TSPS: A Real-Time Time Series Prediction System by Agarwal, Anish et al.
TSPDB: TIME SERIES PREDICT DB
A PREPRINT
Anish Agarwal ∗ Abdullah Alomar Muhammad J. Amjad Robert Lindland Devavrat Shah
September 25, 2019
ABSTRACT
In this work, we are motivated to make predictive functionality native to database (DB) systems,
with a particular focus on time series data. We propose a system architecture, time series predict DB
(tspDB), that enables predictive query functionality in any existing relational DB by building an
additional “prediction index” for a time series of interest. Like standard DB indices, a prediction
index must allow for fast data retrieval for predictive operations in a DB, but for entries that: (i) do
not yet exist as they are for a future time step (i.e. forecasting); (ii) are missing or have been corrupted
by noise (i.e. imputation). To be effective, such an index must satisfy: (i) statistical accuracy for
predictions; (ii) high DB throughput; (iii) low predictive query latency; (iv) flexibility across DB and
machine configurations. Our hope is that through tspDB, any analyst who knows how to make a
Structured Query Language (SQL) query can immediately make a predictive SQL query without loss
of system performance, thereby vastly increasing the accessibility of machine learning capabilities.
As our main contribution, we build such a prediction index in PostgreSQL. Our index crucially uses
a recently developed time series prediction algorithm [1], which we alter to be incremental while
maintaining its statistical accuracy. As an important algorithmic contribution, we develop a novel
algorithm to estimate the time-varying noise variance of a time series, which enables quantifying
uncertainty of prediction (i.e., building confidence intervals). As a theoretical contribution, we do a
finite sample analysis of the variance estimation algorithm and argue it simultaneously provides
consistent estimation for a rich class of generating processes. Despite there being extensive literature
on time series analysis, our time-varying noise variance estimation algorithm and associated finite
sample analysis is first of its kind.
For tspDB to effectively function as a real-time predictive system, we measure performance not only
through statistical accuracy but also through standard DB metrics such as latency and throughput.
We highlight key findings from our extensive experimental results using synthetic and real data. In
terms of statistical accuracy, we find that our prediction index provides better accuracy compared to
the best state-of-art time series libraries (median improvement in range 3.29 to 4.19x over Prophet
of Facebook, 1.27 to 1.48x over AMELIA in R). In terms of throughput, our incremental prediction
index updates 2.83x faster than PostgreSQL’s bulk insert and thus does not bottleneck throughput of
the database. Finally, the latency of predictive queries with respect to standard SELECT queries is
< 2.53x for imputation and < 6.09x for forecasting across DBs and machine platforms, thus making
it truly real-time.
∗All authors are with Massachusetts Institute of Technology during the course of this work. Their affiliations include Department
of EECS, LIDS, IDSS, Statistics and Data Science Center, CSAIL and ORC. Their email addresses: {anish90, aalomar, mamjad,
lindland, devavrat}@mit.edu
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1 Introduction
Why Design Predictive DBs Now? Databases (DBs), or more generally data management systems, are the standard
way to store and query data efficiently, and in a scalable manner. The impact of this is self-evident in the fact that the
market-size for commercial DBs, as per a conservative estimate, is in the range of $50B USD. The impact is arguably
orders of magnitude larger once we take into account open-source DB systems. In a nutshell, before DBs, we stored
raw data and built separate, custom ‘indices’ to query data in a specific manner. The advent of frameworks such as
relational DBs and Structure Query Language (SQL) converted this into an automated process. This eliminated issues
such as the prohibitively high cost (time and resources) for: building new indices for each dataset and query type; doing
quality assessment; adding robustness, etc.
Nowadays, the key trend in modern computing is that businesses of all sizes and in all sectors, are recognizing the
necessity to develop automated predictive capabilities for continued profitability. However, in the field of predictive
modeling, we are in pre-DB era. We build custom machine learning models and data pipelines for each prediction
application depending on the task, data volume and throughput requirement. Depending upon the nature of the question
and data infrastructure, these custom exercises consume moderate to high amount of resources as well as require teams
of experts – very much how it was in the pre-DB era for data management systems.
This begs a natural question: is it possible to make predictive functionalities native to existing DBs? If the answer is
yes: firstly, predictive models will become much easier to create as expensive extract-transform-load (ETL) operations
required to go from raw data to a predictive model get abstracted away; secondly, there will be large computational
efficiency gains as the models will be updated and queried “close” to the raw data. The potential impact of this could be
measured at the scale of DBs themselves.
Why Focus on Time Series Data? In this paper, we focus on bringing predictive capabilities to DBs in the context
of time series data. That is, data where each unit has an associated timestamp and there is structure within data that
is captured through time. Precisely, each unit of data, for a time series labeled as ‘name’ (e.g. ‘S&P 500 Index’) has
‘time’ (e.g. ‘02/28/2019’) and ‘value’ (e.g. 2790), and is represented as (‘name’, ‘time’): ‘value’ . We focus on this
domain because a time series is one of the most common ways data is structured with far-reaching applications such as
quantitative finance, internet-of-things (IOT), autonomous navigation, healthcare.
Further, this domain is particularly ripe to be tackled as time series prediction algorithms, as they stand, are rather
bespoke. In econometrics, models such as “Auto Regressive Moving Averages” (ARMA) and “Generalized Auto
Regressive Conditional Heteroskedasticity” (GARCH) are standard. In machine learning, Hidden Markov Models
(HMMs) and Recurrent Neural Networks (RNNs) are popular. Each of these methods has multiple variants and
numerous hyper-parameters to tune. This makes it burdensome for practitioners as fitting each different model, e.g.
GARCH vs RNN, requires formatting the data in a different form along with model specific hyper parameter tuning.
This problem only gets exacerbated when trying to build a model with large amounts of data that continually changes.
In short, a predictive DB for time series data, if it can be built, can possibly provide a solution to all of these challenges,
and potentially open up new opportunities.
What is a Predictive Query? The standard query, time series DBs are usually required to support, is of the form
(‘name’, ‘time’ = t or t0 ≤ ’time’ ≤ t1 ): ‘value’ = ? . If data associated with queried time instance t or time range
[t0, t1] exists, then it is returned, ideally with minimal latency.
In this setting, the natural predictive queries of interest are exactly the same as above. However, the response is the
predicted value, or values, rather than the available data. For example, for a ‘future’ time t, the predictive query responds
with the forecasted value, and for the past time for which data may be missing or corrupted by noise, the predictive
query responds with a “de-noised’, imputed value.
Objective of Paper. We aim to build tspDB, an accessible, statistically accurate and computationally performant real-
time predictive system for time series data that enables a user to make predictive queries. With regards to accessibility,
the aim is that any analyst who knows how to make a SQL query can immediately make a predictive SQL query. With
regards to statistical performance, the aim is to match the imputation/forecasting predictive accuracy of state-of-the-art
machine learning (ML) time series libraries. With respect to computational performance, the aim is to build a ‘prediction
index’ that matches the latency and throughput performance of a standard relational DB index.
1.1 Contributions
1.1.1 Prediction Index
Analogous to a standard DB index, a DB prediction index should allow a user to get efficient, accurate answers to
predictive queries as new data gets continually inserted. As the main contribution of this work, we describe some
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natural, key requirements of such a prediction index, and show it is indeed possible to realize such an index for time
series data.
Desiderata of Prediction Index. A prediction index needs to be measured through the following performance metrics
(see Section 2.3 for a detailed discussion): (i) statistical accuracy - predictions ought to be close to the unobserved, latent
truth given noisy, missing observations for a wide variety of generating processes; (ii) high throughput - the prediction
index ought to be incrementally updated at high enough throughput so as to scale gracefully with the underlying data
insertion latency of the DB; (ii) low query latency - the predictive query latency should be comparable to the standard
DB (SELECT) query latency; (iv) flexibility - the statistical and computational performance of the index is good across
a variety of DBs and machine configurations.
Implementation of Prediction Index. We implement such a prediction index and use it to extend standard relational
DBs used for time series data (PostgresSQL and TimeScaleDB), to have predictive functionality – thus making tspDB.
We propose a simple predictive query language with the aim that any DB user who can make a SQL query, can
immediately make a predictive SQL query. See Section 3 for details. We then extensively empirically test that our
implementation satisfies the detailed requirements laid out in Section 2.3.
1.1.2 Algorithmic and Theoretical Contributions
Our main algorithmic/theoretical contribution is a novel algorithm to estimate variance along with the underlying mean,
while making minimal assumptions about the underling generating process. For mean estimation, our prediction index
heavily relies on the algorithm introduced in [1] (see Section 3.1 for justification of why we choose it). However, the
original algorithm lack crucial features: (i) it is not incremental; (ii) it does not quantity uncertainty in its estimates of
the mean, nor can be used to estimate variance; a necessary functionality of tspDB. Below we justify why an algorithm
for variance estimation is necessary, describe our proposed method briefly, explain why it is novel/significant, and show
how to use it to quantify uncertainty.
Uncertainty Quantification: Need and Challenges. In any real-world application of time series analysis, along with
estimating the underlying mean, doing uncertainty quantification (i.e., providing confidence intervals) is necessary
to make meaningful decisions. Further in many fields, the time-varying variance is a key input parameter in the
prediction/decision-making algorithms themselves. For example in control systems, the widely used Kalman Filter uses
an estimate of the per step variance for both filtering and smoothing. Similarly in finance, the time-varying variance of
each financial instrument in a portfolio is necessary for risk-adjustment. Hence, estimating the variance accurately and
efficiently for a wide variety of time series processes is required functionality of tspDB.
The key challenge in estimating the variance of a time series (which itself might very well be time-varying) is that
unlike the actual time series itself, we do not get to directly observe it (nor even a noisy version of it). Consider Figure
1. The dotted green and red lines are the underlying time-varying mean and variance, generated from a mixture of
harmonics and trends. However, we only get noisy observations of the mean, depicted through the grey lines. The
question then is how to design an algorithm to reliably recover the mean and variance (red and green lines) from these
highly noisy observations?
Despite the vast time series literature, existing algorithms to estimate time-varying variance are mostly heuristics
and/or make restrictive, parametric assumptions about how the variance (and the underlying mean) evolves (e.g.
ARCH/GARCH models). See [2, 3]). Hence, provable finite-sample guarantees of these previous methods is highly
restricted.
Novel Variance Estimation Algorithm. We develop a novel algorithm by carefully extending the time series algorithm
introduced in [1]. Briefly, this algorithm takes the original time series, transforms it by squaring it, and then converts
this transformed time series into a matrix. By applying matrix estimation to this matrix and careful post-processing, we
reliably impute and forecast the time varying variance parameter – see Section 3.1 for details on the implementation. At
it’s core, we establish novel representation results for time varying variance in terms of the “Page Matrix” associated
with the square of the time series having approximately low-rank structure which enables the recovery. Further, our
method suggests an approach to estimate the variance of observations in the context of Matrix Estimation which has
been unaddressed. See Appendix A for details. This representation result and applications to matrix estimation may be
of interest in its own right beyond this work.
Our variance estimation algorithm pleasingly retains the most attractive properties of the mean estimation algorithm in
[1]; (i) it is simple and can reliably estimate the latent time-varying variance parameter of a time series, while making
minimal assumptions about the underlying generating process: (ii) it is robust to sparse, noisy data and comes with
rigorous finite sample guarantees for a rich class of generating processes (see Section 4 for details). To the best of our
knowledge, the variance estimation algorithm in Section 3.1 is the first of its kind to satisfy the two properties above.
This algorithms enables interesting applications such as verifying whether a time series can indeed be modeled as a
time-varying Poisson (a standard model in the time series literature); specifically, since a Poisson has the same mean
5
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Figure 1: Plot of X(t), f(t), σ(t), fˆ(t) and σˆ(t). Note the magnitude of the observations, X(t), is 1 to 4 times larger than that of
the underlying mean, f(t) due to the noise, (t).
and variance parameter, an effective mean and variance estimation algorithm allows us to verify if these two quantities
are indeed empirically the same.
1.1.3 Experimental Results
For tspDB to effectively function as a real-time predictive system, we measure performance not only through statistical
accuracy but also through standard DB metrics such as latency and throughput. We highlight key experimental results
that corroborate the statistical and computational performance of our proposed prediction index.
Statistical Accuracy. We utilize a large number of heterogeneous time series data models (both synthetic and real-
world) to verify statistical accuracy. We compare accuracy of the prediction index with respect to Prophet [4] and
AMELIA [5] (see Section 5.2.2 for details). Using extensive experimentation across model types and missing fractions
of data, we find the following: for forecasting, in comparison to Prophet, we improve median accuracy in the range of
3.29x to 4.19x and average accuracy by 12.94x to 26.97x; for imputation, in comparison with AMELIA, we improve
median accuracy in range of 1.27x to 1.48x and average accuracy by 1.23x to 1.75x (see Table 3). Further, in two
real-world time series datasets we find improvement in accuracy in the range 11-44% for imputation (relative to
AMELIA), and 10-75% for forecasting (relative to Prophet) across different missing fractions of data. (see Figure 6).
Throughput Latency. We test the ratio of speed at which the prediction index (i.e. prediction algorithm model
parameters) updates, compared to throughput of DB insertions. Specifically, using a time series with 108 data points,
we find the incremental update throughput of the prediction index to be at least 2.17x faster that of PostgreSQL bulk
insert to write to DB. For details, refer to Section 5.3.1.
Size of Prediction Index. We find that the proposed index size is only a fraction of the size of the time series data. In
particular, on a time series with 108 data points, the prediction index is pleasingly only 2.24% the size of the time series
data it was built on top of. See Section 5.3.2.
Query Latency. We test the ratio of latency of predictive queries compared to standard DB SELECT queries. Using
different volumes of time series data, we find imputation is at most 2.52x slower (or like two SELECT queries) and
forecasting is at most 6.09x slower (or like six SELECT queries). Effectively, we get predictive queries at the same
order of latency as traditional queries, as desired. For details, refer to Section 5.3.3.
DB Flexibility. The system architecture we propose stores all the prediction index information in the same DB (see
Section 3.4 for details). This deliberate choice of storing the index in the underlying DB is to ensure performance
evaluations are invariant to the underlying DB. Experimentally, we find that the prediction index throughput, prediction
query latency and size of prediction index is of the same order of magnitude across PostgreSQL and TimeScaleDB.
Refer to Section 5.4.1 for details. We remark the choice of PostgreSQL as our primary DB, is due to it being the de
facto open-source relational DB. The choice of TimeScaleDB is due to it being a recent adaptation of PostgreSQL for
time series data and seemingly having found initial commercial success.
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Machine Configuration Flexibility. Analogous to DB flexibility, we test if the three key performance metrics above
are invariant to the machine configuration used. We find that while the absolute time varies, the three ratios are of the
same order of magnitude in all machine configurations. Refer to Section 5.4.2 for details.
1.2 Related Work
We remark on related work on time series algorithms, time series libraries, time series DBs, and predictive DBs.
Time Series Algorithms. This is an ancient topic with textbook style references – see [11, 12, 13, 14, 15, 16, 17, 18].
From a modeling perspective, ‘trend’ like behavior is captured through low-order polynomials, ‘periodicity’ or
‘seasonality’ is captured through harmonics and ‘short-term’ dependency is captured through stationary auto-regressive
model. Further time-varying variance models are popular in Finance e.g. ARCH and GARCH models. The resurgence
of neural networks has brought attention to Recursive Neural Networks (RNN) and variants [19]. Time series’ with
structured/unstructured data and latent states is modeled through Hidden Markov Models [20, 21]. Time series’ with
missing values are studied in [22, 23].
Classically, Singular Spectrum Analysis (SSA) use the “Hankel” matrix representation of a time series along with
Principle Component Analysis to study its structure [24, 25, 26]. In this work, we build upon a recent method developed
by Agarwal et. al. in [1], where a “Page” matrix of the time series is first “de-noised” using matrix estimation methods
and then regression is used for model learning. As established in [1], this method provides consistent estimation for
imputation and forecasting for a wide class (including ‘trend’, ’seasonality’ and ‘stationarity’) of time series. However,
it lacks an algorithm for estimating the time-varying variance as required to build tspDB in this work. We introduce
such a (novel) algorithm with theoretical guarantees in this work.
Finally, we take note of various data mining techniques for time series data utilized in the context of various DB related
applications such as [27, 28, 29, 30, 31].
Time Series Libraries. Given its importance, it is no surprise there is a large collection of open-source libraries and
commercial offerings available for time series analysis. The two libraries considered in this work are Prophet and
AMELIA. We provide a detailed description of them in Section 5.
Time Series DB. Time series DBs are proliferating especially over the past decade. The goal is to build ‘specialized’
DBs, with querying functionality particularly suited for the nature of time series data. For example, in many financial
applications, the data is high in volume, is stored in tables with very few columns, and the goal is to query by time
ranges, potentially in parallel. This leads to architectural choices that are particularly suited for such functionalities
and, hence, proliferation of such DBs. Some commercial and open-source examples include KDB [32], InfluxDB [33],
TimeScaleDB [34]. For a somewhat more comprehensive list, please see [35].
DBs with Prediction Functionality. In [36], authors made an excellent case for having predictive functionalities to be
natively supported within DB, very much in line with this work. Over the past decade or so, various approaches have
been proposed towards this with some attempting to: provide a formal language that extends the SQL-like language
cf. [37, 38, 39]; put together DB functionality and predictive modeling functionality cf. [40, 41, 42]; provide an
architecture for processing predictive queries cf. [43].
1.3 Organization of Paper
The remainder of the paper is organized as follows. (1) Setup and objectives are in Section 2; (2) Prediction index
architecture is in Section 3; (3) Theoretical results (i.e., finite-sample guarantees of the mean and variance estimation
algorithms) are in Section 4; (4) Experiments are in Section 5.
2 Setup and Objectives
2.1 Time Series: Formalism, Objectives
Formalism. We shall denote the time index as t throughout. For simplicity, we shall assume t takes integral values †,
i.e. t ∈ Z. This is not restrictive as in any time series, data is represented at some ‘regularity’ or ’unit’ (e.g. second, ms,
day) and for clarity of exposition, we assume ‘regularity’ at integral level. The underlying time series of interest can
be viewed as a function f : Z→ R. We, however, observe a noisy version of the time series with potentially missing
values. Precisely, we observe data in the interval [Te] = {1, . . . , Te}. For any t ∈ [Te] for which data is collected, rather
than seeing f(t) directly, we observe X(t), where X(t) is a random variable with E[X(t)] = f(t). For the purpose
of modeling, we assume each t ∈ [Te] is observed with probability p ∈ (0, 1] independently. Further, we denote the
variance of the time series at any t ∈ [Te] as σ2(t) := (X(t)−E[X(t)])2. Note we do not directly observe σ2(t) (nor a
noisy version of it), only X(t).
†We denote R as the field of real numbers and Z as the integers.
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Objectives. As stated in Section 1, under this setting, we have two objectives: (1) interpolation or imputation, i.e.,
estimate f(t) and σ2(t) for all t ∈ [Te]; (2) extrapolation, i.e., forecast f(t) and σ2(t) for t > Te. These two objectives
precisely correspond to the predictive queries with time series data we are interested in. For the purposes of this paper,
we focus on building a prediction index for a single table with one column designated as the ‘time’ attribute.
2.2 Prediction Query Language
Querying a Time Series DB. We utilize the following standard relational DB time series schema:
CREATE TABLE Timeseries_name
("time" TIMESTAMP PRIMARY key ,
"value" float);
CREATE INDEX on Timeseries_name(time).
Here, the index for efficient querying is created on the field “time”, which allows us to support queries of the form:
SELECT value FROM Timeseries_name
WHERE time = t.
Querying a Time Series Prediction DB. A key aim of this paper is to allow any analyst who knows how to make a
SQL query to immediately be able to make a predictive SQL query. Enabling this, requires the predictive SQL query to
be as close as possible to how a standard SQL query looks like. We propose the following minor change to the schema
stated above by the addition of prediction index.
CREATE TABLE Timeseries_name
("time" TIMESTAMP PRIMARY key ,
"value" float);
CREATE INDEX on Timeseries_name(time);
CREATE PINDEX on Timeseries_name(time)
Such a prediction index should enables predictive queries of the form:
PREDICT value FROM Timeseries_name
with CONFIDENCE_INTERVAL = 95%
WHERE time = t.
Unlike the standard SELECT query, a PREDICT query returns a response even when the data associated with time t is
missing.
2.3 Desiderata of Prediction Index
We describe the key, natural requirements the prediction index architecture (and the associated time series prediction
algorithm) should satisfy.
Statistically Accurate. As we are using the prediction index to impute and forecast (i.e., make predictions), it is
necessary that the index is statistically accurate. Further, since a DB is meant to work well regardless of what kind of
time series data is inserted into it, we need to ensure our prediction index provides accurate predictions for essentially
any kind of time series data that it is built on top off. Req.1-2 below are exactly these requirements.
Req.1 Provides accurate predictions with associated confidence intervals.
Req.2 Provides accurate predictions for a wide variety of generating processes/data sources and is robust to noisy,
missing data.
Computationally Performant. A prediction index must necessarily meet the standard performance requirements we
expect of a standard DB index. If not, the attractiveness of running predictions natively at the DB is compromised.
Req.3-5 below are exactly these requirements.
Req.3 Prediction index is built incrementally while retaining the throughput of DB insertions.
Req.4 Size of the prediction index scales sub-linearly with the volume of data inserted into the DB.
Req.5 Latency of PREDICT query is of the same order as a standard DB SELECT query.
Platform Flexible. As the goal of this work is not to introduce a new time series DB, but add predictive functionality to
standard relational time series DBs, it is important that the three key performance metrics – ratio of: (i) prediction index
update vs. DB write throughput; (ii) size of prediction index vs. volume of data inserted; (iii) latency of PREDICT vs.
DB SELECT query – are invariant across a range of DBs and machine configurations. Req.6-7 below are exactly these
requirements.
Req.6 The three key performance metrics above are similar across a variety of DBs.
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Req.7 The three key performance metrics above are similar across a variety of machine configurations.
3 Prediction Index Architecture
In this section, we describe the prediction index architecture. In particular, in Section 3.1, we describe the algorithm for
building a prediction model. In Section 3.2, we describe the scalable implementation of these algorithms. In Section
3.3, we describe how we utilize underlying DB itself to store the prediction index. In Section 3.4, we discuss how the
PREDICT queries are answered in real-time.
3.1 Prediction Algorithm
Useful Notations. We denote an observation of a univariate time series at time t as X(t). X(t : s) will denote
observations [X(t), X(t+ 1)...X(s)] for any t, s ∈ TR = [1, Te] such that t < s. A crucial step in the both mean and
variance estimation algorithms is to transform an array of observations of length Ts, X(1 : Ts) into what is known as a
Page matrix, i.e., the observations are used to construct a matrix by filling an L by N matrix column by column without
overlapping entries, such that N = bTs/Lc.
For any time series f (with sparse, noisy observations X(t)), we denote the two pages matrices induced by it as:
Mfij = f(i+ (j − 1)L), st : 0 < i ≤ L, 0 < j ≤ N
denotes the matrix of underlying means;
ZXij = X(i+ (j − 1)L), st : 0 < i ≤ L, 0 < j ≤ N
denotes the matrix of sparse, noisy observations; and
ZX
2
ij = X
2(i+ (j − 1)L), st : 0 < i ≤ L, 0 < j ≤ N
denotes the matrix of squared values of time series.
As further notation, for any matrix, A ∈ RL×N , we denote its last row as AL ∈ RL and the sub-matrix of A which
contains all the rows except the last one as A˜.
Mean Estimation Algorithm. We choose to use the time series prediction algorithm introduced in [1]. This algorithm
transforms the time series into a matrix and proceeds to use matrix estimation (specifically, Singular Value Thresholding
(SVT)) and linear regression to impute and forecast the time series. The algorithm has all the desired properties
including: (i) simple to implement; (ii) rigorous theoretical guarantees (see Section 4); (iii) provides superior statistical
performance compared to state-of-the-art time series libraries (see Section 5). To that end, we assume access to
observations X(t : s) such that t < s. Further let L,N ∈ N be such that L×N = s− t.
Imputation:
1. (Transform into Matrix) Transform observed X(t : s) into a Page matrix ZX ∈ RL×N with L ≤ N .
2. (Singular Value Thresholding) Let singular value decomposition of ZX = USV T , where U ∈ RL×L,V ∈
RN×L represent left and right singular vectors and S = diag(s1, . . . , sL) be diagonal matrix of singular
values s1 ≥ . . . ≥ sL ≥ 0. Let M̂f = USkV T be singular value thresholding obtained by setting all but top
k singular values to 0, i.e. Sk = diag(s1, . . . , sk, 0, . . . , 0) for some 1 ≤ k ≤ L.
3. (Output) fˆI(i+ (j − 1)L) := M̂fij for i ∈ [L], j ∈ [N ].
Forecasting:
1. (Sub-Matrix) Let Z˜X ∈ RL−1×N be sub-matrix of ZX obtained by removing its last row, ZXL .
2. (Singular Value Thresholding) Let singular value decomposition of Z˜X = U˜ S˜V˜ T , where U˜ ∈
RL−1×L−1, V˜ ∈ RN×L−1 represent left and right singular vectors and S˜ = diag(s1, . . . , sL−1) be diagonal
matrix of singular values s˜1 ≥ . . . ≥ s˜L−1 ≥ 0. Let ˆ˜Mf = U˜ S˜kV˜ T be singular value thresholding obtained
by setting all but top k singular values to 0, i.e. S˜k = diag(s˜1, . . . , s˜k, 0, . . . , 0) for some 1 ≤ k ≤ L− 1.
3. (Linear Regression) Solve for linear regression:
βˆ(t:s) = arg minb∈RL−1
∥∥∥ZXL − ( ˆ˜Mf )T b∥∥∥2
2
.
4. (Forecast) fˆF (s+ 1) := X(s− (L− 1) : s)T βˆ(t:s).
A Novel Variance Estimation Algorithm. As described in Section 1.1, despite a long history in the time series
literature, a flexible time-varying variance estimation algorithm with provable performance guarantees does not exist
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and ours is the first of its kind. Briefly, this algorithm takes two time series, X(t) and X2(t) and constructs separate
matrices out of each of them. It proceeds to apply matrix estimation (specifically, singular value thresholding) and
ordinary linear regression to impute and forecast the mean of X(t) and X2(t). Then by subtracting the two means,
we get an estimate for σ2(t), the time-varying variance process. This simple algorithm effectively (both theoretically
and empirically) estimates the variance of a large class of time-varying variance processes while making minimal
assumptions about the generating process itself (see Sections 4 and 5.2.4).
Imputation:
1. (Transform to Two Matrices) Transform the observations X(t : s) and X2(t : s) into Page matrices,
ZX , ZX
2 ∈ RL×N , respectively.
2. (Singular Value Thresholding) Apply Singular Value Thresholding on ZX with k1 singular values to get
M̂f = Ufk1Σ
f
k1
V fk1
T
. And to ZX
2
with k2 singular values to get M̂f
2+σ2 = Uf
2+σ2
k2
Σf
2+σ2
k2
V f
2+σ2
k2
T
.
3. (Output) Construct the matrix, M̂f
2 ∈ RL×N , where M̂f2ij := (M̂fij)2, and produce estimates, for i ∈
[L], j ∈ [N ] as σˆ2I (i+ (j − 1)L) := M̂f
2+σ2 − M̂f2 .
Forecasting:
1. (Sub-matrices) Let Z˜X , Z˜X
2
be sub-matrices of ZX ,ZX
2
obtained by removing their respective last rows,
ZXL ,Z
X2
L .
2. (Singular Value Thresholding) Apply Singular Value Thresholding on Z˜X with k1 singular values and on
Z˜X
2
with k2 singular values to obtain
ˆ˜Mf = Ufk1Σ
f
k1
V fk1
T
, and ˆ˜Mf
2+σ2 = Uf
2+σ2
k2
Σf
2+σ2
k2
V f
2+σ2
k2
T
.
3. (Linear Regression) Perform linear regressions:
βˆ
(t:s)
1 = arg minb∈RL−1
∥∥∥ZXL − ( ˆ˜Mf )T b∥∥∥2
2
, and
βˆ
(t:s)
2 = arg minb∈RL−1
∥∥∥ZX2L − ( ˆ˜Mf2+σ2)T b∥∥∥2
2
.
4. (Forecast) Produce forecasts fˆ(s+1) := X(s−(L−1) : s)T βˆ2(t:s),, and ̂f2 + σ2(s+1) := X2(s−(L−1) :
s)T βˆ2
(t:s)
to compute - σˆ2F (s+ 1) := ̂f2 + σ2(s+ 1)− (fˆ(s+ 1))2.
3.2 Scalable Implementation
The algorithms for mean and variance estimation described in Section 3.1 as written are meant for batch updating (i.e.,
they get to observe all data at once). However, the prediction index needs to be built and updated incrementally, which
in turn requires making these algorithms incremental: (i) their computational complexity should not scale with volume
of data inserted; (ii) statistical accuracy should not degrade with volume of data inserted. We address these challenges
next.
Incremental Singular Value Decomposition. The key computationally expensive step in imputation and forecasting,
is computing a singular value decomposition (SVD) to do singular value thresholding (SVT) of the relevant Page
matrices. Therefore, to make the algorithms incremental, we need an incremental version of SVD. To that end, we use
the incremental SVD method developed in the Latent Semantic Indexing literature cf. [6]. This method updates the
decomposition by computing a QR decomposition and SVD of a much smaller matrix, whose size depends primarily
on the size of the update. Hence, the complexity of this method is much lower compared to doing the full SVD. In
particular, the complexity of the SVD is O(k3 + (L+N)k2 + (L+N)kp+ p3), where k is the number of retained
singular values, p is the number of added columns, L, N are the number of rows and columns for the original matrix,
respectively. The method used is clearly outlined in [6].
A Simple Algorithm To Achieve Scalability. The incremental SVD is useful but comes with a few issues: (i) the
quality of the incremental SVD algorithm degrades with the number of data points (relative to doing the standard
batch SVD); (ii) more fundamentally, if the total number of observations in the time series, X(t : s), denoted by
L+N = t = s grow very large, then the computational complexity of the algorithm remains prohibitive.
To address these two issues, we propose the following framework with three parameters: T ∈ Z , T0 ∈ Z and γ ∈ (0, 1].
T0 is an algorithm-specific parameter which indicates the minimum number of observations required by the algorithm
to train its model. X(t) will be segmented into several intervals of length T and each interval, indexed by i ∈ Z, will be
used to train a sub-model denoted as Mi. As a result, a “complete” model can consist of several sub-models. Adjacent
models, Mi,Mi+1, will overlap where each Mi+1 starts with the last T/2 entries from Mi. Given this, the number of
sub-models at time index t will be: Number of sub-models = max(1, b 2(t−1)T c)
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Below, we detail how the proposed framework operates incrementally as t increases and more observations become
available. We have the following scenarios:
Case 1. (t < T0) Given that the minimum observation count has not been met, the model will output the average of the
observations X(0 : t) (for both forecasting and imputation).
Case 2. (T0 ≤ t ≤ T ) In this segment, first sub-model M0 is trained incrementally with occasional re-training at times
separated per a geometric sequence determined by some parameter γ > 0:
1. Re-train M0 using X(0 : t) if t =
⌊
T0(1 + γ)
`
⌋
for 0 ≤ ` ≤ q0 where q0 =
⌊
ln(T/T0)
ln(1 + γ)
⌋
.
2. Else, incrementally update the model M0.
Case 3. (t > T ) In this case, time is divided into segments of length T with one last segment of length ≤ T . The
segments of length T are trained using original algorithm separately while the last segment of length ≤ T may be
trained incrementally with occasional re-training as in the Cases 1 and 2. Specifically,
1. Identify sub-model Mi where i = i(t) = max(0,
⌊
2t
T
⌋− 1)
2. The first time index of Mi is si = iT2 .
3. Fully train Mi with observations X(si : t) if (t− si) =
⌊
T0(1 + γ)
`
⌋
for 0 ≤ ` ≤ q where q =
⌊
ln(2)
ln(1 + γ)
⌋
.
4. Else, incrementally update Mi.
Figure 2 illustrates how the proposed segmentation is carried out, and at what points the model is trained fully and
where it is incrementally updated.
Incremental
update 
t = 1  T0  (1 + γ)T0  (1 + γ)2T0 T  
T+(1+γ)T
2
3T/2 
T+(1+γ T)2
2
T/2
Model  
 
M0
[1,T] Model   
 
M1
[T/2, 3T/2]
2T
Model  
 
M2
[T , 2T]
Start Model  
 
M
0
X(1 : )T
0
Incremental update
Incremental
update 
Incremental
updateStart Model  M1
X(T/2 : T)
  
Reconstruct Model
M
0
  
Reconstruct Model 
M
0
  
Reconstruct Model 
M
1
  
Reconstruct Model 
M
1
Start Model  M
2
X(T : 3T/2)
Figure 2: Scalable implementation of mean and variance estimation algorithms via time series segmentation.
Hyper-Parameter Selection.
The hyper-parameters in the mean and variance estimation algorithms are (L,N), k, k1, k2, T0, T, γ. As per the
theoretical analysis of the algorithms in Section 4, we require N ≥ L. Thus for all experiments in Section 5, we pick
L = N/10. Further, for all experiments in Section 5, k, k1, k2 – the number of singular values to retain when doing SVT
of the respective Page matrices – were chosen in the following manner: argminl∈[L]
(∑l
i=1 si
)
/
(∑L
i=1 si
)
≥ 0.9,
where s1 ≥ s2 . . . ≥ sL. In words, the minimum number of singular values such that they contain 90% of the “energy”
of the spectrum. Note, T0 is not a crucial hyper-parameter and is always set to 103. For the statistical accuracy
experiments in Section 5.2, we pick T = 105 and γ = 0.5 (see Sections 5.3.1 and 5.2.5 for throughput).
3.3 Prediction Index Storage
For each model, the algorithms require storing: (i) the parameters associated with the appropriate truncated singular
value decomposition (left/right singular vectors, and singular values); (ii) the regression coefficients. Importantly, we
choose to store all of these parameters in the standard relational DB; thus, in response to a query, the DB itself is used to
make predictions. The specific schema used to store model parameters, and the relationship between them, is depicted
in Figure 3.
An important choice/contribution here is identifying the ‘Page Matrix’ as the de facto data structure representation for
a time series, and proving in Section 4 that this matrix is low-rank for a rich class of generating processes (for both
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*
1 1
*
1*
1
s_table
modelNo int
s1 double
s2 double
s3 double
Models
modelNo int
model_start int
model_end int
model_rows int
model_cols int
V_table
ColID int
modelNo int
tscolumn int
v1 double
v2 double
v3 double
U_table
rowID int
modelNo int
tsrow int
u1 double
u2 double
u3 double
Coefficients_table
CoeffID int
modelNo double
coeffpos double
coeffvalue double
Avg_coeff (Materialized View)
coeffpos int
Avg double
Avg_last10 double
Avg_last100 double
Figure 3: Prediction index storage schema.
mean and variance). Hence this low-rank structure allows for efficient data management by implying one can simply
store the first few singular vectors (an implicit data compression scheme in itself) and yet retain all relevant statistical
information.
For a forecasting predictive query, we average the values of linear regression coefficients stored across models. Hence,
we create a standard materialized view of the coefficient table to precompute the average weights of the last few models,
for efficient querying.
3.4 Prediction Queries
Our interest is in answering a prediction query PREDICT, as described in Section 2.2. The PREDICT query is one of
two types: imputation or forecasting. For both settings, the index needs to provide a response, both of the estimated
mean and the associated confidence interval (upper and lower bound). In particular, the atomic response boils down
to providing an estimation of the mean of the time series at a given t with confidence interval of c% for c ∈ (0, 100).
The prediction query creates a response by estimating the mean, say fˆ(t) and the standard deviation σˆ(t). Then using
Gaussian approximation, the c% confidence interval is given by, [fˆ(t)−σ(t)Φ−1( 12 + c200 ), fˆ(t) +σ(t)Φ−1( 12 + c200 )]
where Φ : R → [0, 1] denote the Cumulative Density Function of standard Normal distribution with mean 0 and
variance 1. As mentioned earlier, one could alternatively utilize Chebyshev’s inequality to obtain a more conservative
answer as [fˆ(t)− σ(t)√
1− c100
, fˆ(t) + σ(t)√
1− c100
]. Now we describe an algorithm to respond to PREDICT query for given t
with c% confidence interval. To start with, we determine whether it is an imputation task, i.e. t ∈ [Te] or a forecasting
task, i.e. t > Te. For each of these cases, we respond as follows.
Imputation: t ∈ [Te].
1. (Find Model) Let i = i(t) = max(0,
⌊
2t
T
⌋ − 1). If i = 0 and t < T/2, use I(t) = {0} else I(t) =
{i(t), i(t) + 1}.
2. (Find Row, Column Indices) Let trow(j) = (t − jT2 ) mod L, tcol(j) =
⌊
(t − jT2 )/L
⌋
be row, column
indices of matrix corresponding to the models with j ∈ I(t).
3. (Find Truncated SVD for Mean) Query left, right singular vectors U j , V j respectively from Utable, Vtable for
model corresponding to mean values with index j ∈ I(t) along with singular values Sj from stable.
4. (Produce Mean Estimate) Set
fˆ(t) = 1|I(t)|
∑
j∈I(t)
∑
k U
j
trow(j)k
V jtcol(j)k
Sjk.
5. (Find Truncated SVD for Second Moment) Query left, right singular vectors U˜ j , V˜ j respectively from
Utable, Vtable for model corresponding to second moment with index j ∈ I(t) along with singular values S˜j
from stable.
6. (Produce Variance Estimate) Set σˆ2(t) = max(0, ̂f2 + σ2(t) − fˆ(t)2), where ̂f2 + σ2(t) =∑
j∈I(t)
∑
k U˜
j
trow(j)kV˜
j
tcol(j)k
S˜jk.
|I(t)| .
7. (Output Confidence Interval) Output confidence interval using fˆ(t), σˆ(t) for queried confidence c%.
Forecasting: t > Te.
1. (Imputed History) Obtain means fˆ(Te − L + 1), . . . , fˆ(Te) and ̂f2 + σ2(Te − L + 1), . . . , ̂f2 + σ2(Te)
variance using Imputation.
2. (Obtain Coefficients) Obtain average of coefficients of up to past 10 models for means βˆm and variances βˆv .
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3. (Sequential Forecasting) For τ ∈ {Te + 1, . . . , t} produce estimate of means and variances as fˆ(τ) =∑L−1
`=1 fˆ(τ − `)βˆm` , and ̂f2 + σ2(τ) =
∑L−1
`=1
̂f2 + σ2(τ − `)βˆv` .
4. (Output Confidence Interval) Output confidence interval using fˆ(t), σˆ(t) for queried confidence c%.
4 Theoretical Results
We discuss theoretical properties of mean and variance estimation algorithm. Specifically, for a broad class of time
series, we argue that these algorithms provide consistent estimators. For mean estimation, the results follow directly
from [1] and [44], and are stated for completeness. For variance estimation, the algorithm itself is novel and so is
associated analysis. For this section, recall the setup introduced in Section 2.1.
4.1 Model and Notations
4.1.1 Model
Recall from Section 1.2, that time series modeling involves identifying three components within observations – trend or
non-stationarity, periodicity or seasonality and stationarity. Trend is captured through lower-order polynomial function,
periodicity through harmonics, and stationarity through ARMA-like models. Further the noise-variance is modeled as
an independent time series as well.
By a remarkable spectral representation theorem for stationary time series, it is known that any instance of stationary
time series can be viewed as a weighted combination of harmonics, see Chapter 4 of [11] for example. In that sense, for
a generic time series, it suffices to focus on model class that captures both polynomials and weighted summation of
harmonics. The linear recurrent formula (LRF) model class precisely captures these aspects of time series model (see
Proposition 4.1) and hence we model the mean and variance time series as instances of LRF. To that end, we quickly
recall LRF and state our model assumption.
Definition 4.1 (LRF). A time series g is said to be a LRF of order G, if for all t, g(t) =
∑G
l=1 αlg(t− l).
LRFs admit a rich class of time series as stated below.
Proposition 4.1. (Proposition 5.2 in [1]) Let Pma be a polynomial of degree ma. Then, g(t) =
∑A
a=1 exp(αat)
· cos(2piωat+ φa) · Pma(t) is an LRF of order at most G ≤ A(mmax + 1)(mmax + 2), where mmax = maxa∈Ama.
We make the following assumption:
Property 4.1. For t ∈ [Te], X(t) = f(t) + (t) where (t) are independent mean-zero sub-gaussian random variables
such that ‖2(t)‖ψ2≤ γ2 and σ2(t) = E[2(t)]; Further, f and σ2 are both instances of LRF.
4.1.2 Technical notations
Now some technical notations that will be useful throughout.
ψα-Random Variables. For any α ≥ 1, ψα-norm of a random variableX is ‖X‖ψα = inf{t > 0 : E exp(|X|α/tα) ≤
2}. If ‖X‖ψα <∞, we call X a ψα-random variable.
Polynomial Function. By poly(α1, . . . , αk), we denote a function that scales at most polynomially in its arguments.
Norm of a Time Series. For any time series g over Te time steps, we define ‖g‖22 :=
∑Te
t=1 g
2(t) and ‖g‖∞ :=
maxt∈Te g(t).
Assessing Quality of Estimation. For a latent time series, g, over Te time steps, we measure the quality of estimates,
gˆ, through the mean squared error. Specifically, MSE(g, gˆ) := 1TeE‖g − gˆ‖
2
2, where expectation is over noise.
Time Series/Time Series as a Matrix. We heavily rely on and re-use the notation in Section 3.1. In particular, recall
the definition of N,L, k, k1, k2 and the various time series Page matrices constructed in Section 3.1.
Matrix Norms. For any matrixA, let ‖A‖F , ‖A‖∗, ‖A‖ refer to its Frobenius-, Nuclear- and Spectral-norm respec-
tively.
4.2 Matrix Estimation - Pivotal Subroutine
Note the mean and variance estimation algorithms, both for imputation and forecasting (refer to Section 3.1), rely
on matrix estimation; specifically, SVT. Below, we give a generic definition of matrix estimation and state required
properties of the matrix estimation procedure with respect to imputation and forecasting.
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Definition 4.2. A matrix estimation algorithm, denoted as ME : Rm×n → Rm×n, takes as input a noisy matrix X
such that E[X] = M and outputs an estimator M̂ ofM .
We use two metrics to quantify the estimation error:
1. Mean-Squared Error (MSE),
MSE(M̂ ,M) := E
[ 1
mn
m∑
i=1
n∑
j=1
(Mˆij −Mij)2
]
;
2. Max Row Sum Error (MRSE),
MRSE(M̂ ,M) := E
[ 1
n
max
i∈[m]
( n∑
j=1
(Mˆij −Mij)2
)]
.
As before, let p ∈ (0, 1] denote the probability with which each entry of a given matrixX is observed. Let Y = [Yij ]
be such that Yij = Xij if Xij is observed, and Yij = 0 otherwise. That is, E[Y ] = pE[X] = pM . Let pˆ denote the
empirical fraction of observed entries in matrix Y . We will require matrix estimation ME to satisfy the following two
properties.
Property 4.2. For any p ≥ max(m,n)−1+ζ for some ζ ∈ (0, 1), the estimator M̂ = 1pˆME(Y ) satisfies (for absolute
constant, C1), ∥∥∥pˆM̂ − pM∥∥∥2
F
≤ C1 ‖Y − pM‖ ‖pM‖∗.
The “Universal Singular Value Thresholding” (USVT) algorithm satisfies Property 4.2 (refer to Lemma 3.5 of [45]).
Property 4.3. For any p ≥ C log(nm)nm , the produced estimator M̂ = 1pˆME(Y ) satisfies (for absolute constant C),
MRSE(M̂ ,M) ≤ C
∗
p4
· r ·
(
1
n
+
1
m
)
. (1)
Here, C∗ = poly
(
log(mn), γ, ‖f‖∞, ‖σ2‖∞
)
, r = rank(M).
“Hard Singular Value Thresholding” (HSVT) algorithm satisfies Property 4.3 if: (i) M̂ andM are both of rank r; (ii)
τ1 ≈ τ2 ≈ . . . ≈ τr = Θ
(√
nm/r
)
where τi is the i-th singular value ofM . (refer to Lemma 8 of [44]).
4.3 Mean Estimation
Below we present finite sample analysis, for both imputation and forecasting, of the mean estimation algorithm stated
in Section 3.1. These results follow directly from [1] and [44], and are stated for completeness. Note the forecasting
error, MSE(f, fˆF ) is the in-sample training error.
Theorem 4.1 (Mean Estimation - Imputation, Theorem 4.1 of [1] ). Let the following conditions on the time series
hold: (i) f is a LRF of order G1; (ii) Property 4.1 holds. Further, assume the following conditions on the mean
estimation imputation algorithm in Section 3.1: (i) the SVT sub-routine satisfies Property 4.2; (ii) ‖f‖∞, ‖fˆI‖∞≤ Γ;
(iii) N ≥ L. Then for some absolute constant C > 0,
MSE(f, fˆI) ≤ CγΓ
2
p
√
G1
L
Theorem 4.2 (Mean Estimation - Forecasting, Theorem 7 of [44]). Let the following conditions on the time series
hold: (i) f is a LRF of orderG1; (ii) Property 4.1 holds. Further, assume the following conditions on the mean estimation
forecasting algorithm in Section 3.1: (i) the SVT sub-routine satisfies Property 4.3; (ii) ‖f‖∞, ‖fˆF ‖∞, ‖σ2‖∞≤ Γ;
(iii) N ≥ L. Then for some absolute constant C > 0,
MSE(f, fˆF ) ≤ C ·
(
ΓG1
N
+
C∗G31
p4L
)
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4.4 Variance Estimation
Results for imputation and forecasting are stated below, proofs are relegated to Appendix B
Theorem 4.3 (Variance Estimation - Imputation). Let the following conditions on the time series hold: (i) f and
σ2 are both LRFs of order G1 and G2 respectively; (ii) Property 4.1 holds. Further, assume the following conditions
on the variance estimation imputation algorithm in Section 3.1: (i) the SVT sub-routine satisfies Property 4.2; (ii)
‖f‖∞, ‖fˆI‖∞, ‖σ2‖∞, ‖σˆ2I‖∞≤ Γ; (iii) N ≥ L. Then for some absolute constant C > 0,
MSE(σ2, σˆ2I ) ≤
Cγ2Γ4
p
√
G21 +G2
L
Theorem 4.4 (Variance Estimation - Forecasting). Let the following conditions on the time series hold: (i) f and
σ2 are both LRFs of order G1 and G2 respectively; (ii) Property 4.1 holds. Further, assume the following conditions
on the variance estimation forecasting algorithm in Section 3.1: (i) the SVT sub-routine satisfies Property 4.3; (ii)
‖f‖∞, ‖fˆF ‖∞, ‖σ2‖∞, ‖σˆ2I‖∞≤ Γ; (iii) N ≥ L. Then for some absolute constant C > 0,
MSE(σ2, σˆ2F ) ≤ C ·
(
(Γ3 + γ2)(G21 +G2)
N
+
Γ2C∗(G21 +G2)
3
p4L
)
Remark (Forecasting). We note in the proofs of Theorems 4.2 and 4.4, we assume the algorithm creates L different
forecasting models, each separately built by accessing data X(` : L×N + `) for ` ∈ {1, . . . , L}. When forecasting
for time t, model (t mod L + 1) is used (see Section 3.3 in [1] for details). This is likely a limitation of our proof
method and irrelevant in practice as evidenced in our experiments.
5 Experiments
In this section, we extensively test whether our proposed index meets the set of requirements (recall Requirements 1-7)
laid out in Section 2.3. We organize the section as follows: (i) specifications of DB, machine configuration settings; (ii)
statistical accuracy comparisons with benchmarks; (ii) computational performance of prediction index; (iii) performance
of index across different DBs and machine configurations.
5.1 DB Settings & Machine Configuration
We run experiments on two DBs, PostgreSQL 9.5.14 and TimescaleDB (built on top of Postgres 10.9). We use
PostgreSQL as our primary DB for the majority of our experiments. We use TimescaleDB as an alternative to test that
key computational performance metrics are indeed invariant to which underlying relational DB is used (see Requirement
6 in Section 2.3).
In Table 2, we detail the relevant settings used for both DBs across the various machines we use.
Table 1: Configurations for Machines: M1-M3.
Machine M1 M2 M3
CPU Intel XeonE5-2683
Intel i5-
6300U
Intel i5
6267U
No. Cores 16 2 2
RAM (GB) 132 8 8
Storage SSD SSD SSD
OS Ubuntu 16 Windows 10 MacOS 10.12
Machine Configuration. In Table 1, we detail relevant configurations for the various machines we use for our
experiments. Machine M1 is used for the majority of experiments. We use Machines M2, M3 to test whether key
computational performance metrics are indeed invariant to machine configuration (see Requirement 7 in Section 2.3).
5.2 Statistical Accuracy
In this section we test the statistical accuracy of our prediction index (see Requirements 1-2 in Section 2.3). We organize
it as follows: (i) description of datasets; (ii) description of benchmarks used; (iii) results for mean estimation; (iv)
results for variance estimation; (v) how results change for different hyper-parameter settings. Note all experiments are
with respect to the scalable implementation of our prediction index detailed in Sections 3.1 and 3.2. Refer to Section
3.2 for the values of the hyper-parameters we select (along with associated justification of these choices).
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Table 2: Database settings. Values in parentheses indicate differences in configuration for M2, M3.
Parameter Value
Shared buffers 30GB (512MB)
maintenance work mem 2GB (1GB)
effective cache size 80GB (6GB)
default transaction isolation ‘read committed’
wal buffers 16MB
max parallel workers 16 (8)
max worker processes 16 (8)
work mem 54MB (6.48MB)
5.2.1 Description of Datasets
Synthetic Data. As described in 1.2, a standard way to decompose a time series is into autoregressive (AR) processes,
harmonics, and trends. Hence, we generate observations from the following models: (i) AR: X(t) =
∑n
i=1 φiX(t−
i) + t; (ii) Harmonic process: X(t) =
∑n
i=1 αi cos(βit/Te) + t; (iii) Logarithmic Trend: X(t) = log(t) + t, where
t ∼ N (0, σ(t)) denotes noise, and is generated by time-varying zero-mean Gaussian. We denote an AR process, of
order x and ‖φ‖1= y, as AR x/y; we denote a harmonic series with x terms as Harmonic x. The number of synthetic
time series observations is set to be 2 ∗ 106 (unless stated otherwise). We also normalize the various time series to
be in the range [−1, 1] to allow for meaningful comparison across experiments. We generate synthetic data using the
aforementioned processes for both the mean and variance estimation experiments (see Sections 5.2.3, 5.2.4 respectively).
For forecasting, we always use the last 104 points as our test set.
Real-World Data. Along with testing the accuracy of the prediction index on synthetic data, we also test on two
public time series datasets, taken from the [7] “Machine Learning Repository”, one of the largest public repositories for
machine learning datasets. The first dataset is of air quality readings (via measurements of the concentration of fine
particulate matter PM2.5) in Beijing, China. It has hourly readings over 6 years with more than 5 ∗ 105 observations
(see [8] for details). The second dataset is of electric power consumption in a single household located in France. It has
minute by minute readings over 47 months with over 2 ∗ 106 observations (see [9] for details). Again, we normalize the
data to lie in [−1, 1] to be compare results across the datasets.
Missing observations. We artificially mask observations to tune the fraction of missing data; denote fraction of
observed data be p, which is chosen to lie in [0.5, 1.0].
5.2.2 Comparison Benchmarks
Selection Criteria for Benchmark Libraries. We employed the following two criteria when choosing which libraries
to compare the imputation/forecasting results against: (i) the library should be employing state-of-the-art prediction
methods and be widely-used in practice; (ii) the library should require minimal parameter tuning for fitting a model
and a stated goal should be to work for a wide variety of generating processes. We found the following two libraries –
“AMELIA” (see [5, 10]) for imputation, and “Prophet” time series library (see [4]) for forecasting – to most closely
meet the criteria above.
We detail both libraries and how they are used in our experiments below.
Imputation Benchmark - AMELIA. AMELIA is a widely-used imputation library for time series data implemented
in R. We use the latest version, called AMELIA II. To work, it requires access to multiple time series that it assumes are
all sampled from some common latent distribution; it thus performs a variant of expectation-maximization to maximize
a posterior distribution over the multiple time series, and uses the learned distribution to perform imputation. Since
AMELIA does not directly work a single time series, we generate multiple time series by adding other time series
which are transformations of the original time series (e.g. add lags and leads of the time series, a degree two polynomial
approximation of the time series etc.).
Forecasting Benchmark - Prophet. Prophet is a widely-used, forecasting library created by Facebook. It uses a
generalized additive model that fits three component models: trend, seasonality, and holidays. The trend model is
composed of a piecewise logistic growth component and a linear trend component fit using a Bayesian model [46]. The
seasonal model uses a Fourier series to account for fluctuations in the signal imposed with a smoothing prior. Holidays
can be specified by the user to indicate potential known abnormalities in the signal. Since Prophet allows for forecasts
in the presence of missing data, we use Prophet without adjusting any default parameters in our experiments.
16
tspDB: Time Series Predict DB A PREPRINT
Table 3: RMSE Ratio - AMELIA/Prophet vs. Prediction Index.
Prediction p Mean Median Max Min
Imputation
0.8 1.75 1.48 7.05 0.70
0.6 1.23 1.27 1.56 0.64
0.4 1.39 1.34 2.41 0.73
Forecasting
1.0 26.79 4.19 184.60 0.12
0.8 21.80 3.85 121.35 0.11
0.6 12.94 4.05 46.13 0.11
0.4 18.03 3.29 97.38 0.11
5.2.3 Mean Estimation
Synthetic Data Results. We synthetically generate four AR processes, two harmonics and a log trend. In particular,
We generate: (i) four AR processes with n ∈ {2, 5}, ‖φ‖1∈ [0.5, 0.9] where φ = [φ1, ..., φn]; (ii) two harmonics
with n ∈ {3, 10}, αi, βi ∈ [−7.0, 25.0]; (iii) a log trend. To compare, we combine two different sets observations
X1(t), X2(t) as follows: Z(t) = αX1(t) + (1−α)X2(t), α is sampled uniformly over [0.4, 0.6]. Results are presented
via a symmetric 7 × 7 “heatmap matrix” (see Figures 4, 5). Each row, column represents one of the seven time
series processes described above. Color of each cell indicates relative difference in RMSE of prediction index vs.
AMELIA/Prophet: the better (resp. worse) the relative performance of prediction index, the more green (resp. red) the
cell. Figures 4 and 5 depict these heatmaps for imputation, forecasting respectively – both being greener indicates our
method outperforms comparison benchmarks.
(a) p = 0.8 (b) p = 0.6
(c) p = 0.3
Figure 4: Relative imputation performance of prediction index vs. AMELIA across different fractions of missing data.
Summary of Results. The results are summarized in Table 3. Imputation – The relative media improvement of our
algorithm compared to AMELIA is 1.27x to 1.48x, and mean improvement is 1.23x to 1.75x. Forecasting – The
relative media improvement of our algorithm compared to Prophet is 3.29x to 4.19x, and mean improvement is 12.94x
to 26.79x.
Real-World Data Results. As shown in Figure 6, the proposed index outperform both Amelia and Prophet in both
real-world datasets described above for all fraction of missing data. In the air quality dataset (Figure 6a), our prediction
index outperforms AMELIA by 11.25−37.14% improvement in RMSE and outperforms Prophet by 9.40−55.09%. In
17
tspDB: Time Series Predict DB A PREPRINT
(a) p=1.0 (b) p=0.8
(c) p=0.6 (d) p=0.3
Figure 5: Relative forecasting performance of prediction index vs. Prophet across different fractions of missing data.
Table 4: Imputation/Forecasting RMSE as a Function of γ.
γ Imputation RMSE Forecasting RMSE
1.0 0.007945 0.002851
0.3 0.007942 0.002851
0.05 0.007941 0.002853
the household energy consumption dataset (Figure 6b), our prediction index outperforms AMELIA by 22.95− 44.40%
and Prophet by 51.24− 75.18%.
0.5 0.6 0.7 0.8 0.9 1.0
Percentage of observed values
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0.14
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Air quality data
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Amelia (imputation)
Prophet (forecasting)
Proposed Index (forecasting)
(a) Air Quality Data
0.5 0.6 0.7 0.8 0.9 1.0
Percentage of observed values
0.10
0.15
0.20
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0.30
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0.40
0.45
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Household Energy consumption data
Proposed Index (imputation)
Amelia (imputation)
Prophet (forecasting)
Proposed Index (forecasting)
(b) Energy Data
Figure 6: Benchmarking pred. index on real-world data.
5.2.4 Variance Estimation
As the variance parameter in any time series is not directly observable (nor even a noisy version of it), we test the
performance of our variance estimation algorithm solely on synthetic data, as we then have a ground truth to compare
our estimates against. Since we are not aware of a time series library that does time series variance estimation for a wide
variety of generating processes (indeed, the very reason why we design a variance estimation algorithm), we instead
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Table 5: R2var for Time-varying Variance, σ2(t).
σ2(t)
Imputation R2var Forecasting R2var
p = 1.0 p = 0.8 p = 1.0 p = 0.8
Harmonic 10 + AR 5/.5 0.950 0.927 0.926 0.912
Harmonic 10 + AR 5/.5 + log(t) 0.952 0.924 0.958 0.912
use, R2var
‡ as a standalone proxy for measuring quality of variance estimation, a natural variant of the R2 error metric.
When R2var is (close to) 1, it means (close to) perfect recovery!
A Visual Depiction of the time-varying variance estimation algorithm. Recall Figure 1 from Section 1. The
aim was to recover the dotted green and red lines (f(t) and σ(t)), generated from a mixture of harmonics and
trends; using only highly noisy observations (depicted through grey lines). Specifically, we generate observations
X(t) = f(t) + (t), where (t) ∼ N (0, σ2(t)), i.e. a mean-zero Gaussian distribution with a time-varying variance
denoted by σ2(t). Where f(t) is a sum of a linear trend and three harmonics, −2.5 + 10−3t+∑3i=1 αi cos(βi2pit/Te)
where αi ∈ {−3.0, 3.0} and βi ∈ {15.0, 30.0}; σ2(t) is a sum of 10 harmonics,
∑10
i=1 αi cos(βi2pit/Te) where
αi ∈ {−7.0, 14.0}, βi ∈ {2.0, 25.0}. Importantly, as a post-processing step we normalize both f2(t) and σ2(t) to be
in the range 0 to 1. We do so to ensure the “signal” strength of both the latent mean and the latent variance are of the
same order.
As we pleasingly see in Figure 1, the variance (and mean) estimation algorithm we propose reliably de-noises the data
and accurately imputes and forecasts both the underlying mean and variance (R2var = 0.950). The reason we choose such
“exotic” generating processes for f(t), σ(t) is to demonstrate that our proposed variance estimation algorithm works for
large class of time series; again, we reiterate that our proposed algorithm is crucially not told that the observations
come from any of these time series classes.
Synthetic Data Results. We perform a systematic set of experiments, analogous to those in Section 5.2.3. We
synthetically generate a combination of AR, harmonics and trends. Particularly, we generate the following three different
time series: (i) AR: X(t) =
∑n
i=1 φiX(t−i)+t, with n = 5; (ii) Harmonic process:X(t) =
∑n
i=1 αi cos(βit/Te)+
t where αi ∈ [−7.0, 14.0] and βi ∈ [−1.0, 1.0]; (iii) Logarithmic Trend: X(t) = 0.1 log(t) + t
In Table 5, we see R2var ranges from 0.912 to 0.958, which can be considered excellent (see Section 5.2.1 for definition
of AR x/y and Harmonic x).
5.2.5 Hyper-parameter Selection
Below, we see both imputation and forecasting accuracy for mean estimation are not significantly affected as we change
key hyper-parameters T and γ (see Section 3.2 for details).
Choosing T. See Figure 7a for how the statistical accuracy varies as a function of T . We find that unless T is taken to
be too small ∼ 104, it does not significantly affect accuracy (as compared to batch learning with all data at once).
Choosing γ. See Table 4 for how statistical accuracy varies as a function of γ; the change in both imputation/forecasting
accuracy is negligible for γ ranging from 0.05 to 1.0 (difference is of the order 0.1%).
103 104 105 106 107 108 109
Number of entries in each sub-model (T)
0.001
0.002
0.003
0.004
0.005
RM
SE
Imputation, Forecasting RMSE as a Function of T
Imputation Accuracy
Forecasting Accuracy
Accuracy with one sub-model
(a)
105 106 107 108
Number of entries in each sub-model (T)
0.00
0.02
0.04
0.06
0.08
0.10
Ra
tio
 o
f p
re
di
ct
io
n 
in
de
x 
siz
e 
vs
. v
ol
um
e 
of
 d
at
a 
in
se
rte
d
Prediction Index Size as a Function of T
(b)
Figure 7: Prediction index accuracy and index size as a function of T
‡R2var := 1− (
∑T ′
t=t′(σˆ(t)− σ(t))2)/(
∑T ′
t=t
′ ˆ¯σ − σ(t))2. Here ˆ¯σ := 1
T ′−t′
∑T ′
t=t
′ X2(t)− ( 1
T ′−t′
∑T ′
t=t
′ X(t))2.
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5.3 Computational Performance
In this section we test computational performance of our prediction index (see Requirements 3-5 in Section 2.3) with
respect to: (i) prediction index throughput; (ii) prediction index size; (iii) prediction index query latency.
Note for all experiments in this section, the generating process for the time-varying mean and variance is an additive
mixture of harmonics, trend and AR processes. Time series length ranges from 105 to 109, depending on experiment.
Number of singular values retained is, k = k1 = k2 = 3.
Importantly, note all experiments include time taken to build both the mean and variance imputation/forecasting models.
5.3.1 Throughput of Prediction Index
Prediction Index Update Throughput vs. T and γ. Recall from Section 5.2.5 that T and γ do not significantly affect
affect statistical accuracy. Hence we optimize our choice of these parameters for computational performance. In Figure
8a, we see choice of T significantly impacts prediction index update throughput (recall a total of 108 total data points
were inserted in each run). Best performance occurs in the range 105 − 106, where throughput is 2µs per data point.
Similarly, in Figure 8b, we see that choice of γ significantly affects throughput.
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Figure 8: Prediction index performance as a function of T, γ.
We find that performance improves as γ gets larger till approximately γ = 0.5, after which throughput does not
change significantly. Hence we set the default parameters for subsequent computational performance experiments to be
T = 2.5 ∗ 106 and γ = 0.5.
Prediction Index Update vs. PostgreSQL Write Throughput. We measure how the ratio of throughput of the
prediction index throughput (i.e. time taken for the prediction index to be fully built) vs. PostgreSQL’s bulk insert
(i.e., COPY command) varies for various volumes of data inserted (see Requirement 3 of Section 2.3). Note in the
PostgreSQL instance, we denote “time” to be a primary key. Thus the bulk insert time includes building a standard
DB index (via a B-tree). This is indeed a fair comparison, as when we measure the latency of PREDICT vs. SELECT
queries (in Section 5.3.3) we report our numbers for when the column of interest has a standard DB index (in addition
to the prediction index).
In Figure 9, we see prediction index throughput is 1.16x to 3.87x quicker than PostgreSQL bulk insert as number of
data points added vary from 105 to 109 (we repeat the experiment ten times for consistency), as desired.
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Figure 9: Pred. index throughput vs. PostgreSQL bulk insert.
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5.3.2 Size of Prediction Index
Prediction Index Size vs. Volume of Data Inserted. As with any index, it is important to report how the size of the
index grows with the volume of data inserted (see Requirement 4 of Section 2.3). In Figure 7b, we study how the ratio
of prediction index size vs. total volume of data inserted, varies with hyper-parameter T (see Section 3.2 for details on
T). Intuitively, as T increases, we build fewer sub-models, leading to more space efficiency. We find that for T ranging
from 105 to 2 ∗ 108, the ratio decreases from 11% to 0.2%. For our chosen parameter T = 2.5 ∗ 106, the prediction
index is 2.4% of total volume of data inserted.
5.3.3 Latency of Prediction Query
Ratio of Latency of PREDICT & DB SELECT Query. We measure the ratio of the latency of PREDICT queries vs.
standard PostgreSQL SELECT queries (see Requirement 5 of Section 2.3). As noted earlier, the column of interest
(“time”) has two indexes built on top of it: (i) prediction index; (ii) a standard DB index (specifically, B-tree). We do so
to ensure a competitive, fair comparison of query latency.
In Figure 10a, we plot the distribution of the four PREDICT query types of interest: (i) mean imputation; (ii) mean
forecasting; (iii) variance imputation; (iv) variance forecasting. Specifically, we sample 104 points at random from a
time series of length 108 (refer to the start of Section 5.3 for specifics on the time series). The ratio of the mean latency
of each of these four PREDICT queries vs. PostgreSQL SELECT query is: 2.34x for mean imputation; 4.94x for mean
forecasting; 4.69x for variance imputation; 10.17x for variance forecasting, as desired.
Latency of PREDICT vs. Volume of Data Inserted. We measure latency of the four PREDICT query types as we
vary volume of data inserted. In Figures 10b, 10c, as we vary the number of data inserted from 105 to 5 ∗ 108, the
PREDICT query ranges between: 1.92x to 2.33x for mean imputation; 2.35x to 5.23x for mean forecasting; 4.01x to
4.78x for variance imputation; 4.71x to 10.22x for variance forecasting. This indicates the PREDICT query latency is
not particularly sensitive to the total volume of data inserted.
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Figure 10: PREDICT query latency experiments.
Latency of PREDICT for Range Queries. Along with single point queries, it is important to show the prediction
index can support efficient querying of a range of points (relative to a standard DB SELECT range query). Note we
fix the number of data points inserted to be 108. And again, for a fair comparison the column of interest has both a
prediction index and a standard DB index (B-tree) built on top of it.
In Figures 11a and 11b, as we vary the query range between 10 and 107 data points, the ratio of the PREDICT range
query latency for the four types to PostgreSQL SELECT range query latency varies from: 11.46x to 0.07x for mean
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Table 6: Flexibility of Prediction Index
DB Machine Imputationquery ratio
Forecasting
query ratio
Throughput
ratio
PostgreSQL M1 2.34 4.94 2.83
PostgreSQL M2 2.52 3.94 2.20
PostgreSQL M3 1.68 6.09 2.60
TimescaleDB M2 1.40 3.20 2,17
imputation; 35.19x to 0.91x for mean forecasting; 22.06x to 0.18x for variance imputation; 70.25x to 2.21x for variance
forecasting. As seen in Figures 11a and 11b, the ratio gets better (i.e., PREDICT range queries get relatively quicker)
as the query range increases. This is to be expected as the standard PostgreSQL index is optimized for short-range
queries, while in our current implementation we do not perform any such optimization (though definitely interesting
future work).
(a) (b)
Figure 11: PREDICT latency experiments for range queries.
5.4 Platform Flexibility
In this section we test platform flexibility of our prediction index (see Requirements 6-7 in Section 2.3) by measuing
insertion throughput and prediction query latency ratios for: (i) PostgreSQL vs. TimeScaleDB; (ii) different machine
configurations. For brevity, we do not report prediction index size as there is close to no change across DBs, machines.
We use a single time series, of length 108(identical to the generating process at the start of Section 5.3) for all
experiments in this section. Recall description of Machines M1-M3 in Table 1.
5.4.1 PostgreSQL vs. TimeScaleDB
We run all TimeScaleDB experiments on Machine M2. We do so simply due to implementation ease, as it is a local
laptop vs. M1 which is a remotely hosted server. In Table 6, we see for prediction index throughput vs. DB bulk insert
throughput: TimeScaleDB and PostgreSQL have ratios of 2.17x and 2.83x respectively. Similarly we see for prediction
query latency vs. DB SELECT query latency: TimeScaleDB and PostgreSQL have respective ratios of 1.40x, 2.34x for
imputation queries; and 4.94x, 3.2x for forecasting queries. Hence, the key metrics across DBs are of same order of
magnitude.
5.4.2 Different Machine Configurations
We re-run all experiments on Machines M1-M3 (note, these are all done only on PostgreSQL). In Table 6, we see for
prediction index throughput vs. DB bulk insert throughput: Machines M1-M3 have respective ratios of 2.83x, 2.20x
and 2.60x. Similarly we see for prediction query latency vs. DB SELECT query latency: Machines M1-M3 have
respective ratios of 2.34x, 2.52x and 2.18 for imputation queries; and, 4.94x, 3.94x and 6.09x for forecasting queries.
Hence, the key metrics across machines are of same order of magnitude.
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A Matrix Estimation and Variance Estimation
Consider the following standard setup in Matrix Estimation:
X = M + η
whereX,M , η ∈ Rm×n. Here the entries ofX , denoted as Xij for i ∈ [m], j ∈ [n], are assumed to be independent
with E[Xij ] = Mij . The entries of η, denoted as ηij , are assumed to be mean-zero noise. It follows that Var(Xij) =
Var(ηij) := σ2ij . Let Σ ∈ Rm×n be defined as, Σij := σ2ij .
As stated earlier, previous work on Matrix Estimation has focused on producing an accurate estimate ofM denoted
as M̂ , such that
∥∥∥M − M̂∥∥∥
F
is small. An important unaddressed issue in the vast Matrix Estimation literature is
estimating the variance of Xij , i.e., an accurate estimator of Σ denoted as Σ̂. Σ̂, is necessary for producing confidence
intervals for the mean estimate M̂ , a vital task for uncertainty quantification.
The algorithm we propose to do so (as described in Section 3.1) is simple. Briefly, it takes the observations Xij
and the square of it, X2ij and constructs separate matrices out of each of them. It proceeds to apply standard matrix
estimation methods (e.g. Singular Value Thresholding) to de-noise and impute the two matrices to get estimates M̂ij and
̂M2ij + σ2ij . Then by subtracting the two means, we get an estimate for the variance, Σ̂ji = σ̂2ij , as desired. Pleasingly,
the theoretical finite-sample bounds in Section 4.4 shows that the error bound, 1√
mn
∥∥∥Σ̂−Σ∥∥∥
F
, goes to zero as long as
bothM and Σ are low-rank, a natural assumption in a variety settings.
B Proof of Theoretical Results
B.1 Proof of Theorem 4.3
MSE(σ2, σˆ2I ) = E‖M̂σ
2 −Mσ2‖2F
= E‖M̂f2+σ2 − M̂f2 −Mσ2‖F
= E‖M̂f2+σ2 − M̂f2 +Mf2 −Mf2 −Mσ2‖2F
≤ 2E‖M̂f2+σ2 −Mf2+σ2‖2F + 2E‖M̂f
2 −Mf2‖2F ,
where we used ‖x+ y‖2≤ 2‖x‖2+2‖y‖2.
First Term: E‖M̂f2+σ2 −Mf2+σ2‖2F . Note E[ZX
2
ij ] = f
2(i + (j − 1)L) + σ2(i + (j − 1)L) = Mf2ij +Mσ
2
ij .
Since f is a LRF of order G1, by Proposition B.3, rank(Mf
2
) ≤ G21. By sub-additivity of rank, rank(Mf
2+σ2) ≤
rank(Mf
2
)+ rank(Mσ
2
) ≤ G21+G2. Additionally, note ‖X2(t)‖ψ2= ‖f2(t)+2f(t)(t)+ 2(t)‖ψ2 can be bounded
by 2(Γ2 + γ2). Thus by Property 4.2 and Theorem 4.1 of [1], we immediately have
1
LN
E‖M̂f2+σ2 −Mf2+σ2‖2F
≤ C1(Γ
2 + γ2)
p
(√
(G21 +G2)N · ‖f‖2
LN
)
+
‖f‖22
LN
(
C2
pLN
+ C3e
−c4N
)
≤ C4(Γ
3 + Γγ2)
p
(√
G21 +G2
L
)
for some absolue constants C1, . . . , C4 ≥ 0.
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Second Term: E‖M̂f2 −Mf2‖2F
E‖M̂f2 −Mf2‖2F
= E
T∑
t=1
(
f2(t)− fˆ2I (t)
)2
= E
T∑
t=1
(
f(t)− fˆI(t)
)2 (
f(t) + fˆI(t)
)2
≤ Emax
t∈T
((
f(t) + fˆI(t)
)2) T∑
t=1
(
f(t)− fˆI(t)
)2
≤ 4Γ2 · E
T∑
t=1
(
f(t)− fˆI(t)
)2
Thus,
E
1
LN
‖M̂f2 −Mf2‖2F ≤ 4Γ2 · E
1
LN
T∑
t=1
(
f(t)− fˆI(t)
)2
(a)
≤ C5Γ2 · γΓ
2
p
(√
G1
L
)
=
C5γΓ
4
p
√
G1
L
where (a) again immediately follows from Property 4.2 and Theorem 4.1 of [1]. Here C5 ≥ 0 is some absolute constant.
Combining all the terms together, we immediately have the result for appropriate absolute constant C.
B.2 Proof of Theorem 4.4
MSE(σ2, σˆ2F ) = E
T∑
t=1
(
σˆ2F (t)− σ2(t)
)2
= E
T∑
t=1
(
̂f2F + σ2F (t)− f̂2F (t)− σ2(t)
)2
≤ 2E
T∑
t=1
(
f̂2F (t)− f2(t)
)2
+ 2E
T∑
t=1
(
̂f2F + σ2F (t)− f2(t)− σ2(t)
)2
First Term: E
∑T
t=1
(
f̂2F (t)− f2(t)
)2
.
E
T∑
t=1
(
f̂2F (t)− f2(t)
)2
= E
T∑
t=1
(
f(t)− fˆF (t)
)2 (
f(t) + fˆF (t)
)2
≤ Emax
t∈T
((
f(t) + fˆF (t)
)2) T∑
t=1
(
f(t)− fˆF (t)
)2
≤ 3Γ2 · E
T∑
t=1
(
f(t)− fˆF (t)
)2
By Proposition 5.1 of [1], we have that there exists β∗1 such that ‖β∗1‖1≤ C1G1 (for some absolute constant C1) and
MfL =
(
M˜f
)T
β∗1
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Then by Theorem 7 of [44] (and using Property 4.3 and Proposition B.3), we immediately have
1
T
E
T∑
t=1
(
f(t)− fˆF (t)
)2
≤ 4ΓG1
N
+ 3‖β∗1‖21
(
C∗
p4
·G1 ·
(
1
L
+
1
N
))
≤ 4ΓG1
N
+ C1C
∗G31
(
1
p4
(
1
L
+
1
N
))
where C2 is an absolute constant.
Second Term: E
∑T
t=1
(
̂f2F + σ2F (t)− f2(t)− σ2(t)
)2
. By Proposition B.4, we have that there exists β∗2 such that ‖β∗2‖1≤
C3(G
2
1 +G2) (for some absolute constant C3) and
Mf
2+σ2
L =
(
M˜f
2+σ2
)T
β∗2
Additionally, note ‖X2(t)−f2(t)−σ2(t)‖ψ2= ‖2f(t)(t)+ 2(t)−σ2(t)‖ψ2≤ ‖2f(t)(t)‖ψ2+‖2(t)−σ2(t)‖ψ2≤ 2Γγ+γ2
can be bounded by (Γ2 + γ2). Then by Theorem 7 of [44] (and using Property 4.3 and Proposition B.3), we immediately have
1
T
E
T∑
t=1
(
̂f2F + σ2F (t)− f2(t)− σ2(t)
)2
≤ C3(Γ
2 + γ2)
(
G21 +G2
)
N
+ 3‖β∗2‖21
(
C∗
p4
· (G21 +G2) · ( 1
L
+
1
N
))
≤ C3(Γ
2 + γ2)
(
G21 +G2
)
N
+ C2C
∗ (G21 +G2)3( 1
p4
(
1
L
+
1
N
))
where C3 is an absolute constant. Combining all the terms together, we immediately have the result for appropriate absolute constant
C.
We note that in the above proof, the use of L different forecasting model is implicit in application of Theorem 7 of [44] since by
using only one model, say using data X(1 : L × N), we have training predictions fˆ(t) available only for times t such that (t
mod L = 1). And hence we need L models using data X(` : L×N + `) for 1 ≤ ` ≤ L so that we can have access to predictions
fˆ(t) for all t ∈ [Te].
B.3 Helper Lemmas
Proposition B.1. Let f be a LRF of order G, then for s ∈ {1, . . . , L}, t ∈ {0, L, . . . , (N − 1)L}, f admits the representation
f(s+ t) =
G∑
g=1
αgag(s)bg(t) (2)
for some scalars αg , and functions ag : [L]→ R and bg : [N ]→ R.
Proof. The singular value decomposition of the page matrixMf corresponding to time series f has the form,Mf =
∑G
g=1 αga
′
gb
′
g
where αg are the singular values, and a′g ∈ RL, b′g ∈ RN are the left and right singular vectors ofMf respectively. Thus Mfij
has the following form, Mfij = f (i+ (j − 1)L) =
∑G
g=1 αga
′
g(i)b
′
g(j). Identifying ag, bg as a′g, b′g respectively completes the
proof.
Proposition B.2. Number of unique terms in (
∑G
g=1 ag)
K is equal to
∑K
k=1
(
G
k
)(
K−1
k−1
) ≤ GK .
Proof. Observe that we exactly need to count the number of unique ar1i1 · ar2i2 · . . . a
rl
il
terms such that |{i1, . . . , il}|≤ K and
r1 + · · · + rl = K (here i1, . . . , il ∈ [G] and r1, . . . , rl ∈ [K]). There are
(
G
k
)
unique ways to choose ai1 , . . . , ail where
|{ai1 , . . . ail}|= k. There are
(
K−1
k−1
)
ways of choosing an increasing subsequence of size k − 1 from a set of size K − 1, which is
equivalent to the number of ways of choosing r1, . . . , rl ∈ [K] such that r1 + · · ·+ rk = K. Iterating over k ∈ [K] completes the
proof (
∑K
k=1
(
G
k
)(
K−1
k−1
) ≤ GK is immediate).
Proposition B.3. Let f be a LRF of order G, then the page matrixMf
K
of K-th power of time series fK(t) has rank at most∑K
k=1
(
G
k
)(
K−1
k−1
) ≤ GK .
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Proof. Represent f as in (2), by applying Proposition B.3. Result is then immediate by Proposition B.2.
Proposition B.4. Let f and σ2 both be LRFs of order G1 and G2 respectively. Then there exists β∗ such that ‖β∗‖1≤ C(G21 +G2)
for some absolute constant C ≥ 0, and
Mf
2+σ2
L =
(
M
f2+σ2
)T
β∗
Proof. Define M¯f
2+σ2 ∈ RL×T+L to be the Hankel Matrix induced by the time series f2(t) + σ2(t) for t ∈ [1 : T + L], i.e.,
M¯f
2+σ2
ij = f
2 (i+ (j − 1)) + σ2 (i+ (j − 1)) .
By a straightforward modification of the proof of Proposition B.3, we have that rank(M¯f
2+σ2) ≤ G21 +G2. Then by definition of
rank, it must be the case that within the last G21 +G2 rows of M¯f
2+σ2 , there exists at least one row that can be written as a linear
combination of at most G21 +G2 rows above it.
Since every column inMf
2+σ2 is present in M¯f
2+σ2 , we immediately have the desired result.
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