Abstract-This paper presents the invention and implementation of 3D (Three Dimensional) HDR (High Dynamic Range) sensing, along with examples. We propose a method of 3D HDR veillance (sensing, computer vision, video capture, or the like) by integrating tonal and spatial information obtained from multiple HDR exposures for use in conjunction with one or more 3D cameras.
Abstract-This paper presents the invention and implementation of 3D (Three Dimensional) HDR (High Dynamic Range) sensing, along with examples. We propose a method of 3D HDR veillance (sensing, computer vision, video capture, or the like) by integrating tonal and spatial information obtained from multiple HDR exposures for use in conjunction with one or more 3D cameras.
In one embodiment, we construct a 3D HDR camera from multiple 3D cameras such as Kinect sensors. In this embodiment the 3D cameras are arranged in a fixed array, such that the geometric relationships between them remain constant over time. Only a single camera calibration step is required at the initial time of assembling and fixing the cameras into the array. Preferably the cameras either view from the same position through beam splitters, or are fixed close to one another, so that they capture approximately the same subject matter. The system is designed so the cameras each capture a differently exposed image or video of approximately the same subject matter. In one embodiment, two Kinect cameras are attached together facing in the same direction, with an ND (Neutral Density) filter over one of them, so as to obtain a darker exposure. The dark and light exposures are combined to obtain more accurate 3D sensing in high contrast scenes. In another embodiment, a single 3D camera is exposure-sequenced (alternating light and dark exposures).
3D HDR might, more generally, be incorporated into existing 3D cameras, resulting in a new kind of 3D sensor that can work in nearly any environment, including high contrast scenes such as outdoor scenes, or scenes where a bright light is shining directly into the sensor.
I. VEILLANCE (WATCHING) IN HDR
Three dimensional sensors create new possibilities for veillance. Our 3D HDR system, in particular, can be used for surveillance or sousveillance.
There are two broad categories of veillance:
• surveillance (stationary fixed cameras); and • sousveillance (wearable cameras).
A. Surveillance
The primary definition of the word "surveillance" is: 1) "a watch kept over a person, group, etc., especially over a suspect, prisoner, or the like: The suspects were under police surveillance." [1] The etymology of this word is from the French word "surveiller" which means "to watch over". Specifically, the word "surveillance" is formed from two parts: (1) the French prefix "sur" which means "over" or "from above", and (2) the French verb "veiller" which means "to watch".
More generally, surveillance is the observation or recording of an activity by an inanimate object (machine), or by a person Fig. 1 . Sousveillance denotes cameras worn by people. The "WearCamm" Wearable Camera system, also known as DEG (Digital Eye Glass), originally arose from the CYBORGlass welding helmet in the 1980s. Unlike other technologies of this era (e.g. 3M's Speedglass which darkens globally), the CYBORGlass system is camera-based, and therefore allows the wearer's vision to be modified computationally. Rays of light from the subject matter (here denoted as a "light bulb" image), denoted in blue, strike a 45-degree glass shade (denoted "GL45S"), arranged with a camera, such that rays of light that would otherwise enter the center of the iris of the eye enter the center of the iris of the camera. These diverted rays are also denoted in blue. The camera is connected to a display system or aremac that re-renders the modified view of visual reality onto the backside of the shade (rays denoted as red lines), thus allowing the wearer to see in HDR (Augmediated Reality). Dark areas of the image are augmented, whereas brigh areas are diminished. Addiitionally computer overlays are provided. The injection molded Digital Eye Glass pictured here was developed for everyday use, and was completed in 2002 (11 years ago). Notice how the wearer has the appearance of having a "glass eye", hence the "glass eye effect" [10] , hence the Eye Glass is sometimes called the "Glass Eye" or just "Glass".
not participating in the activity, i.e. by cameras borne by nonhuman objects. [2] , [3] , [4] B. Sousveillance: Putting cameras on people A more recently coined word is the word "sousveillance", which is an etymologically correct opposite formed by replacing the prefix "sur", in "surveillance", with its opposite, "sous" [2] , [5] , [6] , [7] . Sousveillance generally refers to cameras borne by people, e.g. hand-held cameras or wearable cameras [2] , [6] , [7] , [5] , [8] , [9] . "Sur" means "over" or "from above" (as in words like "surtax" or "surcharge"), wheras "Sous" means "under" or "from below" (as in "sous-chef").
Sousveillance arises from Digital Eye Glass (see Fig. 1 ) which itself arises from the CYBORGlass ("MannGlas") Digital Welding Glass (a welding shade mounted at a 45-degree angle to divert eyeward bound rays of light into a camera system, through a wearable computer, and then into a display system).
C. High Dynamic Range (HDR) Imaging
HDR (High Dynamic Range) has been a well-known and well-studied field of research for 20 years. Roberston et al. write:
"The first report of digitally combining multiple pictures of the same scene to improve dynamic range appears to be Mann [11] . Algorithmic detail that is lacking from Ref. [11] is provided in a later publication, [12] where Mann and Picard explicitly examine the situation where multiple pictures, each of different exposures, are taken of a scene. They provide a method of merging these multiple exposures to form a single image with an effective dynamic range greater than that of the camera. By making use of certainty functions, which give a measure of the condence in an observation, Mann and Picard weight the observations from the various exposures to provide the final image. The certainty function for a particular camera is computed as the derivative of the camera response function, which results in low condence for pixel values near extremes, and higher confidence for pixel values between these extremes." [13] HDR photography [14] , [15] , [16] , [17] , [18] and video [19] , [20] , [21] , [22] , [23] are attractive topics as they address one of the most fundamental problem of digital camera sensors, namely their limited dynamic range.
Moreover, HDR is not limited to being only applicable to color cameras, or the visible spectrum. It can also be applied to cameras that operate outside the visible spectrum, such as infrared cameras, as well as to 3D cameras. The light capturing mechanism of cameras, whether it be analog (film) or digital (CMOS/CCD sensors), can only record a limited range of light from any scene. Combining differently exposed images of the same scene can produce an image of higher range than any of the individual images used to create it. The invention of the infrared (IR) 3D camera proposed in this paper brings forth the added spatial dimension and extends the spectral range that can be captured. Using both a visual light camera and an IR-3D camera allows the capture of an additional spatial dimension and extended spectral range. Applying HDR photography techniques to such a combined system not only increases the dynamic range of the visual camera but possibily also the range of the additional spatial dimension (e.g. making 3D cameras useful outdoors in bright sunlight or in high contrast scenes where glare from bare light bulbs might otherwise degrade the 3D data).
D. Conventional uses of Kinect: Surveillance
The Kinect system, from Microsoft, was designed for use with Microsoft's XBox 360 gaming console. The Kinect system allows the gamer to interact with games without the need for physical controls. It accomplishes this by tracking the user's movements and position in 3-Dimensional space, with respect to itself, in real-time. In normal use, the Kinect sits stationary and observes the gamer as he/she moves. In this sense, the Kinect was envisioned and created as a surveillance camera (i.e. to be borne by inanimate objects rather than to be worn).
E. Reversing the role of user and camera: Sousveillance
We propose the use of the Kinect like 3D sensing cameras in a different manner, where the Kinect moves with the user, so that it observes the real world in a similar fashion as the user observes (or would have observed, in the case of a blind individual). Rather than having the Kinect watch the user, the user uses it to watch their environment. In one of our wearable implementation as shown in Fig. 2 , the Kinect is used to extract the 3-dimensional depth information of the environment being observed by the user.
There are numerous potential applications for such a system:
• Seeing and sensing aid [24] • EyeTap wearable Digital Eye Glass [20] , [19] , [21] • 3D (sur/sou)veillance • 3D scanning and reconstruction [25] • Surface tracking and gesture input for wearable computers F. The fundamental problem of sousveillance: Dynamic Range
With surveillance, we can carefully place the camera in the optimum location. In using the Kinect to observe a typical living room, for example, the user will often give careful consideration to its placement, being sure to avoid placing it where sunlight might shine in from windows and the like. The user may move lamps out of its field of view, in order to reduce glare that prevents it from working properly.
However, with sousveillance, we don't have such luxury. When using the Kinect as a seeing aid, for self-gesturing (gesture-sensing wearable applications), and marker or markerless surface tracking, it would be unreasonable to demand the environment to conform to our needs.
Generally surveillance is the monitoring of one's own property like one's own living room, i.e. a space that one has control over. On the other hand, sousveillance involves seeing in property that might not belong to the wearer. For example, the gesture-sensing camera or seeing aid must function in any environment where we cannot demand the owner of the space to remove lamps that are causing glare, or the like.
Thus this problem of dynamic range must be solved in the sousveillance device itself and not require changing the environment. Wearable Digital Eye Glass Prototype. Our custom 3D printed design allows users to wear the digital glass in everyday life. The proposed algorithm can be utilized for improving the dynamic range of the camera and thus allowing the users to see 'better' in daily life. Notice that our proposed system not only allows users to see in high contract scene, it also enables night vision due to the use of active depth sensor which projects IR light patterns and reconstruct 3D information about the scene. These provides users the ability to see in extreme environments, and also allows for robust tracking algorithm to be integrated with the eyeglasses.
G. Technology Behind Microsoft's Kinect
Microsoft's Kinect employs PrimeSense's 3-D sensing technology. PrimeSense's 3-D sensor uses light coding to compute the scene volume, using active IR (infrared) illumination [26] , [27] , [28] . The sensor then uses a CMOS image sensor to read the light coding infrared patterns back from the scene. The coded light is processed by PrimeSense's SoC [29] , contained in the 3-D sensor, to give the depth information.
II. BACKGROUND AND THEORY
In this section, we describe the geometric representation of the cameras and the formation of images with a pinhole camera model. These provide the fundamentals for reconstructing images with the depth information from multiple Kinects. For consistency, the notation used in this paper closely follows the works in [30] , [31] . Then, we extend the discussion into the High Dynamic Range (HDR) image composition with 3D data points. Here we describe our novel algorithm that merges the differently exposed sets from the 3D data from multiple Kinects.
A. Pinhole Camera Model and Perspective Projection
To understand the geometric relationship between the camera and the scene, we first assume that the camera follows a pinhole camera model. That is, a scene view is formed by projecting a 3D point into the image plane using a perspective transformation.
Let's denote a 2D point on an image plane as m = [u, v, 1]
T , and a 3D point in the scene as
With a pinhole camera model, the relationship between 3D points M and its image projection m is given by
where [R t] called the extrinsic parameters describe the translation and rotation relationship between the real-world coordinates system and the camera coordinates system. With the 3D data, we can reconstruct the scene and re-position C 1 and C 2 onto a virtual camera V in any arbitrary position. This configuration allows us to perform HDR composition as if the images were simultaneously captured from the same camera. The distance between the cameras d can be estimated using a camera calibration method.
On the other hand, the matrix A in (1) is called the intrinsic parameters of the camera, and is given by
In (2), the (u 0 , v 0 ) is the principle point, and α, β, and γ describes the scaling, and the skew of the image in u and v axes. In general, the camera may have a single focal length lens, and these intrinsic parameters only require to be estimated once per setup.
B. Lens Distortion Correction
Real lenses suffer various level of distortions. For simplicity, we address the lens distortion problem by considering the radial and tangential distortion correction which can be modelled by a simplified Brown's model [32] r = (x 2 + y 2 ),
where (x , y ) are the ideal pixel image coordinates after the distortion correction, (x, y) are real observed image coordinates centered at the principle point, and k 1 , k 2 , p 1 , p 2 are the coefficients of the radial and tangential distortion respectively. These parameters can be estimated using a camera calibration method by providing a known geometry to the scene. One example would be to use a checkerboard pattern on a planar surface, and this technique will be discussed in the next section.
C. Camera Calibration
In order to combine the tonal and spatial information for our proposed setup, it is necessary to calibrate the cameras; i.e., estimate the extrinsic and intrinsic parameters described previously, and also estimate the camera response function for correcting the non-linearity in the HDR composition process. Camera calibration is a well-studied problem in the computer vision field and numerous techniques had been proposed [31] , [18] , [13] for correcting and estimating these parameters. Their implementations can be found in the common computer vision libraries such as OpenCV 1 . 1) Geometric Calibration: For our configuration, we have the Kinect cameras position on top of the other as shown in Fig. 3 . It is possible to have these cameras further apart or closer together. However, the advantage of placing the camera closer together is that the cameras share a common field of view, which reduces the 'holes' due to occlusion. Since the relative position of the cameras is fixed, in our setup, the calibration process is only required to be computed onceincreases the flexibility and portability of our approach. 1 OpenCV http://opencv.org
Equations (1) and (2) provided a model for the camera relations. Given an image set of some known planar pattern (such as checkerboard), we can recover the intrinsic and extrinsic parameters of the cameras in (1) using the methods in [31] . Additionally, the lens distortion parameters described in (3) are also modelled and thus estimated from the process.
Once these parameters are estimated, the 3D data from each camera can be mapped to the real-world coordinates, allowing us to combine the data in the next step.
In addition, we estimate the relative pose, [R i t i ], for each ith Kinect in in the real-world coordinates to allow for a global registration of the 3D data. By setting one of the Kinect camera as a reference (origin), we can then describe the relative position of the Kinect cameras using simple matrices. All parameters extracted from our setup are summarized in Table I .
2) Photometric Calibration: Another key challenge in calibrating the Kinect is its lack of exposure controls. Instead of programming the camera for different exposure settings, in our configuration, a polarized variable neutral density filter was attached to one of the Kinect to reduce the exposure as shown in Fig. 4 . To capture differently exposed images on a Kinect, we programmed the Kinect for manual exposure, and thus the Kinect does not compensate for any changes to the lighting condition and alter the exposures unexpectedly. Then, we manually adjust the filter to extract a set of images that varies in some known exposures for the recovery of the camera response function [18] . 
Intrinsic
Lens distortion coefficients for the color camera of the ith Kinect kr 1i , kr 2i , pr 1i , pr 2i
Lens distortion coefficients for the infrared camera of the ith Kinect R i , t i Extrinsic Geometric relations between the infrared camera and the color camera of the ith Kinect R ij , t ij Extrinsic Geometric relations between the ith and the jth Kinect in the scene fr(q), fg(q),
Photometric The camera response function for each color channel 3) Summary: Table I summarized the parameters required for the 3D HDR reconstruction step. For our experiment, we have used two Kinect cameras and the first Kinect is set as the reference camera. For example, the matrices R 21 and t 21 defines the transformation of how 3D data is transformed from the second Kinect camera to the first Kinect camera. Lastly, the photometric calibration provided us a camera response function that describe the non-linear relationship in both the IR and the color camera.
D. 3D Point Cloud Reconstruction from Kinects
Each of the Kinect camera provides a 3D measure of the scene with the color camera and the infrared-based depth Fig. 5 . Notice that the depth map is not significantly affected by the darkening filter. The structured light code pattern is invariant to small exposure differences, however, there is an increase in dynamic range in high contrast scene when the IR images were overexposed by the tungsten light. The depth composition algorithm is described in Section III. Fig. 6 . Depth map composition using our proposed algorithm. We combine two different depth maps by performing a weighted sum over the certainty function described in Eq. 8. There is a slight contour in the area were the depth map is undefined as shown in the right most image. These can be addressed by applying spatial filters on the depth map based on the geometry. camera as shown in Fig 4. The IR camera receives the structured light pattern emitted by the IR laser projector for depth reconstruction. The depth measure
T in the real-world coordinates, and the conversion from image coordinate (in pixel) to real-world coordinates (in meter) can be computed with the following equations
where (x d , y d ) is the image/pixel coordinate of the depth map image, z is the depth measurement in meter, (p x , p y ) is the principle point, f d is the focal length of the depth camera, and i is the index for the ith point in space. In case z is out of the range of z min or z max , we simply ignore these values in the computation.
Since the position of the IR and color cameras are fixed, we can relate the depth information to the color image by performing a transformation using the intrinsic and extrinsic parameters estimated previously. To extract the RGB component for each point
., m where m is the number of valid depth readings from the Kinects, we project M i onto the the camera coordinates of the color camera using the intrinsic and extrinsic parameters estimated earlier to obtain the pixel coordinates in the RGB image, and then we aggregate these values to create our point cloud data pointM i along with its exposure k i
where R i and t i defines the rotation and translation of the camera position from the IR camera to the color camera coordinates. Since the projection may result in a non-integer pixel coordinate for (u i , v i ), we would estimate its value by performing a linear interpolation on the neighboring pixels in the color image I. From each Kinect, we construct a set of point cloud
T which consists of a 7-dimensional vector of the spatial and tonal information about the scene.
III. HIGH DYNAMIC RANGE DEPTH MAP
The Kinect camera contains the source of the projected IR pattern as well as the IR image sensor. Based on the observation of the distortion in the pattern of the scene, the device is able to compute the distance of the objects in the view. The observation, however, is affected by the material property and the distance of the objects. The objects are usually overexposed in close proximity to the camera and the pattern reflected off the objects at far are too dark and underexposed. This becomes a problem for the camera to determine the distance of the objects that are not well exposed. Due to the limited dynamic range per exposure setting, the perceived patterns by the infrared camera are lost in the overor under-exposed areas of the scene.
The dynamic range problem can be resolved by capturing multiple exposures of the scene using the infrared camera. At the lower exposure, the details of closer objects is more visible to the IR sensor, while at the higher exposure, the details of far objects become more visible. For depth maps recovered from differently exposed IR images, the unknown depths, due to the lost details from one exposure, could be compensated by another. The collection of depth maps forms a high dynamic range depth map, which allows a greater coverage of depth calculation under a more diverse lighting condition.
A. Comparagram Of Depth Map
A comparagram is a cross histogram of two images of different exposures [33] . A comparagram reveals the comparametric relationship of the outputs of the same camera with different exposure settings. In our purpose of extending the depth map range based on the Wyckoff set of depth maps, we attempt to directly observe the relationship between the depth maps produced by the infrared images from different exposure settings. The resulting comparagram in Fig. 8 shows that the known depth values from the images of the Wyckoff set are the same. Therefore, the response f ( * ) of the depth value d is simply f (d) = d.
B. Compositing Of Depth Map
The resulting comparagram in Fig. 7 and Fig. 5 showed that the depth values are invariant to slight changes to exposures on the infrared sensor. In case of a scene with IR light source, a darkening filter can improve the depth map reconstruction because it reduces the exposures (see Fig 5) in the over-saturated area. To combine the depth maps for the HDR reconstruction with a single Kinect, we adapt to the composition method described by [33] and apply certainty (or weight) on the estimated distance value of different depth maps. In contrast to [33] , the certainty function for the distance value is not based on the camera response of the infrared sensor. Instead we design the certainty function based on the sensitivity of the depth map to distance conversion. Denote g(r) as the distance response function that converts the known distance r of the objects in meters to depth values and g −1 (d) as its inverse response, we obtain the certainty function by taking the derivative of g(r) with respect to distance. According to [24] , we could convert the disparity map to depth map using the following equation
where α=−0.0030711016 and β=3.3309495161 are the parameters extracted from the least squared regression. Its certainty function
where r min ≈0.3m and r max ≈5.3m are calibrated based on our Kinect cameras. Lastly, the joint estimate of distance from two sensors with different exposure settings is expressed as the weighted sum per pixel
where r i denotes the estimated distance value observed by the ith sensor.
IV. 3D HIGH DYNAMIC RANGE COMPOSITION WITH KINECT(S)
High Dynamic Range imaging has been discussed extensively in the literature. By combining differently exposed images of the same subject matter, we can further extend the dynamic range of the sensors. In Fig. 5 , we see that it is possible to capture a higher dynamic range with the Kinect by taking multiple exposures of the same subject matter with a Kinect that is augmented with a polarized variable ND filter. In this section, we will discuss our novel technique for combining the data for producing an HDR 3D point cloud that has higher dynamic range in both tonal and spatial range that cannot be possibly captured by a single exposure. For simplicity, we will first discuss the approach with a single Kinect for capturing a static scene. The images are captured by adjusting the exposure on the variable ND filter and we assume that the camera and the scene are both static. Then, we propose an approach for constructing 3D HDR from data captured simultaneously from multiple Kinect cameras. One key contribution of this paper is the novel approach and the unique configuration that allows simultaneous capturing, reconstruction, and rendering of 3D HDR data stream from 3D range sensing cameras. 9 . Camera calibration and 3D projection of the point cloud data in world coordinate. Notice that with our setup one camera is upside down and the camera calibration is affected by the orientation and perspective difference. The corners from the checkerboard are used for the estimation of the [R ij t ij ] in the camera calibration step. The images in the second row are the projection of the point cloud data from two separate Kinect cameras C 1 and C 2 onto the virtual camera V , and rendered with OpenGL. Notice that with our configuration the Kinects can capture differently exposed images at the same time, and th
A. Backgrounds
In our configuration, we capture a set of images, possibly synchronously among the Kinects, to produce two point cloud data sets that capture differently exposed images of the scene along with their 3D data:M i andÑ j , i = 1, .., m, j = 1, .., n, where m and n are the number of point clouds data reconstructed from Kinects.
We denote f and f −1 as the 'camera response' and the 'inverse camera response' respectively. A pixel, p, is the camera response of quantigraphic measure, q, at a selected exposure level, k, which can be expressed as p = f (kq). Inversely, the estimate of q from a single exposure isq = f −1 (p)k
i . Thus the joint estimateq joint = f joint (k 1q1 , .., k iqi , .., k nqn ) can be computed using the methods proposed by [18] , [13] , [34] based on a Wyckoff set [17] of size N , for N ≥ 1.
B. HDR Composition with a Single Kinect
Similar to the approach proposed in [20] , we can easily combine the differently exposed images using the weighted sum approach. The HDR image undergoes a real-time tonemapping algorithm [20] to allow for displaying on low dynamic range (LDR) displays. Additionally, the depth map composition will create a depth map that has fewer missing depth points than any of the single depth maps. Using Equation (4) and (5), we can then create a 3D point cloud data as our desired HDR output.
C. Simultaneous HDR Composition with Multiple Kinects
In contrast to the typical HDR composition algorithm where the composition is performed on two images from the same image plane, we propose an algorithm that operates on the 3D data from the Kinect that are captured from two different perspective simultaneously. That is, instead of only concerning about the tonal information, we have additional spatial parameters that would be considered in the HDR composition process. One key advantage of this approach is that we can capture simultaneously which reduces the registration problem due to camera, or in frame motions. Furthermore, this allows us to capture 3D HDR real-time (30 FPS) video of the scene. However, there are several trade offs in this approach and these limitations are discussed in Section VI.
D. 3D Image Registration
The Kinect camera provides us a 3D measure of the scene. We can register the point cloud dataM i andÑ j from the differently exposed RGB images by projecting the cameras Ci to Cj and vice-versa based on their geometric relations estimated in the camera calibration process.
In Equation 5, we described the image registration for obtaining the RGB image from the depth map on a Kinect. Similarly, we can extend such a mapping by first transforming the jth Kinect to the ith Kinect's coordinates and then obtain the RGB value from the ith Kinect's color camera
Now, for eachM i andÑ i we have found a corresponding pair [r i , g i , b i , k i ] and [r j , g j , b j , k j ] for the HDR composition step. Following the steps described in Section IV-B, we can compose an HDR image as if the color images were captured from the same camera as shown in Fig. 9 .
E. 3D Point Cloud Merging
The approach discussed in Section 9 suggested that we could perform 3D composition of the RGB data by reprojecting the cameras onto the same image plane. Instead, we can operate directly on the point cloud data and merge the data directly in 3D space.
Given two point cloud data setsM i andÑ j where i, j are the index for the ith and the jth point in space, we compute their new correspondence set by finding the candidate with the best score in the similarities metrics
where X = [X, Y, Z] is the position in the realworld coordinates, Q(r, g, b) is the light quantity vector
T based on the camera response function, k i and k j are the exposure values, and w ij and c ij are weight functions on the spatial and tonal data. The weighted functions can be defined as a penalty on the uncertainties in the point cloud data where c and e are the certainty function of the depth map and the color image, and s d and s c is a scaling variable for the weight.
To reduce the complexity of the matching process, a k-d tree data structure is used for the search for potential candidates in close proximity. For data points that have no matches, perhaps due to shadows, or 'holes' in the depth map, we simply add those data to the final result by remapping the [r, g, b] into light vectors [q r , q g , q b ].
V. RESULTS
We successfully created an array of Kinect cameras, to capture differently exposed 3D data. In one example, using two Kinect cameras, where one is fitted with a neutral density filter, we obtained two simultaneously captured yet differentlyexposed 3D sensing videos of the same subject matter. We have tested the resulting 3D HDR camera on scenes with light shining directly into the camera. In particular, in the worstcase scenario, namely a tungsten light bulb that emits light in both visible spectrum and infrared spectrum, which was placed directly in the scene with no lamp shade, our 3D HDR camera produced excellent results, even though the individual 3D cameras failed.
A. Wearable HDR 3D Digital Eye Glass
Our results suggested that by applying high dynamic range imaging technique to both spatial and tonal domain, we can achieve more robust tracking system and seeing aid in everyday use. To verify the feasibility of the system, we created an unique wearable 3D HDR eyeglasses prototype for everyday use. In Fig. 2 , a functional prototype which utilizes the PrimeSense 3D range sensing camera (the same technology that is used in Kinect camera) and the EPSON Moverio head mounted display is shown. The prototype allows us to further explore the use of HDR imaging with 3D camera sensors in different scenarios. For example, the wearable setup allows users to see an aug-mediated reality system which rendered the high dynamic range 3D information from the POE (point of eye) of the wearer as shown in Fig. 11 ).
VI. DISCUSSION
This paper proposed a method to reconstruct 3D HDR scene using one or more Kinect. However, there are several trade offs we shall consider in our proposed configuration. Particularly, there are some key limitations shall be addressed in the future work in order to produce high quality 3D HDR videos for everyday use.
1) Interference among Kinects: The Kinect uses a structured light pattern to reconstruct 3D data from the scene with the help from an IR laser projector. When multiple Kinects are used in the same space, there are interferences that would reduce the accuracy of the depth measure. Several approaches had been proposed to reduce such problem (e.g., [35] ). One solution is to combine different 3D sensing technology such as time-of-flight 3D sensor (e.g., SoftKinetic) to reduce the interference between the sensors.
2) Programmable 3D cameras: Unfortunately, the current Kinect does not provide fine grain control over the exposure settings and thus an ND filter is required for our setup. In addition, Kinect sensor does not provide hardware support in synchronizing the data streams, and thus we still suffer a minor latency issue.
3) High Resolution and High Accuracy Depth Sensor: One leading limiting factor for the reconstruction stage is the spatial resolution and noise performance of the 3D sensors. In the future, a higher resolution depth map will significantly improve the overall accuracy and the quality of the output.
4) Noise Modeling and Filtering: Lastly, to improve the results we can employ various noise reduction algorithms for both of the image and depth map image. Particularly, the depth map often shows missing data (e.g., holes and shadows) in the scene, see Fig. 11 . These can be addressed by applying spatial and temporal filters [36] on the depth map stream to improve our final results.
VII. SOCIAL IMPLICATIONS
One of the applications of our 3D HDR system is wearable computing. An HDR camera system, in general, enables the user to capture a wider variety of scenes than a regular camera which can only capture LDR scenes. That is, an HDR camera system can see into dark and bright area of scenes 'better' than conventional cameras. Therefore, a wearable 3D HDR EyeTap wearable computing device can act as a vision aid -enhancing and protecting the viewers vision. For example, through an HDR camera system, a user can look into the headlights of a car in a dark alley and still see the license plate and the driver's face. A user can also safely view welding which would otherwise be harmful to the naked eye [19] . . Example of our 3D HDR rendering for wearable eyeglasses. Notice that the low exposure image captures the detail of the book cover but unable to capture the background. On the other hand, the high exposure image captures the background image but the highlight detail of surfaces such as the book cover and the mouse on the desk are saturated. By combining the images and the depth maps, we reconstruct a 3D reconstruction of the scene from a virtual camera. By projecting the scene onto wearer's POE, we can reconstruct a scene from the same prespective as how the users may see in real life.
The 3D HDR system used in this fashion, as a vision aid in a wearable computing platform, can be classified as a sousveillance system [3] , [37] , [2] , that is, instead of a camera system mounted on a building, which is surveillance, the camera is human-centric and the world through this device is captured as a first person view. In the past several decades and in present times, there have been a number of debates in the mass media over the appropriate use of sousveillance devices, such as wearable camera systems (e.g. CYBORGlass, MannGlas, and more recently, Google Glass). On one hand, sousveillance devices are viewed as a deprivation of personal privacy that should be forbidden in any public area. On the other hand, others view such devices as a revolutionary personal assistance that can act as a visual aid and perform augmented and (aug)mediated reality [39] tasks, such as providing an interactive augmented/augmediated reality interactions on subject matter in view of a user as the user sees it in a firstperson view [40] .
As a vision aid, it is impractical for it to be forbidden, as those forbidding it will assume liability for any side effects of non-usage (e.g. if a person trips and falls because they were required to not wear their DEG). Moreover, in a Surveillance Society, sousveillance may provide a necessary balance-ofpower between the authorities and individuals.
VIII. CONCLUSION
We successfully demonstrated a 3D HDR camera constructed from two Kinect sensors, one of which was fitted with a neutral density filter. The resulting differently exposed (one darker and one lighter) data streams were merged in 3D to compensate for the parallax induced by the cameras being in slightly different positions.
We were able to capture 3D information from high contrast scenes. This suggests the possibility of making 3D cameras that can work in outdoor settings or settings where lights are shining directly into the camera. Thus it is possible to build a 3D camera that can be used for sousveillance (e.g. wearable gesture-sensing), where the wearer does not necessarily have control over the placement of lighting fixtures and the like in the scene.
