Abstract-Boundedness of all closed-loop signals and asymptotic convergence of the tracking error to zero or to a residual set are the criteria that have been most commonly used to characterize the performance of model reference adaptive control schemes in the absence of persistently exciting signals. These criteria do not reveal the large transient oscillations often observed in simulations and do not exclude the possibility of bursting at steady state in the presence of small modeling errors. The purpose of this paper is to address the issue of performance by using two additional criteria to assess performance in the ideal and nonideal situations. They are the mean square tracking error criterion and the L, tracking error bound criterion. We use these criteria to examine the performance of a standard model reference adaptive controller and motivate the design of a modiRed scheme that can have an arbitrarily improved nominal performance in the ideal case and in the presence of bounded input disturbances. It is shown that for these cases the modifled scheme can provide an arbitrarily improved zerostate transient performance and an arbitrary reduction in the size of possible bursts that may occur at steady state. As in every robust control design, the nominal performance has to be traded off with robust stability and therefore the improvement in performance achieved by the proposed scheme is limited by the size of the unmadeled dynamics, as established in the paper. Another expected limitation to nominal performance is sensor noise which due to space limitation is not examined here.
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I. INTRODUCTION
HE initial motivation behind the introduction of adaptive control was the need to design controllers for dynamical systems with large parametric uncertainty. A major breakthrough in adaptive control occurred in 1980 when several research groups [I] - [3] published results which showed that, under certain ideal conditions, it was possible to design globally stable adaptive systems.
Subsequently, it was shown [4] , [5] that in the presence of modeling errors, such as bounded disturbances andor unmodeled dynamics, an adaptive control scheme designed for stability in an ideal situation, could go unstable. The main cause of instability was the adaptive law for estimating the unknown parameters that made the closed-loop system nonlinear and more susceptible to the effects of modeling errors. Consequently the main effort of the adaptive control research of the 1980's [6] - [17] was to modify the adaptive laws for robustness. This led to the emergence of robust adaptive control that dominated the adaptive control research during the 1980's. Several intelligent modifications were proposed which led to adaptive control schemes that counteract instabilities and guarantee signal boundedness and a tracking or regulation error that is of the order of the modeling error in the mean square sense for any given finite initial conditions [7] , [8] , [ 
113.
These results, however, provide little or no information about convergence rates and transient behavior. Indeed in [ 181 an example was presented to show that an asymptotically perfect tracking performance could go hand in hand with an arbitrarily poor transient behavior. Furthermore there is no guarantee that the tracking will be of the order of the modeling error at steady state. Indeed it was shown using simple examples [19] - [22] that phenomena such as chaos, large transient oscillations, and bursting at steady state can occur, when modeling errors such as small bounded disturbances are present, without violating the boundedness properties of the modified schemes.
In an effort to eliminate some of these undesirable phenomena several researchers suggested the use of reference input signals that are dominantly rich [8] , [23] . These signals are shown to lead to a high level of persistence of excitation relative to the level of the modeling error which, in turn, guarantees exponential convergence for the tracking and parameter error to residual sets whose size is of the order of the modeling error. The use of dominantly rich signals, however, may destroy the tracking properties of the adaptive scheme especially in the case where the desired reference input signal is not a rich one. In another effort using averaging techniques and persistence of excitation [13] , the performance of MRAC was analyzed for sufficiently small parameter errors. While this analysis improved the understanding of the behavior of adaptive schemes locally, it did not provide much information about the global behavior of adaptive schemes in the presence of large parametric uncertainties and in the absence of persistently exciting signals.
Recently (7)dT + c 1 for some c 2 0 and V t , T 2 0. We say that x is y-small in the mean if z E S(y).
The following lemmas play a key role in the robustness analysis of adaptive control schemes. To meet the control objective, we make the following standard assumptions [7] , [16] We consider the following MRAC scheme that has been m < n.
widely analyzed in the literature of adaptive control.
Control law: (3.4) includes two rather standard by now modifications: a parameter projection and a special normalizing signal generated on line. Other modifications such as switching-o, dead-zone etc. can also be used without changing the qualitative nature of the results of the paper. Similarly the projection sets can be changed especially when some a priori knowledge about 0'
is available such as lower bounds on each element etc.
'This assumption is only for the sake of simplicity and can be relaxed as in [71, [ I l l . 1161. Remark 3.1: The signal m in (3.7) is a normalizing signal [9] and the quantity c in (3.5) is the normalized estimation e m r [31] . For a detailed treatment of the theory underlying the design of the adaptive law (3.4)-(3.7), the reader is referred to [31] .
The following theorem describes the properties of ( 3 3 , (3.4) when applied to the plant (3.1). The MS criterion gives a measure of the average "ihergy" of the tracking e m r signal whereas the L, bound characterizes the pointwise in time behavior of the tracking error. We use these two measures to examine the performance of the standard MRAC scheme. Proof: The proof is given in Appendix A.
Remark 3.2:
Throughout this paper c will be. the generic symbol for positive constants. These constants can be explicitly calculated as in [16] , [31] , and such explicit calculations are necessary when analyzing quantitative robustness in adaptive control e.g. [16] . For the purpose of this paper, however, the exact values are unimportant, and so we do not make any attempt to calculate them, especially since these calculations being very tedious would only unnecessarily contribute to the length and technicality of the paper.
Remark 3.3:
The inequalities (3.9), (3.10) are developed under the assumption of zero initial conditions for the plant, reference model, and filters. Nonzero initial conditions will introduce. exponentially decaying to zero terms, which can be accounted for in the analysis, at the expense of additional tedious, yet simple algebraic manipulations. In this case, the use of a uniform* bound 5ii on the normalizing signal m(t) will lead to conservative estimates. Instead, the steps in the proof of Theorern 3.1 can be repeated, carrying the exponentially decaying to zero terms all throughout, leading to a bound on m(t) which itself contains exponentially decaying to zero terms. Using such a bound, and repeating the steps in the proof of Theorem 3.2, with the exponentially decaying to zero terms carried all along, (3.9) becomes (3.11) and (3.10) becomes
where Et is a generic exponentially decaying to zero term that accounts for the decaying effect of the nonzero initial conditions on the various bounds while cE > 0 is a generic constant which accounts for the nondecaying effect of the initial conditions (e.g., the nondecaying effect of the initial conditions on the La bounds for 9, 6, etc. 
This when substituted into (4.1) yields
Combining (3.1) and (4.2), we obtain the expression
for the tracking error. Our objective here is to choose the filter Q ( s ) to attenuate the effect of the parametric uncertainty on the tracking error el. To do so, we make use of the following lemma which shows that Q ( s ) can be chosen to make where T > 0 is a design constant. The control law (4.4) will be used together with the adaptive law (3.4) to form a modified MRAC scheme. A similar modified MRAC scheme was proposed in [25] where the modification to the control input was motivated from nonadaptive design considerations [24] and consequently did not include the 8 term in (4.4). The above derivation of the control law (4.4) was carried out assuming that the high frequency gain k, is known. For the case of unknown kp, a similar modification to the control law can be derived, where the estimation error and "swap terms" get replaced by a feedback term involving the tracking error. Since the steps involved are quite different from the approach taken here, the design and analysis of such a scheme will be addressed in a future 
The following theorem establishes the stability properties of the modified MRAC scheme when applied to the plant (3.1). where c > 0 is independent of T E (0, ~~~1 .
Proof:
The proof is given in Appendix B. Since Tii is independent of T E (0,-rmax], it is clear from (4.8) that using the MRAC scheme (3.4), (4.4) we can make the zero-state mean square tracking error arbitrarily small by choosing T to be small enough. This by itself is not sufficient to guarantee an improvement in the zero-state transient performance. From (4.9), however, it is clear that the uniform bound on the zero-state tracking error can also be made as small as we wish by reducing T . Therefore we can arbitrarily improve the transient performance of the zero-state tracking error. and (4.9) becomes From (4.1 l), it is clear that for nonzero initial conditions, the modified MRAC scheme results in an instantaneous bound on the tracking error whose value at t = 0 may actually be higher than that of the standard unmodified scheme. The terms that contribute to the possibly higher instantaneous performance bounds in (4.11) and (4.10) are themselves decaying, however, either exponentially fast or as i, so that the modified scheme will still lead to improved performance, once the transients due to nonqro initial conditions have become small. In this context, it should be pointed out that the modified MRAC scheme of this paper seeks to improve performance only by attenuating the effect of large parameter mismatch on the tracking error. No attempt whatsoever was made here to improve the response due to nonzero initial conditions.
Indeed, the problem of improving the response due to nonzero initial conditions, which remain even when the parametric uncertainty disappears (i.e., .even when we have the perfectly matched case) is not a problem specific to adaptive control, which is aimed primarily towards dealing with parametric uncertainty.
v. FERFORMANCE IN THE PRESENCE OF BOUNDED INPUT DISTURBANCES
In this section, we study the effect of bounded input disturbances on the stability and performance of the modified MRAC scheme. Instead of (3.1), we now consider the plant where d ( t ) is a bounded disturbance. The control law and the adaptive law (3.4) are kept the same as before with the only modification that now (3.7) is replaced by
The only difference'between (3.7) and (5.2) is that the lower bound of m2 in (3.7) is unity while in the case of (5.2), it is k. Thus by choosing a0 to be small in (5.2), we are able to increase the lower bound of m2 so that the "normalized contribution" of d entering the adaptive law (3.4) can be made as small as we wish. This is mainly done for the sake of simpler analysis by avoiding the use of contradiction arguments Pro08 The proof is given in Appendix C.
The performance of the closed-loop system (5.1), (3.4), (4.4) is given by the following theorem. 
Proof:
The proof is given in Appendix C. From (5.3), (5.4), we see that, using the modified MRAC scheme, we are able to attenuate the effect of bounded disturbances on the mean square tracking error by simply reducing the value of 7. Furthermore, from (5.3), (5.5) we see that by decreasing 7, the uniform bound on the zero-state tracking error can be made as small as we wish. This decrease in the uniform bound is expected to bring about an improvement in the zero-state transient behavior as also a reduction in the size of the possible bursts that may occur at steady state. Thus disturbance rejection and nominal performance improvement go hand in hand. This is a well-known observation in linear feedback theory, and here we have just shown that a similar observation is true for the modified MRAC scheme also.
In our foregoing analysis, the disturbance in the adaptive system was caused by a bounded disturbance at the plant input. Another interesting way in which a disturbance may appear in an adaptive scheme is when a forgetting factor such as a umodification is introduced into the adaptive law, mainly for the purpose of enhancing robustness. We now consider one In fact, in [22] it has been shown that an adaptive scheme using the standard control law (3.3) and a fixed a-modification in the adaptive law can exhibit bursting behavior at steady state solely due to the forgetting factor a which introduces the disturbance term yaB* in the adaptive law. We now show that by replacing the control law (3.3) with (4.4) and keeping the adaptive law (5.6) the same as before, we are able to reduce the mean square tracking error as also the L, tracking error bound to as small a level as we wish by simply decreasing T .
The following theorem establishes the stability properties of the MRAC scheme (4.4), (5.6) where E > 0 is independent of T E (0; -rmax].
Pro08
The proof is very similar to that of Theorem 4.1 and is, therefore, omitted. The only difference is that this time instead of being in L2, the signals 2, 8 E S(cu) . Hence the same proof goes through provided uo is small enough.
The performance of the closed-loop system (3. I), (4.4), (5.6) is given by the following theorem. Proof: The proof is very similar to that of Theorem 4.2 and is, therefore, omitted.
From (5.7) and (5.8), it is clear that, using the modified control law (4.4), the mean square tracking error can be made arbitrarily small by reducing T. Also from (5.9) , it follows that the uniform bound on the zero-state tracking error can be made as small as we wish. This decrease in the uniform bound is expected to not only improve the zero-state transient behavior but also bring about a reduction in the size of the bursts that may possibly occur at steady state.
The performance improvement achieved by the modified MRAC scheme seems to be too good to be true. One may wonder what we lose for such an improvement in performance. The answer is a well-known fact in feedback control; performance improvement has to be traded off with robust stability. In addition, the presence of high frequency sensor noise may impose limitations on the bandwidth of the high pass compensator in (4.4) so that, in practice, T cannot be chosen to be arbitrarily small. The trade-off between performance improvement and robust stability is established in the following section where the modified MRAC scheme is analyzed in the presence of unmodelled dynamics. Due to space limitations, the corresponding analysis in the presence of sensor noise is omitted.
VI. PERFORMANCE IN THE PRESENCE
OF UNMODELED DYNAMICS Instead of (3.1), let us now consider the plant where p > 0 is a small constant; Go(s) is as defined in The performance of the closed-loop system (6.1), (3.4), (4.4) is given by the following theorem. 
Proof:
The proof is given in Appendix D.
From (6.3), (6.4), we see that if T E ( T~~~, T~~] ,
then a reduction in 7 within this interval will lead to an improved tracking performance. However, T must be chosen to be greater than 7,i0. Since robust stability considerations prevetlt us from choosing T < 7,in, arbitrary zero-state performance improvement is no longtr possible. Nevertheless if, as 7,in is decreased, the ratio + can be maintained less than some prespecified constant, then the right-hand side of (6.3), (6.4) as also the expression for 5ii in (6.2) no longer depends on 7,in. As a result, we can decrease 7,in and thereby permit a smaller choice of 7 leading to further improvement in the zero-state tracking performance. The extent which 7,,,in can be decreased while keeping the ratio less than some prespecified constant depends on how small a p* is acceptable to us. This, in turn, depends on the amount of unmodeled dynamics that our design is required to tolerate. If, for instance, there are no unmodeled dynamics, then p* equals zero is acceptable and, in this case, we can make ~~i , , as small as we wish, leadmg to arbitrary zero-state performance improvement. Thus the amount of zero-state performance improvement possible depends on the size of the unmodeled dynamics. The "smaller" the size of the unmodeled dynamics, the larger the possible zero-state performance improvement. In the limit, as the unmodeled dynamics disappear, arbitrary zerostate performance improvement becomes, once again, possible. The above is not a peculiarity of our proposed modified MRAC scheme. Indeed, it is a fundamental characteristic of any feedback control system. In the foregoing discussion, we have considered only unmodeled dynamics. In a realistic situation, however, high frequency sensor noise will also be present. This may impose limitations on the bandwidth of the high pass compensator in (4.4) which, in turn, would prevent us from choosing an arbitrarily small value for T . This is a well known trade-off in every robust control design.
VII. EXAMPLES AND SIMULATIONS
In this section, we first demonstrate the efficacy of the modified MRAC scheme in improving performance by using a simple first order example. The plant to be controlled is described by 
Thus 6' = -2.0. In all the simulations for this example,
The initial conditions on the states of the plant and reference model were all set equal to zero. In Figs. 1-4 , u and e represent the plant input and tracking error respectively while 'tau'
represents the parameter 7. Also in Fig. 5 , yp represents the plant output. We first simulated the ideal case Le., with d = p = 0. We chose r ( t ) = 1.0 and obtained the plots shown in Fig. 1 with the standard and modified (T = 0.5 and T = 0.01) schemes. From this figure, it is clear that the modified scheme gives a much better transient tracking performance than the standard one. Furthermore, as predicted by the theory, a decrease in 7 brings about an improvement in the transient behavior. The control inputs in Fig. 1 are certainly not impulsive. So, although the modified scheme provides excellent transient behavior, there are no impulsive controls. The situation, however, is likely to be different when the initial conditions are nonzero.
Next, we simulated the plant in the presence of the bounded disturbance d ( t ) = O.1Sin 0.5t. The parameter cy0 in (5.2) was chosen to be 1.0. With r ( t ) = 1.0, we obtained the plots shown in Fig. 2 . For the modified scheme, T was chosen to be 0.5. From Fig. 2 , it is clear that the modified scheme not only gives a better transient tracking performance as compared to the standard one, but it also attenuates the effect of the input disturbance on the output tracking error. This agrees with our analysis in Section V.
Having demonstrated that the modified MRAC scheme does provide good transient behavior and disturbance rejection, we simulated a bursting example. We considered the same plant as the one simulated in [22] Le.,
(7.3)
The reference model was chosen as
r, a,,, > 0.
(7.4)
We first considered the MRAC scheme (3.3), (5.6) applied to Fig. 3 . Keeping all design parameters and initial conditions fixed, we then replaced the control law (3.3) by (4.4) and chose T = 0.1 to obtain the response shown by the solid line in Fig. 3 . From  Fig. 3 we see that the modified MRAC scheme proposed in this paper significantly reduces the bursting phenomenon which was observed with a standard MRAC scheme.
Having simulated the bursting example, we returned to our example (7.1), (7.2) and simulated it in the presence of unmodeled dynamics. We chose p = 0.01 and, with r = 1.0, obtained the plots shown in Fig. 4 . From this figure, it is clear that, with T = 0.5, the modified MRAC scheme gives a better transient performance as compated to the standard one. Reducing the value of T from 0.5 to 0.1 further improves the transient performance. The value of T was then further reduced to 0.01 and led to the instability phenomena shown in Fig. 5 . This confirms our observation that, in the presence of unmodeled dynamics, T cannot be chosen to be too small or else instability will result.
VIII. CONCLUSION
In this paper we first introduced the mean square tracking error criterion and the L , tracking error bound criterion to examine the performance of a standard robust MRAC scheme. We showed that the standard scheme may exhibit bad transient behavior especially when the initial parameter error is large. We then proposed a modified scheme whose From (3.1), (3.3) , we can show that where 6 = 8-8' is the parameter error. Let S1 > 0 be such that Zo(s) has all its roots in Re[s] < -$. Let 6 E (0, min[So, 611) and define the fictitious signal m f ( t ) by mf(t) = 1 + I l . t l l ; + IlYtll;.
(-4.3)
Clearly m(t) 5 m f ( t ) Hence starting with (B.I), (B.2) instead of (A.I), (A.2) we can repeat the steps in the proof of Theorem 3.1 to conclude that all the closed-loop signals are uniformly bounded and el(t) -t 0 as t + 00.
The explicit bound for the signal mf can be obtained from (A. 14), which arises in this case. also, by using the Gronwall Lemma and the fact that $, 6 E L2. As in the proof of Theorem 3.1, the Lz-bounds on % and e are obtained by exploiting only the properties of the adaptive law (3.4) and are, thexefore, independent of the control law used, let alone be dependent on 7. Since none of the generic constants in (A.14) are dependent on T E (0,7msx], it can be shown that the bound on m f , and hence that on m, is independent.of To obtain (4.9), we once again start from (B.6). Using (2.7) we have so that the proof is complete. where c,, = $. Since m2 2 -& and g E L,, it follows that by choosing (YO in (5.2) to be small enough we can make cD as small as we wish. Thus, using Lemma 2.4, it follows that m f E L , provided (YO in (5.2) is chosen to be small enough, i.e., less than some constant a:. Furthermore, from (C.22), we obtain rn? 5 7E2 = c. This completes the proof. Let T E (7,in. T~~~] and let 61 > 0 be such that Z0(s) has all its roots in Re[s] < -%. Let From (D.4) and (2.7) , it is also clear that cl) = c,u for some c > 0 so that c9 can be made as small as we wish by restricting p to be small. Thus, using Lemma 2.4, it follows that 3p* > 0, p c 5 pi such that Vp E [0, p'), mf E L,. Furthermore, from (D.20) and Lemma 2.4, we can obtain the bound for m2 given in (6.2) and, therefore, the proof is complete.
Proof 
