For optical observations of Earth-orbiting objects, multiple observations must be combined to determine the orbit of the observed object. Whether two arbitrary tracks are of the same object, however, is generally unknown a priori, and solving this problem with traditional approaches requires iterative procedures that do not guarantee convergence. This paper proposes a technique of correlating multiple optical observations using highly constrained probability distributions in Poincaré orbit element space. These distributions are divided into subregions, each of which are mapped linearly, to reduce computational burden, but without significantly losing accuracy. A proof-ofconcept implementation, in which simulated observations were processed, performed well. The technique proposed serves as a solution technique for initial orbit determination given two precise optical observation tracks.
I. Introduction S ITUATIONAL awareness of Earth-orbiting particles such as active satellites and space debris is highly important for future human activities in space. Presently, over 300,000 particles have been estimated to exist, and over 80,000 observations are made per day [1] . Observations are made either by radar or optical sensors. For optical observations, which are usually made for objects in medium Earth orbit (MEO) and geostationary orbit (GEO), only the angles and angular rates of the track can be determined. That is, the range and range rate remain largely unknown. Therefore, to determine the orbit of the observed object, multiple observations must be combined. It is generally uncertain, however, whether two arbitrary tracks are of the same object, and solving this problem with traditional orbit determination techniques requires iterative procedures that do not have well-posed convergence criteria. This is the crux of the tooshort arc problem. Milani et al. [2] and Milani and Knežević [3] have analyzed this situation for heliocentric orbits where each track is expressed in a four-dimensional quantity called the attributable vector and by placing a few physical constraints, they restrict the range and range rate to a region called the admissible region. Discretized points on the admissible region are referred to as virtual asteroids (VAs). Tommei et al. [4] expanded this method to Earthorbiting objects. Maruskin et al. [5] introduced another method that uses maps of the admissible region in Delaunay orbit element space.
This paper proposes a technique of correlating multiple optical observations by means of probability distributions defined by the admissible region expressed in Poincaré orbit element space. If the correlation process results in a positive result, an initial estimate for the orbit is immediately obtained. First, the admissible region, as well as other necessary concepts, are introduced and defined mathematically (Sec. II). Then the algorithm and the incorporation of observation data are explained (Sec. III). An admissible region for an observation is mapped to the 6-D Poincaré space, which is discretized into many hypercubes or bins. At each bin, the density of virtual particles (VPs), an analog to VAs by Milani et al. [2] , is determined, and its distribution over the Poincaré space can be regarded as a probability density function (pdf) as to where the observed object may exist. Pdfs from multiple observations are combined using Bayes's theorem. A significant computational bottleneck in this proposed method arises from the very large number of VPs that must be mapped nonlinearly to completely represent the admissible region in 6-D space (Sec. IV). This problem is avoided by approximating the admissible region as a conglomerate of smaller subsets and linearly mapping these regions. Finally, a MATLAB implementation of the algorithm is discussed (Sec. V). As an example of how this approach can be applied, the correlation of 996 error-free optical observations for eight objects in MEO and GEO over the course of approximately 24 h was simulated. All observations were correctly correlated with no false positives. Even in the presence of observation error, Monte Carlo-like test results suggest that the algorithm will perform well (Sec. VI). Situations where the proposed algorithm may not perform are defined and discussed as well (Sec. VII). Specifically, two cases are considered: one where one object is observed simultaneously at two observatories and another where a satellite constellation is observed from one observatory.
II. Background
This section introduces the mathematical definition of the attributable vector and the admissible region, and both the exact (nonlinear) and linearized transformations from topocentric spherical coordinates to Poincaré orbit elements. Also discussed is the topology of admissible regions, which, for optical observations, are two-dimensional manifolds embedded in six-dimensional state space. Unless otherwise stated, all length units in this paper are in Earth radii r E , time units in hours, and angles in radians.
A. Attributable Vector
For optical-only observations, which are usually made for objects in MEO and GEO, only the angles and angular rates of the track can be determined [5] . That is, the range and range rate remains largely unconstrained, except for a few physical restrictions that can be used to constrain their values. Thus, each track can be mathematically expressed in terms of an attributable vector A at epoch t of the observation [4] :
where and specify the topocentric angular position of the object.
A discussion of how one may estimate an attributable vector from a given track of data can be found in Maruskin et al. [5] . J2000 is chosen as the coordinate system, and so is the right ascension and is the declination. In addition, information regarding time and the location of the observer should be stored for a more complete description of the track, leading to an extended set X X A; t 0 ; h; ; (2) where t 0 is the time of the observation, h is the altitude of location of observation, and and are the angular position of the observatory in a geocentric spherical coordinate system. The coordinate system is such that is the latitude and is the longitude of the observation point. In the following discussion, h is ignored for simplicity.
B. Admissible Region
For some attributable vector X, one can take different values of range and range rate ; _ to complete the topocentric coordinates of the particle and thus obtain different physical orbits. Visually, one can imagine taking different points in the topocentric range/rangerate plane. However, not all of these orbits are relevant for any given application. Rather, a closed region of the ; _ plane can be defined such that all of the physically relevant orbits are contained within the interior of this region. This region is defined as the admissible region, and each discretized point on the admissible region is described as a VP. A set of criteria C defining the admissible region has been proposed by Tommei et al. [4] and later refined by Maruskin et al. [5] :
and
where E is the specific geocentric energy of the particle, MIN and MAX are bounds for the physical range of the particle chosen a priori, and r a and r p are, respectively, the apoapsis and periapsis radii of the orbit in units of Earth radii. In this paper, MIN ; MAX 0:3; 20 Earth radii to include all objects observable by optical sensors but outside of the range of radar sensors, corresponding to an altitude of 2000 km (0.3 Earth radii) to 130,000 km (20 Earth radii) [6] . Note that any criterion C i is flexible and, in some cases, not necessary. Figure 1 is an example of an admissible region for X ; ; _ ; _ ; ; 2:064; 0:2378; 0:5072; 0:0654; 0:1; 4:8 .
C. Transformation of VPs
Consider the transformation of VPs from topocentric spherical coordinates (i.e., , , _ , _ , , and _ ) into Poincaré variables. Poincaré variables are the nonsingular canonical counterpart to the equinoctial orbit elements [7] . Their main advantage is that the variables can be naturally grouped into coordinate-momenta symplectic pairs. Furthermore, they are defined and nonsingular even for circular and zero-inclination orbits. First, the exact, nonlinear transformation is shown. Then the procedure is linearized about a reference point. A similar discussion in terms of Delaunay orbital elements is given by Maruskin et al. [5] .
Exact Transformation
The exact transformation is performed in several steps. First, from topocentric spherical coordinates to geocentric Cartesian coordinates
then to orbital elements [7] T 2 : hx; y; z; _ x; _ y; _ zi ! ha; e; i; ; !; Mi
where a is the semimajor axis, e is the eccentricity, i 2 0; is the inclination, 2 ; is the right ascension of the ascending node, ! 2 ; is the argument of periapsis, and M 2 ; is the mean anomaly. Finally, the orbital elements are transformed to Poincaré variables:
ha; e; i; ; !; Mi ! hL; l; G; g; H; hi (8) which are defined as
where is the standard gravitational parameter. Since the angular position of an object with respect to the reference line (first point in Aries) is always defined regardless of the shape or orientation of the orbit, l is nonsingular. Furthermore, g, h, G, and H are defined so that they are driven to 0 for circular (e 0) and zero-inclination (i 0) orbits. For a static problem (i.e., no time propagation), a transformation T S from topocentric spherical coordinates to Poincaré variables is defined as
The transformation to the time-evolved Poincaré space is generally described as T 4 ; t 0 : hLt 0 ; lt 0 ; Gt 0 ; gt 0 ; Ht 0 ; ht 0 i ! hL; l; G; g; H; hi (11) where time is propagated from t 0 to . Here, the results of T S that originate from observations at time t 0 are propagated to some other time . For the unperturbed two-body case, the transformation simplifies to 
where the only Poincaré variable that evolves over time is l. Note that the discussion in this paper does not rely on a two-body approximation and that it is used in this paper solely as a means of a definite example. Therefore, the general complete transformation from topocentric spherical coordinates to Poincaré variables including time evolution is 
An efficient method to find 2 is introduced in Montenbruck and Gill [8] . Therefore, the linear counterpart to transformation T S is defined as 
The linearization of T 4 is equivalent to the state transition matrix from time t 0 to for the Poincaré elements. Therefore, the general complete linear map from topocentric range/range rate given some observation at time t 0 to Poincaré variables at time is
Again, for unperturbed two-body dynamics, we may write 4 analytically as Since the transformation from topocentric range/range rate to Poincaré element space, as described in Sec. II.C, is one-to-one and invertible, the map of the admissible region is a two-dimensional bounded submanifold, or a disk, in six-dimensional Poincaré space (technically, the submanifolds have codimension 4, relative to the phase space) [5] . Suppose that there exist maps from two observations that have been dynamically evolved or regressed to a common epoch : F X1 and F X2 . From the theory of general position, the dimension of intersection d between a pair of disks of dimensions k and l in n-dimensional space is given as
where if d < 0, the two disks do not intersect generically [9] . For this problem, d 2 2 6 2, so from the above argument, if two admissible-region maps intersect at all, it is not a coincidental event. The probability of two such distributions intersecting is similar to the probability of two points moving in a random direction in threedimensional space hitting each other. Therefore, we may conclude that it is extremely likely that the two observations of concern were related. In addition, Eq. (22) indicates that if one embeds these disks in five-dimensional Poincaré space such as the L; G; g; H; h space, they will still not intersect generically. Similarly, they intersect at a point for four-dimensional Poincaré space, at a line for three dimensions, and at an area for two dimensions.
III. Correlation of Observations and Probability Distributions
This section outlines how to combine probability density functions of multiple data sets that characterize the object population in some standard comparison space. Usually, this comparison space is the Poincaré element space described in Sec. II.C or some space derived from it. A direct application of this process is determining whether a number of observations are of the same object and, if they are, what the approximate orbital characteristics are.
A. Definition of Sets, Probabilities, and Their Distributions
Ultimately, one of the goals in this paper is to know the probability of an optically observed object, characterized through the attributable vector X, being in the vicinity of some coordinate X in a standard comparison space such as the Poincaré orbit element space. This probability can be calculated for various values of X across the comparison space, so it is beneficial to think of it as an element of a pdf. Neither this probability nor its distribution can rationally be determined to any level of useful accuracy based on one optical observation, however; X contains only four variables ; ; _ ; _ regarding the observed object's position and velocity, whereas six are required to fully describe the object's orbit. Therefore, it is necessary to combine multiple observations of the object. Here, another problem arises. In a real-world setting, there is no guarantee that two or any number of arbitrary observations are of the same object: that is, that they are correlated. It is then equally important to know if some incoming data, such as a new observation, are related with the aforementioned pdf and, if so, how it affects the pdf.
In this paper, the following data sets regarding Earth-orbiting objects and their observations are considered:
Set S 1 contains past observation data and debris distribution models. S 1 is used as a background pdf that filters out unrealistic solutions. The U.S. Air Force Space Command compiles and publicly distributes two-line element (TLE) sets for all known objects that are in Earth orbit [1, 10] . Currently, the catalog consists of approximately 14,000 objects. Figure 2 shows a scatter plot of the objects in orbit over a-e and a-i space. Debris models incorporate computer simulations to account for objects too small to be observed (generally, smaller than 1 m for optical observations). MASTER-2005 by ESA is an example of such a model [11] . The data in this category are discrete and are independent of X.
Set S 2 X contains the distribution of VPs over the standard comparison space. S 2 is used to represent the information from each observation; refer to Sec. III.B for how one combines an arbitrary number of observations. Although VPs are, by definition, uniformly distributed in the admissible region (i.e., range/range-rate space), for common choices for the comparison space such as orbit element and Poincaré spaces, the distribution of VPs in such spaces is nonuniform, due to the nonlinearity of the mapping. As a consequence, certain values of X become more likely than others. The data in this category are continuous and are a function of X. Computationally, however, a large and discrete sample set (S 2 ) is used instead.
The standard comparison space is discretized into M 6 j1 M j six-dimensional hypercubes (or "bins"), which is indexed with vector i. By doing so, TLE objects, modeled debris, and VPs with similar orbital characteristics are grouped together. In the discretized comparison space, objects in a particular bin are spatially indistinguishable; i.e., their coordinates are treated as being the same as those that define the position of the bin. The discretization makes up for deficiencies in S 1 data, undersampling ofS 2 , and any additional uncertainty due to observation and modeling error, and it speeds up computational turnaround. The precision of the method is limited by these deficiencies and uncertainties as well as multirevolution solutions discussed in Sec. VII.B.
With this discretization, it is natural to consider the data in sets S 1 and S 2 as discrete pdfs spanning the comparison space rather than a set of countable elements. These pdfs are referred to as s 1 i and s 2 i; X, respectively. Practical definitions for s 1 and s 2 are given by first defining the following sets (both are mapped to bin i):
Then,
where nA i is the number of elements in set A i and so on. Suppose that there exists some prior discrete pdf g O i; that describes the probability that a particular object of interest O is consistent with bin i at epoch . That is, if P is a probability measure and E O i; is an event where O is consistent with i at time , then
(27) g can originate from the TLE catalog or a debris distribution model (S 1 ), one observation or a set of observations that are believed to be correlated a priori with O (S 2 ), or any combination of S 1 and S 2 .
Here, i is treated as a random variable that spans the bin index space. Also, all information has been propagated to . Now, consider a new series of information frg from S 1 or S 2 , such as uncorrelated observations. The aim is to calculate a posterior pdf h O i; on whether O is consistent with bin i and is related to frg. It is obvious that h O i; 0 if the new information does not regard O.
To filter out such trivial cases, let event x O r be one where the series frg is related with O and add this event as a condition to h. Using Bayes's theorem [12] ,
where the sum in the denominator is over all bins, and f frg i; is a pdf that describes the probability that frg is consistent with bin i,
E frg i; is an event where frg is consistent with i assuming all information has been dynamically evolved to . Again, i is treated as a random variable. If the information in frg are observations, f is the admissible region of that observation mapped to the comparison space and to epoch : f s 2 i; X. Similarly, if the information is the TLE set, then f s 1 i. Note that from Eq. (24), if f > 0 and g > 0 at some bin i regardless of discretization size, then frg and O are most likely related. Therefore, given that O is consistent with i, whether frg and O are related depends only on whether frg is consistent with i
Furthermore, the converse of the above argument ensures that as long as frg and O are related, then j f g > 0, so Eq. (28) is well defined. In a graphical sense, pdf h is a cutout of the region where f and g intersect; h > 0 for any bins where both f > 0 and g > 0, and the probability expressed by h is one that is evaluated over this overlap region. Based on Eq. (22), one can look at whether h > 0 for some bin i to deduce with confidence whether or not the new information is related to the object of interest.
B. Orbit Correlation Example
Suppose that there exists a batch of N uncorrelated optical observations. To determine which observations are related to which, assume first that all observations are related to some object O whose position is unknown, and assign to it a uniform pdf g O i; over the comparison space. At this point, observation information has yet to be considered, so append X 1 using Eq. (28) with f frg i; s 2 i; X 1 : 
Next, attempt to append observation X 2 by taking the posterior pdf h from Eq. (31) and using it as the prior pdf g:
If h 0 for all bins i, then it is very likely the assumption that X 1 and X 2 were related to O was wrong. If h > 0 for some i, then it may be concluded that the two observations are related to O and that O is consistent to those values of i. Equation (32) is repeatedly evaluated but assuming X 1 and X 3 are related to O and so on to find the relationship between all N observations. If it turns out that some observation X q was related to observations fX q;1 ; X q;2 ; . . . ; X q;K g, then the pdf on which object group this series correlates with is simply given as
If it is initially assumed that object O was in the vicinity of a cataloged object or was consistent with a debris distribution model, then one can use data from these data sets for the prior distribution g O i; instead of a uniform distribution. Equation (31) thus becomes 
and greatly reduce the number of bins that need bookkeeping. Refer to Sec. V for a MATLAB implementation of this procedure. Once multiple observations are successfully correlated, h frequently covers only a small portion of the comparison space. That is, the orbital parameters of the object that some series of observation information describes have been constrained. At this point, one can employ these probable orbits as nominal orbits for a conventional least-squares orbit determination procedure. The mean (or reference) orbit X and its corresponding variance-covariance matrix P based on some pdf h O X; in a continuous state space is generally given as
where the integral is over the entire six-dimensional state space. But since in this case the pdf h O is nominally over some discrete state space i, they are simplified to
where X i is the state associated with bin i.
IV. Linear Maps of the Admissible Region to Comparison Space
In Sec. III.A, a technique of correlating two optical observations by computing the overlap between their admissible regions in a discretized standard comparison space was proposed. This method, however, requires mapping a large number of VPs from range/rangerate space to, say, Poincaré space to ensure accuracy. Attempting to exactly map these points can be computationally expensive. This section shows how to linearize this problem and provides a numerical example that illustrates the speed and accuracy of the linearized method. 12 , and this value is expected to be larger for the full six-dimensional analysis. Mapping so many points exactly (nonlinearly) can become a bottleneck for the correlation algorithm.
A. Linearization Algorithm
In the linear method, a smaller sample of S 2 composed of < elements is used, which is defined as~S 2 , and only these points are mapped exactly. Again,~S 2 is uniform over _ space. Consider one element of~S 2 located at ; _ in _ space and X in the comparison space. Then, to first-order accuracy, some point ; _ in the vicinity of ; _ is mapped to comparison space as
from Eq. (14). denotes a small deviation and is the linear map from _ to comparison space. Figure 3 shows a grid over _ space defined by points from~S 2 (asterisks) and the particular element of interest (vertex 1). The coordinate X 1 of vertex 1 in comparison space is, by definition, X 1 X . The aim here is to map the bounded plane 323 0 2 0 linearly from _ space to comparison space. Analytically, it can be shown that only two adjacent vertices need to be mapped from the plane to the comparison space to accomplish this goal: enough points are obtained to define the normal vector of the plane in the _ space, and the coordinates of its boundaries can be found by symmetry. For instance, using Eq. (38), map vertices 2 and 3 to comparison space 
where now and _ are explicitly the width and height of the~S 2 element grid. Furthermore, just as in the _ space, 2 0 should be the mirror point of 2 with respect to line 13 in comparison space as well. Similarly, 3 0 should be the mirror point of 3 with respect to line 12. As a consequence, the coordinates X 2 0 and X 3 0 of vertices 2 0 and 3 0 , respectively, in comparison space is
Numerically, one would like to uniformly sample the 323 0 2 0 map with as few points as possible without losing information regarding its location and boundaries in comparison space. That is, the objective is to know all the bins that the map fills and how much each bin is filled; the former is considered in this section, and the latter is considered in Sec. IV.B. For a general n-dimensional space, it is useful to let the axes of i i 1 ; i 2 . . . ; x 2;n T , and so on, and is some parameter such that 0 1. As an example, Fig. 4 graphically represents each component of some X along a line segment in 3-space as it changes with . is minimally sampled without losing information by, in addition to initial condition 0, solving for the values where these discontinuities occur, which are indicated by the black dotted lines in Fig. 4 This process is repeated for lines 12, 13, 2 0 3, and 12 0 . Suppose all the indices of the bins that the map of line 23 cuts through are known, and denote them as fig fc 1 ; c 2 ; . . . ; c k g. Note that if △123 is regarded as a collection of lines between the map of point 1 in X-space and bins fc 1 ; c 2 ; . . . ; c k g, one can use the linear extrapolation method expressed by Eq. (43). That is, the triangle is sampled using a scan of lines. Undersampling of the plane may occur, but this problem is mitigated by either taking more points on the map of 23 with linear extrapolation, or by repeating the sampling process for the remaining two vertex-hypotenuse combinations 3-12 and 2-13. The same argument can be made for 12 0 3. Finally, to complete the bounded plane 323 0 2 0 , it is enough to mirror the two triangular maps that were just found about the map of line 2 ′ 2. Apply Eq. (41) to the bin indices at each bin that is filled. The map of vertex 3 0 is computed as a consequence of this projection.
B. Determining the Intersection of Planes and Hypercubes
The algorithm in Sec. IV determines the bins that one linear map of a bounded region in the admissible region fills. Figure 5 is a diagram of the direct map of the admissible region, the linear map of a segment of it, and the bin structure in 3-space. The linear map will remain a two-dimensional plane in the full six-dimensional problem. The goal now is to find how much the linear map fills each bin that it cuts through: that is, to solve for the area that the linear map occupies in each bin. Taking equal area regions in the admissible regions, all linear maps contain the same number of VPs. Therefore, regardless of the total area of the linear map, the area of a segment of it is directly proportional to how many VPs are contained in the segment. The total VP density in a particular bin is the sum of the areas of all linear map segments that reside in it.
Begin by expressing some arbitrary point X on the plane as follows
where s and t are some parameters such that 0 s, t 1, and 
There is now a need to strictly define the bins using a set of inequalities. Suppose that the hyperplanes that form the bin boundaries lie along the coordinate axes of the comparison space. Then, for some bin i centered at X C x C;1 ; x C;2 ; . . . ; x C;n T with width X x 1 ; x 2 ; . . . ; x n T in each coordinate direction, the space that it fills in comparison space is
. . .
x n x C;n x n =2 x n x C;n x n =2 (49)
Since the bins are mutually exclusive, if the linear map intersects bin i, then the projection of the bin boundaries on to the map or, more specifically, on to the s-t plane should form a closed region that traces out how bin i cuts the map. Furthermore, the area of this region is directly proportional to the area that the map occupies in bin i. To project, say, the first inequality of Eq. (49) [13] . Finally, the area A of the region is found with the following formula: Repeat the linearization and projection processes explained in Secs. IV.A and IV.B for all objects in~S 2 , a small uniform sample of VP set S 2 . For each bin, compute the sum of areas of all of the linear map segments that cut through it; note that this value is proportional to the total VP density in that bin. The VP density distribution, or equivalently, the probability distribution function s 2 i; X, is found by normalizing these sums over all bins.
C. Benefits of the Linear Map
The speed and accuracy of the above linear map is assessed based on an implementation in MATLAB. All computations were carried out on a dual-core Xeon server with 32-bit numerics. An admissible region based on an observation of an object in GEO, sample points, which is the maximum sample size the code allowed to fit in memory. On the other hand, n~S 2 500 500 250; 000
for the linear map. Table 1 shows the amount of time required to compute each respective map and their spatial and density accuracies compared with the truth distribution. The measure of spatial accuracy is the ratio of bins that are filled by both the truth distribution and the distribution of concern; e.g., the linear map fills 97.0% of the bins that the truth distribution fills. The measure of density accuracy is the ratio of bins whose densities are within at least 20% relative error of the truth distribution; e.g., for the linear map, 92.4% of bins will have a density error relative to the truth distribution of less than 20%. The linear map attains better accuracy than the nonlinear map with the same number of sample (reference) points, while still finishing computation in a reasonable time frame, compared with the truth distribution.
It is important to note that the high density accuracy of the linear map is possible only when the state space is nonsingular. For singular variables, components of can become very large, and thus Eq. (38) is no longer a valid approximation. Table 2 compares the density accuracy of the linear map using nonsingular Poincaré variables and singular classical orbit elements for the same GEO object admissible region as in the previous example. For the classical orbit elements, even though the accuracy of the nonlinear map is comparable with Poincaré elements, the linear map performs much worse.
V. Numerical Simulations
This section discusses results from an implementation of the algorithm in MATLAB. A general orbit determination scenario is considered in which multiple batches of observations are correlated with the algorithm. Eight objects were extracted from the TLE catalog to obtain a sample set, and we refer to them as follows [10] : three objects in GEO (GEO1-3), one object in a Molniya orbit (MOL1), two objects in an eccentric MEO orbit (EM1, EM2), one object in a circular MEO orbit (CM1), and one Global Positioning System (GPS) satellite (GPS1).
The orbital parameters of each object are given in Appendix B.
In this implementation, 996 zero-error observations of right ascension, declination, and their time derivatives made from four observatories were simulated for all eight objects over the course of 24 h. Thus, X ; ; _ ; _ ; t 0 ; ; , where t 0 is the observation epoch and ; is the inertial angular position of the observation point. The zero-error assumption is good because the uncertainty in the angular information is generally much less than the uncertainty in the range and range rate; refer to Sec. VI for a discussion on the effects of observation error to the outcome of the algorithm. . Approximately every 15 min, the algorithm generates attributable vectors (i.e., simulated observations) for all objects that are above the local horizon at any given observation point.
No a priori information was assumed regarding the observed objects, and thus a uniform initial pdf was used. The discretization of the Poincaré space was such that bins. If more precise initial orbit determination is desired, we recommend refining the discretization only over regions where two pdfs overlap so as not to significantly increase computational burden. A similar idea is explored in Sec. VII.A. For simplicity, all dynamics were assumed to be two-body. It is possible to incorporate more detailed dynamical models into the method, such as those accounting for effects due to a nonspherical Earth, third-bodies, solar radiation pressure, atmospheric drag, and so on. That is, this method does not depend on this two-body assumption. Future work is to implement these perturbing forces. One point of interest is that dynamical modeling error will manifest itself as the inflation of the admissible-region maps over time. This phenomenon is already partially accounted for by the fact that we have converted the aforementioned maps from two-dimensional manifolds to pdfs discretized over six-dimensional hypercubes. Figure 7 is a graphical representation of the process explained in Sec. III.B for two observations. The light and dark gray regions each represent pdfs based on observations that have been dynamically evolved to a common epoch (i.e., pdfs f and g). The propagation has "shredded" the dark gray pdf in the L-l plane [5] . The black region is the combined distribution (i.e., pdf h). The white asterisk is the true state of the observed object. The distributions have been projected onto two-dimensional subspaces using their coordinate-conjugate momentum pairs; note, however, that the correlation was conducted in the full six-dimensional Poincaré space. When correlating two observations of the same object (top), h > 0 for a very small region of the state space; for this particular example, h > 0 for 11 bins. Furthermore, the true state is included in the region in state space where h > 0. Therefore, the state estimate is good. On the other hand, when two observations are of different objects (bottom), h 0 for the entire state space, which allows one to conclude that the two observations are unrelated.
The correlation process performed well for all 996 observations: all observations were correctly correlated to the eight objects and their states were correctly estimated down to a region of at most four bins. Thus, there were no false-positive results. With the same setup as in Sec. IV.C, each correlation run took approximately 10 min. To further reduce the region over which h > 0, as well as reduce computation time, one can assume a priori that all observed objects were included in either the TLE catalog or some debris distribution model instead of the uniform distribution assumption made for Fig. 7 . Then the admissible-region maps are preconditioned to exclude unrealistic objects. Correlation times were reduced to 1 to 2 min. Table 3 lists the number of overlap bins for each correlated object. Pseudocode for the correlation algorithm is given in Appendix C.
VI. Sensitivity to Observation Error
So far, all of the theory and examples discussed assumed zero observation error. As explained in Sec. V, this assumption is good since the error in the observation data (10 6 rad in angles, 10 8 rad=s in angle rates) is typically much smaller than the uncertainty associated with range and range rate (10 0 r E and r E =h in range and range rate, respectively). Nevertheless, it is important to know quantitatively the effects of errors in observation information to the correlation and initial orbit determination results. Of particular interest is whether the observation error would shift the admissibleregion maps by more than the comparison space discretization size. Such large errors will result in both false positives and negatives.
Modify Eq. (14) to the following:
where is a 6 4 matrix and is now used to describe small deviations so as not to be confused with the declination . With this formulation, compute the change in the Poincaré elements with respect to deviations in the observation information. According to Maruskin et al. [5] , the standard deviation for azimuth and azimuth-rate observation errors are on the order of and are similar for declination and declination rate [5] . Thus, consider a 3 hyperellipsoid in observable variable space ; ; _ ; _ that corresponds to the above error variances and take samples on its surface. Each sample gives a deviation in observable variable space that can be mapped to Poincaré space with Eq. (53). Table 4 shows the maximum error in the Poincaré elements for the 996 attributable vectors in Sec. V using 1000 samples points on the error hyperellipsoid, the bin width for limits Eqs. (52) and M 100; 77; 123; 123; 123; 123 T , as well as the ratio between the two values in each coordinate direction. The errors in the state parameters due to observation errors are less than 7% of the bin size after 24 h. Note that with the given discretization of the Poincaré space, the semimajor axis of the object can be estimated to an accuracy of about 10 2 km. Furthermore, the 3 hyperellipsoid is a conservative bound for the observation errors, containing over 99.7% of outcomes for a Gaussian distribution. Figure 8 shows the error in each state variable and just for l for each observation for one error hyperellipsoid sample. Since the observations are numbered in time, the plot effectively shows the evolution of the errors in the Poincaré elements in time due to uncertainties in the observations. The only uncertainty to grow in time is in the l direction. This result makes sense as for the two-body problem, the only variable that dynamically evolves over time is l. The increase in l is approximately linear for the duration of this observation batch (24 h), so when extrapolated, the error in l will stay to within half the bin width for 7.3 days. Longer propagations can always be accommodated by using larger bin sizes.
VII. Limiting Cases
This section investigates special observations cases where the algorithm is expected to have difficulty in calculating an accurate initial orbit estimate: namely, when an object is observed simultaneously at two observation points and when objects in a satellite constellation are observed over long periods of time.
A. Simultaneous Observations of an Object
The proposed algorithm may run into difficulties computing a precise state estimate when the two pdfs are nearly tangent. Although such pdfs would still most likely intersect at a single point, they may appear to occupy the same bins in the discretized state space (i.e., overlap) over a large region. One case where pdfs become nearly tangent is when an object is observed simultaneously from two different observations points, as seen in Fig. 9 . Here, pdf h spans over 688 bins using the nominal discretization in Sec. V. This result, however, does not imply that the two pdfs intersect over a large planar region; from Eq. (22), two-dimensional intersections of pdfs are extremely unlikely. Indeed, as the discretization is refined by 20%, then 50%, the overlap region begins to converge upon the coordinate of the true object state.
In a practical implementation of this method, a recursive algorithm that reduces bin size over the overlapping region should be used whenever the combined pdf spans a large area. Furthermore, compared with the method proposed by Maruskin et al. [5] that evaluates intersections of manifolds within their two-dimensional projections, the new algorithm converges faster as the intersections are evaluated in the full six-dimensional space.
B. Observations of Satellite Constellations
Suppose that there exist two optical observations made at one observatory but separated in time by, say, 4 h and that they are consistent to the same orbit plane. One can either conclude that one object was observed with an orbital period that is any divisor of 4, or that two different objects in a satellite constellation were observed with an orbit period that is any divisor or multiple of 4. For this particular example, most of the solutions in the former set will have semimajor axes that are too small to be included in the admissible region. If the temporal separation of the observations were larger, however, then single-object solutions may become viable. The a Units are the same as in Fig. 7 . long-term propagation "dilutes" information regarding the object's angular position that can be extracted from the observation separation time. Mathematically, let two objects be on an orbit with period separated by mean anomaly M. In two-body motion, is related to semimajor axis as 2 a 3 = p . Suppose that one of the objects is observed at time 0 and the other at time N M=n, where N 2 N and n is the mean motion: i.e., the second object is observed after N revolutions. If one were to wrongly assume that the same object was observed twice, then the true anomaly a a of this fictitious object is
Therefore, N ! 1 ) a=a ! 0. If the first observation generated a nonempty admissible region, then it is likely that the proposed algorithm will mistakenly correlate the second observation given the two observations are temporally well-separated. Figure 10 is a graphical representation of the above scenario. Two separate objects (M 2=3) in a constellation were simulated to be observed from one observatory with different observation separation times. When the separation is 14.85 h, the combined pdf is null at all bins, meaning the algorithm successfully recognizes the observations as those of different objects. When the separation is increased to 60.61 h, however, the two pdfs overlap, and thus a falsepositive result is obtained.
Both limiting cases were encountered when running the observation correlation example in Sec. V. The correlation algorithm tries to correlate observations first to last; i.e., it correlates the jth observation with the (j 1)th, and if this case fails, then it correlates the jth with the (j 2)th, and so on. Since the observations were generated in 15 min intervals, it was often the case that the initial overlap region between two correlated observations spanned up to 10 3 bins. As a consequence, subsequent correlation runs took more time than in the more optimal case where the observations are separated more, and thus the overlap spans over only a few bins. Now, one can imagine a variation to the algorithm where it correlates objects last to first; i.e., it correlates the jth observation with the Nth, then the jth with the (N 1)th, and so on, where N is the total number of observations in the current batch. Then the observations in each correlation run are separated by up to 24 h, which indeed reduces the initial overlap size. However, the solution included false positives. The two objects in GEO in the object set acted like satellites in a constellation, causing fictitious overlaps when correlating observations from two separate objects in GEO. This latter approach is not recommended even though it resulted in reduced processing time. In conclusion, there exists a advantageous separation time between observations such that the corresponding pdfs are perpendicular enough to produce a small overlap region that is not fictitious.
VIII. Conclusions
This paper discussed methods of correlating multiple optical observations as well as providing initial state estimates using probability distribution functions in the Poincaré orbit element space. An algorithm was outlined that incorporates Bayes's rule. The admissible region is a closed, bounded region in the range/range-rate space where, based on some physical constraints, the state of an observed object is most likely to exist. It can be regarded as a uniform probability distribution function over the range/range-rate space. The relationship of two observations is determined by the intersection, or lack thereof, of their admissible-region maps in six-dimensional state space. Because the admissible-region maps are two-dimensional manifolds, we conclude from topological arguments that they do not intersect generically. As a consequence, a positive correlation also simultaneously provides an initial orbit estimate. A method of linearly mapping subregions of the admissible region to the discretized Poincaré space was shown to improve computational turnaround without significant loss of map accuracy. An implementation of the method in MATLAB successfully correlated 996 optical observations and provided good initial orbit estimates. Observation errors were deemed to have a small effect on the accuracy of the correlation procedure. Finally, two limiting cases were examined: one where orbit estimation accuracy is compromised if the time between observations is short and another where false correlations may occur if objects in a satellite constellation are observed. Although two-body dynamics were used to generate examples in this paper, the theory introduced does not hinge upon this assumption, and thus more advanced dynamics models can be implemented as necessary. 
