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Abstract The temporal asynchrony between inputs to
diVerent sensory modalities has been shown to be a critical
factor inXuencing the interaction between such inputs. We
used scalp-recorded event-related potentials (ERPs) to
investigate the eVects of attention on the processing of
audiovisual multisensory stimuli as the temporal asyn-
chrony between the auditory and visual inputs varied across
the audiovisual integration window (i.e., up to 125 ms).
Randomized streams of unisensory auditory stimuli, uni-
sensory visual stimuli, and audiovisual stimuli (consisting
of the temporally proximal presentation of the visual and
auditory stimulus components) were presented centrally
while participants attended to either the auditory or the
visual modality to detect occasional target stimuli in that
modality. ERPs elicited by each of the contributing sensory
modalities were extracted by signal processing techniques
from the combined ERP waveforms elicited by the multi-
sensory stimuli. This was done for each of the Wve diVerent
50-ms subranges of stimulus onset asynchrony (SOA: e.g.,
V precedes A by 125–75 ms, by 75–25 ms, etc.). The
extracted ERPs for the visual inputs of the multisensory
stimuli were compared among each other and with the
ERPs to the unisensory visual control stimuli, separately
when attention was directed to the visual or to the auditory
modality. The results showed that the attention eVects on
the right-hemisphere visual P1 was largest when auditory
and visual stimuli were temporally aligned. In contrast, the
N1 attention eVect was smallest at this latency, suggesting
that attention may play a role in the processing of the rela-
tive temporal alignment of the constituent parts of multi-
sensory stimuli. At longer latencies an occipital selection
negativity for the attended versus unattended visual stimuli
was also observed, but this eVect did not vary as a function
of SOA, suggesting that by that latency a stable representa-
tion of the auditory and visual stimulus components has
been established.
Keywords Electrophysiology · EEG · ERP · 
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Introduction
To understand the processing of audiovisual stimuli, it is
useful to study the conditions in which the audiovisual
inputs break apart into separate auditory and visual percep-
tual processes. For example, in a badly mastered audio
track of a movie, there can be a noticeable desynchroniza-
tion between visual and auditory information streams. Such
a desynchronization can also be observed in real life, such
as in the case of a distant thunderstorm, a music concert in a
large arena, or a fast jet aircraft that appears to Xy ahead of
its sound. These latter desynchronization phenomena occur
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because light travels at substantially faster speed than
sound, thus causing the visual inputs to reach the visual
receptors considerably earlier than the auditory inputs reach
the auditory ones.
Behavioral studies have shown that auditory and visual
stimuli coming from the same location were judged most
likely to originate from a common cause when visual stim-
uli precede the auditory by about 50 ms (even as compared
to simultaneous occurrence) (Lewald et al. 2001; Lewald
and Guski 2003). Presumably, this optimum timing diVer-
ence reXects the fact that the brain has evolved to process
multisensory stimuli that are located some distance away
from the observer. Due to the diVerence between the veloc-
ities of sound and light, auditory signals from an object
located at a distance of about 15 m (probably representing a
reasonable average distance of real-world objects), reach
our ears approximately 50 ms after light reaches the retina.
To process such objects optimally, our brain has presum-
ably evolved to compensate for this diVerence by means of
a higher neural transmission rate for auditory signals than
for visual ones. Moreover, it has been shown that the tem-
poral window for multisensory integration processes can be
adapted on the basis of viewing distance (King 2005;
Spence and Squire 2003; but see Lewald and Guski 2004)
or exposure (Navarra et al. 2005), and that multisensory
perception appears to stay relatively intact even with fairly
large temporal discrepancies between visual and auditory
stimuli (Shams et al. 2001; Shams et al. 2002). These and
other results (Fendrich and Corballis 2001; Morein-Zamir
et al. 2003; Vroomen and De Gelder 2004; Talsma et al.
2007; Busse et al. 2005) have led to the suggestion that the
processing of visual and auditory inputs may be inXuenced
by their relative timing, as well as by endogenous factors,
such as attention.
Although stimulus processing eVects as a function of tem-
poral alignment are not well understood, some evidence
exists which indicates that visual inputs are perceptually
realigned on the basis of an auditory stimulus (DiLuca et al.
2009). For example, when the temporal characteristics of
auditory and visual stimuli do not match, perceptual reports
regarding the temporal characteristics of visual stimuli tend
to be biased toward the temporal characteristics of the audi-
tory stream (Shams et al. 2002). More speciWcally, when par-
ticipants were presented two Xashes accompanied by three
tone pips, they tended to report seeing three Xashes rather
than just two. We (Senkowski et al. 2007a) and others (e.g.,
Andersen and Mamassian 2008; Spence and Squire 2003)
have previously reported that participants begin to detect
onset diVerences between auditory and visual stimuli when
they are at least 125–150 ms apart, and only able to accu-
rately report these onset diVerences when the visual and
auditory stimuli are 250 ms or more apart. These Wndings
suggest that there is a relatively broad integration time
window of as large as 250 ms, in which stimuli from diVerent
modalities typically tend to be integrated into a single multi-
sensory percept. In addition, animal physiology research has
revealed that a large number of neurons in the superior col-
liculus show enhanced responsiveness when visual and audi-
tory stimuli are presented within a time window of less than
100–200 ms (Meredith et al. 1987; Meredith 2002).
The latter Wnding is a special case of a more general
result from the animal physiological literature: a large num-
ber of neurons in superior colliculus elicit much larger
responses to multisensory (i.e., audiovisual: AV) stimuli
than they would do in response to the unisensory auditory
(A) or unisensory visual (V) component parts presented
separately (Stein and Meredith 1993; Wallace et al. 1993).
Supplementing these Wndings, human electrophysiology
studies have revealed multisensory interactions in the early
event-related potentials (ERPs) over sensory as well as
non-sensory areas of the cortex, although how early this
can occur and under what circumstances has varied (Giard
and Peronnét 1999; Molholm et al. 2002; Teder-Sälejärvi
et al. 2002; Talsma et al. 2007; Senkowski et al. 2007a).
Nevertheless, it still remains a question whether and in
what way multisensory processing alters as a function of
the relative timing between visual and auditory inputs, even
when both visual and auditory inputs of the multisensory
stimulus fall within the integration window. As noted
above, behavioral and animal physiological studies have
found that the window of integration is relatively broad.
Yet at the same time behavioral studies have shown that
there appears to be an optimum relative stimulus timing
wherein visual stimuli precede auditory stimuli by about
50–100 ms, such that these stimuli are subjectively most
likely as being perceived as simultaneous (Lewald and
Guski  2003). In addition, other behavioral studies have
shown that, when participants are required to judge the
temporal order of auditory and visual stimuli, they are less
able to make an accurate judgment when these stimuli were
presented at or near this optimum point of subjective simul-
taneity (i.e., when the visual stimulus preceded the auditory
stimulus by about 50–100 ms; Keetels and Vroomen 2005;
Vroomen and Keetels 2006; McDonald et al. 2005). Inter-
estingly, these temporal order judgments gradually shift
toward the direction of the actual temporal order as the
auditory and visual stimulus inputs deviate more and more
from the point of subjective simultaneity. This suggests that
neural processes underlying these audiovisual interactions
would also gradually alter with increasing temporal oVsets
between auditory and visual stimuli, despite still falling
within the integration window.
The primary goal of the present study was to investigate
to what degree these processes involved in resolving tem-
poral asynchrony are aVected by intermodal attention. Pre-
vious studies have shown that attention can interact withExp Brain Res (2009) 198:313–328 315
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processes involved in multisensory perception (Talsma and
WoldorV 2005a; Senkowski et al. 2005). However, these
eVects have generally been investigated under conditions in
which stimuli were fully attended or unattended; that is,
attention was directed to the multisensory stimuli (i.e., at
both visual and auditory modalities simultaneously), or
directed elsewhere. A more recent study suggests a more
complex relationship between attention and audiovisual
processing (Talsma et al. 2007). Whereas we found that it
is indeed a requirement of attention to be focused on both
modalities simultaneously for the relatively early latency
(»50 ms after stimulus onset) multisensory interactions to
occur, longer-latency eVects suggested the spreading of
attention from the visual modality to the auditory under
conditions in which only the visual modality was attended
(Busse et al. 2005). SpeciWcally, when the visual modality
was attended, a slow, long-latency (>300 ms) fronto-central
negativity was observed in response to multisensory stim-
uli, but not to either the corresponding unisensory visual or
unisensory auditory stimuli occurring alone. This fronto-
central negativity strongly resembled the intramodal audi-
tory attention eVect known as the late processing negativity,
which is elicited by attended auditory stimuli, and which is
believed to reXect the prolonged processing of relevant
auditory stimuli (Näätänen 1992).
ERPs are ideally suited to track the temporal characteris-
tics of psychologically related physiological processes,
enabling them to be very eVective in assessing how and
when interactions between closely timed auditory and visual
stimuli occur. Thus far, however, only a few electrophysio-
logical studies have systematically addressed the eVects of
temporal asynchrony between visual and auditory inputs on
the electrophysiology of multisensory processing (e.g.,
Senkowski et al. 2007b; Stekelenburg and Vroomen 2005).
One reason why only few studies have investigated such
timing eVects is likely related to the problem induced by the
overlap between the ERPs elicited by the visual and the
auditory stimulus inputs that occur closely in time. More
speciWcally, since both the visual and auditory inputs of a
multisensory audiovisual event will each evoke an ERP, the
time-locked averages to the stimuli in one modality will be
contaminated by an overlapping ERP elicited by the other-
modality stimulus. If the goal is to study the eVects on stim-
ulus processing of varying the relative timing by auditory
and visual inputs, then the latency range and structure of
this overlap distortion will diVer systematically across the
timing asynchrony conditions, thus confounding assess-
ment of the actual interaction eVects on multisensory pro-
cessing (WoldorV 1993).
Stekelenburg and Vroomen (2005) addressed the overlap
problem by including the corresponding unisensory audi-
tory stimuli in the sequence and using the ERPs as esti-
mates for the overlapping activities. They reported a
decrease in the posterior N1 when the auditory component
preceded the visual one, compared to when visual stimuli
were presented alone, and a similar, albeit smaller ampli-
tude reduction of the N1 when auditory and visual inputs
were presented simultaneously. The authors reported these
results relative to the onset of the visual input using three
Wxed temporal asynchronies between visual and auditory
inputs: ¡100 ms (auditory preceding visual), 0 ms (simul-
taneous presentation of visual and auditory inputs), and
+100 ms (auditory inputs lagging behind the visual).
We have previously observed multisensory audiovisual
interactions in the evoked high-frequency oscillatory
gamma-band responses (GBRs, 30–80 Hz) (Senkowski
et al. 2007b) across this range using a Wne range of tempo-
ral asynchronies (see also Fig. 1b). In the present paper we
use a decomposition analysis based on the Adjar Wltering
technique (WoldorV 1993)—a deconvolution version of the
simple subtraction method of Stekelenburg and Vroomen
(2005)—that takes ERPs elicited by unisensory stimuli as
estimates for the overlapping ERPs (see “Methods” for
details). This analysis was applied to the ERP responses
from the same dataset for which Senkowski et al. (2007b)
analyzed eVects on the high-frequency evoked GBRs. More
speciWcally, visual and auditory inputs of multisensory
stimuli were presented in close succession (relative asyn-
chronies ranging between ¡125 ms and 125 ms). Partici-
pants were instructed to attend to only one modality during
the length of a trial block and to detect infrequent target
stimuli in the designated modality. These target stimuli
were slightly diVerent from the regular non-target stimuli.
In this paper, we speciWcally focus on reporting ERP data
that were evoked by the visual stimuli as a function of
attention and the audiovisual synchrony, for which we have
found the most pronounced eVects.
Since all stimuli were presented from central locations,
we expected to extend some previous Wndings of non-spa-
tial intermodal attention (De Ruiter et al. 1998; Talsma and
Kok 2001; Talsma et al. 2007). Most notably, we expected
that intermodal attention during multisensory stimulation
would aVect the early P1 and N1 visual sensory compo-
nents (cf. Talsma et al. 2007), being larger when the visual
modality versus the auditory modality was attended. In
addition, we expected that intermodal attention to visual
stimuli would be reXected in an endogenous ERP compo-
nent, known as the occipital selection negativity, which is a
component that has been reported to reXect intramodal
(e.g., Kenemans et al. 1993), as well as intermodal atten-
tional selection processes (Talsma and Kok 2001). Particu-
lar interest was on how these various intermodal attention
eVects on the processing of a visual stimulus component
would vary if that component occurred as part of an audio-
visual multisensory stimulus with diVering degrees of asyn-
chrony of the audio and visual parts.316 Exp Brain Res (2009) 198:313–328
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Methods
Participants
Twenty healthy participants volunteered for the experiment
(age: 25.2; 9 males). All participants were recruited through
advertisements at the campus of Duke University and were
paid $10 per hour. All participants were right handed and
had normal or corrected-to-normal vision and gave written
informed consent to volunteer for the study. No one
reported having a history of neurological or psychiatric dis-
order.
Task and stimuli
Visual stimuli consisted of white horizontal gratings, pre-
sented on a black background (5.5 £ 4.9 cm, subtending a
visual angle of 5.4 £ 4.8°) for a duration of 100 ms. Audi-
tory stimuli consisted of 1600 Hz sinusoidal tone pips, pre-
sented at a sound pressure level of 65 dB(A) for a duration
of 100 ms (including linear rise and fall times of 10 ms).
These auditory stimuli were presented using two speakers
that were placed behind the computer screen used for visual
presentation, positioned such that the subjective location of
the auditory stimuli matched that of the visual stimuli.
Audiovisual stimulus trials were presented with stimulus
onset asynchronies (SOAs) of the auditory and visual
inputs ranging randomly from trial to trial between
§125 ms (see Fig. 1b). Importantly, for the analyses we
divided the §125 ms SOA range into Wve diVerent 50-ms
subranges. The audiovisual SOAs were randomized at 1 ms
resolution, but restricted so that an equal number of trials
were presented in each 50-ms SOA condition. In addition
to the above-described stimuli, which were designated as
the standard (i.e., non-target) stimuli, a small proportion of
the stimuli were characterized by an additional stimulus
feature, which enabled them to serve as target stimuli in the
stimulus streams. These deviant stimuli were highly similar
Fig. 1 General layout of the paradigm. a Example of a short excerpt
from a possible trial sequence. Visual, auditory, multisensory, or
no-stim trials were presented with random ITIs of 500–800 ms. The
presentation order of the various stimulus types was fully randomized.
b Decomposition of the relative timing of the auditory and visual stim-
uli within each of the subtypes of audiovisual stimuli, when viewed as
time-locked to either the visual input (left) or the auditory input (right).
Notice that there were actually Wve diVerent multisensory stimuli. For
instance, V|A(¡100 ms) trials were the same as the A|V(+100 ms) trials), but
viewed as time-locked to either the visual input (left panel) or the audi-
tory input (right panel)
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to the standards but contained a transient dip in brightness
(visual) or volume (auditory) halfway through the duration
of the stimulus, inducing the subjective impression of the
stimulus appearing to Xicker (visual target) or to stutter
(auditory target). The degree of the intensity reduction was
determined for each participant individually during a train-
ing session prior to the experiment (Senkowski et al.
2007b; Talsma and WoldorV 2005a), so that each deviant
was just detectable for each participant. Multisensory devi-
ants were composed of either a visual standard paired with
an auditory deviant, or vice versa.
Stimuli were presented as a continuous stream of ran-
domly mixed unisensory auditory, unisensory visual, and
multisensory audiovisual stimulus events. Of the multi-
sensory stimuli, a total number of 160 standard stimuli
(consisting of a visual standard paired with an auditory
standard) and 96 deviant stimuli (half consisting of the
visual standard paired with the auditory deviant and the
other half consisting of an auditory standard with a visual
deviant) were presented with each of the Wve audio-visual
SOA temporal-synchrony subranges. Likewise, 160 unisen-
sory auditory standards, 160 unisensory visual standards,
96 unisensory auditory deviants, and 96 unisensory visual
deviants were presented. In addition, 400 “no-stim” trials
were included in each condition. These trials were used to
estimate the between-trial ERP overlap (Talsma and Wold-
orV 2005a, b; see Gondan and Röder 2006, for a similar
suggestion). No-stims are trials on which no actual stimulus
is presented, but which are presented with the same ran-
domization characteristics as the regular trials (Burock
et al. 1998). Because the randomization of the no-stims tri-
als satisfy the criteria delineated by Busse and WoldorV
(2003) to not elicit electrophysiological responses them-
selves, they can be used to pick up overlapping ERP activ-
ity resulting from either anticipatory processes or from
adjacent-trial ERPs (see Talsma and WoldorV 2005a, b for
a full discussion) All stimulus trials were presented using
relatively short inter-trial-intervals (ITIs) that ranged from
500 to 800 ms (mean 650 ms) and were equally divided
across 16 blocks of trials.
Procedure
In each block, the participants’ task was to attend to a des-
ignated modality in each run and detect the infrequent devi-
ant target stimuli in that modality. In one condition, they
were required to attend to the auditory modality and
respond to the detection of any auditory deviants, and in
another condition they were required to attend only to the
visual modality and respond only to the visual deviants. In
both conditions, participants were instructed to report their
detection of the target deviants by making a button-press
response as fast as possible while maintaining high accu-
racy. The two attention conditions (attend-auditory, attend-
visual) alternated every 2 blocks, with the starting condi-
tion being randomized across participants. One practice
block for each attention condition was run prior to the
experiment to familiarize participants with the procedure.
Participants were further instructed to maintain Wxation at a
centrally presented cross during the run, as well as to mini-
mize head and body movements.
Apparatus
The EEG and behavioral data were recorded in a dimly lit,
sound attenuated, electrically shielded chamber. Stimulus
presentation was controlled by a personal computer running
the “Presentation” software package (Neurobehavioral Sys-
tems, Inc., Albany, CA, USA). EEGs were recorded from
64 equally spaced tin electrodes,1 mounted in a customized
elastic cap (Electro-Cap International, Inc) and referenced
to the right mastoid during recording. Electrode imped-
ances were kept below 2 k for the mastoids and ground,
10 k for the eye electrodes, and 5 k for the remaining
electrodes. Horizontal eye movements were monitored by
two electrodes at the outer canthi of the eyes. Vertical eye
movements and eye-blinks were detected by electrodes
placed below the orbital ridge of both eyes, referenced to
two electrodes directly located above the eyes. During
recording, eye movements were also monitored using a
closed circuit video monitoring system. EEG was recorded
using a Neuroscan (SynAmps) acquisition system. All EEG
channels were recorded with a band-pass Wlter of 0.01 to
100 Hz and a gain setting of 1,000. Raw signals were
continuously digitized with a sampling rate of 500 Hz and
digitally stored for oV-line analysis.
Data analysis
Behavioral data
Reaction times (RTs) for correctly detected targets, target
error rate, and false alarm rates were computed separately
for the diVerent conditions. RT and error rate measures
1 The EEG was recorded by the following electrodes: FPz, Fz, FCz, Cz,
Fp1 m, Fp2 m, F3a, F4a, F3 s, F4 s, FC1, FC2, C1a, C2a, F7a, F8a, F3i,
F4i, C3a, C4a, PA1a, PA2a, F7p, F8p, C5a, C6a, T3, T4, LC, RC,
LIO, RIO, Lm, Inz, Ozi, Ozs, Pzi, Pzs, I1, I2, O1i, O2i, O1, O2, PO1,
PO2, P1, P2, C1p, C2p, TI1, TI2, TO1, TO2, P3i, P4i, P3a, P4a, C3,
C4, T35i, T46i, C5p, and C6p. These electrode positions are named
relative to their approximate 10–10 equivalents. A suYx of ‘s’ indi-
cates that the electrode was placed slightly (i.e., within 1–1.5 cm) supe-
rior to the indicated standard position; ‘i’ indicates it was placed
inferior to the standard position. Similarly, ‘a’ and ‘p’ indicate the elec-
trode in question was positioned slightly anterior or posterior to the
standard locations, respectively. Electrodes position <1 cm are named
by the standard location name with an added prime mark (e.g., C4).318 Exp Brain Res (2009) 198:313–328
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were submitted to multivariate analysis of variance
(MANOVA) with SOA (5 levels: ¡100, ¡50, 0, 50, and
100 ms) and Attention (visual or auditory) as within-subject
factors. In addition, the RTs and error rates of the multisen-
sory stimuli were contrasted against the RTs and error rates
of the unisensory stimuli, using pair-wise statistical com-
parisons.
ERP analyses
Artifact rejection was performed oV-line by discarding
epochs of the EEG that were contaminated by eye move-
ments (>§130 V/10 ms) using the detection algorithms
described in Talsma and WoldorV ( 2005b). Eye-blinks
were corrected using a time-domain linear regression algo-
rithm (e.g., Kenemans et al. 1991). Further artifact detec-
tion was conducted using an auto-adaptive averaging
procedure that Wnds artifactual trials on the basis of signal
to noise properties of the ERP waveform (Talsma 2008).
Approximately one-third of the trials were discarded due to
artifacts. The number of discarded trials did not diVer sig-
niWcantly between attend-visual and attend-auditory blocks
(F < 1). Prior to averaging, EEG data were band-pass
Wltered between 0.03 and 25 Hz, using a half-Gaussian
(causal) kernel. Averages were calculated for the diVerent
stimulus types from 1,000 ms before to 1,200 ms after stim-
ulus onset. After averaging, all channels were re-referenced
to the algebraic average of the two mastoid electrodes. For
the multisensory stimuli, ERPs were computed relative to
the onset of the visual input as well as to the onset of the
auditory input.
Removal of overlapping adjacent stimulus activity
The ERP eVects of multisensory processing were extracted
using the following procedure (Fig. 2). The between-trial
overlap, which resulted from the relatively fast trial presen-
tation rate, was removed by subtracting the time-locked
averages to the no-stim trials from the regular ERPs
(Talsma and WoldorV 2005a, b). However, although this
procedure corrects for the between-trial overlap, the ERPs
for the audiovisual trials were still distorted by within-trial
overlap because the visual and auditory components of
these stimuli were presented in such close temporal prox-
imity. The selective averaging time-locked to the inputs of
one modality of these multisensory stimuli resulted in an
Fig. 2 Steps involved in extracting the ERP data. An example of
removing the overlapping auditory component from a V|A(¡100 ms)
stimulus is shown here. A similar procedure was used for the other
audiovisual stimulus types. After EEG recording (a), condition-wise
averages (b) of all the multisensory ERPs (separately for each time
window), unisensory stimuli, and no-stim (NS) trials were computed.
c Subtraction of the no-stim ERPs from the unisensory and multisen-
sory ERPs resulted in an ERP that eliminated the between-trial overlap,
but which was still composed of contributions from an auditory input
and a visual input. d The ADJAR procedure (WoldorV 1993) was used
to convolve the unisensory ERP (as an estimate for the overlapping
activity) with the distribution of all immediately preceding events (evt
dist) to obtain an overlap free estimate of the contribution of one single
modality (e), plus some variations due to attention and/or multisensory
interaction processes (e.g., “ERP(V) within a speciWc multisensory
context”)
(a) Original Recording
V|A(-100ms ) V A NS
(b) Time locked Average
ERP (V|A) + 
Between trial overlap
ERP (A) + 
Between trial overlap
ERP (V) + 
Between trial overlap
Between trial overlap
- - -
ERP (V|A)  ERP (V) 
ERP (A) 
V A
ERP (V)  within a
multisensory context
(d) Deconvolution
(e) Overlap Corrected ERP
(c) No-stim Subtraction
Convolve ERP(A) with
evt dist of A input of the
V|A stimulus
-
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ERP waveform to that stimulus type, plus distortion due to
the ERPs to the temporally proximal occurrence of the
other-modality input. Because each time-locked average to
the sensory input of one modality had the other-modality
sensory input occurring across a 50-ms SOA subrange
relative to the time-lock point (e.g., 25¡75 ms after), the
contribution of the overlapping ERP elicited by the other-
modality input was partially “smeared out” and thus some-
what reduced in the time-locked average to the Wrst modality.
However, with such a relatively small temporal jitter, there
would still be substantial overlap from the adjacent ERP
activity (WoldorV 1993).
To remove this within-trial overlap in the multisensory
ERPs, an adapted version of the adjacent response Wlter
(ADJAR) procedure (WoldorV 1993) was used. ADJAR is
a post-experimental correction technique to estimate and
remove from the ERP waveform the overlap that results
from adjacent trials in fast-rate sequences. This is accom-
plished by convolving an estimate of the overlapping wave-
forms with the event-distribution of the preceding and
succeeding events. The procedure typically starts with aver-
ages that are somewhat distorted by overlap. After the Wrst
iteration of estimating and subtracting the distorting over-
lap, the ADJAR algorithm iteratively uses the partially cor-
rected ERP waveforms for better overlap estimates until the
solutions converge after multiple iterations. In the present
case, however, the unisensory ERP averages were used as
estimates for the overlapping ERP activity from the other-
modality input. SpeciWcally, this was done by convolving
the unisensory other-modality ERP with the event-distribu-
tion of the overlapping other-modality stimulus input of the
multisensory stimulus. As the unisensory ERP averages
were not distorted by overlap here, only a single iteration of
estimating and subtracting the adjacent-response overlap
was necessary.
After overlap removal, the resulting ERP waveform con-
sisted of the basic time-locked unisensory response, plus
the interaction activity resulting from its occurrence within
a multisensory (audiovisual) context. The extracted wave-
forms from the multisensory trials were very similar to the
ERP traces of the corresponding true unisensory stimuli for
that modality, but with some variations due to these multi-
sensory interactions. Multisensory processing eVects can
therefore be investigated by comparing the extracted ERPs
with the true unisensory ERP responses. These extracted
ERPs are reported relative to the onset of the visual input
(V) or relative to the auditory input (A) of a multisensory
AV event, depending on the time-lock point. In the remain-
der of this paper, temporal relation of the other-modality
stimulus onset time will be reported using a subscripted
notation. For instance, a response relative to a visual stimu-
lus, with an auditory stimulus preceding this visual stimu-
lus in the 50-ms time window centered around 100 ms,
would be indicated as V|A(¡100 ms). Accordingly, an ERP
time-locked to the visual stimulus with the auditory stimu-
lus succeeding it with its 50-ms subrange centered around
100 ms would be notated as V|A(100 ms).
Subsequent ERP analyses focused on the overlap-cor-
rected ERPs to the standard stimuli. This included both the
estimated single-modality ERPs extracted from the multi-
sensory standard stimulus trials and the ERPs from the
unisensory standard stimuli. Scalp topography maps and
plots of the ERP traces were used for the analyses of multi-
sensory interactions between auditory and visual ERP
components. Based on previous reports, the statistical
analysis of multisensory processing eVects was focused on
a selection of fronto-central areas (for eVects that were
mainly driven by the auditory modality), and one over pos-
terior areas (for eVects that were mainly driven by the
visual stimuli).
As the eVects of Attention and SOA and their interac-
tions were substantially more robust on the extracted visual
ERPs, this paper focuses on the components of these
responses. Initial inspection of the visual ERPs extracted
from the multisensory responses revealed the presence of
several components that were modulated by intermodal
attention. Of these components, we focus here on the pos-
terior P1, N1, and P2 components of the extracted visual
ERP responses at »110, »150, and »250 after stimulus
onset, respectively, as well as an anterior N1 component
that occurs slightly later than the visual P1. The signiW-
cance of these eVects was assessed by computing mean
amplitudes across a short window surrounding the peaks of
these components, using electrodes that were located near
the observed maxima of each component. These amplitude
values were then submitted to a multivariate analysis of
variance (MANOVA) that contrasted the amplitudes of
these conditions in each multisensory condition against the
amplitudes of the unisensory control.
In addition, eVects of SOA and Attention within the mul-
tisensory stimuli were tested using a MANOVA containing
the factors of SOA (5 levels, corresponding to the Wve
diVerent SOA ranges), and Attention (two levels: evoking
input was attended or unattended). SpeciWc details regard-
ing latency and electrode selection is given in the respective
section, where each component is described.
Results
Behavioral results
Reaction times
Figure 3a shows the mean response times (RTs) for the tar-
get stimuli for each of the SOA-subrange conditions, along320 Exp Brain Res (2009) 198:313–328
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with the mean RTs for the unisensory control stimulus tar-
gets. For the multisensory stimuli considered alone, no sig-
niWcant eVect of the factor SOA on the RTs (F(4,16) < 1)
was found. Although Fig. 3 indicates that responses to
auditory targets were somewhat slower than those to visual
targets, no signiWcant main eVects of Attention were found
(F(1,19) < 1). Pair-wise comparisons conWrmed that the
responses to unisensory stimuli were faster than those to the
multisensory stimuli (p <0 . 0 5 ) .
Error rates
Figure 3b shows the mean error rates for the target stimuli
in each of the SOA conditions, along with the mean error
rates for the unisensory control stimulus targets. For the
multisensory targets, SOA signiWcantly aVected error rates
(F(4,16) = 4.43; p =0 . 0 5 ) .  T h i s  e Vect could be explained
using a cubic polynomial Wt (F(1,19) = 10.7;  p < 0.005),
conWrming the pattern observed in Fig. 3b that for the
multisensory stimuli the error rates were still relatively
low when the unattended input was presented well before
(i.e., at ¡100 ms), or immediately after (i.e., at +50 ms) the
attended one, but increased at other SOAs.
False alarm rates
False alarm rates were computed for each condition sepa-
rately and submitted to a MANOVA with Attention
(attend-visual or attend-auditory) as within-subject factor.
These tests indicated that false alarm rates did not diVer
signiWcantly between the attend-visual and attend-auditory
conditions (F(1,19) < 1). Overall false alarm rates were
about 5%.
Event-related potentials
As noted above, the focus of this paper is on the ERPs to
the visual inputs of the multisensory stimuli and on the
interactions of intermodal attention and audio-visual asyn-
chrony on these responses. In these extracted ERPs, atten-
tion eVects were identiWed on four diVerent components. Of
these four components, the attention eVects on the posterior
P1 and on an anterior and posterior N1 component were
modulated by SOA. In contrast, the fourth eVect, the occip-
ital selection negativity, remained constant across SOA.
Posterior P1
As shown in Fig. 4, the posterior P1 attention eVect peaking
at around 100 ms was characterized by a predominantly
right hemispheric topographical distribution, with a strong
focus around parietal–occipital electrodes P3i and P4i. The
P1 components that were elicited by the visual inputs of the
multisensory stimuli were larger when they were attended,
compared to when they were unattended (F(1,19) = 6.1;
p < 0.05). Although we did not Wnd an interaction between
Attention and SOA, a signiWcant three-way interaction
between Attention, SOA, and Laterality (F(4,16) = 3.24;
p < 0.05) was observed. This interaction conWrms the
observation that the P1 attention eVect diVered across
Fig. 3 Mean response times and error rates to unisensory
(Uni = Unisensory target) and multisensory target stimuli. The other
labels ‘¡100’, ‘¡50’, ‘0’, ‘+50’, ‘+100’ represent the multisensory
trials, in which there are targets in the relevant modality and refer to
the mean SOA (§25 ms) of the accessory other-modality input of the
multisensory stimulus. Thus, for the attend-auditory condition, the
auditory input of the multisensory AV stimulus was the target, and the
visual input the standard, occurring at the relative onset time indicated.
Accordingly, for the attend-visual condition, the visual input of the
multisensory AV stimulus was the target, with an auditory standard
occurring at the relative onset time indicated
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SOAs, and also more strongly over the right hemisphere.
Although Fig. 4 suggests that a P1 amplitude eVect was
also present for the unisensory stimuli, no statistical evi-
dence could be obtained for this observation (F(1,19) = 1.4;
p <0 . 2 5 ) .
Anterior N1
Shortly after the latency of the posterior P1, the anterior N1
component (peaking at around 140 ms) could be observed
over the anterior scalp areas (see Fig. 5). This component
was larger (more negative) when the visual inputs were
attended than when they were unattended (F(1,19) = 8.70;
p < 0.01). In addition, there was also a signiWcant interac-
tion between Attention and SOA (F(4,16) = 3.11; p <0 . 0 5 ) .
In contrast, no signiWcant attention eVect was observed on
this component for the unisensory visual stimuli, suggest-
ing that the anterior N1 attention eVect here was speciWc to
the processing of multisensory stimuli. Moreover, since the
magnitude of this attention eVect varied with SOA, we sug-
gest that this eVect may reXect processes related to resolv-
ing the temporal misalignment of audiovisual stimuli.
Posterior N1
The posterior N1, peaking at around 150–180 ms post-
visual-stimulus, was signiWcantly larger (i.e., more nega-
tive) when the visual stimuli were attended compared to
Fig. 4 Occipital P1 attention 
eVects on the visual ERPs. An 
early P1 component (»110 ms 
after onset of the visual stimu-
lus) could be observed for the 
visual ERPs extracted from 
the multisensory trials, which 
was lateralized predominantly 
over the right hemisphere. 
This component was the largest 
when the auditory and visual 
stimuli were presented at the 
point of near optimal subjective 
alignment. It was also present 
for the unisensory visual control 
stimuli
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V|A(-50 ms)
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when they were unattended, as shown by a main eVect of
Attention on this component (F(1,19) = 6.24; p <0 . 0 5 ;  s e e
Fig. 6). Although overall eVect of SOA was not observed
(F(4,16) = 1.77; p > 0.1), we did observe a signiWcant inter-
action between Attention and SOA (F(4,16) = 3.79;
p < 0.05), which appeared to result from this attention eVect
being largest when the auditory stimulus occurred either
slightly before or synchronous with the visual stimulus (rel-
ative timing of ¡50 or 0 ms). A signiWcant attention eVect
was also observed on the N1 component elicited by unisen-
sory visual stimuli (F(1,19) = 6.15; p < 0.05).
Upon closer inspection, scalp topography of this atten-
tion eVect appeared to diVer between the unisensory and
multisensory trial types. More speciWcally, whereas the
topography of the unisensory N1 eVect was characterized
by a bilateral posterior scalp distribution, that of the multi-
sensory N1 eVect was characterized by a more mediopari-
etal, although perhaps somewhat left-sided distribution,
particularly present when the auditory stimuli occurred just
before or concurrent with the visual component. To test
whether these topographies did indeed diVer, all mean
amplitudes for the attended-minus-unattended diVerence
wave of the V|uni, V|A(¡50 ms), and V|A(0 ms) (where these
eVects were observed to be the most pronounced) were sub-
jected to a vector normalization procedure (McCarthy and
Wood 1985). The resulting normalized values were com-
pared against each other using an ANOVA containing the
within-subjects factors Stimulus Type (two levels) and
Channel (64 levels). The presence of a signiWcant interac-
tion between Stimulus Type and Channel conWrmed that
the scalp topography of the visual N1 attention eVect for the
multisensory stimulus types diVered from the topography
of the N1 eVect on the unisensory control stimulus
(F(63,1197) = 2.00;  p <0 . 0 5 ;    = 0.1), suggesting that
Fig. 5 Anterior N1 attention 
eVects on the visual ERPs. Start-
ing at around the same latency, 
an anterior N1 attention eVect 
was observed, that was present 
only on multisensory stimuli, in 
particular at those SOAs, where 
the visual and auditory inputs 
were suboptimally aligned
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either additional neural generators, or a diVerent conWgura-
tion of neural generators, are active when an auditory input
is presented immediately prior to a visual input.
Occipital selection negativity
Beginning at around 200 ms, ERPs elicited by attended
visual inputs became signiWcantly more negative than those
elicited by unattended visual inputs (see Fig. 7). This diVer-
ence, which appeared to be similar to the slow, long-latency
posterior attention eVect known as the occipital selection
negativity, was reXected by the presence of a signiWcant
main eVect of Attention (F(1,19) = 10.8;  p <0 . 0 0 5 ) .  F o r
this activity, although we observed a main eVect of
SOA (F(4,16) = 3.25; p < 0.05), there was no interaction
between Attention and SOA, indicating that the attention-
related occipital selection negativity was present for all
SOAs and did not signiWcantly diVer between SOA condi-
tions, suggesting that by this time a stable representation
had been established that was beyond inXuence by the
asynchrony between the audio and visual inputs. Finally, it
should be noted that the occipital selection negativity
attention eVect was also present for unisensory stimuli
(F(1,19) = 4.64; p <0 . 0 5 ) .
Discussion
The main goal of this study was to investigate the impact of
intermodal attention on the neural processes involved in
multisensory processing, especially those that interact with
the degree of onset asynchrony between the auditory and
Fig. 6 Posterior N1 attention 
eVects on the visual ERPs. At 
around the latency of the poster-
ior N1, diVerences between 
attended and unattended visual 
ERPs extracted from the multi-
sensory trials were maximal 
when the auditory stimulus was 
presented just prior to, or near 
simultaneously with, the evok-
ing visual stimulus. At the point 
of optimal temporal alignment, 
the N1 attention eVect is attenu-
ated
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visual components of a multisensory stimulus. SigniWcant
interactions between attention and stimulus asynchrony
were observed. In particular, attention eVects on the visu-
ally elicited P1 and N1 components diVered as a function of
audiovisual SOA, that is, attention eVects on the right-
hemisphere visual P1 were larger when the auditory and
visual inputs were optimally aligned, whereas the attention
eVects on the visual N1 component were relatively small
when this was the case. In contrast, the longer-latency
occipital selection negativity attention eVect was not inXu-
enced by SOA. In addition, we observed an anterior N1
attention eVect component that was only present on the
visual ERPs elicited by the multisensory stimuli, and which
was most pronounced when the auditory and visual stimuli
were suboptimally aligned.
Temporal asynchrony and multisensory processing
SOA eVects in behavioral data
Overall, response times to multisensory targets were longer
than those to unisensory targets. This Wnding stands some-
what in contrast to the behavioral advantages associated
with multisensory targets that have been often reported in
the literature. However, these advantages have typically
been found when the multisensory targets are characterized
Fig. 7 Occipital selection nega-
tivity. A relatively long-latency 
visual attention eVect, the occip-
ital selection negativity was 
found to be signiWcant across all 
SOAs for the visual component 
of the multisensory trials, and 
did not vary as a function of 
SOA. It was also present on the 
unisensory stimuli
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by redundant target features (Giard and Peronnét 1999;
Molholm et al. 2002; Senkowski et al. 2006). In contrast,
when the target features are non-redundant (Fort et al.
2002; Gondan et al. 2005), such behavioral advantages do
not seem to occur. In the present study the target stimuli
contained only the target feature in one modality, and the
near-simultaneous presentation of a non-target stimulus in
another modality, thus would not have been helpful in
detecting the target in the attended modality and might have
actually interfered with the target processing in the relevant
modality. This might have in turn led to the need for invo-
cation of an attentional selection mechanism. Thus, a
response conXict between an attended target stimulus
paired with an unattended non-target stimulus might have
resulted in the slight increase in response times.
A similar conclusion can be drawn from the accuracy
data, which show that targets that were part of a multisen-
sory stimulus were generally processed with slightly lesser
accuracy. In addition, as shown in Fig. 3, error rates gener-
ally increased as the audiovisual SOA increased. More spe-
ciWcally, when the other-modality stimulus was presented
well before the relevant target, only small increases in error
rate were observed, until the relevant target and the irrele-
vant other-modality non-target were presented near simul-
taneously, suggesting an increase in the competition for
attentional capacity up to the point of near simultaneity.
One notable exception to this pattern is the +50 SOA,
where error rates were lower. Although it is not clear what
might be the explanation for this eVect, one possibility
could be that at these relatively short latencies the second
stimulus in the sequence was presented late enough, such
that it had relatively little impact on ongoing perceptual
processes (such as those involved in determining whether
multisensory stimuli should be integrated or not), but early
enough not to interfere with higher-order cognitive pro-
cesses, such as cross modal distraction (e.g., Escera et al.
2000). To sum up, the results from the analysis of reaction
time and error rates show that both SOA and intermodal
attention inXuence behavioral performance.
Interactions between SOA and attention eVects in the ERPs
The ERP data also underscored the behavioral observation
that the auditory and visual stimulus inputs competed for
attentional capacity. The attention eVect on the posterior P1
component was present on unisensory as well as on multi-
sensory trials, and can therefore be considered as a generic
eVect of intermodal attention, although the latency of this
eVect was somewhat earlier than the typical eVects of non-
spatial intermodal attention that have been previously
reported (Talsma and Kok 2001). Interestingly, this atten-
tion eVect was largest when the auditory input occurred
around 50 ms after the visual input, an asynchrony that has
been proposed to be the optimum oVset for the subjective
perception of simultaneity (Lewald and Guski 2003), lead-
ing to greater multisensory integration. Thus, this inter-
modal attention-related P1 enhancement could reXect a
low-level mechanism that boosts visual selection process-
ing when auditory stimuli are particularly close to the point
that yields subjective simultaneity.
The anterior N1 attention eVect was unique to the multi-
sensory stimuli and was not observed for the unisensory
stimuli. Moreover, since this attention eVect was observed
predominantly when the temporal oVset between visual and
auditory inputs was suboptimal, we speculate that this eVect
could reXect a process that is involved in determining
whether or not a visual input should or could be temporally
aligned to the auditory inputs (Shams et al 2001). Since the
temporal resolution of the visual modality is lower than that
of the auditory modality (e.g., DiLuca et al. 2009), might be
the demand on processes involved in temporal realignment
of visual stimuli to the auditory stimuli is larger when the
visual stimuli are attended than when they are not attended,
giving rise to the pattern observed. Considering that attend-
ing to visual stimuli serves the purposes of enhancing stim-
ulus clarity, and reducing ambiguity, it is plausible that
when a visual stimulus becomes relevant, the attentional
resolving mechanisms seek to enhance all aspects of the
visual stimulus, including its location, visual features, and
its temporal characteristics. In line with this, Correa and
Nobre (2008) have reported evidence that attention can
enhance the temporal acuity of unisensory stimuli. Thus,
the need for the realignment of a visual stimulus to an audi-
tory one would be particularly large when the visual stimu-
lus is attended. Therefore, in contrast to the occipital P1,
which presumably reXects a boost in visual saliency, the N1
seems likely to reXect a somewhat later stage of multisen-
sory integration.
Interestingly, we found that the early posterior unisen-
sory N1 component was larger for attended stimuli than for
unattended stimuli. Since the N1 amplitude is typically not
modulated by non-spatial forms of attentional feature selec-
tion (e.g., Kenemans et al. 1993), our Wndings suggest that,
unlike intramodal non-spatial selective attention processes,
the intermodal attention to a centrally presented stimulus
may indeed exert a modulatory inXuence on early sensory
ERPs (<200 ms). Notably, the N1 amplitude diVerences
between attended and unattended stimuli (i.e., the attention
eVects) were smallest when the auditory stimulus was pre-
sented near simultaneously (eVects on the anterior N1) and
when the auditory stimulus followed the visual input by
about 50 ms (eVects on the anterior and posterior N1). Pre-
vious research has shown that a delay of about 50 ms of the
auditory stimulus relative to the visual onset is optimal for
multisensory integration (e.g., Lewald and Guski 2003).
Therefore, a reduction in N1 diVerences between attended326 Exp Brain Res (2009) 198:313–328
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and unattended visual stimulus inputs of the multisensory
stimuli at these latencies would be consistent with a multi-
sensory integration account. More speciWcally, even though
attention would not be directed to the auditory stimuli, the
optimal temporal alignment may enable the auditory and
visual inputs to be more eVectively integrated into a multi-
sensory representation that would be encompassed entirely
by attention.
Thus, the above observations may therefore be an indic-
ative of “spreading of attention” across modalities analo-
gous to eVects previously reported (Busse et al. 2005;
Talsma et al. 2007). In the Busse et al. (2005) study, ERP
responses to auditory stimuli were characterized by a pro-
longed late negative component when these stimuli were
paired with an attended visual stimulus (and even when it
was coming from a diVerent spatial location), which was
not present when the same stimulus was paired with an
unattended visual stimulus. A similar eVect, suggested to be
the multisensory counterpart of the auditory “processing
negativity”, was reported on the auditory input of a multi-
sensory stimulus when only the visual modality was
attended (Talsma et al. 2007). In conclusion, we interpret
the occipital N1 component as being related to the initial
phases of a spread of attention from the visual to the audi-
tory modality.
Note that these eVects on the occipital N1 are somewhat
diVerent from those on the P1. Whereas the attention eVects
on the P1 were largest when the auditory and visual stimuli
are optimally aligned, attention eVects on the occipital N1
are diminished for optimally aligned auditory and visual
inputs. This diVerence suggests that a possible initial boost
of processing in the already attended modality is followed
by a spread of attention to the unattended modality, in par-
ticular when auditory stimuli are optimally aligned.
Finally, a stable later eVect of attention was found, start-
ing at 200 ms and continuing beyond 300 ms that was iden-
tiWed as the occipital selection negativity. This attention
eVect is consistent with previously reported similar modu-
lations due to non-spatial intermodal attention (Alho et al.
1992; De Ruiter et al. 1998; Talsma and Kok 2001). In
addition, Woods et al. (1992) observed a similar negative
displacement related to intermodal attention using lateral-
ized stimuli. Thus, the eVects of intermodal attention in the
current study appear to extend these results to the process-
ing during near-simultaneous multisensory stimuli as well.
Interestingly, the occipital selection negativity was the only
attention component that did not interact with SOA of the
multisensory stimulus inputs. This Wnding is consistent
with previous interpretations of the selection negativity as
reXecting a cognitive evaluation process that occurs after
attentional selection (and in this case multisensory integra-
tion) would have already taken place (Smid et al. 1999).
Thus, this result suggests that, by the time of occurrence of
the occipital selection negativity, the temporal realignment
and multisensory integration due to the adjacent auditory
stimulus component has already occurred. This in turn sug-
gests that the visual representation is stable by this time,
and receives attentionally enhanced, higher-level process-
ing that is independent of the relative timing of the auditory
stimulus. Thus, the present study underscores the dissocia-
tion between an early (semi-) automatic multisensory anal-
ysis process and later stages of higher-level processing.
A similar distinction of levels of multisensory process-
ing was reached by Magnée et al. (2008a, b), who demon-
strated that in a group of individuals diagnosed with
pervasive developmental disorders (DPP) the early stages
of multisensory integration were still intact, whereas the
later stages of multisensory integration were impaired.
Since disrupted multisensory processing is considered to be
a part of various clinical populations, including autism
spectrum disorder (Iarocci and McDonald 2006) or Schizo-
phrenia (Ross et al. 2007), the present paradigm could be a
viable tool to study the interactions between multisensory
integration and cognition in these patient groups.
Summary and conclusions
This study revealed behavioral and electrophysiological evi-
dence for the inXuence of attention on resolving the input
timing diVerences in a multisensory stimulus. We found that
ERPs that were time-locked to the visual component of the
audiovisual stimuli showed several attention eVects. Of
these, the amplitude of the attention eVects on early latency
components (posterior P1, anterior N1, and posterior N1)
were modulated by SOA. Furthermore, attention eVects on
the posterior P1 and N1 components also occurred for uni-
sensory stimuli. These P1 and N1 eVects are therefore likely
to be multisensory extensions of basic attention processes.
In contrast, we observed a frontal N1 attention eVect that
was present only on the multisensory stimuli, and, particu-
larly so, when the temporal alignment of the auditory and
visual inputs was less than optimal. We therefore suggest
that the frontal N1 eVect might reXect the processing or
adjusting for the temporal alignment of visual inputs to the
auditory inputs. In contrast, a longer-latency attention eVect,
the occipital selection negativity, was not inXuenced by
SOA. We conclude from these Wndings that even small tem-
poral asynchronies, occurring within the temporal window
of integration, are detected at early latencies, and that some-
what later in time frontal brain areas contribute to the pro-
cessing and resolving of these temporal asynchronies. In
contrast, a longer-latency attention eVect, the occipital selec-
tion negativity, was observed for all SOAs and was not
inXuenced by SOA, suggesting that by this time a stable
multisensory representation had been established that wasExp Brain Res (2009) 198:313–328 327
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beyond inXuence from the within-integration-window asyn-
chronies between the audio and visual inputs.
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