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“You will not enter Paradise until you believe and you will not
believe until you love each other. Shall I show you something that,
if you did, you would love each other? Spread peace
between yourselves.”
Prophet Muhammad (Peace Be Upon Him) [Sahih Muslim: Hadees No. 54]
To My Father, Mother and Siblings,
for their Endless Support, Continuous Encouragement and
Unmatchable Love.
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In this thesis, we propose novel patch-based image denoising algorithms to take
care of the undesired additive white Gaussian noise (AWGN) components intro-
duced in an image. Our algorithms are broadly classified into grayscale and color
image denoising. We propose to utilize normalized Euclidean distance and cor-
relation based grouping of patches in our algorithms. Such grouping of patches
is an effective way for collaborative support-agnostic sparse reconstruction to de-
noise a noisy patch. For the collaboration, we stack similarly structured patches
via distance and correlation based intensity-invariant approach. The key idea is
that since similar patches share the same support in the transformed domain, these
supports can be used as probabilities of active taps to refine the sparse estimates.
This ultimately yields a very good patch estimate and therefore increases the qual-
xvii
ity of recovered image by discarding the noise-causing components. For the smooth
regions of an image, a specially developed post-processor is then applied to further
increase the quality of the denoised image. Comparison results from extensive
simulations against the existing state-of-the-art algorithms in terms of PNSR and
SSIM over a wide range of scenarios demonstrate the superiority of our proposed
algorithms.
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 ملخص الرسالة
 
 الاسم الكامل:               مزمل بهزاد
 عنوان الرسالة:           الإستشعار المضغوظ لحد الضجيج بالصورة :خوارزميات التصحيح التعاوني
 التخصص:                  الهندسة الكهربائية
 تاريخ الدرجة العلمية:    يناير 7102
 
في هذا البحث ، تم إقتراح خوارزمية القائمة على تصحيح والحد من ضجيج الصورة مع الأخذ 
بالاعتبار ضجيج جاوس المضاف والغير مرغوب به في مكونات الصورة. الخوارزميات المقترحة يتم 
م اقتراح الاستفادة من تطبيع مسافة يوكولديان والعلاقة تصنيفها في الصورة قليلة الضجيج الرمادية والملونة. ت
القائمة على مجموعة من الأجزاء في الخوارزميات. هذه المجموعة من الأجزاء هو وسيلة فعالة للحصول 
اللأدري متفرق لإعادة الإعمار إلى تقليل أجزاء من الضجيج. من أجل هذا الترابط في -على الدعم التعاوني
حزم مجموعة مماثلة من الأجزاء المنظمة مقابل المسافة والتصحيح اعتمادا على نهج الكثافة  الخوارزميات،تم
الثابتة. الفكرة الرئيسية هي أنه بما أن الأجزاء المتماثلة تتشارك الدعم في مجال التحويل، هذا الدعم يمكن 
ية المطاف ينتج تصحيح جيد استخدامه كاحتماليات المناطق النشطة لتحسين متفرق التقديرات. هذا في نها
تقديريا وبالتالي يزيد من جودة تعافى الصورة عن طريق التخلص من الضوضاء المتسببة من مكوناتها. من 
أجل المناطق السلسة في الصورة، تم وضع وتطبيق معالج متخصص لزيادة جودة التصحيح للصورة. تم 
ميات من خلال ذروة الإشارة إلى نسبة الضوضاء مقارنة النتائج في برنامج المحاكاة مع أواخر الخوارز
 والتشابه الهيكلي على مجموعة واسعة من السيناريوهات مع إظهار تفوق الخوارزميات المقترحة.
CHAPTER 1
INTRODUCTION
Digital images play a vital role in a number of real world disciplines with various
applications. These disciplines range from daily life applications, such as televi-
sion and satellite broadcasting, to research and engineering technology including
but not limited to computer vision, pattern recognition, geographical information
systems, seismology and bio-medical processing. In order to obtain required data
in the form of a 2D image, several tools and techniques from image processing ar-
eas are applied. Such image processing techniques provide the critical information
of interest that can be then used depending upon the nature of applications.
1.1 Motivation
With the advent of latest technologies, adaptive and automatic ways of learning
innovative techniques have evolved leading to tremendous developments in daily
life applications. Since such practical applications are always based on process-
ing the available information efficiently, image processing plays a backbone role.
1
With the help of acquired images, a number of smart applications have come into
existence thereby providing the ease of access.
For example, the concept of smart cars have been recently implemented for
practical scenarios. These smart cars are autonomous, driverless and self-driving
vehicles having the ability to sense its environment. They are also capable of
navigating without the need of an input via human driver. The fundamental
technique on which these cars rely on is that of image processing which helps
them getting the environmental data in the form of images and then processing
them based on the required action. An example of these latest smart cars have
been shown in Fig. 1.1.
Moreover, the applications involving image-based processing also extend to the
field of security surveillance. This includes the mega-level security systems, like
satellite surveillance of particular earth areas, to the micro-level security systems
such as retina or fingerprint detection based security. Similarly, there is a huge
number of applications in seismic signal processing where the required data is
usually received in the form of images and is then processed to extract the desired
information.
Additionally, the digital images also pay a key role in medical sciences and the
field of microscopic life. For example, the detection of tiny organisms, like bacteria
and viruses, in the form of digital images have been made possible only due to
the advancement in the field of image processing. Apart from this, a number of
applications in bio-medical image processing has led to effective ways of saving
2
(a) (b)
(c) (d)
Figure 1.1: (a) Waymo Smart Car (b) Google Car (c) Audi TT Pikes Peak (d)
Mercedes Benz F 015
humans lives. This include detection of tumors and other diseases that ultimately
help doctors to diagnose and suggest proper treatments. An example of such
images taken from online databases1,2 has been shown in Fig. 1.2.
Importantly, there is a tremendously increasing interest towards the field of
computer vision and automation that led to the development of many smart ma-
chines providing ease of access to end users. Such increasing interest seeded the
growth of applications like efficient motion and gesture recognition. Extending its
applications towards future, the concept of future computers has been put into
1http://www.imageprocessingplace.com/
2http://www.sciencephoto.com/
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(a) (b)
(c) (d)
Figure 1.2: (a) Brain Tumor (b) Cancer Cells (c) Ultrasound (d) X-Ray
practice where the signals, mainly in the form of images, from brain, finger prints
and eye blinks etc. will be translated to perform required actions.
Since these images contain very important information, the process of acquir-
ing these images should be ideal as much as possible in order to avoid the loss of
information due to some unavoidable factors. However, the information collected
while capturing these images is generally contaminated by various degradation
processes like blurring, noise contamination etc. as the process of acquiring these
images is always non-ideal and imperfect due to some extrinsic and intrinsic factors
[1]. Such image contamination may happen due to inefficient image acquisition,
4
poor or imperfect instruments and interfering natural phenomena, etc.
During image acquisition, performance of sensors in the imaging system is
greatly effected by numerous factors such as environmental and atmospheric con-
ditions, and also by the quality of sensing elements. As in the case of obtaining im-
ages using a CCD (charge-coupled device) camera, light and sensor’s temperature
levels are major contributors towards contaminating the image pixels. Whereas in
the case of transmission, poor channel and resultant interference are the principle
factors for introducing degradation that leads to image corruption. For instance,
a transmitted image using any wireless channel might be contaminated as a result
of lightening or other atmospheric disturbance [1].
Since the discussed factors can never be controlled, as these comprise of random
phenomenon, an image always go through degradation leading to destroying the
useful information it contains. Within such contamination processes, one of the
main degradation that a digital image generally suffers from is the presence of
noise. As discussed, the source of such noise in these images arise while capturing
images using some acquisition system. Furthermore, transmission of the image
may also involve noise introduction leading to image degradation. In Fig. 1.3,
we show how an MRI (magnetic resonance imaging) image of brain tumor has
been corrupted severely due to uncontrollable presence of noise. As shown, the
amount of noise introduced in the image usually destroys very critical amount of
information, such degradation can be as severe as life threatening.
The noise being introduced in these digital images can be of many types like
5
Figure 1.3: (a) Clean Image (b) Noisy Image (c) Denoised Image
Gaussian noise, Salt-and-pepper noise, Shot or Poisson noise, Speckle noise, etc.
However, the most general type of noise that an image gets contaminated by is
the Gaussian noise. In order to tackle this Gaussian noise, it is generally assumed
to be zero mean additive but signal dependent in classical models [2]. To discard
the noisy component, traditional mathematical approaches are applied to get the
signal independent version of the Gaussian noise as a first step. A nonlinear
transformation [3] serves as one of the best ways to get an independent additive
noise model.
As this Gaussian noise produces undesirable effects such as artefacts, disturbed
corners, unrealistic edges, blurred objects and disturbs background scenes. All the
effects make the images difficult, and sometime impossible, to read. Since these
images may carry critically important information as discussed already, there is a
need to denoise them in order to recover the hidden information successfully. We
have shown an example of original and Gaussian added noisy Cameraman images
in Fig. 1.4. It is clear that in case of high noise, critical data information can be
lost. Since such data can be very crucial in many situations like bio-medical and
battlefield applications, this serves as a motivation for us to pursue this research
6
Figure 1.4: (a) Original Image (b) Noisy Image
work.
Consequently, the contribution of this thesis will be to design image denoising
algorithms. For that, we will utilize compressed sensing techniques since sparsity
is a characteristic that is found abundantly in many natural as well as man-made
signals such as speech, images, videos, seismic activity, galactic activities and
frequency hopping. In this research study, we will seek to remove the noise from a
noisy image while retaining the original image features. Generally, the properties
of any image in a given neighborhood do not change. We will use this fact to
develop a method in which the image pixels (or group of pixels), in a well defined
neighborhood, will collaborate to reach a consensus about their values. As a result,
the unwanted added noise components would be discarded and the degradation
would be minimized to a much greater extent that will be depicted in terms of
improved peak signal-to-noise ratio (PSNR) as well as structure similarity (SSIM)
index.
Generally, this process of degradation due to noise is modeled as a linear
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system [4]. Consequently, many tools from matrix and algebra can be applied on
it for analysis. The system model of noise introduction is shown in Fig. 1.5 which
indicates that the degradation process of additive noise term j(n,m), operates
on a clean image f(n,m) to yield a corrupted image g(n,m). Here, n and m
corresponds to the row and column pixels, respectively. As this noise introduction
process is assumed to be spatially invariant [5], so we can express the system model
shown in Fig. 1.5 as:
g(n,m) = f(n,m) + j(n,m) (1.1)
Here, g(n,m), f(n,m) and j(n,m) are the discrete representations. Given g(n,m)
Figure 1.5: Noise Degradation Model
and some prior knowledge about the additive noise j(n,m), like mean and vari-
ance, the objective is to denoise the noisy image as close as possible to its clean
form, i.e. fˆ(n,m) u f(n,m), where fˆ(n,m) represents the discrete representation
of the denoised image.
The contribution of noise j(n,m) introduces difficulty in extraction of useful
data from the image. Removing it is of extreme importance in many applica-
tions, and this paves the way for wide interest in this inevitable problem and its
solution. Being one of the increasingly interesting inverse problems, the field of
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image denoising has been explored a lot. However, there is still a lot of room
for improvements because of the amazingly adopted techniques likes compressive
sensing, domain transformation, exploiting correlation in the neighborhoods, etc.,
as these techniques provide a convenient platform over which many of the image
processing tools and techniques can be applied [6].
1.2 Research Objectives
Digital images often suffer from noise corruption as the process of acquiring these
images is inevitably random. These noise contamination destroys the useful infor-
mation that these images carry and consequently make them unable to read. The
process of such noise introduction is generally assumed to be linear and various
tools and techniques can then be applied to denoise these image.
A significant amount of attention has been given to the problem of noise in
1D signals. However, as traditional 1D signal processing techniques did not take
into account the correlation that exists in the neighboring signals, it resulted in
inefficient schemes that were not very effective. In case of image pixels, one of
the ways to discard the unwanted noise added components is to use collaboration
among the pixel neighbors since they are correlated. Since the information in the
correlated pixels or group of pixels would be similar, this serves as a good tool to
handle the problem. However, since Gaussian noise is added in the image pixels,
the chances of collaborating with dissimilar neighbors pixels increase. Hence,
efficient choice of the neighbors and efficient collaboration is required.
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For efficient collaboration, patch-based approaches have emerged out to be
more effective as opposed to pixel-based approaches. This includes the division of
a noisy image into various patches followed by searching for similar patches. This
is usually followed by spatial-domain or transformed domain techniques where an
image patch is transformed into other domain and then processed. Since sparsity
is abundant in natural signals, this property of sparsity is exploited in many ap-
proaches to ensure efficient collaboration. One of the ways is to use compressed
sensing (CS) where a signal is represented as a linear representation using some
pre-determined dictionary. However, in doing so, most of the algorithms imple-
ment hard thresholding in which smaller sparse coefficients are discarded which
might correspond to image details and may be mistaken as noise. Besides, choice
of an appropriate dictionary is also a key factor to ensure improved performance
both in terms of PSNR and SSIM. Consequently, the main objective of our work
is to design efficient image denoising algorithms that will not only take care of the
noise components but will also avoid the blur effects, artefacts, etc.
1.3 Contributions of Thesis
In this work, we have proposed novel image denoising algorithms to take care
of the additive white Gaussian noise meanwhile preserving the details of an im-
age. The algorithms work by first computing the overlapping patches and then
finding structurally similar patches for all patches. Using compressed sensing
(CS), we find the sparse estimates of all the patches. A collaborative step is then
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performed in the sparse transformed domain to compute apriori information of
the likelihood of the active taps. This information helps us to get a refined es-
timates of patches via refined estimation step. For finding similar patches, we
used normalized Euclidean distance as the similarity measure for collaboration.
This enables us finding those patches that share similar inherent sparse structure
and thus helps us isolate the noisy components. The nature of this algorithm
motivates us to name it as collaborative support-agnostic recovery (CSAR).
Additionally, since the collaboration in our method is a key step to take care
of the unwanted noise, it is strongly dependent on the way similar patches are
grouped and thus greatly affects the denoising performance. For further improve-
ments in the denoising performance, we use correlation coefficient based similarity
and then pass the denoised results to a specially developed post-processor that
take care of the smooth and non-smooth regions separately. Based on this, we call
our second algorithm Advanced collaborative support-agnostic recovery (ACSAR).
Our contribution for this research work has been summarized as follows:
1. An overlapping patch-based scheme is implemented that utilizes information
from both spatial as well as transform-domain.
2. Unlike other existing approaches, we propose two ways to find similarity
among patches: we use 1) normalized Euclidean distance based similarity,
and 2) correlation coefficient based similarity to compute similarly struc-
tured patches.
3. The probability vectors of active taps for each patch is computed.
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4. Such probability vectors of patches are then stacked together in similar
groups that collaborate in the sparse domain to find refined probabilities.
5. These refined probabilities are then used as apriori information to obtain
refined sparse estimates, as explained in detail in Section 4.3.
6. With the help of a pre-determined dictionary, the denoised patches are com-
puted.
7. Based on smooth region detection and region growing, a specially developed
post-processor is designed to further eliminate the noisy components.
The key features of our algorithm are as follows:
1. A Bayesian approach is used to recover the sparse estimates of patches with
significant improvements by incorporating any available apriori information.
2. Instead of going for similar intensity patches, we use an intensity-invariant
approach. We hunt similar structured patches that helps us perform better
collaboration in the transformed domain.
3. Our proposed denoising method lends itself a computationally-simple im-
plementation.
1.4 Thesis Outline
The rest of the thesis is organized as follows: in Chapter 2, we present the lit-
erature survey of the relevant and famous image denoising techniques used and
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applied globally. This is followed by Chapter 3 where we give some overview of the
topics that are used in this research work. In Chapter 4 and 5, we describe in de-
tail how we are tackling the image denoising problem. These chapters also contain
the detailed description of how we use various tools and techniques to improve the
image quality and produce efficient results. The extension of proposed algorithms
to color image denoising is given in Chapter 6. Here, we discuss the key idea that
is used in three different channels of a color image for a much better denoising
performance. In Chapter 7, we present, analyze and compare the results of our
proposed image denoising algorithms with state-of-the-art algorithms. Results
from extensive simulations are presented using various parameters and scenarios
where we show that our algorithms outperform other state-of-the-art algorithms
both in terms PSNR and SSIM. Finally, we conclude the work and present some
interesting future directions in Chapter 8.
1.5 Notations
In the rest of the thesis, we represent all the vectors used in our work with small
case and bold face letters (e.g. y), all the scalars with small case normal font
letters (e.g. y). We reserve upper case and bold face letters (e.g. Y) for matrices.
For sets, we use calligraphic notation (e.g. N ). We use yi, y(j) and Nk to denote
ith column of matrix Y, jth element of vector y and a subset of N , respectively.
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CHAPTER 2
RELATED WORK
Image denoising has been explored extensively over the past decades because of
its tremendous importance towards many applications like computer vision, im-
age processing, machine intelligence, robotics, artificial intelligence and statisti-
cal/seismic signal processing, etc. The amount of noise in images plays a backbone
role for the analysis of image reliability and is of a major interest during the im-
age acquisition phase in image processing [7]. In such scenarios, the objective is
to find an estimate X̂ of original image X corrupted by the signal independent
AWGN noise as Y = X + W, where the noise W ∼ N (0, σ2wI).
Since image denoising is an ill-posed problem, that’s why theoretically it is
really hard to accurately restore a denoised version of the image from the noisy
one since it’s a highly under-constrained problem [8]. However, over the past
few decades, a number of intelligent algorithms have been designed to tackle this
problem. This covers pixel based filtering techniques to patch based approaches.
The existing denoising methods are further classified into the following two main
14
categories: spatial-domain based methods and transform-domain based methods.
We now discuss them in the following sections.
2.1 Pixel-Based versus Patch-Based Approaches
Traditionally, the pixel based filtering techniques, such as Gaussian filtering, bilat-
eral filtering, total variation regularization, etc. have been developed to improved
the denoising performance. In such methods, a pixel is taken as a reference and
then processed to denoise it. One of its representative approaches is the non-local
means (NL-means) [31]. This approach uses a pixel based technique where a ref-
erence pixels is replaced by the weighted average of the similar pixels. Despite an
improved performance, the algorithm is costly in terms of time since processing
each pixel is time consuming.
On the other hand, the patch based methods have shown to produce amaz-
ingly better results and have outperformed many traditional pixel based denoising
methods that existed previously [9]. This not only reduced the time of processing,
since group of pixels is processed as opposed to a single pixel, but also yielded
better results when signal processing techniques were applied to exploit correla-
tion among neighboring patches. Since then, a significant number of patch based
methods have been used not only specifically in denoising but also in the broad
range of computer vision, pattern recognition and image processing application.
For instance, J. Boulanger, et al. [10] proposed a method for image restora-
tion using a space-time patch-based approach. Based on the local analysis of
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the variance, the authors have implemented an adaptive statistical estimation
framework. They demonstrated quantitative evaluations on standard artificially
noise-corrupted images and have also reported convincing results on real images.
Similarly, a general signal and image denoising algorithm has been proposed by
the authors in [11], where the process of denoising is formulated as a process of
partial differential equation with spatially varying time.
Additionally, the authors in [12] proposed a hashed non-locals means method
for rapid image filtering using a patch-based approach. They report significant
speed gains as opposed to existing non-local means methods. P. Chatterjee, et al.
[13] come up with an image denoising algorithm by implementing a patch-based
Wiener filter exploiting the patch redundancy. They used both the geometrical as
well as the photometric similarity for the estimation of various filter parameters.
Similarly, the authors in [14] have introduced a new patch based image denoising
algorithm using dual domain image denoising (DDID). This leads to the develop-
ment of non-local dual image denoising (NLDD) that is three times faster than
DDID. S. H. Chan, et al. proposed a new algorithm named as Expectation-
Maximization (EM) adaptation in [15]. Their work focus on finding the image
patch-priors effectively to get sufficient performance gains in denoising.
Based on the under discussion patch-based approach, A. Buades, et al. present
a novel image sequence denoising in [16]. In this approach, they exploit the
similarity as well as the redundancy in the adjacent video frames. The authors
in [17] introduced a soft threshold to take care of the small weights associated
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with dissimilar patches in non-local means. This patch based approach then uses
a simple averaging filter for further improvements in denoising performance. To
further explore the denoising, the authors in [18] worked on how to get non-local
self similarity (NSS) of the clean image. They proposed a patch group based
NSS prior learning mechanism. This ultimately increases the PSNR of the output
image yielding a more improved denoising performance.
Apart from the discussed patch-based approaches in the field of denoising,
there are a number of articles that span the area of deblurring [19, 20], seg-
mentation [21, 22], detection and tracking [23, 24] and bio-medical applications
[25, 26, 27] using the patch-based approaches. Such extraction of patches from
images or frames not only produces efficient and speedy processing but also helps
to improve the processing performance. This performance improvement can usu-
ally be achieved by finding and processing similar patches both spatially as well
as in the transformed domain.
2.2 Spatial-Domain versus Transform-Domain
Based Methods
The existing denoising methods are further classified into the following two main
categories: spatial-domain based methods and transformed-domain based meth-
ods. Among the spatial-domain based denoising approaches, P. Getreuer pre-
sented a total variation (TV) minimization method in [28] for the image denoising
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problem. They implemented the TV regularized technique for denoising a noisy
image to a very good extent.
Similarity, some recently developed methods exploited the spatial self-
similarity in the images and have showed promising results. This includes the
research work carried out in [29] where the authors proposed a novel adaptive
approach for denoising images. The method is based on a pointwise selection of
small image patches in the variable neighborhood of each pixel. They associated
a reference pixel with the weighted sum of points within an adaptive neighbor-
hood. Similarly, J. R. Chang, et al. proposed a propagation filter for denoising in
[30]. The goal in this work is to denoise an image via smoothing over neighbor-
ing image pixels meanwhile not relying on explicit spatial kernel functions. They
report improved denoising performance and have shown to outperform various
image filters.
The non-local means (NL-means) [31] is the first of its kind method to take
advantage of the spatial self-similarity within an image itself. This algorithm
replaces a reference pixel by the weighted average of other pixels having a similar
neighborhood. The similarity in the neighborhood of each pixel with that of a
reference pixel is taken as a self-similarity measure.
On the contrary, the transform-domain based techniques rely on an underly-
ing image regularity assumption and process the data in that domain. Generally,
they use the idea of thresholding/compressing of coefficients in the transformed
domain. In this regard, D. Gnanadurai, et al. described a way of image pro-
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cessing in the transformed domain [34]. Since threshold selection is an important
factor while denoising images in the transformed domain, they used double density
wavelet transform (DDWT) as an adaptive way of threshold estimation. An ob-
served image is first decomposed into various levels to get various frequency bands
using DDWT. Thresholding based denoising is then applied using the threshold
attained from their proposed method. In a similar fashion, J. Starck [33] intro-
duced taking image components into Fourier domain. They showed impressive
results of processing a corrupt image in the transformed-domain.
A sparse representation based 2D nonlocal image denoising scheme has been
proposed in [32]. The authors developed a framework in which a dictionary learn-
ing method has been presented that decomposes groups of similar noisy patches on
subsets of dictionaries. H. Li, et al. in [35] discussed the advantages and disadvan-
tages of wavelet and curvelet transforms. The authors combine both transforms
to deal with noisy images. The reported results show that the proposed approach
outperforms the methods that use wavelet and curvelet transforms only.
A higher order singular value decomposition (HOSVD) based denoising algo-
rithm is presented in [36]. The technique groups similar patches in a 3D stack
followed by computing the HOSVD coefficients of the stack. The coefficients are
then processed via hard thresholding and the invert HOSVD is applied afterwards
to get the final denoised image.
N. Pierazzo, et al. proposed data adaptive dual domain denoising (DA3D)
[37], where a frequency domain shrinkage on shape and data-adaptive patches is
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performed. However, such approach makes the algorithm require more compu-
tational time in order to denoise images. Similarly, the authors in [38] used an
adaptive signal modeling and soft thresholding technique to propose a novel image
denoising algorithm. The image quality is improved by using regularization of all
the image patches in the transformed domain.
However, over the recent years, algorithms introducing sparse representation
of the image patches via dictionaries are proposed that outperform the existing
algorithms and yield optimized results. To do so, compressed sensing (CS) algo-
rithms are applied to recover the sparse coefficients of a given vectorized patch.
One of the important works in this category include the algorithm K-SVD pro-
posed by Elad et al. [39] for dictionary learning. This algorithm computes a
highly overcomplete dictionary using a preliminary training method. A similar
work by Mairal et al. [40, 41], Lebrun et al. [42], Yu et al. [43] and Guo et al.
[44] have also significantly contributed towards this domain of research. However,
a strong practical limitation of these algorithms is that these impose a very high
computational burden.
The currently developed image denoising algorithms takes into account the
critical information from both spatial as well as the transform domain and use
that as an important piece of information to yield amazingly better results (e.g.
see [45, 46, 47]). One of the most efficient algorithms to date is the block-matching
3D filtering (BM3D) proposed by Dabov et al. in [48], which is considered the
current state-of-the-art algorithm in image denoising. This algorithm operates at
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the patch level and first collects the similar patches (or blocks as they call it) in the
spatial domain and then stacking them in 3D arrays. Afterwards, they apply hard
thresholding in the transformed domain producing an initial denoised estimate of
the image. Finally, the results are further refined by a specially developed Wiener
filter. A fundamental drawback of this algorithm is the introduction of blur due
to over smoothing. Since the details in image carry important information, the
blur can destroy the critical details that reside in the image. Consequently, there
is a need for more effective ways of denoising images.
2.3 Current Efficient Algorithms
As discussed above, the current state-of-the-art algorithms like NL-means [31]
and BM3D [48] produce near to optimal results when tested on natural images
as shown by Levin et al. [49] and Chaterjee et al. [50]. However, denoising still
remains a challenging problem that has room for improvements in many directions
specially in the case of large noise. For example, while majority of these algorithms
manage to separate the noise from image to a good extent, they tend to blur out
the recovered patches thus removing image details.
2.3.1 Challenges in Image Denoising
With reference to the discussion above, following are a number of challenges that
the recently developed image denoising algorithms are competing for:
1. The perceptually smooth areas of an image should be kept as flat as possible
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and noise should be removed completely from such regions.
2. The boundaries in an image should be well preserved since the generally
used averaging approach results in blurring out those details.
3. The texture details of an image should not be removed as these details are
of extreme importance and have key information. This is one of the most
challenging task in image denoising where majority of the algorithms can’t
perform well and tend to blur out the images that results in loosing texture
details.
4. Artefacts should not appear in the denoised image specifically at very high
noise levels.
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CHAPTER 3
TECHNICAL OVERVIEW
3.1 Sparse Reconstruction
As majority of the observed signals and images are usually sparse in nature, CS
algorithms can be used to recover these using under-determined model of linear
equations
y = Ah + w, (3.1)
where y, A, h and w represents noisy observation signal, an overcomplete dictio-
nary, sparse representation of the clean signal and the noise vector, respectively.
The objective is to restore the degraded image, as shown in 1.4, by some restora-
tion processes, as close as possible to its original form, i.e. X̂ ≈ X. For this
restoration, we use the model of (3.1), a depiction of which is shown in Fig. 3.1.
As we can see from Fig. 3.1, the number of unknown elements in such a
scenario are usually much larger than the number of observations. With CS, a
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true signal can be reconstructed by linear projections of the sparse signal us-
ing `1-optimization with high probability [51]. Many algorithms are proposed
in the literature that compete to provide a better estimate of the sparse vector.
We will be specifically interested in utilizing a Bayesian scheme that enjoys low
computational burden and outperforms currently existing sparse reconstruction
techniques. In particular, a good estimate of the sparse vector can be provided
even when there is no apriori knowledge about signal support. More importantly,
such sparse recovery algorithms are agnostic to support distribution and hence
there is no need to estimate distribution parameters.
Figure 3.1: Sparse Model
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3.2 Sparse Recovery Algorithm Selection
Our proposed image denoising algorithms involve estimation of the sparse vectors
ĥk and h¯k as will be discussed in detail in the following chapters. Even though
there exist a number of algorithms for sparse recovery that provide the estimate
efficiently, we have to be cautious in our selection for such sparse recovery al-
gorithm. In particular, the nature of our way of tackling the denoising problem
dictates that such algorithm should:
 not pose strict conditions on the dictionary matrix A,
 be able to estimate parameters such as sparsity and variance of unknown
vectors if not provided,
 be invariant to the distribution of unknowns, and
 be capable of utilizing any available a priori info.
Several number of sparse algorithms are proposed in the literature that provides
the aforementioned attributes. However, very few have all of the mentioned at-
tributes. Among such sparse recovery methods, we are interested specifically in
the support agnostic Bayesian matching pursuit (SABMP) algorithm [51] due to
its nature of fulfilling our requirements. This algorithm is capable of MMSE esti-
mation even in the case when the probability distribution of the unknown vector
is unavailable. Additionally, it also provides active taps probabilities along with
the estimated sparse vector which is one of the main advantages our proposed
algorithm is benefiting from.
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3.3 Dictionary Selection
Since we will be using the sparse estimates from collaborative filtering in the
transform domain to denoise the patches, the use of an appropriate dictionary
also serves as a key step. Generally, the dictionary mainly consist of basis vectors
through which any random patch can be represented as a linear combination of the
basis elements. In our case, we will be representing any patch using the obtained
sparse vector and the dictionary as already shown in Fig. 3.1.
3.3.1 Dictionary De-correlation
Each patch can be written as linear combination of basis elements from the dic-
tionary. The columns of this dictionary are derived from wavelet basis and are
normalized to have unit norms. Prior finding support sets of ĥk via sparse esti-
mation of patches, we will reduce the correlation between dictionary columns for
a robust computational and performance ability. Consequently, we remove weak
supports by rejecting highly correlated columns as the information they encode
could easily be encoded by other columns which correlate with them.
A = Γβ(A
′) (3.2)
where Γβ(.) is the de-correlation operator that removes all the columns of A
′ with
correlation greater than β.
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CHAPTER 4
COLLABORATIVE
SUPPORT-AGNOSTIC
RECOVERY (CSAR)
In this chapter, we present our first proposed image denoising algorithm based on
collaborative CS in a sparse transform domain. The proposed algorithm is named
collaborative support-agnostic recovery (CSAR) because of its nature as mentioned
in earlier chapters. In the proposed algorithm, the sparse coefficients of an im-
age patch are computed and refined via collaboration with similarly structured
patches. This collaboration process in computing the supports of the patches
results in a more accurate sparse representation of these patches, which in turn
produce an enhanced image denoising performance. We now present a detailed
description of our proposed method.
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4.1 System Model
The system model under observation is assumed to be linear and spatially invari-
ant [5]. Let X ∈ RR×C represent the matrix version of a clean noiseless image,
where R and C denotes the number of rows and columns, respectively. Our aim
is to find an estimate of the clean image matrix X from its noise contaminated
observations Y given by,
Y = X + W, (4.1)
where, W is the matrix version of the noise whose entries are independent and
identically distributed (i.i.d.) random variables taken from a Gaussian distribution
having zero mean and variance σ2w, i.e., W ∼ N (0, σ2wI). Let us denote the
estimated/denoised image by X̂. To find the denoised image X̂, we use the three
main steps as explained in the subsequent sections.
4.2 First Step: Formation and Grouping of Im-
age Patches
We form N×N square patches around each pixel in the image where N is selected
to be an odd number.1 Further, to accommodate the border pixels, we pad the
image borders with bN
2
c pixels via symmetrical padding. This results in a total
1Our algorithm applies to the general case where patches could be rectangular or
even linear. However, for simplicity and convenience we focus on the special case of
square patches in this work.
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number of K = RC patches as
Yk = Xk + Wk, ∀k ∈ K, (4.2)
where K = {1, 2, . . . , K}. Note that for computational convenience, we represent
patches in (4.2) in vectorized form and use the resulting notation in the rest of
the thesis. So we have
y˜k = x˜k + w˜k, ∀k ∈ K, (4.3)
where y˜k, x˜k and w˜k,∀k are vectors of length N2.
The next step is to group each patch with similar patches as shown in STAGE
01 of Fig. 4.1. The aim is to group all patches with similar underlying image
structure irrespective of their intensity levels. More importantly, this intensity-
invariant grouping requires normalization of the image patches as follows
yk = η(y˜k) =

y˜k
‖y˜k‖ , ‖y˜k‖ 6= 0
y˜k, otherwise
, ∀k ∈ K, (4.4)
where η(·) represents the normalization operator and yk is the normalized version
of y˜k. As a result, we have
yk = xk + wk, ∀k ∈ K. (4.5)
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Thus, patch yk and those among all other patches that lie within a distance of,
say , from yk are grouped together. We call these the neighbors of the kth patch
i.e., yk. Therefore,
Nk = {i : d(yk,yi) ≤ }, ∀k ∈ K (4.6)
denotes a set of indices of all neighbors of patch k and the index k itself. Here,
d(·) could be any feasible distance measure, such as the Euclidean distance. Note
that by virtue of the definition above, the set of neighbors need not be spatial
neighbors and the set of neighbors Nk,∀k ∈ K are not disjoint. The upshot of
such grouping is that it yields a higher number of neighbors for each patch which
is beneficial for our collaborative approach as described in the following section.
4.3 Second Step: Collaborative Denoising
It is a well-known fact that images are sparse in the wavelet domain. We use this
property to find sparse representation of each patch as follows
yk = Ahk + wk, ∀k ∈ K (4.7)
where A ∈ RN2×M , M  N2 is an overcomplete wavelet dictionary. Moreover,
hk ∈ RM is the sparse representation of xk i.e., xk = Ahk. Let ĥk represent an
estimate of the sparse vector obtained through a sparse recovery algorithm and let
Sk be its support set. Note that in an ideal scenario Sk = Si,∀i ∈ Nk should hold
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Figure 4.1: Flowchart of proposed CSAR denoising algorithm
true for all k ∈ K. This observation motivates us to use the sparse representation
of patches to devise a collaborative denoising method. However, note that in
reality the supports may not match exactly as Nk is a function of a non-zero 
as well as wk. The threshold  could be selected such that it guarantees high
similarity among the group members. However, the perturbations due to noise
would remain and result in a disagreement among the supports of similar patches.
Here we would like to stress that this disagreement is a blessing in disguise. Given
sufficiently small , most of the outliers Vk =
⋃
i∈Nk Si\
⋂
i∈Nk Si in the support
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are there, with high probability, due to noise. This helps us identify and take
care of the noise-causing components in the estimate ĥk. One naive approach
could be to eliminate the non-zero components of ĥk located at Vk and use the
resulting sparse vector to form an estimate x̂k = Aĥk. However, this could result
in destroying useful information especially in high noise cases as some legitimate
non-zero locations could be mistaken for noise-causing components. In view of
this, we resort to a much moderate approach.
In this approach, we utilize active probabilities of the non-zero locations of hk.
The idea is that similar patches will have similar support and the legitimate non-
zero locations among these will have high active probabilities. Thus, we propose
that collaboration among patches take place in the sparse domain as shown in
STAGE 02 of Fig. 4.1. Specifically, for the kth patch, let λk ∈ RM represent
the vector of active probabilities for the estimate ĥk. We compute the weighted
average
λ′k =
1
Nk
∑
j∈Nk
αj,kλj, ∀k ∈ K, (4.8)
as an estimate of the active probability vector of clean hk. The weighting factor
αj,k ∝ 1
d(yj,yk)
, j 6= k. (4.9)
This simple process allows us to gracefully downgrade the contribution of solitary
active taps while preserving the values for locations that are common to most of
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the patches in Nk. Moreover, by virtue of the law of large numbers, we expect
that (4.8) will result in a good estimate especially because |Nk| is large due to
the intensity-invariant grouping approach. The derived clean λ′k is a valuable
piece of information which approximates the a priori information about the active
locations of true or clean sparse representation of the kth patch xk. This a priori
information could be provided to a sparse recovery algorithm, as shown in STAGE
02 of Fig. 4.1, to find an estimate of true hk (let us call it h¯k) and thus an estimate
of true (and denoised) kth patch which we denote as x̂k, where
x̂k =

η−1(Ah¯k) = Ah¯k‖y˜k‖ ‖y˜k‖ 6= 0
η−1(Ah¯k) = Ah¯k otherwise
, ∀k ∈ K. (4.10)
4.4 Third Step: Formation of Final Denoised
Image
As described in Sec. 4.2, we form overlapping patches. As a result, each image
pixel is present in N2 patches and therefore has as many estimated values. In
order to reconstruct the denoised image X̂, we simply average the N2 estimates of
each pixel. In this way, the final image formation adds another level of averaging
out impurities. Lastly, we average the denoising results using L different odd
patch sizes, STAGE 03 of Fig. 4.1, that significantly improves the denoising
performance.
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CHAPTER 5
ADVANCED
COLLABORATIVE
SUPPORT-AGNOSTIC
RECOVERY (ACSAR)
In this chapter, we present a detailed description of the methodology that we used
for designing our second image denoising algorithm named Advanced collaborative
support-agnostic recovery (ACSAR). Our proposed method has two major blocks
of working: 1) the denoiser and 2) the post-processor as discussed separately in
the following sections. The denoiser consists of the following major steps. First
of all, an observed image is decomposed into several overlapping patches, and
similarly structured patches are computed. Afterwards, a sparse domain based
collaborative approach is used on the similarly grouped image patches to refine the
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patch estimates. Finally, the patches are placed back to their original positions.
For further improvement in the results, we ultimately pass the denoised image
to a post-processor that takes care of the smooth region and produces promising
results. This process has also been summarized as a block diagram in Fig. 5.1
each stage of which we’ll discuss in the following sections. Since the observed
system model is same as described in Section 4.1, we proceed to first explain in
detail how the denoiser block of this algorithm works. The methodology of the
denoiser block is explained in the subsequent sections. A detailed description of
our post-processor block is then described afterwards.
5.1 Image Decomposition
For a given noisy image, we first of all form N × N size squared patches around
every pixel where N is always an odd number for proper processing1. Such de-
composition results in overlapping patches that are useful to mitigate the effect of
noise. Moreover, to facilitate the border pixels without introducing any artifacts,
we pad the given image’s border first with bN
2
c pixels, before processing. This
step yields a total number of K = RC patches, where R and C denote the number
of rows and columns of the image, respectively. The patches are thus represented
1Our proposed image denoising algorithm is able to process the general case where
patches can be non-squared, i.e., rectangular or even linear. However, for convenience
and simplicity, we present the special case of squared patches in this work.
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as
Yk = Xk + Wk, ∀k ∈ K, (5.1)
where K = {1, 2, 3, . . . , K − 1, K}. In order to have computational simplicity
and convenience, we denote the patches in (5.1) as vectors/1D signals and will
be utilizing this notation in the coming sections of the thesis. The vectorized
representation of the patches is given as
y˜k = x˜k + w˜k, ∀k ∈ K, (5.2)
where y˜k, x˜k and w˜k,∀k are vectors of length N2.
5.2 Similar Patches Hunt: Distance vs. Corre-
lation
Once the overlapping patches are formed, the next step is to find a certain number
of similar patches, for each patch, that would be used later during collaboration.
Since the patches we process are in their vectorized 1D signal format, we aim to
find similarity among the 1D signals. The grouping of patches in such a way using
a similarity measure has led to a number significant improvements in a wide range
of application like signal/image/bio-medical processing, computer vision, machine
intelligence, etc. (see e.g. [52, 53, 54, 55, 56]).
36
A number of techniques for similarity based grouping of patches have been
proposed in the literature. Some of those include self-organizing maps [57], vector
quantization [58], fuzzy clustering [59] and a review on these [60]. The recently
developed denoising algorithms use a distance based measure where similarity
between different signals are realized in terms of the inverse of the point-wise
distance between them. Therefore, a smaller distance between the signals would
imply a higher similarity and vice versa. The generally used distance based simi-
larity measure is the Euclidean distance as used by the state-of-the-art denoising
algorithms like NL-means [31], BM3D [48], etc.
However, despite being an effective way of finding similarity, Euclidean dis-
tance based similar-intensity grouping has a limitation; it limits the search for
number of similar patches. For instance, even though natural images have some
similarity in their structure, the number of similar patches vary. Consequently,
in an image having a smaller number of similar patches, the collaboration is not
that effective thereby disturbing the performance of denoising, especially in case
of high noise. This creates a bottleneck specifically for lower resolution images
where finding similar-intensity patches becomes a hard job as will be shown in the
results section of this work.
To tackle this case and have a similarity measure that can be used globally even
in lower resolution images or images having a smaller number of similar-intensity
patches, novel methods are being proposed to find better ways of collaboration
by using efficient grouping of similar patches. For example, the authors in [61]
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search the similar patches by using not only a patch itself but the noise too where
they propose the concept of noise similarity, while the authors in [62] propose
sequence-to-sequence similarity (SSS) which is an essential way of preserving the
edge information.
In our case, we take care of the aforementioned problem by introducing
intensity-invariant grouping. The idea is to stack all the patches that have a
similar inherent structure without relying on the intensity values as shown in the
STAGE 01 of Fig. 5.1. The correlation coefficient serves as the best tool to be
utilized for the said purpose. For two signals yk and yi, the correlation coefficient
is given as,
r(yk,yi) =
cov(yk,yi)
σykσyi
, (5.3)
where −1 ≤ r(yk,yi) ≤ 1. A value close to 1 or −1 means larger positive and neg-
ative correlation, respectively, while a value close to 0 means smaller correlation.
We are using the correlation coefficient for finding the similar patches because this
method efficiently identifies the signals/patches having similar structure.
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Figure 5.1: Flowchart of proposed denoising algorithm
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Importantly, since the underlying structure would be reflected in the sparse
domain, as we’ll explain in the following sections, we place those patches in the
similarity group that have a positive correlation (near +1) as well as a negative
correlation (near −1). This is because we search for the patches that have similar
structure independent of the sign of correlation coefficient since the signs would be
absorbed in the sparse domain. Most importantly, to make such a method work
more efficiently, the normalization of patches is needed. Therefore, we normalize
the patches in (5.2) to get the following equivalent representation,
yk = η(y˜k) =

y˜k
‖y˜k‖ , ‖y˜k‖ 6= 0
y˜k, otherwise
, ∀k ∈ K, (5.4)
where η(·) denotes the operator for normalization and yk is a normalized repre-
sentation of the patch y˜k. Consequently, we have the following relationship
yk = xk + wk, ∀k ∈ K. (5.5)
Hence, a patch yk and those among all other patches that have an absolute
correlation coefficient greater than, say , from yk are placed together in a group.
We name these the neighbors of the kth patch i.e., yk. Therefore,
Nk = {i : r(yk,yi) ≥ }, ∀k ∈ K, (5.6)
represents a set of indices for all neighbors of patch yk and the index k itself.
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(a) Observed Image
(b) Euclidean Distance
(c) Corr. Coefficient
Figure 5.2: Sail boats image from Kodak gallery
Here, r(·) is the correlation coefficient based similarity measure that we are using.
To understand this completely, consider the natural images shown in Fig. 5.2
and 5.3 taken from Kodak© gallery2. Here, we bring the focus towards the lim-
itation of finding Euclidean distance based similar-intensity patches as shown in
5.2b. As a result, such distance based techniques limits the performance of algo-
rithms. A similar scenario is presented in Fig 5.3 where we take a portion of the
image, shown in 5.3b, and show that distance based measures suffer limitations.
Such cases becomes severe when processing images contaminated by high noise.
On the other hand, when we apply the intensity-invariant and correlation
2http://r0k.us/graphics/kodak/.
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(a) Observed Image
(b) Euclidean Distance
(c) Corr. Coefficient.
Figure 5.3: Light home image from Kodak gallery
coefficient based similar measure, then we have a higher number of patches to
collaborate with. This is because not only such measure will give us the same
intensity patches3, but it will also consider the patches as similar that have a
similar underlying structure. This is shown in Fig. 5.2c and Fig. 5.3c where a
reference patch has access to similar structure patches throughout the image and
is significantly less-constrained.
For much better understanding, we present a comparison of the Euclidean
distance and correlation coefficient based similar patches in Fig. 5.4. We chose a
3By intensity-invariant, we mean that we don’t specifically look for similar intensity
patches rather we aim to find the patches that have a similar underlying structure. This
will of course include the patches that are similar intensity-wise but will also group those
patches that are similar structure-wise.
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random patch as reference from the standard Cameraman image and then searched
for the most similar patches. For both methods, we show the top 3 similar patches.
As shown in Fig. 5.4a, a reference patch hunt for distance based similar intensity
patches in which case it would accept even those patches which have different
pixel values at some locations that may correspond to an edge information. As a
result in that case, the edge information will vanish and the details will blur out
due to improper collaboration.
On the contrary, a result of similar structured patches has been shown in Fig.
5.4b. As stated before, we are interested even in those patches that have negative
but larger correlation. That is why the first and the third most similar patches in
this case are negatively oriented corresponding to negative correlation but their
underlying structure is of critical importance to our algorithm since the negative
sign would be absorbed in the transformed domain.
Furthermore, it’s worth noting that by virtue of the above presented definition
in (5.6), the set of neighbors Nk are not restricted to be spatial neighbors and the
set of neighbors Nk,∀k ∈ K are not disjoint. The upshot of this novel patches
grouping is that it produces a higher number of neighbors for each patch which is
beneficial for our sparse-domain based collaborative approach as discussed above
already and explained further in the following section.
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(a) Euclidean Distance Based Similarity
(b) Correlation Coefficient Based Similarity
Figure 5.4: Comparison of top 3 similar patches for a random vectorized 5×5
patch of Cameraman image
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5.3 Estimation Via Collaborative Denoising
From the theory of image processing and sparse reconstruction, we know that
a key property of the images is that they are inherently sparse in the wavelet
transformed-domain. To take advantage of this property, we aim to transform the
patches in (5.5) to find the corresponding sparse equivalent representations. For
this purpose, we use the following equation:
yk = Ahk + wk, ∀k ∈ K, (5.7)
where A ∈ RN2×M , M  N2 is an overcomplete dictionary having wavelet basis.
Furthermore, hk ∈ RM is the equivalent sparse representation of the spatial-
domain patch xk i.e., xk = Ahk.
For the sparse reconstruction, we let ĥk denote a recovered estimate of the
sparse vector hk obtained via a sparse recovery algorithm and let Sk represent the
set of active indices in the sparse vector i.e., its support set. In order to isolate
noise, we process each patch individually. It is worth noting that in an ideal
situation, Sk = Si,∀i ∈ Nk should hold true for all k ∈ K i.e., the support sets of
similar patches should be similar in general.
This motivates us to utilize the transformed-domain representation of the
patches to devise a sparse-domain based collaborative denoising algorithm. How-
ever, this may not be the case in reality and the support sets of similar patches
may have some differences since Nk is a function of a non-zero  as well as wk.
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Based on this, the value of the threshold  serves as a key parameter in the col-
laborative approach which is why it should be selected properly. This is the main
reason why we are using the correlation coefficient based similarity approach, i.e.
so that higher similarity between the groups can be guaranteed.
Even though the correlation coefficient based approach would result in iden-
tifying the similar structured patches, the disturbances caused by the noise in-
troduction would still persist yielding a disagreement among the support sets of
similarly grouped patches. However, we would like to bring to attention here that
this disagreement is actually a blessing in disguise. Provided an adequately large ,
majority of the outliers Vk =
⋃
i∈Nk Si\
⋂
i∈Nk Si in the support sets are there, with
high probability, due to noise. Such information ultimately guides us to find and
take care of the noise-producing locations in the recovered estimate ĥk. One naive
tactic is to diminish the contribution of the non-zero components of ĥk located at
Vk by eliminating it and using this resulting sparse vector estimate to compute
an estimate of the denoised spatial-domain patch using x̂k = Aĥk, as used in
the majority of the sparse domain based denoising algorithms in the literature.
However, this would basically result in discarding significantly critical information
specifically in the high noise regime since some legitimate non-zero components
may be mistaken for noise-producing components. In view of the stated problem,
we resort to a much moderate method to tackle this case efficiently.
In this method, we take advantage by using the active taps probabilities of
hk i.e., the non-zero locations of the sparse vector. The approach is that since
46
the similar patches are grouped together and their support would be similar, so
the legitimate non-zero active locations of their corresponding sparse vectors will
have high probabilities of being active as presented in STAGE 02 of Fig. 5.1.
Consequently, we propose this novel sparse-domain based collaboration among
similar patches via active probabilities. In particular, for the kth patch, we let
λk ∈ RM denote the active probabilities vector for the estimate ĥk. As a result,
we find the weighted average as follows:
λ′k =
1
Nk
∑
j∈Nk
αj,kλj, ∀k ∈ K. (5.8)
This serves as a refined estimate of the vector corresponding to the active prob-
ability of clean hk. Here, the weighting factor is proportional to the similarity
between the patches and hence the probability vectors
αj,k ∝ r(yj,yk), j 6= k. (5.9)
This simple yet effective approach makes us capable of significantly reducing
the contribution of solitary active locations while keeping the information on the
active taps common to most of the similar patches in Nk. Additionally, by virtue
of the law of large numbers, we believe that (5.8) will produce a better refined
estimate specifically since |Nk| is large due to the intensity-invariant correlation
coefficient based grouping method as discussed in the previous sections.
The obtained clean λ′k is a valuable piece of information that serves as a guide
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for the a priori information about the active taps locations of true or clean sparse-
domain representation of the kth patch xk. This a priori information would be
supplied to a sparse recovery algorithm to compute a refined estimate of true
hk, let’s denote it by h¯k, and thus an estimate of true as well as denoised kth
patch that we represent as x̂k. To get the denoised patch, we de-normalize the
noise-removed patch as follows:
x̂k =

η−1(Ah¯k) = Ah¯k‖y˜k‖ ‖y˜k‖ 6= 0
η−1(Ah¯k) = Ah¯k otherwise
, ∀k ∈ K. (5.10)
5.4 Formation of Denoised Image
As explained in Section 5.1, we decompose an image to form overlapping patches
for a much better performance. Consequently, every pixel in the image is present in
N2 due to the overlapping approach and therefore, each pixel has the same number
of estimated denoised intensity values. To place the patches back to their original
positions and reconstruct the denoised image X̂a, we average the results of N2
pixels for each pixel which in turn provides another level of denoising impurities.
To increase the performance further, we implement a weighted average approach
for the denoising results based on different L patch sizes. As a result, we get the
further purified restored image from the denoiser, as shown in STAGE 03 of Fig.
48
Algorithm 1 The Denoiser
1: procedure Collaborative Sparse Recovery Based Denoising
2: for ith odd patch size, i = 3, 5, 7, 9 do
3: Extract patches y˜k,∀k ∈ K
4: for each kth patch y˜k do
5: Normalize patches and find Nk = {i : r(yk,yi) ≥ }
6: Find weighting matrix containing αj,k entries
7: Run SABMP for each patch to find active probabilities λk via ĥk
8: Refining probabilities to find λ′k =
1
Nk
∑
j∈Nk αj,kλj
9: Refining sparse estimates via SABMP using λ′k to find h¯k
10: Find denoised patch x̂k = η
−1(Ah¯k)
11: end for
12: Restore all the denoised patches to from X̂ai
13: end for
14: Average the results X¯d =
∑
i
γiX̂ai
15: end procedure
5.1, block as follows:
X¯d =
∑
i
γiX̂ai, i = 3, 5, 7 . . . , (5.11)
where γi and X̂ai are the weights and image from the denoiser block based on the
ith odd patch size, respectively. The aforementioned steps of the denoiser block
have also been presented in Algorithm 1.
5.5 The Post-Processor
Once we have the denoised image from the denoiser block X¯d, we pass it to the
post-processor block to further take care of the smooth regions and remove the
remaining noise-components, if any. The post-processor block has two major steps
to tackle the remaining noise elements: 1) detecting and processing flat/smooth
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patches, and 2) region growing based enhancement of the smoother regions. Both
of these steps are discussed as follows.
5.5.1 Detecting Flatness
For the detection of flat regions, we use the most commonly used standard devi-
ation based detection method, an example of which has been shown in Fig. 5.5
where, in Fig. 5.5a, we show a clean noiseless 512×512 Cameraman image, while
in Fig. 5.5b, we show its standard deviation version. In this method, an image
has to be padded first to accommodate the border pixels. Then, a 3× 3 window
based neighborhood approach is applied to find out the flatness of the patch cen-
tered at the reference pixel. The standard deviation of this 3× 3 patch serves as
the decider whether to label it as a flat or non-flat region i.e, a small standard
deviation value would correspond to a flat region, while a larger value would mean
that it’s a non-flat region and has edge details.
As can be seen in Fig. 5.5b that the edges have been separated properly and
the flat regions have been segmented out. Now, this of course yield quite promising
detection for clean images but might miss out some flat patches in the noisy image.
For this reason, we denoise our image first to have a properly details recovered
image and then pass it to the post-processor to perform the stated operations.
The threshold ζ to decide whether a patch, centered at a reference pixel, should
be labeled as smooth or non-smooth has been set based on observing a number
of natural as well as synthetic images.
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(a) 512× 512 Cameraman (b) Standard Deviation
Figure 5.5: An example of detecting flat regions of Cameraman image using stan-
dard deviation of a 3× 3 neighborhood as the detection measure.
Once the patches are detected and labeled as flat, we then proceed to smooth
these out for discarding the remaining noisy components hidden in the flat regions,
as shown in STAGE 04 of Fig. 5.1. For a flat patch, we replace the center reference
pixel by the average value of the pixels in its 3 × 3 neighborhood. As a result,
we get the refined flat pixels4 that we put back to their original positions to
reconstruct the image as follows:
X¯f (z) =

x¯fk(z) =
1
|x¯dk|
∑|x¯dk|
j=1 x¯
d
k(j) σ(x¯
d
k) ≤ ζ
x¯nfk (z) = x¯
d
k(z) otherwise
,∀k ∈ K, (5.12)
where x¯dk is the kth patch extracted from the output image X¯d of the denoiser
block and z represent the index location of each pixel. The superscripts f and
4By flat pixel, we mean a pixel whose neighborhood has been detected as flat. In our
case, if the standard deviation of the 3× 3 neighborhood of a reference pixel is smaller
than ζ, then it’s called as a flat pixel.
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nf in the terms x¯fk(z) and x¯
nf
k (z) correspond to the processed flat and non-flat
pixel, respectively, and X¯f (z) represents the zth pixel of the flatted/smoothed out
image X¯f using the aforementioned process.
5.5.2 Region Growing
As a final step for removing out the noisy components from the image, we perform
region growing method on the image X¯f resulted from the previous process. For
the image X¯f , we store the pixels in different number of bins based on their
intensity levels. For instance, we assign group 1 to the pixels that have, let’s say,
intensity range from 0-3, group 2 to intensities from 4-7 and so on. We do this
for all the pixels and as a result we create different bins with pixels and their
locations stored within those bin groups. We show an example of applying such
intensity-leveling on Cameraman image in Fig. 5.6. In this figure, we display all
the intensity groups/bins as binary images where the white pixels correspond to
the pixels of the Cameraman image belonging to the relevant group.
For each bin, we apply the region growing algorithm to find the connected
pixels within that bin. This means that the local similar intensity pixels are
identified first. Afterwards, if the number of connected pixels in each bin exceed a
certain threshold, then we replace those connected pixels by their mean. Similarly,
we repeat this process for all the bins which ultimately provides us with the region
growing processed image that we denote by X¯r. Finally, we get our final denoised
image X¯, STAGE 05 of Fig. 5.1, using the weighted average of the image X¯d from
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denoiser and the region growing processed image X¯r as follows
X¯ = ρ1X¯d + ρ2X¯r, (5.13)
where ρ1 and ρ2 are the weights which are a function of the noise variance. We
also present the steps of our post-processor in the Algorithm 2.
Algorithm 2 The Post-Processor
1: procedure Region Growing Based Averaging
2: Extract patches x¯dk,∀k ∈ K
3: for each kth patch x¯dk do
4: if σ(x¯dk) ≤ ζ then
5: x¯fk(z) =
1
|x¯dk|
∑|x¯dk|
j=1 x¯
d
k(j)
6: end if
7: end for
8: Restore the patches to form X¯f
9: Form pixel intensity based bin groups
10: Apply region growing to find connected pixels
11: Refine connected pixels
12: X¯ = ρ1X¯d + ρ2X¯r
13: end procedure
53
Figure 5.6: An example of dividing the Cameraman image into 64 different
groups/bins (left to right): first row; group 1-8, second row; group 2-16, third
row; group 17-24, fourth row; group 25-32, fifth row; group 33-40, sixth row;
group 41-48, seventh row; group 49-56, 8th row; group 57-64
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CHAPTER 6
COLOR IMAGE DENOISING
6.1 Color Images
In this chapter, we present our proposed image denoising algorithm for denoising
the color images contaminated by additive white Gaussian noise. As opposed to
the grayscale images that have only one channel, the color images have 3 channels
denoted as R (red), G (green) and B (blue) channels as shown in Fig. 6.1. These
channels combinely give the colored appearance to an image scene. We show
examples of few color images in Fig. 6.2.
The color images contain the color information for each pixel in 3 different
channels. This information representation is done in order to give a more visually
acceptable look to a scene so that the resulting digital image can more accurately
represent the true information of a natural scene. Consequently, the three channels
are used for each pixel that are interpreted as coordinates in some color space.
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Figure 6.1: R, G and B channels of a color image
(a) (b)
(c) (d)
Figure 6.2: (a) Mandrill (b) Islamia College, Peshawar, Pakistan (c) Faisal Masjid,
Islamabad, Pakistan (d) Butterfly
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6.2 Effective Collaboration Using RGB Chan-
nels of Color Images
As opposed to the case of grayscale single channel images, color images having
three RGB channels provide a more advanced way through which the patches
can collaborate. Since finding similar patches using more effective approaches is
the key for such collaboration, the three channels of a color images supply an
important piece of information in the form of the channel correlation that can be
used to identify similar patches.
(a) (b) (c)
Figure 6.3: (a) Red channel, (b) Green channel, and (c) Blue channel of the
Mandrill color image.
To understand this, consider the three R, G and B channels of the standard
Mandrill test image as shown in Fig. 6.3 as separate images. Since the additive
white Gaussian noise is independent in all three channels of the image, we denoise
the color image by denoising each channel separately. This results in formation of
rectangular patches for all three channels. To denoise a patch in a specific channel
of the observed color image, once the patches are extracted, similar patches are
grouped together by taking into account information from both reference channel
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Figure 6.4: A depiction of collaboration among patches across all three channels
and the other two channels.
For example in Fig. 6.4, to denoise the reference patch, denoted by ’R’, from
the red channel, similar patches are grouped together from the red channel firstly.
This ensures the identification of patches as similar and gives a set containing the
information of similar patch numbers. Using this set from the red channel, the
similar patches from other channels for this specific patch are also identified. Then,
the reference patch in the red channel may collaborate with the patches from all
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channels. Since the idea is to refine the probabilities of active taps by using the
sparse vectors that may share the same support, finding similar patches using all
three channels can be very effective. These grouped patches for all channels can
then ultimately be used to effectively estimate the sparse vectors that are in turn
used to obtain denoised patches. These steps are performed for all the patches in
all the three channels which ultimately provide us with a denoised color image.
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CHAPTER 7
SIMULATIONS RESULTS
7.1 Results of CSAR
In this section, we compare the proposed CSAR algorithm with two state-of-
the-art algorithms, namely, NL-means [31] and BM3D [48]. Comparisons with
NL-means and BM3D validate the superior performance of CSAR and prove that
our algorithm is even robust to situations where these cannot perform well.
For the simulations, we used various grayscale standard test images. For a
more challenging competition, an SNR range including very high noise levels were
used providing higher chances of confusing signal components with noise. The
entries of dictionary were derived from wavelet as well as DCT basis. Square
patch sizes of 3, 5, 7 and 9, i.e., L = 4, were used and the denoising results were
averaged.
Fig. 7.1 compares the performance of denoising the peppers image by proposed
CSAR with BM3D and NL-means algorithms. The peppers image is specifically
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selected for its detailed rich nature making the comparison more interesting. It is
obvious that the proposed algorithm outperforms the other two algorithms across
the considered SNR range. Apart from outperforming in terms of PSNR, the SSIM
performance of CSAR is also much better than other competing algorithms.
The comparison of denoising Cameraman is provided in Fig. 7.2. This ex-
perimental results taken at SNR = 5 dB depict that our algorithm outperforms
state-of-the-art algorithms. Another comparison of Mandrill at SNR = 0 dB and
5 dB is illustrated in Fig. 7.3. These figures emphasize the importance of preserv-
ing feature rich portions, as done by CSAR, which are more likely to get destroyed
in the presence of noise.
Specifically, we show in Fig. 7.2 that our results are not blurred at high noise of
SNR = 5 dB, while in Fig. 7.3 we show that we are good at preserving the details.
For instance in Fig. 7.3, note that the face details are blurred out both at SNR =
0 and 5 dB in BM3D but exist in CSAR denoised image. This degradation due
to blurring or removal of feature rich components can have critical consequences
e.g. detecting tumors in bio-medical applications, that can be life threatening
if detections go wrong. Detailed results are provided in Table 7.2 for a number
of test images widely used in the denoising literature. These extensive results
demonstrate the superiority and efficacy of our approach over images of different
types.
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Figure 7.1: PSNR and SSIM comparison of Peppers image
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Figure 7.2: Left to right: original and noisy Cameraman, denoised by: NL-means, BM3D and CSAR at SNRdB/σ = 5/33
Figure 7.3: Left to right: original Mandrill, denoised by BM3D and CSAR at SNRdB/σ = 0/58 and 5/33
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SNR [dB] / σ Cameraman Lena Barbara House Peppers Living Room Boat
-5/103
CSAR 14.88/0.12 16.61/0.26 15.20/0.22 16.79/0.17 16.07/0.24 17.70/0.25 17.34/0.22
BM3D 14.73/0.10 16.37/0.19 14.87/0.11 16.07/0.11 15.80/0.14 16.64/0.14 16.95/0.09
0/58
CSAR 16.57/0.24 19.32/0.50 16.99/0.43 19.29/0.32 18.06/0.44 19.81/0.45 19.49/0.41
BM3D 16.57/0.22 18.94/0.43 16.86/0.34 19.26/0.28 17.60/0.35 18.60/0.29 17.97/0.24
5/33
CSAR 18.02/0.42 24.95/0.77 21.13/0.75 24.39/0.50 21.86/0.72 23.24/0.74 21.97/0.67
BM3D 17.59/0.40 23.91/0.71 20.55/0.67 22.98/0.48 20.68/0.61 21.21/0.58 19.68/0.50
10/18
CSAR 22.60/0.58 26.90/0.87 27.34/0.92 30.34/0.60 26.78/0.87 32.46/0.91 24.06/0.86
BM3D 22.32/0.57 25.04/0.86 26.40/0.88 28.37/0.60 24.53/0.81 29.24/0.86 22.47/0.76
15/10
CSAR 27.45/0.71 28.97/0.91 35.22/0.97 37.78/0.70 32.47/0.94 36.92/0.96 25.53/0.94
BM3D 27.07/0.71 27.45/0.90 31.84/0.95 36.12/0.67 29.93/0.91 32.86/0.93 24.50/0.89
20/6
CSAR 33.55/0.83 33.03/0.94 39.84/0.98 42.25/0.78 38.68/0.97 41.55/0.98 26.80/0.97
BM3D 31.84/0.79 32.33/0.92 35.49/0.97 39.34/0.73 32.87/0.96 36.79/0.97 25.45/0.94
25/3
CSAR 39.78/0.91 33.91/0.96 44.55/0.99 46.70/0.85 43.09/0.99 46.27/0.99 28.12/0.98
BM3D 37.08/0.87 33.01/0.94 39.49/0.98 42.82/0.79 36.97/0.98 41.01/0.98 27.30/0.97
Table 7.1: Comparison of denoising grayscale images using CSAR and BM3D both in terms of PSNR [dB] and SSIM
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Further, the results of proposed CSAR algorithm and the competing BM3D
algorithm were compared over a large number of standard test images using a
wide range of noise levels. For this purpose, we show all the original standard
test images in Fig. 7.4 used for the extensive simulations. The noisy and the
resulting denoised images using BM3D and proposed CSAR algorithms are shown
in Fig. 7.5 to Fig. 7.24. We show in these figures that our proposed algorithm is
capable of both preserving smooth regions of the image as well as the details in
the image, which is in fact one of the most challenging tasks while denoising since
many denoising algorithms tend to blur out the details. Also as we have compared
the results using a wide range of noise levels, this validates that our algorithm is
superior to the state-of-the-art algorithm BM3D and is better in terms of both
objective and subjective measures.
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Figure 7.4: First column top to bottom: original Mandrill, Peppers, Barbara and
Boat images. Second column top to bottom: original Cameraman, House and
Lake images. Third column top to bottom: original Lena, Living Room and Man
images.
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Figure 7.5: A comparison of BM3D and CSAR algorithm’s based denoising results of Mandrill standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.6: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Mandrill standard test image.
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Figure 7.7: A comparison of BM3D and CSAR algorithm’s based denoising results of Peppers standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.8: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Peppers standard test image.
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Figure 7.9: A comparison of BM3D and CSAR algorithm’s based denoising results of Barbara standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.10: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Barbara standard test image.
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Figure 7.11: A comparison of BM3D and CSAR algorithm’s based denoising results of Boat standard test image over an
extensive SNR range of -5 dB to 25 dB.
73
Figure 7.12: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Boat standard test image.
74
Figure 7.13: A comparison of BM3D and CSAR algorithm’s based denoising results of Cameraman standard test image over
an extensive SNR range of -5 dB to 25 dB.
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Figure 7.14: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Cameraman standard test image.
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Figure 7.15: A comparison of BM3D and CSAR algorithm’s based denoising results of House standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.16: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of House standard test image.
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Figure 7.17: A comparison of BM3D and CSAR algorithm’s based denoising results of Lake standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.18: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Lake standard test image.
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Figure 7.19: A comparison of BM3D and CSAR algorithm’s based denoising results of Lena standard test image over an
extensive SNR range of -5 dB to 25 dB.
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Figure 7.20: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Lena standard test image.
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Figure 7.21: A comparison of BM3D and CSAR algorithm’s based denoising results of Living room standard test image over
an extensive SNR range of -5 dB to 25 dB.
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Figure 7.22: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Living room standard test image.
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Figure 7.23: A comparison of BM3D and CSAR algorithm’s based denoising results of Man standard test image over an extensive
SNR range of -5 dB to 25 dB.
85
Figure 7.24: A graphical comparison of BM3D and CSAR algorithm’s based de-
noising results of Man standard test image.
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7.2 Computational Complexity
The computational complexity of our proposed image denoising algorithm is domi-
nated by that of the sparse recovery algorithm that we use, which fortunately has a
low computational complexity when compared to other similar existing algorithms
for sparse recovery. With the dimensions of our problem at hand, the complexity
for estimating one hk via the algorithm SABMP is of order O(MN2P ) where P is
the expected number of non-zeros that is generally a very small number. Lastly,
to estimate all of the K patches and for L various iterations for different patch
sizes, the computational complexity will gauge to an order of O(KLMN2P ).
7.3 Results of ACSAR
In this section, we present the experimental results of our proposed image de-
noising algorithm and compare the results with three existing state-of-the-art
denoising methods: NL-means [31], K-SVD [39] and BM3D [48]. The comparison
takes place over a number of different sceneries to show the performance gain of
our algorithm. For the said purpose, we use standard test images used commonly
in the image processing community. We also present the results of other natural
images from the database available online on SIPI1 to validate the applicability
and efficiency of our method globally irrespective of a specific scenario.
In these experiments, we perform the image denoising over a range of noise
levels covering low noise to extremely high noise regime. In particular, these
1http://sipi.usc.edu/database/.
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high noise levels make the competition much more challenging by confusing signal
components with those of noise components and showcase the limitations of the
existing methods where these fail to perform well specifically in preserving struc-
ture and details. The entries of dictionary in our case comprises of wavelet as well
as DCT basis. For different noise levels, we use an SNR ranging from -5 dB to
25 dB. Further, we use patch size of 3, 5, 7 and 9, i.e, L = 4, and the denoising
results based on these are averaged in the end.
7.3.1 General Comparisons
Consider Fig. 7.26 where we present the results of denoising 256× 256 standard
Mandrill using the state-of-the-art methods and our proposed method. The re-
sults are for different noise levels as shown. Since, this image is a detailed rich
image because of its structure, it serves as one of the best images for comparison.
As can be seen in this figure, state-of-the-art algorithms, because of the way they
operate, go for blurring out the detailed structure of an image especially in case of
high noise. On the contrary, our method accurately tackles the noise components
in the detail rich and complex parts of the image.
Avoiding such blurring out of the details is one of the key issues. This is im-
portant and can have critical consequences in many applications, e.g. bio-medical
application where let’s say the task is to detect tumors. In that case, the detection
may severely go wrong due to blurring and hence, can be life threatening. For
example, compare the nostrils, facial hair and white parallel lines in the mandrill
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image, as shown in Fig. 7.25, which got blurred out by other competing methods
but are recovered to a very good extent by our method.
A similar comparison of denoising 256×256 Barbara image has been shown in
Fig. 7.27 that depicts successful recovery of image details. Further in Fig. 7.28,
we compare the denoising results of Lena and Man at both high and low noise
levels to showcase that our algorithm perform equally well at low noise tenure.
Please note that in this figure, we have compared the results with BM3D only
as it outperforms all the existing methods. These results clearly validate the
efficiency of our proposed method hence, outperforming the existing state-of-the-
art methods.
(a) (b) (c)
Figure 7.25: Zoomed versions of the (a) Mandrill image denoised by (b) BM3D
and (c) proposed ACSAR method at SNRdB/σ = -5/103.
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Figure 7.26: Denoising Mandrill : 1st row at SNRdB/σ = -5/103, 2nd row at SNRdB/σ = 0/58, 3rd row at SNRdB/σ = 5/58.
90
Figure 7.27: Denoising Barbara: 1st row at SNRdB/σ = -5/103, 2nd row at SNRdB/σ = 0/58, 3rd row at SNRdB/σ = 5/58.
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Figure 7.28: 1st row left to right: original Lena image, noisy and denoised by BM3D and proposed ACSAR method at SNR =
0 dB, and noisy and denoised by BM3D and proposed ACSAR method at SNR = 20 dB. 2nd row left to right: original Man
image, noisy and denoised by BM3D and proposed ACSAR method at SNR = 0 dB, and noisy and denoised by BM3D and
proposed ACSAR method at SNR = 20 dB.
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In Fig. 7.29, we compare the denoising results of grayscale Cameraman and
Peppers image in terms of PSNR and SSIM. The images were corrupted by a range
of different noise levels from SNR = -5 dB to SNR = 25 dB and the corresponding
results are plotted. In both of these mostly used images, we have shown that
our proposed algorithm outperforms the existing methods over a range of SNRs.
Specifically, since the Peppers image has a lot of flat regions that ultimately favors
the competing algorithms, as these tend to blur out the smooth and flat parts of
the image, we have outperformed these algorithms even in such a scenario. The
PSNR and SSIM in both the images and at any noise level is better than that of
the existing methods. We recommend the readers to zoom into the electronic files
of this article for a much better comparison of the images shown.
For a detailed comparison of the denoising performance over various grayscale
images widely used in image restoration literature and over a range of noise levels,
we summarize the PSNR ans SSIM results in Table 7.2. Since BM3D outperforms
both NL-means and K-SVD, therefore we only compare our results with that of
BM3D in this table. Moreover in table 7.3 and 7.4, we also present the results of
denoising grayscale texture and aerial images from SIPI database to prove that
our algorithm can be applied globally to any image. From the provided table,
it is clear that our proposed image denoising algorithm outperforms the state-of-
the-art algorithm in each scenario and has proven itself to be a much better and
efficient algorithm for image denoising.
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(a) (b)
(c) (d)
Figure 7.29: Denoising comparison: (a) Cameraman PSNR, (b) Cameraman
SSIM, (c) Peppers PSNR and (d) Peppers SSIM
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SNR [dB] / σ Living Room Lena Barbara House Man Mandrill Boat
-5/103
BM3D 22.15/0.42 21.53/0.50 21.50/0.39 23.26/0.34 21.21/0.43 20.48/0.28 22.17/0.35
Proposed 23.27/0.54 22.47/0.55 21.75/0.41 23.61/0.36 22.45/0.55 21.48/0.44 23.13/0.48
0/58
BM3D 24.16/0.57 24/17/0.65 23.91/0.53 26.15/0.45 23.34/0.57 22.55/0.51 24.16/0.50
Proposed 26.12/0.69 25.87/0.71 24.01/0.55 27.00/0.47 25.50/0.71 23.56/0.60 26.03/0.64
5/33
BM3D 26.98/0.74 27.48/0.78 26.77/0.69 29.83/0.55 26.20/0.73 24.31/0.63 26.90/0.67
Proposed 28.31/0.74 28.77/0.81 27.71/0.71 29.84/0.56 28.04/0.81 25.44/0.72 28.38/0.75
10/18
BM3D 30.12/0.86 30.72/0.87 29.80/0.79 33.17/0.62 29.19/0.84 27.83/0.80 29.94/0.81
Proposed 33.26/0.91 33.07/0.88 31.60/0.82 34.14/0.63 32.56/0.91 30.19/0.89 32.91/0.87
15/10
BM3D 33.75/0.93 34.02/0.92 32.92/0.85 36.57/0.67 32.59/0.92 31.81/0.90 33.27/0.90
Proposed 37.57/0.96 37.39/0.94 35.74/0.89 38.59/0.71 36.93/0.96 36.59/0.96 36.84/0.94
20/6
BM3D 37.67/0.97 37.71/0.95 36.24/0.90 39.90/0.74 36.47/0.96 36.20/0.96 36.78/0.95
Proposed 41.40/0.98 41.32/0.97 39.81/0.94 42.37/0.78 40.08/0.98 40.66/0.98 40.11/0.97
25/3
BM3D 41.90/0.98 41.51/0.97 39.96/0.94 43.14/0.80 40.77/0.98 40.86/0.98 40.28/0.97
Proposed 44.42/0.99 44.81/0.98 43.44/0.97 45.52/0.85 44.37/0.99 43.92/0.99 42.38/0.98
Table 7.2: Denoising comparison of grayscale images using proposed ACSAR method and BM3D both in terms of PSNR and
SSIM
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Image Name N (0, 50) N (0, 40) N (0, 30)
1.1.01
BM3D 20.00/0.24 20.48/0.35 21.65/0.52
Proposed 21.92/0.55 22.58/0.61 23.56/0.68
1.1.02
BM3D 20.08/0.46 20.91/0.59 22.38/0.71
Proposed 21.80/0.62 22.62/0.69 23.68/0.76
1.1.03
BM3D 23.10/0.16 23.48/0.22 24.12/0.32
Proposed 24.30/0.42 24.89/0.46 25.64/0.53
1.1.07
BM3D 25.31/0.10 25.55/0.13 25.77/0.16
Proposed 25.91/0.35 26.51/0.39 27.22/0.44
1.2.01
BM3D 18.18/0.39 19.03/0.56 20.68/0.72
Proposed 20.38/0.65 21.25/0.72 22.33/0.78
1.2.05
BM3D 18.28/0.49 19.10/0.62 20.84/0.76
Proposed 20.23/0.68 21.11/0.74 22.19/0.80
1.2.07
BM3D 17.80/0.29 18.67/0.48 20.38/0.68
Proposed 20.02/0.61 20.88/0.68 22.00/0.76
1.2.13
BM3D 17.96/0.69 18.84/0.76 20.63/0.85
Proposed 20.22/0.81 21.43/0.85 22.96/0.90
1.3.01
BM3D 20.94/0.18 21.48/0.30 22.40/0.44
Proposed 22.52/0.45 23.10/0.51 23.97/0.60
1.3.04
BM3D 21.55/0.31 22.30/0.44 23.43/0.57
Proposed 23.91/0.65 24.78/0.70 25.72/0.75
Table 7.3: Denoising texture images from SIPI database using BM3D and pro-
posed method under W ∼ N (0, σwI)
7.3.2 Various Resolution Images
In this section, we present the denoising comparison of various resolution images
as opposed to the traditional comparison methods where only single image size
is used throughout the experimentations. As we believe, this is very important
to validate the effectiveness of any algorithm, i.e. how better can any algorithm,
let’s say as in our case, tackle noise at different image sizes. For this purpose, we
take grayscale 86×86, 128×128 and 256×256 size Barabara and Mandrill images
and denoise them using BM3D and the proposed method at different noise levels.
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Image Name N (0, 50) N (0, 40) N (0, 30)
2.1.01
BM3D 20.11/0.36 20.55/0.42 21.26/0.51
Proposed 21.47/0.57 21.95/0.62 22.46/0.67
2.1.02
BM3D 20.00/0.35 20.53/0.43 21.22/0.51
Proposed 21.07/0.52 21.50/0.56 22.00/0.62
2.1.05
BM3D 20.22/0.48 20.72/0.54 21.67/0.61
Proposed 21.13/0.59 21.69/0.64 22.32/0.69
2.1.06
BM3D 20.83/0.21 21.00/0.26 21.25/0.33
Proposed 21.38/0.38 21.56/0.41 21.75/0.45
2.1.12
BM3D 18.31/0.11 18.43/0.15 18.57/0.20
Proposed 18.57/0.30 18.68/0.33 18.80/0.36
2.2.07
BM3D 26.44/0.32 27.17/0.37 28.06/0.43
Proposed 27.48/0.45 28.43/0.51 29.53/0.57
2.2.11
BM3D 24.47/0.12 24.95/0.19 25.58/0.27
Proposed 26.04/0.42 26.78/0.48 27.71/0.55
2.2.13
BM3D 24.65/0.23 25.12/0.30 25.89/0.38
Proposed 26.17/0.53 27.23/0.60 28.52/0.67
2.2.14
BM3D 24.96/0.22 25.43/0.29 26.11/0.37
Proposed 26.43/0.47 27.20/0.53 28.17/0.60
2.2.17
BM3D 23.09/0.21 23.60/0.27 24.32/0.35
Proposed 24.81/0.46 25.46/0.51 26.26/0.57
Table 7.4: Denoising aerial images from SIPI database using BM3D and proposed
method under W ∼ N (0, σwI)
The results of denoising Mandrill image at different resolutions and at SNR =
-5, 0, 5 and 10 dB is shown in Fig. 7.30 as bar plots. This figure shows that the
proposed method not only outperforms state-of-the-art denoising algorithms like
NL-means, K-SVD and BM3D at large image size but is also capable of removing
noise components effectively at small image sizes. The first row in this figure
corresponds to the resultant PSNR achieved by denoising at SNR = -5, 0, 5 and
10 dB, while the second row shows the corresponding SSIM results.
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Figure 7.30: Comparison of denoising 86× 86, 128× 128 and 256× 256 size grayscale Mandrill images in terms of PSNR (1st
row) and SSIM (2nd row) using NL-means, K-SVD, BM3D and proposed ACSAR method.
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Similarly in Fig. 7.31, we present the denoising comparison of 86×86, 128×128
and 256×256 size Barabara images over an SNR ranging from very high noise i.e.,
-5 dB, to low noise i.e., 25 dB. A pictorial representation of the denoised images
has been shown in Fig. 7.32 to depict the limitation of existing algorithms. As
discussed already, even state-of-the-art method like BM3D tend to blur out the
images especially at low resolution images and high noise. For instance, observe
the first row of this figure where the facial details of the Mandrill image has
been blurred out while the details are preserved in results by our method. A
similar problem is detected for the Barbara where e.g. the hands, facial details
and the table legs get disappeared but exist in our denoised results. The results
for 256 × 256 has already been shown previously in Fig. 7.26. As can be clearly
concluded from these figures that the proposed ACSAR method shows an effective
performance in all the scenarios and leads the PSNR and SSIM points table by
quite a good margin.
Figure 7.31: Denoising comparison of 86×86, 128×128 and 256×256 size grayscale
Barbara images in terms of PSNR and SSIM using BM3D and proposed ACSAR
method.
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Figure 7.32: Denoising results of Barbara and Mandrill at SNR = 0 dB: 1st row 86× 86, 2nd row 128× 128 size images
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7.3.3 Color-Image Denoising
In this section, we present the denoising results of the extended version of our
image denoising algorithm on various color images over different noise scenarios.
The standard color images were taken and Gaussian noise was added in the same
fashion as we did for grayscale images. Since the color images has three different
R,G,B channels that together contribute to present the colors in an image, these
channels provide a more efficient platform to perform collaboration.
To take advantage of the channel correlation, we collaborate across the chan-
nels to provide us a much better refined sparse estimate. This is done by consid-
ering a patch and finding similar patches not only within the channel of reference,
but also across the other channels and then, the collaboration is performed.
The effectiveness of this improved collaboration step for color images has been
shown in Fig. 7.33 where we have tested our color image denoising algorithm on
various images and under various high noise levels. As shown, the images, even
under severe noise contamination, are recovered to a very good extent. We have
also showed that the proposed method is valid for not only natural images, but is
also equally efficient for synthetic images as shown in the third row of the figure
under observation.
In addition to the color images shown in Fig. 7.33, we summarize the denoising
results of other color images in table 7.5 to show the performance gain as com-
pared to the color version of the BM3D algorithm, i.e. C-BM3D [?]. The stated
results demonstrate the efficacy of the proposed method over a wide range of im-
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ages and prove that the proposed method can be used globally in any scenario
outperforming existing state-of-the-art algorithms.
Image Name σ = 50 σ = 40 σ = 30
Jet
C-BM3D 23.47/0.75 24.68/0.79 26.40/0.86
Proposed 26.26/0.79 27.63/0.83 29.80/0.87
Lake
C-BM3D 21.52/0.83 22.83/0.87 24.37/0.90
Proposed 26.01/0.92 27.71/0.94 30.18/0.96
Mandrill
C-BM3D 22.48/0.77 23.36/0.81 24.69/0.85
Proposed 24.37/0.82 25.83/0.86 28.13/0.90
Peppers
C-BM3D 21.88/0.91 23.40/0.94 24.95/0.95
Proposed 27.44/0.97 29.11/0.98 31.52/0.99
Girl
C-BM3D 24.40/0.80 25.97/0.0.85 27.71/0.90
Proposed 29.81/0.93 31.49/0.95 33.79/0.97
Woman
C-BM3D 24.73/0.79 26.01/0.82 27.46/0.88
Proposed 28.90/0.85 30.26/0.88 32.25/0.92
Table 7.5: Results of denoising color images using proposed method under W ∼
N (0, σwI)
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Figure 7.33: Denoising color images by the proposed color denoising method. 1st column: original images, 2nd and 3rd columns:
noisy and denoised images at N (0, 50), 4th and 5th columns: noisy and denoised images at N (0, 40), 6th and 7th columns:
noisy and denoised images at N (0, 30),
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CHAPTER 8
CONCLUSIONS AND FUTURE
WORK
In this thesis, we proposed novel patch-based image denoising algorithms utilizing
collaborative filtering in the sparse domain. The methods utilized a collabora-
tive approach in the transformed domain using similarly structured patches. The
probabilities of taps being active were computed and then refined via collaboration
among similar patches. This approach tremendously isolated the noisy compo-
nents and thus improved the sparse estimates thereby producing high quality
reconstructed image.
For a further improvement in the denoised image and to preserve all the details
without blurring, we deployed a region growing based specially developed post-
processor that further refines the edge details as well as the smooth regions. We
presented our denoising algorithms for both grayscale and color images. Compar-
ison results from extensive experiments and under a number of scenarios proved
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that our proposed image denoising algorithms outperform the existing state-of-
the-art methods by a very good margin both subjectively and objectively, i.e. in
terms of PSNR and SSIM.
As a future work, we propose to use the patches in their original rectangu-
lar patch form instead of vectorizing them. This will ensure the efficient use of
neighborhood correlation and will avoid destroying of continuity when a patch
is vectorized. Consequently, the field of tensor analysis and algebra will have to
be explored. This field discusses processing of rectangular patches and designing
the appropriate dictionary to represent those patches. Another interesting future
direction can be to collaborate a reference patch with both its geographical close
patches as well as similarity based close patches.
A more appealing future direction can be the extension of this work over
the video denoising. As opposed to images, the collaboration among patches to
denoise a reference patch can be done not only considering the similar patches in
a single channel and frame but it can also incorporate the similarity from other
channels and even similar video frames. Since the similar patches in different
frames are supposed to have a similar support, averaging those very patches will
produce improvements in denoising and may lead to significant contributions in
this field.
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