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ON STRUWE-JEANJEAN-TOLAND MONOTONICITY TRICK
MARCO SQUASSINA
Abstract. The abstract version of Struwe’s monotonicity trick developed by Jeanjean
and Jeanjean-Toland for functionals depending on a real parameter is strengthened in
the sense that it provides, for almost every value of the parameter, the existence of a
bounded almost symmetric Palais-Smale sequence at the Mountain Pass level, whenever
a mild symmetry assumption is set on the energy functional. Besides, all the machinery
is extended to the case of continuous functionals on Banach spaces, in the framework of
non-smooth critical point theory.
1. Introduction
It is known that there are situations, often related to physically relevant PDEs associated
with an energy functional f , where it is particularly difficult to establish the boundedness
of Palais-Smale sequences for f . In order to overcome this difficulty, Struwe [3, 23–27]
introduced, around 1988, the so-called monotonicity trick. In solving important problems
he showed how the fact that the underlying functional enjoys some monotonicity properties
could be used in order to derive a bounded Palais-Smale sequence. About ten years later, it
was shown by Jeanjean [12] that it was possible to formulate a general abstract statement
based upon the monotonicity trick. This contribution is of particular relevance since it
provides a ready-to-use machinery in order to tackle variational PDE’s for which the Palais-
Smale condition is hard to manage. The principle says, essentially, that given a family of C1
smooth functionals f(λ; ·) satisfying a uniform Mountain Pass geometry and monotonically
depending on the parameter λ, then the almost everywhere differentiability of the Mountain
Pass value c(λ) induces the existence of a bounded Palais-Smale sequence for f(λ; ·) for
almost every λ in the interval Λ where the family is defined. This property cannot be
improved in general, in light of a counterexample due to Brezis-Nirenberg (cf. [12]),
which shows that in some cases there may exist values of λ for which any Palais-Smale
sequence at the level c(λ) is unbounded. Similar phenomena are know to occur in the study
of periodic solutions to Hamiltonian systems (cf. [9, 10]). We refer the reader to [12] for
applications to a Landesman-Lazer type problem on RN , to [11] for a use in bifurcation
analysis and, finally, to [13,33] where the technique was used to investigate some classes of
nonlinear Schro¨dinger equations. An important extension was done in Jeanjean-Toland
[14], where it became clear that for the monotonicity trick to hold true, actually, neither
the monotonicity of the family f(λ; ·) nor the differentiability of its related Mountain Pass
value c(λ) are needed. Although for the majority of concrete problems the dependence of
the family f(λ; ·) upon λ is monotone, in [14] some situations can be covered in the case
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where the family f(λ; ·) has the form J(λ; u)−λI(u), where I, J : X → R are C1 functionals
with suitable structural assumptions. The abstract results of [12] have also been extended
e.g. by Szulkin-Zou, Zou-Schechter and Schechter to other minimax structures
with a nice impact on PDEs (see [18, 19, 28], the monograph [34] and references therein).
The scope of the present manuscript is twofold.
As a main goal, in Theorem 3.1 and Corollaries 3.2-3.3, we improve the abstract (C1)
version of Jeanjean-Toland [14] machinery in the sense that, up to a set of null measure,
for each value of the parameter λ we can find a bounded Palais-Smale sequence (uh) ⊂ X
for f at the Mountain Pass level c(λ) which is almost symmetric, in the sense that
(1.1) ‖uh − u∗h‖V → 0, as h→∞,
where V is a Banach space with X →֒ V continuously, whenever a symmetry assumption,
satisfied for a wide range of concrete cases, is assumed on f . Such sequences will be called
(SBPS)c(λ)-sequences (see Definition 2.7). Here u
∗ denotes an abstract symmetrization
of u (according to [31]), for instance it can be the classical Schwarz symmetrization when
we take X = W 1,p0 (Ω) for Ω either a ball in R
N or the whole RN . If in addition the
functional satisfies the symmetric bounded Palais-Smale condition, in short (SBPS)c(λ), at
the limit one finds a symmetric Mountain Pass critical point. We stress that, in various
situations (like noncompact problems) showing that, for some level c ∈ R, a functional
satisfies (SBPS)c is possible and quite direct (cf. [31, proof of Theorem 4.5]) while the
Palais-Smale condition, in general, fails [32, Theorem 8.4]. In fact, handling a (SBPS)c
sequence allows to exploit the compact embeddings of a spaces of symmetric functions
into a suitable Banach space (see e.g. [32, Section 1.5]). In some sense, as pointed out
in [31] as well, the additional information about the almost symmetry of the Palais-Smale
sequence provides an alternative to concentration-compactness [15, 16]. Notice that it is
meant that the energy functional is not apriori restricted to a space of symmetric functions
as usually done in applying the well known Palais’ symmetric criticality principle [17],
recently extended by the author [22] to a nonsmooth framework (see also [21]).
As a second goal, we shall extend the monotonicity trick to the class of continuous
functionals, in the framework of non-smooth critical point theory. If Ω ⊂ R2 is bounded,
applications of the monotonicity trick (see [8, 27]) have been provided for the problem
−∆u = λ(∫
Ω
eu)−1eu with Dirichlet boundary conditions, which is naturally associated
with the C1 functional f(λ; ·) : H10 (Ω)→ R defined by
f(λ; u) =
1
2
∫
Ω
|Du|2 − λ log
( 1
|Ω|
∫
Ω
eu
)
.
The previously mentioned equation can be also studied on a Riemannian manifold (M, g),
in which case the Laplace operator is replaced by the Laplace-Beltrami operator ∆g. More
generally, following some indications coming from differential geometry [30], one can think
of equations on a manifold, associated with functional having a kinetic part of of the form:∫
M
j(x, s,Ds)dµM(x), j(x, s(x), Ds(x)) = Gij(x, s(x))Dis(x)Djs(x),
which, due to the explicit dependence upon s(x) in the integrand, are non-smooth (not
even locally Lipschitz). In a similar fashion, in the context of diffusion processes such as
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heat-conduction, explicit dependence of the s(x) in the kinetic part of the functional has
to be expected in the case of non-homogeneous and non-isotropic materials (cf. [4, 29]).
Therefore, it is reasonable to think that some situations can occur where the functional
f(λ; ·) under study is of the form J(λ; u) − λI(u), where J(λ; ·) : X → R are merely
continuous (or even less regular) functionals while I(λ; ·) : X → R are C1 functionals. In
order to deal with this level of generality, we will use a suitable non-smooth critical point
theory, now well-established, developed about twenty years ago (see e.g. [5–7]).
The plan of the paper is as follows.
In Section 2, we recall a few notions and results from non-smooth critical point theory
and symmetrization theory. In Section 3 we state and comment the main result of the
paper (Theorem 3.1) as well as two useful consequences (Corollaries 3.2 and 3.3). Finally,
in Section 4, we provide the proofs of the results.
2. Some preliminary facts
In this section we recall abstract notions and results from non-smooth critical point and
symmetrization theories that will be used in the proof of the main results.
2.1. Tools from symmetrization theory. We refer to [31] and references therein.
2.1.1. Abstract symmetrization. Let X and V be two Banach spaces and S ⊆ X . We
consider two maps ∗ : S → S, u 7→ u∗ (symmetrization map) and h : S × H∗ → S,
(u,H) 7→ uH (polarization map), where H∗ is a path-connected topological space. We
assume the following conditions:
(1) X is continuously embedded in V ;
(2) h is a continuous mapping;
(3) for each u ∈ S and H ∈ H∗ it holds (u∗)H = (uH)∗ = u∗ and uHH = uH ;
(4) there exists (Hm) ⊂ H∗ such that, for u ∈ S, uH1···Hm converges to u∗ in V ;
(5) for every u, v ∈ S and H ∈ H∗ it holds ‖uH − vH‖V ≤ ‖u− v‖V .
Furthermore ∗ : S → V can be extended to the whole space X by setting u∗ := (Θ(u))∗ for
all u ∈ X , where Θ : (X, ‖ · ‖V )→ (S, ‖ · ‖V ) is a Lipschitz function such that Θ|S = Id|S.
It is readily seen that, within this framework, there exists CΘ > 0 such that
(2.1) ‖u∗ − v∗‖V ≤ CΘ‖u− v‖V , for all u, v ∈ X.
2.1.2. Concrete polarization. A subset H of RN is called a polarizer if it is a closed affine
half-space of RN , namely the set of points x which satisfy α · x ≤ β for some α ∈ RN and
β ∈ R with |α| = 1. Given x in RN and a polarizer H the reflection of x with respect to
the boundary of H is denoted by xH . The polarization of a function u : R
N → R+ by a
polarizer H is the function uH : RN → R+ defined by
(2.2) uH(x) =
{
max{u(x), u(xH)}, if x ∈ H
min{u(x), u(xH)}, if x ∈ RN \H .
The polarization CH ⊂ RN of a set C ⊂ RN is defined as the unique set which satisfies
χCH = (χC)
H , where χ denotes the characteristic function. The polarization uH of a
positive function u defined on C ⊂ RN is the restriction to CH of the polarization of the
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extension u˜ : RN → R+ of u by zero outside C. The polarization of a function which may
change sign is defined by uH := |u|H, for any given polarizer H .
2.1.3. Concrete symmetrization. The Schwarz symmetrization of a set C ⊂ RN is the
unique open ball centered at the origin C∗ such that LN(C∗) = LN(C), being LN the
N -dimensional outer Lebesgue measure. If the measure of C is zero we set C∗ = ∅, while if
the measure of C is not finite we put C∗ = RN . A measurable function u is admissible for
the Schwarz symmetrization if it is nonnegative and, for every ε > 0, the Lebesgue measure
of {u > ε} is finite. The Schwarz symmetrization of an admissible function u : C → R+ is
the unique function u∗ : C∗ → R+ such that, for all t ∈ R, it holds {u∗ > t} = {u > t}∗.
Considering the extension u˜ : RN → R+ of u by zero outside C, then u∗ = (u˜)∗|C∗ and
(u˜)∗|RN\C∗ = 0. The symmetrization for possibly changing sign u can be the defined by
u∗ := |u|∗. Let H∗ = {H ∈ H : 0 ∈ H} and Ω a ball in RN or the whole space RN . Then
let us set either
X = W 1,p0 (Ω), S = W
1,p
0 (Ω,R
+), V = Lp ∩ Lp∗(Ω)
or
X = S =W 1,p0 (Ω), V = L
p ∩ Lp∗(Ω), uH := |u|H , u∗ := |u|∗.
Then (1)-(5) in the abstract framework are satisfied (cf. e.g. [31]).
2.1.4. Symmetric approximation of curves. In the proof of the main result, in order to
overcome the lack (in general, cf. [1]) of continuity of the symmetrization map u 7→ u∗, we
shall need an approximation tool for continuous curves [31, Proposition 3.1], that we state
adapted to a particular framework. In the following, D and S will always denote the closed
unit ball and sphere in Rm with m ≥ 1.
Proposition 2.1. Let X and V be two Banach spaces, S ⊆ X, ∗ and H∗ which satisfy the
requirements of the abstract symmetrization framework (2.1.1). Let M be a closed subset
of D, disjoint from S, and γ ∈ C(D, X). Let H0 ∈ H∗ and γ(D) ⊂ S. Then, for every
δ > 0, there exists a curve γ˜ ∈ C(D, X) such that
‖γ˜(τ)− γ(τ)∗‖V ≤ δ, for all τ ∈M,
γ˜(τ) = γ(τ)H0H1···H[ϑ]Hϑ for all τ ∈ D, with ϑ ≥ 0, Hs ∈ H∗ for s ≥ 0, γ˜(τ) = γ(τ)H0 for
all τ ∈ S. Here [ϑ] denotes the largest integer less than or equal to ϑ and the polarizer Hϑ
is introduced in [31, Proposition 2.7].
2.2. Tools from non-smooth critical point theory. For definitions and notions in this
section, we refer the reader to [6,7] and the references therein. In the following (X, d) will
denote a metric space and B(u, δ) the open ball in X of center u and of radius δ.
Definition 2.2. Let f : X → R be a continuous function, and u ∈ X. We denote by
|df |(u) the supremum of the real numbers σ in [0,∞) such that there exist δ > 0 and a
continuous map H : B(u, δ)× [0, δ]→ X, such that, for every v in B(u, δ), and for every
t in [0, δ] it results
d(H(v, t), v) ≤ t, f(H(v, t)) ≤ f(v)− σt.
The extended real number |df |(u) is called the weak slope of f at u.
We recall from [7] a well known fact.
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Proposition 2.3. Let f : X → R be a continuous functional. If (uh) ⊂ X is a sequence
converging to u in X, then
|df |(u) ≤ lim inf
h
|df |(uh).
The next result establishes the connection between the weak slope of a function f and
its differential df(u), in the case where f is of class C1, see [7, Corollary 2.12].
Proposition 2.4. If X is an open subset of a normed space E and f is a function of class
C1 on X, then |df |(u) = ‖df(u)‖ for every u ∈ X.
We recall from [5] the following Quantitative Deformation Lemma (cf. [5, Theorem 2.3])
Lemma 2.5. Assume that X is a complete metric space and f : X → R is a continuous
functional, c ∈ R, A is a closed subset of X and δ, σ > 0 are such that
c− 2δ ≤ f(u) ≤ c+ 2δ and d(u,A) ≤ δ
σ
=⇒ |df |(u) > 2σ.
Then there exists a continuous map η : X × [0, 1]→ X such that
d(η(u, t), u) ≤ δ
σ
t, η(u, t) 6= u =⇒ f(η(u, t)) < f(u),
and
u ∈ A, c− δ ≤ f(u) ≤ c+ δ =⇒ f(η(u, t)) ≤ f(u)− (f(u)− c + δ)t,
for every u ∈ X and t ∈ [0, 1].
The previous notions allow us to give the next definition.
Definition 2.6. We say that u ∈ dom(f) is a critical point of f if |df |(u) = 0. We say
that c ∈ R is a critical value of f if there is a critical point u ∈ dom(f) of f with f(u) = c.
Finally, we consider a useful notion of (almost) symmetry for Palais-Smale sequences.
Definition 2.7. Let (X, ‖ · ‖) and (V, ‖ · ‖V ) be Banach spaces which are compatible with
the abstract symmetrization framework 2.1.1. We say that (un) ⊂ X is a Symmetric
Bounded Palais-Smale sequence at level c ∈ R ((SBPS)c-sequence) if (un) is bounded in
X, |df |(un)→ 0, f(un)→ c and, in addition,
lim
n→∞
‖un − u∗n‖V = 0.
We say that f satisfies the Symmetric Bounded Palais-Smale condition at level c ((SBPS)c
in short), if every (SBPS)c sequence admits a subsequence converging in X.
3. The results
In this section we state and prove the main results of the paper.
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3.1. Assumptions. Let (X, ‖ · ‖) and (V, ‖ · ‖V ) be two real Banach spaces, S ⊆ X , ∗ and
H∗ which satisfy the requirements of the abstract symmetrization framework (2.1.1). We
consider the following assumptions:
(H1) Let Λ ⊂ R be a compact interval and
f : Λ×X → R,
a family of functionals such that, for all λ ∈ Λ, f(λ; ·) is continuous.
(H2) If Γ0 ⊂ C(S;X), then for all λ ∈ Λ:
c(λ) > a(λ), a(λ) := sup
γ0∈Γ0
sup
τ∈S
f(λ; γ0(τ)),
where c(λ) is the Mountain Pass values defined by
(3.1) c(λ) := inf
γ∈Γ
sup
t∈D
f(λ; γ(t)), Γ := {γ ∈ C(D, X) : γ|S ∈ Γ0} (Γ 6= ∅).
(H3) For every sequence (λh, uh) ⊂ Λ×X with (λh) strictly increasing and converging to
λ for which there exists C ∈ R with
f(λh; uh) ≤ C, −f(λ; uh) ≤ C, f(λh; uh)− f(λ; uh)
λ− λh ≤ C, for all h ≥ 1,
then ‖uh‖ ≤ M for some number M =M(C) ≥ 0 and all h ≥ 1 and, for every ε > 0
f(λ, uh) ≤ f(λh; uh) + ε, for all h ≥ 1 sufficiently large.
(H4) For all γ ∈ Γ there are γˆ ∈ Γ and H0 ∈ H∗ with γˆ(D) ⊂ S and γˆ|H0S ∈ Γ0 such that
f(λ; γˆ(t)) ≤ f(λ; γ(t)), for all t ∈ D and λ ∈ Λ.
Moreover, for all λ ∈ Λ,
f(λ; uH) ≤ f(λ; u), for all H ∈ H∗ and u ∈ S.
3.1.1. Some remarks on the assumptions. Concerning (H2), it is a uniform Mountain Pass
geometry for the family of functions {f(λ; ·)}λ∈Λ. In the minimax principle one could also
allow a more general situation where Γ = Γ(λ) depends on λ. On the other hand, in this
case one needs some monotonicity property on Γ(λ), for instance Γ(λ) ⊆ Γ(µ), for every
λ < µ. One can think for instance to the two important (classical) cases:
Γ = {γ ∈ C([0, 1];X) : γ(0) = 0, γ(1) = v}, with f(λ; v) < 0, for all λ ∈ Λ,(3.2)
Γ(λ) = {γ ∈ C([0, 1];X) : γ(0) = 0, f(λ; γ(1)) < 0},(3.3)
corresponding in (H2) to the choice D = [0, 1], S = {0, 1} and Γ0 = {0, v}. Assuming that
the map λ 7→ f(λ; ·) is decreasing, then λ 7→ Γ(λ) is increasing. The choice of (3.2) for the
construction of c(λ) is probably the most classical and widely used, and it is precisely the
minimaxing family of curves used in [12,14]. Concerning condition (H3), it is precisely the
one originally formulated by Jeanjean and Toland [14] and it aims to select a particular
sequence (γn) of curves in Γ, which enjoy some good properties. As pointed out in [14,
Example 2.1], functionals of the form f(λ; u) = A(λ; u) − λB(u) satisfy (H3), under
suitable assumptions. If in addition A is independent of λ the last property in (H3)
automatically holds and the boundedness of (uh) follows by the coerciveness of either A(u)
or B(u) (cf. [12]). Finally, compared with [14], (H4) is the new additional assumption and
ON STRUWE-JEANJEAN-TOLAND MONOTONICITY TRICK 7
it constitutes the natural link with symmetrization theory. We stress that it is fulfilled in
a broad range of meaningful cases (see [21, 31]). In the Sobolev case S = W 1,p0 (Ω,R
+) ⊂
W 1,p0 (Ω) = X (cf. sections 2.1.1-2.1.3), choosing the family (3.2) one uses a function v ≥ 0
with vH0 = v and f(λ; v) < 0 for some H0 ∈ H∗ and all λ ∈ Λ. Hence, if γ ∈ Γ and γˆ(t) :=
|γ(t)| ∈ S, it follows that f(λ; γˆ(t)) ≤ f(λ; γ(t)) for all t ∈ [0, 1] and λ ∈ Λ if for instance
f(λ, | · |) ≤ f(λ, ·). Moreover, γˆ(0)H0 = 0 ∈ Γ0 and γˆ(1)H0 = vH0 = v ∈ Γ0. Choosing
instead the family (3.3), if we fix some H0 ∈ H∗, we have f(λ, γˆ(1)H0) = f(λ, |γ(1)|H0) ≤
f(λ, |γ(1)|) ≤ f(λ, γ(1)) < 0, so that again γˆ(0)H0, γˆ(1)H0 ∈ Γ0, as requested by the first
part of (H4). Similar choices are made in the case where one takes S = X =W
1,p
0 (Ω) (cf.
sections 2.1.1-2.1.3).
3.2. Statements. Under (H1)-(H4), we now state the main result of the paper.
Theorem 3.1. For almost every λ ∈ Λ, f(λ; ·) possesses a (SBPS)c(λ)-sequence.
In turn, under the same hypothesis, we also have the following
Corollary 3.2. For almost every λ ∈ Λ, f(λ; ·) possesses a critical point uλ ∈ X at level
c(λ) and with uλ = u
∗
λ, provided it satisfies (SBPS)c(λ).
Finally, inspired by Jeanjean [12, Corollary 1.2], we also have the following
Corollary 3.3. Let f(λ; ·) satisfy (SBPS)c(λ) for all λ ∈ [1 − σ, 1], where σ > 0. Then
there exists a sequence (λj, uj) ⊂ [1− σ, 1]×X such that λj ր 1 and for all j ≥ 1
(3.4) f(λj; uj) = c(λj), |df(λj; ·)|(uj) = 0, uj = u∗j .
The monotonicity trick in the form of [12, 14] is thus improved in light of the symmetry
conclusions, as commented in the introduction, provided that a symmetry assumption on f ,
that is (H4), is assumed. Corollary 3.3 is particularly useful for the study of the functional
f(1; ·) on the basis of the properties of the nearby functionals f(λj ; ·), when bounded Palais-
Smale sequences of f(λ; ·) are precompact for any λ ∈ [1−σ, 1] (in particular for λ = 1). In
fact, it is expected that starting from (3.4) (which imply, in a Sobolev functional framework,
that uj is a symmetric weak solution of an elliptic PDE, possibly in a suitable generalized
sense, and thus very likely it fulfills extra qualitative properties) one can deduce
sup
j≥1
‖uj‖ < +∞,
and (in turn, by uj ⇀ u in X as j →∞, up to a subsequence),
f(1; uj)→ c(1), |df(1; ·)|(uj)→ 0, as j →∞,
provided that λ 7→ c(λ) is left continuous (c.f. [12, lemma 2.3] where this proved in the C1
case), namely f(1; ·) admits a bounded Palais-Smale sequence at the Mountain Pass value
c(1). Therefore, by the precompactness of bounded Palais-Smale sequence for f(1; ·), one
can conclude that, uj → u in X as j → ∞, so that f(1; ·) admits a nontrivial symmetric
(u = u∗) critical point u at the Mountain Pass level c(1). The symmetry, of course, follows
by observing that (on account of (3.4) and (2.1))
‖u− u∗‖V ≤ ‖u− uj‖V + ‖uj − u∗j‖V + ‖u∗j − u∗‖V ≤ 2‖u− uj‖V ≤ C‖u− uj‖,
yielding the desired conclusion, since uj → u in X , as j → ∞. This line of argument has
been successfully followed, without the additional symmetry property, in [13], based upon
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the monotonicity trick of Jeanjean. Let us also mention that, in a more recent work [2], the
authors restrict the functional to a (Sobolev) space Xr of symmetric functions in order to
recover compactness. With the improved version of the principle given by Corollary 3.3, the
compactness would be recovered even working in the full space X , by crucially exploiting
that uj = u
∗
j , see (3.4), coming from the symmetry of the energy functional. Notice that,
in [2], the solution energy level is
cr(1) = inf
γ∈Γr
sup
t∈[0,1]
f(1; γ(t)), Γr = {γ ∈ C([0, 1], Xr) : γ(0) = 0, f(1; γ(1)) < 0},
while using Corollary 3.3, we would find the solution at the level
c(1) = inf
γ∈Γ
sup
t∈[0,1]
f(1; γ(t)), Γ = {γ ∈ C([0, 1], X) : γ(0) = 0, f(1; γ(1)) < 0},
thus maintaining the global minimizing property of the Mountain Pass value.
Finally, Theorem 3.1 and Corollary 3.2 hold for continuous functionals, in the framework
of non-smooth critical point theory, allowing applications to quasi-linear PDEs (cf. [20]).
Remark 3.4. A possible concrete framework where the abstract results can be applied
is the following. Let Ω be either the whole RN or the unit ball B ⊂ RN centered at the
origin, N > p ≥ 2, b > a > 0 and let f : [a, b]×W 1,p0 (Ω)→ R be the functional defined by
(3.5) f(λ; u) :=
∫
Ω
j(u, |∇u|) + 1
p
∫
Ω
|u|p − λ
∫
Ω
G(|x|, u),
where j ∈ C1(R × R+), t 7→ j(s, t) is strictly convex and increasing and there exist con-
stants α0, α1 > 0 such that α0t
p ≤ j(s, t) ≤ α1tp for all s ∈ R and t ∈ R+ (see e.g. the
monograph [20]). Then, if the functions G(|x|, s) = ∫ s
0
g(|x|, t)dt, g(|x|, s), js(s, t) and
jt(s, t) satisfy suitable assumptions, conditions (H1)-(H4) hold. In particular, it holds
f(λ; uH) ≤ f(λ; u), for all λ ∈ [a, b], any H ∈ H∗ and u ∈ W 1,p0 (Ω),
whenever r 7→ g(r, s) is decreasing, j(|s|, t) ≤ j(s, t) and G(|x|, s) ≤ G(|x|, |s|). Notice
that, if the growth of j is weakened into α0|ξ|p ≤ j(s, |ξ|) ≤ α(|s|)|ξ|p for some possibly
unbounded function α ∈ C(R), then (3.5) is merely lower semi-continuous from W 1,p0 (Ω)
to R ∪ {+∞}, for any λ ∈ [a, b]. Statements 3.1-3.3 are expected to hold also for lower
semi-continuous functionals with suitable assumptions [21]. On the other hand, in order
to avoid excessive technicalities, we prefer to confine the analysis to the continuous case.
4. Proof of the results
Let λ0 ∈ Λ be such that there exist Q(λ0) ∈ R and a strictly increasing sequence (λh)
converging to λ0 as h→∞ and
(4.1)
c(λh)− c(λ0)
λ0 − λh ≤ Q(λ0), for all h ≥ 1.
As pointed out in [14], due to a result of Denjoy, the set D ⊆ Λ of such points λ0 is
such that L1(Λ \D) = 0, where L1 denotes the one-dimensional Lebesgue measure (for a
λ ∈ Λ \D we would have the Dini’s derivatives equal to D−c(λ0) = D−c(λ0) = −∞, which
is only possible on a set of zero measure).
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First we formulate an improvement of [14, Lemma 2.1], where the existence of suitable,
almost symmetric paths in Γ enjoying special properties is obtained. We shall state the
result for lower semi-continuous functionals.
Lemma 4.1. Assume that f : Λ ×X → R ∪ {+∞} is a family of lower semi-continuous
functionals and that (H2)-(H4) hold. Let λ0 ∈ Λ be such that (4.1) is satisfied and let
(λh) be a related strictly increasing sequence converging to λ0. Then there exist h¯ ≥ 1,
two sequences of paths (γh)h≥h¯, (γ˜h)h≥h¯ ⊂ Γ with γh(D), γ˜h(D) ⊂ S, a sequence (Mh)h≥h¯ of
nonempty closed subsets of D, disjoint from S, and a positive constant M(λ0) such that
(4.2) ‖γ˜h(t)− γh(t)∗‖V ≤ λ0 − λh, for all t ∈Mh,
(4.3) f(λ0; γ˜h(t)) ≥ c(λ0)− λ0 + λh =⇒ ‖γ˜h(t)‖ ≤ M(λ0),
for all h ≥ h¯ and furthermore, for all ε > 0, it holds
(4.4) sup
t∈D
f(λ0; γ˜h(t)) ≤ sup
t∈D
f(λ0; γh(t)) ≤ c(λ0) + ε
for all h ≥ h¯ sufficiently large.
Proof. By the definition of c(λh), as in [14, Lemma 2.1], we can select a sequence (̺h) ⊂ Γ
of curves such that, for all h ≥ 1 large,
(4.5) sup
t∈D
f(λh; ̺h(t)) ≤ c(λh) + λ0 − λh.
In view (H4), up to substituting ̺h with ˆ̺h, without loss of generality for all h ≥ 1 we
may assume that ̺h(D) ⊂ S and ̺h|H0(h)S ∈ Γ0, for some polarizer H0(h) ∈ H∗. Let now
ϑ ∈ C(D,D) be defined by setting ϑ(τ) = τ |τ |−1 for all τ ∈ D \ D/2 and ϑ(τ) = 2τ for all
τ ∈ D/2. Consider now the curve γh : D→ X , defined as γh(τ) := ̺h(ϑ(τ)), for all τ ∈ D.
Then, γh ∈ Γ, γh(D) = ̺h(ϑ(D)) = ̺h(D) ⊂ S and, of course,
(4.6) sup
t∈D
f(λh; γh(t)) ≤ c(λh) + λ0 − λh.
Then, by arguing exactly as in the proof of [14, Lemma 2.1(ii)] by (H3), for all ε > 0,
(4.7) sup
t∈D
f(λ0; γh(t)) ≤ c(λ0) + ε
for every h ≥ 1 large enough. In view of assumption (H2), there exists ω = ω(λ0) > 0
small enough that c(λ0)− 3ω > a(λ0). Let us set
(4.8) Mh := (f(λ0; ·) ◦ γh)−1([c(λ0)− 3ω, c(λ0) + ω]).
Therefore, Mh ⊂ D is of course closed and nonempty (just take ε = ω in (4.7) and use the
definition of c(λ0)) for h ≥ h¯, for some h¯ = h¯(ω) ≥ 1. Moreover, Mh ∩ S = ∅ for all h ≥ h¯.
In fact, assume by contradiction that, for some h ≥ h¯, there exists τh ∈ Mh ∩ S. In turn,
by definition, there exists a sequence ξhj ⊂ D with ξhj → τh ∈ S as j →∞ and
c(λ0)− 3ω ≤ f(λ0; ̺h(ϑ(ξhj ))) ≤ c(λ0) + ω,
for all j ≥ 1. Then, noticing that ϑ(ξhj ) ∈ S for j ≥ 1 sufficiently large by the definition of
ϑ, we can conclude that
c(λ0)− 3ω ≤ f(λ0; ̺h(ϑ(ξhj ))) ≤ sup
τ∈S
f(λ0; ̺h(τ)) ≤ a(λ0) < c(λ0)− 3ω,
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yielding the desired contradiction. Then, on account of Proposition 2.1, for every h ≥ h¯,
there exists a curve γ˜h ∈ C(D, X) with γ˜h(D) ⊂ S such that ‖γ˜h(t)− γh(t)∗‖V ≤ λ0 − λh,
for all t ∈Mh and γ˜h(τ) = γh(τ)H0(h), for all τ ∈ S. In particular (4.2) holds. Furthermore,
it is γ˜h ∈ Γ, since
γ˜h|S = γh|H0(h)S = ̺h|H0(h)S ∈ Γ0.
Taking into account how γ˜h is constructed (by iterated polarizations, according to Lemma 2.1),
by assumption (H4) and inequality (4.6), for all h ≥ h¯ we have
(4.9) sup
t∈D
f(λh; γ˜h(t)) ≤ sup
t∈D
f(λh; γh(t)) ≤ c(λh) + λ0 − λh.
At this point, proceeding exactly as in the proof of [14, Lemma 2.1(i)] there exists a positive
constant M = M(λ0) such that implication (4.3) hold. Finally, by combining (4.7) with
f(λ0; γ˜h(t)) ≤ f(λ0; γh(t)) (again in light of (H4)) it also follows that (4.4) holds. 
We can now proceed with the proof of the main result, Theorem 3.1.
4.1. Proof of Theorem 3.1. Fix an arbitrary λ0 ∈ Λ such that condition (4.1) is satisfied
and let (λh) be a related strictly increasing sequence converging to λ0. We know that the set
D ⊆ Λ of such values has full measure L1(Λ). According to Lemma 4.1, there exist h¯ ≥ 1
(depending upon λ0), two sequences of paths (γh)h≥h¯, (γ˜h)h≥h¯ ⊂ Γ with γh(D), γ˜h(D) ⊂ S,
a sequence (Mh)h≥h¯ of nonempty closed subsets of D, disjoint from S, and a positive
constant M(λ0) such that conditions (4.2), (4.3) and (4.4) hold. Let ω = ω(λ0) be the
positive number which appears in the definition (4.8) of Mh. Then, for any fixed δ ∈ (0, ω]
small, there exists hδ ≥ h¯ such that the following facts hold:
sup
t∈D
f(λ0; γ˜hδ(t)) ≤ sup
t∈D
f(λ0; γhδ(t)) ≤ c(λ0) + δ, 0 < λ0 − λhδ ≤ δ,(4.10)
f(λ0; γ˜hδ(t)) ≥ c(λ0)− λ0 + λhδ =⇒ ‖γ˜hδ(t)‖ ≤ M(λ0),(4.11)
‖γ˜hδ(t)− γhδ(t)∗‖V ≤ δ, for all t ∈Mhδ .(4.12)
For all δ ∈ (0, ω], we denote by Aδ the closed set defined as follows
Aδ :=
{
u ∈ X : ‖u‖ ≤ M(λ0), u ∈ γ˜hδ(D) ∩ f(λ0; ·)−1([c(λ0)− 2δ, c(λ0) + 2δ])
}
,
and we set
Cδ := {u ∈ X : d(u,Aδ) ≤
√
δ, c(λ0)− 2δ ≤ f(λ0, u) ≤ c(λ0) + 2δ}.
Since f(λ0; ·) is continuous, Cδ is of course closed in X . We claim that Cδ 6= ∅, for any
δ ∈ (0, ω]. In fact, let wδ := γ˜hδ(tδ) ∈ S with tδ ∈ D, by continuity, such that
max
t∈D
f(λ0; γ˜hδ(t)) = f(λ0;wδ).
Then, it follows that
c(λ0)− 2δ ≤ c(λ0)− λ0 + λhδ ≤ c(λ0) ≤ f(λ0;wδ) ≤ c(λ0) + 2δ.
This, by virtue of (4.11), also yields ‖wδ‖ = ‖γ˜hδ(tδ)‖ ≤ M(λ0). Hence wδ ∈ Aδ and, in
turn, wδ ∈ Cδ, proving the claim. Given now δ ∈ (0, ω], assume by contradiction that
(4.13) ∀u ∈ X : u ∈ Cδ =⇒ |df(λ0; ·)|(u) > 2
√
δ.
ON STRUWE-JEANJEAN-TOLAND MONOTONICITY TRICK 11
By the Quantitative Deformation Lemma 2.5 (applied to f(λ0; ·) with the choice σ :=
√
δ),
we can find a continuous map ηδ : X × [0, 1]→ X with the following properties:
f(λ0; ηδ(u, t)) ≤ f(λ0; u), ‖ηδ(u, t)− u‖ ≤
√
δt,(4.14)
u ∈ Aδ, c(λ0)− δ ≤ f(λ0, u) ≤ c(λ0) + δ =⇒ f(λ0; ηδ(u, 1)) ≤ c(λ0)− δ,(4.15)
for all u ∈ X and t ∈ [0, 1]. Let now Θ : X → [0, 1] be a continuous function such that
Θ(u) = 0, for all u ∈ C1, C1 := {u ∈ X : f(λ0; u) ≤ a(λ0)},
Θ(u) = 1, for all u ∈ C2, C2 := {u ∈ X : f(λ0; u) ≥ c(λ0)− δ}.
Such a map exists since C1, C2 are nonempty closed subsets of X and C1 ∩ C2 = ∅. Then,
we consider the curve γˆ : D→ X defined by setting
γˆ(t) := ηδ(γ˜hδ(t),Θ(γ˜hδ(t))), for all t ∈ D.
Of course γˆ is continuous. Moreover, γˆ|S belongs to Γ0. In fact, taken τ ∈ S, we have
f(λ0; γ˜hδ(τ)) ≤ sup
γ0∈Γ0
sup
τ∈S
f(λ0; γ0(τ)) = a(λ0).
Then, by the definition and properties of ηδ and Θ, we have
γˆ(τ) = ηδ(γ˜hδ(τ),Θ(γ˜hδ(τ))) = ηδ(γ˜hδ(τ), 0) = γ˜hδ(τ), for every τ ∈ S.
Thus γˆ belongs to Γ. Consider now an arbitrary point t ∈ D. If it is the case that
f(λ0; γ˜hδ(t)) ≤ c(λ0)− (λ0 − λhδ),
then by the first inequality in (4.14), we have
(4.16) f(λ0; γˆ(t)) ≤ c(λ0)− (λ0 − λhδ).
On the contrary, in the case
f(λ0; γ˜hδ(t)) > c(λ0)− (λ0 − λhδ) ≥ c(λ0)− δ,
it then follows by (4.11) that ‖γ˜hδ(t)‖ ≤ M(λ0), namely, on account of (4.10)
γ˜hδ(t) ∈ Aδ, c(λ0)− δ ≤ f(λ0; γ˜hδ(t)) ≤ c(λ0) + δ,
yielding, by virtue of implication (4.15) and the definition of Θ,
(4.17) f(λ0; γˆ(t)) = f(λ0; ηδ(γ˜hδ(t), 1)) ≤ c(λ0)− δ ≤ c(λ0)− (λ0 − λhδ).
Hence, by combining inequalities (4.16)-(4.17), we conclude that
c(λ0) ≤ sup
t∈[0,1]
f(λ0; γˆ(t)) ≤ c(λ0)− (λ0 − λhδ) < c(λ0),
namely the desired contradiction. Therefore, by choosing δ = 1/j, there exists a sequence
(uj) ⊂ X (uj ∈ Cj), contained in the ball centered at the origin and of radius M(λ0) + 2,
such that f(λ0; uj) → c(λ0), as j → ∞, and |df(λ0; ·)|(uj) → 0, as j → ∞. At this stage,
we have proved that f(λ0; ·) admits a bounded Palais-Smale sequence at the Mountain
Pass value c(λ0). Let now Aj, Mj , γj and γ˜j denote Aδ, Mhδ , γhδ and γ˜hδ respectively, with
δ = 1/j for j ≥ 1/ω. We claim that Aj ⊂ γ˜j(Mj). If y ∈ Aj , there exists τ ∈ D with
y = γ˜j(τ) and c(λ0)− 2/j ≤ f(λ0; γ˜j(τ)) ≤ c(λ0) + 2/j, yielding, by (H4) and(4.10),
c(λ0)− 3ω ≤ c(λ0)− 2/j ≤ f(λ0; γ˜j(τ)) ≤ f(λ0; γj(τ)) ≤ c(λ0) + 1/j ≤ c(λ0) + ω.
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Hence, τ ∈ (f(λ0; ·) ◦ γj)−1([c(λ0)− 3ω, c(λ0) + ω]) ⊂Mj , namely y ∈ γ˜j(Mj), proving the
claim. Hence, from d(uj, Aj) ≤ 1/
√
j (recall that uj ∈ Cj), we deduce
(4.18) d(uj, γ˜j(Mj)) ≤ 1/
√
j.
According to Section 2.1.1, u∗j is defined. Moreover, for all τ ∈ Mj , since γ˜j(τ)∗ = γj(τ)∗
by construction and (3) of framework 2.1.1, we have ‖γj(τ)∗ − u∗j‖V ≤ CΘ‖γ˜j(τ) − uj‖V ,
by inequality (2.1). Then, for some constant C, on account of (4.12) and (4.18),
‖uj − u∗j‖V ≤ inf
τ∈Mj
[‖uj − γ˜j(τ)‖V + ‖γ˜j(τ)− γj(τ)∗‖V + ‖γj(τ)∗ − u∗j‖V ]
≤ inf
τ∈Mj
[
(1 + CΘ)K‖uj − γ˜j(τ)‖+ ‖γ˜j(τ)− γj(τ)∗‖V
] ≤ C/√j,
where K > 0 is the continuity constant of X →֒ V . This concludes the proof. 
4.2. Proof of Corollary 3.2. Let λ0 ∈ Λ such that there exists a (SBPS)c(λ0)-sequence
(uj) ⊂ X . Since f(λ0; ·) satisfies (SBPS)c(λ0), there exists a subsequence (ujm) of (uj)
which converges to some u in X . By Proposition 2.3, we have |df(λ0; ·)|(u) = 0. By
continuity, f(λ0; u) = c(λ0). Recalling (2.1),
‖u− u∗‖V ≤ lim
j→∞
(‖u− ujm‖V + ‖ujm − u∗jm‖V + ‖u∗jm − u∗‖V )(4.19)
≤ lim
j→∞
((1 + CΘ)K‖u− ujm‖+ ‖ujm − u∗jm‖V ) = 0,
yielding u = u∗, as desired. 
4.3. Proof of Corollary 3.3. There exists a strictly increasing sequence (λj) ⊂ [1− σ, 1]
converging to 1 such that, for each j ≥ 1, the functional f(λj; ·) admits a Symmetric
Bounded Palais-Smale sequence (ujm) at the Mountain Pass energy level c(λj), namely
lim
m
f(λj; u
j
m) = c(λj), lim
m
|df(λj; ·)|(ujm) = 0, lim
m
‖ujm − uj∗m‖V = 0.
Since f(λj; ·) satisfies (SBPS)c(λj), for all j ≥ 1 there exists a subsequence (ujmk) of (ujm)
such that ujmk → uj in X , as k → ∞. Recalling Proposition 2.3, we see that properties
(3.4) hold. Notice that the symmetry conclusion follows again as in (4.19). 
Acknowledgments. The author wishes to thank Louis Jeanjean for providing some very
useful suggestions and Daniele Bartolucci for pointing out some bibliographic references.
References
[1] F.J. Almgren, E.H. Lieb, Symmetric decreasing rearrangement is sometimes continuous, J. Amer.
Math. Soc. 2 (1989), 683773.
[2] A. Azzollini, A. Pomponio, On the Schro¨dinger equation in under the effect of a general nonlinear
term, Indiana Univ. Math. J. 58 (2009), 1361–1378
[3] A. Ambrosetti, M. Struwe, Existence of steady vortex rings in an ideal fluid, Arch. Rational
Mech. Anal. 108 (1989), 97–109.
[4] N.W. Ashcroft, N.D. Mermin, Solid State Physics, Saunders, 1976.
[5] J.N. Corvellec, Quantitative deformation theorems and critical point theory, Pacific. J. Math. 187
(1999), 263–279.
ON STRUWE-JEANJEAN-TOLAND MONOTONICITY TRICK 13
[6] J.N. Corvellec, M. Degiovanni, M. Marzocchi, Deformation properties for continuous func-
tionals and critical point theory, Topol. Methods. Nonlinear Anal. 1 (1993), 151–171.
[7] M. Degiovanni, M. Marzocchi, A critical point theory for nonsmooth functionals, Ann. Mat. Pura
Appl. 167 (1994), 73–100.
[8] W. Ding, J. Jost, J. Li, G. Wang, Existence results for mean field equations, Ann. Inst. H.
Poincare´ Anal. Non Line´aire 16 (1999), 653–666.
[9] V.L. Ginzburg, An embedding S2n−1 → R2n, 2n − 1 ≥ 7, whose Hamiltonian flow has no periodic
trajectories, Internat. Math. Res. Notices 1995, 83–97.
[10] M.R. Herman, Examples of compact hypersurfaces in R2p, 2p ≥ 6, with no periodic orbits. Hamil-
tonian systems with three or more degrees of freedom (S’Agaro´, 1995), 126, NATO Adv. Sci. Inst.
Ser. C Math. Phys. Sci., 533, Kluwer Acad. Publ., Dordrecht, 1999.
[11] L. Jeanjean, Local conditions insuring bifurcation from the continuous spectrum, Math. Z. 232
(1999), 651–664.
[12] L. Jeanjean, On the existence of bounded Palais-Smale sequences and application to a Landesman-
Lazer-type problem set on RN , Proc. Roy. Soc. Edinburgh Sect. A 129 (1999), 787–809.
[13] L. Jeanjean, K. Tanaka, A positive solution for a nonlinear Schro¨dinger equation on RN , Indiana
Univ. Math. J. 54 (2005), 443–464.
[14] L. Jeanjean, J.F. Toland, Bounded Palais-Smale mountain-pass sequences, C. R. Acad. Sci. Paris
Se´r. I Math. 327 (1998), 23–28.
[15] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The locally com-
pact case. I, Ann. Inst. H. Poincare´ Anal. Non Line´aire 1 (1984), 109–145.
[16] P.-L. Lions, The concentration-compactness principle in the calculus of variations. The locally com-
pact case. II, Ann. Inst. H. Poincare´ Anal. Non Line´aire 1 (1984), 223–283.
[17] R.S. Palais, The principle of symmetric criticality, Comm. Math. Phys. 69 (1979), 19–30.
[18] M. Schechter, W. Zou, An infinite-dimensional linking theorem and applications, J. Differential
Equations 201 (2004), 324–350.
[19] M. Schechter, W. Zou, Double linking theorem and multiple solutions, J. Funct. Anal. 205 (2003),
37–61.
[20] M. Squassina, Existence, multiplicity, perturbation, and concentration results for a class of quasi-
linear elliptic problems, Electron. J. Differential Equations, Monograph 7 2006, 213 pages, Texas State
University of San Marcos, Texas, USA.
[21] M. Squassina, Radial symmetry of minimax critical points for nonsmooth functionals, Commun.
Contemp. Math., to appear.
[22] M. Squassina, On the Palais principle for nonsmooth functionals, preprint, arXiv 1007.3593.
[23] M. Struwe, The existence of surfaces of constant mean curvature with free boundaries. Acta Math.
160 (1988), 19–64.
[24] M. Struwe, Existence of periodic solutions of Hamiltonian systems on almost every energy surface,
Bol. Soc. Brasil. Mat. 20 (1990), 49–58.
[25] M. Struwe, Une estimation asymptotique pour le modele de Ginzburg-Landau, C.R. Acad. Sci.
Paris Se´r. I Math. 317 (1993), 677–680.
[26] M. Struwe, Variational methods. Applications to nonlinear partial differential equations and Hamil-
tonian systems. Fourth edition. Springer-Verlag, Berlin, 2008, +302pp.
[27] M. Struwe, G. Tarantello, On multivortex solutions in Chern-Simons gauge theory, Boll. Unione
Mat. Ital. Sez. B Artic. Ric. Mat. 1 (1998), 109–121.
[28] A. Szulkin, W. Zou, Homoclinic orbits for asymptotically linear Hamiltonian systems, J. Funct.
Anal. 187 (2001), 25–41.
[29] T. Tritt, Thermal conductivity: theory, properties, and applications, Kluwer Academic/Plenum
Publishers, 2005.
[30] K. Uhlenbeck, Morse theory by perturbation methods with applications to harmonic maps, Trans.
Amer. Math. Soc. 267 (1981), 569–583.
[31] J. Van Schaftingen, Symmetrization and minimax principles, Commun. Contemp. Math. 7 (2005),
463–481.
14 MARCO SQUASSINA
[32] M. Willem, Minimax theorems, Progress in Nonlinear Differential Equations and their Applications,
24. Birkha¨user Boston, 1996, 162 pp.
[33] M. Willem, W. Zou, On a Schro¨dinger equation with periodic potential and spectrum point zero,
Indiana Univ. Math. J. 52 (2003), 109–132.
[34] W. Zou, M. Schechter, Critical point theory and its applications. Springer, 2006, 318pp.
Dipartimento di Informatica
Universita` degli Studi di Verona
Ca´ Vignal 2, Strada Le Grazie 15, I-37134 Verona, Italy
E-mail address : marco.squassina@univr.it
