Abstract. We derive lower bounds for probabilities of large deviations of sums of independent random variables in terms of tail probabilities for the number of successes in nonhomogeneous Bernoulli trials. These bounds are convenient if the Lyapunov ratio is great, and also in the case of bounded summands.
was obtained in [1] (see also [2] ). Here and below, B 2 = n j=1 E X 2 j , j = 1, . . . , n. On the other hand, in [3] another lower bound, P{S > Bx} (1 − Φ(x)) e −c 2 Λx
which holds for 1 < x < c1/Λ (where Λ is the Lyapunov ratio in terms of third absolute moments, cj are some positive constants with c2 < 1, c1c3 < 1) is obtained under the additional assumption E |Xj| 3 < ∞ (see also [4] ). The bounds (1) and (2) supplement each other; however, they do not cover all possible cases.
First, for Λ c1 the interval in which the bound (2) holds is degenerated. Second, it can happen that P{Xj > 2B} = 0 for every j and then the bound (1) turns out to be trivial.
Indeed, let, for example, Xj be identically distributed, P{X1 = 1} = P{X1 = −1} = p, P{X1 = 0} = 1 − 2p.
Obviously, in this case Λ = 1/ √ 2pn. Therefore, if np > 2/c 2 1 , then (2) is not applicable at all, and the bound (1) yields the trivial result P{S > x} 0 for np > 2.
In [1] it is shown (see the counterexample on p. 757) that the bound of the form
where α and β are any constants, is not always valid on the whole half-line x 0.
In the present paper we deduce the lower bounds for P{S > x} which are sharper than the bounds (1) and (2) specifically in the situation when the Lyapunov ratio is large, and summands Xj are either bounded or their distributions have fast decreasing tails. 
where
Proof. Let the independent random variables X 1 , . . . , X n be defined by the equalities
Xj L,
It is easily seen that
In this notation
where denotes the summation over j1 < j2 < · · · < j n−l and i1 < i2 < · · · < i l such that the sets j1, j2, . . . , j n−l and i1, i2, . .
where l > x/L, qj = 1 − 2pj. Comparing (5) and (6), we have
The assertion of Theorem 1 follows from (4) and (7) .
Using the inequality
where X s is the symmetrization of X, we obtain the following consequence. Corollary. For every positive x
Proof. In view of (8)
It remains to apply the bound (3). The bounds (3) and (9) contain the free parameter L. With increasing L the probabilities pj(L) and consequently the product n 1
(1 − pj(L)) increase. As for the probability P{p(L); x/L} as a function of L, the latter increases with increasing L. Therefore the optimization problem arises in each concrete case.
This problem is simplified if Xj are identically distributed. Indeed, it follows from (4) and (7) that for identically and symmetrically distributed Xj
where p = P{X1 L}. If the symmetry assumption does not hold, then
where p = P{X s 1
L}.
Let ηn be the number of successes in n Bernoulli trials with the probability of success p. P{ηn m0} > 1 2 .
Finally, for every l m0
Estimating the right-hand side of (12) with the help of the above inequalities, we see that
, which completes the proof of the lemma.
Example. Let Xj be identically distributed with the density
For large n the value Λ is close to c(α)
√ α, which means that for sufficiently large n the bound (2) is not applicable to P{S > x}. As for the bound (1) the latter implies the trivial result. Let us study what the bound (10) yields in the case involved. Obviously, for 1 L n
In view of (13) one may write this condition in the form
where γ = 2α/c(α, n), L 1. The function g(y) = y 1−α − y/n, y > 0, decreases with increasing y. Therefore the inverse function g
The condition L 1 holds if 2γx/n 1. Returning then to (13), we conclude that for z0 γx/n 1 2 , the inequality
holds, where
is valid. Notice that, in view of (13), P{X1 L} < 1 3 for L 2, n > 4. Applying then the inequalities (17) and e
−x−x 2 /(1−x)
2 < 1 − x, 0 < x < 1, we arrive at the bound
which is valid for n > 4 under the condition γx
The latter, in view of (16), ensures the condition L 2.
By (10) and (18)
if n > 4 and condition (19) is satisfied. Here p0(
It follows from (14) and (21) that
Combining (20), (22), and Lemma 1, we conclude that for n > 4
, one can, of course, put L = 2, but in this case the bound (10) will be nontrivial only for x 2n, though the support of the distribution of the random variable S coincides with the interval |x| < n 1+1/α . We consider the case x > 2 −α n/γ after the proof of Theorem 2. To evaluate the probability P{p(L); x/L} in Theorem 1 one can use the Poisson approximation. Many papers have been written on this subject. The most general results are contained in [5] , [6] , and [7] , where analogies of the well-known Cramér theorem on large deviations are deduced. A much more general case than Bernoulli trials is treated therein. However, from the standpoint of practical calculations the results obtained in [5] , [6] , and [7] are not quite convenient.
First, coefficients of the series, in terms of which the correction factor is described are not estimated. Second, the restrictions are imposed on the expectation of the random variable, the distribution of which is approximated with the Poisson law. That is the reason why we deduce the lower bound for the tail of the binomial distribution, which is free of the above-mentioned defects, although asymptotically it is not equally sharp.
Theorem 2. Let the random variables Xj take values L and 0 with the probabilities, respectively, pj and 1 − pj. Then for
holds, where γ, η are any positive numbers, 0 < ε 1,
Proof. First we introduce some notation. Put
Let F jh be the distribution function corresponding to the characteristic function fj
fj(h). It is easily seen that A(h) and B
2 (h), respectively, are the expectation and the variance of the distribution F h . It is known (see, e.g., [8, Chap. 16, section 7] ) that for any h > 0
In what follows we use the following lemma. Lemma 2. Let
A(h) = (1 + η)x, and x > γL. Then
(we omit the current index j at p and q). Further,
On the other hand, in view of (28) and condition (26),
and, consequently,
It follows from (29) and (31) that B 2 (h) < (1 + η) (1 + ε) xL. It remains to use the condition L < x/γ. The lemma is proved.
Let us clarify for which x the function h(x) satisfies condition (26). The next lemma answers this question.
Lemma 3. If
Proof. Denote by h1(x) the root of λLe
* be the greatest value of h for which condition (26) holds. Obviously, x * = ϕ(h * ) is the greatest of x for which h1(x) = ϕ −1 (x) satisfies (26). It is easily seen that
By (30)
A(h) λLe
, and this is equivalent to the assertion of the lemma.
We now prove the bound (24). With this purpose we put h = h((1 + η)x) in inequality (26). Obviously,
Thus,
where h = h ((1 + η) 
. It is easily seen that for any
Consequently,
and this is equivalent to the assertion of the theorem. Now return to the example following Lemma 1. The case x > 2 −α−2 n remains unexplored. Apply Theorem 2 to this case, letting for simplicity η = ε = 1, γ = 8. It follows then from (10) and (24) 
