Trigonometric Cherednik algebra at critical level and quantum many-body
  problems by Emsiz, E. et al.
ar
X
iv
:0
80
4.
00
46
v1
  [
ma
th.
RT
]  
1 A
pr
 20
08
TRIGONOMETRIC CHEREDNIK ALGEBRA AT CRITICAL
LEVEL AND QUANTUM MANY-BODY PROBLEMS
E. EMSIZ, E. M. OPDAM AND J. V. STOKMAN
Abstract. For any module over the affine Weyl group we construct a rep-
resentation of the associated trigonometric Cherednik algebra A(k) at critical
level in terms of Dunkl type operators. Under this representation the center of
A(k) produces quantum conserved integrals for root system generalizations of
quantum spin-particle systems on the circle with delta function interactions.
This enables us to translate the spectral problem of such a quantum spin-
particle system to questions in the representation theory of A(k). We use this
approach to derive the associated Bethe ansatz equations. They are expressed
in terms of the normalized intertwiners of A(k).
1. Introduction
The trigonometric Cherednik algebra [4, 5] depends on a root system R, a mul-
tiplicity function k, and a level c. For noncritical level c 6= 0 it is an indispensable
tool in the analysis of quantum Calogero-Moser systems with trigonometric poten-
tials. In this paper we use the trigonometric Cherednik algebra A(k) at critical level
c = 0 to analyze the root system generalizations of quantum spin-particle systems
on the circle with delta function interactions.
The study of one dimensional quantum spin-particle systems with delta function
interactions goes back to Lieb and Liniger [23]. These systems are particularly well
studied and have an amazingly rich structure, see, e.g., [23, 37, 26, 36, 35, 12], to
name just a few. They have been successfully analyzed by Bethe ansatz methods
and by quantum inverse scattering methods. We want to advertise here yet another
technique which is based on degenerate Hecke algebras. It allows us to extend the
Bethe ansatz techniques to quantum Hamiltonians with delta function potentials
along the root hyperplanes of any (affine) root system. This builds on many earlier
works, see, e.g., [12, 16, 13, 32, 7, 27, 20, 17, 9]. In special cases the associated
quantum system describes one dimensional quantum spin-particles with pair-wise
delta function interactions and with boundary reflection terms.
To clarify the interrelations between these techniques we feel that it is instructive
to start with a short discussion about the analysis of the quantum spin-particle
systems on the circle with delta function interactions using the classical Bethe
ansatz method. It goes back to the work of Lieb and Liniger [23] in case of the
quantum Bose gas. The extension of these techniques to quantum particles with
spin was considered, amongst others, by McGuire [25, 26], Flicker and Lieb [10],
Gaudin [11] and Yang [36].
Consider the natural action of Sn ⋉Z
n on Rn by permutations and translations
and choose a representation ρ : Sn ⋉ Z
n → GLC(M) (it encodes the spin of the
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quantum particles). Consider the quantum Hamiltonian
HMk = −∆− k
∑
1≤i<j≤n
m∈Z
δ(xi − xj +m)ρ(si,j;m)
with ∆ the Laplacean on R, k ∈ C a coupling constant, δ Dirac’s delta function
and si,j;m ∈ Sn ⋉ Zn the orthogonal reflection in the affine hyperplane
{x ∈ Rn |xj − xi = m}.
With the present choice of notations, coupling constant k < 0 (respectively k > 0)
corresponds to repulsive (respectively attractive) delta function interactions be-
tween the quantum particles.
A fundamental domain for the action of Sn ⋉ Z
n on Rn is
C+ = {x ∈ Rn |x1 > x2 > · · · > xn > x1 − 1}.
The Bethe hypothesis in this context (see [23]) is to look for eigenfunctions of
HMk that have an expansion in plane waves in each Sn ⋉ Zn-translate of C+. The
hypothesis is justified by the following result.
Theorem 1.1. Fix λ ∈ Cn such that λi 6= λj for i 6= j. Choose furthermore
mw ∈M (w ∈ Sn). There exists a unique M -valued continuous function fλ on Rn
satisfying
(i) fλ is an eigenfunction of HMk (in the weak sense) with eigenvalue given by
−λ2 := −∑nj=1 λ2j .
(ii) On each Sn ⋉ Z
n-translate of C+, fλ can be expressed as a sum of plane
waves ewλ (w ∈ Sn) with coefficients in M .
(iii) fλ|C+ =
∑
w∈Sn
mwe
wλ|C+.
The proof of the theorem encompasses an explicit recipe how to propagate∑
w∈Sn
mwe
wλ|C+ to the eigenfunction fλ of HMk . It is based on the reformula-
tion of the spectral problem HMk fλ = −λ2fλ as a boundary value problem. The
uniqueness of fλ is the subtle point, we discuss it in Section 5.
Fix λ ∈ Cn generic (to be made precise in the main text) and consider the
diagonal Sn ⋉ Z
n-action (w · f)(x) := ρ(w)f(w−1x) on the space of M -valued
functions on Rn. The study of the Sn-invariant eigenfunctions fλ has led to the
discovery of the famous Yang-Baxter equation with spectral parameters as follows
[25, 36]. Denote si,j = si,j;0 ∈ Sn and consider the elements
Y ki,j(u) =
u+ ksi,j
u− k , 1 ≤ i < j ≤ n
in the group algebra C[Sn] of Sn for generic u ∈ C. The Sn-invariance of the
eigenfunction fλ is equivalent to the plane wave coefficients mw being of the form
mw = ρ(J
k
w(λ))m (m ∈ M) with Jkw(λ) the unique elements in C[Sn] satisfying
Jk1 (λ) = 1 and
(1.1) Jksi,i+1w(λ) = Y
k
i,i+1(λw−1(i) − λw−1(i+1))si,i+1Jkw(λ)
for 1 ≤ i < n and w ∈ Sn. We denote the corresponding Sn-invariant eigenfunction
by fmλ . The consistency of (1.1) is equivalent to the Yi,j being unitary solutions of
the Yang-Baxter equation,
Y ki,j(u)Y
k
i,l(u + v)Y
k
j,l(v) = Y
k
j,l(v)Y
k
i,l(u+ v)Y
k
i,j(u), 1 ≤ i < j < l ≤ n,
Y ki,j(−u) = Y ki,j(u)−1, 1 ≤ i < j ≤ n.
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We now translate the requirement that fmλ is Z
n-invariant to explicit conditions
on m ∈ M . The group Sn ⋉ Zn is generated by Sn and one additional element π,
which we characterize here by its action on Rn,
π(x1, . . . , xn−1, xn) = (xn + 1, x1, . . . , xn−1).
There exists a unique extension of the Jkw(λ) to elements J
k
w(λ) (w ∈ Sn ⋉ Zn) in
the group algebra C[Sn ⋉ Z
n] of Sn ⋉ Z
n satisfying Jkpi (λ) = π and satisfying the
cocycle relation
Jkvw(λ) = J
k
v ((Dw)λ)Jw(λ) ∀ v, w ∈ Sn ⋉ Zn,
where D : Sn ⋉ Z
n → Sn is the natural surjective group homomorphism (omitting
the translation part). Then fmλ is Z
n-invariant if and only if m ∈ M satisfies the
Bethe ansatz equations
ρ(Jky (λ))m = e
λ(y)m, ∀ y ∈ Zn,
see Theorem 5.10. The Bethe ansatz equations (5.7) for special modules M were
derived in, e.g., [23, 26, 36, 11, 35].
Our results will show that for root system R of type A, the trigonometric Chered-
nik algebra A(k) at critical level c = 0 enters the analysis of these quantum systems
in three closely related ways:
(i) The quantum Hamiltonian HMk can be constructed from a family of com-
muting Dunkl type differential-reflection operators. These Dunkl operators,
together with the diagonal Sn ⋉ Z
n-action, give a presentation of A(k).
(ii) The propagation procedure, which extends a plane wave
∑
w∈Sn
mwe
wλ|C+
to the eigenfunction fλ of HMk , is governed by a representation of Sn ⋉Zn
defined in terms of integral-reflection operators. Together with the constant
coefficient differential operators it gives another presentation of A(k).
(iii) The cocycle {Jkw(λ)}w∈Sn⋉Zn comes from the action of the normalized in-
tertwiners of A(k) on principal series modules of A(k).
In this paper we discuss (i–iii) for arbitrary root systems R. It is subsequently used
to apply the Bethe ansatz methods to the root system generalizations of the spin-
particle systems on the circle with delta function interactions. It leads in particular
to the Bethe ansatz equations for any root system R (see Theorem 5.10).
2. Notations
2.1. Orthogonal reflections in affine hyperplanes. Let V be a Euclidean vec-
tor space with scalar product 〈·, ·〉. The linear dual V ∗ inherits from V the structure
of a Euclidean vector space and we also write 〈·, ·〉 for the associated scalar product
on V ∗. In this and the next subsection B denotes a commutative unital noetherian
R-algebra. For any real vector spaceM we use MB as a shorthand notation for the
B-module B ⊗R M . We extend the scalar products on V and on V ∗ to B-bilinear
forms on VB and V
∗
B, which we still denote by 〈·, ·〉. Let P (V ) denote the algebra of
real polynomial functions on V . We regularly identify PB(V ) := P (V )B with the
symmetric algebra S(V ∗B) of V
∗
B by interpreting ξ ∈ V ∗B as the B-valued polynomial
v 7→ ξ(v) on V .
Consider the space AffB(V ) := Aff(V )B of B-valued affine linear functions on
V . It is the subspace of PB(V ) consisting of B-valued polynomials of degree ≤ 1
on V . Under the natural identification PB(V ) ≃ S(V ∗B), the affine linear function
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φ ∈ AffB(V ) identifies with ξ + λ1 ∈ V ∗B ⊕ B1 (ξ ∈ V ∗B , λ ∈ B) where ξ is the
gradient Dφ of φ and λ = φ(0), i.e.
φ(v) = ξ(v) + λ, ∀ v ∈ V.
The co-vector ξ∨ ∈ V associated to ξ ∈ V ∗ \ {0} is defined by
η(ξ∨) = 2
〈η, ξ〉
〈ξ, ξ〉 , ∀ η ∈ V
∗.
For φ ∈ Aff(V ) with nonzero gradient, the map sφ : V → V defined by
sφ(v) = v − φ(v)(Dφ)∨, v ∈ V
is the orthogonal reflection in the affine hyperplane Vφ = {v ∈ V |φ(v) = 0}.
Observe that sφ is linear if φ is linear, in which case we also write sφ for its B-
linear extension sφ : VB → VB .
For v ∈ VB we define translation operators tv : VB → VB by
tv(v
′) = v + v′, v′ ∈ VB .
Note that f ◦ tv = tf(v) ◦ f for B-linear mappings f : VB → VB . Furthermore, for
φ ∈ Aff(V ) with nonzero gradient we have
(2.1) sφ = sDφtφ(0)(Dφ)∨ .
2.2. Root systems. Let R ⊂ V ∗ be a reduced, crystallographic root system in V ∗.
We assume that R is irreducible when considered as root system in spanR{R} ⊂ V ∗.
The associated co-root system is R∨ = {α∨}α∈R ⊂ V .
Note that we do not require that R spans V ∗. This allows us for instance to
consider the root system R = {ǫi−ǫj}1≤i6=j≤n of type An−1 with ambient Euclidean
space V ∗ = Rn, where {ǫi}ni=1 is the standard orthonormal basis of Rn.
The Weyl group W is the subgroup of O(V ) generated by the orthogonal reflec-
tions sα in the root hyperplanes Vα (α ∈ R), hence V has a canonical R[W ]-module
structure. By extension of scalars we consider VB as a B[W ]-module. In the dual
module V ∗B the action of sα is given explicitly by
sα(ξ) = ξ − ξ(α∨)α, ξ ∈ V ∗B
for α ∈ R.
We fix a full lattice X ⊂ V ∗ satisfying the following two properties:
(i) X contains the root lattice Q of R.
(ii) The lattice Y ⊂ V dual to X contains the co-root lattice Q∨ of R∨.
The conditions (i) and (ii) imply that X and Y are W -invariant. A key example
is R the root system of type An−1 with V
∗ = Rn and X =
⊕n
j=1 Zǫj .
Definition 2.1. The extended affine Weyl group associated to the above data is
W a =W ⋉ Y . The affine Weyl group is the normal subgroup W ⋉Q∨ of W a.
We will identify W a with the subgroup {wty}w∈W,y∈Y of the group of isometries
of V . The gradient map D : W a → W is the surjective group homomorphism
defined by D(wty) = w (w ∈ W , y ∈ Y ).
Fix b ∈ B. For w ∈W and y ∈ Y we set
(wty)
(b)(v) := (wtby)(v), v ∈ VB.
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This defines a left W a-action on VB . Observe that w
(1) = w and w(0) = Dw for
w ∈ W a. Furthermore,
w(b) ◦ λb = λb ◦ w, w ∈W a,
where λb(v) := bv (v ∈ VB).
By transposition the W a-action w 7→ w(b) on VB gives rise to left actions of
W a on PB(V ) ≃ S(V ∗B) by B-algebra automorphisms. The subspace AffB(V ) of
PB(V ) ≃ S(V ∗B) is W a-invariant for all scaling factors b ∈ B since
(2.2) (wtby)(ξ + λ1) = w(ξ) + (λ− bξ(y))1
for w ∈ W , y ∈ Y , ξ ∈ V ∗B and λ ∈ B.
Definition 2.2. The subset Ra = R + Z1 of V ∗ + R1 is the affine root system
associated to R.
By (2.2),
(wty)(a) = w(α) + (m− α(y))1, a = α+m1 ∈ Ra
for w ∈ W and y ∈ Y . By assumption the roots α ∈ R are contained in the lattice
X , hence α(y) ∈ Z for α ∈ R and y ∈ Y . Thus Ra is W a-invariant.
By (2.1) we have
sa = sαtmα∨ , a = α+m1 ∈ Ra.
Consequently the affine Weyl group W ⋉Q∨ is generated by the orthogonal reflec-
tions sa in the affine hyperplanes Va, where a runs over the set R
a of affine roots.
Note furthermore that wsaw
−1 = swa and Dsa = sDa for all a ∈ Ra and w ∈W a.
We fix a basis F of R. Denote R± for the associated positive and negative roots,
and θ ∈ R for the highest root of R with respect to F . The basis F of R extends to
a basis F a of Ra by adding the simple affine root a0 := −θ+1 to F . The associated
simple reflection sa0 will be denoted by s0. The positive and negative affine roots
are Ra,+ = (R + Z>0) ∪ R+ and Ra,− = −Ra,+ respectively. Define the length of
w ∈ W a by
l(w) = #
(
Ra,+ ∩ w−1(Ra,−)).
The following proposition is well known.
Proposition 2.3. Set Ω = {w ∈W a | l(w) = 0}.
(i) Ω is an abelian subgroup of W a, isomorphic to W a/(W ⋉Q∨) ≃ Y/Q∨.
(ii) ω ∈ Ω permutes the set F a of simple roots.
3. The trigonometric Cherednik algebra
3.1. The algebra HaL. Let L = C[c,k] be the polynomial algebra in the indeter-
minates c and the kO, where O runs over the set of W a-orbits in Ra. We write
kb = kWa(b) for b ∈ Ra, and k0 = ka0 .
Depending on the root system R and the lattice Y , we thus have one, two or
three commuting indeterminates kO. Concretely, if R is not of type Cn (n ≥ 1)
then theW a-orbits are of the formW a(β) with β running through a complete set of
representatives of theW -orbits of R. The same is true for R of type Cn if θ(Y ) = Z.
For R of type Cn (n ≥ 1) and θ(Y ) = 2Z we have two (if n = 1) or three (if n ≥ 2)
W a-orbits in Ra, namely W a(a0) and the W
a(β) with β ∈ R representatives of the
W -orbits in R (cf. [24]).
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Definition 3.1. [4, 5] The trigonometric Cherednik algebra (also known as the
degenerate double affine Hecke algebra) is the associative unital L-algebra HaL sat-
isfying:
(i) HaL contains S(V
∗
L ) and L[W
a] as subalgebras.
(ii) The multiplication map defines an isomorphism
S(V ∗L )⊗L L[W a]→ HaL
of L-modules.
(iii) The cross relations
(3.1) sa · ξ − s(c)a (ξ) · sa = −kaξ(Da∨), ∀ a ∈ F a, ∀ ξ ∈ V ∗.
(iv) ω · ξ = ω(c)(ξ) · ω for ω ∈ Ω and ξ ∈ V ∗.
Remark 3.2. The cross relations for α ∈ F read
sα · ξ − sα(ξ) · sα = −kαξ(α∨).
For a = a0 = −θ + 1 it becomes
s0 · ξ − (sθ(ξ) + cξ(θ∨)1) · s0 = k0ξ(θ∨).
The existence of HaL needs proof; it follows from an explicit realization of H
a
L
due to Cherednik [5], in terms of Dunkl-Cherednik operators. For the sake of
completeness we will recall it in the next subsection.
In the remainder of this subsection we consider the trigonometric Cherednik
algebra with specialized parameters. For c ∈ C and for a W a-invariant function
k : Ra → C (called a multiplicity function), we write Ha(k, c) for the complex asso-
ciative algebra obtained from HaL by specializing c and ka to c and ka, respectively.
We call c ∈ C the level of Ha(k, c). The sub-algebra H(k) of Ha(k, c) generated
by S(V ∗
C
) and C[W ] is independent of c. It is the degenerate affine Hecke algebra
[8, 24].
By induction on l(w) we have
(3.2) w ·ξ = (w(c)(ξ)) ·w−
∑
a∈Ra,+∩w−1Ra,−
kaξ(Da
∨)wsa, ∀w ∈ W a, ∀ ξ ∈ V ∗C
in Ha(k, c), cf. [30, Prop. 1.1]. The cross relations in Ha(k, c) between the simple
reflections sa (a ∈ F a) and p ∈ S(V ∗C ) can also be made explicit. For this we first
introduce rescaled roots a(c) (a = α+m1 ∈ Ra) by
a(c) = α+ cm1 ∈ Aff(VC).
Observe that s
(c)
a = sa(c) . We also use the notation sa(c) for the associated action
on S(V ∗
C
) ≃ P (VC) by algebra automorphisms. Observe that w(c)(a(c)) = (w(a))(c)
for w ∈ W a and a ∈ Ra. With these notations the cross relations (3.1) in Ha(k, c)
imply
(3.3) sa · p− sa(c)(p) · sa = ka
(
sa(c)(p)− p
a(c)
)
, ∀ a ∈ F a, ∀ p ∈ S(V ∗C ).
It follows from (3.3) that the center of the degenerate affine Hecke algebra H(k) is
the sub-algebra S(V ∗
C
)W of W -invariant elements in the symmetric algebra S(V ∗
C
)
(see [24] for details).
For c 6= 0 we haveHa(k, c) ≃ Ha(k/c, 1) as algebras, where k/c is the multiplicity
that takes value ka/c at a ∈ Ra. The map Ha(k, c) → Ha(k/c, 1) realizing the
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algebra isomorphism is determined by ξ 7→ cξ and w 7→ w for ξ ∈ V ∗
C
and w ∈W a.
The center of Ha(k, c) is trivial if c 6= 0 (cf. [2, Prop. 1.3.6] for R of type A).
We denote Ha(k) := Ha(k, 0) for the trigonometric Cherednik algebra at level
0. Its center is studied in [28]. In this paper we only need the simple observation
that S(V ∗
C
)W is contained in the center of Ha(k), in view of (3.3).
Remark 3.3. For the root system R of type A the spectrum of the center of Ha(k)
is explicitly described in [28]. It is called the trigonometric Calogero-Moser space.
In analogy with terminology for affine Lie algebras we call c = 0 the critical level
(cf. [6, 2]). The trigonometric Cherednik algebra Ha(k) at critical level is the main
object of study in this paper.
3.2. The Cherednik representation. For completeness we recall in this subsec-
tion the faithful representation of HaL in terms of Dunkl-Cherednik operators. We
start with two convenient lemmas for proving that some L[W a]-module M and a
suitable compatible family of L-linear operators on M give rise to a HaL-module
structure on M . The second lemma will be used at a later stage with specialized
parameters to construct a representation of the trigonometric Cherednik algebra
Ha(k) at critical level.
Lemma 3.4. Let M be a left L[W a]-module and N ⊆ M a L-submodule which
generates M as a L[W a]-module. Suppose furthermore that
(i) Tξ ∈ EndL(M) is a family of linear operators depending linearly on ξ ∈ V ∗.
(ii) The cross relations
saTξ − Ts(c)a (ξ)sa = −kaξ(Da
∨)IdM , a ∈ F a,
ωTξ − Tω(c)(ξ)ω = 0, ω ∈ Ω
are satisfied as endomorphisms of M , where Tξ+λ1 := Tξ+λIdM for ξ ∈ V ∗
and λ ∈ L.
(iii) The kernel of the commutator [Tξ, Tη] contains N for all ξ, η ∈ V ∗.
Then the Tξ (ξ ∈ V ∗) pair-wise commute as endomorphisms of M . Hence the
W a-action on M , together with ξ 7→ Tξ, turns M into a HaL-module.
Proof. The lemma is a direct consequence of the identities
(3.4) w[Tξ, Tη] = [T(Dw)ξ, T(Dw)η]w, ∀w ∈W a, ∀ ξ, η ∈ V ∗
in EndL(M). Formula (3.4) is a consequence of properties (i) and (ii) only. In
fact, it suffices to establish (3.4) for w = sa (a ∈ F a) and for w = ω ∈ Ω, in which
case it follows by straightforward computations from (i) and (ii). 
We have the following dual version of Lemma 3.4.
Lemma 3.5. Let M be a left L[W a]-module. Let p : M → N be a L-linear map
to some L-module N such that {0} is the only L[W a]-submodule of M contained in
the kernel ker(p) of p.
Suppose furthermore the existence of a family of L-linear operators Tξ on M
satisfying conditions (i) and (ii) of Lemma 3.4.
If the image of the commutator [Tξ, Tη] is contained in ker(p) for all ξ, η ∈ V ∗,
then the Tξ (ξ ∈ V ∗) pair-wise commute as endomorphisms of M . In this situation
the W a-action on M , together with ξ 7→ Tξ, turns M into a HaL-module.
Proof. Analogous to the proof of Lemma 3.4. 
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Lemma 3.4 can be used to verify that HaL admits a realization in terms of Dunkl-
Cherednik operators [5]. In the present set-up it involves some small adjustments
since we do not require k0 = kθ. It relates to the extension to nonreduced root
systems from [30].
We write the standard basis of the group algebra L[Y ] as {ey}y∈Y . The algebra
structure is then governed by eyey
′
= ey+y
′
and e0 = 1. Interpreting L[Y ] as
the algebra of regular L-valued functions on V ∗
C
/2π
√−1X , the basis element ey
corresponds to the trigonometic function ξ 7→ eξ(y).
Definition 3.6. (cf. [28]) The trigonometric Weyl algebra AL is the unique unital
associative L-algebra satisfying
(i) AL contains S(V ∗L ) and L[Y ] as subalgebras.
(ii) The multiplication map defines an isomorphism
S(V ∗L )⊗L L[Y ]→ AL
of L-modules.
(iii) The cross relations
[ξ, ey] = cξ(y)ey
for all ξ ∈ V ∗ and y ∈ Y .
The indeterminates ka in AL are merely dummy parameters. We include them
in the definition of AL to avoid ground ring extensions at later stages.
The existence of AL is immediate, since it can be realized as the L-subalgebra
of EndL(L[Y ]) generated by L[Y ] (viewed as multiplication operators) and by c∂ξ
(ξ ∈ V ∗
C
), where ∂ξ is the L-linear derivation ∂ξe
y = ξ(y)ey (y ∈ Y ) of L[Y ].
With k and c specialized to a fixed multiplicity function k : R → C and a
level 0 6= c ∈ C, the associated specialized complex algebra A(c) is the algebra of
differential operators on the compact torus
√−1V ∗/2π√−1X with regular coeffi-
cients. For c = 0 it is the algebra of regular functions on the cotangent bundle of√−1V ∗/2π√−1X . It inherets the structure of a Poisson algebra from the semi-
classical limit of A(c) as c→ 0.
Let A(δ)L be the right localization of AL at δ :=
∏
α∈R+(1 − e−2α
∨
). It is easy
to check that A(δ)L is a ring containing AL. Denote L[Y ](δ) = A(δ)L ⊗AL L[Y ].
The Weyl group W acts naturally by L-algebra automorphisms on AL and A(δ)L .
We write A(δ)L #W for the associated smashed product L-algebra. It is isomorphic
to A(δ)L ⊗L L[W ] as L-modules. The localized A(δ)L -module L[Y ](δ) is a faithful
A(δ)L #W -module. We call it the basic representation of A(δ)L #W .
To give Cherednik’s realization ofHaL as L-subalgebra ofA(δ)L #W it is convenient
to use the following reparametrization of k. Define lα (α ∈ R) by
lα =
{
kα, α 6∈Wθ,
k0, α ∈Wθ
and set ρ(k) = 12
∑
α∈R+ kαα
∨ ∈ VL.
For ξ ∈ V ∗ we define the Dunkl-Cherednik operator [5, 30] by
(3.5) Dξ := ξ +
∑
α∈R+
ξ(α∨)
(
kα + lαe
−α∨
1− e−2α∨
)
(1− sα)− ξ(ρ(k)) ∈ A(δ)L #W.
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Under the basic representation of A(δ)L #W it restricts to an operator on L[Y ].
If θ(Y ) = Z then a0 ∈ W aθ, hence k0 = kθ and lα = kα for all α ∈ R. In this
case
Dξ = ξ +
∑
α∈R+
kαξ(α
∨)
1
1− e−α∨ (1 − sα)− ξ(ρ(k)),
which is the Dunkl-Cherednik operator associated to the reduced root system R
(see [5]). If θ(Y ) = 2Z then R is of type Cn for some n ≥ 1. In this case Dξ is the
Dunkl-Cherednik operator associated to the nonreduced root system of type BCn
(see [30]).
We now give Cherednik’s well known realization of HaL as subalgebra of A(δ)L #W .
It ensures that the L-algebra HaL, as defined in Definition 3.1, exists.
Theorem 3.7. [5] The assignments
ξ 7→ Dξ, ξ ∈ V ∗,
w 7→ w, w ∈ W,
ty 7→ ey, y ∈ Y
(3.6)
uniquely extend to an injective L-algebra homomorphism HaL → A(δ)L #W .
Proof. We sketch a proof based on Lemma 3.4. Composing with the basic represen-
tation of A(δ)L #W we view the right hand sides of (3.6) as elements in EndL(L[Y ]).
The verification that the assignments extend to an L-algebra homomorphism then
reduces to the cross relations by Lemma 3.4 applied to the L[W a]-module L[Y ],
Tξ = Dξ (ξ ∈ V ∗) and N = Le0. The cross relations can be verified by direct
computations (cf. [31]). Injectivity follows by a standard argument. 
We write p(D) for the element in A(δ)L #W corresponding to p ∈ S(V ∗L ).
Specializing k to a multiplicity function k : R→ C and the level c to a noncritical
value 0 6= c ∈ C, Theorem 3.7 gives rise to the faithful Cherednik representation of
Ha(k, c) on C[Y ] in which ξ ∈ V ∗
C
acts by the Dunkl-Cherednik operator
Dξ := c∂ξ +
∑
α∈R+
ξ(α∨)
(
kα + lαe
−α∨
1− e−2α∨
)
(1− sα)− ξ(ρ(k)) ∈ EndC(C[Y ])
(with the obvious meaning of lα and ρ(k)). The corresponding differential-reflection
operators p(D) restrict to endomorphisms of C[Y ]W if p ∈ S(V ∗
C
)W , in which case
it acts as a differential operator. The resulting commuting differential operators
{p(D)}p∈S(V ∗
C
)W on C[Y ]
W are, up to a gauge factor, the conserved quantum in-
tegrals of the quantum trigonometric Calogero-Moser system associated to R (re-
spectively the nonreduced root system of type BCn) if θ(Y ) = Z (respectively
θ(Y ) = 2Z), see [29] and [18, Part I §2.2]. Specialized at critical level c = 0
the {p(D)}p∈S(V ∗
C
)W relate to the classical conserved integrals of the trigonometric
Calogero-Moser system.
At critical level c = 0 various other representations of Ha(k) are known that
involve Dunkl type operators, see e.g. [4, 6, 9]. In [4, 6] Dunkl operators with
infinite reflection terms are used (it relates to quantum elliptic Calogero-Moser
systems). In [9] representations of Ha(k) are considered that involve Dunkl type
operators involving jumps over the affine root hyperplanes. It relates to quantum
integrable Calogero-Moser type systems with delta function potentials. In Section
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4 we generalize the latter representations. It allows us to include quantum spin-
particle systems with delta function potentials in the present framework. In these
cases the action of the commutative subgroup Y of W a is by translations. This is
a key difference to Theorem 3.7, where Y acts by multiplication operators.
3.3. Intertwiners. The algebra Ha(k, c) gives rise to a large supply of nontriv-
ial W a-cocycles. The construction uses the normalized intertwiners associated to
Ha(k, c).
Let Ha(k, c)loc be the localized trigonometric Cherednik algebra obtained by
right-adjoining the inverses of a(c)+ka toH
a(k, c) for all a ∈ Ra. DenoteHa(k, c)×loc
for the group of units in Ha(k, c)loc.
Proposition 3.8. [5] There exists a unique group homomorphism W a → Ha(k, c)×loc,
denoted by w 7→ Ik,cw , satisfying
Ik,csa = (sa · a(c) + ka) · (a(c) − ka)−1, a ∈ F a,
Ik,cω = ω, ω ∈ Ω.
Furthermore,
Ik,cw · p = w(c)(p) · Ik,cw ∀w ∈W a, ∀ p ∈ S(V ∗C )
in Ha(k, c)loc.
The Ik,cw (w ∈W a) are called the normalized intertwiners associated to Ha(k, c).
Observe that the Ik,cw for w ∈ W are independent of the level c.
Consider the set Sk,c consisting of t ∈ VC satisfying a(c)(t) 6= ka for all a ∈ Ra.
Note that Sk,c is invariant for the action t 7→ w(c)(t) of W a on VC. For t ∈ Sk,c
consider the character
χt : S(V
∗
C )loc → C, p 7→ p(t),
where S(V ∗
C
)loc is the localized algebra obtained by adjoining the inverses of a
c+ka
to S(V ∗
C
)loc for all a ∈ Ra (which canonically is a sub-algebra of Ha(k, c)loc). The
map w 7→ w⊗χt 1 for w ∈ W a gives a vector space identification between the group
algebra C[W a] and the principal Ha(k, c)loc-module M(t) := Ind
Ha(k,c)loc
S(V ∗
C
)loc
(χt). For
w ∈ W a and t ∈ Sk,c denote Ik,cw (t) for the element in the group algebra C[W a]
associated to Ik,cw ⊗χt 1 ∈ M(λ). In other words, Ik,cw (t) =
∑
v∈Wa p
w
v (t)v if the
normalized intertwiner Ik,cw expands as I
k,c
w =
∑
v∈Wa v · pwv (pwv ∈ S(V ∗C )loc) in
Ha(k, c)loc. The I
k,c
w (t) satisfy (and are uniquely characterized by)
Ik,csa (t) =
a(c)(t)sa + ka
a(c)(t)− ka ,
Ik,cω (t) = ω,
Ik,cστ (t) = I
k,c
σ (τ
(c)(t))Ik,cτ (t)
(3.7)
for a ∈ F a, ω ∈ Ω and σ, τ ∈ W a.
Remark 3.9. The cocycle {Ik,cw (t)}w∈Wa gives rise to unitary solutions of generalized
Yang-Baxter equations with spectral parameters (see [3] for the general theory)
and plays a key role in the description of the Bethe ansatz equations associated
to quantum spin-particle systems with delta function interactions. For the latter
application one is forced to consider the cocycle at critical level c = 0. The basic
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example is for R of type An−1 and X =
⊕n
j=1 Zǫj , in which case we have discussed
these observations in detail in the introduction. One of the main goals in the present
paper is to give similar interpretations of the cocycle {Ik,0w (t)}w∈Wa for arbitrary
affine Weyl groups W a.
Denote
ik,cw (t) = χ
(
Ik,cw (t)
)
, w ∈W a,
where χ : C[W a]→ C is the algebra homomorphism mapping w to 1 for all w ∈W a.
By induction on the length l(w) of w ∈ W a we have
(3.8) ik,cw (t) =
∏
a∈Ra,+∩w−1Ra,−
a(c)(t) + ka
a(c)(t)− ka , w ∈ W
a.
In particular,
ik,cw (t) =
∏
α∈R+∩w−1R−
α(t) + kα
α(t) − kα , w ∈W,
which is independent of c. At critical level c = 0 we write Ikw(t) = I
k,0
w (t) and
ikw(t) = i
k,0
w (t). We furthermore set I
k
y (t) = I
k
ty
(t) and iky(t) = i
k
ty
(t) for y ∈ Y . Let
C[W a]× be the group of units in C[W a].
Proposition 3.10. Let t ∈ Sk := Sk,0.
(i) The map
y 7→ Iky (t)
defines a group homomorphism Y → C[W a]×.
(ii) Suppose that θ(Y ) = Z. Then
(3.9) iky(t) =
∏
α∈R+
(
α(t) + kα
α(t) − kα
)α(y)
for y ∈ Y .
(iii) Suppose that θ(Y ) = 2Z. Then
(3.10) iky(t) =
∏
α∈R+:
α6∈Wθ
(
α(t) + kα
α(t) − kα
)α(y) ∏
β∈R+:
β∈Wθ
(
β(t) + kθ
β(t) − kθ
) β(y)
2
(
β(t) + k0
β(t) − k0
) β(y)
2
for y ∈ Y .
Proof. (i). This follows from the cocycle property of Ikw(t) (the last identity of
(3.7)) since translations ty (y ∈ Y ) act trivially under the action w 7→ w(0) = Dw
of W a on VC.
(ii) & (iii). For y ∈ Y we have
Ra,+ ∩ t−1y Ra,− = {α+m1 | α ∈ R, B(α) ≤ m < B(α) + α(y)}
where B(α) = 1 if α ∈ R− and = 0 if α ∈ R+. Using the convention that∏m
r=l cr = 1 if l > m we can thus write
(3.11) iky(t) =
∏
α∈R+
α(y)−1∏
m=0
α(t) + kα+m1
α(t)− kα+m1
−α(y)∏
m=1
α(t) − k−α+m1
α(t) + k−α+m1
.
If θ(Y ) = Z then ka = kDa for all a ∈ Ra and (3.11) reduces to (3.9).
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If θ(Y ) = 2Z then ka = kDa for a ∈ Ra with Da 6∈ Wθ. Furthermore, for
α ∈ Wθ we have kα+(2m)1 = kθ and kα+(2m+1)1 = k0 for m ∈ Z. Formula (3.11)
then becomes (3.10) after straightforward computations. 
4. Representations of the trigonometric Cherednik algebra at
critical level
We fix anW a-invariant multiplicity function k : Ra → C throughout this section.
4.1. The algebra A(k). In the next subsection we give the representation of the
trigonometric Cherednik algebra Ha(k) at critical level in terms of vector-valued
Dunkl-type operators. To avoid the use of twisted affine root systems it is conve-
nient to work with an adjusted presentation of Ha(k), which we give now first.
Definition 4.1. Let A(k) be the unital associative algebra over C satisfying:
(i) A(k) contains S(VC) and C[W
a] as subalgebras.
(ii) The multiplication map defines an isomorphism
S(VC)⊗C C[W a]→ A(k).
(iii) The cross relations
sa · v − sDa(v) · sa = −kaDa(v), ∀ a ∈ F a
for all v ∈ VC.
(iv) ω · v = (Dω)(v) · ω for ω ∈ Ω and v ∈ VC.
The cross relations (iii) may be replaced by
(4.1) sa · p− sDa(p) · sa = ka∆Da(p) ∀ a ∈ F a, ∀ p ∈ S(VC),
where the divided difference operator ∆α : S(VC)→ S(VC) (α ∈ R) is given by
∆α(p) =
sα(p)− p
α∨
, p ∈ S(VC).
Induction to the length of w ∈W a also proves the commutation relations
(4.2) w · v = ((Dw)v) · w −
∑
a∈Ra,+∩w−1Ra,−
ka(Da)(v)wsa ∀w ∈ W a, ∀ v ∈ V
in A(k) (cf. (3.2)). The algebra A(k) is the trigonometric Cherednik algebra at
critical level, as follows from the following lemma.
Lemma 4.2. Let k∨ be the multiplicity function k∨a = 2ka/〈Da,Da〉 (a ∈ Ra).
The assignments v 7→ 〈v, ·〉 ∈ V ∗
C
and w 7→ w for v ∈ VC and w ∈ W a uniquely
extend to a unital algebra isomorphism A(k∨)→ Ha(k).
Proof. Straightforward check. 
It is convenient to alter the notations for the cocycles Ikw(t) ∈ C[W a] (w ∈ W a)
accordingly. It results in the following definitions and formulas.
Let Ck ⊂ V ∗C be the W -invariant set of vectors λ ∈ V ∗C satisfying λ(Da∨) 6= ka
for all a ∈ Ra. For λ ∈ Ck there exists unique Jkw(λ) ∈ C[W a] (w ∈ W a) satisfying
Jksa(λ) =
λ(Da∨)sa + ka
λ(Da∨)− ka , a ∈ F
a,
Jkω(λ) = ω, ω ∈ Ω,
Jkστ (λ) = J
k
σ ((Dτ)λ)J
k
τ (λ), σ, τ ∈ W a.
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Denoting jkw(λ) = χ(J
k
w(λ)) (w ∈W a) and jky (λ) = jkty (λ) (y ∈ Y ), we have
(4.3) jkw(λ) =
∏
α∈R+∩w−1R−
λ(α∨) + kα
λ(α∨)− kα , w ∈ W
and
(4.4)
jky (λ) =
∏
α∈R+:
α6∈Wθ
(
λ(α∨) + kα
λ(α∨)− kα
)α(y) ∏
β∈R+:
β∈Wθ
(
λ(β∨) + kθ
λ(β∨)− kθ
) β(y)
2
(
λ(β∨) + k0
λ(β∨)− k0
) β(y)
2
for y ∈ Y . If θ(Y ) = Z then the latter formula simplifies to
jky (λ) =
∏
α∈R+
(
λ(α∨) + kα
λ(α∨)− kα
)α(y)
, y ∈ Y.
4.2. The Dunkl type operators. For a complex associative algebra A we write
ModA for the category of complex left A-modules. The category ModC[Wa] is a
tensor category with unit object the trivial W a-module, which we denote by I.
In this subsection we define an explicit functor F kdr : ModC[Wa] → ModA(k) using
vector valued Dunkl type operators (the subindex “dr” stands for “differential-
reflection”). It extends results from the paper [9], in which the A(k)-module F kdr(I)
was constructed. The Dunkl type differential-reflection operators will have the
special feature that at the chamber w−1C+ (w ∈ W a) the number of occuring re-
flection terms is equal to the “distance” l(w) of w−1C+ to the fundamental chamber
C+. Special cases and other examples of such differential-reflection operators were
considered in [32, 27, 20, 19, 9].
Recall that Va = a
−1(0) is the affine root hyperplane of the affine root a ∈ Ra.
Denote Vreg = V \ ∪a∈Ra,+Va for the set of regular elements in V . It is well known
that
Vreg =
⋃
w∈W⋉Q∨
w(C+)
(disjoint union), with C+ ⊂ Vreg given by
C+ = {v ∈ V | a(v) > 0 ∀ a ∈ F a}.
Furthermore, the subgroup Ω of length zero elements in W a permutes F a, hence
it acts on the fundamental domain C+. In particular, W
a permutes the connected
components C = {w(C+) |w ∈ W ⋉ Q∨} of Vreg. We call C ∈ C a chamber, and
C+ the fundamental chamber.
Denote Cω(V ) be the space of complex-valued, real analytic functions on V .
For a complex left W a-module M we now define a suitable space of M -valued
functions on V which are real analytic on Vreg, but which are “fuzzy” on the affine
root hyperplanes, in the sense that we do not specify its values on the affine root
hyperplanes (cf. Remark 4.4(ii)).
Definition 4.3. Let M be a complex left W a-module. We write Bω(V ;M) for
the complex vector space of functions f : Vreg → M satisfying, for all C ∈ C,
f |C = fC |C for some fC ∈ Cω(V )⊗C M (algebraic tensor product).
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Remark 4.4. (i) The map f 7→ (fC)C∈C defines a complex linear isomorphism
Bω(V ;M) → ∏C∈C(Cω(V ) ⊗M). We will use this identification without further
reference.
(ii) A function f ∈ Bω(V ;M) can be interpreted as a multi M -valued function on
V by defining
f(v) = {fC(v)}C∈C: v∈C
for any v ∈ V , where C is the closure of the chamber C in the Euclidean space V .
The space Bω(V ;M) is a W a-module by(
w · f)(v) = w(f(w−1(v))), w ∈W a, f ∈ Bω(V ;M), v ∈ Vreg.
We denote the action by a dot to avoid confusion with theW a-action onM . Viewing
the fC ’s as M -valued functions on V , the action can be expressed as (w · f)C(v) =
w
(
fw−1C(w
−1v)
)
for w ∈W a, C ∈ C and v ∈ V . Alternatively it can be expressed
as (w · f)C = (w ⊗ w)fw−1C , viewed as identity in Cω(V )⊗C M . Here we use the
naturalW a-action on Cω(V ), given by (wg)(v) := g(w−1v) for g ∈ Cω(V ), w ∈W a
and v ∈ V .
Let I : R× → {0, 1} be the indicator function of R<0 and write Ia(v) := I(a(v))
for a ∈ Ra,+ and v ∈ Vreg . Then
Ia|w−1C+ ≡
{
1 if wa ∈ Ra,−,
0 if wa ∈ Ra,+.
In particular, for w ∈ W a we have Ia|w−1C+ ≡ 1 only if a is a positive affine root
from the finite set Ra,+ ∩w−1Ra,−. This ensures that the Dunkl type operator
(4.5) Dk,Mv f = ∂vf −
∑
a∈Ra,+
ka(Da)(v)Ia(·)(sa · f), f ∈ Bω(V ;M)
for v ∈ V defines a well defined linear operator on Bω(V ;M), where
(∂vf)(v
′) =
d
dt
∣∣∣∣
t=0
f(v′ + tv)
for v′ ∈ Vreg is the directional derivative of f in the direction v ∈ V . Indeed, on
a fixed chamber w−1C+ ∈ C (w ∈ W a) the formula (4.5) for the Dunkl operator
gives
(4.6) (Dk,Mv f)w−1C+ = ∂vfw−1C+ −
∑
a∈Ra,+∩w−1Ra,−
ka(Da)(v)(sa ⊗ sa)fsaw−1C+
as identity in Cω(V )⊗C M .
Theorem 4.5. LetM be aW a-module and k anW a-invariant multiplicity function
on Ra. The assignments
v 7→ Dk,Mv , v ∈ V,
w 7→ w·, w ∈W a
uniquely extend to an algebra homomorphism πk,M : A(k)→ EndC
(
Bω(V ;M)
)
.
Proof. We apply Lemma 3.5 (with adjusted notations and specialized parameters)
to Bω(V ;M), considered as W a-module by the dot-action.
A direct computation (compare with [9, Thm. 4.1]) shows that the Dk,Mv (v ∈
V ) satisfy the A(k) type cross relations with respect to the dot-action of W a on
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Bω(V ;M). It thus remains to construct an appropriate complex vector space N
and a linear map p : Bω(V ;M) → N satisfying the conditions of Lemma 3.5. We
take N = Cω(V )⊗C M and p the linear map p
(
(fC)C∈C
)
= fC+ . Clearly the only
W a-submodule of Bω(V ;M) that is contained in ker(p) is {0}. Furthermore,
p
(Dk,Mv f) = ∂vp(f), ∀ f ∈ Bω(V ;M)
by (4.6), hence the image of [Dk,Mv ,Dk,Mv′ ] is contained in ker(p). Thus Lemma 3.5
can be applied. It yields the desired result. 
Remark 4.6. (i) The theorem reduces to [9, Thm. 4.2] when Y = Q∨, k0 = kθ and
M = I.
(ii) The representation πk,I is faithful, compare with (the proof of) [9, Thm. 4.2].
Corollary 4.7. (i) The assignment M 7→ B(V ;M) defines a covariant functor
F kdr : ModC[Wa] → ModA(k) (with the obvious definition on morphisms).
(ii) For p ∈ S(VC)W we have πk,M (p) = p(∂) ⊗ IdM , where p(∂) is the constant-
coefficient differential operator associated to p.
Proof. (i) Clear.
(ii) This is analogous to the proof of [9, Cor. 4.6]. 
4.3. Integral-reflection operators. In this subsection we define another explicit
functor F kir : ModC[Wa] → ModA(k) using integral-reflection operators [16, 13] (the
subindex “ir” stands for “integral-reflection”). It again extends results from the
paper [9], in which the A(k)-module F kir(I) was constructed.
Let M be a complex left W a-module. The linear dual M∗ = HomC(M ;C) is
a left W a-module by (wψ)(m) = ψ(w−1m) for w ∈ W a, ψ ∈ M∗ and m ∈ M .
Consider the A(k)-module Ind
A(k)
C[Wa]
(
M∗
)
. As complex vector spaces, we have
Ind
A(k)
C[Wa]
(
M∗
) ≃ S(VC)⊗C M∗.
Expressing the action through the linear isomorphism we get the following explicit
A(k)-action on S(VC)⊗C M∗,
sa(p⊗ ψ) = sDa(p)⊗ saψ + ka∆Da(p)⊗ ψ, a ∈ F a,
ω(p⊗ ψ) = (Dω)(p)⊗ ωψ, ω ∈ Ω,
r(p⊗ ψ) = (rp) ⊗ ψ, r ∈ S(VC)
(4.7)
for p ∈ S(VC) and ψ ∈M∗. We now endow the linear dual
(
S(VC)⊗M∗)∗ with the
structure of left A(k)-module using the following simple lemma.
Lemma 4.8. For a complex left A(k)-module N , the linear dual N∗ is a left A(k)-
module by
(Xψ)(n) = ψ(X†n), ψ ∈ N∗, X ∈ A(k), n ∈ N,
where X 7→ X† is the unique unital complex linear anti-algebra involution of A(k)
satisfying w† = w−1 (w ∈W a) and v† = v (v ∈ V ).
Next we rewrite the A(k)-action on a suitable subspace of
(
S(V ∗) ⊗C M∗
)∗
in
terms of integral-reflection operators.
For a ∈ Ra we define the integral operator I(a) on Cω(V ) by
(4.8) (I(a)f)(v) =
∫ a(v)
0
f(v − tDa∨)dt, f ∈ Cω(V ), v ∈ V.
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With respect to the natural action (wf)(v) = f(w−1(v)) of w ∈ W a on f ∈ Cω(V )
the integral operators satisfy
(4.9) wI(a)w−1 = I(w(a)), ∀w ∈ W a, ∀ a ∈ Ra.
The integral operators I(α) are adjoint to the divided difference operator −∆α
(α ∈ R) in the following sense.
Lemma 4.9. [14] Let
(·, ·) : S(VC) × Cω(V ) → C be the non-degenerate complex
bilinear form defined by(
p, f
)
=
(
p(∂)f
)
(0), p ∈ S(VC), f ∈ Cω(V ).
Then (
∆α(p), f
)
= −(p, I(α)f)
for α ∈ R, p ∈ S(VC) and f ∈ Cω(V ).
We obtain the following immediate consequence.
Corollary 4.10. Let M be a left W a-module. Consider Cω(V ) ⊗C M as linear
subspace of
(
S(VC) ⊗C M∗
)∗
by interpreting f ⊗m ∈ Cω(V ) ⊗C M as the linear
functional
p⊗ ψ 7→ (p, f)ψ(m), p ∈ S(VC), ψ ∈M∗.
Then Cω(V ) ⊗C M is a A(k)-submodule of
(
S(VC) ⊗C M∗
)∗
. The corresponding
left A(k)-action on Cω(V )⊗C M is explicitly given by
r 7→ r(∂)⊗ IdM , r ∈ S(VC),
sa 7→ sDa ⊗ sa − kaI(Da)⊗ IdM , a ∈ F a,
ω 7→ Dω ⊗ ω, ω ∈ Ω.
Proof. Chasing the actions, the proof easily reduces to Lemma 4.9 and the obvious
identities (
rp, f
)
=
(
p, r(∂)f
)
, r ∈ S(VC),(
w(p), f
)
=
(
p, w−1(f)
)
, w ∈ W
for p ∈ S(VC) and f ∈ Cω(V ). 
Note that the action of W a on the first tensor leg Cω(V ) of the A(k)-module
Cω(V )⊗CM is the pull-back action of W under the gradient map D (the commu-
tative subgroup Y of W a acts trivially). We now upgrade it to the standard action
of W a on Cω(V ).
Theorem 4.11. Let M be a complex left W a-module and k a multiplicity function
on Ra. The assignments
v 7→ ∂v ⊗ IdM , v ∈ V,
sa 7→ sa ⊗ sa − kaI(a)⊗ IdM , a ∈ F a,
ω 7→ ω ⊗ ω, ω ∈ Ω
uniquely extend to an algebra homomorphism Qk,M : A(k)→ EndC
(
Cω(V )⊗CM
)
.
Proof. Denote Q : A(k) → EndC
(
Cω(V ) ⊗C M
)
for the representation map asso-
ciated to the A(k)-action of Corollary 4.10. Since the explicit assignment Qk,M in
the statement of the theorem satisfies Qk,M (v) = Q(v) and Qk,M (sα) = Q(sα) for
v ∈ V and α ∈ F , it remains to verify the following identities.
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(i) Qk,M (s0)
2 = Id.
(ii) If (sαs0)
m = 1 in W a for some α ∈ F and m ∈ N, then(
Qk,M (sα)Qk,M (s0)
)m
= Id.
(iii) Qk,M (ω)Qk,M (sa) = Qk,M (sω(a))Qk,M (ω) for a ∈ F a and ω ∈ Ω.
(iv) The cross relations
Qk,M (s0)(∂v ⊗ IdM )− (∂sθ(v) ⊗ IdM )Qk,M (s0) = k0θ(v)
for v ∈ V .
(v) Qk,M (ω)(∂v ⊗ IdM ) = (∂Dω(v) ⊗ IdM )Qk,M (ω) for ω ∈ Ω and v ∈ V .
The identities (i)-(iii) show that Qk,M defines a W
a-action on Cω(V )⊗C M . The
identities (iv) and (v) ensure that also all the necessary cross relations are satis-
fied in order for Qk,M to extend to an algebra homomorphism Qk,M : A(k) →
EndC
(
Cω(V )⊗C M
)
.
The proofs of (i)–(v) are much facilitated by the simple observation that
(4.10) Qk,M (s0) = (tu ⊗ IdM )Q(s0)(t−1u ⊗ IdM )
for any u ∈ V such that θ(u) = 1 (in which case tu(−θ) = −θ+ 1 = a0). By (4.10)
and Corollary 4.10 the identities (i), (iv) and (v) are immediate. For the braid
relation (ii), observe that (sαs0)
m = 1 in W a for some α ∈ F and m ∈ N implies
that α is not a scalar multiple of θ in V ∗. Hence there exists a vector u ∈ V such
that α(u) = 0 and θ(u) = 1. In this case we have, besides (4.10),
Qk,M (sα) = (tu ⊗ IdM )Q(sα)(t−1u ⊗ IdM ).
Hence
(
Qk,M (sα)Qk,M (s0)
)m
= Id follows by conjugating the corresponding valid
identity for Q by (tu ⊗ IdM ).
The identities (iii) can be checked by a direct computation. 
Remark 4.12. (i) For k0 = kθ, Y = Q
∨ and M = I, Theorem 4.11 reduces to [9,
Thm. 5.2].
(ii)The assignmentM 7→ Cω(V )⊗CM defines a covariant functor F kir : ModC[Wa] →
ModA(k) (with the obvious definition on morphisms).
Let Forgk : ModA(k) → ModC[Wa] be the forgetful functor. In the following
proposition we compare the space F kir(M)
Wa of W a-invariants of the W a-module
Forgk
(
F kir(M)
)
with the space
(
F kir(I)⊗M
)Wa
ofW a-invariants of the tensor prod-
uct W a-module Forgk
(
F kir(I)
)⊗M :
Proposition 4.13. Let M be a left W a-module. Then
F kir(M)
Wa =
(
F kir(I)⊗M
)Wa
.
Proof. It is convenient to set out some notations first. We denote πM for the
representation map of M . The space Cω(V ) will be considered with respect to two
different left W a-actions. The first is the regular W a-action
(4.11) (L(w)g)(v) = g(w−1v), g ∈ Cω(V ), v ∈ V, w ∈W a.
The resulting W a-module will still be denoted by Cω(V ). The other W a-action is
Qk,I|Wa , in which case we denote the W a-module by Forgk
(
F kir(I)
)
. We omit the
forgetful functor from the notations from now on.
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Observe that bothW a-modules F kir(M) and F
k
ir(I)⊗M have the same underlying
vector space Cω(V )⊗C M . Their subspaces of Ω-invariants coincide trivially.
Fix a ∈ F a. For a left W a-module N we write N+ (respectively N−) for the
space of sa-invariants (respectively sa-antiinvariants) in N . It suffices to show that
(4.12) F kir(M)+ =
(
F kir(I)⊗M
)
+
.
By Theorem 4.11 we have
Qk,M (sa) = Qk,I(sa)⊗ πM (sa) +RM (sa)
with RM (sa) = kaI(a)⊗
(
πM (sa)− IdM ). We claim that
RM (sa)
(
(F kir(I) ⊗M)+
)
= {0},
RM (sa)
(
(F kir(I)⊗M)−
) ⊆ (F kir(I) ⊗M)+.(4.13)
To prove (4.13), we first note that
I(a)
(
Cω(V )−
)
= {0}, I(a)(Cω(V )+) ⊆ Cω(V )−,
see, e.g., [9, Lemma 3.4] for the first part. This lifts to the (anti)invariants with
respect to the k-dependent actions,
I(a)
(
F kir(I)−
)
= {0}, I(a)(F kir(I)+) ⊆ F kir(I)−,
since Qk,I(sa)g = ±g implies kaI(a)g = (L(sa)∓ Id)g. This in turn implies (4.13).
We are now ready to prove (4.12). The inclusion ⊇ of (4.12) is an immediate
consequence of (4.13). For the converse inclusion we take f ∈ F kir(M)+ and write
f = f+ + f− with f± ∈
(
F kir(I) ⊗M
)
±
. By (4.13) we have
f = Qk,M (sa)f = (f+ +RM (sa)f−)− f−
hence f+ = f+ + RM (sa)f− and f− = −f−, again by (4.13). We conclude that
f− = 0 and f = f+ ∈
(
F kir(I)⊗M)+. 
4.4. The propagation transformation. Let M be a left W a-module. The W a-
action on Cω(V )⊗CM in terms of integral-reflection operators (Theorem 4.11) can
be used to propagate a plane wave attached to the fundamental chamber C+ to a
common eigenfunction of the Dunkl operators Dk,Mv (v ∈ V ). This idea goes back
to Gutkin and Sutherland [16, 13] and was further explored in [9, §5] for M = I.
In the present set-up it will give rise to a natural transformation T k : F kir → F kdr
between the two functors F kir , F
k
dr : ModC[Wa] → ModA(k) (see Remark 4.12(ii) and
Corollary 4.7(i)).
We now first define T k,M for a given W a-module M as a complex linear map.
Lemma 4.14. Let M be a left W a-module. There exists a unique linear map
T k,M : Cω(V )⊗C M → Bω(V ;M)
satisfying
(
T k,Mf
)
C+
= f and T k,M (Qk,M (w)f) = w · (T k,Mf) for all w ∈ W a.
Proof. The required properties of T k,M can equivalently be formulated as
(T k,Mf)w−1C+ = (w
−1 ⊗ w−1)(Qk,M (w)f) ∀w ∈ W a
in Cω(V )⊗C M . The existence and uniqueness are now immediate. 
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By construction the T k,M defines a natural transformation
T k : Forgk ◦ F kir → Forgk ◦ F kdr.
We call T k the propagation transformation.
Proposition 4.15. T k defines a natural transformation T k : F kir → F kdr.
Proof. It suffices to show that
T k,M ◦ ∂v = Dk,Mv ◦ T k,M
for all v ∈ V . This follows from (4.2) by a direct computation. 
For M a W a-module the corresponding morphism T k,M : F kir(M) → F kdr(M)
in ModA(k) is a monomorphism. We denote its image by C
ω,k(V ;M) and write
Fω,kdr : ModC[Wa] → ModA(k) for the associated functor. On objects it is given by
Fω,kdr (M) = C
ω,k(V ;M). The propagation transformation T k defines an equivalence
T k : F kir
∼−→ Fω,kdr between the two functors F kir , Fω,kdr : ModC[Wa] → ModA(k).
We now characterize Cω,k(V ;M) as subspace of Bω(V ;M) in terms of derivative
jump conditions over affine root hyperplanes.
For a chamber C = wC+ (w ∈ W a) we write RaC = {wa | a ∈ F a}. The Vb ∩ C
(b ∈ RaC) are the walls of the chamber C. In particular, if b ∈ RaC then C and sbC
are adjacent chambers with common wall Vb ∩ C, and Db∨ is a vector normal to
Vb ∩ C which points towards C.
Proposition 4.16. Let M be a W a-module. Then Cω,k(V ;M) is the space of
functions f ∈ Bω(V ;M) satisfying ∀C ∈ C, ∀ b ∈ RaC , ∀ v ∈ Vb ∩ C,
(4.14)
(
p(∂)fC
)
(v) − (p(∂)fsbC)(v) = kbsb[((∆Dbp)(∂)fC)(v)]
for all p ∈ S(VC). Here we use the sb-action on M in the right hand side of (4.14).
Proof. The proof is essentially the same as the proof of [9, Thm. 5.3], which deals
with the case that Y = Q∨, k0 = kθ and M = I. We thus only give a sketch of the
proof in the present set-up.
We call a vector v ∈ V subregular if it lies on exactly one affine root hyper-
plane Va (a ∈ Ra,+). The Qk,M -image of the cross relations (4.1) imply that
f ∈ Cω,k(V ;M) satisfies the jump conditions (4.14) for subregular v ∈ Vb ∩ C. By
continuity it then holds for all v ∈ Vb ∩ C.
Suppose on the other hand that f ∈ Bω(V ;M) satisfies the jump conditions
(4.14) for all p ∈ S(VC). For p = 1 the jump conditions (4.14) are an elaborate way
of saying that f is a continuous M -valued function on V (cf. Remark 4.4(ii)). The
jump conditions (4.14) also imply that f satisfies normal derivative jump conditions
of all orders over the walls (see Remark 4.18). Since the fC ’s are real analytic it
follows that f is uniquely determined by its restriction to the fundamental chamber
C+. Hence T
k,M (fC+) = f ∈ Cω,k(V ;M). 
Corollary 4.17. If f ∈ Cω,k(V ;M) then ∀C ∈ C, ∀ b ∈ RaC , ∀ v ∈ Vb ∩ C,
(p(∂)fC)(v) = (p(∂)fsbC)(v)
for all p =
∑
m≥0(Db
∨)2mpm ∈ S(VC) with pm ∈ S(VDb)C.
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Remark 4.18. (i) In the right hand side of the jump conditions (4.14) we may
replace fC by fsbC (or by
1
2 (fC + fsbC)).
(ii) Take C ∈ C, b ∈ RaC and v ∈ Vb ∩ C. Recall that the vector Db∨ is normal to
the wall Vb∩C of C and points towards the chamber C. Then (4.14) for p = (Db∨)r
(r ∈ N) become the following rth order normal derivative jump condition of f over
the wall Vb ∩ C at v,
(4.15) (∂rDb∨fC)(v)− (∂rDb∨fsbC)(v) = ((−1)r − 1)kbsb[(∂r−1Db∨fC)(v)].
For r = 1 it reduces to
(4.16) (∂Db∨fC)(v)− (∂Db∨fsbC)(v) = −2kbsb
(
fC(v)
)
.
Continuity and the higher order normal derivative jump conditions (4.15) suffice to
characterize Cω(V ;M) as subspace of Bω(V ;M), see the proof of Proposition 4.16.
4.5. Relation to quantum many body problems. We fix in this subsection a
left W a-module M . By Corollary 4.7(ii) the constant coefficient differential opera-
tors πk,M (p) = p(∂) (p ∈ S(VC)W ) act on Cω,k(V ;M). They can be interpreted as
quantum conserved integrals of a quantum system with delta function potentials
as follows.
Write C(V ;M) for the space of continuousM -valued functions on V : it consists
of functions f : V →M such that for all v ∈ V there exists an open neighborhood
U of v in V such that f |U ∈ C(U) ⊗C M . Note that Cω,k(V ;M) ⊂ C(V ;M).
Denote C∞c (V ) for the smooth, compactly supported, complex valued functions on
V . Write dv for the Euclidean volume measure on V . We also write dv for the
induced volume measure on the affine root hyperplanes Vb (b ∈ Ra,+). We have a
linear embedding ι : C(V ;M)→ HomC
(
C∞c (V );M) defined by
(4.17) (ιf)(φ) :=
∫
V
f(v)φ(v)dv, f ∈ C(V ;M), φ ∈ C∞c (V ).
This allows us to view πk,M (p)f for f ∈ CBω(V ;M) := C(V ;M) ∩Bω(V ;M) and
for p ∈ S(VC) as the M -valued distribution ι(πk,M (p)f). We occasionally omit ι if
it is clear that the weak interpretation is meant.
Denote ‖ · ‖ for the norm on the Euclidean space V . We write
(4.18) HMk = −∆−
∑
b∈Ra
kb
‖Db∨‖δ(b(·))sb
for the linear map HMk : C(V ;M)→ HomC
(
C∞c (V );M) defined by
(HMk f)(φ) = −
∫
V
f(v)(∆φ)(v)dv −
∑
b∈Ra
kb
‖Db∨‖
∫
Vb
sb(f(v))φ(v)dv
for f ∈ C(V ;M) and φ ∈ C∞c (V ), where sb only acts on M .
We also write ‖ · ‖ for the norm of the Euclidean space V ∗ and interpret the W -
invariant polynomial ‖ · ‖2 on V ∗ as element in S(VC)W in the usual way. Observe
that ‖∂‖2 is the Laplacean ∆ on V . Note furthermore that πk,M (‖ · ‖2) = ∆
by Corollary 4.7(ii). The following result directly implies a reformulation of the
spectral problem for HMk as a boundary value problem (cf. Subsection 5.1).
Proposition 4.19. Let M be a left W a-module and f ∈ CBω(V ;M). Then
−ι(∆f) = HMk f
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if and only if f satisfies the derivative jump conditions (4.14) for p ∈ S(VC) of
degree one.
Proof. Let φ ∈ C∞c (V ) and f ∈ CBω(V ;M). Then
ι
(
∆f
)
(φ) =
∑
C∈C
∫
C
(∆f)(v)φ(v)dv
(only finitely many terms contribute to the sum). Green’s identity allows us to
rewrite the right hand side as∫
V
f(v)(∆φ)(v)dv +
∑
L
∫
L
(
(∂nLfCnL )(v)− (∂nLfC′nL )(v)
)
φ(v)dv.
Here the sum runs over all the walls L, nL ∈ V is a unit normal vector to L and
CnL (respectively C
′
nL
) is the chamber with wall L such that nL is pointing away
(respectively towards) the chamber.
On the other hand, if f ∈ CBω(V ;M) satisfies the jump conditions (4.14) for
p ∈ S(VC) of degree one iff, for a given wall L = Vb ∩ C (C ∈ C, b ∈ RaC),
(∂nLfCnL )(v) − (∂nLfC′nL )(v) =
2kb
‖Db∨‖sb(f(v))
for v ∈ L = Vb ∩ C (see (4.16)). The result follows now directly. 
It is natural to consider HMk as the quantum Hamiltonian of a quantum physical
system. Particular cases of these quantum systems have been extensively studied,
see, e.g., [23, 37, 26, 36, 12, 16, 13, 15, 27, 17, 9], to name just a few. Most
studies in the literature deal with the root system R of type A, in which case the
quantum system describes one dimensional quantum spin-particles with pair-wise
delta function interactions. The assumption ka < 0 (respectively ka > 0) then
corresponds to repulsive (respectively attractive) delta function interactions. For
root systems R of classical type the quantum system relates to one dimensional
quantum spin-particles with pair-wise delta function interactions and boundary
reflection terms.
5. Spectral theory of the quantum many body problem
Let N be a left A(k)-module and λ ∈ V ∗
C
. Recall that S(VC)
W is part of the
center of A(k). We denote Nλ ⊆ N for the A(k)-submodule
Nλ = {n ∈ N | p · n = p(λ)n ∀ p ∈ S(VC)W }.
We call Nλ the A(k)-submodule of N with central character λ. In this section we
study the A(k)-submodule F kir(M)λ ≃ Fω,kdr (M)λ.
5.1. The spectral problem. For λ ∈ V ∗
C
we write
(5.1) E(λ) = {f ∈ Cω(V ) | p(∂)f = p(λ)f ∀ p ∈ S(VC)W }.
Viewed as W -module with the natural W -action (cf. (4.11)), E(λ) is isomorphic
to the regular W -representation, see [34]. If λ(α∨) 6= 0 for all α ∈ R then E(λ) =⊕
w∈W Ce
wλ with eλ the complex plane wave v 7→ eλ(v).
We fix a left W a-module M . The subalgebra S(VC) ⊂ A(k) acts by constant
coefficient differential operators on the A(k)-module F kir(M), hence
F kir(M)λ = E(λ)⊗C M
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as vector spaces. Consider now the A(k)-modules Fω,kdr (M)λ ⊂ F kdr(M)λ. By
Corollary 4.7(ii),
F kdr(M)λ = {f ∈ Bω(V ;M) | fC ∈ E(λ)⊗C M ∀C ∈ C}
as vector spaces. In subsection 4.4 we characterized Fω,kdr (M) as vector subspace of
F kdr(M) in terms of derivative jump conditions of arbitrary order over the affine root
hyperplanes. Restricted to the submodules of central character λ, the derivative
jump conditions of order ≤ 1 suffice:
Proposition 5.1. Suppose f ∈ F kdr(M)λ satisfies the derivative jump conditions
(4.14) for p ∈ S(VC) of degree ≤ 1. Then f ∈ Fω,kdr (M)λ.
Proof. Choose f ∈ F kdr(M)λ satisfying (4.14) for p ∈ S(VC) of degree ≤ 1. Then
ψ := T k,M (fC+)− f ∈ F kdr(M)λ
also satisfies (4.14) for p ∈ S(VC) of degree ≤ 1, and ψC+ ≡ 0. It suffices to show
that ψ = 0. Recall that the neighboring chambers of a given chamber C ∈ C are
given by sbC (b ∈ RaC). To prove that ψ = 0 it suffices to show that ψC ≡ 0 implies
ψsbC ≡ 0 (b ∈ RaC).
Choose a chamber C ∈ C such that ψC ≡ 0 and choose an affine root b ∈ RaC .
Write Lb for the set of subregular vectors v on the wall Vb ∩ C. The subset U =
C∪sbC ∪Lb of V is open and pathwise connected. Since ψ satisfies (4.14) for p = 1
we have that ψ|U ∈ C(U) ⊗M . We choose an arbitrary linear functional χ ∈ M∗
and write Ψ = χ(ψ|U ) ∈ C(U). It suffices to show that Ψ ≡ 0.
We have Ψ|C∪Lb ≡ 0 by assumption. On the other hand, Ψ|sbC∪Lb is the restric-
tion to sbC ∪Lb of some g ∈ E(λ), since ψ ∈ F kdr(M)λ. In particular, ∆Ψ = ‖λ‖2Ψ
on C ∪ sbC. Since ψ satisfies the jump conditions (4.14) for p of degree one, all
directional derivatives of Ψ at the v ∈ Lb vanish. Hence Ψ is a weak eigenfunction
of ∆ on U with eigenvalue ‖λ‖2. This forces Ψ to be smooth on U . Consequently g
is zero in an open neighborhood of v ∈ Lb. Hence g ≡ 0 and Ψ ≡ 0, as desired. 
Denote CBω(V ;M)λ = C(V ;M)∩F kdr(M)λ for λ ∈ V ∗C . Recall that ‖λ‖2 is the
evaluation of the polynomial ‖ · ‖2 ∈ S(VC)W at λ.
Theorem 5.2. Let f ∈ CBω(V ;M)λ. Then HMk f = −‖λ‖2f weakly if and only if
f = T k,M (fC+) ∈ Fω,kdr (M)λ.
Proof. Suppose f ∈ CBω(V ;M)λ satisfies HMk f = −‖λ‖2f weakly. By Proposition
4.19, f satisfies the jump conditions (4.14) for p ∈ S(VC) of degree ≤ 1. Hence
f = T k,M (fC+) ∈ Fω,kdr (M) by Proposition 5.1. For the converse, if f ∈ Fω,kdr (M)λ
then
HMk f = −∆f = −‖λ‖2f
weakly, where the first equality is due to Proposition 4.19. 
These results lead to the following concrete procedure to produce solutions to
the spectral problem of the quantum many body problem (it is analogous to the
usual Bethe ansatz methods for the one dimensional quantum Bose gas with delta
function interactions and its root system generalizations, see, e.g., [23, 26, 12, 16, 13]
and the introduction): pick g ∈ E(λ) ⊗C M (which is a solution to the spectral
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problem for the free Hamiltonians p(∂) (p ∈ S(VC)W )). Then Theorem 5.2 shows
that f = (fC)C∈C = T
k,Mg is the unique solution of
HMk f = −‖λ‖2f
such that fC+ = g and such that the fC ∈ E(λ) ⊗C M satisfy the derivative jump
conditions (4.14) for b ∈ Vb ∩ C and for p ∈ S(VC) of degree ≤ 1. For R of
type A, this gives Theorem 1.1 from the introduction. Furthermore, f satisfies the
derivative jump conditions (4.14) for all p ∈ S(VC), and the explicit formula for the
propagation operator T k,M in terms of integral reflection operators tells us how to
explicitly construct the fC :
fw−1C+ = (w
−1 ⊗ w−1)Qk,M (w)g, ∀w ∈W a.
This is not the end of the story though! For R ⊂ Rn of type An−1 with X =⊕n
i=1 Zǫi the quantum Hamiltonian HMk can be interpreted weakly on V/Y . If
we take furthermore M = P⊗n for some complex vector space P with the Sn
action the permutations of the tensor entries and with the trivial action of Y , HMk
represents the quantum Hamiltonian of a quantum system describing n quantum
spin-particles on the circle S1 = R/Z with internal spins (the quantum spin state
space of the quantum particles is P ) and with pair-wise delta function interactions.
The associated spectral problem amounts to analyzing the subspace Fω,kdr (M)
Y
λ of
Y -translation invariant functions in Fω,kdr (M)λ. In this case the class of functions
g ∈ E(λ) ⊗C M such that the associated f = T k,Mg ∈ Fω,kdr (M)λ is Y -translation
invariant is more subtle to characterize.
In the present general set-up we will give various characterizations of the sub-
space Fω,kdr (M)
Wa
λ of W
a = W ⋉ Y invariants in Fω,kdr (M)λ (in the context of the
previous paragraph this corresponds to the bosonic Y -translation invariant theory).
The following type of characterization is commonly used in the physics literature
on one dimensional quantum spin-particle systems with delta function interaction
(see, e.g., [23, 26, 36, 22, 15, 7, 1]).
Proposition 5.3. Let f ∈ Fω,kdr (M)λ. Then f is W a-invariant if and only if
g := fC+ ∈ E(λ)⊗C M satisfies ∀ a ∈ F a, ∀ v ∈ Va ∩ C+, ∀ω ∈ Ω,
sa(g(v)) = g(v),
(IdM + sa)
(
(∂Da∨g)(v)
)
= −2kag(v),
(ω ⊗ ω)g = g.
(5.2)
Proof. Suppose that f is W a-invariant. Then fsaC+ = (sa ⊗ sa)fC+ (a ∈ F a). For
b ∈ F a and v ∈ Vb ∩C+ the jump condition (4.14) with p = 1 becomes the first line
of (5.2). The jump condition (4.16) for b ∈ F a becomes the second line of (5.2).
Let ω ∈ Ω. Since ω(C+) = C+ we have fC+ = (ω ⊗ ω)fC+ , which is the third line
of (5.2).
Conversely, let f ∈ Fω,kdr (M)λ with g := fC+ satisfying (5.2). Then g ∈ E(λ)⊗C
M and f = T k,Mg. Define h = (hC)C∈C ∈ F kdr(M)λ by
hw−1C+ = (w
−1 ⊗ w−1)g, ∀w ∈ W a.
This is well defined by the third line of (5.2). By construction h is W a-invariant
and hC+ = g = fC+ . We now show that h satisfies the derivative jump conditions
(4.14) for p ∈ S(VC) of degree ≤ 1. By the W a-invariance of h it suffices to verify
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the jump conditions for C = C+ the fundamental chamber, b ∈ F a and v ∈ Vb∩C+.
The jump conditions then hold for p = 1 in view of the first line of (5.2). For p of
degree one it suffices to check the jump conditions for p = Db∨ (see (4.16)), which
is a direct consequence of the second line of (5.2).
By Proposition 5.1 we conclude that h ∈ Fω,kdr (M)λ, hence h = T k,M (hC+) =
T k,M (g) = f . Thus f is W a-invariant. 
Remark 5.4. For M = I the conditions (5.2) for g ∈ E(λ) simplify to (∂Da∨g)(v) =
−kag(v) and ωg = g for a ∈ F a, v ∈ Va ∩ C+ and ω ∈ Ω.
5.2. The Bethe ansatz equations. Proposition 5.3 gives a simple criterium to
ensure W a-invariance of f = T k,Mg ∈ Fω,kdr (M)λ. A different characterization is
Qk,M (w)g = g for all w ∈ W a. We reformulate this now in explicit Bethe ansatz
equations for the coefficients in the plane wave expansion of g ∈ E(λ)⊗C M .
We write Cregk ⊂ V ∗C for the W -invariant set
Cregk = {λ ∈ V ∗C | 0 6= λ(Da∨) 6= ka ∀ a ∈ Ra}.
We assume throughout this subsection that λ ∈ Cregk unless specified explicitly
otherwise. For such a spectral value λ we then have, besides the plane wave basis
{ewλ}w∈W of E(λ), the cocycle {Jkw(λ)}w∈Wa in C[W a]× to our disposal. We
furthermore fix a left W a-module M in the remainder of this subsection.
The following lemma will be useful in the computations.
Lemma 5.5. Let µ ∈ V ∗
C
satisfying µ(α∨) 6= 0 for all α ∈ R. For a ∈ F a and
m ∈M we have
Qk,M (sa)
(
eµ⊗m) = e−a(0)µ(Da∨)esDaµ⊗sam+ka
(
e−a(0)µ(Da
∨)esDaµ − eµ
µ(Da∨)
)
⊗m.
Proof. Since Qk,M (sa) = sa ⊗ sa − kaI(a) ⊗ IdM the lemma follows from a direct
computation using
I(a)(eµ) =
eµ − e−a(0)µ(Da∨)esDaµ
µ(Da∨)
.

We now first consider the subspace F kir(M)
W
λ of Qk,M (W )-invariant elements in
F kir(M)λ. Recall the normalized intertwiners J
k
w(λ) ∈ C[W a] for w ∈ W a from
subsection 4.1.
Denote 1 for the unit element of W .
Proposition 5.6. Let mw ∈M (w ∈ W ). Then
(5.3)
∑
w∈W
ewλ ⊗mw ∈ F kir(M)Wλ
if and only if mw = J
k
w(λ)m1 ∀w ∈W .
Proof. We denote the left hand side of (5.3) by fλ. Clearly fλ ∈ F kir(M)λ and fλ
is W -invariant if and only if
Qk,M (sα)fλ = fλ ∀α ∈ F.
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In the latter equations we expand both sides sums of the plane waves ewλ (w ∈
W ) with coefficients in M , using Lemma 5.5 for the left hands side. Comparing
coefficients we get that fλ ∈ F kir(M)Wλ if and only if
((wλ)(α∨)− kα)msαw = ((wλ)(α∨)sα + kα)mw ∀α ∈ F, ∀w ∈W.
This can be rewritten as msαw = J
k
sα
(wλ)mw ∀α ∈ F ∀w ∈ W . By the cocycle
property of Jkw(λ) this in turn is equivalent to mw = J
k
w(λ)m1 ∀w ∈ W . 
Corollary 5.7. The assignment
m 7→ ψmλ :=
∑
w∈W
ewλ ⊗ Jkw(λ)m
defines a complex linear isomorphism M → F kir(M)Wλ . Furthermore,
(5.4) ck(λ)ψ
m
λ =
∑
w∈W
Qk,M (w)(e
λ ⊗m)
with ck(λ) the c-function
ck(λ) =
∏
α∈R+
λ(α∨)− kα
λ(α∨)
.
Proof. The first statement is immediate from the previous proposition. To prove the
second statement we write gλ for the right hand side of (5.4). Then gλ ∈ F kir(M)Wλ ,
hence
gλ = ψ
m′
λ
for a unique m′ ∈M . By Lemma 5.5 one easily deduces that
Jkw0(λ)m
′ = ck(λ)J
k
w0
(λ)m
for the longest Weyl group element w0 ∈W with respect to the basis F of R. Hence
m′ = ck(λ)m, which concludes the proof. 
Remark 5.8. (i) The proofs of Proposition 5.6 and Corollary 5.7 are based on the
methods from [30, Prop. 1.4].
(ii) For M = I we write ψλ for ψ
m
λ with m = 1. Since j
k
w(λ) = ck(λ)
−1ck(wλ) for
w ∈ W (see (4.3)) we get
ψλ =
1
ck(λ)
∑
w∈W
ck(wλ)e
wλ,
in accordance with [12, 30, 17].
We next analyze when ψmλ ∈ F kir(M)Wλ is W a-invariant. We start with the
following preliminary lemma.
Lemma 5.9. For m ∈M we have
(5.5) Qk,M (s0)ψ
m
λ = ψ
m
λ
if and only if
(5.6) Jks0w(λ)m = e
−(wλ)(θ∨)Jksθw(λ)m ∀w ∈W.
Proof. Substitute the plane wave expansion ψmλ =
∑
w∈W e
wλ ⊗ Jkw(λ)m in the
equality Qk,M (s0)ψ
m
λ = ψ
m
λ and expand again both sides as sum of plane waves,
using Lemma 5.5 for the left hand side. Equating the coefficients gives the equiva-
lence between (5.5) and (5.6) (compare with the proof of Proposition 5.6). 
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Theorem 5.10 (Bethe ansatz equations). Let λ ∈ Cregk and m ∈ M . We have
ψmλ ∈ F kir(M)W
a
λ if and only if
(5.7) Jky (λ)m = e
λ(y)m ∀ y ∈ Y.
Proof. Since s0 = sθt−θ∨ , the cocycle condition for J
k
w(λ) (w ∈ W a) gives
Jks0w(λ) = J
k
sθw
(λ)Jk−w−1(θ∨)(λ), ∀w ∈W.
By Lemma 5.9 we conclude that ψmλ ∈ F kir(M)W⋉Q
∨
λ if and only if
(5.8) Jky (λ)m = e
λ(y)m
for y ∈ Q∨ of the form y = −w−1(θ∨) (w ∈W ). The co-root lattice Q∨ is generated
by Wθ∨ and y 7→ Jky (λ) defines a group homomorphism Y → C[W a]×, hence the
theorem is correct when Y = Q∨.
Fix ω ∈ Ω and write ω = tyσ with y ∈ Y and σ ∈ W . For w ∈ W we then have
ω(ewλ) = e−(σwλ)(y)eσwλ,
ωJkw(λ)m = J
k
ωw(λ)m = J
k
tyσw
(λ)m,
where the first identity is in Cω(V ) (with the standardW a-action). Using the plane
wave expansion ψmλ =
∑
w∈W e
wλ ⊗ Jkw(λ)m we conclude that
Qk,M (ω)ψ
m
λ = ψ
m
λ
if and only if
Jktyw(λ)m = e
(wλ)(y)Jkw(λ)m ∀w ∈W.
By the cocycle condition for Jkw(λ) (w ∈W a), this in turn is equivalent to
Jkwy(λ)m = e
λ(wy)m ∀w ∈W.
If S denotes the set of y ∈ Y for which there exists an ω ∈ Ω of the form ω = tyσ
(σ ∈ W ), then we conclude that ψmλ ∈ F kir(M)W
a
λ if and only if (5.8) holds for all y
in the sublattice L of Y generated by Q∨ and the W -orbit of S. Since L = Y , this
concludes the proof of the theorem. 
For nontrivialW a-modulesM various special instances of the Bethe ansatz equa-
tions (5.7) can be found in the literature, see, e.g., [26, 36, 35, 7]. For M = I the
theorem becomes the following statement.
Corollary 5.11.
ψλ =
1
ck(λ)
∑
w∈W
ck(wλ)e
wλ ∈ E(λ)
is Qk,I(W
a)-invariant if and only if the spectral parameter λ ∈ Cregk satisfies the
Bethe ansatz equations
jky (λ) = e
λ(y) ∀ y ∈ Y
with jky (λ) given by (4.4).
Corollary 5.11 generalizes the Bethe ansatz equations from [9], which dealt with
the special case k0 = kθ and Y = Q
∨. For root systems R of classical type it goes
back to [23, 12].
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5.3. Solutions to the Bethe ansatz equations. For M = I, k0 = kθ and Y =
Q∨, the set of spectral values λ solving the Bethe ansatz equations (5.7) has been
analyzed in detail. For R the root system of type A it goes back to [37]. The
solutions are parametrized by the extrema of a family of strictly convex functions.
Such phenomena happen in various other quantum integrable models, such as the
Gaudin model [33].
We now analyze the Bethe ansatz equations (5.7) for M = FunC(W
a) the
complex valued functions on W a, viewed as left W a-module by the left regular
action
(
L(w)f
)
(w′) = f(w−1w′) for w,w′ ∈ W a and f ∈ FunC(W a). We de-
note FunRC (W
a) for the vector space FunC(W
a) endowed with the left W a-action(
R(w)f
)
(w′) = f(w′w).
Consider for λ ∈ V ∗
C
the A(k)-module F kir(I)λ as W
a-module by restricting the
representation map Qk,I to W
a. We view the complex linear dual F kir(I)
∗
λ as W
a-
module with respect to the associated contragredient action. We have a complex
linear map Ξλ : F
k
ir(I)
∗
λ ⊗ F kir(I)λ → FunC(W a) defined by
Ξλ(g ⊗ v) := g
(
Qk,I(·)v
)
.
It intertwines the W a ×W a-action on F kir(I)∗λ ⊗ F kir(I)λ with the W a ×W a-action
L×R on FunC(W a). In particular, Ξλ is a W a-module morphism with respect to
the conjugation action (wf)(w′) = f(w−1w′w) on FunC(W
a).
Denote ǫλ : I→ F kir(I)λ⊗F kir(I)∗λ for the co-evaluation map. It is theW a-module
morphism defined by ǫλ(1) =
∑
i vi⊗v∗i , where {vi}i is a basis of F kir(I)λ and {v∗i }i
is the corresponding dual basis.
Theorem 5.12. Let λ ∈ V ∗
C
. The mapping
g 7→ (IdFk
ir
(I)λ ⊗ Ξλ)(ǫλ ⊗ IdFkir(I)λ)g
defines an isomorphism
Ψλ : F
k
ir(I)λ → F kir(FunC(W a))W
a
λ
of left W a-modules, where F kir(FunC(W
a))W
a
λ is regarded as a W
a-submodule of
E(λ)⊗C FunRC (W a) with respect to the action w 7→ Id⊗R(w).
Proof. By construction Ψλ defines a complex linear map
Ψλ : F
k
ir(I)λ →
(
F kir(I)λ ⊗ FunC(W a)
)Wa
.
By Proposition 4.13 we have
(5.9)
(
F kir(I)λ ⊗ FunC(W a)
)Wa
= F kir(FunC(W
a))W
a
λ .
The resulting linear map
Ψλ : F
k
ir(I)λ → F kir(FunC(W a))W
a
λ
is easily seen to be a morphism of left W a-modules. It remains to show that Ψλ is
an isomorphism. Define the linear mapping Φλ : F
k
ir(FunC(W
a))W
a
λ → F kir(I)λ by
Φλ(
∑
j
gj ⊗ hj) =
∑
j
hj(1)gj ,
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where 1 is the unit element of W a. Clearly Φλ is a left inverse of Ψλ. By the
alternative characterization (5.9) we have for
∑
j gj ⊗ hj ∈ F kir(FunC(W a))W
a
λ ,∑
j
hj(w)gj =
∑
j
hj(1)Qk,I(w)gj , ∀w ∈ W a,
which implies that Φλ is also the right inverse of Ψλ. 
Let λ ∈ Cregk . Theorem 5.12 gives rise to the following explicit description of the
solutions of the Bethe ansatz equations (5.7) for M = FunC(W
a).
For a common eigenfunction of the scalar Dunkl type operators, f = T k,I(g) ∈
Fω,kdr (I)λ = T
k,I(F kir(I)λ), we have
f(u−1 ·)|C+ =
∑
w∈W
cg,w(u)e
wλ|C+ , u ∈ W a,
with cg,w ∈ FunC(W a) determined by
Qk,I(u)g =
∑
w∈W
cg,w(u)e
wλ, ∀u ∈W a.
Corollary 5.13. For λ ∈ Cregk we have
Ψλ(g) =
∑
w∈W
ewλ ⊗ cg,w, ∀ g ∈ F kir(I)λ.
In particular, cg,w = L(J
k
w(λ))cg,1 for w ∈ W and g ∈ F kir(I)λ, and the functions
cg,1 ∈ FunC(W a) (g ∈ F kir(I)λ) give all the solutions of the Bethe ansatz equations
(5.7) for the W a-module M = FunC(W
a).
Remark 5.14. Corollary 5.13 should be compared to the observation of Yang [36]
(see also [35, 22, 21]) that an arbitrary eigenfunction of the quantum Hamiltonian of
the one dimensional quantum particle system with delta function potentials gives
rise to a symmetric eigenfunction of the quantum Hamiltonian of an associated
quantum spin-particle model.
The principal series modules of W a are defined as follows. For t ∈ V ∗
C
the
principal series module of W a with central character t is the vector space M(t) =⊕
w∈W Cvw(t) with action given by
uvw(t) = vuw(t), u ∈W,
yvw(t) = e
t(w−1y)vw(t), y ∈ Y
for w ∈ W . Observe that M(t) is unitarizable iff t ∈ √−1V ∗, in which case
the corresponding scalar product is given by
(
vu(t), vw(t)
)
:= δu,w for u,w ∈ W
(conjugate linear in the second component).
Yang [36] derived and studied the Bethe ansatz equations (5.7) for root system
R of type A and forM the principal series module M(0). More generally, a natural
problem is to describe the solutions of the Bethe ansatz equations (5.7) for the
principal series module M(t). We make a modest start here with the following
observation.
Proposition 5.15. Fix λ ∈ Cregk and let M be a unitary W a-module. Assume that
ka ∈ R<0 for all a ∈ Ra (which corresponds to repulsive delta function interactions
in the physical interpretation). If there exists an 0 6= m ∈ M satisfying the Bethe
ansatz equations (5.7), then λ ∈ √−1V ∗.
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Proof. We assume that λ = µ +
√−1ν ∈ Cregk with µ, ν ∈ V ∗ and µ(α∨) ≥ 0 for
all α ∈ R+. It suffices to prove the theorem under these additional assumptions;
indeed, if 0 6= m ∈M satisfies (5.7) then 0 6= n := Jkw(λ)m ∈M (w ∈W ) satisfies
Jky (wλ)n = e
(wλ)(y)n, ∀ y ∈ Y.
Fix k < 0 and u ∈ C with Re(u) ≥ 0. Denote (·, ·) for the scalar product on
M , and ‖ · ‖ for the corresponding norm. For a simple affine root a ∈ F a and
0 6= n ∈M we then have ∥∥∥∥
(
usa + k
u− k
)
n
∥∥∥∥ =
∣∣∣∣u+ ku− k
∣∣∣∣ ‖n‖,
which is ≤ ‖n‖ and = ‖n‖ iff Re(u) = 0.
We are first going to apply this estimate to show that Jkθ∨(λ) has operator norm
≤ 1. Write sθ = sα1sα2 · · · sαr (αj ∈ F ) for a reduced expression of sθ ∈ W . Then
R+ ∩ sθR− = {β1, . . . , βr}, βj = sαrsαr−1 · · · sαj+1(αj).
Since tθ∨ = s0sθ the cocycle condition gives
Jkθ∨(λ) =
(
λ(θ∨)s0 + k0
λ(θ∨)− k0
)(
λ(β1)sα1 + kα1
λ(β1)− kα1
)
· · ·
(
λ(βr)sαr + kαr
λ(βr)− kαr
)
.
The previous paragraph thus implies that ‖Jkθ∨(λ)‖ ≤ 1.
Let 0 6= m ∈M be a solution of the Bethe ansatz equations (5.7). Then
|eλ(θ∨)| = ‖J
k
θ∨(λ)m‖
‖m‖ ≤ 1.
Since λ = µ +
√−1ν with µ(α∨) ≥ 0 for all α ∈ R+ we obtain µ(θ∨) = 0. We
have θ∨ =
∑
α∈F nαα
∨ with nα ≥ 1, hence µ(α∨) = 0 for all α ∈ F . In particular,
µ ∈ V ∗ is W -invariant and
‖Jw(λ)n‖ = ‖Jw(
√−1ν)n‖ = ‖n‖, ∀w ∈W, ∀n ∈M.
Let now ω ∈ Ω and write ω = σty with σ ∈W and y ∈ Y . Then
‖m‖ = ‖ωm‖ = ‖Jkω(λ)m‖
= ‖Jkσ(λ)Jky (λ)m‖
= |eλ(y)|‖m‖,
hence µ(y) = 0. As in the proof of Theorem 5.10 we conclude that µ(Y ) = 0, hence
µ = 0. 
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