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a b s t r a c t
Even codes are prefix-free codeswhere every encoding contains an evennumber of 1’s, thus
having ability of detecting the occurrence of an odd number of 1-bit errors in a message.
The motivation for defining such codes comes from a problem posed by Hamming in 1980.
Even codes have been studied for the case in which symbols have uniform probabilities.
In this work, we consider the general case of arbitrary probabilities. An exact algorithm
for constructing an optimal even code is described with complexity O(n3), where n is the
number of symbols. Further, two approximation algorithms for constructing nearly optimal
even codes are presented, both requiring O(n log n) time; in addition, the running time
is O(n) if the symbols are given ordered by their probabilities. The cost of the even code
constructed by the second approximation algorithm is atmost 16.7% higher than the cost of
a Huffman code, for the same probabilities. However, computational experiments suggest
that, in practice, this difference is about 5%, for n large enough.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Huffman codes [1] appear as one of the most traditional methods of coding. An important aspect of these codes is the
possibility of handling encodings of variable sizes. Many extensions and variations of the classical Huffman codes have
been described through the time. For instance, Faller [3] and Gallager [4] independently proposed dynamic Huffman codes.
Knuth [5] developed an efficient implementation to generate such codes, known as the FGK algorithm. Vitter [6] introduced
and analyzed a different algorithm for the same problem which uses no more than St + t − 2n bits to encode a message
with t symbols, where St is the number of bits required for the static Huffman version and n is the alphabet size. Vitter
also proved that the total number of bits transmitted by the FGK algorithm for a message with t symbols is in the interval
[St − n+ 1, 2St + t − 4n+ 2], and still conjectured that this number is bounded above by St +O(t). Milidiú et al. [7] proved
that conjecture. Leeuwen [8] showed that the construction of a Huffman code can be improved to an O(n) running time
algorithm if the frequencies of the symbols are given in sorted order. Huffman trees with minimum height were described
by Schwartz [9], as well as an algorithm to construct such trees that requires O(n log n) time, as the classical algorithm. The
construction of Huffman type trees with length constraints was considered by several authors. Larmore and Hirschberg [10]
presented the Package-Merge algorithm, with time complexity O(nL) and space complexity O(n), where L is the maximum
permitted length for the encodings. Turpin and Moffat [11] have proposed three different implementations for the
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Table 1
Example of a Hamming–
Huffman Code.
Symbol Encoding
a 000
b 0110
c 1010
d 1100
e 1111
Fig. 1. A Hamming–Huffman tree.
Package-Merge algorithm. Milidiú and Laber [12] gave an O(n log n) approximation algorithm for the problem. Huffman
trees have an important property called sibling property, which was used in many contexts as, for instance, in the FGK
algorithm. Gallager [4] defines this property as: ‘‘A binary code tree has the sibling property if each node (except the root)
has a sibling and if the nodes can be listed in order of nonincreasing probabilitywith each node being adjacent in the list to its
sibling’’.
On the other hand, Hamming formulated algorithms for the construction of error-detecting codes [2]. Further, he posed
the problem of describing an algorithm that would combine advantages of Huffman codes with the noise protection of
Hamming codes. The idea is to define a prefix-free code in which the encodings contain redundancies that allow the
detection of certain kinds of errors. This is equivalent to forbid some encodings which signal an error when received. Such
a code is a Hamming–Huffman code, and a binary tree for its representation is a Hamming–Huffman tree. In a Huffman
tree, all leaves correspond to encodings. In a Hamming–Huffman tree, there are encoding leaves and error leaves. Hitting
an error leaf in the decoding process points out the existence of an error. The problem posed by Hamming is to devise a
method for detecting the occurrence of an error of one bit, as illustrated in the following example from [2, p. 76]. Table 1
shows the symbols and their corresponding encodings. Fig. 1 depicts the corresponding Hamming–Huffman tree. Error
leaves are represented by black nodes. An error of one bit in any encoding would lead to an error leaf in the decoding
process.
Possible advantages of Hamming’s idea compared to other methods that combine compression and error detection are:
smaller encoded message, higher capability of error detection, faster encoding or decoding process, and faster detection of
occurrence of errors.
Motivated by the above problem, we have proposed [13] a special prefix-free code, called even code, in which each
encoding contains an even number of 1’s. This code has the ability of detecting any odd error (an error formed by an odd
number of corrupted bits in a message). Moreover, an even code is much more powerful for detecting errors than a code
created by simply appending one parity bit at the end of the encoded message.
In [13], the studywas restricted to symbols havinguniformprobabilities. Thepresentwork considers the general situation
of arbitrary probabilities. Extended abstracts containing part of the results appears in [14] and [15]. First, we describe
an exact algorithm for constructing an optimal even code, for a given set of symbols, each one with a given probability.
The algorithm employs dynamic programming and its complexity is O(n3), where n is the number of symbols. Next, we
propose two approximation algorithms to obtain a nearly optimal code, based on Huffman’s algorithm. The time required
for computing an even code, for both approximation algorithms, is O(n log n). We show that the cost of an even code
constructed by the second approximation algorithm is at most 16.7% higher than the cost of a Huffman code for the same
probabilities. That is, less than 16.7% higher than the corresponding optimal even code. However, for practical purposes, this
value seems to be much better. In fact, several computational experiments obtained values less than 5%, except for small
values of n. This corresponds to the amount of redundancy to be added to the message in order to keep the ability of error
detection.
The structure of the paper is as follows. In Section 2 we define the concepts used in the paper. In Section 3 we describe
the exact algorithm for constructing an optimal even code. The approximation algorithms are formulated in Section 4. In
Section 5 we present bounds for the cost difference between even trees and corresponding Huffman trees. In Section 6 we
present experimental results on the costs of even trees.
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Fig. 2. Examples of even trees: T2, T3, T4, T11 .
2. Preliminary definitions
The following definitions are necessary.
Let S = {s1, . . . , sn} be a set of elements called symbols. Each si ∈ S is associated with a probability fi. We assume
fi ≤ fi+1, for 1 ≤ i < n.
An encoding ei for a symbol si ∈ S is a finite sequence of 0’s and 1’s, associated to si. Each 0 and 1 is a bit of ei. The parity
of ei is the parity of the number of 1’s contained in ei. A subsequence of ei starting from its first bit is a prefix of ei. The set
of encodings for all symbols of S is a code C for S . A code in which every encoding does not coincide with a prefix of any
other encoding is a prefix-free code.
Amessage M is a sequence of symbols. The encoded message associated withM is the corresponding sequence of symbol
encodings. The parity of an encoded message is the number of 1’s it contains.
A binary tree is a rooted tree T in which every node z other than the root is labeled left or right in such a way that any
two siblings have different labels. Say that T is trivialwhen it consists of a single node. A binary forest is a set of binary trees.
A path of T is a sequence of nodes z1, . . . , zt such that zi is the parent of zi+1, for 1 ≤ i < t . The value t − 1 is the length of
the path, whereas all zi’s are descendants of z1. If z1 is the root, then z1, . . . , zt is a root path and, in addition, if zt is a leaf,
then z1, . . . , zt is a root-leaf path of T . The depth of a node is the length of the root path to it. For a node z of T , T (z) denotes
the subtree of T rooted at z, that is, the binary tree containing all descendants of z in T (including z itself). The left subtree of
z is the subtree T (z ′), where z ′ is the left child of z. Similarly, define the right subtree of z. The left and right subtrees of the
root of T are denoted by TL and TR, respectively. A full binary tree is one in which every node is a leaf or has two children.
A complete binary tree is a binary tree where the empty subtrees are located at the last two levels. A perfect binary tree is a
complete binary tree inwhich all empty subtrees are at the last level. In a binary tree T , the edges of T leading to left children
are labeled 0, whereas those leading to right children are labeled 1. The parity of a node z is the parity of the number of 1’s
among the edges forming the root path to z. A node is even or odd, according to its parity.
A (binary-tree) representation of a code C is a binary tree T such that there exists a one-to-one correspondence between
encodings ei ∈ C and root-leaf paths pi of T in such a way that ei is precisely the sequence of labels, 0 or 1, of the edges
forming pi. A code admits a binary tree representation if and only if it is a prefix-free code. Let di be the depth of the leaf of
T associated to symbol si. Define the cost of T as the sum c(T ) = ni=1 fidi. Hence, the cost of a trivial tree is 0. An optimal
code (tree) is one with minimum cost. A full representation tree of C is a binary tree T ∗ obtained from the representation
tree T of C , by adding a new leaf as the second child of every node having exactly one child. The original leaves of T are the
encoding leaves, whereas the newly introduced leaves are the error leaves. Clearly, in the case of Huffman trees, there are no
error leaves.
An even (odd) code is a prefix-free code in which all encodings are even (odd). Similarly, an even (odd) tree is a tree
representation of an even (odd) code. The trees T2, T3, T4, T11 in Fig. 2 are examples of even trees for 2, 3, 4, and 11 symbols,
respectively (from left to right). The tree T11 is an optimal even tree for symbols with uniform probabilities.
It is easy to see that even codes can detect the occurrence of odd errors, as follows. Since all the encodings are even, the
encoded message is also even. By changing the values of an odd number of bits, the encoded message becomes odd. This
implies that, in the full tree representation of the code, either an error leaf will be hit during the decoding process, or the
process terminates at some odd node of the tree. It should be noted that odd codes do not have this property. For example,
if we have a code C = {1, 01} and a message 01, if the value of the first bit changes to 1 the message would be erroneously
decoded without pointing out an error.
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Fig. 3. Case (b) of proof of Theorem 1.
3. An exact algorithm
In this section, we describe an exact algorithm for constructing an optimal even tree for symbols with arbitrary
probabilities. That is, our aim is to find an even code C for S having minimum cost. In fact, we propose a solution for a
slightly more general problem.
For m ≤ n, denote Sm = {s1, . . . , sm}. A parity forest F for Sm is a set of q even trees and q odd trees, for some
q ∈ {1, . . . ,m}, such that the even parity leaves of even trees and odd parity leaves of odd trees correspond to the symbols
of Sm. Define the cost of F as the sum of the costs of its trees. Say that F is (m, q)-optimal when its cost is the minimum
among all forests forSm having q even trees and q odd trees. Denote by c(m, q) the cost of an (m, q)-optimal forest. Define
the function
Ai =

i
j=1
fj, if i > 0
0, otherwise.
By using this notation, the solution of our problem is a tree having as subtrees the ones of an (n, 1)-optimal forest. Its
cost is c(n, 1)+ An.
The following theorem describes the computation of c(m, q).
Theorem 1. Let q,m be integers such that 1 ≤ q ≤ m ≤ n. Then:
(1) If m = q then c(m, q) = 0.
(2) If m > q, then c(m, q) = min0≤i≤q{c(m− i, 2q− i)+ Am−i}.
Proof. By induction, we show that (1)–(2) correctly compute c(m, q), for 1 ≤ m ≤ n and m ≥ q ≥ 1. When m = 1, (1)
implies that c(1, q) = 0, which is correct since the only symbol is in the root of an even tree. We also have one odd root as
an error leaf, and the remaining trees are empty. Form > 1, let F be an (m, q)-optimal forest forSm. Consider the following
cases.
(a)m ≤ q. In this case,m trivial even trees of F correspond to the symbols s1, . . . , sm, respectively. The remaining q−m
even trees are empty trees. We also havem trivial odd trees corresponding to error leaves and q−m empty odd trees. Then
c(m, q) = 0.
(b) m > q. In this case, we can have i trivial even trees of F corresponding to the symbols sm−i+1, . . . , sm, for some
i ∈ {0, . . . , q}. The remaining m − i symbols are distributed in a forest F ′ with q − i even trees and q odd trees. Note that
the forest F ′′ formed by removing the roots of the trees belonging to F ′ is an (m− i, 2q− i)-optimal forest. This implies that
the cost of F is given by c(m− i, 2q− i)+ Am−i. Therefore, c(m, q) is the minimum value c(m− i, 2q− i)+ Am−i, 0 ≤ i ≤ q
over all i. 
Fig. 3 illustrates case (b) of the proof. Observe that ifm− i ≤ 2q− i, i.e., q < m ≤ 2q, all the q even roots will be selected,
and the roots of the remaining forest will all be odd roots.
Theorem 1 leads to a dynamic-programming algorithm for determining c(m, q), for all 1 ≤ q ≤ m ≤ n, as follows. Start
by evaluating the function Ai for 1 ≤ i ≤ n. The parameterm varies increasingly, 1 ≤ m ≤ n. The first cost to be computed
is c(m,m), which is 0 by (1). For each suchm, vary q decreasingly, 0 ≤ q < m, and for each such pairm, q, compute c(m, q)
by applying (2). The computation finishes when c(n, 1) is calculated, since our target is to obtain c(n, 1) + An. There are
O(n2) subproblems. The evaluation of each one is performed in constant time, when using (1), or in O(n) time, when the
evaluation is by (2). Consequently, the time complexity is O(n3). The space requirements are O(n2).
The pseudocode of the algorithm is presented below. We introduce a matrix R, such that, for each combination of m
and q, it stores the number of trivial trees in an optimum solution. It is easy to construct the optimum tree from this
matrix.
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Table 2
Matrices C and R for an optimum even tree for 5 symbols.
C R
n 1 2 3 4 5 1 2 3 4 5
1 0 0 0 0 0 1 1 1 1 1
2 0.07 0 0 0 0 1 2 2 2 2
3 0.27 0.07 0 0 9 1 2 3 3 3
4 0.67 0.20 0.07 0 0 1 2 3 4 4
5 1.33 0.47 0.47 0.20 0.07 1 2 3 4 5
Fig. 4. Optimum even tree for 5 symbols.
Algorithm 1 Optimum even tree
1 A[0] = 0
2 for i = 1 to n do
3 A[i] = A[i− 1] + f [i]
4 form = 1 to n do
5 for q = m to n do
6 C[m, q] = 0
7 R[m, q] = m
8 for q = m− 1 downto 1 do
9 C[m, q] = ∞
10 for i = 0 to q do
11 if 2q− i ≤ n then
12 s = C[m− i, 2q− i] + A[m− i]
13 else
14 s = A[m− i]
15 if C[m, q] > s then
16 C[m, q] = s
17 R[m, q] = i
Table 2 shows an example for the construction of an optimum even tree for a set of 5 symbols S = {a, b, c, d, e} with
respective probabilities {0.07, 0.13, 0.20, 0.26, 0.34}.
The optimumeven tree is shown in Fig. 4. Let us assign zero probabilities to error leaves, and to each internal node the sum
of probabilities of its descendant leaves. By traversing the tree from top to bottom and left to right, we obtain the following
sequence of probabilities: 1, 0.34, 0.66, 0.40, 0.26, 0.20, 0.20, 0.07, 0.13, 0, 0.07. We can observe that it is not possible to
order those probabilities decreasingly, even if we change the order of nodes with same depth, because there is a node with
probability 0.34 in level two, and a node with probability 0.40 in level three of the tree. This means that this tree does not
have the sibling property of Huffman trees. This fact makes it difficult to use known approaches to reduce the complexity of
the proposed algorithm to obtain optimum even trees. In the next section we describe approximation algorithms to achieve
this purpose.
4. Approximation algorithms
In this sectionwedescribe two approximation algorithms to obtain even codes. ApproximationAlgorithm1 is very simple
and is based on a slight modification of the classical Huffman algorithm [1]. Approximation Algorithm 2 adds possible
improvements to the previous one. As we shall see, those improvements allow to yield even codes very close to optimal
ones.
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4.1. Approximation Algorithm 1
Given n symbols with probabilities f1, f2, . . . , fn, Approximation Algorithm 1 consists of two steps:
Step 1. Run Huffman’s algorithm in order to obtain a Huffman tree TH for the n symbols.
Step 2. Convert TH into an even tree TU1 in the following way: for each odd leaf z corresponding to a symbol si, create two
children zL and zR such that:
- the left child zL is an error leaf;
- the right child zR is the new encoding leaf corresponding to si. (We call zR an augmented leaf.)
Observe that the overall running time of Approximation Algorithm 1 is O(n log n), since it is dominated by Step 1. Step 2
can be easily done in O(n) time.
4.2. Approximation Algorithm 2
Now we present three possible ways to improve the approximation algorithm previously described. As we shall see,
these improvements do not increase the running time in practice, and produce a qualitative increase of performance with
respect to the cost of the generated code.
Improvement I. During Step 1 (execution of Huffman’s algorithm), add the following test:
Among the candidate pairs of the partial trees to be merged at the beginning of a new iteration, break ties by giving preference
to a pair of trees T1 and T2 such that T1 is trivial and T2 is not.
In other words, the idea is to avoid merging trivial trees as much as possible. The reason why this strategy is employed
is explained below.
In TH , there exist two sibling leaves for each merge operation of trivial trees occurring along the algorithm. Of course,
one of the siblings is an odd leaf. When we force a trivial tree to be merged with a non-trivial one, we minimize the number
of pairs of sibling leaves in TH , and thus the number of those ‘‘assuredly odd’’ leaves. In many cases, this strategy decreases
the additional cost needed to produce the even tree in Step 2.
Let us denote by TH1 the Huffman tree obtained by Improvement I. It is worth remarking that this improvement does not
affect the essence of Huffman’s algorithm, since TH1 is a plausible Huffman tree.
Moreover, it is possible to implement Improvement I in constant time by making a simple modification in the algorithm
described in Leeuwen [8], that uses two queues of tree nodes. The first Q ′ contains trivial trees, each one corresponding to a
symbol. The second queue Q ′′ contains partial trees obtained by merge operations between trees of the two queues. At the
beginning of the algorithm, Q ′ contains n nodes and Q ′′ is empty. When starting a new iteration, simply check whether the
roots of Q ′ and Q ′′ form a candidate pair of partial trees to be merged; if so, the merging is performed.
Improvement II. Modify TH1 by repeatedly applying the following operation in increasing depth order:
If there exist two nodes z ′, z ′′ at the same depth of TH1 such that z
′ is an odd leaf and z ′′ is an even internal node, exchange the
positions of z ′ and z ′′.
This improvement minimizes the number of odd leaves at each level of the tree. Observe that each single application
of the above operation decreases the number of odd leaves in TH1 by one unit. Each time we find k odd leaves and ℓ even
internal nodes at some depth i, we perform min{k, ℓ} operations and proceed to depth i+ 1.
It is clear that the number of such operations is bounded by the number of leaves of TH1 . Since a single operation can be
done by modifying a constant number of pointers, the overall complexity of Improvement II is O(n).
Denote by TH2 the Huffman tree obtained by Improvement II. Again, the essence of Huffman’s algorithm is not affected,
since TH2 is still a plausible Huffman tree.
Improvement III. Apply Step 2 on TH2 . Let T be the even tree obtained. Then redistribute the symbols among the leaves
of T as follows:
Whenever there exist two leaves zi, zj (of even parities) in T with depths di < dj, representing symbols si, sj with probabilities
fi < fj, respectively, then exchange the symbols assigned to zi and zj.
Observe that each single reassignment performed above reduces the cost of the resulting even tree by (dj − di)(fj − fi).
The entire process can be implemented in the following way: after applying Step 2, order the leaves z1, z2, . . . zn of
T according to its respective depths d1, d2, . . . dn using bucket sort. Then reassign the leaves to symbols, such that leaf
zi with depth di is assigned to symbol sn−i+1 with probability fn−i+1. (Recall that f1 ≤ f2 ≤ . . . fn.) By performing this
procedure we restore distortions possibly introduced by Improvement II. The time required for this operation is therefore
O(n). Consequently, the overall time bound for Approximation Algorithm 2 is O(n log n), using O(n) space. Moreover, if the
input frequencies were assumed to be given in sorted order, the running time is the same as the one used do Leeuwen [8]
to construct the Huffman tree, which is O(n).
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5. Bounds
In this section, we present an analytical upper bound for the cost of the even tree generated by approximation algorithms
with respect to the cost of the corresponding Huffman tree.
The terminology employed in this section is the following: given n symbols with probabilities f1, f2, . . . , fn, TH is the
Huffman tree for these symbols; TE is the corresponding optimal even tree; TU1 is the even tree obtained by applying
Approximation Algorithm 1; and TU2 is the even tree obtained by applying Approximation Algorithm 2. Observe that
c(TH) ≤ c(TE) ≤ c(TU2) ≤ c(TU1).
Lemma 2. c(TU2) ≤ c(TH)+
n
i=1 fi
2 .
Proof. This bound is due to Improvements II and III. Let nol(k), noi(k), nel(k), nei(k) be, respectively, the number of odd leaves,
odd internal nodes, even leaves and even internal nodes at depth k of TH2 . Then either nol(k) = 0 or nei(k) = 0, due to the
application of Improvement II (1). Moreover, it is clear that nol(k)+ noi(k) = nel(k)+ nei(k), because the tree is a full binary
tree (2).
We claim that nol(k) ≤ nel(k). Otherwise, if nol(k) > nel(k), then nol(k) > 0, which implies nei(k) = 0 from (1). But in
this case nol(k)+ noi(k) = nel(k) from (2), that is, nol(k) ≤ nel(k), a contradiction.
By summing up nol(k) and nel(k) for all values of k, we conclude that the number of odd leaves is less than or equal to
the number of even leaves in TH2 That is, the number of odd leaves is at most ⌊ n2⌋, and is less than or equal to the number of
merge operations between two trivial trees in Huffman’s algorithm. Next, Step 2 puts odd leaves one level deeper, in order
to convert TH2 into an even tree.
Now, when applying Improvement III, the probabilities are redistributed in the tree, in such a way that two leaves zi, zj
with depths di, dj and probabilities fi, fj satisfy the condition fi ≥ fj ⇔ di ≤ dj. Consequently, there exists a one-to-one
correspondence between the set of augmented leaves and a subset of the even leaves such that if zi is an augmented leaf
and zj is its corresponding even leaf then fi ≥ fj. Thus:
c(TU2) ≤ c(TH)+
n
i=1 fi
2
. 
Lemma 2 states that the maximum cost difference between an even tree obtained by Approximation Algorithm 2 and
the corresponding Huffman tree is 0.5. Next theorem gives another bound that can be tighter for low entropy distributions,
if the cost of the Huffman tree is lower than 3.
Theorem 3. c(TU2) ≤ 76 c(TH), if n > 4.
Proof. In this proof TH is a Huffman tree created by Approximation Algorithm 2, and TU2 the corresponding even tree.
Suppose, initially, n = 5. The only three possible forms for TH are depicted in Fig. 5. Let f1 ≤ f2 ≤ f3 ≤ f4 ≤ f5 be the
probabilities of leaves l1, . . . , l5, respectively. Consider the trees in Fig. 5.
Case 1. Let TH be the left Huffman tree in Fig. 5. Then TU2 is created from TH by moving leaf l1 one level down and
consequently turning its parity even. Thus:
c(TU2) = 5f1 + 4f2 + 3f3 + 2f4 + f5 = c(TH)+ f1
=

1+ f1
c(TH)

c(TH) =

1+ f1
4f1 + 4f2 + 3f3 + 2f4 + f5

c(TH).
That is,
c(TU2) ≤

1+ f1
14f1

c(TH) = 1514 c(TH) ≤
7
6
c(TH).
Case 2. Now let TH be the central tree in Fig. 5. Then TU2 is created from TH by moving leaves l1 and l4 one level down,
turning their parities even, and interchanging leafs l2 and l4. Thus:
c(TU2) = 4f1 + 4f2 + 3f3 + 3f4 + f5 = c(TH)+ f1 + f2 =

1+ f1 + f2
c(TH)

c(TH)
=

1+ f1 + f2
3f1 + 3f2 + 3f3 + 3f4 + f5

c(TH).
This implies
c(TU2) ≤

1+ f1 + f2
6(f1 + f2)+ f5

c(TH) ≤

1+ f1 + f2
6(f1 + f2)

c(TH) ≤ 76 c(TH).
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Fig. 5. Huffman trees for n = 5.
I TH1n
Fig. 6. Huffman tree for n > 5, dn = 1.
Case 3. Finally, let TH be the right tree in Fig. 5. Then TU2 is created from TH by moving leaves l1 and l4 one level down,
turning their parities even, and interchanging leaves l4 and l3. Then we have:
c(TU2) = 4f1 + 3f2 + 3f3 + 2f4 + 2f5 = c(TH)+ f1 + f3 =

1+ f1 + f3
c(TH)

c(TH)
=

1+ f1 + f3
3f1 + 3f2 + 2f3 + 2f4 + 2f5

c(TH).
Hence,
c(TU2) ≤

1+ f1 + f3
6(f1 + f3)

c(TH) ≤ 76 c(TH).
Suppose now n > 5. Note that leaf ln is the nearest leaf to the root.We consider three possibilities for its depth dn: dn = 1,
dn = 2, and dn > 2, and we show that, in each case, the hypothesis remains valid.
Case 4. dn = 1.
In this case, TH is the tree illustrated in Fig. 6. The subtree TH1 has n1 ≥ 5 leaves. The tree TU2 has the same shape as TH .
Let TU21 be the subtree of TU2 corresponding to TH1 . The result can be proved by induction.
Since the number of leaves of TU21 is greater than 4, suppose we have c(TU21) ≤ 76 c(TH1). Since c(TU2) = 1 + c(TU21), it
follows that:
c(TU2) ≤ 1+
7
6
c(TH1) ≤
7
6
(1+ c(TH1)) =
7
6
c(TH).
Consequently, the result is also valid for TH and TU2 .
Case 5. dn = 2.
In this case, TH can be considered as the tree illustrated in Fig. 7, where ln is a leaf and TH1 , TH2 and TH3 are disjoint subtrees
having n1, n2 and n3 leaves, respectively.
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I TH1 TH2 TH3n
Fig. 7. Huffman tree for n > 5, dn = 2.
Let x, y and z be the sums of the probabilities of the leaves of subtrees TH1 , TH2 and TH3 , respectively. Clearly, fn+x+y+z =
1. The cost of TH is given by
c(TH) = 2(fn + x+ y+ z)+ c(TH1)+ c(TH2)+ c(TH3) = 2+ c(TH1)+ c(TH2)+ c(TH3).
We must consider three subcases, depending on howmany subtrees are trivial ones, that is, consisting of only a leaf. We
can have two, one or zero trivial subtrees. Observe that there is at least one non-trivial subtree. We consider, w.l.o.g., that
TH1 is never trivial.
Case 5.1. Two subtrees are trivial: TH2 is an odd leaf, TH3 is an even leaf and TH1 is not a leaf.
In this case, TU2 is obtained from TH by moving TH2 one level down and modifying TH1 with the same rules of
Approximation Algorithm 2, in order to obtain TU21 . That is: c(TU22) = y and c(TU23) = 0. We have:
c(TU2) = 2+ c(TU21)+ y.
By Lemma 2, c(TU21) ≤ c(TH1)+ x/2. It follows that:
c(TU2) ≤ 2+ c(TH1)+ x/2+ y =

1+ x/2+ y
2+ c(TH1)

c(TH).
Since c(TH1) ≥ x, we have c(TU2) ≤ (1+ x/2+y2+x )c(TH) = ( 32 + y−12+x )c(TH).
The fraction y−1x+2 attains its maximum value when y is maximum and xminimum. This occurs when y = z = fn. It implies
x = 1− 3y, and, consequently:
c(TU2) ≤

3
2
+ y− 1
1− 3y+ 2

c(TH) =

3
2
− 1
3

c(TH) = 76 c(TH).
Case 5.2. Only one subtree is trivial, TH3 . TH1 and TH2 are not trivial ones.
In this case, TU2 is obtained from TH bymodifying TH1 and TH2 with the same rules of Approximation Algorithm 2, in order
to obtain TU21 and TU22 , respectively. c(TH3) = 0, and we have,
c(TU2) = 2+ c(TU21)+ c(TU22).
By Lemma 2, c(TU21) ≤ c(TH1)+ x/2 and c(TU22) ≤ c(TH2)+ y/2.
c(TU2) ≤ c(TH)+ x/2+ y/2 =

1+ x+ y
2(2+ c(TH1)+ c(TH2))

c(TH).
Since c(TH1) ≥ x and c(TH2) ≥ ywe have c(TU2) ≤ (1+ x+y2(2+x+y) ) c(TH).
The fraction x+y2(2+x+y) attains itsmaximumvaluewhen x+y ismaximum. This occurswhen x = y = fn. Then x = y ≤ 1/3.
Consequently:
c(TU2) ≤

1+ 1/3+ 1/3
2(2+ 1/3+ 1/3)

c(TH) =

1+ 1
8

c(TH) ≤ 76 c(TH).
Case 5.3. In this case no subtrees are trivial.
The tree TU2 is obtained from TH by applying Approximation Algorithm 2 to subtrees TH1 , TH2 and TH3 , respectively, in
order to obtain TU21 , TU22 and TU23 . We have:
c(TU2) ≤ c(TH) +
n−1
i=1
fi
2
= c(TH) + x+ y+ z2 =

1+ x+ y+ z
2c(TH)

c(TH).
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Fig. 8. Special family of Huffman trees.
Since c(TH1) ≥ x, c(TH2) ≥ y and c(TH3) ≥ z, we have
c(TU2) ≤

1+ x+ y+ z
2(2+ x+ y+ z)

c(TH).
The fraction x+y+z2(2+x+y+z) attains its maximum value when x + y + z is maximum. This occurs if, for each subtree TH1 , TH2
and TH3 , the sum of the frequencies of both its left and right subtrees is equal to fn, otherwise the tree could not have the
supposed shape. In this case, x = y = z = 2fn = 2/7. Consequently:
c(TU2) ≤

1+ 2/7+ 2/7+ 2/7
2(2+ 2/7+ 2/7+ 2/7)

c(TH) =

1+ 3
20

c(TH) ≤ 76 c(TH).
Case 6. dn > 2.
In this case, we have c(TH) ≥ 3 and c(TU2) ≤ c(TH)+ 1/2. Consequently:
c(TU2) ≤

1+ 1
2c(TH)

c(TH) ≤

1+ 1
6

c(TH) = 76 c(TH).
In all cases, c(TU2) ≤ 76 c(TH). 
The bound given by Theorem 3 cannot be improved. We show this fact by exhibiting an infinite family F of Huffman
trees where, given any ϵ > 0, we can always find a tree TH ∈ F such that, for the corresponding tree TU2 obtained from
Approximation Algorithm 2, we have 76 c(TH)− c(TU2) ≤ ϵ.
This family is illustrated in Fig. 8. Each tree of the family is characterized by two parameters n and q, n ≥ 4 and 25 ≥ q > 0.
Each tree has n leaves and depth n − 2. Three leaves (ln−2, ln−1 and ln) have depth 2 and probability 1−q3 . The remaining
n− 3 leaves l1, . . . , ln−3 are arranged in the tree as follows: one leaf (l1) has depth n− 2 and probability q2n−4 ; n− 4 leaves
(li, 2 ≤ i ≤ n − 3) have depths n − i and probabilities q2n−i−2 , respectively. In this family of trees, there are only two odd
parity leaves: l1 and ln−1.
Theorem 4. Let TH be a tree belonging to F . Then TH is a Huffman tree.
Proof. Let Aj =ji=1 fi. Note that An−3 satisfies:
An−3 = q2n−4 +
n−3
i=2
q
2n−i−2
= q
2n−4

1+ 2
n−2 − 22
4

= q.
Thus, the overall sum of probabilities in TH is 3
1−q
3 + q = 1.
Next, a necessary condition for TH to be a Huffman tree is that An−3 should not be greater than fn−1 + fn. Hence, we must
have q ≤ 2 1−q3 , which implies that q ≤ 25 .
In addition, let us show that Ai−1 = fi, for 1 < i ≤ n− 3:
Ai−1 = q2n−4 +
i−1
j=2
q
2n−j−2
= q
2n−2

4+
i−1
j=2
2j

= q
2n−2
(4+ 2i − 4) = q
2n−i−2
= fi.
Consequently, the leaf li is joined correctly to the subtree containing leaves l1, . . . , li−1 during the process of generation
of TH . Hence, TH is indeed a Huffman tree. 
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Table 3
Comparisons with uniform probabilities.
n c(TH ) c(TE) c(TU1 ) c(TU2 )
B−A
A
C−A
A
D−A
A
(A) (B) (C) (D) % % %
64 6.00 6.50 6.50 6.50 8.3 8.3 8.3
128 7.00 7.50 7.50 7.50 7.1 7.1 7.1
192 7.67 8.00 8.17 8.00 4.4 6.5 4.4
256 8.00 8.50 8.50 8.50 6.3 6.3 6.3
320 8.40 8.80 8.90 8.80 4.8 6.0 4.8
384 8.67 9.00 9.17 9.00 3.9 5.8 3.9
448 8.86 9.29 9.36 9.29 4.8 5.7 4.8
512 9.00 9.50 9.50 9.50 5.6 5.6 5.6
576 9.22 9.67 9.72 9.67 4.8 5.4 4.8
640 9.40 9.80 9.90 9.80 4.3 5.3 4.3
704 9.55 9.91 10.05 9.91 3.8 5.2 3.8
768 9.67 10.00 10.17 10.00 3.5 5.2 3.5
832 9.77 10.15 10.27 10.15 3.9 5.1 3.9
896 9.86 10.29 10.36 10.29 4.4 5.1 4.4
960 9.93 10.40 10.43 10.40 4.7 5.0 4.7
1024 10.00 10.50 10.50 10.50 5.0 5.0 5.0
Theorem 5. For every ϵ > 0, there exists TH ∈ F such that the corresponding even tree TU2 obtained from TH by applying
Approximation Algorithm 2 satisfies 76 c(TH)− c(TU2) ≤ ϵ.
Proof. Let TH ∈ F . Then:
c(TH) = (n− 2) q2n−4 +
n−3
i=2
(n− i) q
2n−i−2
+ 3.21− q
3
= 2
n−2(1+ q)− 4q
2n−3
.
Now, observe that leaves l2, . . . , ln−3 of TH have even parity, and leaves l1 and ln−1 have odd parity (see Fig. 8). Then, the
only difference between the even tree TU2 obtained from TH after applying Approximation Algorithm 2 is that leaves l1 and
ln−1 of TU2 are shifted one level below. Therefore:
c(TU2) = c(TH)+
q
2n−4
+ 1− q
3
= c(TH)+ 3q+ 2
n−4(1− q)
3.2n−4
.
Given ϵ > 0, we want to choose q such that 76 c(TH)− c(TU2) ≤ ϵ. We must have:
2n−2(1+ q)− 4q
6.2n−3
− 3q+ 2
n−4(1− q)
3.2n−4
≤ ϵ
which is equivalent to
q(2n−5 − 1)
3.2n−5
≤ ϵ.
Since (2
n−5−1)
2n−5 < 1, choose q ≤ min( 25 , 3ϵ). 
We found an exact upper bound for the cost difference between a Huffman tree and an even tree obtained by
Approximation Algorithm 2. Clearly this is also an upper bound (possibly not exact) for the cost difference between an
optimal even tree and the corresponding Huffman tree. Nevertheless, it remains open the determination of a tight upper
bound for this difference. Experimental results suggest that it is lower than the bound given above.
6. Experimental results
In this section we report experimental results, evaluating in practice the cost of an even tree. We do not report running
times used because they were negligible for the approximation algorithms. For instance, in all the experiments, even those
with about 100,000 symbols, the running times were below one second.
These results are summarized in Tables 3–5. The tables present the costs of the trees obtained by the algorithms described
in Sections 3 and 4, for several values of n, obtained via a Pascal program running on a Pentium IV computer with 1.8 GHz
and 256Mb RAM.
In Tables 3 and 4 we compare c(TH), c(TE), c(TU1) and c(TU2), for 64 ≤ n ≤ 1024. Table 3 refers to uniform probabilities,
and Table 4 to arbitrary probabilities, obtained from a standard routine for generating random numbers in the range 1 to
10000. (We found no significant variations by modifying this range.) All the probabilities were further normalized so that
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Table 4
Comparisons with arbitrary probabilities.
n c(TH ) c(TE) c(TU1 ) c(TU2 )
B−A
A
C−A
A
D−A
A
(A) (B) (C) (D) % % %
64 5.82 5.97 6.38 6.03 2.7 9.7 3.7
128 6.76 6.88 7.28 6.92 1.9 7.8 2.4
192 7.33 7.52 7.84 7.59 2.7 7.0 3.6
256 7.75 7.87 8.25 7.90 1.6 6.5 2.0
320 8.08 8.20 8.57 8.30 1.5 6.1 2.7
384 8.34 8.54 8.85 8.60 2.5 6.1 3.1
448 8.52 8.68 9.04 8.73 1.9 6.0 2.4
512 8.72 8.84 9.22 8.87 1.3 5.8 1.7
576 8.92 9.03 9.39 9.09 1.2 5.3 2.0
640 9.10 9.22 9.60 9.31 1.4 5.6 2.3
704 9.20 9.33 9.69 9.41 1.4 5.4 2.4
768 9.33 9.53 9.83 9.58 2.1 5.3 2.7
832 9.44 9.63 9.93 9.67 2.0 5.2 2.4
896 9.57 9.73 10.08 9.77 1.7 5.3 2.1
960 9.64 9.78 10.14 9.82 1.5 5.2 1.9
1024 9.75 9.87 10.24 9.89 1.3 5.1 1.5
Table 5
Comparisons with arbitrary probabilities.
n c(TH ) c(TU1 ) c(TU2 )
B−A
A
C−A
A
(A) (B) (C) % %
1000 9.71 10.22 9.87 5.2 1.6
2000 10.72 11.21 10.87 4.6 1.5
3000 11.31 11.81 11.57 4.5 2.3
4000 11.72 12.22 11.87 4.3 1.3
5000 12.05 12.55 12.26 4.1 1.8
10000 13.04 13.55 13.25 3.9 1.6
15000 13.61 14.11 13.80 3.7 1.4
20000 14.05 14.55 14.25 3.6 1.5
25000 14.36 14.86 14.61 3.5 1.8
30000 14.62 15.12 14.81 3.4 1.3
35000 14.85 15.35 15.01 3.4 1.1
40000 15.05 15.55 15.25 3.3 1.4
45000 15.21 15.71 15.45 3.3 1.6
50000 15.36 15.86 15.61 3.3 1.7
55000 15.49 15.99 15.71 3.2 1.4
60000 15.62 16.12 15.80 3.2 1.2
65000 15.74 16.24 15.89 3.2 1.0
70000 15.85 16.35 16.01 3.2 1.0
75000 15.95 16.45 16.14 3.1 1.2
80000 16.04 16.54 16.25 3.1 1.3
85000 16.13 16.63 16.35 3.1 1.4
90000 16.21 16.71 16.45 3.1 1.5
95000 16.29 16.79 16.54 3.1 1.5
100000 16.36 16.86 16.61 3.1 1.6
the total sum is 1. In Table 5 we compare the two approximation algorithms with Huffman’s algorithm for n in the range
1000 to 100000.
The main result observed in Table 3 is that, for uniform probabilities, Approximation Algorithm 2 equals the exact
algorithm, while Approximation Algorithm 1 does not. The main explanation for this fact is that, when the Huffman tree
is a complete binary tree, improvements of Approximation Algorithm 2 apply very well. It can also be observed the small
difference between Huffman’s algorithm and the other methods, and the decrease of the relative costs when n increases. It
can still be confirmed a theoretical result stated in [13]: the cost difference between the optimal even tree and the Huffman
tree lays in the interval [1/3, 1/2], being maximum (equal to 1/2) when the number of symbols is n = 2k for some integer
k, and minimum (equal to 1/3) when n = 3.2k.
Next, we examine the results presented in Table 4, for arbitrary probabilities. First, compare data from Tables 3 and 4.
We can see that all data in columns 2 to 5 in Table 4 are smaller than the corresponding ones in Table 3. This is an expected
behavior, since the cost has the tendency to decrease as long as probabilities get unbalanced. The relative difference between
c(TE) and c(TH)decreases considerably asn increases. The sameoccurred for ApproximationAlgorithm2, suggesting that it is
alsowell applied for this situation, although it does not equal the optimal solution. However, for Approximation Algorithm1,
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the behavior is quite different. Both the absolute value of the difference to c(TH) and the relative value increased. Thus,
Approximation Algorithm 2 outperforms Approximation Algorithm 1 in this situation.
Table 5 illustrates the costs obtained for large values of n and arbitrary probabilities. The costs compared are c(TH),
c(TU1) and c(TU2). The main results obtained from Table 4 are confirmed, that is, Approximation Algorithm 2 is far better
than Approximation Algorithm 1. Moreover, the relative differences of costs from the two approximation algorithms to
Huffman’s algorithm again decrease. Those differences become negligible for large values of n.
Finally, from the three tables, we can observe a gap between the upper theoretical bound presented in Section 5 and
the experimental results, since all the relative differences between the costs of the even trees obtained by Approximation
Algorithm 2 and the Huffman trees were at most 5%, for n large enough. It seems to be interesting to search for tighter
bounds for this situation.
7. Conclusions
Hamming posed the problem of integrating the advantages of the Huffman compression with noise protection [2].
Motivated by this idea, in this work we have introduced even trees, where the symbols are assigned probabilities with
arbitrary distributions. We have proposed an exact algorithm for constructing an optimal even tree, running in O(n3) time.
Further, we have described two approximation algorithms which require O(n log n) time for constructing a near optimal
even tree. Moreover, the running time is O(n) if the symbols are ordered by their probabilities. We have shown that the cost
of a near optimal tree obtained by the second approximation algorithm is at most 16.7% higher than the cost of a Huffman
tree, for the same set of symbols. In terms of costs, an optimal tree lies between a Huffman tree and a near optimal tree.
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