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Abstract—Building upon past work, which de-
veloped information theoretic notions of when a
penalized likelihood procedure can be interpreted
as codelengths arising from a two stage code and
when the statistical risk of the procedure has a
redundancy risk bound, we present new results
and risk bounds showing that the l1 penalty in
Gaussian Graphical Models fits the above story.
We also show how twice the traditional l0 penalty
times plus lower order terms which stay bounded
on the whole parameter space has a conditional
two stage description length interpretation and
present risk bounds for this penalized likelihood
procedure.
I. INTRODUCTION
It is known that the MDL principle motivates
viewing a penalized log likelihood procedure
as minimizing the codelengths of a two stage
code. Traditionally, this has required that the
minimizing space be countable. In past works
[2], [3] the authors address this issue and de-
velop a notion as to how to interpret a penalized
log likelihood as codelengths arising from a two
stage code even when the minimization is done
over an uncountable parameter space. We say
a given code or its codelengths on a countable
sample space are valid if they satisfy the well
known Kraft’s inequality.
In the following Z denotes a sample of data and
{Pθ : θ ∈ Θ} denotes a family of candidate
distributions for Z. The basic idea, showing
how codelengths arising from a penalized likeli-
hood procedure, is very simple. Suppose for the
given penalty one can construct another valid
codelength L on the sample space such that
min
θ∈Θ
{− logPθ(Z) + pen(θ)} ≥ L(Z)
then automatically the penalized likelihood term
defines a codelength satisfying Kraft’s inequal-
ity. We then call such a penalty codelength
valid. The following condition defined in [2] al-
lows a penalty to be viewed as Kraft summable
codelengths: Suppose there exists a countable
θ˜ ⊂ Θ and a Kraft valid codelength Ł(θ˜)
defined on Θ˜ such that the following holds for
any given data Z,
min
θ∈Θ
{− logPθ(Z) + pen(θ)} ≥
min
θ˜∈Θ˜
{− logPθ˜(Z) + Ł(θ˜)}
(1)
then clearly since the right side of (1) is a
Kraft summable codelength by virtue of hav-
ing a codelength associated with a two stage
code, the left side also is a Kraft summable
codelength. It is shown in [2] and [3] that the
l1 penalty in linear regression and log density
estimation problems is indeed codelength valid.
Just showing codelength validity of a penalty
is relevant for data compression purposes but
not sufficient for generalization guarantees on
future data. The authors in [2] also define a
condition for good statistical risk properties to
hold. If there exists a countable θ˜ ⊂ Θ and a
Kraft valid codelength Ł(θ˜) on it such that the
following condition holds:
min
θ˜∈F
(
log
Pθ˜(Z)
P (Z)
−B(P, Pθ) + 2Ł(θ˜)
)
≤
min
θ∈Θ
(
log
Pθ(Z)
P (Z)
−B(P, Pθ) + pen(θ)
)
(2)
then, the right side inherits the positive ex-
pectation property from the left side in (2) as
shown in [2]. Then replacing the minimum over
Θ˜ by setting θ˜ = θˆ and rearranging, one can
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conclude, for the estimator given by
θˆ(X) = argmin
θ∈Θ
(− logPθ(Z) + pen(θ))
redundancy risk bounds as follows:
EBtot(P, Pθˆ) ≤ Eminθ∈Θ
(
log
P (Z)
Pθ(Z)
+ pen(θ)
)
.
(3)
Here Btot is the total Bhattacharya diver-
gence(see [5]) and in i.i.d cases (3) becomes
EB(P, Pθˆ) ≤
1
n
Emin
θ∈Θ
(
log
P (Z)
Pθ(Z)
+ pen(θ)
)
,
where B is the single sample Bhattacharya
divergence and n is the sample size. When we
say ˜pen(θ˜) is Kraft summable we mean∑
θ˜∈Θ˜
exp(−Ł(θ)) ≤ 1. (4)
Remark I.1. The redundancy which is an ex-
pected minimum excess codelength, can be fur-
ther upper bounded by the minimum expected
excess codelength which is called the index of
resolvability as in [1].
Res = min
θ∈Θ
(D(P, Pθ) + pen(θ)) .
Hence, we have the relation
Risk ≤ Redundancy ≤ Resolvability. (5)
As we see from the definition of Resolvability,
the upper bound of the risk is governed by an
ideal tradeoff between Kulback approximation
error and complexity. So, in this sense the
two stage estimator is adaptive, it looks at
the tradeoff between approximation error and
complexity at the population size relative to the
sample size given.
We call the penalties for which the penalized
likelihood procedure gives risk bounds of the
form
Risk ≤ Redundancy
as statistical risk valid penalties. It is also shown
in [2] [3] that the l1 penalty in linear regression
and log density estimation problems is indeed
codelength valid and statistical risk valid. We
add a new example to this story in this paper
where we present the risk validity of the l1 type
penalty in Gaussian Graphical Models. Also in
this paper, we present a new interpretation of
the traditional l0 penalty in problems such as
linear or logistic regression being codelength
valid. Traditionally in the MDL literature, the
penalty pen(θ) = dim(θ)2 log(n)+o(n) in linear
regression has been shown to be codelength
valid but with the drawback that the o(n) term
is unbounded with respect to θ as we go out
to the edges of the parameter space. Here we
resolve this issue as we show that the penalty
2dim(θ)2 log(n)+o(n) can be indeed thought of
as codelength valid in the regime n > p with
the o(n) term remaining bounded as a function
of θ. Also in the linear regression problem, by
slightly modifying the existing risk bound tech-
niques, we are able to show the same penalty,
described before found to be codelength valid,
is also statistically risk valid.
Remark I.2. We comment that the requirement
that the penalizer be 2 times a codelength valid
penalty in (2) stems from the loss function
being the Bhattacharya divergence. The theory
goes through for any of the Chernoff-Renyi
divergences with parameter α strictly between
0 and 1, in which case the factor of 2 may be
replaced by 1α .
II. VALIDITY OF l1 PENALTY
In order to show validity of a l1 type penalty, the
countable subset Θ˜ is taken to be the δ integer
lattice and now a penalty is defined on Θ˜
˜pen(θ˜) =
2
δ
‖θ˜‖1 log(4p) + 2 log 2. (6)
The actual value of δ depends on the problem
at hand and is chosen accordingly. The fact
that ˜pen(θ˜) defined this way satisfies (4) is by
seeing it as −2 log of a subprobability measure,
say pi on Θ˜. For any non negative integer k,
pi puts mass (1/2)k+1 on the set of all points
on the lattice with l1 norm equal to k times δ.
Also a counting argument shows that there are
at most (2p)k points in the δ lattice with l1 norm
equal to k times δ. So, setting pi at any point in
the grid to be equalling 1
(2p)k
times (1/2)k+1,
where k is the l1 norm of the particular point
divided by δ, defines a subprobability. Now if
one shows an equivalent version of (1), that for
any given θ ∈ Θ and data X, one has
logPθ˜(Z)− logPθ(Z) + ˜pen(θ˜) ≤ pen(θ)
(7)
then one shows codelength validity of pen(θ).
Analogously if one shows an equivalent version
of (2), that for any given θ ∈ Θ and data X,
such that pen(θ) satisfies
min
θ˜∈Θ˜
[logPθ˜(Z)− logPθ(Z)
−B(θ?, θ˜) +B(θ?, θ) + ˜pen(θ˜)] ≤ pen(θ)
(8)
then we get the desired risk bound (3) of the
penalized likelihood procedure. The validity of
l1 penalty in the case of linear models and log
density estimation has already been shown by
techniques as above in [2] and [3]. We present
new results in the case of Gaussian Graphical
Models.
A. Gaussian Graphical Models
Consider the problem of estimating the inverse
covariance matrix of a multivariate gaussian
random vector. Suppose we observe Z =
(x1, . . . , xn), each of which is a p length vector
drawn i.i.d from N(0, θ−1). We denote the
true inverse covariance matrix to be θ?. Let us
denote the − log det function as φ. This φ is
a convex function on the space of all p × p
matrices with the convention that φ takes value
+∞ on any matrix that is not positive definite.
Inspecting the log likelihood of this model we
have
1
n
logPθ(Z) =
p
2
log(2pi) +
1
2
Tr(Sθ) +
φ(θ)
2
Here, Tr(Sθ) is the sum of diagonals of the
matrix Sθ and S = 1n
∑n
i=1 x
T
i xi. In this set-
ting θij = 0 means that the ith and jth variables
are conditionally independent given the others.
We outline the proof of the fact that the penalty
|θ|1, which is just the sum of absolute values of
all the entries of the inverse covariance matrix,
is a statistical risk valid penalty. For this model,
the Bhattacharya Divergence is
B(θ1, θ2) =
1
2
[φ(θ1)+φ(θ2)]−φ([θ1 +θ2]/2).
We assume that the truth θ? is sufficiently pos-
itive definite in the following way. We assume
that for any matrix {∆ : ‖∆‖∞ ≤ δ} we have
(θ? + ∆)  0. (9)
We remark that this is our only assumption on
the true inverse covariance and the δ in the
assumption is the same δ used in constructing
the countable set. The value of δ is specified
later. Now we give an idea as to how we
verify (8) and establish risk validity of the l1
penalty times a multiplier. Our strategy is to
upper bound the left side in (8) which is a
minimum over the entire δ lattice by a minimum
over the 2p vertices of the cube that θ lives in.
We further upper bound this minimum by an
expectation over these vertices with the random
choice being unbiased for θ. Taylor expanding
the log likelihoods and the Bhattacharya diver-
gence terms upto the second order permits us
to do careful reasoning and obtain that the l.h.s
in(8) can be upper bounded by
nDmax(Σ
?)‖θ‖1δ + 2
δ
‖θ‖1 log(4p) + 2 log 2.
Dmax(Σ
?) is the square of the maximum di-
agonal of the true covariance matrix Σ?. We
need assumption (9) to ensure we stay in the
region where φ is smooth and differentiable.
Now by setting δ =
√
2 log(4p2)
n , we again see
that penalty defined as below satisfies (8).
pen(θ) = 2Dmax(Σ
?)
√
2n log(4p2))‖θ‖1
+ 2 log 2
So in this case a suitable multiplier times
the l1 penalty plus a constant is a risk valid
penalty. We present the risk bound after divid-
ing throughout by n.
Theorem II.1. Define the estimator as
θˆ = argmin
θ∈Rp
[
1
2
Tr(Sθ) + φ(θ)
+ λ‖θ‖1].
Then we have the risk bound
EB(θ?, θˆ) ≤ E inf
Rp
[
1
n
log
Pθ?(Z)
Pθ(Z)
+ λ‖θ‖1]
+
2 log 2
n
whenever λ ≥ 2Dmax(Σ?)
√
log(4p2)
n .
Remark II.1. By setting θ = θ? in the right
side of the bound, as long as θ? has finite
l1 norm, one has the standard risk bound√
log(4p2)
n ‖θ?‖1. The main purpose of the risk
bound is to demonstrate the adaptation prop-
erties of the l1 penalized estimator and to
demonstrate redundancy, a coding notion, as
the upper bound to the statistical risk which
has been championed in [6].
Remark II.2. The assumption (9) says that the
true inverse covariance matrix θ? should be
in the interior of the cone of positive definite
matrix by a little margin. This assumption may
be acceptable even in high dimensions as it does
not prohibit collinearity.
III. VALIDITY OF l0 PENALTY IN LINEAR
REGRESSION
The log likelihood of the model is
− logPθ(Z) = 1
2σ2
‖y −Xθ‖22 +
n
2
log 2piσ2
where Z = (yn×1, Xn×p) and X is the design
matrix and σ2I is the known covariance matrix
of y. Assuming the sample size n is larger
than the number of explanatory variables p,
we divide the data into Zin = (yin, Xin)
consisting of p samples and Zf = (yf , Xf )
consisting of (n − p) samples. We do assume
that the l2 norms of the columns of X are upper
bounded by n. Then for pen(θ|Zin) having the
leading term k(θ) log n, we show, for a Kraft
valid codelength Ł(θ˜|Zin) on Θ˜ the following
inequality analogous to (1).
min
θ∈Θ
{− logPθ(Z) + pen(θ|Zin)} ≥
min
θ˜∈Θ˜
{− logPθ˜(Zf ) + 2Ł(θ˜|Zin)}
(10)
where now the right side of (10) gives a
two stage codelength interpretation provided we
treat it as codelengths on Zf conditional on Zin
and hence the left side as a function on Zf ,
being not less than the right side, also has a
two stage conditional codelength interpretation.
We now sketch how to show (10). Let us make
some relevant definitions. For S ⊂ [1 : p],
let Xin,S denote the initial part of the design
matrix with column indices in S. Hence Xin,S
is a p by |S| matrix. For θ ∈ Rp we denote
the support of θ or the set of indices where
θ is non zero by S(θ). We denote |S(θ)| by
k(θ). Let S? be the support of the true vector
of coefficients θ?. For any given S, denoting∫
R|S|(
Pφ(Zin)
Pθ? (Zin)
)1/2dφ by Int(Zin, S) one can
check that this integral is
exp[
1
4
(‖yin−Xin,S?θ?‖22−‖yin−OXin,Syin‖22)]√
4pi|S|det(XTin,SXin,S)−1
(11)
where OXin,S denotes the orthogonal projection
matrix onto the column space of the matrix
Xin,S . In order to have a lower approxima-
tion for the integral
∫
R|S| Pφ(Zin)dφ one can
divide R|S| into cubes of sidelength δ > 0
with vertices of the cube being the δ integer
lattice and for each cube choose the point where
Pφ(Zin) is minimized within the cube. The
value of δ is specified later. We define the set
CS ⊂ R|S| to be the set of points obtained
this way. Although CS depends on δ we do not
explicitly write it for convenience. As we have
defined, CS ⊂ R|S| but by imagining the other
coordinates to be zero we can treat CS ⊂ Rp.
A property of the set of points CS is that the
Reimann sum is upper bounded by the integral.
Indeed∑
φ∈CS
(
Pφ(Zin)
Pθ?(Zin)
)1/2(
δ
2
)|S| ≤ Int(S). (12)
We now define the countable set
Θ˜ = ∪pk=0 ∪{S:|S|=k} CS .
Define h(θ˜, Zin) as
h(θ˜, Zin) = (
1
2
)k(θ˜)+1
1( p
k(θ˜)
)
(
δ
2
)k(θ˜)(
1√
2
)k(θ
?)
√
1/(4pi)k(θ˜)√
det(XT
in,S(θ˜)
Xin,S(θ˜))(
Pθ˜(Zin)
Pθ?(Zin)
)1/2.
We also define
M(Zin) =
∑
θ˜∈Θ˜
h(θ˜, Zin).
Now by first summing over k, then {S : |S| =
k} and then CS and from (11) and (12) we
have
M(Zin) ≤
p∑
k=0
∑
{S:|S|=k}
(
1
2
)k+1
1(
p
k
) ( 1√
2
)
k(θ?)
2
exp[
1
4
(‖yin−Xin,S?θ?‖22−‖yin−OXin,Syin‖22)].
Note that by properties of orthogonal projec-
tions,
‖yin −Xin,S?θ?‖22 − ‖yin −OXin,Syin‖22 ≤
‖yin −Xin,S?θ?‖22 − ‖yin −OXin,S∪S? yin‖22 =
‖OXin,S∪S? yin −Xin,S?θ?‖22.
Also ‖OXin,S∪S? yin−Xin,S?θ?‖22 is a χ2 ran-
dom variable with degree of freedom atmost
|S| + |S?|. Hence computing the mgf of a χ2
random variable at 1/4, we have
Pin exp(
1
4
‖PXin,S∪S? yin −Xin,S?θ?‖22) ≤
(
√
2)|S|+|S
?|.
So we have
PinM(Zin) ≤
p∑
k=0
∑
{S:|S|=k}
(
1
2
)k+1
1(
p
k
)
(
1√
2
)k(θ
?)(
√
2)k+k(θ
?).
After cancellations we can simplify to obtain
PinM(Zin) ≤
p∑
k=0
(
1√
2
)k+1.
By summing up the geometric series and taking
expectation inside the log we get
Pin logM(Zin) ≤ log( 1
2−√2). (13)
Finally, we define our conditional codelengths
Ł(θ˜|Zin) = − log h(θ˜, Zin) + logM(Zin).
Then, by definition, it is Kraft summable. Now
given θ and Z, we seek to upper bound the
minimum over Θ˜ of the following expression
log
Pθ(Z)
Pθ?(Z)
− log Pθ˜(Zf )
Pθ?(Zf )
+ 2Ł(θ˜, Zin).
The upper bound will then be a codelength valid
penalty as seen from (10). Now our strategy to
minimize the expression is to restrict to mini-
mizing over θ˜ ∈ CS(θ) which cannot decrease
the overall minimum. In that case, except the
log likelihood terms all the other terms remain
fixed and hence do not have to be minimized.
So then, using similar probabilistic techniques
as in the l1 case and then setting δ = 1√n we
see that a codelength valid penalty pen can be
defined as
pen(θ|Zin) = k(θ) log(n) + 2 log
(
p
k(θ˜)
)
+ log detXTin,S(θ)Xin,S(θ) + [1 + 4 log(2)−
log(4pi)]k(θ) + log(2)k(θ?) + 2 logM(Zin).
The constant term log(2)k(θ?) will not affect
the optimization procedure. There are two terms
which involve Zin. Now we assume that the
maximum diagonal of XTinXin is at most p.
We think, this is reasonable in most situa-
tions. Now using Hadamard’s inequality we
have log det(XTin,S(θ)Xin,S(θ)) term is at most
k(θ) log(p). Also as we have shown in (13),
the 2 logM(Zin) term is only a constant on an
average. So indeed, the dominating term of the
penalty is 2 times the traditional k log(n)2 term
which we show has a conditional description
length interpretation.
We also have a risk bound arising from sim-
ilar reasoning for a very similar penalty with
leading term k(θ) log n which is as follows:
PB(Pθ? , Pθˆ) ≤ (
2
n− p ) log(
1
2−√2)
+ (
1
n− p )Pminθ∈Θ
(
log
Pθ?(Z)
Pθ(Z)
+ pen(θ)
)
where θˆ is obtained from optimizing
θˆ = argmin
θ∈θ
(
1
2
‖y −Xθ‖22 + pen(θ)
)
.
Remark III.1. The mgf of a chi square, not
existing at 12 is the reason we suffer an extra
factor of 2 in the penalty. The argument can be
modified to replace the factor of 2 by anything
strictly bigger than 1 with a larger additive
constant in the penalty. The codelength inter-
pretation and the risk bound is useful even in
the regime p/n is a constant with n→∞.
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