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Automatic Contextual Adjustment to Speech Recognition to Reduce Query Misrecognition
ABSTRACT
Users interact with virtual assistants by issuing voice queries. Prior to processing, the
user’s voice query is converted to text using automatic speech recognition (ASR). For a variety
of reasons, ASR can result in errors such that the converted text query does not match the
original voice query at least partially. Query misrecognition disrupts the flow of interaction
between the user and the virtual assistant, requiring users to reissue the voice query multiple
times or enter it using an alternate input mechanism. This disclosure describes techniques to
predict misrecognized voice queries and avoid the same misrecognition on the subsequent query
attempt.
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BACKGROUND
People increasingly use virtual assistants provided via various devices, such as
smartphones, tablets, etc. A common mode for users to interact with virtual assistants is by
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issuing voice queries. Prior to processing, the user’s voice query is converted to text using
automatic speech recognition (ASR) techniques. For a variety of reasons, the text generated by
the speech recognition process can contain errors that result in the converted text query not
matching the original voice query fully or partially. For example, a user’s voice query for
“Weather in Bach” (Switzerland) may be misrecognized as a request for “Weather in Bath”
(United Kingdom).
Such misrecognition disrupts the flow of interaction between the user and the virtual
assistant. For instance, users may receive inaccurate results or may need to speak the query
multiple times until the misrecognized utterance is correctly converted from speech to text. If
attempts to achieve correct query recognition fail multiple times, users may need to resort to
another input mechanism such as typed query input. Needing to reissue the voice query multiple
times or enter it using an alternate input mode can be frustrating, thus degrading the user
experience (UX) of voice-based virtual assistants.
DESCRIPTION
This disclosure describes techniques to predict misrecognized voice queries, implemented
with user permission. Predictions of specific words or phrases within the query that are most
likely to have been recognized incorrectly are generated and utilized to avoid the same
misrecognition on the subsequent repeat query attempt.
To perform such prediction, a suitable machine learning model is trained on data that
includes spoken-typed query pairs, obtained with permission. In the query pairs, a typed query
that is phonetically similar to the spoken query is issued within a short interval of the spoken
query. In essence, such data captures situations where the user likely needed to reissue the query
in the typed format because the corresponding spoken query was not correctly understood.
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With user permission, a voice query converted to text via speech recognition is input to
the trained machine learning model along with relevant user-permitted contextual information,
such as:
● User context, such as location, time of day, language, semantic location, etc.
● Query history
● Confidence scores for the speech conversion
● Relevant speech parameters, such as acoustic score, linguistic score, etc.
● Percentage of times each word in the query is misrecognized in general
● Entropy for all possible speech recognition hypotheses for the query text
Based on these inputs, the trained model can provide the likelihood that the user’s voice
query was misrecognized by the automatic speech recognition processes. If a spoken query is
indeed misrecognized, the user is likely to issue the same voice query again, hoping for correct
recognition on the second attempt. With user permission, the output of the trained machine
learning model that predicted that the user’s prior spoken query was potentially misrecognized
can be used to make contextually appropriate adjustments to parameters (e.g., weights of a
speech recognition model) used in the speech recognition process. As a result of such contextual
speech biasing, the weights applied to speech recognition of the subsequent instance of the same
voice query within a short interval of the previous query are modified which can avoid the same
misrecognition from repeating.
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Fig. 1: Detecting a misrecognized voice query and correcting on subsequent query attempt
Fig. 1 shows an example of operational implementation of the techniques described in
this disclosure. A user (102) issues a voice query for the weather in Bach (Switzerland) to a
virtual assistant (116) provided via a user device (104). A response to the query is provided
based on the output of the speech recognition (108) applied to the spoken words.
As shown in Fig. 1(a), the query is initially misrecognized, thus resulting in provision of
the answer (112) that includes weather information for Bath (United Kingdom). With user
permission, a trained query misrecognition model (110) indicates whether the speech recognition
output is likely to have resulted in misrecognition (114) based on relevant context (118).
As shown in Fig. 1(b), when the user reissues the same query (120) in the hopes of
avoiding the initial misrecognition and receiving the correct answer, the speech recognition
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processes employ contextual speech biasing with weights adjusted to avoid the initial
misrecognition (114) indicated by the trained machine learning model. As Fig. 1(b) shows, ASR
when processing the reissued spoken query avoids the initial error, resulting in the provision of
the correct answer that includes weather information for Bach, Switzerland.
Contextual speech biasing as mentioned above can include downweighting the word or
sets of words in the user’s spoken query that are highly likely to have been misrecognized in a
previous attempt. The downweighting makes it unlikely that these words are chosen by the
speech recognition process, thus ensuring that the same recognition errors are not repeated.
However, contextual speech biasing is bypassed if the speech recognition process with
unadjusted weights indicates that the probability of the words occurring within the corresponding
portion of the user’s speech is higher than a threshold value. Such an operation can successfully
handle cases in which the user’s query is more likely to be a different query with the same words
in similar positions rather than an attempt to reissue the query that was previously
misrecognized.
With user permission, the model can indicate misrecognition at the level of the entire
spoken query or partially to indicate specific words or phrases within the query with a high
likelihood of misrecognition. Correspondingly, the weight adjustments for contextual speech
biasing for a user’s subsequent spoken query attempts can be applied to interpretation of the
whole query and/or to specific words or phrases (sets or words or N-grams) within the larger
query.
Threshold values of probabilities and weights used in the operational implementation of
the various models as described above can be provided by the developers and/or determined
dynamically at runtime. If users permit, the techniques described above can be implemented
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within any application, service, or platform that permits users to voice-based queries.
Implementation of the techniques to dynamically adjust ASR can reduce user frustration of
issuing the same spoken query multiple times or needing to switch to non-voice query input, thus
enhancing the user experience (UX) of voice based user interaction with virtual assistants or
other applications that utilize voice as an input modality.
Further to the descriptions above, a user may be provided with controls allowing the user
to make an election as to both if and when systems, programs or features described herein may
enable collection of user information (e.g., information about a user’s spoken queries, a user’s
context, a user’s preferences, or a user’s current location), and if the user is sent content or
communications from a server. In addition, certain data may be treated in one or more ways
before it is stored or used, so that personally identifiable information is removed. For example, a
user’s identity may be treated so that no personally identifiable information can be determined
for the user, or a user’s geographic location may be generalized where location information is
obtained (such as to a city, ZIP code, or state level), so that a particular location of a user cannot
be determined. Thus, the user may have control over what information is collected about the
user, how that information is used, and what information is provided to the user.
CONCLUSION
This disclosure describes techniques to automatically predict misrecognized voice
queries, based on prior queries and contextual factors that are obtained with user permission, and
to utilize the predictions to avoid the query misrecognition on a subsequent query attempt. A
machine learning model is trained to perform such prediction using training data that includes
spoken-typed query pairs where a typed query phonetically similar to the spoken query is issued
within a short interval of the spoken query. Contextual speech biasing is used to avoid the same
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misrecognition by downweighting the misrecognized words when the user reissues the same
voice query within a short interval. Implementation of the techniques to dynamically adjust ASR
can reduce user frustration of issuing the same spoken query multiple times or needing to switch
to non-voice query input, thus enhancing the user experience (UX) of voice based user
interaction with virtual assistants or other applications that utilize voice as an input modality.
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