A Bilinear Estimate for Biharmonic Functions in Lipschitz Domains by Kilty, Joel & Shen, Zhongwei
ar
X
iv
:0
90
6.
03
22
v2
  [
ma
th.
AP
]  
28
 O
ct 
20
09
A Bilinear Estimate for Biharmonic Functions
in Lipschitz Domains
Joel Kilty∗ Zhongwei Shen†
Abstract
We show that a bilinear estimate for biharmonic functions in a Lipschitz domain Ω
is equivalent to the solvability of the Dirichlet problem for the biharmonic equation
in Ω. As a result, we prove that for any given bounded Lipschitz domain Ω in Rd
and 1 < q < ∞, the solvability of the Lq Dirichlet problem for ∆2u = 0 in Ω with
boundary data in WA1,q(∂Ω) is equivalent to that of the Lp regularity problem for
∆2u = 0 in Ω with boundary data in WA2,p(∂Ω), where 1p +
1
q = 1. This duality
relation, together with known results on the Dirichlet problem, allows us to solve the
Lp regularity problem for d ≥ 4 and p in certain ranges.
MSC (2000): 35J40.
Keywords: biharmonic function; Lipschitz domain; Dirichlet problem.
1 Introduction
Let Ω be a bounded Lipschitz domain in Rd, d ≥ 2. We will use WAk,p(∂Ω) to denote the
completion of the set of arrays of functions{
f˙ = (fα)|α|≤k = (D
αf |∂Ω)|α|≤k : f ∈ C
∞
0 (R
d)
}
(1.1)
under the scale-invariant norm on ∂Ω,
‖f˙‖k,p :=
∑
|α|≤k
|∂Ω|
k−|α|
1−d ‖fα‖p, (1.2)
where ‖·‖p denotes the norm in L
p(∂Ω). In this paper we are interested in the Dirichlet prob-
lem for the biharmonic equation ∆2u = 0 in Ω with boundary data taken from WAk,p(∂Ω)
where k = 1 or 2. Recall that the Lp Dirichlet problem, denoted by (D)p, is said to be
uniquely solvable if given any f˙ ∈WA1,p(∂Ω), there exists a unique function u such that

∆2u = 0 in Ω,
Dαu = fα a.e. on ∂Ω for |α| ≤ 1,
(∇u)∗ ∈ Lp(∂Ω).
(1.3)
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Moreover, the solution u satisfies the estimate
‖(∇u)∗‖p + |∂Ω|
1
1−d ‖(u)∗‖p ≤ C
∑
|α|≤1
|∂Ω|
1−|α|
1−d ‖fα‖p. (1.4)
Here (w)∗ denotes the nontangential maximal function of w.
If the Dirichlet data in (1.3) are taken from WA2,p(∂Ω) instead of WA1,p(∂Ω), we may
expect the solution to have one higher order regularity. This is the so-called Lp regularity
problem. Let ∇tg denote the tangential derivatives of g on ∂Ω. We say that the L
p regularity
problem for ∆2u = 0 in Ω, denoted by (R)p, is uniquely solvable if given g˙ = {gα : |α| ≤
2} ∈WA2,p(∂Ω), there exists a unique function u such that

∆2u = 0 in Ω,
Dαu = gα a.e. on ∂Ω for |α| ≤ 1,
(∇2u)∗ ∈ Lp(∂Ω).
(1.5)
Moreover, the solution satisfies the estimate
‖(∇2u)∗‖p + |∂Ω|
1
1−d‖(∇u)∗‖p + |∂Ω|
2
1−d ‖(u)∗‖p
≤ C
{∑
|α|=1
‖∇tgα‖p +
∑
|α|≤1
|∂Ω|
2−|α|
1−d ‖gα‖p
}
(1.6)
and ∇2u has nontangential limits a.e. on ∂Ω.
If Ω is a bounded C1 domain, the Lp Dirichlet problem (D)p for the biharmonic equation is
uniquely solvable for any 1 < p <∞ [2, 28]. By the duality argument in [29] for star-shaped
Lipschitz domains (or by Theorem 1.1 below), this implies that the Lp regularity problem
(R)p for the biharmonic equation in C
1 domains is uniquely solvable for 1 < p <∞. However,
it has been known that given any p < 2 or p large in the case d ≥ 4, there is a bounded
Lipschitz domain for which the Lp Dirichlet problem is not solvable (see e.g. [7, 18]).
The main result in this paper is the following duality relation between the Dirichlet and
regularity problems for the biharmonic equation in Lipschitz domains.
Theorem 1.1. Let 1 < p <∞ and 1
p
+ 1
q
= 1. Let Ω be a bounded Lipschitz domain in Rd,
d ≥ 2. For the biharmonic equation ∆2u = 0, the Dirichlet problem (D)q in Ω is uniquely
solvable if and only if the regularity problem (R)p in Ω is uniquely solvable.
Theorem 1.1 extends a similar result in [12] for second order elliptic systems. We mention
that although it is not explicitly stated, the duality relation between the Dirichlet and
regularity problems was essentially established by G. Verchota in the case of star-shaped
Lipschitz domains for Laplace’s equation in [27]. Verchota’s duality argument relies on the
representation of solutions by layer potentials in terms of their Cauchy data, and exploits the
square function estimates and a well known fact that there exists a local pointwise estimate
between a square function of Diu and a square function of Ddu [26]. A similar idea was
used in [29] to establish the solvability of the L2 regularity problem for the polyharmonic
equation in Lipschitz domains. The approach in [12] and in this paper uses the basic duality
argument of Verchota. One of our main contributions is a localization argument which allows
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us to establish the duality relation between the Dirichlet and regularity problems for each
individual Lipschitz domain, not just the class of all Lipschitz domains in Rd.
More precisely, to prove Theorem 1.1, we introduce a bilinear form
Λ[f, g] := lim
m→∞
∫
∂Ωm
{
∂
∂n
∆u · v −∆u ·
∂v
∂n
}
dσ = −
∫
Ω
∆u ·∆v dx, (1.7)
for f, g ∈ C20(R
d), where Ωm ↑ Ω and u, v are solutions of the L
2 regularity problem for the
biharmonic equation in Ω with boundary data Dαf,Dαg, respectively. The key new idea
in this paper is to show that both the solvability of (D)q and the solvability of (R)p are
equivalent to the following bilinear estimate,
∣∣Λ[f, g]∣∣ ≤ C{‖∇t∇f‖p + |∂Ω| 11−d‖∇f‖p + |∂Ω| 21−d ‖f‖p
}{
‖∇g‖q + |∂Ω|
1
1−d ‖g‖q
}
. (1.8)
Theorem 1.2. Let 1 < p <∞ and 1
p
+ 1
q
= 1. For ∆2u = 0 in a bounded Lipschitz domain
Ω in Rd, d ≥ 2, the following statements are equivalent.
1. The Lq Dirichlet problem (D)q is uniquely solvable in Ω.
2. The Lp regularity problem (R)p is uniquely solvable in Ω.
3. The bilinear estimate (1.8) holds for any f, g ∈ C∞0 (R
d).
There exists an extensive literature on Lp boundary values problems in Lipschitz domains
for p near 2 and d ≥ 2 (see e.g. [10] for references). In particular the solvability of the L2
Dirichlet and regularity problems for the biharmonic equation in Lipschitz domains was
established in [7, 29]. We mention that in the lower dimensional case d = 2, 3, the sharp
ranges of p’s for which the Lp boundary value problems are solvable are known for elliptic
systems and higher order elliptic equations (see [6, 18, 19, 30]). Results on the inhomogeneous
Dirichlet problem for ∆2 as well as for general higher order elliptic systems may be found
in [1, 16, 14, 15]. The Lp boundary value problems in higher dimensional case d ≥ 4 were
studied by Shen in [22, 23, 24, 25]. Related work may be found in [11, 21, 32] for the Stokes
system. These results extend the classical work of Dahlberg, Jerison, Kenig, and Verchota in
[3, 4, 5, 8, 9, 27] on Lp boundary value problems for Laplace’s equation in Lipschitz domains.
More specifically, for the biharmonic equation in Lipschitz domains, the Lp Dirichlet
problem is solvable for 2 − ε < p ≤ ∞ if d = 2 or 3; for 2 − ε < p < 6 + ε if d = 4; for
2− ε < p < 4 + ε if d = 5, 6, 7; and for 2− ε < p < pd + ε if d ≥ 8, where
pd = 2 +
4
d− λd
and λd =
d+ 10 + 2
√
2(d2 − d+ 2)
7
, (1.9)
(see [7, 18, 19, 22, 23, 24]; the ranges of p are known to be sharp for 2 ≤ d ≤ 7). When
combined with these results on the Dirichlet problem, Theorem 1.1 allows us to solve the
Lp regularity problem for the biharmonic equation in Lipschitz domains. The results in the
following theorem are new in the case d ≥ 4 and p < 2.
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Theorem 1.3. Let Ω be a bounded Lipschitz domain in Rd. Then the Lp regularity problem
for ∆2u = 0 in Ω is uniquely solvable if
1 < p < 2 + ε if d = 2, 3,
(6/5)− ε < p < 2 + ε if d = 4,
(4/3)− ε < p < 2 + ε if d = 5, 6, 7,
qd − ε < p < 2 + ε if d ≥ 8,
where ε > 0 depends on Ω, qd = pd/(pd − 1) and pd is given by (1.9). Moreover, the ranges
of p’s are sharp for 2 ≤ d ≤ 7.
For a general homogeneous elliptic system of order 2ℓ with constant coefficients, it was
proved in [23] that given any p > 2, the solvability of (D)p is equivalent to a weak reverse
Ho¨lder condition with exponent p. A similar result was established in [12] for (R)p with
p > 2. It follows from Theorem 1.1 that for the biharmonic equation, the solvability of (D)p
for some p < 2 is equivalent to a weak reverse Ho¨lder condition with exponent q = p
p−1
.
Since the weak reverse Ho¨lder conditions have the self-improving property, we obtain the
following.
Theorem 1.4. For the biharmonic equation in a bounded Lipschitz domain Ω, the set of all
exponents p ∈ (1,∞) for which (D)p in Ω is uniquely solvable is open.
Finally we note that any convex domain is a Lipschitz domain. It was proved in [24]
that the Lp Dirichlet problem for the biharmonic equation in convex domains is solvable
for 2 ≤ p < ∞. Theorem 1.1, together with recent results on the boundedness of ∇2u for
biharmonic functions in convex domains in [13] and Theorem 1.1 in [12], allows us to solve
the Lp Dirichlet and regularity problems on convex domains for any 1 < p <∞.
Theorem 1.5. For the biharmonic equation in a convex domain Ω in Rd, the Lp Dirichlet
and regularity problems are uniquely solvable for any 1 < p <∞. Furthermore, the solution
of the Lp Dirichlet problem with boundary data Dαu ∈ L∞(∂Ω) for |α| ≤ 1 satisfies the weak
maximum principle
‖∇u‖L∞(Ω) ≤ C ‖∇u‖L∞(∂Ω). (1.10)
Remarks on notations. The summation convention will be used throughout this paper.
Also, Ω will denote a bounded Lipschitz domain in Rd, d ≥ 2 and n the unit outward normal
to ∂Ω. By rescaling we may always assume that |∂Ω| = 1. We will use (D)p and (R)p to
denote the Lp Dirichlet and regularity problems respectively for ∆2u = 0 in Ω.
2 Preliminary estimates
In this section we collect several estimates that will be needed later in the paper. We start
with definitions of the nontangential maximal function and the square function. Given a
regular family of truncated nontangential cones {γ(Q) : Q ∈ ∂Ω} for Ω, the nontangential
maximal function (w)∗ is defined by
(w)∗(Q) = sup
{
|w(x)| : x ∈ γ(Q)
}
(2.1)
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and the square function S(w) by
S(w)(Q) =
{∫
γ(Q)
|∇w(x)|2
|x−Q|d−2
dx
}1/2
. (2.2)
It was proved in [17] that if ∆2u = 0 in Ω, then
‖S(∇u)‖p ≤ C ‖(∇u)
∗‖p (2.3)
and
‖(∇u)∗‖p ≤ C
{
‖S(∇u)‖p + sup
K
|∇u|
}
, (2.4)
where 0 < p <∞ and K ⊂ Ω is compact.
Lemma 2.1. Let P ∈ ∂Ω. Suppose that for some constants C0 > C1 > 10, we have
Ω ⊂ B(P,C0r) and
B(P,C1r) ∩ Ω = B(P,C1r) ∩
{
(x′, xd) : xd > η(x
′)
}
, (2.5)
where η : Rd−1 → R is Lipschitz. Then there exist two regular families of truncated nontan-
gential cones {γ(Q) : Q ∈ ∂Ω}, {γ˜(Q) : Q ∈ ∂Ω} such that for any biharmonic function u
in Ω,
S(∇u)(Q) ≤ C
{
S˜ (Ddu) (Q) + sup
K
|∇u|
}
for any Q ∈ B(P, 5r) ∩ ∂Ω, (2.6)
where S(w) and S˜(w) denote the square functions defined by using γ(Q) and γ˜(Q) respec-
tively, and K ⊂ Ω is compact.
Proof. Estimate (2.6) follows from the well known interior estimates for biharmonic functions
by an argument found in pp. 214-216 of [26]. We omit the details.
Lemma 2.2. Under the same assumptions as in Lemma 2.1, we have∫
B(P,5r)∩∂Ω
|M(w)|p dσ ≤ C
{∫
Ω
|w|p dx+
∫
Ω
|∇w|p dx
}
, (2.7)
where w ∈ C1(Ω), 1 ≤ p <∞, and M(w)(Q) = sup0<t<cr |w(Q+ ted)|.
Proof. We may assume that r = 1. Writing
w(Q+ t1ed)− w(Q+ ted) =
∫ t1
t
Ddw(Q+ sed) ds
for 0 < t < t1 < c and using Ho¨lder’s inequality, we obtain
|w(Q+ ted)|
p ≤ C
{
|w(Q+ t1ed)|
p +
∫ c
0
|Ddw(Q+ sed)|
p ds
}
.
Next integrating both sides in t1 gives
|w(Q+ ted)|
p ≤ C
{∫ c
0
|w(Q+ sed)|
p ds+
∫ c
0
|Ddw(Q+ sed)|
p ds
}
.
The desired estimate now follows by taking the supremum in t and then integrating in Q
over B(P, 5r) ∩ ∂Ω.
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Throughout the remainder of the paper we will often need to approximate a Lipschitz
domain Ω with a sequence of C∞ domains Ωm. Here we briefly recall some of the most
important properties of this approximation scheme, which can be found in [27].
Theorem 2.3. Let Ω ⊂ Rd be a bounded Lipschitz domain. Then
1. There is a sequence of C∞ domains, Ωj ⊂ Ω, and homeomorphisms, Λj : ∂Ω → ∂Ωj ,
such that supQ∈∂Ω |Q− Λj(Q)| → 0 as j →∞ and for all j and all Q ∈ ∂Ω, Λj(Q) ∈
γ(Q). Here {γ(Q) : Q ∈ ∂Ω} is a family of regular nontangential cones associated with
Ω.
2. There are positive functions ωj : ∂Ω → R bounded away from zero and infinity uni-
formly in j such that for any measurable set E ⊂ ∂Ω,
∫
E
ωj dσ =
∫
Λj(E)
dσj, and so
that ωj → 1 pointwise a.e. and in L
q(∂Ω), 1 ≤ q <∞.
3. The normal vectors to Ωj, n(Λj(Q)), converge pointwise a.e. and in every L
q(∂Ω),
1 ≤ q <∞ to n(Q).
4. There exists a C∞ vector field h in Rd such that for all j and Q ∈ ∂Ω
< h(Λj(Q)), n(Λj(Q)) >≥ c > 0,
where c depends only on d and the Lipschitz character of Ω.
We will write Ωj ↑ Ω to indicate such a sequence of approximating domains.
Lemma 2.4. Let p ≥ 2 and 1
p
+ 1
q
= 1. Suppose that ∆w = 0 in Ω, w = g ∈ Lp(∂Ω) on ∂Ω,
and (w)∗ ∈ Lp(∂Ω). Then ℓ = ∂w
∂n
∈ W−1,p(∂Ω) in the sense that for any f ∈ W 1,q(∂Ω),
ℓ(f) = lim
m→∞
∫
∂Ωm
∂w
∂n
· F dσ (2.8)
where Ωm ↑ Ω and F is any function with the property that F ∈ C
1(Ω\K) for some compact
subset K of Ω, (∇F )∗ ∈ Lq(∂Ω), and F = f a.e. on ∂Ω in the sense of nontangential
convergence. Moreover,
‖ℓ‖W−1,p(∂Ω) ≤ C ‖g‖p (2.9)
and
ℓ(f) =
∫
∂Ω
w ·
∂v
∂n
dσ, (2.10)
where 

∆v = 0 in Ω,
v = f on ∂Ω,
(∇v)∗ ∈ Lq(∂Ω).
(2.11)
Proof. The proof uses the fact that the Lq regularity problem (2.11) for Laplace’s equation
is solvable in any Lipschitz domain for 1 < q ≤ 2. See Lemma 4.9 and its proof in [31].
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Lemma 2.5. Suppose that ∆2u = F in Ω and F ∈ C(Ω). If the sequence {‖∇3u‖Lp(∂Ωm)}
is bounded for some p > 1 and Ωm ↑ Ω, then ∇
3u has nontangential limits a.e. on ∂Ω.
Furthermore, ∇3u ∈ Lp(∂Ω) and
‖(∇3u)∗‖p ≤ C
{
‖∇3u‖p + ‖F‖L∞(Ω)
}
, (2.12)
where C depends only on d, p and the Lipschitz character of Ω.
Proof. Let Γ(x) denote the fundamental solution for the operator ∆2 in Rd, with pole at the
origin. By substracting w(x) =
∫
Ω
Γ(x − y)F (y) dy from u, one may assume that F = 0.
In this case the conclusion of the lemma is proved in [12] (see Theorem 2.1) under the
assumption (∇3u)∗ ∈ Lp(∂Ω). An inspection of the proof of Theorem 2.1 shows that the same
argument goes through under the weaker assumption that the sequence {‖∇2ℓ−1u‖Lp(∂Ωm)}
is bounded, where u is a solution of a general homogeneous elliptic system of order 2ℓ with
constant coefficients. We omit the details.
We end this section with a Green’s identity for the bi-Laplacian ∆2,∫
∂Ω
{
∂
∂n
∆u · v−∆u ·
∂v
∂n
}
dσ −
∫
∂Ω
{
∂
∂n
∆v · u−∆v ·
∂u
∂n
}
dσ
=
∫
Ω
{
v∆2u− u∆2v
}
dx
(2.13)
for any u, v ∈ C4(Ω).
3 Uniqueness
In this section we prove two theorems on the uniqueness of the Dirichlet and regularity
problems for the biharmonic equation in Lipschitz domains. Let Γx(y) = Γ(y − x), where
Γ(y) denotes the fundamental solution of ∆2u = 0 in Rd with pole at the origin.
Theorem 3.1. Let 1 < p <∞ and 1
p
+ 1
q
= 1. Suppose that for each x ∈ Ω, the Lq Dirichlet
problem for the biharmonic equation in Ω with boundary data DαΓx has a solution V x. Then
the solution of the Lp regularity problem for the biharmonic equation in Ω with any given
boundary data in WA2,p(∂Ω), if it exists, is unique.
Proof. Fix x ∈ Ω and let Gx = Γx − V x. For 0 < ε < (1/4)dist(x, ∂Ω), choose ϕ = ϕε so
that ϕ = 1 in {y ∈ Ω : dist(y, ∂Ω) ≥ 2ε}, ϕ = 0 in {y ∈ Ω : dist(y, ∂Ω) ≤ (1/2)ε}, and
|Dαϕ| ≤ Cε−|α| for |α| ≤ 4. Suppose now that ∆2u = 0 in Ω. We may write
u(x) =
∫
Ω
Gx∆2(uϕ) dy
=
∫
Ω
Gx
{
4Di∆u ·Diϕ+ 2∆u ·∆ϕ + 4DiDju ·DiDjϕ+ 4Diu ·Di∆ϕ+ u∆
2ϕ
}
dy
= −4
∫
Ω
DiG
x ·∆u ·Diϕdy
+
∫
Ω
Gx
{
− 2∆u ·∆ϕ+ 4DiDju ·DiDjϕ+ 4Diu ·Di∆ϕ + u∆
2ϕ
}
dy.
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It follows that
|u(x)| ≤ C
∫
Kε
{
ε−1|∇Gx| |∆u|+ ε−2|Gx| |∇2u|+ ε−3|Gx| |∇u|+ ε−4|Gx| |u|
}
dx, (3.1)
where Kε = {x ∈ Ω : (1/2)ε ≤ dist(x, ∂Ω) ≤ 2ε}.
Let
(w)∗ε(Q) = sup
{
|w(x)| : x ∈ γ(Q) and dist(x, ∂Ω) ≤ 2ε
}
. (3.2)
Since Gx = 0 on ∂Ω, we have |Gx(y)| ≤ Cε (∇Gx)∗ε(Q) for any y ∈ γ(Q) with dist(y, ∂Ω) ≤
2ε. Similarly, if u = |∇u| = 0 on ∂Ω, we have |u(y)| ≤ Cε2(∇2u)∗(Q) and |∇u(y)| ≤
Cε(∇2u)∗(Q) for any y ∈ γ(Q) with dist(y, ∂Ω) ≤ 2ε. This, together with (3.1), shows that
|u(x)| ≤ C
∫
∂Ω
(∇Gx)∗ε(∇
2u)∗ dσ (3.3)
if ∆2u = 0 and u = |∇u| = 0 on ∂Ω.
Finally, if u is a solution of the Lp regularity problem with zero data, then
(∇Gx)∗ε(∇
2u)∗ ∈ L1(∂Ω),
as (∇Gx)∗ε ∈ L
q(∂Ω) and (∇2u)∗ ∈ Lp(∂Ω). Furthermore, since |∇Gx| = 0 on ∂Ω, we see
that (∇Gx)∗ε → 0 as ε → 0. Consequently, by Lebesgue’s dominated convergence theorem,
the integral in (3.3) converges to 0 as ε → 0. It follows that u(x) = 0 for any x ∈ Ω. This
gives the uniqueness of the Lp regularity problem.
We have a similar result on the uniqueness of the Lp Dirichlet problem.
Theorem 3.2. Let 1 < p < ∞ and 1
p
+ 1
q
= 1. Suppose that for each x ∈ Ω, the Lp
regularity problem for the biharmonic equation in Ω with boundary data DαΓx has a solution
W x. Then the solution of the Lq Dirichlet problem for the biharmonic equation in Ω with
any given boundary data in WA1,q(∂Ω), if it exists, is unique.
Proof. The proof is similar to that of Theorem 3.1. Fix x ∈ Ω and let G˜x = Γx −W x. It
follows from integration by parts that if ∆2u = 0 in Ω,
u(x) =
∫
Ω
G˜x∆2(uϕ) dy
= 4
∫
Ω
DiDjG˜
x ·Dju ·Diϕdy + 2
∫
Ω
DiG˜
x ·Diu ·∆ϕdy
+
∫
Ω
G˜x
{
2Diu ·Di∆ϕ+ u∆
2ϕ
}
dy.
As in the proof of Theorem 3.1, this implies that
|u(x)| ≤ C
∫
∂Ω
(∇2Gx)∗ε(∇u)
∗
ε dσ, (3.4)
if u is a solution of the Lq Dirichlet problem with zero boundary data. Since
(∇2Gx)∗ε(∇u)
∗
ε ≤ (∇
2Gx)∗ε0(∇u)
∗ ∈ L1(∂Ω)
for 0 < ε < ε0 = (1/4)dist(x, ∂Ω) and (∇u)
∗
ε → 0 as ε → 0, we again obtain u(x) = 0 for
any x ∈ Ω by Lebesgue’s dominated convergence theorem.
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4 A bilinear estimate
Let f, g be two C2 functions in some neighborhood of ∂Ω and u, v be solutions of the L2
regularity problem for the biharmonic equation in Ω with boundary data f, g respectively,
given in [29, 20]; that is,


∆2u = 0 in Ω,
Dαu = Dαf on ∂Ω, |α| ≤ 1,
‖(∇2u)∗‖2 <∞,


∆2v = 0 in Ω,
Dαv = Dαg on ∂Ω, |α| ≤ 1,
‖(∇2v)∗‖2 <∞.
Note that ∇2u and ∇2v both have nontangential limits a.e. on ∂Ω. We now introduce the
bilinear form
Λ[f, g] := lim
m→∞
∫
∂Ωm
{
∂
∂n
∆u · v −∆u ·
∂v
∂n
}
dσ = −
∫
Ω
∆u ·∆v dx, (4.1)
where Ωm ↑ Ω. Note that Λ[f, g] = Λ[g, f ]. Also, since ∆u is harmonic in Ω, by Lemma 2.4,
we have
Λ[f, g] = lim
m→∞
∫
∂Ωm
{
∂
∂n
∆u · w −∆u ·
∂w
∂n
}
dσ, (4.2)
where w ∈ C2(Ω \K) for some compact subset K of Ω and has the property that (∇w)∗ ∈
L2(∂Ω), and w = g, ∇w = ∇g a.e. on ∂Ω in the sense of nontangential convergence.
Proposition 4.1. Let 2 ≤ p < ∞ and 1
p
+ 1
q
= 1. Suppose that the Lp regularity problem
for the biharmonic equation in Ω is uniquely solvable. Then
∣∣Λ[f, g]∣∣ ≤ C{‖∇t∇f‖p + ‖∇f‖p + ‖f‖p
}{
‖∇g‖q + ‖g‖q
}
, (4.3)
for any functions f, g which are C2 in some neighborhood of ∂Ω.
Proof. It follows from the solvability of the Lp regularity problem that (∆u)∗ ∈ Lp(∂Ω). In
view of Lemma 2.4, we have
Λ[f, g] = ℓ(g)−
∫
∂Ω
∆u ·
∂g
∂n
dσ
where ℓ = ∂
∂n
∆u ∈ W−1,p(∂Ω), and
∣∣Λ[f, g]∣∣ ≤ C‖∆u‖p
{
‖g‖W 1,q(∂Ω) + ‖
∂g
∂n
‖q
}
≤ C
{
‖∇t∇f‖p + ‖∇f‖p + ‖f‖p
}{
‖∇g‖q + ‖g‖q
}
.
(4.4)
We will show in the next two sections that for any 1 < p <∞, the solvability of either the
Lp regularity problem or the Lq Dirichlet problem also implies the bilinear estimate (4.3).
The proofs, however, are much more involved.
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5 (D)q implies bilinear estimate
Theorem 5.1. Let 1 < p <∞ and 1
p
+ 1
q
= 1. If the Lq Dirichlet problem for the biharmonic
equation in Ω is uniquely solvable, then the bilinear estimate (1.8) holds.
The proof of Theorem 5.1 relies on the following technical lemma.
Lemma 5.2. Let 1 < q < ∞. Suppose that the Lq Dirichlet problem for the biharmonic
equation in Ω is uniquely solvable. Also suppose that u ∈ C∞(Ω), ∇3u exists a.e. on ∂Ω,
and u = 0 on Ω\B(P, r) for some P ∈ ∂Ω. We further assume that for some C0 > C1 > 10,
Ω ⊂ B(P,C0r),
B(P,C1r) ∩ Ω = B(P,C1r) ∩
{
(x′, xd) : xd > η(x
′)
}
,
∆2u ∈ Lq(Ω) and M(∇DdDdu) ∈ L
q(B(P, 5r) ∩ ∂Ω). Then,∫
I(2r)
|M(∇3u)|q dσ ≤ C
∫
∂Ω
|∇DdDdu|
q dσ + C
∫
∂Ω
|DdDdu|
q dσ
+ C
∫
Ω
|∆2u|q dx+ C
∫
K
|∇3u|q dx,
(5.1)
where I(t) = B(P, t) ∩ ∂Ω and K is a compact subset of Ω.
Proof. We may assume that P = 0. Let
u˜ = u− Γ ∗ (∆2u) = u(x)−
∫
Ω
Γ(x− y) ·∆2u(y) dy,
where Γ(x) is the fundamental solution of the biharmonic equation with pole at the origin.
Then ∆2u˜ = 0 in Ω and∫
I(2r)
|M(∇3u)|q dσ ≤ C
∫
I(2r)
|M(∇3u˜)|q dσ + C
∫
I(2r)
|M(∇3Γ ∗ (∆2u))|q dσ. (5.2)
We now estimate both terms on the right hand side of (5.2), beginning with the second term.
Using Lemma 2.2 as well as the fractional and singular integral estimates, we obtain∫
I(2r)
|M(∇3Γ ∗ (∆2u))|q dσ ≤ C
∫
Ω
|∇4Γ ∗ (∆2u)|q dx+ C
∫
Ω
|∇3Γ ∗ (∆2u)|q dx
≤ C
∫
Ω
|∆2u|q dx.
(5.3)
To estimate the first term in the right hand side of (5.2), we use the square function
estimate (2.4) to obtain∫
I(2r)
|M(∇3u˜)|q dσ ≤ C
∫
∂Ω
|(∇3u˜)∗|q dσ
≤ C
∫
∂Ω
|S(∇3u˜)|q dσ + C sup
K1
|∇3u˜|q,
(5.4)
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where K1 is a compact subset of Ω. With the well known interior estimates for biharmonic
functions, we can handle the second term in (5.4) in the following way:
sup
K1
|∇3u˜|q ≤ C
∫
K2
|∇3u˜|q dx ≤ C
∫
Ω
|∆2u|q dx+ C
∫
K2
|∇3u|q dx (5.5)
where K2 ⊃ K1 is a compact subset of Ω.
Next we will estimate the term involving the square function in (5.4) with the following
observations,
S(∇3u˜) = S(∇3Γ ∗ (∆2u)) ≤ C
∫
Ω
|∆2u| dx on ∂Ω\B(0, 3r), (5.6)
S(∇3u˜) ≤ C
{
S˜ (∇DdDdu˜) + sup
K3
|∇3u˜|
}
on B(0, 3r) ∩ ∂Ω, (5.7)
where K3 ⊃ K2 is a compact subset of Ω and S˜(w) denotes a square function of w, defined
by using a regular family of nontangential cones which are slightly larger than the ones used
for S(w). Estimate (5.6) is a simple consequence of the fact that u = 0 on Ω\B(0, r), while
estimate (5.7) follows by applying Lemma 2.1 twice.
Now, using estimates (5.6) and (5.7) we obtain∫
∂Ω
|S(∇3u˜)|q dσ =
∫
I(3r)
|S(∇3u˜)|q dσ +
∫
∂Ω\I(3r)
|S(∇3u˜)|q dσ
≤ C
{∫
I(3r)
∣∣∣S˜ (∇DdDdu˜)∣∣∣q dσ + ∫
Ω
|∆2u|q dx+ sup
K3
|∇3u˜|q
}
≤ C
{∫
∂Ω
|(∇DdDdu˜)
∗|
q
dσ +
∫
Ω
|∆2u|q dx+
∫
K4
|∇3u˜|q dx
}
≤ C
{∫
∂Ω
|(∇DdDdu˜)
∗|
q
dσ +
∫
Ω
|∆2u|q dx+
∫
K4
|∇3u|q dx
}
(5.8)
where we have used the square function estimate (2.3) in the second inequality.
Note that DdDdu˜ is biharmonic in Ω. We claim that
(∇DdDdu˜)
∗ ∈ Lq(∂Ω). (5.9)
Assume the claim for a moment. We may then use the solvability of the Lq Dirichlet problem
to estimate the first term in the right hand side of (5.8). This, together with Lemma 2.2,
gives
11
∫
∂Ω
|(∇DdDdu˜)
∗|q dσ
≤ C
∫
∂Ω
|∇DdDdu˜|
q dσ + C
∫
∂Ω
|DdDdu˜|
q dσ
≤ C
∫
∂Ω
|∇DdDdu|
q dσ + C
∫
∂Ω
|∇DdDd(Γ ∗ (∆
2u))|q dσ
+ C
∫
∂Ω
|DdDdu|
q dσ + C
∫
∂Ω
|DdDd(Γ ∗ (∆
2u))|q dσ
≤ C
∫
∂Ω
|∇DdDdu|
q dσ + C
∫
∂Ω
|DdDdu|
q + C
∫
Ω
|∇4Γ ∗ (∆2u)|q dx
+ C
∫
Ω
|∇3Γ ∗ (∆2u)|q dx+ C
∫
Ω
|∇2Γ ∗ (∆2u)|q dx
≤ C
{∫
∂Ω
|∇DdDdu|
q dσ +
∫
∂Ω
|DdDdu|
q dσ +
∫
Ω
|∆2u|q dx
}
.
(5.10)
By combining estimates (5.2), (5.3), (5.4), (5.5), (5.8) and (5.10), we obtain the desired
estimate.
Finally we need to prove the claim (5.9). Since ∇DdDdu˜ is bounded in Ω \B(0, 2r), we
only need to show that (∇DdDdu˜)
∗ ∈ Lq(I(3r)). Note that if ∆2w = 0 in Ω, we may use
interior estimates to show that
(w)∗ ≤ CM∂Ω(M(w)) on I(3r),
where M∂Ω denotes the Hardy-Littlewood maximal operator on ∂Ω. Hence it is enough to
prove that M(∇DdDdu˜) ∈ L
q(I(5r)). But this is easy as M(∇DdDdu) ∈ L
q(I(5r)) by the
assumption and the desired estimate forM(∇DdDdΓ ∗ (∆
2u)) follows directly from Lemma
2.2. The proof of Lemma 5.2 is now complete.
We now proceed to the proof of Theorem 5.1.
Proof. (of Theorem 5.1) It suffices to consider the case supp(g) ⊂ B(P0, r) where P0 ∈ ∂Ω
and B(P0, C1r) ∩ ∂Ω is given by the graph of a Lipschitz function after a possible rotation.
For otherwise write g =
∑M
j=1 gϕj where ϕj ∈ C
∞
0 (R
d) and
∑
ϕj = 1 on ∂Ω. Then, v =
∑
vj
where vj is the solution of the L
2 regularity problem with boundary data Dα(gϕj) and we
have ∣∣Λ[f, g]∣∣ ≤∑
j
|Λ[f, ϕjg]|
≤ C
∑
j
{
‖∇t∇(ϕjg)‖p + ‖∇(ϕjg)‖p + ‖ϕjg‖p
}{
‖∇f‖q + ‖f‖q
}
≤ C
{
‖∇t∇g‖p + ‖∇g‖p + ‖g‖p
}{
‖∇f‖q + ‖f‖q
}
.
(5.11)
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Assume P0 = 0 and choose ψ ∈ C
∞
0 (B(0, 4r)) such that ψ = 1 on B(0, 3r) and |D
αψ| ≤
Cr−|α| for |α| ≤ 4. Now define
u−1(x
′, xd) = −
∫ ∞
xd
u(x′, s)ψ(x′, s) ds,
u−2(x
′, xd) =
∫ ∞
xd
∫ ∞
t
u(x′, s)ψ(x′, s) dsdt.
Note that Ddu−2 = u−1 and DdDdu−2 = uψ in Ω and in particular DdDdu−2 = u on
B(0, 3r) ∩ Ω. Also, note that
∆2u−1 = −
∫ ∞
xd
∆2{u(x′, s)ψ(x′, s)} ds
= −
∫ ∞
xd
{
4Diψ ·Di∆u+ 2∆ψ ·∆u+ 4DiDku ·DiDkψ
+4Diu ·Di∆ψ + u ·∆
2ψ
}
ds
where we’ve used the fact that ∆2u = 0 in Ω. Since supp(∇ψ) ⊂ B(0, 4r) \ B(0, 3r), it
follows that on B(0, 2r) ∩ Ω,
|∆2u−1| ≤ C sup
K
|u|, (5.12)
where K ⊂⊂ Ω is compact.
Let w = vϕ where ϕ ∈ C∞0 (B(0, 2r) and ϕ = 1 in B(0, r). Then,∫
∂Ωm
w ·
∂
∂n
∆u dσ −
∫
∂Ωm
∂w
∂n
·∆u dσ
=
∫
∂Ωm
w · nkDkDiDiDdDdu−2 dσ −
∫
∂Ωm
nkDkw ·DiDiDdDdu−2 dσ
(5.13)
where Ωm ↑ Ω.
We begin by working with the second term in the right hand side of (5.13). Note that∫
∂Ωm
nkDkw ·DiDiDdDdu−2 dσ
=
∫
∂Ωm
Dkw · (nkDd − ndDk)DiDiDdu−2 dσ +
∫
∂Ωm
Dkw · ndDkDiDiDdu−2 dσ
= −
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiDdu−2 dσ
+
∫
∂Ωm
Dkw · ndDkDiDiDdu−2 dσ. (5.14)
We now consider the first term in the right hand side of (5.13). Using integration by
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parts we obtain∫
∂Ωm
w · nkDkDiDiDdDdu−2 dσ
=
∫
∂Ωm
w · (nkDd − ndDk)DkDiDiDdu−2 dσ +
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ
= −
∫
∂Ωm
(nkDd − ndDk)w ·DkDiDiDdu−2 dσ +
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ.
(5.15)
By combining equations (5.13), (5.14), and (5.15) we obtain∫
∂Ωm
w · nkDkDiDiDdDdu−2 dσ −
∫
∂Ωj
nkDkw ·DiDiDdDdu−2 dσ
=
∫
∂Ωm
(ndDk − nkDd)w ·DkDiDiDdu−2 dσ +
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiDdu−2 dσ
−
∫
∂Ωm
Dkw · ndDkDiDiDdu−2 dσ +
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ
= −
∫
∂Ωm
nkDdw ·DkDiDiDdu−2 dσ +
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiDdu−2 dσ
+
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ
=
∫
∂Ωj
Ddw · (ndDk − nkDd)DkDiDiu−2 dσ +
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiDdu−2 dσ
+
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ
=
∫
∂Ωm
(nkDd − ndDk)Ddw ·DkDiDiu−2 dσ +
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiu−1 dσ.
+
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ
Therefore we have proved that∫
∂Ωm
w ·
∂
∂n
∆u dσ −
∫
∂Ωm
∂w
∂n
·∆u dσ
=
∫
∂Ωm
(nkDd − ndDk)Ddw ·DkDiDiu−2 dσ (5.16)
+
∫
∂Ωm
(nkDd − ndDk)Dkw ·DiDiu−1 dσ +
∫
∂Ωm
w · ndDkDkDiDiDdu−2 dσ.
We now let m → ∞. Note that the left hand side of (5.16) becomes Λ[f, g] in view of
Lemma 2.4. The second term on the right hand side has a limit because both ∇2u and ∇2v
have nontangential limits a.e. on ∂Ω and their nontangential maximal functions are in L2
since u and v are L2 solutions of the regularity problem. The first term on the right hand
side of (5.16) can be handled by Lemmas 2.5 and 5.2. Recall that w is supported in the
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ball B(0, 2r). Thus, Lemma 5.2 implies that M(∇3u−2) ∈ L
q(I(8r)). It then follows from
Lemma 2.5 that ∇3u−2 has nontangential limits a.e. on I(2r) and (∇
3u−2)
∗ ∈ Lq(I(2r)).
The final term on the right hand side of (5.16) has a limit because v has nontangential limits
a.e. on ∂Ω and because of estimate (5.12). Thus, letting m → ∞ in the equation (5.16)
leads to ∣∣Λ[f, g]∣∣ ≤ C {‖∇t∇(gϕ)‖p‖∇3u−2‖q + ‖gϕ‖p sup
K
|u|
}
. (5.17)
Note that since the Lq Dirichlet problem in Ω is solvable, we have that
sup
K
|u| ≤ C‖(u)∗‖q ≤ C {‖∇f‖q + ‖f‖q} . (5.18)
Thus, we only need to estimate ‖∇3u−2‖q. To do this we apply Lemma 5.2 to obtain∫
∂Ω
|∇3u−2|
q dσ ≤ C
∫
∂Ω
|∇(uψ)|q dσ + C
∫
∂Ω
|uψ|q dσ
+ C
∫
K
|∇3u−2|
q dx+ C
∫
Ω
|∆2u−2|
q dx.
(5.19)
Note that by the interior estimates and the solvability of the Lq Dirichlet problem we have∫
K
|∇3u−2|
q dx ≤ C sup
eK
|u|q ≤ C
{∫
∂Ω
|f |q dσ +
∫
∂Ω
|∇f |q dσ
}
. (5.20)
To estimate the last term in (5.19) we use Hardy’s inequality twice to obtain∫
Ω
|∆2u−2|
q dx ≤ C
∫
Ω
|∆2u−1|
q {dist(x, ∂Ω)}q dx
≤ C
∫
Ω
|∆2(uψ)|q {dist(x, ∂Ω)}2q dx
≤ C
∫
Ω
{
|∇3u|q + |∇2u|q + |∇u|q + |u|q
}
{dist(x, ∂Ω)}2q dx
≤ C
∫
∂Ω
{
|(∇u)∗|q + |(u)∗|q
}
dσ
≤ C
∫
∂Ω
{
|∇f |q + |f |q
}
dσ.
(5.21)
Thus, combining estimates (5.19), (5.20) and (5.21) we obtain
‖∇3u−2‖q ≤ C
{
‖∇f‖q + ‖f‖q
}
. (5.22)
In view of (5.17), (5.18) and (5.22), we may conclude that
∣∣Λ[f, g]∣∣ ≤ C{‖∇t∇g‖p + ‖∇g‖p + ‖g‖p
}{
‖∇f‖q + ‖f‖q
}
.
Since Λ[f, g] = Λ[g, f ], this completes the proof.
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6 (R)p implies bilinear estimate
Theorem 6.1. Let 1 < p <∞ and 1
p
+ 1
q
= 1. If the Lp regularity problem for the biharmonic
equation in Ω is uniquely solvable, then the bilinear estimate (1.8) holds.
The proof of Theorem 6.1 is similar to (and slightly simpler than) that of Theorem 5.1.
Lemma 6.2. Let 1 < p < ∞. Suppose that the Lp regularity problem for the biharmonic
equation in Ω is uniquely solvable. Also suppose that u ∈ C∞(Ω), ∇3u exists a.e. on ∂Ω,
and u = 0 on Ω\B(P, r) for some P ∈ ∂Ω. We further assume that for some C0 > C1 > 10,
Ω ⊂ B(P,C0r),
B(P,C1r) ∩ Ω = B(P,C1r) ∩
{
(x′, xd) : xd > η(x
′)
}
,
∆2u ∈ Lp(Ω) and M(∇2Ddu) ∈ L
p(B(P, 5r) ∩ ∂Ω). Then,∫
I(2r)
|M(∇3u)|p dσ ≤ C
∫
∂Ω
∣∣∇2Ddu∣∣p dσ + C ∫
∂Ω
{
|∇Ddu|
p + |Ddu|
p
}
dσ
+ C
∫
Ω
|∆2u|p dx+ C
∫
K
|∇3u|p dx,
(6.1)
where I(t) = B(P, t) ∩ ∂Ω and K is a compact subset of Ω.
Proof. We will only give a sketch of the proof, as it is similar to that of Lemma 5.2. Let
u˜ = u− Γ ∗ (∆2u). An inspection of the proof of Lemma 5.2 shows that it suffices to bound
‖(∇2Ddu˜)
∗‖pp by the right hand side of (6.1). To this end we first note that Ddu˜ is biharmonic
in Ω. Also, since ∆2u ∈ Lp(Ω) and M(∇2Ddu) ∈ L
p(I(5r)) by assumption, it follows from
the same argument as in the proof of Lemma 5.2 that
(∇2Ddu˜)
∗ ∈ Lp(∂Ω). (6.2)
As a result, we may use the solvability of the Lp regularity problem in Ω as well as Lemma
2.2 to obtain∫
∂Ω
|(∇2Ddu˜)
∗|p dσ
≤ C
∫
∂Ω
{
|∇2Ddu˜|
p + |∇Ddu˜|
p + |Ddu˜|
p
}
dσ
≤ C
∫
∂Ω
|∇2Ddu|
p dσ + C
∫
∂Ω
{
|∇Ddu|
p + |Ddu|
p
}
dσ + C
∫
Ω
|∆2u|p dx.
(6.3)
This finishes the proof.
We now are in a position to give the proof of Theorem 6.1.
Proof. (of Theorem 6.1) By a partition of unity as well as rotation and translation we may
assume that supp(g) ⊂ B(0, r), 0 ∈ ∂Ω, and B(0, C1r) ∩ ∂Ω is given by the graph of a
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Lipschitz function. Since the integral of ∆u · ∂v
∂n
on ∂Ω is clearly bounded by the right hand
side of (1.8), it suffices to bound
L =
∣∣∣∣ limm→∞
∫
∂Ωm
w ·
∂
∂n
∆u dσ
∣∣∣∣, (6.4)
where w = vϕ with ϕ ∈ C∞0 (B(0, 2r)) and ϕ = 1 in B(0, r).
To this end we define u−1 as in the proof of Theorem 5.1 and write
w ·
∂
∂n
∆u = w · (njDd − ndDj)Dj∆u−1 + w · nd∆
2u−1, (6.5)
It follows that
L =
∣∣∣∣ limm→∞
[∫
∂Ωm
(njDd − ndDj)w ·Dj∆u−1 dσ +
∫
∂Ωm
w · nd∆
2u−1
] ∣∣∣∣
≤ C ‖∇t(gϕ)‖Lq(∂Ω)‖M(∇
3u−1)‖Lp(I(2r)) + C‖gϕ‖Lq(∂Ω) · sup
K
|u|,
(6.6)
where K ⊂⊂ Ω is a compact set. First, note that since the Lp regularity problem is uniquely
solvable we have
sup
K
|u| ≤ C‖(u)∗‖p ≤ C {‖∇t∇f‖p + ‖∇f‖p + ‖f‖p} . (6.7)
Also, note that since (R)p in Ω is uniquely solvable, we have (∇
2u)∗ ∈ Lp(∂Ω). By Hardy
inequality, this implies that ∆2u−1 ∈ L
p(Ω) and M(∇2Ddu−1) ∈ L
p(I(5r)). Hence we may
apply Lemma 6.2 to the function u−1. This leads to∫
I(2r)
|M(∇3u−1)|
p dσ ≤ C
∫
∂Ω
{
|∇2(uψ)|p + |∇(uψ)|p + |uψ|p
}
dσ
+ C
∫
Ω
|∆2u−1|
p dx+ C
∫
K
|∇3u−1|
p dx
≤ C
∫
∂Ω
{
|∇2u|p + |∇u|p + |u|p
}
dσ
+ C
∫
Ω
|∆2(uψ)|p
{
dist(x, ∂Ω)
}p
dx+ C sup
K1
|u|p
≤ C
∫
∂Ω
{
|(∇2u)∗|p + |(∇u)∗|p + |(u)∗|p
}
dσ
≤ C
∫
∂Ω
{
|∇t∇f |
p + |∇f |p + |f |p
}
dσ,
(6.8)
where we have used Hardy’s inequality in the second inequality and the Lp regularity estimate
in the last inequality. The desired estimate for L now follows from (6.6), (6.7), and (6.8).
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7 Bilinear estimate implies (R)p and (D)q
In the previous two sections we proved that both the solvability of (D)q and the solvability
of (R)p imply the bilinear estimate (1.8). We will see in this section that the converse is also
true.
Theorem 7.1. Let 1 < p <∞ and 1
p
+ 1
q
= 1. Suppose the bilinear estimate (1.8) holds for
any f, g ∈ C∞0 (R
d). Then the Lp regularity problem is uniquely solvable.
Proof. To establish the existence in (R)p, it suffices to show that if g ∈ C
∞
0 (R
d) and u is the
unique solution of the L2 regularity problem with boundary data Dαg, then estimate (1.6)
holds. The existence of solutions with data in WA2,p(∂Ω) follows from this by a standard
approximation argument (see e.g. [12] for the case of second order elliptic systems).
Let Ωm ↑ Ω. It follows from the Green’s identity (2.13) that
u(x) =
∫
∂Ωm
{
∂
∂n
∆Γx · u−∆Γx ·
∂u
∂n
}
dσ +
∫
∂Ωm
{
∂Γx
∂n
·∆u− Γx ·
∂
∂n
∆u
}
dσ. (7.1)
This implies that
DjDku(x) =
∫
∂Ωm
{
∂
∂n
∆DjDkΓ
x · u−∆DjDkΓ
x ·
∂u
∂n
}
dσ
+
∫
∂Ωm
{
∂
∂n
DjDkΓ
x ·∆u−DjDkΓ
x ·
∂
∂n
∆u
}
dσ.
(7.2)
To deal with the first term in the right hand side of (7.2), we use the following identity,
nℓDℓ∆DjDkΓ
x · u−∆DjDkΓ
x · nℓDℓu
= (nℓDj − njDℓ)
{
Dℓ∆DkΓ
x · u
}
− (nℓDk − nkDℓ)
{
Dℓ∆Γ
x ·Dju
}
+Dℓ∆Γ
x · (nℓDk − nkDℓ)Dju+ (njDℓ − nℓDj)
{
∆DkΓ
x ·Dℓu
}
−∆DkΓ
x · (njDℓ − nℓDj)Dℓu,
(7.3)
which may be verified by a direct computation, using the fact that ∆2Γx = 0 in Rd \ {x}.
In view of (7.3), we may use integration by parts to obtain
DjDku(x) =
∫
∂Ωm
Dℓ∆Γ
x · (nℓDk − nkDℓ)Dju dσ
−
∫
∂Ωm
∆DkΓ
x · (njDℓ − nℓDj)Dℓu dσ
+
∫
∂Ωm
{
∂
∂n
DjDkΓ
x ·∆u−DjDkΓ
x ·
∂
∂n
∆u
}
dσ.
(7.4)
We now let m→∞ in (7.4). It follows from (4.2) that
DjDku(x) = Ijk(x)− Λ[g,DjDkΓ
x] (7.5)
18
where
Ijk(x) =
∫
∂Ω
Dℓ∆Γ
x · (nℓDk − nkDℓ)Dju dσ −
∫
∂Ω
∆DkΓ
x · (njDℓ − nℓDj)Dℓu dσ
and Λ[ , ] is the bilinear form defined by (4.1). Clearly,
‖(Ijk)
∗‖p ≤ C ‖∇t∇u‖p. (7.6)
To handle the second term in the right hand side of (7.5), we observe that the bilinear
estimate (1.8) implies that
Tg(f˙) = Λ[g, f ]
defines a bounded linear functional on WA1,q(∂Ω) which can be identified with W 1,q(∂Ω) ×
Lq(∂Ω) by the map (f0, f1, . . . , fd) → (f0, n1f1 + · · · + ndfd). It follows that there exist
functions G0, Gsℓ, H in L
p(∂Ω) such that
Tg(f˙) =
∫
∂Ω
{
Gsℓ(nsDℓ − nℓDs)f +G0f +H
∂f
∂n
}
dσ (7.7)
and
‖Gsℓ‖p + ‖G‖p + ‖H‖p ≤ C ‖Tg‖ ≤ C
{
‖∇t∇g‖p + ‖∇g‖p + ‖g‖p
}
. (7.8)
As a consequence, we obtain
Λ[g,DjDkΓ
x] =
∫
∂Ω
{
Gsℓ(nsDℓ − nℓDs)DjDkΓ
x +G0DjDkΓ
x +H
∂
∂n
DjDkΓ
x
}
dσ
and
‖(Λ[g,DjDkΓ
x])∗‖p ≤ C
{
‖∇t∇g‖p + ‖∇g‖p + ‖g‖p
}
. (7.9)
In view of (7.5), (7.6) and (7.9), we have proved that
‖(∇2u)∗‖p ≤ C
{
‖∇t∇g‖p + ‖∇g‖p + ‖g‖p
}
.
The estimates of ‖(∇u)∗‖p and ‖(u)
∗‖p are much easier and hence omitted.
Finally we remark that in the proof of the next theorem, it will be shown that the
bilinear estimate (1.8) implies the existence of solutions in (D)q. By Theorem 3.1 this gives
the uniqueness in (R)p. The proof of Theorem 7.1 is now complete.
Theorem 7.2. Let 1 < q <∞ and 1
p
+ 1
q
= 1. Suppose the bilinear estimate (1.8) holds for
any f, g ∈ C∞0 (R
d). Then the Lq Dirichlet problem in Ω is uniquely solvable.
Proof. It follows from the proof of Theorem 7.1 that the bilinear estimate (1.8) implies the
existence of solutions in (R)p. By Theorem 3.2 this gives the uniqueness in (D)q.
To establish the existence in (D)q, we will show that for any f ∈ C
∞
0 (R
d), the unique
solution of the L2 regularity problem with boundary data Dαf satisfies the estimate
‖(∇u)∗‖q ≤ C
{
‖∇f‖q + ‖f‖q
}
. (7.10)
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The existence of solutions with general data in WA1,q(∂Ω) follows by a standard approxima-
tion argument.
It follows from (7.1) that
Dju(x) =−
∫
∂Ωm
{
∂
∂n
∆DjΓ
x · u−∆DjΓ
x ·
∂u
∂n
}
dσ
−
∫
∂Ωm
{
∂
∂n
DjΓ
x ·∆u−DjΓ
x ·
∂
∂n
∆u
}
dσ.
(7.11)
To handle the first term in the right hand side of (7.11), we use the identity
∂
∂n
∆DjΓ
x · u = (nkDj − njDk)
{
Dk∆Γ
x · u
}
−Dk∆Γ
x · (nkDj − njDk)u
and integration by parts to obtain
Dju(x) =
∫
∂Ωm
{
Dk∆Γ
x · (nkDj − njDk)u+Dj∆Γ
x ·
∂u
∂n
}
dσ
−
∫
∂Ωm
{
∂
∂n
DjΓ
x ·∆u−DjΓ
x ·
∂
∂n
∆u
}
dσ.
(7.12)
Letting m→∞ in (7.12) gives
Dju(x) = Ij(x) + Λ[f,DjΓ
x], (7.13)
where
Ij(x) =
∫
∂Ω
{
Dk∆Γ
x · (nkDj − njDk)u+Dj∆Γ
x ·
∂u
∂n
}
dσ.
It is easy to see that ‖(Ij)
∗‖q ≤ C ‖∇f‖q.
To estimate the nontangential maximal function of the second term in the right hand
side of (7.13), we observe that by the bilinear estimate (1.8),
Sf(g) = Λ[f, g] = Λ[g, f ]
defines a bounded linear functional on the space X2,p(∂Ω) and its norm is bounded by
C {‖∇f‖q + ‖f‖q}. Here X
2,p(∂Ω) is the completion of{
g˙ = (gα)|α|≤1 = (D
αg|∂Ω)|α|≤1 : g ∈ C
∞
0 (R
d)
}
under the norm
‖g˙‖X2,p(∂Ω) =
∑
|α|=1
‖∇tgα‖p +
∑
|α|≤1
‖gα‖p.
We further note that using the map
g˙ = (gα)|α|≤1 →
(
gα, (niDk − nkDi)gα
)
|α|≤1,1≤i<k≤d
,
20
the space X2,p(∂Ω) may be regarded as a subspace of Y = Lp(∂Ω) × · · · × Lp(∂Ω). By the
Hahn-Banach Theorem, Sf extends to a bounded linear functional on Y . It follows that
there exist functions Hα, Hα,i,k in L
q(∂Ω) such that
Sf(g˙) =
∑
|α|≤1
∫
∂Ω
gαHα dσ +
∑
α,i,k
∫
∂Ω
(niDk − nkDi)gα ·Hα,i,k dσ
and ∑
|α|≤1
‖Hα‖q +
∑
α,i,k
‖Hα,i,k‖q ≤ C ‖Sf‖ ≤ C
{
‖∇f‖q + ‖f‖q
}
.
Thus
Λ[f,DiΓ
x] =
∑
|α|≤1
∫
∂Ω
DαDiΓ
x ·Hα dσ +
∑
α,i,k
∫
∂Ω
(niDk − nkDi)D
αDiΓ
x ·Hα,i,k dσ
and as a consequence, we obtain
‖
(
Λ[f,DiΓ
x]
)∗
‖q ≤ C
{∑
|α|≤1
‖Hα‖q +
∑
α,i,k
‖Hα,i,k‖q
}
≤ C
{
‖∇f‖q + ‖f‖q
}
. (7.14)
This, together with the estimate for Ij(x), gives the desired estimate (7.10).
8 Proof of Theorems 1.2, 1.4 and 1.5
By combining Theorems 5.1, 6.1, 7.1 and 7.2, we obtain Theorem 1.2 and thus Theorem 1.1.
It follows from Theorem 1.1 in [23] that for any q > 2, (D)q in Ω is solvable if and only
if there exist C0 > 0 and r0 > 0 such that for any Q ∈ ∂Ω and 0 < r < r0, the weak reverse
Ho¨lder condition{
1
rd−1
∫
I(Q,r)
|(∇u)∗|q dσ
}1/q
≤ C0
{
1
rd−1
∫
I(Q,2r)
|(∇u)∗|2 dσ
}1/2
, (8.1)
holds for any biharmonic function u in Ω with the properties that (∇u)∗ ∈ L2(∂Ω) and
u = |∇u| = 0 on I(Q, 3r). Similarly, by Theorem 1.1 in [12], given any p > 2, (R)p in
Ω is solvable if and only if there exist C1 > 0 and r1 > 0 such that for any Q ∈ ∂Ω and
0 < r < r1, the weak reverse Ho¨lder condition{
1
rd−1
∫
I(Q,r)
|(∇2u)∗|p dσ
}1/p
≤ C1
{
1
rd−1
∫
I(Q,2r)
|(∇2u)∗|2 dσ
}1/2
, (8.2)
holds for any biharmonic function u in Ω with the properties that (∇2u)∗ ∈ L2(∂Ω) and
u = |∇u| = 0 on I(Q, 3r). Hence, by Theorem 1.1, the solvability of (D)q for q < 2 is
equivalent to the weak reverse Ho¨lder condition (8.2) with p = q
q−1
. Theorem 1.4 now
follows from the well known self-improving property of the weak reverse Ho¨lder inequalities.
Finally we give the proof of Theorem 1.5.
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Proof. (of Theorem 1.5). Let Ω be a convex domain in Rd, d ≥ 2. It was proved in [24] that
(D)q in Ω is solvable for 2 < q <∞. By Theorem 1.1, this implies that (R)p is solvable for
1 < p < 2. To establish the solvability of (D)q and (R)p for the remaining ranges, we need
to use results in [12, 13].
Let u be a solution of the L2 regularity problem in Ω. Suppose that u = |∇u| = 0 in
B(P, 5r) ∩ Ω for some P ∈ ∂Ω and 0 < r < r0. It follows from Theorem 1.1 in [13] that
sup
B(P,r)∩Ω
|∇2u| ≤
C
r2
{
1
rd
∫
B(P,3r)∩Ω
|u|2 dx
}1/2
.
This, together with the assumption u = |∇u| = 0 on B(P, 5r) ∩ ∂Ω, gives that
sup
B(P,r)∩Ω
|∇2u| ≤ C
{
1
rd−1
∫
B(P,3r)∩∂Ω
|(∇2u)∗|2 dσ
}1/2
. (8.3)
By Theorem 1.1 in [12], estimate (8.3) implies the solvability of (R)p for any 2 < p <∞. In
view of Theorem 1.1, we also obtain the solvability of (D)q for 1 < q < 2. As a result, the
Lp Dirichlet and regularity problems in Ω are solvable for any 1 < p < ∞. Finally we note
that the weak maximum principle (1.10) follows from the solvability of (R)p and (D)q for
some p > d− 1 and q < d−1
d−2
, by an argument of Pipher and Verchota (see e.g. [19]).
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