Disaggregate demand in the marketplace exists on a grid determined by the package sizes offered by manufacturers and retailers. While consumers may want to purchase a continuous-valued amount of a product, realized purchases are constrained by available package sizes. This constraint might not be problematic for high-volume demand, but it is potentially troubling when demand is small. Despite the prevalence of packaging constraints on choice, economic models of choice have been slow to deal with their effects on parameter estimates and policy implications. In this paper we propose a general framework for dealing with indivisible demand in economic models of choice, and show how to estimate model parameters using Bayesian methods. Analyses of simulated data and a scanner-panel dataset of yogurt purchases indicate that ignoring packaging constraints can severely bias parameter estimates and measures of model fit, which results in the inaccurate measures of metrics such as price elasticity and compensating value.
Introduction
Marketplace demand is inherently indivisible. Demand for products in nearly every product category is constrained to lie on a grid defined by the array of available offerings and package sizes. A consumer who wants to purchase eight eggs cannot do so, nor can the consumer wanting to purchase one and a half cups of milk. The constraints imposed by packaging are also present in categories where consumers want less of an attribute, such as an automotive tire with a 30,000 mile tread life. The effects of indivisibility are most severe when demand is small, leading some consumers to not purchase in the category.
Demand for higher volume and aggregated purchases is less constrained as consumers can purchase across multiple package sizes to get close to their desired demand quantity.
Despite the prevalence of indivisible demand data, models of purchase quantity have generally not addressed its effect on parameter estimates, purchase incidence and consumer welfare calculations. Exceptions include Small and Rosen (1981) who investigate the effect of simple discrete choice models on aggregate welfare calculations, and theoretical work establishing the existence of equilibria in the presence of indivisible goods (Danilov et al. (2001) , Beviá et al. (1999) ). In marketing, Kalyanam and Putler (1997) propose an indivisible alternatives model where each package size is treated as a separate choice alternative, and only one package is purchased at a time. For perfect substitutes, it is also possible to engage in a simple search along each demand axis to identify the point of utility maximization (Allenby et al. (2004) , Arora et al. (1998) ). However, when demand data exhibit multiple-discreteness -i.e., when multiple variants of a product are simultaneously purchased -accommodating indivisibility is more difficult.
Economic models of demand built on direct and indirect utility specifications rely on first-order conditions to associate model parameters to the observed data. In a direct utility model, the first-order conditions are expressed in terms of the Kuhn-Tucker conditions of constrained maximization (Chintagunta and Nair (2011) ). For indirect utility models, Roy's identity is used to derive demand expressions that serve as the basis for parameter estimation. Hanemann (1984) 's model is a special case where a discrete choice model is combined with a conditional demand model whose form comes from the indirect utility function. All three approaches rely on the assumption that the observed purchase quantities reflect the point at which constrained utility is maximized. These models lead to a likelihood specified as a mixture of densities for the inside goods with positive demand and probability masses for the corner solutions where demand is zero (Kim et al. (2002) , Song and Chintagunta (2007) ). The density contribution to the likelihood utilizes one realization of the error term, ignoring the possibility that other realizations may also lead to the same demand quantities because of indivisibility constraints.
In this paper, we propose a general method of dealing with the indivisibility of demand data. Consumer utility and its associated budget constraint are assumed continuous, and indivisibility enters our model as a constraint in the decision space. Observed demand does not indicate the exact point, but rather the grid point, at which feasible and constrained utility is maximized. Incorporating the constraint of indivisibility is challenging because the evaluation of the data likelihood requires integration of the joint density of error terms in regions dictated by the available offerings. We use the concavity property of utility functions to identify the appropriate region of integration for computing the likelihood, and develop a variant of Bayesian data augmentation (Tanner and Wong (1987)) to simplify parameter estimation.
A simulation study is used to demonstrate the importance of dealing with data indivisibility, and a scanner panel dataset is used to explore practical implications of incorrectly assuming a continuous demand space. The simulation study provides evidence of a systematic bias in parameter estimates. It also shows agreement between the continuity assumption and our model for indivisibility when the grid size is small. We then apply our model to a scanner panel dataset of 6-ounce yogurt purchases. Ignoring indivisibility results in a downward bias in parameter estimates, which in turn distorts policy implications. The continuous approach over-estimates own-price elasticities due to the underestimation of satiation effect, while underestimation of compensating values is caused by the underestimation of baseline utility.
In the next section we provide relevant literature in marketing and economics to summarize how the issue of data indivisibility has been dealt with. Then, we develop our method for dealing with discrete package sizes, where consumers maximize their utility by choosing a grid point subject to a budgetary allotment. In section 4, a simulation study is used to illustrate the importance of dealing with demand indivisibility versus assuming it is continuously available. Section 5 extends our method to a case where the sub-utility function of an outside good is non-linear, resulting in an irregular region of integration. Our approach to dealing with indivisible demand is applied to scanner panel data in section 6, where comparison is made to standard analysis. Section 7 discusses implications of our model and analysis, and concluding remarks are offered in section 8.
Literature Review
Demand indivisibility, which we also refer to as discreteness, is often addressed by employing a discrete statistical distribution whose domain is consistent with the observed data. Examples include the work of Anderson and Simester (2004) who assume that the number of units ordered by a customer from future catalogs follows a Poisson distribution, and Manchanda et al. (2004) adopt an NBD distribution to account for the number of new prescriptions written by a physician. Statistical models are frequently assumed for count data and data thought to be generated from a censored continuous model such as in cut-point models in customer satisfaction research (Rossi et al. (2001) , Bradlow and Zaslavsky (1999) , Gupta (1988) ). More recently, copulas have been proposed as a way of describing discrete multivariate data (Danaher and Smith (2011) ). While these models are useful for describing discrete demand and consumer responses, they are limited in their ability to relate these data to an underlying process of strategic behavior in which consumers are choosing from among an array of offerings (Chintagunta et al. (2006) ).
Structural models for consumer demand, in which consumers are thought to be goaldirected, have not been as successful at dealing with indivisible demand. Consumers are assumed to be utility maximizers subject to budget and possibly other constraints (Satomura et al. (2011) ), and first-order conditions are used to associate observed demand with utility parameters. There are two approaches for deriving this association. The first approach involves the direct utility function in which first-order (i.e., Kuhn-Tucker) conditions are used to associate observed demand with constrained utility maximization (Bhat (2008) , Bhat (2005) , Kim et al. (2002) ). The second approach derives the data likelihood using Roy's identity to associate observed demand with derivatives of the indirect utility function (Song and Chintagunta (2007) , Mehta (2007 ), Chiang (1991 ). Both assume the existence of a continuous demand space. An exception is the work of Dubé (2004) who employs a univariate grid search procedure for predictions but does not incorporate indivisibility in parameter estimation.
Although demand indivisibility has not been explicitly incorporated in both direct and indirect utility models, there has been some literature that recognize the presence of indivisibility and conduct a sensitivity analysis. Nair et al. (2005) check the robustness of their model by comparing the expected conditional quantity under discrete and continuous cases, concluding that the difference between the two cases is very small at an aggregate level. Kim et al. (2002) address the issue of integer constraints by changing the limits of integration in the evaluation of the likelihood for a corner solution, acknowledging the chance of the systematic bias in the parameter estimates. While these sensitivity analyses are insightful, the discreteness constraint is not structurally incorporated into the model specification and estimation. Kuriyama and Hanemann (2006) proposes an integer programming approach in which the local search algorithm and the greedy method are utilized to handle the integral nature of recreation behavior data. Although their approach is similar to ours in that the optimality conditions are derived from the comparisons with the adjacent grid points, there are two major differences. First, Kuriyama and Hanemann (2006) handle zeros as if they arise from the continuous decision space, while discreteness is taken care of for positive quantities. This inconsistency in the data-generating mechanism leads to the incomplete likelihood of the data because the probabilities of all possible outcomes do not add up to one. Second, Kuriyama and Hanemann (2006) 's approach relies on the approximate likelihood that is derived from the necessary conditions for optimality, instead of the exact likelihood based on sufficient conditions for optimality. On the contrary, we deal with the indivisibility that is present for both zero and positive quantities, and propose an estimation method that relies on the exact likelihood derived from the sufficient conditions for optimality.
3 Model Development
Direct Utility and Constraints
We assume that a consumer considers n goods in his/her purchase decision together with an outside good x 0 and has a concave utility function for good i defined over a continuous non-negative domain (i.e., marginal utility is continuous, positive and decreasing in x).
We assume linear utility for the outside good, implying the value of the outside good does not satiate. The linearity assumption is commonly made in models of consumer choice, and simplifies the integration of the likelihood as explained below. Assuming non-linear utility for the outside good complicates the integration, which we address in section 5.
We also initially assume that utility from the n goods is additively separable, so that:
Consumers maximize utility subject to three sets of constraints i) non-negativity constraints; ii) budgetary constraints; and iii) discreteness imposed by available package sizes.
The first and most obvious constraint is non-negativity of purchase quantity:
The second constraint comes from a budgetary allotment (M ), which implies the maximum amount of dollar spending for the inside goods in a given shopping trip. This constraint is typically of a linear form assuming that a unit price (p it ) is constant over various purchase quantities (x it ):
The third constraint reflects the discrete nature of offerings in a marketplace, implying that a consumer has to purchase an integer number of units:
The discreteness constraint is not applied to the outside good because its units are unspecified. The consumer's choice decision is therefore formulated as:
A Discrete Likelihood for Indivisible Data
Although our methodology is general enough to be applied to any utility function, we begin with a simple form 1 for the purpose of exposition, and consider the general case later.
where s i indicates an observed unit volume for good i. α i represents the baseline utility (i.e., the marginal utility at the point of zero purchase) and γ i allows for flexibility in degree of satiation (i.e., higher γ i implies the greater rate of satiation for good i) (see Bhat (2008) ).
A consumer's decision problem in (5) can be equivalently re-expressed by substituting the binding budget constraint 2 for x 0t in the utility specification as follows:
While U is an unconstrained utility function of inside goods and an outside good, U * is a constrained utility function of inside goods only satisfying the budget constraint in (3). U * is a concave function and its derivative with respect to x it is given by:
1 Bhat (2008) indicates that the sub-utility specification in (6) corresponds to a special case of a generalized variant of the translated CES utility function (
He also notes that the flexibility of the utility function is not sacrificed much in this limiting case because "it is possible to closely approximate a sub-utility function profile based on a combination of γ k and α k values with a sub-utility profile solely based on γ k or α k ".
2 At an optimal condition, the budget constraint in (3) is always binding because the marginal utility of an outside good is greater than 0.
Note that the derivative of U * with respect to x it is a function of x it only. This is due to the assumption of an additively separable utility function with linear sub-utility for the outside good, and implies that we can consider one good at a time to specify the sufficient conditions for an observed purchase quantity (x * 1t , · · · , x * nt ) to be optimal:
, ∀i ∈ {1, · · · , n} (9) where x * −it indicates a vector of purchase quantities of all the other inside goods.
Equation (9) is true because utility functions are required to be concave in each element of the quantity vector x t . The concavity property is also present when a linear budget constraint is substituted for the outside good to obtain U * , and in the presence of a restricted solution space because of packaging constraints. Thus, U * has a unique maximum value in the neighborhood of observed demand, taking its greatest realized value on the grid at the point of the observed data x * t . The concavity of the utility function allows us to express optimality conditions in terms of relationships to neighboring grid points instead of all feasible points. Substituting the utility expression in (6) into (9) yields bounds on error realizations that are consistent with observed demand (x * 1t , · · · , x * nt ) being utility maximizing subject to budget and packaging, or indivisibility, constraints:
where
In the case x * it = 0, we only need to compare
that there is no lower boundary (i.e., lb it = −∞). Similarly, if adding one more unit of
only from below (i.e., ub it = ∞).
If we assume the errors are independent and follow an identical probability distribution f , the likelihood can be computed by integrating the joint density of all the errors over the region specified in (10).
The presence of non-linear utility for the outside good, or a utility function involving multiplicative factors reflecting complementary goods, gives rise to a well-defined but more complicated set of restrictions. The intersection of the set of these restrictions forms the region of integration in (11).
Comparison to a Continuous Likelihood
A continuous likelihood is less flexible than a discrete likelihood because it assumes that interior points exactly satisfy the Kuhn-Tucker conditions. Assuming the outside good is positive, the likelihood for an observed purchase quantity vector (
by:
There are two important differences in the likelihood (12) relative to the discrete likelihood in (10) and (11). First, the discrete likelihood produces a greater probability mass for a zero (i.e., a corner) than that of the continuous likelihood given the same set of parameters. When x * it = 0, the upper boundary for ε it in the discrete likelihood is equal to log
, which is greater than that for the continuous likelihood
− log s i . Or, in other words, the continuous likelihood requires smaller baseline parameters (i.e., α i ) to produce the same corner probabilities. Baseline parameters will therefore suffer from a downward bias when zeros in the data are generated from the discrete data-generating mechanism but parameters are estimated with the continuous likelihood in (12). This is true for any concave utility function and the proof is provided in Appendix A. Intuitively, the difference in the estimates of the baseline parameters reflects the different interpretations of non-purchase (i.e., zero) from the two approaches.
A model with a continuous decision space assumes that a consumer doesn't purchase a product because she doesn't like it. In contrast, when indivisibility restrictions are present, the interpretation of non-purchase is that a consumer might not like it enough to buy one unit.
The second difference is that model fit statistics are not strictly comparable across the two likelihoods because (12) associates one error realization with each interior point while the discrete likelihood in (10) and (11) associates many error realizations. An adjustment is required to make the likelihoods from the two approaches comparable. We compute the discrete likelihood based on the parameter values that are estimated from the continuous approach and compare it with the likelihood of the discrete approach.
Because the discreteness constraints are present in the true data-generating mechanism, the continuous likelihood should be viewed as the likelihood of the data under the incorrect model, while the discrete likelihood implies the true joint probability of the observed data.
We will refer to the statistics resulting from these procedure as "true likelihood" below.
General Case
A consumer's decision problem in (7) can be rewritten for any concave sub-utility function, u i (x it |ε it ), as follows:
Equation (9) should be satisfied for an observed quantity to be optimal, which defines the region in an error space that rationalize the goal-directed behavior of a consumer.
The same rules are applied in the limiting cases. When
The model likelihood is computed by integrating the joint density of the errors over the specified region in (14).
Simulation Study
A simulation study is used to investigate the effect of employing a continuous likelihood when demand data are constrained to lie on a discrete grid. Data are generated by searching across the grid for the point that maximizes utility among a feasible set defined by a budgetary allotment and unit prices. In the simulation study, we assume the following decision problem:
1.0 log (1.0s 1 x 1t + 1) + 0.5e
x it ∈ {0, 1, 2, · · ·} , ∀i ∈ {1, 2}
where the pack sizes are set to 6 (s 1 = s 2 = 6), and ε it ∼Normal(0, 1), p it ∼ Uniform(1, 3), ∀i ∈ {1, 2}. In the simulation, we assume that the error term ε it is known to the decision maker but not to the analyst. We allow for consumer heterogeneity by employing a random-effect specification for 100 consumers, and 100 observations are simulated for each respondent by searching over all the possible grid points under the constraint and finding the utility maximizer. Once simulated, the same dataset is used to calibrate five different models: one in which the true pack-size (=6) is assumed, one in which a continuous decision space is assumed, and the others in which smaller pack sizes (i.e., 3,2,1) are imposed. Table 1 summarizes the simulated data and the estimation results based on the five different models.
[ Table 1 ]
The top portion of the table reports the average number of interior and corner solutions across the 100 observations, and the bottom portion of the table reports the estimated means of the random-effect distributions, along with the true values. Parameter estimates are based on the mean of the posterior distribution using a diffuse but proper Normal prior with mean zero and variance 100. The lower right side of the table reports the log-likelihood of the data based on the different assumptions of the unit grid, and also the true log-likelihood of the observed data. Parameter estimates from each model are used to compute the joint probability of the observed data under the assumption of the true grid-size (i.e., s 1 = s 2 = 6), which we name the "true log-likelihood".
The results of this simulation study show the following. First, parameter estimates are recovered to within the precision indicated by the posterior distribution only for the unit grid equal to six, which is the value used to generate the data. When the unit grid is assumed to be less than six, parameter estimates exhibit a downward bias that becomes increasingly severe as the unit grid diminishes. Second, parameter estimates for the continuous likelihood agree with the discrete estimates when the unit grid is small. This is expected because the continuous likelihood can be viewed as the mathematical limit of the discrete likelihood as the unit grid approaches zero. Third, the true log-likelihood statistic also converges to that of the continuous model, and, fourth, this measure of model fit correctly indicates that the true data-generating has a unit grid of 6.0. These results indicate that data discreteness is an important problem, and that the proposed likelihood offers a viable solution.
Irregular Regions of Integration
The assumption of additive separability for the inside goods and linear utility for the outside good simplifies the evaluation of the likelihood in two ways: (i) it reduces the number of comparisons to 2n (see equation (9)); and (ii) each comparison provides a separate inequality for each error term. This results in a rectangular region of integration that is easy to calculate. However, this computational benefit comes with the cost of a potentially simplistic utility function and the budgetary allotment playing no role in the likelihood expression. That is, the optimal quantity for good i is not influenced by the price of good j, so long as the total expenditure does not exceed the budget (see Chandukala et al. (2007) section 3.3 for more discussion). In this section, we provide a solution for the more general case where the region of integration is irregular.
Sufficient Conditions for Optimality
Suppose that utility for the outside good is a nonlinear function of x 0t (i.e., u 0 (x 0t ) = α 0 log (x 0t )). The budget constraint can be used to substitute for the outside good, yielding a utility function written in terms of the inside goods:
U * is a concave function and its derivative with respect to x it is now a function of (x 1t , · · · , x nt ).
Because the optimal quantity of good i (x * it ) is influenced by the optimal quantities of the other goods, we need to compare the utility of the observed purchase quantity with the utility of all adjacent points. Therefore, the sufficient conditions for an observed purchase quantity (x * 1t , · · · , x * nt ) to be optimal are composed of 3 n inequalities.
The likelihood computation becomes complicated not only because the number of inequalities increases but also because each inequality contains multiple error terms that are nonlinearly associated. We develop a variant of Bayesian data augmentation (Tanner and Wong (1987)), termed "error" augmentation (Zeithammer and Lenk (2006)) to avoid the complex integration for computing the likelihood.
Estimation by Bayesian Error Augmentation
Bayesian error augmentation works by considering the error realization the augmented variable instead of some variable such as y in a regression model. Probit models are frequently estimated with data augmentation by generating the latent values of utility (see Rossi et al. (2005) ). Given the utility values, model parameter estimation involves analysis of a standard linear regression model.
In our model, we treat the following variables as augmented:
where z * it = log (z it ) and α * i = log (α i ). We note that conditional on α i , the augmented variables z it and ε it contain the same information and are deterministically related. Given either {z jt } j =i or {ε jt } j =i , the inequalities in (18) reduce to a one-dimension region defined by the intersection of all the constraints containing z it or ε it . Each realization of ε it either does or does not identify the observed demand vector x * as the point of constrained utility maximization. The likelihood in error augmentation is therefore either equal to one or zero, and draws of ε it can be generated as a truncated draw from its prior (i.e., normal) great potential of obtaining biased estimates from assuming a continuous likelihood. In our analysis, we use 90% of the data for the model calibration, leaving 10% for prediction.
[ Table 2 ]
An outside good is introduced in the model specification in order to explain the variations in the total dollar spending for the inside goods. Here, the outside good is defined as the remaining dollars that are saved rather than spent on the inside goods. The subutility of the outside good is assumed to be linear, which implies that the value of saved money does not satiate. The linear sub-utility specification for the outside good does not allow us to infer the budgetary allotment, but it enables us to compute the exact likelihood, which decreases the computational burden of estimation. We also estimated the model with a nonlinear sub-utility for the outside good, and we find consistent results with those presented here.
Estimates
The model parameters are estimated both by our discrete likelihood and by the standard continuous likelihood. Heterogeneity across households is incorporated by a random-effect specification for household parameters:
We use a Bayesian MCMC method for estimation with a conjugate but relatively diffuse prior distribution for the hyper-parameters 5 .
100,000 iterations of the chain were used to generate parameter estimates, with the first 30,000 draws discarded as burn-in. Table 3 displays the estimation results, comparing the two methods.
[ Table 3 ]
The discrete likelihood outperforms the continuous likelihood in both in-sample and predictive fit to the data. Although the parameter estimates from the two likelihoods show an ordinal consistency, the parameters are underestimated with the continuous likelihood due to the proliferation of zeros in the data. As we vary the unit grid of the discrete likelihood from the true package size (i.e. 6-ounce) to smaller sizes (i.e. 3, 2, 1-ounce), the parameter estimates gradually decrease, converging toward those of the continuous likelihood. The estimates of the continuous likelihood are still quite different from those of the discrete likelihood in which we assume the smallest available package size (i.e., one). This illustrates that assuming continuously available demand can be costly when zeros datum values are common.
[ Figure 1 ] Figure 1 depicts the estimated sub-utility for the blueberry-flavor yogurt from the discrete approach and compares it with one estimated from the continuous likelihood.
Comparison between the two sub-utilities show two patterns of biases that stem from the ignorance of the data indivisibility. First, the baseline utility is underestimated in the continuous approach to account for the zeros in the data, some of which are due to indivisible demand(i.e., don't like it enough), and others due to lack of preference (i.e., don't like it, period). The slope of the sub-utility at zero quantity is steeper in the discrete approach, implying that an observation of non-purchase in data represents lowerlevel of preference in the continuous approach. This is consistent with our theoretical prediction discussed in section 3.3. Second, the degree of satiation is underestimated when the discreteness of the data is not accounted for. This can be viewed as a biproduct of the bias of the baseline utility. As the continuous approach underestimates the baseline parameter (i.e., α i ) to rationalize zeros, a smaller γ i is required to increase the log-likelihood for the positive quantities (see equation (12)). In other words, because the continuous approach infers lower-level of preference from non-purchase, it rationalizes the positive quantities by attributing to lower-degree of satiation.
Discussion
Modeling data indivisibility is important because it yields consistent estimates of model parameters, which are the primitives for producing important metrics such as price elasticity and compensating value. In this section, we compare these metrics estimated from the discrete approach with those from the continuous approach and show how the different parameter estimates translate into the differences in price elasticity and compensating value.
[ Table 4 ]
Price Elasticity
Own-price elasticities are computed by comparing the expected demand under its regular price with one in which the price is reduced by 10%. Because the maximum dollar spending for the inside goods is $11.85 in our data, we set the budgetary allotment to be $20.00 to guarantee the quantity of the outside good to be always positive 6 . The upper panel of Table 4 presents the own-price elasticities of each flavor, and compares the elasticities from the two approaches. The own-price elasticities from the two approaches
show an ordinal consistency, indicating that the demand of vanilla is least elastic to price while that of raspberry responds to a price change most sensitively. However, the own-price elasticities based on the continuous approach are greater than those of the discrete approach, which we believe is driven by the biases in the parameter estimates of consumers' utility. Particularly, the underestimation of the satiation effects in the continuous approach results in the overestimation of the own-price elasticities.
Compensating Value
Compensating value measures the value of each flavor by computing the amount of money a consumer would need to reach its initial utility after removing a flavor from the product line. It reflects multiple facets of a consumer's utility (e.g., baseline utility, satiation, etc.) and provides useful information for assortment decision. The compensating value of ith flavor for household h is numerically computed by first evaluating the indirect utility under the full assortment condition, then equating it to the indirect utility under the new 6 The budgetary allotment cannot be estimated because it does not affect the model likelihood when the sub-utility of the outside good is linear. However, we need to set the budgetary allotment for our counter-factual studies. Because the choice of $20.00 is arbitrary, we conducted a sensitivity analysis, in which we vary the budgetary allotment and see how sensitive our counterfactual results are. We found that our main results as for the differences between the discrete and continuous approach are robust across various budget levels.
condition where flavor i is removed and a budget is increased by CV (i) h for compensation:
The lower panel of Table 4 shows the per-trip compensating value of each flavor for a household. On average, deletion of one flavor is equivalent to the compensation of $0.123 based on the discrete approach, and the vanilla and blueberry yogurt show the greatest value. However, when these metrics are computed based on the continuous approach, the compensating value of each flavor is underestimated by a significant amount.
Underestimation of the baseline utility leads to underestimation of the compensating value.
In sum, the analyses of price elasticity and compensating value demonstrate the importance of modeling indivisibility of demand. Misrepresenting consumers' behavior by ignoring the constraint in their decision space causes an inaccurate estimation of their preferences, which in turn distorts managerially important metrics such as price elasticity and compensating value.
Concluding Remarks
This paper proposes an approach to dealing with indivisible demand by employing inequality restrictions in the model likelihood. Assuming additively separable utility and linear sub-utility for the outside good simplifies the region of integration of the model likelihood. The region become irregular whenever the utility function is not additively separable, or when utility for the outside good is specified non-linearly. Bayesian error augmentation is shown to provide a viable solution for estimation when the likelihood has regular or irregular boundaries. Simulation studies are used to validate our algorithm and compare it to estimates obtained from a continuous likelihood that assumes that constrained utility is exactly maximized at the points of observed demand. The simulations show that baseline utilities as well as the degree of satiation are underestimated from the continuous likelihood, particularly in the presence of corner solutions.
We find support for our model using a scanner-panel dataset of yogurt purchases.
Explicitly recognizing the indivisibility of demand leads to better in-sample and the predictive fits to the data. The same pattern of biases in the parameter estimates are observed in the continuous approach as is shown in the simulation study. We show that the biased parameter estimates in the continuous approach lead to the overestimation of own-price elasticities and the underestimation of compensating values.
We believe that dealing with indivisible demand requires a model of direct utility maximization and likelihood-based estimation. Models based on indirect utility, where Roy's identity is used to associate first-order conditions with the observed data, assume that the indirect utility is continuous and differentiable. The presence of demand discreteness is inconsistent with the notion that attainable utility is continuous, and as a result it is not possible to employ derivatives to obtain demand equations. Estimation based on the dual formulation of cost minimization is similarly unviable (Inoue (2009) ). Moment-based estimation techniques such as GMM (Greene (2002) chapter 18) also require modification in the presence of inequality constraints (Pakes et al. (2006) ). We leave the comparison of our method to GMM for future research. Finally, our approach can be applied to other utility functions, including models of complementarity and forward-looking behavior. These applications lead to complex regions of integration in the likelihood, for which Bayesian augmentation may be the only viable solution.
Appendix A: Probability Mass for Zero (Discrete vs. Continuous) A consumer's utility function is given as follows (time subscript is suppressed for simplicity):
When x * i = 0 in the observation (i.e., x * i = 0, x * −i ), the probability mass for x * i = 0 is differentially computed in the two methods:
(1) Discrete approach
Therefore, the corresponding region in error space is:
by definition. Therefore, ε i ∈
For any concave utility function, the discrete likelihood produces a greater probability mass for a zero than that of the continuous likelihood given the same set of parameters.
Appendix B: Estimation Procedure (with Nonlinear Sub-utility for an
Outside Good)
We want to infer about all the unknowns:
log (γ i ), log (M ), log (z it ) respectively.)
The joint posterior distribution of the parameters and augmented variables is proportional to the likelihood times the prior:
is an indicator function whose value equals to one when all the conditions in (16) are satisfied and zero otherwise. In addition, the (α * 1 , · · · , α * n ) are conditionally independent of the data given
The conditional distribution of z * it is a truncated normal distribution whose upper and lower truncation points are determined by the sufficient conditions in (16) given z
(by solving the Kuhn-Tucker conditions with given α *
(lb it , ub it denote the lower and upper truncation points for z * it ) Good)
The data are simulated from the following constrained utility maximization setting: max xt U (x 1t , x 2t , x 0t ) = 0.02e ε 1t log (s 1 x 1t + 1) + 0.015e ε 2t log (s 2 x 2t + 1) + log (x 0t ) (22) s.t. p 1t x 1t + p 2t x 2t + x 0t ≤ 50
where the pack sizes are set to 6 (s 1 = s 2 = 6), and ε it ∼Normal(0, 1), p it ∼ Uniform(1, 3).
The data contain 100 respondents and 100 observations for each respondent and both corner and interior solutions are present. Nonlinear sub-utility for an outside good allows us to infer about the budgetary allotment because it affects the model likelihood (see Satomura et al. (2011) ). Therefore, we estimate M as well in this simulation study. Given the simulated data, we estimate the model by the proposed method using a Bayesian error augmentation and compare the results with those from the continuous approach.
[ Table 6 ] While the proposed estimation method recovers the true values within 95% credible intervals, the continuous approach suffers in estimating the parameters. We also observe the convergence of results to that of the continuous approach as the unit grid gets smaller in the discrete approach. Therefore, the simulation study confirms that we can estimate models of discrete demand in which nonlinear sub-utility is assumed for an outside good by employing the Bayesian error augmentation technique. 
