Abstract. We consider the problem of traveling among random points in Euclidean space, when only a random fraction of the pairs are joined by traversable connections. In particular, we show a threshold for a pair of points to be connected by a geodesic of length arbitrarily close to their Euclidean distance, and analyze the minimum length Traveling Salesperson Tour, extending the Beardwood-Halton-Hammersley theorem to this setting.
Introduction
The classical Beardwood-Halton-Hammersley theorem [2] (see also Steele [17] ) concerns the minimum cost Traveling Salesperson Tour through n random points in Euclidean space. In particular, it guarantees the existence of an absolute (though still unknown) constant β d such that if x 1 , x 2 . . . , is a random sequence of points in the d-dimensional cube [0, 1] d , the length T (X n,1 ) of a minimum tour through x 1 , . . . , x n satisfies (1) T (X n,1 ) ∼ β d n
a.s.
The present paper is concerned still with the problem of traveling among random points in Euclidean space. In our case, however, we suppose that only a (random) subset of the pairs of points are joined by traversable connections, independent of the geometry of the point set. Mehrabian and Wormald [11] who studied the stretch factor of X n,p . In particular, let ||x−y|| denote the Euclidean distance between vertices x, y, and dist(x, y) denote their distance in X n,p . They showed (considering the case d = 2) that unless p is close to 1, the stretch factor sup x,y∈Xn,p dist(x, y) ||x − y|| tends to ∞ with n.
As a counterpoint to this, our first result shows a very different phenomenon when we pay attention to additive rather than multiplicative errors. In particular, for p log d n n , the distance between a typical pair of vertices is arbitrarily close to their Euclidean distance, while for p log d n n , the distance between a typical pair of vertices in X n is arbitrarily large (Figure 1 ). Theorem 1.1 means that, even for p quite small, it is not that much more expensive to travel from one vertex of X n,p to another than it is to travel directly between them in the plane. On the other hand, there is a dramatic dependence on p if the goal is to travel among all points. Let T (X n,p ) denote the length of a minimum length tour in X n,p hitting every vertex exactly once, i.e. a Traveling Salesperson tour. (Recall that f (n) = Θ(g(n)) means that f (n) is bounded between positive constant multiples of g(n) for sufficiently large n.) As the threshold for G n,p to be Hamiltonian is at p = log n+log log n+ω(n) n , this theorem covers nearly the entire range for p for which a TSP tour exists a.a.s.
Finally, we extend the asymptotically tight BHH theorem to the case of X n,p for any constant p. To formulate an "almost surely" statement, we let X N,p denote a random graph on a random embedding of N into [0, 1] d , where each pair {i, j} is present as an edge with independent probability p, and consider X n,p as the restriction of X N,p to the first n vertices {1, . . . , n}. Karp's algorithm [9] for a finding an approximate tour through X n extends to the case X n,p , p constant as well: 
Traveling between pairs
In this section, we prove Theorem 1.1. Let ν d denote the volume of a d-dimensional unit ball; recall that ν d is bounded (ν d ≤ ν 5 < 6 for all d).
Proof of Theorem 1.1(a). Let ε = 1 log log n and let A k be the event that there exists a path of length k ≥ k 0 = log n 2d log log n from u to v that uses ≤ εk edges of length at
Explanation of (3): Choose the k − 1 interior vertices of the possible path and order them in (k −1)! n k−1 ways as (u 1 , u 2 , . . . , u k−1 ). Then p k is the probability that the edges exist in G n,p . Now choose the short edges e i = ( ways and bound the probability that these edges are short by ν d ω(log log n)
viz. the probability that u i is mapped to the ball of radius 1 , center u i−1 for i ∈ I. Now a.a.s. the shortest path in G n,p from u to v requires at least k 0 edges: Indeed the expected number of paths of length at most k 0 from u to v can be bounded by
So a.a.s.
Proof of Theorem 1.1(b). Fix some small γ > 0. We begin by considering the case of vertices u, v at distance ||u−v|| ≥ γ. Letting δ = 1 log n , there is a constant C such that, for sufficiently large n relative to γ, we can find a set B of ≥ 2C δ disjoint balls of radius δ centered on the line from u to v, such that C δ of the balls are closer to u than v, and Given a ball B ∈ F {u,v} = F u,v ∪ F v,u , the induced subgraph G B on vertices of X lying in B is a copy of G N,p , where N = N (B) is the number of vertices lying in B. Let
The Chernoff bounds imply that for B ∈ F {u,v} ,
This gives us that a.a.s. S B holds for all pairs u, v ∈ X and all B:
(A) All subgraphs G B for B ∈ F {u,v} have a giant component X B , containing at least N 0 /3 vertices. Indeed, the expected average degree in G B is N p = Ω(ω) → ∞ and at this value the giant component is almost all of B a.a.s. In particular, since ¬S B holds, that
There is an edge between X B and X B for all B, B ∈ F {u,v} . Indeed, the probability that there is no edge between X B , X B , given (A), is at most
This can be inflated by n 2 · (C log n) 2 to account for all pairs u, v and all pairs B, B . (C) For each B ∈ F {u,v} , the graph diameter diam(X B ) (the maximum number of edges in any shortest path in X B satisfies
This can be inflated by n 2 · (2C log n) to account for pairs u, v and the choice of B ∈ F {u,v} . Fernholz and Ramachandran [4] and Riordan and Wormald [16] gave tight estimates for the diameter of the giant component, but we need this cruder estimate with a lower probability of being exceeded. We will prove this later in Lemma 2.1.
Part (C) implies that with high probability, for any u, v at distance ≥ γ and all B ∈ F {u,v} and vertices x, y ∈ X B ,
As the giant components X B (B ∈ F u,v ) contain in total at least
vertices, the probability that u has no neighbor in these giant components is at most
In particular, the probability is small after multiplication by n 2 , and thus a.a.s., for all pairs u, v ∈ X n,p , u has a neighbor in X B for some B ∈ F u,v and v has a neighbor in X B for some B ∈ F v,u . Now by part (B) and equation (5), we can find a path (6) u, w 0 , w 1 , . . . , w s , z t , z t−1 , . . . , z 1 , z 0 , v from u to v where the w i 's are all in some X B for B ∈ F u,v and the total Euclidean length of the path w 0 , . . . , w s tends to zero with n, and the z i 's are all in someX B for some B ∈ F v,u , and the total Euclidean length of the path z 0 , . . . , w t tends to zero with n. Meanwhile, the Euclidean segments corresponding to the three edges u, w 0 , w s , z t , and z 0 , v lie within δ of disjoint segments of the line segment from u to v, and thus have total length ≤ ||u − v|| + 6δ, giving
We must also handle vertices u, v with ||u − v|| < γ. We have that
A fortiori, a.a.s. all vertices u, v are adjacent to some vertex in any ball of radius γ. In particular, we can find w ∼ u within distance
In particular, dist(u, v) − ||u − v|| is bounded by a constant which can be made arbitrarily small by making n large.
We complete the proof of Theorem 1.1 by proving
Proof. Let B(k) be the event that there exists a set S of k vertices in G N,p that induces a connected subgraph and in which more than half of the vertices have less than ω/2 neighbors outside S. Also, let B(
Explanation of 10:
N k bounds the number of choices for S. We then choose a spanning tree T for S in k k−2 ways. We multiply by p k−1 , the probability that T exists. We then choose half the vertices X of S in at most 2 k ways and then multiply by the probability that each x ∈ X has at most ω/2 neighbors in [N ] \ S.
Next let D(k) = D N (k) be the event that there exists a set S of size k for which the number of edges e(S) contained in S satisfies e(S) ≥ 2k. Then,
2 A sequence of events En occurs quite surely q.s. if Pr(¬En) = O(n −ω(1) ).
Since ω = O(log n) we have that q.s.
. Fix a pair of vertices v, w and first do a breadth first search (BFS) from v ∈ K and create sets S 0 , S 1 , . . . , S k1 where S i is the set of vertices at distance i from v. We continue this construction unless we find that for some i, we have w ∈ S i . Failing this, we must have S k1 = ∅ and |S ≤k1 | ≥ k 1 where S ≤t = t i=0 S i for t ≥ 0. We continue this construction for t ≥ k 1 and we see that
implies that |S t+1 | ≥ ω|S t |/4. This is because only vertices in S t have neighbors outside S ≤t and we have assumed that B(|S ≤t |) does not occur and because of (12) . Thus if |S t+1 | < ω|S t |/4 then S ≤t+1 has at most ωN 2/3 /4 vertices and more than ωN 2/3 /2 edges.
Thus if L is large, then we find that there exists
. Now apply the same argument for BFS from w to create sets T 0 , T 1 , . . . , T s , where either we reach v or find that |T s | ≥ N 2/3 where s ≤ k 1 + κ(3/4). At this point the edges between S t and T s are unconditioned and the probability there is no S t : T s edge is at most (1 − p)
Traveling among all vertices
Our first aim is to prove Theorem 1.3; this will be accomplished in Section 3.2, below. In fact, we will prove the following general statement, which will also be useful in the proof of Theorem 1.2:
d denote a set of points chosen from any fixed distribution, such that the cardinality
t with independent edge probabilities p, then ∃β > 0 (depending on p and the process generating
a.s., and
The restriction Pr |Y This is a straightforward consequence, but we do not have a reference and so we give a sketch proof in the appendix.
Note that the conditions on the distribution of Y d t are satisfied for a Poisson cloud of intensity 1, and it is via this case that we will derive Theorem 1.3. Other examples for which these conditions hold include the case where Y d t is simply a suitable grid of points, or is a random subset of a suitable grid of points in [0, t] d , and we will make use of this latter case of Theorem 3.1 in our proof of Theorem 1.2.
Our proof is by induction on d. For technical reasons (see also Question 4 of Section 5) Theorems 3.1 and 1.3 are given just for d ≥ 2, and before beginning with the induction, we must carry out a separate argument to bound the length of the tour in 1 dimension.
3.1.
Bounding the expected tour length in 1 dimension. We begin with the following simple lemma.
Lemma 3.3. Let σ be a permutation of [n], and let (σ) be
where inv(σ) is the number of inversions in σ.
Proof. We prove this by induction on n. It is trivially true for n = 1 since in this case (σ) = 0. Assume now that n > 1, and given a permutation σ of [n], consider permutation σ of [n − 1] obtained by truncation:
We have by induction that
and, recalling that inv(σ) = inv(σ −1 ),
For the 1-dimension case of Theorem 1.3, we have, roughly speaking, a 1-dimensional string of points joined by some random edges. Lemma 3.3 allows us to prove the following lemma, which begins to approximate this situation.
Lemma 3.4. Consider the random graph G = G n,p on the vertex set [n] with constant p, where each edge {i, j} ∈ E(G) is given length |i − j| ∈ N. Let Z denote the minimum length of a Hamilton cycle in G starting at vertex 1, assuming one exists. If no such cycle exists let Z = n 2 . Then there exists a constant A p such that
Proof. We first write
where the G i are independent copies of G n,p1 , where
We will first construct a long path in G 1 via the following algorithm: We start with v 1 = 1. Then for j ≥ 1 we let
and let v j+1 = φ(j) i.e. we move from v j to the lowest indexed k that has not been previously visited. We repeat this until we reach j 0 such that φ(j 0 ) is undefined. This defines a path P 1 of length
It is convenient to extend the sequence v 1 , . . . , v j0 by v j0+1 , . . . , v n where the latter is [n] \ {v 1 , . . . , v j0 } in increasing order. Now think of v 1 , v 2 , . . . , v n as a permutation of [n]. Then Lemma 3.3 implies that the length Λ 1 of the initial part corresponding to the path is at most (v) < n + 3 · inv(v).
k . This is because at j 0 we find that v j0 has no neighbors in the set of unvisited vertices and the existence of such edges is unconditioned at this point. So,
Furthermore, we will need
It is important therefore to analyze the sequence ∆ j , 1 ≤ j ≤ j 0 . We observe that
Furthermore, these probabilities hold regardless of previous edge exposures. This is because edges incident with v j and vertices not on P 1 have not been exposed.
It will follow from (19) that
We will prove (20), (21), (22) momentarily, but first let us use them to finish the proof of the lemma.
It follows from Lemma 3.3, (17) and (21) that
where
It remains to show that there is a Hamilton cycle of length not much greater then Λ 1 .
Let J = {v j0+1 , . . . , v m }. We will use the edges of G 2 to insert J into the path P 1 . Let v j ∈ J 0 . Assume that v j j ≥ n/2, the argument for v j < n/2 is similar. We
We will find such a k q.s. after examining at most log 2 n possibilities. Using (18) and (20) we see that replacing the edge (v −1 , v ) by a path v −1 , v j , v q.s. incorporates v j into our path at a cost of at most O log 2 n + log 2 n p1 and (16) implies that there is room to insert all vertices in J in this way, without using the same v more than once. This gives us a Hamilton path x 1 , x 2 , . . . , x n in G 1 ∪ G 2 q.s. and the total added cost over the cost of P 1 is q.s. O(log 4 n). There is only an exponentially small probability that we cannot find G 3 -edges {x 1 , x j+1 }, {x j , x n } which now give us a Hamilton cycle; since the maximum value of of Z is just n 2 , this gives E(Z) ≤ A p n, as desired.
Proof of (20): First of all we note that (19) that
So if there exists j with ∆ j ≥ log 2 n p1 then q.s. there must be k such that ∆ k ∈ log 2 n 2p1 ,
. But then (19) implies that with probability 1 − O(e − log 2 n/2 ), L k+r = L k for r ≤ n and this completes the proof of (20).
Proof of (21), (22): It follows from (19) that the sum in (21) is bounded by the sum of n independent geometric random variables with success probability p 1 . This gives both the bound on expectation and the q.s. bound.
We have: Proof. The bound on the expectation follows directly from Lemma 3.4 and the linearity of expectation.
Let us observe now that we get an upper bound E(T (Y 1 t,p )) ≤ A p t on the length of a tour in 1 dimension. We have
and thus 
To this end, if
In the unlikely event that
Our first goal is an asymptotic formula for Φ:
Lemma 3.6. There exists β p > 0 such that
The proof is by induction on d ≥ 2. We prove the base case d = 2 along with the general case. We begin with a technical lemma.
for all t sufficiently large. In particular, there is a constant A p,d > 0 such that
for sufficiently large t and 1 ≤ h ≤ t.
Proof. We let S denote the subgraph of
We have that
The first inequality stems from the fact that the points in
and S are both Hamiltonian, then we have
which gives us the Lemma, by linearity of expectation. We have (26) because we can patch together the minimum cost Hamilton cycle in
and the minimum cost path P in S as follows: Let u 1 , v 1 be the endpoints of P . If there is an edge
∪ P at an extra cost of at most 2d 1/2 t. The probability there is no such edge is at most (1 − p 2 ) t/2 , which is negligible given the maximum value of
On the other hand, the probability that either of
or S is not Hamiltonian is exponentially small in t, which is again negligible given the maximum value of
Our argument is an adaptation of that in Beardwood, Halton and Hammersley [2] or Steele [17] , with modifications to address difficulties introduced by the random set of available edges. First we introduce the concept of a decomposition into nearcubes. (Allowing near-cube decompositions is necessary for the end of the proof, beginning with Lemma 3.10).
We say that a partition of L 
we have that
Observe that so long as u < t 1/2 , L d d always has a decomposition into near-cubes with sidelengths in {u, u + 1}.
First we note that tours in not-too-small near-cubes of a decomposition can be pasted together into a large tour at a reasonable cost: Lemma 3.8. Fix δ > 0, and suppose t = mu for u = t γ for δ < γ ≤ 1 (m, u ∈ Z),
Proof. Let B, C denote the events
and let E = B ∪ C. . Assume therefore that ¬E holds. Each subsquare S α will contain a minimum length tour H α . We now order the subcubes {S α } as T 1 , . . . , T m d , such that for S α = T i and S β = T i+1 , we always have that the Hamming distance between α and β is 1. Our goal is to inductively assemble a tour through the subcubes T 1 , T 2 , . . . , T j from the smaller tours H α with a small number of additions and deletions of edges.
Assume inductively that for some 1 ≤ j < m d we have added and deleted edges and found a single cycle C j through the points in T 1 , . . . , T j in such a way that (i) the added edges have total length at most 4 √ dju and (ii) we delete one edge from τ (T 1 ), τ (T j ) and two edges from each τ (T i ), 2 ≤ i ≤ j − 1. To add the points of T j+1 to create C j+1 we delete one edge (u, v) of τ (T j ) ∩ C j and one edge (x, y) of τ (T j+1 ) such that both edges {u, x}, {v, y} are in the edge set of Y d t,p . Such a pair of edges will satisfy (i) and (ii) and the probability we cannot find such a pair is at most (1 − p 2 ) 
Note that here we are using a decomposition of [mu] d into m d subcubes with sidelength u; near-cubes are not required.
To get an asymptotic expression for Φ d p (t) we now let
Choose u 0 large and such that
and then define the sequence u k , k ≥ −1 by u −1 = u 0 and u k+1 = u 10 k for k ≥ 0. Assume inductively that for some i ≥ 0 that
This is true for i = 0, and then for i ≥ 0 and 0
Putting m = u i+1 /u i and u = 0 into (28) completes the induction. We deduce from (27) and (28) that for i ≥ 0 we have
, ∞] and since ε is arbitrary, we deduce that
which, together with Lemma 3.7, completes the proof of Lemma 3.6, once we show that β > 0 in (30). To this end, we let ρ denote Pr(|Y
We say x ∈ {0, . . . , t−1} d is occupied if there is a point in the copy Y 
, where where O is the number of occupied x. Linearity of expectation now gives that β > ρ/(3 d − 1), completing the proof of Lemma 3.6.
Before continuing, we prove the following much cruder version of Part (ii) of Theorem 3.1:
Proof. We let m = t 1−ε/2 u = t/m , and let {Y 
To prove Theorem 3.1, we now consider a decomposition
is the sum of t γd identically distributed bounded random variables.
Applying Hoeffding's theorem we see that for any t, we have
Putting T = t dε for small ε, we see that
for all α by Lemma 3.10, we have that q.s.
t,p ), so that Lemma 3.8 implies that
It follows from (31) and (32) and the fact that Pr(|Y
which proves part (ii) of Theorem 3.1.
Of course, we have from Lemma 3.6 that
and we show next that that this together with (32) implies part (i) of Theorem 3.1, that:
. Then we have
and this proves (35) competing the proof of Theorem 3.1.
To derive Theorem 1.3, we now let W Let E t denote the event that
Observe that Lemma 3.8 implies that
We define the random variable λ(t) = T (W d t,p ) + 10 √ dt, and let λ i denote independent copies. Conditioning on E t , we have
In particular, (36) implies that there is enough room that, letting Υ(t) = E(λ(t)) and Ψ(t) = E(λ(t) 2 ), we have for sufficiently large t that
and for
we have
and so, solving for the first sum, we find
Proof. We consider independent copies of Y d t,pi , i = 1, 2, . . . , k + 1. We will let p 0 = p 1 = p/3 and p i = p 1 /2 i , i = 1, 2, . . . , k = log 2 t and define p k+1 so that
We continue by constructing a large cycle, using only the edges of G 1 . We choose ε small and then choose K sufficiently large for subsequent claims. In preparation for an inductive argument we let t 1 = t,
1 subcubes of side length u = t/m. (Note that t will not change throughout the induction). Now each S α contains ≈ K/p 1 vertices, in expectation and so it has at least (1 − ε)K/p 1 vertices with probability 1 − e −Ω(K/p1) = 1 − o(1). Let α be heavy if S α has at least this many vertices, and light otherwise. Let Γ α be the subgraph of G 1 induced by S α . If α is heavy then for any ε > 0 we can if K is sufficiently large find with probability at least
2 K/p 1 vertices. This is because when α is heavy, Γ α has expected average degree at least (1 − ε)K. We say that a heavy α is typical if it Γ α contains a cycle with (1 − ε)|S α ∩ X | edges; otherwise it is atypical.
We now let N denote the set of vertices in C α , where the union is taken over all typical heavy α. Our aim is to use Theorem 3.1(ii) to prove that we can q.s. merge the vertices N into a single cycle C 1 , without too much extra cost, and using only the edges of G 1 . Letting q α = P r(S α is normal) ≥ 1 − ε, we make each typical heavy α available for this round with independent probability 1−ε 1−qα , so that the probability that any given α is available is exactly 1 − ε. (This is of course rejection sampling.) Now we can let Y = Y d 1 in Theorem 3.1 be a process which places a single point at the center of [0, 1] d with probability 1 − ε, or produces an empty set with probability ε. Let now Y α (α ∈ t d ) be the independent copies of Y which give Y d t . Given two cycles C 1 , C 2 in a graph G we say that edges u i = (x i , y i ) ∈ C i , i = 1, 2 are a patchable pair if f x = (x 1 , x 2 ) and f y = (y 1 , y 2 ) are also edges of G. Given x ∈ Y α , y ∈ Y β , we let x ∼ y whenever there exist two disjoint patchable pairs σ α,β between C α , C β . Observe that an edge between two vertices of Y d 1 is then present with probability
In particular, this graph contains a copy of Y d 1,(1−ε) , for which Theorem 3.1(ii) gives that q.s. we have a tour of length ≤ B 1 m d 1 for some constant B 1 ; in particular, there is a path P = (α 1 , α 2 , . . . , α M ) through the typical heavy α with at most this length. Using P , we now merge its cycles C αi , i = 1, 2, . . . , M into a single cycle.
Suppose now that we have merged C α1 , C α2 , . . . , C αj into a single cycle C j and have used one choice from σ αj−1,αj to patch C αj into C j−1 . We initially had two choices for patching C αj+1 into C αj , one may be lost, but one at least will be available. Thus we can q.s. use G 1 to create a cycle H 1 from C α1 , C α2 , by adding only patchable pairs of edges, giving a total length of at most
The first term in (43) 
the set of points in the αth subcube in the decomposition D i occupied by vertices which fail to participate in H i is given by a process which occurs independently in each subcube in D i , and (3) the total length of each H i is at most
Note that H 1 , above, satisfies these conditions for = 1.
Assume inductively that we have constructed such a sequence H 1 , H 2 , . . . , H j−1 (j ≥ 2). We will now use the G j edges to construct another cycle H j . Suppose now that the set T j of points that are not in
The expected number of points in a subcube will be K/p j but we have not exercised any control over its distribution. For i ≥ 2, we let α ∈ [m i ] d be heavy if S α contains at least εK/p j points. Now we want K to be large enough so that εK is large and that a heavy subcube has a cycle of size (1 − ε)|T j ∩ S α | with probability at least 1 − ε, in which case, again, it is typical. We define Γ j as the set of typical heavy pairs {α, β} for which there are at least two disjoint patchable pairs between the corresponding large cycles. Applying the argument above with T j , t j , m j , Γ j replacing T 1 , t 1 , m 1 , Γ 1 (note that 2, above, ensures that Theorem 3.1 applies) we can q.s. find a cycle H j with at least (1 − 3ε)T j vertices and length at most Part 1 is satisfied since the light subcubes only contribute ε fraction of points to T j , and we q.s. take a (1 − ε) fraction of the heavy subcubes. Finally, Part 2 is satisfied since participation in H j is determined exclusively by the set of adjacency relations in G j ∩ T j , which is independent of the positions of the vertices.
Thus we are guaranteed a sequence H 1 , H 2 , . . . , H as above, such that T +1 < t d−1 / log t. The total length of H 1 , H 2 , . . . , H is at most
We can now use G 0 to finish the proof. It will be convenient to write G 0 = 
We first create a Hamilton path containing all vertices, only using the edges of A 1 ∪ A 2 and the extension-rotation algorithm introduced by Pósa [14] . We begin by deleting an arbitrary edge from H 1 to create a path P 1 . Suppose inductively that we have found a path P j through Y j = H 1 ∪ · · · H ρj ∪ X j where X j ⊆ R at an added cost of O(jt). We let V j denote the vertices of P j and promise that
At each stage of our process to create P j+1 we will construct a collection Q = {Q 1 , Q 2 , . . . , Q r } of paths through V j . Let Z Q denote the set of endpoints of the paths in Q. Round j of the process starts with P j and is finished when we have constructed P j+1 .
If at any point in round j we find a path Q in Q with an endpoint x that is an A 2 -neighbor of a vertex in y / ∈ V j then we will make a simple extension and proceed to the next round. If x ∈ H i then we delete one of the edges in H i incident with y to create a path Q and then use the edge (x, y) to concatenate Q, Q to make P j+1 . If x ∈ R then P j+1 = Q + y.
. . , v s ) ∈ Q and (v s , v 1 ) ∈ A 1 then we can take any y / ∈ V j and with probability at least 1−(1−q)
If there is a cycle H i with H i ∩ V j = ∅ then we choose y ∈ H i and delete one edge of H i incident with y to create a path Q and then we can take P j+1 = (Q , v i , v i−1 , . . . , v i+1 ) and proceed to the next round. Failing this, we choose any y ∈ R \ V j and let P j+1 = (y, v i , v i−1 , . . . , v i+1 ) and proceed to the next round. Note that this is the first time we will have examined the A 2 edges incident with y. We call this a cycle extension.
Suppose now that Q = (v 1 , v 2 , . . . , v s ) ∈ Q and (v s , v i ) ∈ A 1 where 1 < i < s − 1. The path Q = (v 1 , . . . , v i , v s , v s−1 , . . . , v i+1 ) is said to be obtained by a rotation. v 1 is the fixed endpoint. We partition Q = Q 0 ∪ Q 1 ∪ · · · ∪ Q k0 , k 0 = log t where Q 0 = {P j } and Q i is the set of paths that are obtainable from P j by exactly i rotations with fixed endpoint v 1 . We let N i denote the set of endpoints of the paths in Q i , other than v 1 , and let ν i = |N i | and let N Q = i N i . We will prove that q.s.
It follows from this that q.s. we either end the round through a simple or cycle extension or arrive at a point where the paths in Q have Ω(t d ) distinct endpoints. We can take an arbitrary y / ∈ V j and find an A 2 neighbor of y among N Q . The probability we cannot find a neighbor is at most (1 − q)
). Once we prove (45) we will have shown that we can create a Hamilton path through
. We will not have used any A 3 edges to do this. The second log t factor comes from the fact that each path is obtained by at most k 0 rotations and each rotation adds one new edge.
Proof of (45): We first prove that in the graph induced by A 1 we have
Here N A1 (S) is the set of vertices not in S that have at least one A 1 -neighbor in S. completing an inductive proof of (45).
Let P * be the Hamilton path created above. We now use rotations with v 1 fixed via the edges A 2 to create Ω(t d ) Hamilton paths with distinct endpoints. We then see that q.s. one of these endpoints is an A 2 -neighbor of v 1 and so we get a tour at an additional cost of O(d 1/2 t).
This completes the proof of Theorem 3.12.
The upper bound in Theorem 1.2 follows as before by (i) replacing Y 
An algorithm
To find an approximation to a minimum length tour in X n,p , we can use a simple version of Karp's algorithm [9] . We let m = (n/Kν d log n) 1/d for some constant K > 0 and partition [0, 1] d into m d subcubes of side 1/m, as in Lemma 3.8 . The number of points in each subsquare is distributed as the binomial B(n, q) where q = K log n/n and so we have a.a.s. that every subsquare has K log n ± log n, assuming K is large enough. The probability that there is no Hamilton cycle in S α is O(e −Knqp/2 ) and so a.a.s. every subsquare induces a Hamiltonian subgraph. Using the dynamic programming algorithm of Held and Karp [7] we solve the TSP in each subsquare in time O(σ 2 2 σ ) ≤ n K , where σ = σ α = |S α ∩ X n,p |. Having Our basic motivation has been to understand the constraint imposed on travel among random points by the restriction set of traversable edges which is chosen randomly independently of the geometry of the underlying point-set. While the Erdős-Rényi-Gilbert model is the prototypical example of a random graph, other models such as the Barabási-Albert preferential attachment graph have received wide attention in recent years, due to properties (in particular, the distribution of degrees) they share with real-world networks. In particular, if the random graph one is traveling within is the flight-route map for an airline, the following questions may be the most relevant:
5. If the preferential attachment graph is embedded randomly in the unit square (hypercube), what is the expected diameter? What is the expected size of a minimum-length spanning tree?
Similarly, one could examine a combination of geometry and randomness in determining connections in the embedded graph. Our methods already give something in this direction. In particular, we can define X n,p,r as the intersection of the graphs X n,p with the random geometric graph on the vertex set X n , where a pair of points are joined by an edge if they are at distance ≤ r. Following our proof of Theorem 1.3, one sees that we find that Of course, the ideas behind Question 5 and Theorem 5.2 could be considered together; note that Flaxman, Frieze and Vera [5] considered a geometric version of a preferential attachment graph.
The proof of Theorem 1.4 is relatively painless. We are reminded that Arora [1] and Mitchell [12] have described more sophisticated polynomial time algorithms that are asymptotically optimal even with the worst-case placing of the points. It would be interesting to see whether these algorithms can handle the random loss of edges.
6. Do the methods of Arora and Mitchell allow efficiently approximation of the tour length through X n,p , when the embedding X n is arbitrary?
