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Disorder in quantum systems can lead to the disruption of long-range order in the ground state
and to the localization of the elementary excitations - famous examples thereof being the Bose
glass of interacting bosons in a disordered or quasi-periodic environment, or the localized phase
of spin chains mapping onto fermions. Here we present a two-dimensional quantum Ising model -
relevant to the physics of Rydberg-atom arrays - in which positional disorder of the spins induces a
randomization of the spin-spin couplings and of an on-site longitudinal field. This form of disorder
preserves long-range order in the ground state, while it localizes the elementary excitations above
it, faithfully described as spin waves: the spin-wave spectrum is partially localized for weak disorder
(seemingly exhibiting mobility edges between localized and extended, yet non-ergodic states), while
it is fully localized for strong disorder. The regime of partially localized excitations exhibits a
very rich non-equilibrium dynamics following a low-energy quench: correlations and entanglement
spread with a power-law behavior whose exponent is a continuous function of disorder, interpolating
between ballistic and arrested transport. Our findings expose a stark dichotomy between static and
dynamical properties of disordered quantum spin systems, which is readily accessible to experimental
verification using quantum simulators of closed quantum many-body systems.
Anderson localization of waves in a disordered envi-
ronment is a striking phenomenon fundamentally relying
on the coherent nature of wave dynamics [1, 2]. When
cast in the context of quantum mechanics, Anderson lo-
calization can manifest itself either at the single particle
level, as localization of wavefunctions (namely coherent
superpositions of position eigenstates); or, more gener-
ally, as localization in Hilbert space of coherent superpo-
sitions of many-body Fock states, leading to the recently
discovered phenomenon of many-body localization [3–5].
When focusing one’s attention on the low-energy physics
of many-body systems, localization is generally charac-
terized by the disruption of long-range correlations in the
ground state via a quantum phase transition – such as
the superfluid-insulator transition [6], the Aubry-Andre´
transition [7], the superconductor-insulator transition [8],
and the Mott-glass transition [9]. The transition is more-
over accompanied by the localization of elementary exci-
tations above the ground states [10, 11], as revealed e.g.
by the dynamical structure factor. In the case of sys-
tems breaking a continuous symmetry (such as bosonic
or fermionic superfluids; spin models with U(1) or SU(2)
symmetry, etc.) the extended nature of the excitations
is protected by the broken symmetry via the Goldstone
theorem [12], so that a quantum phase transition restor-
ing the symmetry is a necessary condition for the lo-
calization of elementary excitations down to the lowest
energies. When both the ground state and the excita-
tion spectrum undergo localization, one expects a drastic
transition both in the low-energy dynamics (fundamen-
tally governed by the nature of the excitations) as well as
in the low-temperature thermodynamics (fundamentally
controlled by the ground-state properties).
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FIG. 1. Positionally disordered 2D spin array. (a) Sketch
of the system geometry; the blue dashed lines indicate the
couplings (limited to nearest neighbors for illustration pur-
poses), and the spin orientations offer a sketch of the mean-
field ground state; (b) Inverse participation ratio I2 of the
harmonic eigenmodes as a function of disorder and normal-
ized eigenmode energy  (see text) for a system size of L = 40;
(c) scaling of I2 of the eigenmodes with  = 0.5 for various
disorder strengths (referred to by points with same colors in
panel (b)); (d) effective fractal dimension Dq of the  = 0.5
eigenmodes.
On the other hand, in the case of phases breaking
a discrete symmetry (of interest to this work) disorder
may have a minimal effect on the ground-state corre-
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2lations, leaving the symmetry broken, and yet lead to
localization (partial or total) of the elementary excita-
tions. This fact is seldom recognized in the literature,
although a few examples have been reported in the case
of (quasi-)disordered quantum Ising models [13–15]. In
this Letter we present a realistic model, capturing the
physics of two-dimensional Rydberg-atom arrays [16–18],
which precisely manifests this phenomenon. Our model
exhibits an ordered ground state with very weak quan-
tum fluctuations, coexisting with a rich structure in the
linearized low-energy spectrum: the latter comprises a
regime of seemingly extended excitations, a regime with
localized and extended excitations (exhibiting a mobility
edge), and a regime of fully localized excitations. Our
main finding is that the fundamental difference between
the nature of the ground state and that of the elementary
excitations causes a radical dichotomy between the dy-
namics and the thermodynamics of the system. Indeed
the disorder has minor effects on the thermodynamics
(in which long-range order is protected by a finite energy
gap, and persists up to a finite critical temperature). But
the closed-system dynamics, following a low-energy quan-
tum quench, is instead radically different from that of the
system without disorder: instead of the usual light-cone
propagation of correlations and entanglement found in
non-disordered systems [19], the model exhibits a uni-
tary dynamics continuously interpolating between ballis-
tic (for an extended spectrum) and arrested behavior (for
a fully localized spectrum), with a disorder-dependent
critical exponent z governing the power-law growth of
entanglement. We conjecture that the anomalously dif-
fusive nature of the dynamics of the system is related to
the multifractal nature of the extended excitations in the
system at intermediate disorder - which are therefore of
the non-ergodic type [2, 20–23], having effective support
on a subset of lattice sites of zero measure.
Model Hamiltonian. The Hamiltonian describing the
internal state dynamics in an array of atoms, encoding
S = 1/2 spins in the ground and Rydberg state, reads
[24]
H =
∑
i<j
JijS
z
i S
z
j −
∑
i
[ Ω Sxi + (δ0 + δi) S
z
i ] . (1)
Here the indices i and j run over the sites of a L × L
deformed square lattice (see below) with periodic bound-
ary conditions; Jij = J0|ri − rj |−6 is the van der Waals
(vdW) spin-spin interaction between two sites at posi-
tions ri and rj , Ω is the Rabi frequency of the field
driving the Rydberg transition and detuned by δ0 away
from resonance, while δi =
∑
j Jij is a local shift of the
detuning, stemming from the fact that the vdW inter-
action is not a particle-hole symmetric function of the
density of Rydberg excitations [24]. In order to simplify
the theoretical model, in the following we shall assume
that δ0 + δi ≈ 0 [25]. Moreover throughout this work we
choose Ω = |J0|. The above model Eq. (1) realizes then
a quantum Ising model, in which disorder can be simply
introduced geometrically, namely by randomly position-
ing the atoms, and automatically creating a (correlated)
randomization of the couplings Jij . In order to tune the
strength of disorder, we choose the spin positions to be
of the form ri = (n1 + d1)e1 + (n2 + d2)e2, where e1
and e2 are orthogonal unit vectors, n1(2) are integers,
and d1(2) are random variables uniformly distributed in
the interval [−∆,∆]. In this way the spins form a square
lattice of unit lattice spacing for ∆ = 0, while the lat-
tice is gradually disordered as ∆ grows up (see Fig. 1(a)
for a sketch). Hence our model interpolates continuously
between a perfect array and a completely random array.
The r−6 dependence of the coupling on the spin-spin dis-
tances translates positional disorder into coupling dis-
order [26]. The long-range nature of the couplings cre-
ates an additional source of randomness with respect to a
simple model of random bonds connecting nearest neigh-
bors; yet the long-range nature of the couplings is not
found to be essential to our observations – we see the
same phenomenology upon truncating the interactions
to nearest neighbors [26]. Another remark is in order
concerning the sign of the couplings. The Hamiltonian
naturally implemented by Rydberg atoms is antiferro-
magnetic (J0 > 0); yet the central focus of our study
is non-equilibrium dynamics, for which the sign of the
coupling is irrelevant as long as the initial state is time-
reversal invariant (namely, if it has real coefficients on
the same basis on which the Hamiltonian is represented
as a real matrix) [27, 28]. Most importantly, natural ini-
tial states for the experimental dynamics are factorized
states that are homogeneous, namely they are close to the
ground state of the ferromagnetic model (J0 < 0): choos-
ing to evolve them with the ferromagnetic Hamiltonian
has the relevant bonus of allowing us to use linearized
spin-wave (LSW) theory, since only the low-energy part
of the spectrum is explored. For this reason we shall
specialize to the case J0 < 0 in the following.
Spin-wave spectrum: from extended to localized
modes. Our real-space LSW approach is based on
three steps: 1) the ground state of the Hamiltonian
Eq. (1) is calculated within the mean-field (MF) ap-
proximation, namely in the factorized form |ΨMF〉 =
⊗i [cos(θi/2)| ↑i〉+ sin(θi/2)| ↓i〉]; 2) rotating the local
spin operators by an angle θi around the y axis, and
mapping the rotated spins onto Holstein-Primakoff (HP)
bosons bi, b
†
i [12], leads to an Hamiltonian of the form
H ≈ EMF +
∑
ij(b
†
i , bi)Aij(bj , b†j)T where EMF is the
mean-field ground-state energy, and all terms beyond
quadratic have been dropped under the assumption of
a diluted gas of HP bosons, r = (1/N)
∑
i〈ni〉/(2S) 1;
3) the linearized Hamiltonian is then diagonalized via the
Bogoliubov transformation bi =
∑
α(u
(α)
i βα + v
(α)
i β
†
α),
where βα, β
†
α are bosonic operators such that the lin-
earized Hamiltonian takes the diagonal form, H ≈ EMF+
3∑
α εαβ
†
αβα. The vector ({u(α)i }, {v(α)i }), normalized as∑
i[(u
(α)
i )
2 − (v(α)i )2] = 1, provides the spatial profile
of the α-th eigenmode with eigenenergy εα. Our calcu-
lations apply to L × L lattices with periodic boundary
conditions and L up to 50. All data shown were aver-
aged over several (typically 25) realizations of disorder;
increasing the disordered statistics (as we have done in
selected cases up to 100 realizations) does not alter the
results.
The localization properties of the LSW eigenmodes
can be monitored by studying the generalized inverse
participation ratio (IPR) of the mode profiles, I
(α)
q =∑
i[(u
(α)
i )
2 − (v(α)i )2]q. [29] For q = 2 one recovers the
conventional IPR (I2), providing the inverse volume of
the effective spatial support of the mode. An I2 scaling
to a finite value in the thermodynamic limit indicates
a localized mode, while an I2 scaling to zero as L
−D
(with D the number of dimensions) signals an extended
mode; on the other hand an I2 showing an intermedi-
ate scaling as L−D2 with D2 < D signals the extended
non-ergodic nature of a mode [2, 20]. Fig. 1(b) shows
I2 as a function of disorder strength ∆ and energy den-
sity α = (εα − εmin)/(εmax − εmin) (where εmin(max) are
the two extrema of the LSW spectrum) for the model
Eq. (1) with Ω = |J0|; while Fig. 1(c) shows the scal-
ing of I2 with system size for modes in the center of
the spectrum ( = 0.5). In both graphs I2 is averaged
over groups of modes that lie in the same  interval (of
width 0.02), and further averaged over disorder realiza-
tions. There we observe three regimes: I) for weak disor-
der (∆ . 10−2) all modes are extended; II) for intermedi-
ate disorder (10−2 . ∆ . 4 ∗ 10−2) low- and high-energy
modes display a scaling of I2 consistent with localized be-
havior [26], but modes in the central region of the spec-
trum suggest that I2 scales to zero (as in the case of ex-
tended modes), possibly with a multifractal scaling spec-
trum – see below; two mobility edges (between localized
and non-ergodic extended states) may therefore appear
in the spectrum; III) for strong disorder (∆ & 4 ∗ 10−2)
all modes undergo localization.
A closer look at the nature of the in-between regime
II can be obtained by looking at the size and q-index de-
pendence of the Iq’s, which are in general expected to
obey the scaling Iq ∼ L−Dq(q−1), where Dq provides the
effective dimension of the modes’ support. For localized
states Dq = 0, while Dq = D for extended states, inde-
pendently of q; a q dependence of the effective dimension
signals instead multifractality [2, 20]. Fig. 1(d) shows
that in regime II the exponent Dq for the mid-spectrum
modes ( = 0.5), extracted from power-law fits on the
size scaling of Iq with L = 18 ÷ 34 (see [26]), takes in-
deed a q dependent value, suggesting the multifractal and
non-ergodic nature of the modes themselves.
A few comments are in order at this point. The exis-
tence of a localization transition at finite disorder in sys-
tems with D ≤ 2 and short-range hoppings is excluded
in general for quadratic Hamiltonians in the orthogonal
symmetry class, although it is known to exist in other
(fermionic) Hamiltonians belonging to different symme-
try classes [2, 13, 20, 30, 31]. In the case of bosonic
quadratic Hamiltonians including hopping and pairing
terms – such as the one of interest here – a classification
of possible Anderson transitions is still absent, leaving
the possibility of the existence of such a transition in
D = 2, as also suggested by recent numerical studies
[32]. An alternative scenario to the one we propose here
would be that of eigenmodes which are localized as soon
as disorder is switched on, yet with an exceedingly large
localization length ξ: under this assumption, the physics
of states that are characterized here as extended applies
in fact to length-scales strictly smaller than ξ, and to time
scales smaller than the time necessary for quasi-particles
to cover distances comparable with ξ [33]. In our specific
case, a most striking aspect is that the putative localiza-
tion transition in the Bogolyubov eigenmode spectrum
occurs for a very weak disorder, due to the strong de-
pendence of the vdW couplings on distance [26]; and it is
not accompanied by any concomitant ground-state phase
transition. In fact the quantum renormalization of the
mean-field order parameter is extremely weak through-
out the localization transition, namely r  1 [26], and
therefore the ground state retains its long-range ordered
nature, protected by a large energy gap. This result fully
vindicates the LSW approach in the parameter range ex-
plored here, and it invites us to use the same approach to
investigate the non-equilibrium dynamics at low energy.
Quench dynamics: from anomalous diffusion to local-
ization. A natural way to probe the nature (extended
vs. localized) of the Bogoliubov eigenmodes, for theory
and experiments alike, is to study the non-equilibrium
dynamics following the initialization of the system in a
non-stationary state (quantum quench). Here we special-
ize our attention to quenches that initialize the system
in the MF ground state |ΨMF〉, corresponding to the vac-
uum of HP bosons: the subsequent dynamics generates
entanglement and correlations among the sites by the cre-
ation/destruction and propagation of pairs of HP bosons.
Nonetheless the gas of HP bosons generated dynamically
remains very diluted (r  1), as the magnetic order in
the ground state is protected up to a finite critical tem-
perature / energy density; and preparing the system in
the MF ground state leaves the system well below that
energy density.
We monitor the post-quench evolution of the system
based on the evolution of entanglement and correlations.
Figs. 2(a-c) show the spreading of entanglement, quanti-
fied as the von Neumann entanglement entropy (EE) of
half of the system EL/2 (a half torus of size L/2 × L)
calculated as in Refs. [27, 34, 35]. In general the EE at
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FIG. 2. Dynamics in the positionally disordered spin array. Entanglement entropy (EE) of the half torus L/2×L for ∆ = 3∗10−2
and various system sizes, showing consistently a power-law scaling EL/2 ∼ t1/z with z ≈ 2.8; (b) EE growth for different disorder
strengths in the anomalously diffusive regime - here L = 30; (c) EE growth in the localized regime; (d) spreading of correlations
for the x spin components, multiplied rβ where β ≈ 1.1 is the exponent of the asymptotic power-law decay – here ∆ = 3 ∗ 10−2
and z as in (a).
any finite time obeys and area-law scaling S ∼ L, due
to the fact that O(L) quasiparticles per unit time prop-
agate across the interface between the two subsystems.
The EE further grows in time due to the propagation of
quasiparticles within each subsystem: in the case of unar-
rested quasiparticle propagation, the EE grows up to a
value satisfying a volume law scaling, EL/2 ∼ L2, and it
does so in a characteristic time t∗L generally scaling as a
power-law of the subsystem size Lz – namely EL/2 grows
as t1/z before reaching saturation. In the absence of dis-
order (∆ = 0), the ballistic transport of correlated pairs
of quasiparticles leads to linear growth of EE, z = 1,
and t∗L ≈ L/(2v) where v is the maximum group veloc-
ity of the Bogolyubov excitations [27, 36]. On the other
hand, as soon as disorder is introduced in the system,
the data exhibit a dynamical exponent z which is contin-
uously growing with disorder, spanning the whole range
from sub-ballistic (1 < z < 2) to sub-diffusive (z > 2)
dynamics as ∆ increases (Fig. 2(b) and [26]). The expo-
nent z appears to diverge at the localization transition
of the quasi-particle spectrum (∆ ≈ 5 ∗ 10−2); immedi-
ately beyond that value (for ∆ = 6 ∗ 10−2), logarithmic
growth of EE seems to set in for the system sizes that
we could access; but for stronger disorder (∆ = 10−1)
the EE spreading is clearly arrested at long times (see
Fig. 2(c)), and the asymptotic (pre-thermalized) state
retains an area-law scaling.
The observed growth of entanglement entropy is fully
consistent with the spreading of correlations, whose front
advances as well in a power law fashion as r ∼ t1/z
with an exponent z consistent with the one governing the
growth of EE – see Fig. 2(d). This observation makes the
anomalous z exponent governing the dynamics immedi-
ately accessible to experiments equipped with single-site
resolution. Below the localization transition of the spec-
trum the correlation function relaxes towards an asymp-
totic profile which displays a power-law decay as r−β
with β  6 – at odds with a thermal state, in which
correlations should decay as r−6, stabilized by the long-
range interactions [35]. This aspect singles out the non-
equilibrium character of the pre-thermal state emerg-
ing from the dephasing dynamics of non-interacting spin
waves. Finally in the localized regime the correlation-
front dynamics is much slower (possibly logarithmic),
converging to an exponentially decaying asymptotic cor-
relation in the pre-thermalized state [26]. Very similar
dynamical behavior (anomalous diffusion at intermediate
disorder, localization at strong disorder) is also found for
the spreading of an initially localized spin flip on top of
the MF ground state, namely for the evolution of the
state b†i |ΨMF〉.
Conclusions. We unveil a very complex quantum dy-
namics of elementary excitations in positionally disor-
dered quantum Ising models with vdW interactions. For
the sizes (up to 502 sites) we explored, the system ex-
hibits anomalous diffusion with continuously varying dy-
namical exponent for a broad range of disorder strengths,
related to the multifractal nature of the quasiparticle
eigenmodes; as well as arrested dynamics and localiza-
tion for strong disorder. In disordered tight-binding mod-
els, anomalous diffusion and multifractality typically re-
quire fine tuning of the system at the Anderson transi-
tion [2, 20, 37]; multifractality of single-particle eigen-
states over extended energy/parameter ranges has been
reported in tight-binding models on disordered hierar-
chical lattices [38–40], on positionally disordered 3D sys-
tems with dipolar hoppings [41], as well as in random-
matrix models [23]; multifractality and anomalous diffu-
sion are also exhibited by tight-binding models on quasi-
crystals [42, 43]. Here we show that multifractality and
anomalous diffusion appear to be generic properties of
the linearized many-body excitations and dynamics (re-
spectively) in a positionally disordered Ising model, re-
spectively, highlighting therefore its theoretical interest.
Most importantly, this model is readily implemented ex-
perimentally with Rydberg atoms, and by design it inter-
5polates between the case of atoms trapped in regular ar-
rays of individual traps [16–18, 44–46] and atoms trapped
by global confining potentials, whose position can be con-
sidered as frozen on the time scale of internal-state dy-
namics [47, 48]. Even in the case of atoms trapped in
regular arrays, recent experiments have already pointed
out the existence of positional disorder due to thermal
fluctuations of the atom positions within their individual
traps [49] and its possible role in the dynamics. Here we
show that even a very weak positional disorder (with rel-
ative fluctuations of a few percents, comparable to those
already reported in experiments [49]) can lead to subdif-
fusion and localization in the low-energy dynamics of the
system; this aspect may play a role in the quantum sim-
ulation of quantum magnetism via the (quasi-)adiabatic
preparation of Rydberg-atom arrays [17].
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Anomalous diffusion and localization in a
positionally disordered quantum spin array
GROUND-STATE ORDER PARAMETER FOR
INCREASING DISORDER
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FIG. 1. Ising order parameter in the spin-wave ground state,
plotted as a function of disorder and for different system sizes.
Fig. 1 shows the Ising order parameter of the spin-wave
ground state, obtained through the structure factor
m0 =
√
Szz(q = 0)
N
(2)
where Szz(q = 0) = (1/N)
∑
ij〈Szi Szj 〉. We observe that
the ferromagnetic nature of the ground state is strength-
ened by disorder, as a consequence of the increase of the
average coupling strength. Indeed, because of the con-
vex nature of the r−6 function, it is immediate to see that
[r−6]av > [r]−6av where [...]av denotes here the average over
disorder.
PROBABILITY DISTRIBUTION OF SPIN-SPIN
COUPLINGS
Here we discuss analytically the simple case of the cou-
pling between two atoms in one spatial dimension, whose
positions are displaced by two independent random dis-
placements δ1 and δ2 uniformly distributed in the interval
[−∆,∆]. We shall consider a generic power-law coupling,
whose dimensionless form is
y =
J
J0
=
1
|1− δ1 + δ2|α . (3)
The difference of the displacements, z = δ1 − δ2, is a
random variable distributed according to a triangle dis-
tribution
p(z) = θ(−z)(z + 2∆) + θ(z)(2∆− z) (4)
with support on the interval [−2∆, 2∆] – here θ(x) is the
Heaviside function. The resulting distribution for the
y = y(z) variable, defined between y+ = |1 + 2∆|−α and
y− = |1− 2∆|−α, is then
P∆(y) =
1
4α∆2y1+1/α
[
θ(y − 1)
(
y−1/α + 2∆− 1
)
+ θ(1− y)
(
2∆ + 1− y−1/α
) ]
(5)
whose n-th moment takes the form
[yn]av =
(1− 2∆)2−αn + (1 + 2∆)2−αn − 2
4α2∆2(n− 2/α)(n− 1/α) (6)
which, for small displacements, ∆ → 0, admits the ex-
pansion
[yn]av ≈ 1 + α
2
6
n
(
n+
1
α
)
∆2 +O(∆4) . (7)
The second moment has then the following behavior for
small displacements:
Var(y) ≈ α
2
3
∆2 +O(∆4) = α
2
2
Var(δ) +O(Var(δ)2) .
(8)
Hence we see that for α >
√
3 the variance of the spin-
spin coupling is amplified with respect to the variance
of the particle displacements by a factor of α2/3. This
becomes particularly severe in the case of var-der-Waals
interactions with α = 6.
6The actual dependence of the probability distribution
P (y) for the D = 2 system studied in this work, and
in particular of its first and second moments on the
disorder ∆, is shown in Figs. 2 and 3. There we see
that the distribution P∆(y) has an asymmetric form,
with a skewness (not shown) growing linearly with the
amount of disorder. The average value grows quadrati-
cally with disorder, while the standard deviation grows
linearly with ∆, as predicted for D = 1, but with an
even larger proportionality factor σ(y) ≈ 5 ∆ (instead of
α/
√
3 ∆ =
√
12 ∆). This amplification factor provides
for instance a σ(y) =
√
Var(y) ∼ 0.2, namely a 20%
fluctuations of the couplings, when ∆ ∼ 0.04, justifying
that full localization of the eigenmodes can take place
in the spin-wave spectrum already for particle positions
displaying relative fluctuations of a few percents.
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FIG. 2. Probability distribution of the nearest-neighbor cou-
plings on the square lattice for various values of disorder.
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FIG. 3. First two moments of the coupling distribution as a
function of disorder: average (left panel) and standard devi-
ation (right panel).
QUADRATIC BOSONIC HAMILTONIAN
After rotating the spin operators to align the local
quantization axis with the local orientation of the spin
in the mean-field ground state:
S′xi = cos θiS
x
i − sin θiSzi
S′yi = S
y
i
S′zi = sin θiS
x
i + cos θiS
z
i (9)
the spin Hamiltonian takes the form
H =
∑
ij
Jij cos θi cos θjS
′z
i S
′z
j
+
∑
ij
Jij cos θi sin θjS
′z
i S
′x
j
+
∑
ij
Jij sin θi cos θjS
′x
i S
′z
j
+
∑
ij
Jij sin θi sin θjS
′x
i S
′x
j
−
∑
i
(Γ cos θi −Hi sin θi)S′xi
−
∑
i
(Γ sin θi +Hi cos θi)S
′z
i . (10)
where here we have also included the presence of a local
longitudinal fieldHi. Introducing the linearized Holstein-
Primakoff transformation S+ ≈ √2S b, Sz = S−b†b, the
above Hamiltonian is then reduced to the quadratic form
that we quoted in the main text, with the matrix Aij
given by
Aij =
(
Diδij + Cij Cij
Cij Djδij + Cij
)
(11)
where
Di = −S
∑
l
Jil cos θi cos θl − 1
2
(Γ sin θi +Hi cos θi)
Cij =
JijS
2
sin θi sin θj . (12)
The random nature of the couplings Jij and of the an-
gle θi characterizing the mean-field ground state induces
randomness on all the entries of the matrix.
MULTIFRACTAL SCALING OF THE INVERSE
PARTICIPATION RATIO
Fig. 4 shows the size scaling of the generalized inverse
participation ratio of the eigenmodes Iq in the center of
the spectrum (namely for  = 1/2) and for three disor-
der values (∆ = 10−2, 3 ∗ 10−2 and 6 ∗ 10−2). The first
two disorder values show a power-law decrease of the in-
verse participation ratio with a q-dependent power-law
7exponent, suggesting the multifractal nature of the cor-
responding eigenmodes – the corresponding Dq exponent
is shown in Fig. 1 of the main text. On the other hand for
the last value of disorder the scaling is essentially absent,
consistent with localized modes.
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FIG. 4. Scaling of the generalized inverse participation ratio
Iq, averaged over eigenmodes in the middle of the spectrum
 = 0.5, for different disorder strengths ∆. The dashed lines
indicate power-law fits in the form Iq = N
−Dq(q−1)/D; the
resulting exponents are shown in Fig. 1 of the main text.
ANOMALOUS DIFFUSION FOR
NEAREST-NEIGHBOR INTERACTIONS
An unconventional ingredient of our model of interest,
motivated by the experiments on Rydberg atoms, is the
presence of van-der-Waals interactions decaying as r−6.
Here we show that the existence of a power-law tail in the
interactions is in fact inessential to the main observation
of our work, namely the existence of anomalous diffusion
related to multifractality of the linearized eigenmodes.
Fig. 5 shows the time dependence of the entanglement
entropy (EE) of the half torus following a quench from
the mean-field ground state for a model in which the
disordered interactions have been truncated to nearest
neighbors. There we observe that the EE show a con-
sistent power-law growth with time as t1/z, over a time
range which increases as the system size is increased, and
with an anomalous diffusion exponent of z ≈ 2.15.
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FIG. 5. Half-system entanglement entropy as a function of
time for the model with interactions truncated to nearest
neighbor. Here ∆ = 3 ∗ 10−2, and the evolution follows a
quench from the mean-field ground state; the dashed line cor-
responds to a power-law growth as t1/z with z ≈ 2.15.
DYNAMICAL EXPONENT AS A FUNCTION OF
DISORDER
Fig. 6 shows the dynamical exponent z as a func-
tion of disorder, extracted from power-law fits of post-
quench growth of the half-system entanglement entropy
(Fig. 2(b) of the main text). We observe a continuous
disorder dependence of the z exponent, with a seeming
exponential increase with disorder, z ≈ exp(∆/∆0) for
sufficiently weak disorder. For ∆ ≈ 5 ∗ 10−2 it becomes
difficult to distinguish between a power-law growth of the
entropy with a small exponent and a logarithmic growth,
and therefore we omit points in that range; on the other
hand, for ∆ = 6 ∗ 10−2 our data are clearly consistent
with a logarithmic growth over a sizable time range (see
8Fig. 2(c) of the main text), and therefore with a z = ∞
exponent.
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FIG. 6. Inverse dynamical exponent for the growth of the
half-system entanglement entropy, plotted as a function of
disorder. Inset: same plot in lin-log scale, showing an expo-
nential decrease of the inverse exponent at small disorder.
PRE-THERMALIZATION DYNAMICS OF THE
CORRELATION FUNCTIONS AFTER A
QUENCH
Fig. 7 shows the pre-thermalization dynamics of the
two-point correlation functions in the regime of anoma-
lous diffusion (∆ = 2 ∗ 10−2). At intermediate times we
observe a progressive buildup of correlations at short dis-
tances, plus the immediate appearance of a r−6 tail at
long distances, due to the long-range nature of the vdW
interactions. At long times, instead, correlations stabilize
to a pre-thermalized form exhibiting a power-law decay,
as r−β , with β ≈ 0.58. This form is clearly at odds with
the form that one would generically expect at thermal
equilibrium in this model (namely a long-distance de-
cay as r−6 stabilized by the long-range interactions). A
discrepancy between the pre-thermalized state stabilized
by the dephasing between the linear eigenmodes and the
thermal equilibrium state is not surprising; yet the emer-
gence of a power-law decay with a new exponent β is a
striking manifestation of the non-ergodic nature of the
eigenmodes.
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