Locking protocol is an essential component in resource management of real-time systems, which coordinates mutually exclusive accesses to shared resources from different tasks. Although the design and analysis of locking protocols have been intensively studied for sequential real-time tasks, there has been little work on this topic for parallel real-time tasks. In this paper, we study the analysis of parallel real-time tasks using spin locks to protect accesses to shared resources in three commonly used request serving orders (unordered, FIFO-order and priority-order). A remarkable feature making our analysis method more accurate is to systematically analyze the blocking time which may delay a task's finishing time, where the impact to the total workload and the longest path length is jointly considered, rather than analyzing them separately and counting all blocking time as the workload that delays a task's finishing time, as commonly assumed in the state-of-the-art.
INTRODUCTION
Real-time systems are playing a more important role in our daily life as computing is closely integrated to the physical world. Violating timing constraints in such systems may lead to catastrophic consequences such as loss of human life. Therefore, real-time systems must manage resource in a way such that timing correctness can be guaranteed. Locking protocol is an essential component in resource management of real-time systems, which coordinates mutually exclusive accesses to shared physical/logical resources by different tasks. Inappropriate design or incorrect analysis of locking protocols will lead to incorrect system timing behavior, e.g., as in the famous software failure accident in Mars Pathfinder [1] .
Multi-cores are becoming mainstream hardware platforms for real-time systems, to meet their rapidly increasing requirements in high performance and low power consumption. To fully utilize the processing capacity of multi-cores, software should be parallelized. While locking protocols for sequential real-time task systems have been intensively studied in classical real-time scheduling theory [2] , [3] , [4] , [5] , there is little work on this topic for parallel real-time tasks. On the other hand, there has been much work on scheduling algorithms and analysis techniques for parallel real time tasks [6] , [7] , [8] , where tasks are assumed to be independent from each other and the locking issue is not considered.
Recently, spin locks were studied for parallel real-time tasks in [9] where each parallel task is scheduled exclusively on several pre-assigned processors (i.e., by the federated *Corresponding author: Nan Guan scheduling approach [6] ). However, the analysis in [9] is pessimistic. The contribution of our work is to develop new techniques for the schedulability analysis of real-time parallel tasks with spin locks and significantly improve the analysis precision against the state-of-the-art.
Both [9] and our work only require knowledge of the total worst-case execution time (WCET) C i and longest path length L i of each task, but not the exact graph structure (the benefits of only using the abstract C i and L i information in the analysis will be discussed in Section 2.4). In [9] 's analysis, all blocking time caused by spin locks is considered to contribute to the workload that delays the finishing time of a parallel task, which is added to C i and L i in their worstcase scenarios separately. This is quite pessimistic since many blocking time can not delay the finishing time of a parallel task due to the parallelism and intra-dependencies. Moreover, the worst-case scenario leading to the maximal increase to C i is in general different from the worst-case scenario leading to the maximal increase to L i .
To solve these problems, in this work we first develop new schedulability analysis techniques for parallel tasks with spin locks, where the blocking time contributing to the workload that may delay a task's finishing time is systematically defined and analyzed. Further, we develop blocking analysis techniques for three common request serving orders, i.e., unordered, FIFO-order and priority-order, where the impact to C i and L i is jointly considered thus achieving higher analysis precision.
We conduct experiments to evaluate the precision improvement using our new techniques compared with [9] , with both randomly generated tasks and workload generated according to realistic OpenMP programs. Experimental arXiv:2003.08233v1 [cs.DC] 18 Mar 2020 results show that our techniques consistently outperform [9] under different settings.
PRELIMINARY

Task Model
We consider a task set T consisting of several periodic DAG tasks T = {τ 1 , τ 2 , ..., τ |T | } to be executed on m processors. A task τ i has a period T i , a relative deadline D i and a workload structure modeled by a Directed Acyclic Graph (DAG) G i = V i , E i , where V i is the set of vertices and E i is the set of edges in G i . Tasks have constrained deadlines, i.e., D i ≤ T i . Each vertex v ∈ V i is characterized by a worst-case execution time (WCET) c(v). We use C i to denote the total WCET of all vertices of τ i : C i = v∈Vi c(v). The utilization of task τ i is U i = C i /T i and the density of task τ i is Γ i = C i /D i . In this paper, we only consider DAG tasks with Γ i > 1, as those with Γ i ≤ 1 can be executed sequentially and handled by existing techniques for sequential real-time tasks.
Each edge (u, v) ∈ E i represents the precedence relation between vertices u and v, where u is a predecessor of v, and v is a successor of u. We assume each DAG has a unique head vertex (with no predecessors) and a unique tail vertex (with no successors). This assumption does not limit the expressiveness of our model since one can always add a dummy head/tail vertex to a DAG having multiple entry/exit points. A complete path in a DAG task is a sequence of vertices π = {v 1 , v 2 , ..., v p }, where the first element v 1 is the head vertex of G i , the last element v p is the tail vertex of G i , and v j is a predecessor of v j+1 for each pair of consecutive elements v j and v j+1 in π. The length of each path π is len(π) = v∈π c(v). We use L i to denote the longest length among all paths in G i : L i = max π∈Gi {len(π)}. Task τ i generates a potentially infinite sequence of jobs, which inherit τ i 's DAG workload structure G i . Let J be a job released by τ i , then we use r(J) to denote J's release time and f (J) to denote J's finish time. The absolute deadline of J is calculated by r(J) + D i . At runtime, we say a vertex (of a job J) is eligible at some time point if all its predecessors (of the same job J) have been finished and thus it can immediately execute if there are available processors. Fig. 1 shows a DAG task example τ i with 7 vertices, where C i = 10 and L i = 5 (the longest path is
Resource and Lock Model
There is a limited set of serially-reusable shared resources (called resources for short) Θ = { 1 , 2 , ..., |Θ| } in the system, such as I/O ports, network links, message buffers, or other shared data structures. Resources are protected by spin locks, i.e., the program must acquire, hold and release the lock affiliated to q before, during and after executing the code segment accessing q . We assume the code segment wrapped by a pair of lock acquisition and lock release does not cross different vertices. A vertex must execute non-preemptively when it is holding a lock. When a vertex acquires a lock affiliated to q being held by other vertices (either from the same task or from other tasks), the acquiring vertex must spin non-preemptively until it successfully obtains the lock, and we say this vertex is spinning for q .
When multiple vertices are spinning for the same resource at the same time, we consider three kinds of order in which their requests will be served: unordered, FIFO-order and priority-order. In priority-order, each task is assigned a unique priority and all requests from vertices of a same task have the same priority. Note that the priorities are only used to decide the order when requests from different tasks to a resource are served.
A vertex may access different shared resources and thus hold different locks. However, we assume the locks are non-nested, i.e., a vertex never acquires another lock when holding a lock. We use Θ i to denote the set of resources accessed by vertices of task τ i .
The worst-case time of each single access to q by task τ i (i.e., the maximal duration for a vertex in τ i to hold the lock affiliated to q once) is denoted by L i,q , and the worst-case number of accesses to q by τ i is denoted by N i,q . Note that a vertex's WCET includes the resource access time. On the contrary, the time spent by a vertex on spinning for some resource, called blocking time [10] , [11] , is not included in the WCET estimation. 
Scheduling Model
There are in total m processors in the system, which will be partitioned into several subsets and each subset is assigned to a task. We use m i to denote the number of processors assigned to task τ i . At runtime, τ i is scheduled by a work-conserving scheduling algorithm [6] exclusively on these m i processors. Note that although a task τ i executes exclusively on its own m i processors, its timing behavior is still interfered by other tasks due to the contention on the shared resources. The response time R(J) of a job J is R(J) = f (J)−r(J), and the worst-case response time (WCRT)
The problem to solve in this paper is how to partition the m processors to each task such that it is guaranteed to be schedulable.
Remark
The analysis techniques of this paper only require the knowledge of C i and L i of each task τ i , as well as N i,q and L i,q for each pair of task τ i and resource q . It is not required to know the exact graph structure of the task, neither the exact distribution of the resource access requests within the task. This makes our analysis techniques general, in the sense that they are directly applicable to more expressive models, e.g., the conditional DAG model, as long as we still can obtain the C i , L i , N i,q , L i,q information. Moreover, as pointed out by [9] , parallel programs are often datadependent and their internal graph structures usually can only be unfolded at run time, so the exact graph structure of a parallel task can vary from one release to the next. Therefore, the analysis techniques using abstract information are more practical than those relying on exact graph structure information.
Of course if one can model the resource access behavior in a more detailed manner, e.g., giving the exact worst-case duration of each access and the information about which resource is accessed by which part of the task at which time point, it will certainly lead to more precise results in general. However, in practice it is not always possible to model realistic systems with those detailed information due to the flexibility and non-determinism of software behavior. Study on finer-grained resource access models and the corresponding analysis techniques is left as our future work.
It is necessary to mention that the main scope of this paper is to present blocking and schedulability analysis techniques when scheduling DAG tasks with spin locks. We do not make any constraint to the scheduler that each paralleled program is scheduled with, as long as the workconserving is satisfied (e.g., EDF). A limitation in this paper is that we assume locks to be non-nested. In fact, the analysis of nested locks is more complicated even for sequential tasks, and this problem is still vastly open [12] . However, when nested-locks are used in practice, we can adopt some techniques such as group locks [12] to transform nestedlocks into independent locks such that techniques presented in this paper are still applicable.
DISCUSSION OF EXISTING TECHNIQUES
There has been significant work of locking protocols and blocking analysis for sequential tasks (see Section 7 for more (a) An example of a DAG task.
(b) A possible sequence. details). However, it is not a proper choice to directly apply blocking analysis techniques for sequential tasks on DAG tasks.
First, the definition of blocking for DAG tasks is different than that under sequential tasks. Under sequential task models, the blocking time of each task is analyzed individually, and the exact definition of blocking time as well as the blocking analysis techniques are developed according to some particular schedulability tests [4] , [10] , [13] where the blocking time can be accounted in. The main object of locking protocols (with blocking analysis) is to bound such maximum blocking (e.g., the priority inversion blocking [12] , [13] ) to an individual task. However, this is not the case for DAG tasks where the schedulability analysis object is the whole DAG task. For example, the DAG task in Figure 2 .(a) has 8 vertices where c(v 7 ) = 2 and each of other vertices has a WCET of 1. v 2 , v 3 , v 5 and v 6 need to access a same shared resource q for 1 time unit, while the remaining vertices do not need to access any share resource. A possible execution sequence of a job of τ i is shown in Figure 2 .(b) where P 1 , P 2 and P 3 denote the processors. It can be observed that v 2 can not be blocked by v 3 if v 2 blocks v 3 in a DAG job (which is also the case for sequential tasks but each vertex must be analyzed individually in a worst-case blocking scenario). Moreover, although v 6 is blocked by v 5 , the finishing time of the DAG job is not delayed. The reason is that the impact of blocking time on the schedualbility of a DAG job is actually reflected by its impact on the progress of a particular path, i.e., {v 1 , v 3 , v 4 , v 7 , v 8 } in Figure 2 .(b). These are quite different than that under sequential task models where the blocking time of each task is analyzed individually. To develop blocking analysis for DAG tasks, we first need to systematically define the notion of blocking and analyze which blocking should be accounted according to its influence on the timing behavior of a DAG task.
Second, as discussed in Section 2.4, the exact distribution of resource access requests is not known under the model considered in this paper. Therefore, it is impossible to directly apply blocking analysis techniques for sequential tasks on the task model considered in this paper. There may also be cases where the exact graph structure and more concrete information about the resource access. In this case, one may utilize such concrete information and use sequential locking protocols to perform blocking analysis. We will evaluate the performance when directly applying OMLP and its associated blocking analysis techniques on DAG tasks in Section 6 to validate the problems discussed in this section.
PREPARATION
In this section, we introduce some useful concepts and present schedulability analysis techniques for parallel tasks that are applicable irrelevant of the locking protocols and request serving orders. Then in the next section we will apply these results to develop specific blocking analysis techniques for unordered, FIFO-and priority-request serving orders, respectively.
When we say a vertex is executing, it may be either holding or not holding a lock. We say a processor is busy if some vertex is executing or spinning on this processor, and say a processor is busy with a vertex v if vertex v is executing or spinning on this processor. A processor is said to be idle if it is not busy.
Let J i denote an arbitrary job of τ i , which is released at r(J i ) and finished at f (J i ). The total amount of time spent on m i processors assigned to Given m i processors assigned to task τ i , we have:
By Lemma 1, the problem of bounding R i boils down to bounding B i + Γ i . Before going further into the analysis, we first introduce the concept of key path:
when no processor is busy with vertices in λ.
Proof.
Let v j and v j+1 be two successive elements in λ. By Definition 1, all predecessors of v j+1 have finished at the finish time of v j (and thus v j+1 is eligible for execution at that time point). Therefore, all processors must be busy between the finish time of v j and the starting time of v j+1 . Applying the above reasoning to each pair of successive elements in λ, the lemma is proved.
In the following, we divide the blocking time B i into several disjoint parts. There are two dimensions to divide B i . First, we can divide B i into: In the second dimension we divide B i according to whether the processor is waiting for a resource locked by the same task or by a different task:
• Intra-task Blocking Time, the cumulative length of time spent on spinning and waiting for a resource locked by the same task, 
where the superscript I denotes intra-task blocking time and O denotes inter-task blocking time. Finally, B i can be divided into the following six disjoint parts: We use the example in Fig. 4 to demonstrate different types of blocking time. Suppose the upper part of the figure is a running sequence of a job of the task τ i in Fig. 1 Fig. 4 is a running sequence of a job of
All vertices of τ j have the same WCET of 1. Entire vertices v 2 , v 3 and v 4 in τ i and u 2 , u 3 in τ j access the same shared resource. The blocks wrapped by the red dash lines represent that a vertex in the key path is executing or spinning. In this example, B i is divided into the six disjoint parts as follows:
Proof. We start by deriving an upper bound for Γ i . We use len * to denote sum of lengths of subintervals in [r(J i ), f (J i )) during which a processor is busy with a vertex in λ (i.e., a vertex in λ is either executing or spinning). By Lemma 2, we know a processor can be idle only in these subintervals on m i − 1 processors, so Γ i is bounded by len * · (m i − 1). Moreover, the area len * · (m i − 1) may not completely be idle time. Some vertex may be executing/spinning in parallel with the execution/spinning of vertices in the key path λ, which can be excluded from len * · (m i − 1) to get a tighter upper bound for Γ i . In particular, we can subtract the following blocking time from len * · (m i − 1) to still safely bound Γ i :
. This type of blocking time occurs in parallel with the execution/spinning of vertices in λ, which can be excluded from the area len * · (m i − 1).
•
The intra-task key path blocking time B λ,I i . When some vertex in λ is experiencing intra-task blocking, there must be a vertex in the same task τ i holding the corresponding lock, so the same amount of time as B λ,I i should be excluded from the area len * ·(m i −1).
By the above discussion, we can get
(An example illustrating the upper bound for Γ i is provided after the proof.)
On the other hand, we know len * is the sum of len(λ) and the total amount of time when some vertex in λ is spinning (for a resource held by either the same task or a different task), i.e.,
By (4) and (5) we have: (2)) and by Lemma 1 the lemma is proved. Now we give the intuition of the upper bound for Γ i in the above proof. For example, as shown in Fig. 4 , a job of τ i is released at time 0 and finished at time 10. During intervals [0, 1) and [3, 10) , a vertex in the key path λ = {v 1 , v 4 , v 6 , v 7 } is either executing or spinning. A processor can be idle only in these two time intervals. Since len(λ) = 5, B λ,I i = 2 and B λ,O i = 1, so len * = 5 + 2 + 1 = 8, which equals the sum of the length of intervals [0, 1) and [3, 10) . Therefore, the gross upper bound for Γ i that counts the total area in all the time intervals on all the processors in parallel with the execution/spinning of vertices in λ is len * × (m i − 1) = 16.
In the following we show that part of this total area can be excluded to bound Γ i . [3, 4) and [5, 6) on P 3 are the intratask key path blocking time. P 1 is holding the lock in [3, 4) and P 2 is holding the lock in [5, 6) , so we can subtract 2 units when counting the idle time. P 2 is spinning during [3, 5) ([3, 4) is intra-task parallel blocking time and [4, 5) is inter-task parallel blocking time), so we can subtract another 2 units when counting the idle time. In summary, the idle time Γ i is bounded by Γ i ≤ 16 − 2 − 2 = 12.
From Lemma 3, the parallel blocking time does not contribute to the total work that may delay the finishing time of a parallel task, and the analysis is now boiled down to bounding I i constituted by key path blocking time and delay blocking time.
BLOCKING ANALYSIS
By adopting results we presented in Section 4, in the following we develop blocking analysis techniques for three request serving orders. We define the contribution to I i by each individual resource q , caused by intra-and inter-task blocking, respectively:
We to denote the inter-task key path blocking time and delay blocking time on q of τ i caused by requests from task τ j respectively where τ j = τ i , and we have:
Then we divide the contribution to I O i,q by each individual task τ j = τ i :
Then I i can be written as
We use x to denote the number of accesses to resource q by vertices in the key path λ. We know x is in the scope [0, N i,q ], but do not know its exact value. We define I with respect to x respectively, then
. In the following, for different access polices we bound I I i,q (x) and I O i,q (x) with a particular x, with which we then bound I i .
Unordered
We first develop analysis techniques that are applicable without distinguishing the specific order in which requests are served.
The total access time to resource q by vertices of J i not in the key path λ is at most (N i,q − x)L i,q which can be divided into two disjoint parts, i.e., (N i,q − x)L i,q = X + Y , where • X is the total access time to resource q that causes key path blocking. We know
• Y is the total access time to q that does not cause key path blocking. By definition, key path blocking and delay blocking cannot happen at the same time. Therefore, any lock holding time that causes intratask delay blocking must be included in Y . Each time unit in Y can cause at most (m i − 1) intra-task delay blocking time (one processor is holding the lock and at most m i − 1 processors are spinning). In summary, the intra-task delay blocking is bounded by
By (9) and (10) we have
The lemma is proved.
Lemma 4 directly implies:
In the following we bound I O i,q . We use η q i,j to denote the maximal number of jobs of τ j that may have contention on resource q with the analyzed job J i of task τ i , which can be computed by [12] , [14] :
if both τ i and τ j access q 0 otherwise
η q i,j = 0 if either τ i or τ j does not access q , since there is no inter-task blocking between τ i and τ j due to q .
The maximum number of jobs of τ j that may contend with J i on q is η q i,j . The total access time to q by all other jobs of τ j during [r(J i ), f (J i )) is at most η q i,j N j,q L j,q . We divide it into two disjoint parts η q i,j N j,q L j,q = X +Y , where:
• X is the total access time to resource q by τ j that causes key path blocking. We know
• Y is the total access time to q by τ j that does not cause key path blocking. By definition, key path blocking and delay blocking cannot happen at the same time. Therefore, any resource access time that causes inter-task delay blocking must be included in Y . Each time unit in Y can cause at most m i intertask delay blocking time (at most m i processors are spinning). Therefore, the inter-task delay blocking is bounded by
By (12) and (13) we have
Now we are ready to bound τ i 's worst-case response time.
Theorem 1. For unordered, R i is bounded by:
Proof. By condition (8), Corollary 1 and Lemma 5, we have
and by Lemma 3 the theorem is proved.
Task τ i is schedulable if R i ≤ D i , so we can calculate the value of m i for τ i to be schedulable based on Theorem 1:
If each task can get enough processors according to Corollary 2, the whole system is schedulable. Otherwise, the system is decided to be unschedulable. This procedure is shown in Algorithm 1.
Algorithm 1
Processor partitioning algorithm for unordered. 1: for each task τ i ∈ T do 2: if (15) is satisfied then 3: calculate m i according to Corollary 2; 4: if less than m i processors are available then 5: return unschedulable 6: end if 7: assign m i processors to τ i 8:
else 9: return unschedulable 10:
end if 11: end for 12: return schedulable
FIFO-order
In the following we develop analysis techniques for FIFOorder. We first derive an upper bound for I I i,q (x) with a particular x:
Proof. We prove the lemma in two cases.
1) x = 0. By Lemma 4 we know for any x it holds:
2) x = 0. In this case, B λ,I i,q = 0 and B λ,I i,q is bounded by the maximum blocking time that may be introduced by N i,q requests on m i processors which equals ( α(α−1)
Therefore, when x = 0 (thus B λ,I i,q = 0) we have
In summary, in both cases the lemma is proved.
Proof. From Lemma 5, we have:
With FIFO spin locks, at most m j requests from τ j can be spinning at the same time (in the queue waiting for q ), each request of J i for q is blocked by at most m j requests from another task τ j (at most m j requests from τ j are in the queue waiting for q ), so B λ,O,j i,q for x accesses to q of vertices in λ is bounded by
The remaining N i,q − x accesses to q are from vertices not in λ, for which B λ,O,j i,q is bounded by
By getting the minimum of this bound and the bound in (17), the lemma is proved.
By now we have bounded both I I i,q (x) and I O i,q (x) for resource q with a particular x. Since x is unknown, we need to find the value of x in [0, N i,q ] that leads to the maximal I I i,q (x) + I O i,q (x). By doing this for each q ∈ Θ i , we obtain an upper bound for I i as follows: Lemma 8. In FIFO-order, we have:
Then by applying this to Lemma 3, we can bound the worst-case response time of τ i : Theorem 2. In FIFO-order, R i is bounded by: If the number of processors m i assigned to each task is given, we can use Theorem 2 to compute R i and compare it with D i to decide the schedulability of τ i .
However, if the number of processors m i assigned to each task is not given and we are required to partition the total m processors to each task, we are not able to directly compute m i for each task τ i . This is because the worstcase response time bound of a task in Theorem 2 (more specifically, F O (x)) depends on the number of processors assigned to other tasks. Therefore, there is a cyclic dependency among the number of processor assigned to different tasks: to decide m i for τ i , we need to know m j for τ j , while to decide m j for τ j , we need to know m i for τ i .
In the following we present an algorithm to iteratively compute m i for each task τ i in the presence of the cyclic dependency mentioned above. Initially, we set m i = Ci−Li Di−Li for each τ i , which is number of processors to make τ i schedulable without considering the shared resources [6] . This is a lower bound of our desired m i . Then starting with these initial m i values, we gradually increase m i for each τ i , until finding a set of m i values for all tasks to make them all schedulable according to Theorem 2. The pseudo-code of this procedure is presented in Algorithm 2. for each task τ i do 5: for each resource q ∈ Θ i do 6: find
end for 8: Compute the WCRT bound R i using Theorem 2; 9: if R i > D i then 10: m i ← m i + 1; update ← 1;
11:
end if 12: end for 13: if τi∈τ m i > m then 14: return unschedulable 15: end if 16: if update = 0 then 17: return schedulable 18:
end if 19: end while
It is necessary to mention that Algorithm 2 is a heuristic algorithm to compute m i for each task to be schedulable. However, Algorithm 2 is not optimal in the sense that minimum number of processors required by the whole task set to be schedulable is obtained. For example, after an iteration, there are two tasks that are not schedulable. Then according to Algorithm 2, the number of processors required by these two tasks are both increased by 1. However, it is possible that after the number of processors required by one of these two tasks is increased by 1, the other task becomes schedulable. Finding the optimal processor allocation algorithm is out of the scope of this paper which will be investigated in our future work.
Priority-Order
In the following we develop analysis techniques for priorityorder. We use τ H i and τ L i to denote the set of tasks with higher and lower priorities than τ i , respectively.
We first bound I I i,q (x). Since different requests to a resource from the same task have the same priority, the upper bound of intra-task blocking time in priority-order is the same as in FIFO-order. Then we have:
Proof. The lemma is the same as the proof of Lemma 6.
In the following we bound I O i,q (x) in priority-order. We use ∆ q i,j to denote the maximal number of jobs of τ j that may have contention on resource q with a single request from job J i of task τ i , which can be computed by [12] , [14] :
denotes the length of time interval between the time that a request of q from τ i issues and the time it is served, which can be calculated by a fix-point iteration method (the calculation of dpr(τ i , l q ) is the same as in [9] , thus omitted here).
Proof. We divide I O i,q (x) by each individual task according to its priority:
With priority ordered spin locks, each resource access request of J i for q is blocked by at most one request from all tasks with lower priorities than τ i , so ∀τ j ∈ τ L i ,
for x accesses to q of vertices in λ is bounded by
In the following, we focus on bounding τj ∈τ H i I O,j i,q (x). From Lemma 5, we have:
From (18), each resource access request of J i for q is blocked by at most ∆ q i,j N j,q requests from τ j in priorityorder, so ∀τ j ∈ τ H i , B λ,O,j i,q for x accesses to q of vertices in λ is bounded by
Getting the minimum of this bound and the bound in (20) gives us:
Combining with (19) , the lemma is proved.
Then we can bound the worst-case response time of τ i in priority-order: Theorem 3. In priority-order, R i is bounded by:
are defined in Lemma 9 and 10.
Proof. The proof is done by sharing the same idea with the proof of Theorem 2, thus omitted here.
Similarly with that in FIFO-order, we present an algorithm to iteratively compute the minimum m i for each task τ i to be schedulable. We start by setting m i = Ci−Li Di−Li for each τ i and then gradually increase m i until finding the minimum value of m i for τ i to be schedulable according to Theorem 3. The pseudo-code is shown in Algorithm 3.
Algorithm 3
Processor partitioning algorithm for priorityorder. 1: For each τ i : m i ← Ci−Li Di−Li ; 2: for each task τ i do 3: while (1) do 4: for each resource q ∈ Θ i do 5: find x ∈ [0, N i,q ] s.t., P I (x) + P O (x) is maximal; 6: end for 7: Compute the WCRT bound R i using Theorem 3; 8: if R i > D i then 9: m i ← m i + 1; 10: else 11: break; 12: end if 13: end while 14: end for 15: if τi∈τ m i > m then 16: return unschedulable 17: else 18: return schedulable 19: end if
EVALUATIONS
In this section, we evaluate the performance of our approaches in terms of acceptance ratios, i.e., the ratio between the number of task sets that are schedulable and the number of the whole task sets, in comparison with the state-of-theart:
• XU-U: Algorithm 1 for unordered spin locks.
• XU-F: Algorithm 2 for FIFO-ordered spin locks.
• XU-P: Algorithm 3 for priority-ordered spin locks.
• SON-F: test for FIFO spin locks in [9] .
• SON-P: test for priority-ordered spin locks in [9] .
In particular, we adopt an optimal priority assignment when evaluating XU-P and SON-P for priority-order, where we try all permutations of priorities for each task set until either the task set is schedulable or all permutations have been checked 1 . There are several different methods to make the priority assignment, such as assign the locking-priorities based on the tasks' relative deadlines or simulated annealing to find an approximately optimal priority assignment [9] . However, we adopt the optimal priority assignment method to make a fair comparison with [9] , which is also shown with the best performance in [9] .
We compare the above approaches with both synthetic workload and workload generated according to realistic OpenMP programs. It is necessary to mention that we do not make simulations of scheduling or actually execute any programs but test the schedulability of task sets (either synthetic workload or realistic OpenMP programs) by using their parameters according to different approaches listed above.
Synthetic Workload
We first compare the three approaches with randomly generated task systems. The DAG tasks are generated as follows:
• Task Graph G i = V i , E i : The task graph of each task is generated using the Erdös-Rényi method G(|V i |, p) [15] . For each task, the number of vertices |V i | is randomly chosen in [100, 400]. The WCET of each vertex is randomly picked in [250, 600]. The metrics of the number and WCETs of vertices are consistent with the measurement results in [16] . For each possible edge we generate a random value in [0, 1] and add the edge to the graph only if the generated value is less than a predefined threshold p = 0.1. The same as in [17] , a minimum number of additional edges are added to make a task graph weakly connected.
• Deadline and Period: The deadline D i of each task τ i is generated in a similar way with [9] : after L i is fixed, D i is generated according to a ratio between L i 1. Note that enumerating all possible priority permutations may result in computation explosion when the number of tasks is large (we have at most 10 tasks in a task set in our experiments, i.e., in Figure  5 .(e)). However, proposing methods of priority assignment is out of the scope in this paper. We choose this method only for comparing with the results from [9] where the optimal priority assignment is shown to have the best performance. and D i randomly chosen in {0.125, 0.25}. The period T i is set to be equal to D i .
• Resource: The number of resource types is in the range [1, 12] . The number of accesses to each resource by all tasks τi∈τ N i,q is in the range [16, 1008] , and is randomly distributed to different tasks. The maximal locking time max ∀τi {L i,q } of each resource is in the range [5, 60] and each L i,q is randomly picked in [1, max ∀τi 
Since we only focus on heavy tasks, a task with U i < 1 is discarded until a heavy task is generated during the generation of each task. For each task set, we generate n tasks where n is in [1, 14] . The normalized utilization U norm (the ratio between the total utilization and the number of processors) of each task set is predefined, which will be explained in detail for the configuration of each figure. After we generate all tasks in a task set, we can compute the total utilization U , then we set the number of processors according to the formula m = U Unorm . The number of processors could become quite large (far more than 10 processors) when U is relatively low (e.g., lower than 0.2) or the number of tasks in a task set is large (e.g., more than 6 tasks). For each configuration (corresponding to one point on the X-axis), we generate 1000 task sets.
In Figure 5 .(a)-(e), we set a basic configuration and in each group of experiments vary one parameter while keeping others unchanged. The basic configuration is as follows: n = 4, U norm = 0.5, the number of resource types is 4, τi∈τ N i,q = 256 and max ∀τi {L i,q } = 15. Figure 5 .(a) shows acceptance ratios of all tests under different normalized utilizations (X-axis). Figure 5. (b) evaluates the acceptance ratios under different τi∈τ N i,q . We can observe that the acceptance ratios of all tests decrease as τi∈τ N i,q increases. Figure 5 .(c) shows the acceptance ratios under different number of resource types. The acceptance ratios of all tests decrease as the number of resource types increases. In Figure 5.(d) , resources are generated with different max ∀τi {L i,q }. The schedulability of all tests decreases as max ∀τi {L i,q } increases. In Figure 5 .(e), we generate different number of tasks in each configuration. The schedulability of XU-U, XU-F and SON-F decreases as the number of tasks increases whereas the schedulability of tests for priority order, i.e., XU-P and SON-P, is hardly affected by the number of tasks.
From the above results we see that tests for priorityorder perform better than those for FIFO-order and unordered, and our approaches consistently outperform the state-of-the-art under different parameter settings: XU-P outperforms SON-P and XU-F outperforms SON-F. In particular, even if XU-U adopts less queue order information, it still consistently outperforms SON-F due to our new analysis techniques which systematically analyze the blocking time that may delay the finishing time of a parallel task and jointly consider the impact of blocking time to both the total workload and the longest path length.
In the following, we conduct experiments to evaluate the performance of both [9] and our results in comparison with locking protocols for sequential tasks. That is, we try to find a straightforward way to extend locking protocols for sequential tasks to paralleled tasks, such that the points we make in Section 3 can be more clear. Some modern analysis techniques for sequential tasks use Linear Programming (LP) to achieve more precise performance, e.g., [14] , [18] , which are not included due to the following reasons. First, the blocking times are defined under schedulability tests for sequential tasks which can not be directly applied for parallel tasks (some significant modifications and techniques are required and it is not trivial). Second, the LP-based techniques run with significant computing resources and time since they are with quite high complexity (weeks on clustered computers as provided by the authors of [9] ) whereas our tests and [9] are polynomial. OMLP is a well-known locking protocol of clustered scheduling for sequential tasks [13] which is also the most relevant work with this paper (DAG tasks scheduled under federated scheduling can be regarded as sequential tasks scheduled on clusters). In Fig.6 , we apply OMLP on DAG tasks in a straightforward manner where each vertex in a DAG task is regarded as an independent sequential task. We first randomly distribute the generated requests of each task to its vertices. The priorities of all vertices in a DAG task are set the same as their indexes, and a vertex with a smaller index has a higher priority. We first compute the S-oblivious PI-blocking for each vertex according to the blocking analysis techniques presented in [13] and then add the PI-blocking to the WCET of the vertex, after which the longest length among all paths and the WCET of all vertices of τ i are denoted by L i and C i respectively. Then we use the general schedulability test of federated scheduling for each DAG task [6] , i.e., the response time of task τ i is computed by
mi . The schedualbility of the task set is decided in a similar way with Algorithm 3 (the only difference is on the computation of R i ).
In Figure 6 .(a)-(c), we set a basic configuration and in each group of experiments vary one parameter while keeping others unchanged. The basic configuration is as follows: n = 4, U norm = 0.6, the number of resource types is 9, τi∈τ N i,q = 60 and max ∀τi {L i,q } = 15. In comparison with the basic configuration of Figure 5 , we have significantly reduced the total number of resource accesses to evaluate the performance of our results in a system with a modicum number of accesses (the case that is more close to the practical scenarios). It may be noticed that both our work and [9] are based on the classic Graham's bound [19] . Thus if there are no resource access contentions, the schedulabilities of our result and [9] are the same, and of course the gap of the performance between our results and [9] becomes more significant when there are more resource access contentions. From Figure 6 , we can observe that our results still outperform [9] . Moreover, even more concrete information are used (i.e., the exact distributions of requests), directly applying locking protocols and associated blocking analysis techniques for sequential tasks on DAG tasks is quite pessimistic (as discussed in Section 3).
Realistic OpenMP Programs
In the following, we evaluate the three approaches with workload generated according to realistic OpenMP programs. OpenMP supports task parallelization since version 3.0 [20] , which can be modeled as DAG models [16] . We collect 8 OpenMP programs (see Table. 2) using C language from different benchmark suits and transform them into DAG model. We measure the C i and L i of each program and N i,q and L i,q to each shared resource by each task on a hardware platform with Intel i7-7820HQ CPU@2.90GHz, cache size of 8MB and total memory of 4GB. The run time compiling environment is Ubuntu 12.04.5 LTS with gcc 4.9.4. We consider 10 different types of resources, where the first 4 are shared data objects in the operating kernel accessed via system calls (i.e., time) or library calls (i.e., fprintf, printf, malloc). The remaining 6 are shared data structures or nonreusable routines protected by # pragma omp critical in the OpenMP program.
The measurement results are summarized in Table 2 , where the time unit is µs. Note that the measurement results are not guaranteed to be safe upper bounds of the desired parameters. In order to obtain their safe upper bounds, a comprehensive static analysis covering all the hardware and software behaviors is required. In this paper, we simply use these results to approximately represent the workload characteristics of these OpenMP programs. It may be notices that the number of types of shared resources that each program may access is not large. The resources accessing behaviors of programs in bots-1.1.2 are similar because of that they are all commutative algorithms and may use some similar library calls such as "malloc". These features does not affect our evaluations, and the main purpose of our evaluations is to show the impact to the schedulability of realistic parallel programs with shared resources and the schedulabilities under different methods.
For each task set, we pick n programs (each being a DAG task) in Table 2 , where n is randomly chosen in [2, 5] . The deadline D i of each task and the number of processors in the system are set in the same way as Section 6.1. Fig. 5 .(f) shows acceptance ratios of all tests under different normalized utilizations (X-axis). We can observe that the acceptance ratios of all tests decrease in comparison with Fig. 5.(a) . This is because some applications have relatively short deadlines and periods by our task generation method, and thus have low tolerance to blocking time caused by other tasks. Nevertheless, the results have the same trend as in Fig. 5.(a) : XU-F consistently outperforms SON-F while XU-P outperforms SON-P.
RELATED WORK
There is plentiful of literature on scheduling algorithms and analysis techniques for the parallel real time tasks [6] , [7] , [8] , [23] , [24] , which all assume tasks to be independent from each other and do not consider the locking issue.
Real-time locking protocols are well supported in uniprocessor systems. The Priority Inheritance Protocol (PIP) [3] is the first solution to address the priority inversion problem. There are several optimal protocols for [2] and Priority Ceiling Protocol (PCP) [3] which guarantee bounded blocking time for a single resource access request and ensure deadlock freedom. On multiprocessors, there are two major lock types: spin locks and suspension-based semaphores. Much work has been done for partitioned multiprocessor scheduling, such as MPCP [5] and DPCP [25] and the Multiprocessor Stack Resource Policy (MSRP) [26] . The Flexible Multiprocessor Locking Protocol (FMLP) [10] is a family of locking protocols which support both global and partitioned scheduling. The Parallel Priority Ceiling Protocol (P-PCP) [27] is an extension of the PIP that attempts to avoid certain unfavorable blocking situations. The family of O(m) Locking Protocols (OMLP) [4] , [13] is a suite of suspension-based locking protocols that have proved to be asymptotically optimal under suspension-oblivious analysis. Lakshmanan et al. [28] proposed the Multiprocessor Priority Ceiling Protocol with virtual spinning and Faggioli et al. [29] proposed a locking protocol for reservation-based schedulers that includes preemptable spinning.
A recent work considering locks for parallel real-time task model is [9] , which adopts the federated scheduling framework with spin locks. As mentioned before, [9] analyzes the impact of the blocking time to the total workload and the longest path length separately, which leads to significant pessimism in analysis precision. The contribution of this paper is to address this pessimism in [9] .
The locking protocols have been studied with other graph-based task models, such as the DRT model [30] and multi-frame task model [31] . However, these models are still sequential (multiple edges going out from a vertex have conditional branching semantics rather than forking).
CONCLUSIONS
We study the analysis of parallel real-time tasks with spin locks in three different orders under federated scheduling. A recent work [9] developed analysis techniques for this problem, which are pessimistic since all blocking time are assumed to delay the finishing time of a parallel task and the blocking time to the total workload and the longest path length of each task is analyzed separately. In this paper, we develop new schedulability and blocking analysis techniques to improve the analysis precision. In our future work, we will investigate blocking analysis on other (finergrained) models.
