Abstract -Eficient second order algorithm for training feedforward neural networks is presented. The algorithm has a similar convergence rate as the Lavenberg-Marquardt (ZM) method and it is less computationally intensive and requires less memory. This is especially important for large neural networks where the LM algorithm becomes impractical. Algorithm was verified with several examples.
Introduction
The error backpropagation algorithm (EBP) [13] The main disadvantage of the LM algorithm is its demand for memory to operate with large Jacobians and a necessity of inverting large matrixes. The rank of matrixes to be inverted is equal to the number of weights in the system. Such large matrixes must be inverted at each iteration step and this results in large computation time.
where w = [w, w, ... wN p consists of all weights of the network, d M is the desired value of the P output and the p" pattern, ob is the actual value of the P output and the p" pattern, N is the number of the weights, P is the number of patterns, and K is the number of the network outputs.
Equation (1) where I is identity unit matrix,p is a learning parameter and J is Jacobian of m output errors with respect to n weights of the neural network. For p = 0 it becomes the Gauss-Newton method. For very large p the LM algorithm becomes the 0-7803-5529-6/99/$10.00 01999 IEEE steepest decent or the EBP algorithm. The p parameter is automatically adjusted at each iteration in order to secure convergence. The LM algorithm requires computation of the Jacobian J matrix at each iteration step and the inversion of JTJ square matrix. Note that in the LM algorithm an N by N matrix must be inverted in every iteration. This is the reason why for large size neural networks the LM algorithm is not practical. We are proposing another method that provides a similar performance, while lacks the inconveniences of LM, and is more stable. 
Modification of the LM Algorithm

B=-I
Instead of the performing index given by (l), the D = l ( 14) following new performing index is introduced Substituting equations (ll), (12), (13) , and (14) Now the modified Jacobian matrix 3, can be defined as
P I
later lead to a significant reduction of the size of a matrix to be inverted at each iteration step. Equation (5) can be also
Note that in the right side of equation (1 5), the matrix to be inverted is of size K by K. In every application, N, which is number of weights, is much greater-than K, which is number of outputs. Thus, using equation (15) Note that in equation (17) matrix inversion is not required at all. The equation is usell, because any feedforward network with one hidden layer and K outputs can be decoupled to a K single output network. and equation (4) can be written using the modified Jacobian with the Proposed n&%fications much lager neural networks can be trained than in the case when the LM matrix 3.
Examples
Note 3, is a K by N matrix, and it still leads to a necessity of inverting an N by N matrix. Where N is the number of weights. This problem can be now further
The proposed algorithm was verified on several examples with different sizes and different roughness of the error surfaces. Several benchmark problems XOR, parity 3, parity 4, and letter recognition [9] were used. ." r 
Conclusion
A fast and efficient training algorithm for feedforward neural networks with one hidden layer was developed and tested on several examples. An even number of required iterations is slightly larger than in the LM algorithm, yet it is less computationally intensive and less memory demanding. The size of the matrix corresponds to the number of outputs, while in the LM algorithm the size of the matrix corresponds to the number of weights in the neural network. The large size of this matrix is a significant drawback of the Levenberg-Marquardt algorithm; due to memory limitations it can be only used for relatively small neural networks. The proposed algorithm does not have this limitation since the matrix is equal only to the number of inputs and the matrix inversion must be done only once.
