A study pertinent to the numerical modeling of cortical neurostimulation is conducted in an effort to compare the performance of the finite element method (FEM) and the boundary element fast multipole method (BEM-FMM) at exactly matched computational performance metrics. We consider a canonic multi-sphere problem and an external magnetic-dipole excitation where the analytical solution is available. The FEM algorithm tested is an open-source getDP solver running in SimNIBS 2.1.1 environment. The BEM-FMM method runs in MATLAB  2018a environment.
Introduction
For all three chief neurostimulation modalities -transcranial magnetic stimulation (TMS), transcranial electric stimulation (TES), and intracortical microstimulation (ICMS) -numerical computation of the electric fields within a patient-specific head model is the major and often only way to foster spatial targeting and obtain a quantitative measure of the required stimulation dose (Bikson et al., 2018) .
At present, a large portion of the macroscopic electromagnetic simulations of the brain are done using finite element method (FEM). FEM is widely used across engineering, physics, and geosciences. There are many general-purpose, open-source environments for FEM modeling, from high-level environments such as getDP (Dular et al., 1988) , Deal.II (Bangerth et al., 2007) , and FEniCS (Logg et al., 2012) , to lower-level environments such as PETSc (Balay et al., 2018) . Those solvers provide a practical and well-tested choice for creating problem-specific software solutions, for example:
- The boundary element method (BEM) is a basic mesh reduction technique. It is also widely used, mostly for EGG/MEG modeling (Geselowitz 1967 This study aims to compare the performance of the popular open-source FEM solver getDP referenced above with an alternative computational engine which is the boundary element fast multipole method (BEM-FMM) (Makarov et al., 2018[26] , [27] , [28] ). Both the FEM software and the BEM-FMM software use exactly the same and matched performance metrics: a multilayer sphere model, for which the analytical solution is available, the same server (Intel(R) Xeon(R) E5-26900 CPU 2.90 GHz), and the same operating system (Red Hat Enterprise Linux 7.5), with both running on a single processor. The getDP software runs within SimNIBS 2.1.1, while the BEM-FMM software runs within MATLAB  2012-2018. Note that SimNIBS 2.1.1 and the BEM-FMM software also support both Linux and Windows operating systems simultaneously.
Materials and Methods

Finite Element Method versus Boundary Element Method
The FEM is reviewed in many textbooks (see Jin 2002); its application to brain electric field modeling has a long history (see Bertrand et al., 1991) . The finite element matrix is sparse; its storage may require as low as memory complexity and the direct FEM solution (LU factorization) may require as low as operations, where is the number of volumetric elements, i.e. tetrahedra or hexahedra (Liu and Jiao 2010) .
On the other hand, the boundary element matrix is dense; its storage requires memory complexity and the direct BEM solution (LU factorization) requires operations, where is the number of boundary facets (triangles or quadrilaterals) (Volakis and Sertel 2012) .
Therefore, the FEM outperforms the original BEM for high-resolution cortical models with high . The FEM is claimed to have a high numerical accuracy and it is additionally applicable to anisotropic conductivity distributions (Piastra et al., 2018 ).
Boundary Element Fast Multipole Method
Essence of the Fast Multipole Method
The fast multipole method introduced by Rokhlin and Greengard (Rokhlin 1985; Greengard and Rokhlin 1987) speeds up computation of a matrix-vector product by many orders of magnitude. Such a matrix-vector product naturally appears when a field from many point sources in space has to be computed at many observation or target points. The elementary sources can be either point electric charges or infinitesimally short electric current elements. In the first case, we compute the electric field and in the second case, the electric and magnetic fields. The same matrix-vector product appears when the system of equations of the BEM is solved iteratively. In terms of the BEM surface charge formulation used in this study, the iterative method is equivalent to repetitive computations of the electric field created by a large ensemble of surface charges (sources) at a large number of target points on the same surface. The fast multipole method eliminates the need for a large-size dense BEM system matrix and, in this sense, is the "matrix-free" method.
The idea of the fast multipole method is illustrated in Fig. 1 (Nabors and White 1991). In Fig.  1a (the multipole expansion), an obvious approach to determine the electric field vector at target points due to source charges requires operations. However, an accurate approximation can be computed in many fewer operations by exploiting the fact that . The first step is to replace all charges within the inner circle by a single charge equal to their sum and placed at the inner circle's center. This is the monopole approximation and is the first term of the general multipole ex pansion. It requires only operations. The second step would be to find an equivalent dipole moment of the charge distribution, within the inner circle with center , and then add the field of the equivalent dipole. Further, we compute a quadrupole contribution, etc. Since the sum of two very large numbers times a moderate factor is much smaller than the product of those numbers, the advantage of this approach is evident.
A complement to the multipole expansion is the local expansion shown in Fig. 1b . Here, the multipole expansions cannot be used. However, it is still possible to speed up the problem by noting that the field at any of the target points is approximately the same as the field at the inner circle's center. To compute the field at the inner circle's center we thus need operations plus another operations to copy this result to all target points. Just as in the multipole case, it is possible to improve the accuracy of the above local expansion by including the effect of the distance between a target point and the circle's center, etc. In order to achieve situations shown in Fig. 1 , the entire computational domain has to be partitioned into a tree. A root or Level 0 cube is a cube that encloses the entire computational domain. The root cube is subdivided into eight equal smaller cubes, which correspond to Level 1. Each of the Level 1 cubes is then subdivided into eight smaller cubes, which correspond to Level 2, etc. The number of levels is usually higher than 4. Both multipole and local expansions in Fig.  1 are obtained in the form of a truncated series of spherical harmonics or multipoles, which include spherical Bessel functions and Legendre polynomials. These series are written in a local coordinate system. They need to be transformed to a global coordinate system while traversing the tree. Such a transformation requires series reassembly; it is a difficult mathematical operation. While it is relatively straightforward to design a demonstration version of the fast multipole method, its typical fast and accurate implementation is a complicated mathematical task.
Integration of fast multipole method and boundary element method
A proper integration of the fast multipole method (FMM) and the BEM is also a nontrivial operation. Our formulation is based on three new steps (Makarov et al., 2018[26] , [27] , [28] ):
1. We write an integral equation of the BEM in terms of electric charges at the boundaries (Makarov et al., 2015) . This is in contrast to the traditional BEM approach operating in terms of the electric potential (Geselowitz 1967 Our charge-based formulation allows us to use simple piecewise-constant or "pulse" basis functions. The electric potential of any piecewise-constant charge density is a continuous function everywhere in space. Therefore, we still achieve electric-potential continuity, which would otherwise require more complicated linear basis functions if the original potential formulation were used. Using the pulse bases greatly simplifies the following step.
2. We accurately compute all near-field interactions via precise analytical field integrals for neighbor triangular facets. For piecewise-constant bases, these integrals are well documented in the literature (see, for example, Wilton et al., 1984; Wang et al., 2003; Makarov et al., 2015) . They have been tested, computed, and incorporated into the method. Neglecting accurate nearfield interactions leads to a poor convergence of an iterative solution or to no convergence at all.
3. Last but not least, we adopt, integrate, and use an efficient and proven version of the FMM (Gimbutas and Greengard 2015) originating from its inventors. In this version, there is no a priori limit on the number of levels of the FMM tree, although after about thirty levels there may be floating point issues (L Greengard, private communication). The required number of levels is determined by a maximum permissible least-squares error, which is specified by the user. This FMM version allows for a straightforward inclusion of a controlled number of analytical neighbor integrals to be precisely evaluated, which appears to be a critical point for the convergence rate of our method.
These three steps combined make it possible to construct the algorithm which is able to compete with the finite element in terms of both accuracy and speed. This is in contrast to the previous unsuccessful attempt to implement the boundary element fast multipole method for brain modeling which was made over a decade ago (Kybic et al., 2005 ).
Comparison Testbed 2.3.1 Geometry
The comparisons are carried out in models consisting of four-layered spheres, as adopted from Engwer et al., 2017 and Piastra et al., 2018. Although both these references are concerned with MEG and EEG dipoles, the corresponding models are equally applicable to the present problem, which is also closely related to the MEG problem (Sarvas 1987 ). After that, we create six respective multi-sphere models by cloning and scaling every individual sphere mesh four times, as required by Fig. 2a . These "onion" models will be labeled #1 through #6. Additionally, every triangulated subsurface is also slightly scaled outwards so that its total area is exactly the sphere area with the prescribed radius. Table 1 lists the corresponding surface mesh resolution (or model resolution) and the mesh density (number of nodes per unit area) in the set of models. The mesh resolution is defined as the average edge length. The mesh density is given in nodes/mm 2 , which is a common measure in SimNIBS. The field error is measured on two observation sphere surfaces. One of them is located 0.5 mm below the brain surface in Fig. 2a and has the radius of 77.5 mm. Another is located 1.5 mm below the brain surface in Fig. 2a and has the radius of 76.5 mm.
Note that the FEM may have an insufficient resolution in regions where volumetric mesh density is low. In order to provide a fair comparison, and assure the proper and sufficient FEM volumetric meshing in this observation domain, we introduce a fifth sphere with the radius of 75 mm into the model as shown in Fig. 2a . This sphere is dummy: its conductivity is equal to the brain conductivity of 0.33 S/m, so that the corresponding conductivity contrast,
with being external/internal medium conductivities, is equal to zero. However, this dummy sphere is explicitly present in both FEM and BEM-FMM models in Table 1 . The mesh size of the combined model (four nontrivial brain compartments plus one dummy sphere) ranges from 0.06 M to 2.06 M facets in Table 1 .
Excitation
The excitation is given by a point magnetic dipole (a small loop of current), schematically shown in Fig. 2a , and located 10 mm above the skin surface. A magnetic dipole with the moment located at point generates the magnetic vector potential given by,
where is an arbitrary observation point and is the magnetic permeability of vacuum. From Eq.
(2), the solenoidal electric field of the dipole in free space becomes
Further, we assume harmonic excitation of the form , convert to phasors, and eliminate the redundant constant phase factor of j using multiplication by j. This gives us the "static" real-valued excitation field (4) which could indeed be treated as a result of the separation of the time dependence and the spatial dependence, respectively. For demonstration purposes, Fig. 3 illustrates the dipole electric field distribution in a plane without (Fig. 3a) , and with (Fig. 3b ), a single conducting sphere due to the dipole excitation, as well as the corresponding electric potential. From Fig. 3 , we see that the induced charge distribution on the sphere surface substantially reduces the field within the sphere. Fig. 3 . Total electric field without (a) and with (b) a conducting sphere due to the dipole excitation and equipotential lines in a plane. The surface charge distribution is also seen in (b).
Analytical solution
For a dipole outside a spherical model with a spherically-symmetric conductivity distribution, the corresponding analytical solution neither depends on the individual sphere radii nor on the specific conductivity values (Sarvas 1987) . The same manipulations that lead to Eq. (4) allow us to obtain from Ref. Sarvas 1987 an expression for the total field in the form: (5) where is now an arbitrary observation point within the sphere model. The following short MATLAB script implements Eqs. = r2 -r1; as = sqrt(dot(a, a)); r2s = sqrt(dot(r2, r2)); F = as*(r2s*as + dot(r2, a)); G2F = (as^2/r2s + 2*as + 2*r2s + dot(r2, a)/as)*r2 -...
(as + 2*r2s + dot(r2, a)/as)*r1; E(m, :) = +omega*mu0/(4*pi*F^2)*(F*cross(r1, m0) ...
-dot(m0, G2F)*cross(r1, r2)); end end
Error measure
Once the analytical solution is available, we compute the error in the total electric field using the relative least squares difference, that is (6) In all 6 models, we observed the electric field at 47,500 triangle barycenters of the observation sphere, with the radius of either 77.5 mm or 76.5 mm, respectively, generated as explained above in the text. This observation sphere has the surface mesh resolution of 2 mm and the mesh density of 0.28 nodes/mm 2 .
Results
Finite Element Method Performance (getDP solver used in SimNIBS 2.1.1)
All results reported in this section are obtained using the same server: Intel(R) Xeon(R) E5-2690 CPU at 2.90 GHz, and using the same operation system, Red Hat Enterprise Linux 7.5, with simulations running on a single processor. SimNIBS 2.1.1 employs the default FEM solver: the open sourceFEM software package called getDP (see Reference manual 2017). In SimNIBS, getDP is configured to use the PETSc conjugate gradient (CG) solver with a relative residual of 1e-9 and the incomplete Cholesky (ICC) preconditioner with 2 factor levels.
After the FEM solution is completed, the field interpolation for arbitrary points in space is done using "super-convergent approach" (or SCA) recently implemented in SimNIBS 2.1.1. In this approach, the original tessellation is preserved, and the electric field at the nodes is interpolated from the electric field values at the tetrahedra centers. Afterwards, further linear interpolation for arbitrary observation points is performed using the original tessellation (Zienkiewicz and Zhu 1992) .
The BEM-FMM approach performs precise analytical integration over the 12 closest neighbor facets. For postprocessing computations of the volumetric E-field from the known charge distribution, we do not use any analytical integration. The tolerance level iprec of the FMM algorithm is set at 0 (the relative least-squares error is guaranteed no to exceed 0.5%). The FMM is a FORTAN 90/95 program compiled for MATLAB. In this work, we use a native MATLAB GMRES (generalized minimum residual) iterative algorithm written by Drs. P. Quillen and Z. Hoffnung of MathWorks, Inc. Although this method may be somewhat slower than a simplified in-house version of the GMRES, its overall performance and convergence are excellent, especially for complicated head geometries. The relative residual of the BEM-FMM iterative method is set as 1e-4. Table 2 presents the run times for the FEM solution and the corresponding relative average error in the electric field computation, respectively. We consider two distinct observation spheres located 0.5 mm and 1.5 mm below the brain surface in Fig. 2a , respectively. The getDP FEM software was unable to process the largest problem with 2.06 M triangles on the server used in this study. Therefore, the last row of Table 2 is left blank. Table. 2. Speed and accuracy of the getDP solver within the SimNIBS 2.1.1 environment. The observation sphere is located 0.5 mm and 1.5 mm below the brain surface in Fig. 2a , respectively and has the radius of either 77.5 mm or 76.5 mm.
Solution performance
Mesh generation times
The FEM method requires volumetric mesh generation. This operation has to be done only once for each model, but it may require a significant amount of time. Table 3 reports volumetric mesh generation times in SimNIBS 2.1.1 for the six multi-sphere models. The mesh generation process is not parallelized. In SimNIBS 2.1.1, the volume meshing is performed using Gmsh (Geuzaine et al., 2009 ) using the frontal algorithm implemented in Tetgen (Si 2015 Table. 3. Volumetric mesh generation in SimNIBS 2.1.1.
BEM-FMM Performance (MATLAB 2018a Platform)
All results reported in this section and the following sections are also obtained using the same server: Intel(R) Xeon(R) E5-2690 CPU at 2.90 GHz, and using the same operation system: Red Hat Enterprise Linux 7.5, with simulations running on a single processor. We run MATLAB version 2018a Linux.
Solution performance and number of iterations
The accuracy of the iterative BEM-FMM solution depends on type of the iterative solver and the number of iterations used. The number of iterations is controlled by the prescribed value of the relative residual (a relative deviation from zero of the corresponding integral equation, after substitution of the approximate solution). We emphasize that the relative residual error is not the solution error itself, although there is a correlation (sometimes weak) between both of them. A larger number of iterations results in a better accuracy but requires more CPU time. Table 4 reports BEM-FMM solution times for two prescribed values of the relative residual: 1e-4 and 1e-3, respectively, and using a single processor. It is seen that the former solution is more accurate, although both solutions still provide a better accuracy than the FEM method in Table 2 . The observation sphere is again located 0.5 mm below the brain surface in Fig. 2a , and has a radius of 77.5 mm. Table. 4. Effect of the number of iterations (which is determined by the limiting value of the relative residual) on the BEM-FMM accuracy and solution time. Server: Intel(R) Xeon(R) E5-2690 CPU (2.90 GHz), running on a single processor. The observation sphere is located 0.5 mm below the brain surface in Fig. 2a, and 
Times necessary for computations of potential integrals
While the FEM requires volumetric mesh generation, the BEM-FMM requires precomputing and storing potential integrals for the neighbor triangles. The number of neighbors is typically 4-16. This operation has to be done only once. It is based on a for-loop over all triangular facets and is trivially parallelizable in MATLAB using the parfor syntax. Table 5 reports execution times for potential-integral computations and writing data to file, given 12 neighbors, and using the parfor-loop with 16 cores (parpool(16)) in MATLAB. Table. 5. Times necessary for precomputing and storing potential integrals for the BEM-FMM algorithm, given 12 neighbors, and using the the parfor-loop with 16 cores (parpool(16)) in MATLAB. Table 6 compares the error of the FEM and the BEM-FMM approaches when the observation sphere is located farther away, namely at 1.5 mm below the brain surface in Fig. 2a , and has a radius of 76.5 mm. It is seen that the FEM error very significantly improves, while the BEM-FMM error remains nearly unchanged, when compared in the case of the observation points located closer to the brain surface. Table. 6. Accuracy of the getDP solver within SimNIBS 2.1.1 environment and the BEM-FEM engine when the observation sphere is located at 1.5 mm below the brain surface in Fig. 2a .
Error close to the surface vs. error at larger distances from the surface
Post-processing times
Here, we compare the speed of the super-convergent approach (or SCA) recently implemented in SimNIBS 2.1.1 and the BEM-FMM field restoration algorithm for the observation sphere 2.06 M NA 0.18 located at 1.5 mm below the brain surface in Fig. 2a . Table 7 presents the corresponding runtimes for a single processor. Since the potential integrals are not computed at this stage, the BEM-FEM is reduced to the plain FMM and is therefore very fast. If the potential field integrals were included, the post-processing time would increase by about 1 min without a significant effect on the solution accuracy. We emphasize that the SCA algorithm is not yet optimized, and that it is possible to construct an interpolant, and store it to very significantly speed up future computations. Table. 7. Post-processing run times of the SCA and the BEM-FEM engine when the observation sphere is located at 1.5 mm below the brain surface in Fig. 2a .
Operation system and hardware performance for the BEM-FMM engine
In this last section, we compare the BEM-FMM performance using Linux-and Windows-based machines:
A. Intel(R) Xeon(R) E5-2690 CPU at 2.90GHz, Red Hat Enterprise Linux 7.5; MATLAB 2018a Linux B. Intel Xeon E5-2698 v4 CPU at 2.20GHz, Windows Server 2016 Standard; MATLAB 2018a
Windows Table 8 presents BEM-FMM solution run times for server A (Linux) and server B (Windows) for the prescribed value of the relative residual equal to 1e-4. Server B significantly outperforms Server A, most likely due to the increased L1 cache size and multithreading capabilities of the E5-2698 vs the E5-2690. summarizes the results from Tables 2, 4 , and 6 for both methods, and for the exactly matched computational performance metrics. For the FEM solution, the superconvergent interpolation is used. For the BEM-FMM solution, the prescribed value of the relative residual is equal to 1e-4. Fig. 4a shows the corresponding simulation times of the main algorithm. The BEM-FMM algorithm starts to outperforms the FEM algorithm when the number of surface facets exceeds approximately 100,000. We observe that the BEM-FMM method runs much faster for high-resolution models. Fig. 4b shows the least-squares errors in the electric field for the observation surface located 1.5 mm under the "brain" surface in Fig. 2a . We observe that the BEM-FMM method gives a smaller solution error for all mesh resolutions. The result does not change significantly when the observation surface is moved farther away from the brain interface. Fig. 4c shows the least-squares errors in the electric field for the observation surface located 0.5 mm under the "brain" surface in Fig. 2a . We observe that the BEM-FMM method gives a much smaller solution error for all mesh resolutions.
The speed advantage of the BEM-FMM algorithm also holds for the pre-and post-processing steps as evidenced by Tables 3, 5, and 7. The speed of the BEM-FMM algorithm can further be improved by switching from default complex arithmetic to real arithmetic (a factor of 2), and speeding up the MATLAB-based for-loops for the inclusion of the potential integrals.
However, the FMM part of the BEM-FMM algorithm is quite nontrivial in implementation. The BEM part, on the other hand, relies upon tuning several parameters in order to obtain a good convergence.
In contrast to this, the FEM algorithm has been extensively studied and applied across various engineering disciplines for decades; there are many highly reliable solvers available. Also, an application-specific implementation of FEM, coupled with novel solvers such as algebraic multigrid (AMG) preconditioners (Henson et al., 2002) , can significantly speed up calculations when compared with the general FEM environment and a classic multipurpose solver, with no loss of accuracy or stability. Another issue is that of accessibility. The present implementation of the BEM-FMM relies upon proprietary software (MATLAB  ), while SimNIBS relies on the open-source software only.
Finally, it is not yet clear how both methods will compare to each other for realistic head models. In this case, a large node density is required to appropriately capture the complex geometry of patient-specific intracranial surfaces. Relatively small curvature radii of the characteristic folds of the cerebral cortex may constitute difficulties for both methods. A detailed and separate comparison study may therefore be necessary. Fig. 4 . a) -Solution time; b) -solution error of the FEM and BEM-FMM algorithms, respectively, both as functions of the number of facets in the model (model resolution and/or mesh density) at 1.5 mm beneath the "brain" surface; c) -the same result at 0.5 mm beneath the "brain" surface.
