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Результаты исследований показали, что опти-
мальным режимом является 6 вариант (табл. 4), ко-
торый соответствует максимальному выходу товар-
ного газа (98450 кг/ч) при выполнении требований
ГОСТ по качеству его подготовки.
Таким образом, разработанный модуль оптими-
зации МС позволяет автоматизировать процесс
выбора наиболее эффективного технологического
режима работы установки промысловой подготов-
ки газового конденсата, а модернизированная МС
дает возможность оперативного расчета и прогно-
зирования технологических показателей работы
УКПГ.
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Эффективное и безопасное проведение экспе-
риментов на современных установках типа тока-
мак [1] невозможно без точного управления поло-
жением и формой плазменного шнура. Для Казах-
станского материаловедческого токамака КТМ за-
дача управления положением и формой плазмы
особенно актуальна в связи с тем, что установка
предназначена для создания специальных плаз-
менных конфигураций (лимитерной, диверторной,
с различными параметрами вытянутости и треу-
гольности), обеспечивающих требуемые уровни
энергетических воздействий на внутрикамерные
элементы КТМ [2].
Высокие скорости протекания физических про-
цессов в плазме токамаков требуют использования
в контуре управления плазмой высокопроизводи-
тельных многопроцессорных вычислительных си-
стем, позволяющих эффективно распараллеливать
алгоритмы управления и идентификации границы
плазмы в реальном масштабе времени. В частности
на токамаке JT-60 в контуре управления плазмой
используется многопроцессорный DSP кластер [3],
который позволяет визуализировать положение
и форму плазмы в реальном масштабе времени.
Для восстановления границы плазмы и ее по-
ложения используют результаты измерений сигна-
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лов с датчиков электромагнитной диагностики то-
камака [4, 5]. В состав электромагнитной диагно-
стики токамака КТМ [6, 7] входят 36 двухкомпо-
нентных магнитных зондов для измерения тангне-
циальной и нормальной составляющей полоидаль-
ного магнитного поля, 12 датчиков для измерения
полоидального потока, ток плазмы измеряется
с использованием поясов Роговского.
В физике токамаков широко используется ци-
линдрическая система координат (r,ϕ,z), а также
вводится допущение об осевой (тороидальной)
симметрии, что позволяет рассматривать задачу
равновесия плазмы в токамаках на полоидальной
плоскости (r,z). Точку на полоидальной плоскости
будем описывать радиус-вектором r=(r,z).
Одним из наиболее часто используемых мето-
дов оценки границы плазмы в режиме реального
времени является метод токовых нитей (метод фи-
ламентов) [8]. Данный метод основан на вычисле-
нии функции распределения полоидального маг-
нитного потока ψ(r) путем аппроксимации плот-
ности тока плазмы Jp(r) конечным числом nf токо-
вых нитей:
(1)
где δ(r–rf,i) – дельта-функция Дирака.
Положение rf,i и величина тока If,i нитей нахо-
дится таким образом, чтобы восстановленная
функция магнитного потока согласовывалась с ре-
зультатами магнитных измерений по критерию на-
именьших квадратов. На практике часто поиск
границы плазмы осуществляют либо при фиксиро-
ванных положениях токовых нитей (метод фикси-
рованных нитей), либо при фиксированных токах
в нитях (метод подвижных нитей). В [9] предлага-
ется модифицированный метод фиксированных
нитей, когда на положение токовых нитей накла-
дывают ряд ограничений, при которых нити распо-
лагаются вдоль замкнутого контура – эллипса, по-
ложение фокусов которого оценивается по резуль-
татам магнитных измерений с использованием мо-
ментов плотности тока, малая полуось эллипса
определяется как наименьшее расстояние между
лимитером и любым из фокусов.
Следуя [9], расположим токовые нити вдоль
контура l(rc,a,b,γ), т. е. rf,i∈l(rc,a,b,γ), где a, b, γ – не-
известные параметры, отвечающие за вытянутость
и треугольность контура. В качестве l(rc,a,b,γ) вы-
бран контур, заданный в параметрической форме:
Характеристики распределения тока (1) rc, a, b,
γ и If,i можно найти, минимизируя квадратичную
ошибку:
(2)
где w – вектор весовых коэффициентов; ξ – вектор
искомых параметров; M~ – вектор, заданный в про-
странстве наблюдений, компоненты которого со-
ставляют измеренные значения характеристик по-
лоидального магнитного поля ψ~, (B~n,B
~
τ) и ток плаз-
мы I~p; M(ξ) – вектор теоретических значений
(Bn,Bτ), ψ и Ip. Поиск минимума (2) осуществляется
по методу градиентного спуска за фиксированное
число итераций N.
Для начального приближения, координаты
центра плазменного шнура можно оценить, ис-
пользуя моменты плотности тока, определяемые
выражением [10, 11]:
(3)
где fm и gm – функции, удовлетворяющие однород-
ному уравнению Грэда–Шафранова и уравнению
Лапласа соответственно [8]. Для оценки токового
центра плазменного шнура можно ограничиться
вычислениями моментов плотности тока до второ-
го порядка включительно, а в качестве fm и gm мож-
но выбрать следующий набор функций [9, 12]:
Координаты токового центра плазмы можно
оценить по следующим формулам:
Полоидальное магнитное поле Bp(r) и поток
ψ(r) определяются тороидальным током в токама-
ке, которое задается распределением тока плазмы
(1) и тока в обмотках полоидального поля:
(4)
Распределение тока в обмотках полоидального
поля может быть задано аналогично (1): 
(5)
здесь rext,i – координаты обмоток на полоидальной
плоскости; Iext,i – ток в обмотках. В ходе экспери-
мента ток в обмотках измеряется поясами Рогов-
ского.
Принимая во внимание (1), (4) и (5), значение
функции полоидального потока в точке наблюде-
ния rk определяется с использованием функции
Грина G(rk,r') как суперпозиция потоков, создава-
емых каждым током:
(6)
Явный вид функций Грина можно найти в [4].
Компоненты полоидального магнитного поля,
в свою очередь, можно определить, используя вы-
ражения:
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ψ
(7)
Задача оценки параметров ξ распределения то-
ка плазмы, заданного выражением (1), в алгоритме
восстановления формы плазмы является наиболее
трудоемкой с точки зрения затрат времени на вы-
полнение, поэтому ограничимся рассмотрением
лишь описанного участка алгоритма. Отметим
лишь, что определение самой границы плазмы сво-
диться к идентификации плазменного режима (ди-
верторная либо лимитерная плазма) и определе-
нию величины потока ψB на границе плазмы, что
позволит с использованием выражения (6) восста-
новить форму плазмы (более подробно см. в [5]).
Анализ описанного выше алгоритма на предмет
параллельных вычислений проводился с использо-
ванием модели, построенной на ациклическом
ориентированном графе «операции-операнды»
Г=(V,R) [13, 14]. Через V={1,2,…,|V|} обозначено
множество вершин графа, представляющее опера-
ции алгоритма, через R – множество всех дуг гра-
фа, причем дуга (i,j)∈R показывает, что операция,
относящаяся к вершине j, использует результат
операции, относящейся к вершине i. За время вы-
полнения любых операций принималась одна
условная единица времени, кроме того, использо-
валось допущение, что все процессоры в вычисли-
тельной системе имеют общую разделяемую па-
мять, что позволило пренебречь затратами времени
на передачу данных между вычислительными
устройствами. Показатели эффективности парал-
лельного алгоритма определяют в терминах уско-
рения Sp(n) (8) и эффективности использования
процессоров Ep(n) (9) [14]:
(8)
(9)
где T1(n) – время выполнения алгоритма на одном
процессоре, Tp(n) – время выполнения алгоритма на
p процессорах (p – целое положительное число), ве-
личина n параметризует вычислительную сложность
решаемой задачи, в качестве n можно принять
объем входных данных. Так как решение задачи тре-
буется осуществлять в режиме реального времени,
приоритетным является показатель Sp(n), а Ep(n)
приведен для полноты картины. Для оценки (8)
и (9) можно принять T1=|V|, в случае неограничен-
ной вычислительной мощности Tp=d(Г), где d(Г) –
диаметр (длина максимального пути) графа [14].
Нетрудно заметить, что расчет выражений (2),
(3), (6) и (7) сводятся к типовым матричным вычи-
слениям, в частности, умножению матрицы на век-
тор. Известен ряд публикаций (см., например,
[13, 14]), в которых подробно рассмотрены спосо-
бы распараллеливания типовых вычислительных
задач и приведены оценки показателей эффектив-
ности параллельных алгоритмов, а также число
процессоров и топология связей между процессо-
рами, необходимые для достижения максимально-
го быстродействия решения задачи.
Так как алгоритм является неоднородным,
т. е. разные участки алгоритма характеризуются
разным ускорением и числом процессоров, то
удобнее показатели эффективности (8) и (9) парал-
лельного алгоритма характеризовать средними
значениями ускорения и эффективности исполь-
зования процессоров вычислительной системы:
где T1,i, Tp,i – время вычисления i-го участка алго-
ритма на одном процессоре и p процессорах соот-
ветственно, здесь учтено, что часть вычислений
укладывается в итерационную процедуру поиска
минимума квадратичной ошибки (2), которая пов-
торяется N раз. Для достижения максимального
быстродействия выполнения алгоритма необходи-
мое число процессоров P можно определить из
условия:
где pk – число процессоров, необходимое для до-
стижения максимального быстродействия вычи-
слений на k-м участке алгоритма.
Для токамака КТМ были получены следующие
значения S
–
p, E
–
p и P:
(10)
Оценки были получены с учетом того, что в со-
став электромагнитной системы токамака КТМ
входят next=7 катушек полоидального поля, плазма
аппроксимируется nf=7 числом токовых нитей, по-
иск минимума (2) осуществляется за N=5 итера-
ций.
Долю последовательных вычислений в алгорит-
ме из общего числа вычислений можно определить
как величину обратную ускорению (см. (8)), при-
меним закон Амдала для рассматриваемого алго-
ритма с учетом (10):
(11)
Из (11) видно, что при малом числе процессо-
ров ускорение будет приблизительно равно числу
процессоров p. Такую зависимость можно объяс-
нить тем, что значительная часть вычислений из
общего числа может быть проведена независимо на
каждом процессоре, (применяя, например, метод
каскадного суммирования числовых последова-
тельностей на p вычислителях).
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Приведем оценку мощности вычислительной
системы. Время цикла τ управления положением
и формой плазмы имеет порядок 1 мс, общее число
операций с плавающей точкой в алгоритме можно
оценить как T1 (применительно к токамаку КТМ
T1 имеет порядок 10
6), тогда производительность
вычислительной системы можно оценить как:
(12)
Оценки (11) и (12) позволяют сформулировать
одно из требований при выборе конкретного мно-
гопроцессорного вычислительного устройства –
число процессоров и вычислительную мощность.
Для управления плазмой в токамаке КТМ вы-
брана восьмипроцессорная TigerSHARC® DSP VME
карта TS-V39, которая состоит из двух кластеров,
по четыре DSP процессора ADSP-TS101 в каждом
с разделяемой памятью. Вычислительная произво-
дительность TS-V39 составляет 12 Гфлопс. Ключе-
вой особенностью карты TS-V39 является тополо-
гия связей между DSP процессорами в кластере,
которая позволяет организовать высокоскоростную
связь между процессорами – полный граф.
Дальнейшая работа будет сосредоточена на оп-
тимизации алгоритма восстановления формы
плазменного шнура под архитектуру вычислитель-
ной системы TS-V39 и разработке соответствую-
щего программного обеспечения.
Выводы
Проведен анализ алгоритма восстановления
формы и положения плазменного шнура токамака
КТМ, показана высокая степень параллелизма ал-
горитма, получены оценки его эффективности
и требуемой производительности вычислительной
системы. Произведен выбор VME карты с DSP
кластерами для контура управления плазмой.
Работа выполнена при финансовой поддержке Министер-
ства образования и науки Российской Федерации по государ-
ственному контракту № 07.514.11.4069 от 12.10.2011 г. в
рамках ФЦП «Исследования и разработки по приоритетным
направлениям развития научно-технологического комплекса
России на 2007–2013 годы».
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