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1
Bre´zin and Hikami [12, 13, 14, 15] have considered a random Gaussian
Hermitian ensemble with external source,
1
Z
e−
1
2
Tr(M−A)2dM,
where M is random and A is deterministic. Notice this matrix ensemble,
which had come up in the prior literature [21, 19, 17], ceases to be unitary
invariant. The matrix A is chosen so that the support of the equilibrium
measure has a gap, when the size of the random matrices tends to infinity.
Through a fine tuning of A, the gap can be made to close at the origin. Bre´zin
and Hikami propose a simple model having this feature, where the matrix A
is diagonal, with two eigenvalues a and −a of equal multiplicity. Thus, upon
letting the size of the matrix go to ∞ and after appropriate rescaling, they
discover a new critical distribution, specified by a kernel involving Pearcey
integrals [22] and having universality properties.
P. Zinn-Justin [24, 25] establishes the determinantal form of the correla-
tion functions for the eigenvalues of the finite model. Then extending classi-
cal connections between random matrix theory and non-intersecting random
paths, Aptekarev, Bleher and Kuijlaars in [7] give a non-intersecting Brow-
nian motion interpretation of this Gaussian ensemble with external source.
They also show that multiple orthogonal polynomials are the right tools for
studying this model and its limit (see [8, 9, 10, 11])
The present paper studies the Gaussian Hermitian random matrix ensem-
ble Hn with external source A, given by the diagonal matrix (set n = k1+k2)
A :=


a
. . . O
a
−a
O
. . .
−a


l k1
l k2
, (0.1)
and density
1
Zn
e−Tr(
1
2
M2−AM)dM. (0.2)
Given a disjoint union of intervals E :=
⋃r
i=1[b2i−1, b2i] ⊂ R, define the
2
algebra of differential operators
Bk =
2r∑
1
bk+1i
∂
∂bi
. (0.3)
Consider the following probability:
Pn(a;E) := P( all eigenvalues ∈ E) = 1
Zn
∫
Hn(E)
e−Tr(
1
2
M2−AM)dM (0.4)
In [1], we have shown that for A = 0, the probability for this Gaussian
Hermitian ensemble (GUE) satisfies a fourth-order PDE, with quadratic non-
linearity (reducing to Painleve´ IV in the case of one boundary point) :(
B4−1 + (4n+ 6B2−1 logPn)B2−1 + 3B20 − 4B−1B1 + 6B0
)
logPn = 0.
The first question in this paper: Does the integral (0.4), with A as in (0.1),
satisfy a PDE? Indeed, we prove:
Theorem 0.1 The log of the probability Pn(a;E) satisfies a fourth-order
PDE in a and in the endpoints b1, ..., b2r of the set E, with quartic non-linearity:(
F+B−1G− + F−B−1G+
)(
F+B−1F− − F−B−1F+
)
−
(
F+G− + F−G+
)(
F+B2−1F− − F−B2−1F+
)
= 0, (0.5)
where1
F+ := 2B−1( ∂
∂a
− B−1) logPn − 4k1, F− = F+
∣∣∣ a→ −a
k1 ↔ k2
2G+ :=
{
H+1 , F
+
}
B−1
− {H+2 , F+}∂/∂a , G− = G+
∣∣∣ a→ −a
k1 ↔ k2
,
1in terms of the Wronskians {f, g}X = gXf − fXg.
3
with
H+1 :=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
logPn +
(
B0B−1 + 4 ∂
∂a
)
log Pn
+ 4k1
(
a+
k2
a
)
H+2 :=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
logPn − (B0 − 2aB−1 − 2)B−1 logPn.
(0.6)
Remark: : The change of variables a 7→ −a, k1 ↔ k2 in the definition of F−
and G− act at the level of the operators. In fact, later, it will be clear that
Pn(a;E) is invariant under that change of variables.
Again here we provide a natural integrable deformation of (0.4) (section
1). As is well known, the probability for A = 0 relates to the standard Toda
lattice and the one-component KP equation (see [1]), the spectrum of coupled
random matrices to the 2-Toda lattice and the two-component KP (see [2]),
whereas we show that the model (0.4) relates to the three-component KP
equation (section 2). This deformation enjoys Virasoro constraints as well
(section 3), which together with the bilinear relations arising from 3-KP leads
to the PDE of Theorem 0.1 (section 4).
The second question concerns the Pearcey distribution, which we now
explain. Following [7], consider n = 2k non-intersecting Brownian motions
on R (Dyson’s Brownian motions), all starting at the origin, such that the k
left paths end up at −a and the k right paths end up at +a at time t = 1.
As observed in [7], the Karlin-McGregor formula [20] enables one to express
the transition probability in terms of the Gaussian Hermitian random matrix
probability P(a;E) with external source, as in (0.4),
P
±a
0 (all xj(t) ∈ E) = lim
all γi → 0
δ1, . . . , δk → −a
δk+1, . . . , δ2k → a
∫
En
1
Zn
det(p(t; γi, xj))1≤i,j≤n det(p(1− t; xi′ , δj′))1≤i′,j′≤n
n∏
1
dxi,
= Pn
(
a
√
2t
1− t ;E
√
2
t(1− t)
)
(0.7)
4
where p(t, x, y) is the Brownian transition probability
p(t, x, y) :=
1√
πt
e−
(y−x)2
t . (0.8)
Let now the number n = 2k of particles go to infinity, and let the points a and
−a go to ±∞. This forces the left k particles to −∞ at t = 1 and the right k
particles to +∞ at t = 1. Since the particles all leave from the origin at t = 0,
it is natural to believe that for small times the equilibrium measure (mean
density of particles) is supported by one interval, and for times close to 1, the
equilibrium measure is supported by two intervals. With a precise scaling,
t = 1/2 is critical in the sense that for t < 1/2, the equilibrium measure
for the particles is supported by one, and for t > 1/2, it is supported by
two intervals. The Pearcey process P(s) is now defined as the motion of an
infinite number of non-intersecting Brownian paths, just after time t = 1/2,
with the precise scaling (see [7]):
n = 2k =
2
z4
, ±a = ± 1
z2
, xi 7→ xiz, t 7→ 1
2
+ tz2, for z → 0. (0.9)
Even though the pathwise interpretation of P(t) is unclear and still deserves
investigation, it is natural to define the probability
P(P(t) ∩ E = ∅) := lim
z→0
P
±1/z2
0
(
all xj
(1
2
+ tz2
)
/∈ zE; 1 ≤ j ≤ n
)∣∣∣∣
n= 2
z4
.
Bre´zin and Hikami [12, 13, 14, 15] for the Pearcey kernel and Tracy-Widom
[23] for the extended kernels show that this limit exists and equals a Fredholm
determinant:
P(P(t) ∩ E = ∅) = det (I −KtχE) ,
where Kt(x, y) is the Pearcey kernel, defined as follows:
Kt(x, y) :=
p(x)q′′(y)− p′(x)q′(y) + p′′(x)q(y)− tp(x)q(y)
x− y
=
∫ ∞
0
p(x+ z)q(y + z)dz, (0.10)
where (note ω = eiπ/4)
p(x) :=
1
2π
∫ ∞
−∞
e−
u4
4
− tu
2
2
−iuxdu
q(y) :=
1
2πi
∫
X
e
u4
4
− tu
2
2
+uydu = Im
[
ω
π
∫ ∞
0
due−
u4
4
− it
2
u2(eωuy − e−ωuy)
]
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satisfy the differential equations
p′′′ − tp′ − xp = 0 and q′′′ − tq′ + yq = 0.
The contour X is given by the ingoing rays from ±∞eiπ/4 to 0 and the
outgoing rays from 0 to ±∞e−iπ/4, i.e., X stands for the contour
տ ւ
0ր ց
The second result of this paper2 is to give a PDE for the Pearcey distribution
below in terms of the parameter t appearing in the kernel (0.10). Since this
Pearcey distribution with the parameter t can also be interpreted as the
transition probability for the Pearcey process, we prove:
Theorem 0.2 For compact E =
⋃r
i=1[x2i−1, x2i] and Bj =
∑2r
1 x
j+1
i
∂
∂xi
,
Q(t; x1, . . . , x2r) = log P
(
P(t) ∩ E = ∅
)
= log det (I −KtχE) (0.11)
satisfies a 4th order and 3rd degree PDE, which can be written as a Wron-
skian3:{
1
2
∂3Q
∂t3
+ (B0 − 2)B2−1Q +
1
16
{
B−1∂Q
∂t
,B2−1Q
}
B−1
, B2−1
∂Q
∂t
}
B−1
= 0.
The proof of this statement, based on taking a limit on the PDE of
Theorem 0.1 will be given in section 5.
1 An integrable deformation of Gaussian ran-
dom ensemble with external source
Consider an ensemble of n × n Hermitian matrices with an external source,
given by a diagonal matrix
A = diag(a1, . . . , an)
2Tracy and Widom show in [23] the existence of a large system of PDE’s involving a
large system of auxiliary variables for Q and also for the joint probabilities at different
times.
3given that {f, g}X := Xf.g − f.Xg.
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and a general potential V (z), with density
Pn(M ∈ [M,M + dM ]) = 1
Zn
e−Tr(V (M)−AM)dM.
For the disjoint union of intervals E =
⋃r
i=1[b2i−1, b2i], the following proba-
bility can be transformed by the Harrish-Chandra-Itzykson-Zuber formula,
with D = diag(λ1, . . . , λn),
Pn(spectrum M ⊂ E) = 1
Zk
∫
Hn(E)
e−Tr(V (M)−AM)dM
=
1
Zn
∫
En
∆2n(λ)
n∏
1
e−V (λi)dλi
∫
U(n)
eTrAUDU
−1
dU
=
1
Z ′n
∫
En
∆2n(λ)
n∏
1
e−V (λi)dλi
det[eaiλj ]1≤i,j≤n
∆n(λ)∆n(a)
=
1
Z ′′n
∫
En
∆n(λ) det[e
−V (λj)+aiλj ]1≤i,j≤n
n∏
1
dλi.
(1.1)
In the following Proposition, we consider a general situation, of which (1.1)
with A = diag(a, . . . , a,−a, . . . ,−a) is a special case, by setting ϕ+ = eaz
and ϕ− = e−az. Consider the Vandermonde determinant of the variables
x1, . . . , xk1 , y1, . . . , yk2, namely
∆n(x, y) := ∆n(x1, . . . , xk1 , y1, . . . , yk2). (1.2)
Then we have
Proposition 1.1 Given an arbitrary potential V (z) and arbitrary functions
ϕ+(z) and ϕ−(z), define (n = k1 + k2)
(ρ1, . . . , ρn) := e
−V (z)
(
ϕ+(z), zϕ+(z), . . . , zk1−1ϕ+(z),
ϕ−(z), zϕ−(z), . . . , zk2−1ϕ−(z)
)
.
we have
7
1n!
∫
En
∆n(z) det(ρi(zj))1≤i,j≤n
n∏
1
dzi
=
1
k1!k2!
∫
En
∆n(x, y)∆k1(x)∆k2(y)
k1∏
1
ϕ+(xi)e
−V (xi)dxi
k2∏
1
ϕ−(yi)e
−V (yi)dyi
= det


(∫
E
zi+j−1ϕ+(z)e−V (z)
)
1 ≤ i ≤ k1
0 ≤ j ≤ k1 + k2 − 1(∫
E
zi+j−1ϕ−(z)e−V (z)
)
1 ≤ i ≤ k2
0 ≤ j ≤ k1 + k2 − 1

 (1.3)
Proof: On the one hand, using
det (aik)1≤i,k≤n det (bik)1≤i,k≤n =
∑
σ∈Sn
det
(
ai,σ(j) bj,σ(j)
)
1≤i,j≤n
,
and distributing the integration over the different columns, one computes∫
∆n(z) det(ρi(zj))1≤i,j≤n
n∏
1
dzi
=
∫
En
det(zi−1j )1≤i,j≤n det


(
zi−1j ϕ
+(zj)e
−V (zj)
)
1 ≤ i ≤ k1
1 ≤ j ≤ k1 + k2(
zi−1j ϕ
−(zj)e
−V (zj)
)
1 ≤ i ≤ k2
1 ≤ j ≤ k1 + k2


n∏
1
dzi
= n! det


(∫
E
zi+j−1ϕ+(z)e−V (z)dz
)
1 ≤ i ≤ k1
0 ≤ j ≤ k1 + k2 − 1(∫
E
zi+j−1ϕ−(z)e−V (z)dz
)
1 ≤ i ≤ k2
0 ≤ j ≤ k1 + k2 − 1


(1.4)
On the other hand, one computes∫
En
∆n(z) det(ρi(zj))1≤i,j≤n
n∏
1
dzi
8
=∫
En
∆n(z1, . . . , zn)
∑
σ∈Sn
(−1)σ
n∏
i=1
ρi(zσ(i))
n∏
1
dzσ(i)
=
∑
σ
(−1)σ
∫
En
∆n(zσ−1(1), . . . , zσ−1(n))
n∏
i=1
ρi(zi)
n∏
1
dzi
=
∑
σ
(−1)σ
∫
En
(−1)σ∆n(z1, . . . , zn)
n∏
i=1
ρi(zi)dzi
= n!
∫
En
∆n(x, y)
k1∏
1
xi−1i ϕ
+(xi)e
−V (xi)dxi
k2∏
1
yi−1i ϕ
−(yi)e
−V (yi)dyi
=
n!
k1!k2!
∫
En
∆n(x, y)∆k1(x)∆k2(y)
k1∏
1
ϕ+(xi)e
−V (xi)dxi
k2∏
1
ϕ−(yi)e
−V (yi)dyi,
where ∆n(x, y) is defined in (1.2). In the last identity, one uses twice the
following general identity for a skew-symmetric function F (x1, . . . , xk) and a
general measure µ(dx),
∫
Rk
F (x1, . . . , xk)∆k(x)
k∏
1
µ(dxi)
=
∫
Rk
F (x1, . . . , xk)
∑
σ∈Sk
(−1)σ
k∏
i=1
xi−1σ(i)
k∏
1
µ(dxi)
=
∫
Rk
∑
σ∈Sk
(−1)σF (x1, . . . , xk)
k∏
i=1
xi−1σ(i)µ(dxσ(i))
=
∫
Rk
∑
σ∈Sk
(−1)σF (xσ−1(1), . . . , xσ−1(k))
k1∏
i=1
xi−1i µ(dxi)
= k!
∫
Rk
F (x1, . . . , xk)
k∏
i=1
xi−1i µ(dxi).
This ends the proof of Proposition 1.1.
9
Add extra variables in the exponentials, one set for each Vandermonde
determinant:
t = (t1, t2, . . .), s = (s1, s2, . . .), u = (u1, u2, . . .) and β
Then, setting (n = k1 + k2),
V (z) :=
z2
2
+
∞∑
1
tiz
i, ϕ+(z) = eaz+βz
2−
∑∞
1 siz
i
, ϕ−(z) = e−az−βz
2−
∑∞
1 uiz
i
,
Proposition 1.1 implies
τk1k2(t, s, u; β;E) := detmk1,k2(t, s, u; β;E)
=
1
k1!k2!
∫
En
∆n(x, y)
k1∏
j=1
e
∑∞
1 tix
i
j
k2∏
j=1
e
∑∞
1 tiy
i
j
(
∆k1(x)
k1∏
j=1
e−
x2j
2
+axj+βx
2
je−
∑∞
1 six
i
jdxj
)
(
∆k2(y)
k2∏
j=1
e−
y2j
2
−ayj−βy2j e−
∑∞
1 uiy
i
jdyj
)
, (1.5)
where
mk1,k2(t, s, u; β;E) :=


(
µ+ij(t, s; β, E)
)
1 ≤ i ≤ k1
0 ≤ j ≤ k1 + k2 − 1(
µ−ij(t, u; β, E)
)
1 ≤ i ≤ k2
0 ≤ j ≤ k1 + k2 − 1

 ,
with
µ+ij(t, s; β, E) =
∫
E
zi+j−1e−
z2
2
+az+βz2e
∑∞
1 (tk−sk)z
k
dz
µ−ij(t, u; β, E) =
∫
E
zi+j−1e−
z2
2
−az−βz2e
∑∞
1 (tk−uk)z
k
dz. (1.6)
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In particular, by (1.3), the integral in (1.1) has the following determinan-
tal representation in terms of moments:
1
n!
∫
En
∆n(λ) det[e
−V (λj)+aiλj ]1≤i,j≤n
n∏
1
dλi
= det


(∫
E
zi+j−1e−
z2
2
+azdz
)
1 ≤ i ≤ k1
0 ≤ j ≤ k1 + k2 − 1(∫
E
zi+j−1e−
z2
2
−azdz
)
1 ≤ i ≤ k2
0 ≤ j ≤ k1 + k2 − 1

 (1.7)
and so
Pn(spec M ⊂ E) = τk1k2(t, s, u; β;E)
τk1k2(t, s, u; β;R)
∣∣∣∣
t=s=u=β=0
. (1.8)
Remark: The integral enjoys the obvious duality:
x←→ y, k1 ←→ k2, t←→ t, s←→ u, a←→ −a, β ←→ −β. (1.9)
2 Integrable deformations and 3-component
KP
Theorem 2.1 (Adler-van Moerbeke [5]) Given the functions τn1,n2 as in
(1.5), the wave matrix
W±n1,n2(λ; t, s, u) :=


Ψ
(1)±
n1,n2 Ψ
(2)±
n1±1,n2
Ψ
(3)±
n1,n2±1
Ψ
(1)±
n1∓1,n2 Ψ
(2)±
n1,n2 Ψ
(3)±
n1∓1,n2±1
Ψ
(1)±
n1,n2∓1
Ψ
(2)±
n1±1,n2∓1
Ψ
(3)±
n1,n2


with functions
Ψ(1)±n1,n2(λ; t, s, u) := λ
±(n1+n2)e±
∑
tiλi
τn1,n2(t∓ [λ−1] , s, u)
τn1,n2(t, s, u)
Ψ(2)±n1,n2(λ; t, s, u) := λ
∓n1e±
∑
siλ
i τn1,n2(t, s∓ [λ−1] , u)
τn1,n2(t, s, u)
Ψ(3)±n1,n2(λ; t, s, u) := λ
∓n2e±
∑
uiλ
i τn1,n2(t, s, u∓ [λ−1])
τn1,n2(t, s, u)
(2.1)
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satisfies the bilinear identity∮
∞
W+k1,k2(λ; t, s, u)W
−
ℓ1,ℓ2
(λ; t′, s′, u′)⊤dλ = 0 (2.2)
for all integers k1, k2, ℓ1, ℓ2 ≥ 0 and t, s, u, t′, s′, u′ ∈ C∞.
Proof: The moments, as defined in (1.6), satisfy
∂µ±ij
∂tk
= µ±i,j+k
∂µ+ij
∂sk
= −µ+i+k,j,
∂µ+ij
∂uk
= 0
∂µ−ij
∂sk
= 0,
∂µ−ij
∂uk
= −µ−i+k,j, (2.3)
and in matrix notation
∂m∞,∞
∂tk
= m∞,∞Λ
⊤k,
∂m∞,∞
∂sk
= −Λk−m∞,∞,
∂m∞,∞
∂uk
= −Λk+m∞,∞, (2.4)
where
Λ :=


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0
. . .

 , Λ− =
(
Λ O
O O
)
, Λ+ =
(
O O
O Λ
)
.
Thus the moment matrix satisfies
m∞,∞(t, s, u) = e
−
∑∞
1 (skΛ
k
−+ukΛ
k
+)m∞,∞(0, 0, 0)e
∑∞
1 tkΛ
⊤k
,
which implies the bilinear identity (2.2). The details of proof can be found
in [5].
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Corollary 2.2 Given the above τ -functions τk1k2(t, s, u), they satisfy the bi-
linear identities
0 =
∮
∞
dλ λk1+k2−ℓ1−ℓ2e
∑
(ti−t
′
i)λ
i
τk1,k2
(
t−[λ−1] , s, u) τℓ1,ℓ2 (t′ +[λ−1] , s′, u′)
+
∮
dλ λℓ1−k1−2e
∑
(si−s′i)λ
i
τk1+1,k2
(
t, s−[λ−1] , u) τℓ1−1,ℓ2 (t′, s′ +[λ−1] , u′)
+
∮
dλ λℓ2−k2−2e
∑
(ui−u′i)λ
i
τk1,k2+1
(
t, s, u−[λ−1]) τℓ1,ℓ2−1 (t′, s′, u′ +[λ−1]) .
(2.5)
Upon specializing, these identities imply PDE’s expressed in terms of Hirota’s
symbol 4, for j = 1, 2, . . .:
sj(∂˜t)τk1+1,k2 ◦ τk1−1,k2 = τ 2k1k2
∂2
∂s1∂tj+1
log τk1k2 (2.6)
sj(∂˜s)τk1−1,k2 ◦ τk1+1,k2 = τ 2k1k2
∂2
∂t1∂sj+1
log τk1k2 , (2.7)
yielding
∂2 log τk1,k2
∂t1∂s1
=
τk1+1,k2τk1−1,k2
τ 2k1,k2
(2.8)
∂
∂t1
log
τk1+1,k2
τk1−1,k2
=
∂2
∂t2∂s1
log τk1,k2
∂2
∂t1∂s1
log τk1,k2
(2.9)
− ∂
∂s1
log
τk1+1,k2
τk1−1,k2
=
∂2
∂t1∂s2
log τk1,k2
∂2
∂t1∂s1
log τk1,k2
(2.10)
Proof: The bilinear identity (2.2) yields nine identities, which are all equiv-
alent, upon relabeling indices, to the tau-function bilinear identity (2.5).
4Given a polynomial p(t1, t2, ...), define the customary Hirota symbol p(∂t)f ◦ g :=
p( ∂∂y1 ,
∂
∂y2
, ...)f(t + y)g(t − y)
∣∣∣
y=0
. For later use, the sℓ’s are the elementary Schur poly-
nomials e
∑∞
1
tiz
i
:=
∑
i≥0 si(t)z
i and set sℓ(∂˜) := sℓ(
∂
∂t1
, 1
2
∂
∂t2
, . . .).
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Introducing standard shifts in the residue formulae
t 7−→ t− a t′ 7−→ t+ a
s 7−→ s− b s′ 7−→ s + b
u 7−→ u− c u′ 7−→ u+ c,
and using Taylor’s theorem, identity (2.5) is equivalent to
∞∑
j=0
sℓ1+ℓ2−k1−k2+j−1(−2a)sj(∂˜t)e
∑∞
1 (ak
∂
∂tk
+bk
∂
∂sk
+ck
∂
∂uk
)
τℓ1ℓ2 ◦ τk1k2
+
∞∑
j=0
sk1−ℓ1+1+j(−2b)sj(∂˜s)e
∑∞
1 (ak
∂
∂tk
+bk
∂
∂sk
+ck
∂
∂uk
)
τℓ1−1,ℓ2 ◦ τk1+1,k2
+
∞∑
j=0
sk2−ℓ2+1+j(−2c)sj(∂˜u)e
∑∞
1 (ak
∂
∂tk
+bk
∂
∂sk
+ck
∂
∂uk
)
τℓ1,ℓ2−1 ◦ τk1,k2+1 = 0.
(2.11)
Taylor expanding in a, b, c and setting in equation (2.11) all ai, bi, ci = 0,
except aj+1, and also setting ℓ1 = k1 + 2, ℓ2 = k2, equation (2.11) becomes
aj+1
(
−2sj(∂˜t)τk1+2,k2 ◦ τk1,k2 +
∂2
∂s1∂tj+1
τk1+1,k2 ◦ τk1+1,k2
)
+O(a2j+1) = 0,
and so the coefficient of aj+1 must vanish identically, yielding equation (2.6),
setting k1 → k1 − 1. Setting in equation (2.11) all ai, bi, ci = 0, except bj+1,
and ℓ1 = k1, ℓ2 = k2, the coefficient of bj+1 in equation (2.11) yields equation
(2.7). Specializing equation (2.6) to j = 0 and 1 respectively yields (since
s1(t) = t1 implies s1(∂˜t) =
∂
∂t1
; also s0 = 1):
∂2 log τk1,k2
∂t1∂s1
=
τk1+1,k2τk1−1,k2
τ 2k1,k2
and
∂2
∂s1∂t2
log τk1k2 =
1
τ 2k1k2
[(
∂
∂t1
τk1+1,k2
)
τk1−1,k2 − τk1+1,k2
(
∂
∂t1
τk1−1,k2
)]
.
Upon dividing the second equation by the first, we find equation (2.9) and
similarly equation (2.10) follows from equation (2.7).
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3 Virasoro constraints for the integrable de-
formations
Given the Heisenberg and Virasoro operators, for m ≥ −1, k ≥ 0:
J
(1)
m,k(t) =
∂
∂tm
+ (−m)t−m + kδ0,m
J
(2)
m,k(t) =
1
2
( ∑
i+j=m
∂2
∂ti∂tj
+ 2
∑
i≥1
iti
∂
∂ti+m
+
∑
i+j=−m
itijtj
)
+ (k +
m+ 1
2
)
(
∂
∂tm
+ (−m)t−m
)
+
k(k + 1)
2
δm0,
we now state:
Theorem 3.1 The integral τk1k2(t, s, u; β;E), as defined in (1.5) satisfies
Bmτk1,k2 = Vk1,k2m τk1,k2 for m ≥ −1, (3.1)
where Bm and Vm are differential operators:
Bm =
2r∑
1
bm+1i
∂
∂bi
, for E =
2r⋃
1
[b2i−1, b2i] ⊂ R
and
V
k1k2
m :=


J
(2)
m,k1+k2
(t)− (m+ 1)J(1)m,k1+k2(t)
+J
(2)
m,k1
(−s) + aJ(1)m+1,k1(−s) + (1− 2β)J
(1)
m+2,k1
(−s)
+J
(2)
m,k2
(−u)− aJ(1)m+1,k2(−u) + (1 + 2β)J
(1)
m+2,k2
(−u)


We state the following lemmas:
Lemma 3.2 (Adler-van Moerbeke [3]) Given
ρ = e−V with − ρ
′
ρ
= V ′ =
g
f
=
∑∞
0 βiz
i∑∞
0 αiz
i
,
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the integrand
dIn(x) := ∆n(x)
n∏
k=1
(
e
∑∞
1 tix
i
kρ(xk)dxk
)
,
satisfies the following variational formula:
d
dε
dIn(xi 7→ xi + εf(xi)xm+1i )
∣∣∣∣
ε=0
=
∞∑
ℓ=0
(
αℓ J
(2)
m+ℓ,n − βℓ J(1)m+ℓ+1,n
)
dIn.
(3.2)
The contribution coming from
∏n
1 dxj is given by
∞∑
ℓ=0
αℓ(ℓ+m+ 1)J
(1)
m+ℓ,ndIn. (3.3)
Lemma 3.3 Setting
dIn = ∆n(x, y)
k1∏
j=1
e
∑∞
1 tix
i
j
k2∏
j=1
e
∑∞
1 tiy
i
j
(
∆k1(x)
k1∏
j=1
e−
x2j
2
+axj+βx
2
je−
∑∞
1 six
i
jdxj
)
(
∆k2(y)
k2∏
j=1
e−
y2j
2
−ayj−βy2j e−
∑∞
1 uiy
i
jdyj
)
The following variational formula holds for m ≥ −1:
d
dε
dIn
(
xi 7→ xi + εxm+1i
yi 7→ yi + εym+1i
)∣∣∣∣
ε=0
= Vk1,k2m (dIn). (3.4)
Proof: The variational formula (3.4) is an immediate consequence of applying
the variational formula (3.2) separately to the three factors of dIn, and in
addition applying formula (3.3) to the first factor, to account for the fact
that
∏k1
j=1 dxj
∏k2
j=1 dyj is missing from the first factor.
Proof of Theorem 3.1: Formula (3.1) follows immediately from formula (3.4),
by taking into account the variation of ∂E under the change of coordinates.
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Using the identity, valid when acting on τk1k2(t, s, u; β;E),
∂
∂tn
= − ∂
∂sn
− ∂
∂un
,
one obtains by explicit computation for m ≥ −1,
V
k1k2
m :=


J
(2)
m,k1+k2
(t)− (m+ 1)J(1)m,k1+k2(t)
+J
(2)
m,k1
(−s) + aJ(1)m+1,k1(−s) + (1− 2β)J
(1)
m+2,k1
(−s)
+J
(2)
m,k2
(−u)− aJ(1)m+1,k2(−u) + (1 + 2β)J
(1)
m+2,k2
(−u)


=
1
2
∑
i+j=m
(
∂2
∂ti∂tj
+
∂2
∂si∂sj
+
∂2
∂ui∂uj
)
+
∑
i≥1
(
iti
∂
∂ti+m
+ isi
∂
∂si+m
+ iui
∂
∂ui+m
)
+(k1 + k2)
(
∂
∂tm
+ (−m)t−m
)
− k1
(
∂
∂sm
+ (−m)s−m
)
− k2
(
∂
∂um
+ (−m)u−m
)
+(k21 + k1k2 + k
2
2)δm0 + a(k1 − k2)δm+1,0 +
m(m+ 1)
2
(−t−m + s−m + u−m)
− ∂
∂tm+2
+ a
(
− ∂
∂sm+1
+
∂
∂um+1
+ (m+ 1)(s−m+1 − u−m+1)
)
+2β
(
∂
∂um+2
− ∂
∂sm+2
)
The following identities, valid when acting on τk1k2(t, s, u; β;E), will also
be used:
∂
∂s1
= −1
2
(
∂
∂t1
+ ∂
∂a
)
∂
∂s2
= −1
2
(
∂
∂t2
+ ∂
∂β
)
∂
∂u1
= −1
2
(
∂
∂t1
− ∂
∂a
)
∂
∂u2
= −1
2
(
∂
∂t2
− ∂
∂β
)
Corollary 3.4 The tau-function τ = τk1,k2(t, s, u; β;E) satisfies the follow-
ing differential identities, with Bm =
∑2r
1 b
m+1
i
∂
∂bi
:
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−B−1τ =
(
∂
∂t1
− 2β ∂
∂a
)
τ
−
∑
i≥2
(
iti
∂
∂ti−1
+ isi
∂
∂si−1
+ iui
∂
∂ui−1
)
τ
+a(k2 − k1)τ + (k1s1 + k2u1 − (k1 + k2)t1)τ
1
2
(
B−1 − ∂
∂a
)
τ =
(
∂
∂s1
+ β
∂
∂a
)
τ
+
1
2
∑
i≥2
(
iti
∂
∂ti−1
+ isi
∂
∂si−1
+ iui
∂
∂ui−1
)
τ
+
a
2
(k1 − k2)τ + 1
2
((k1 + k2)t1 − k1s1 − k2u1)τ
−
(
B0 − a ∂
∂a
)
τ =
∂τ
∂t2
− (k21 + k22 + k1k2)τ
−2β ∂τ
∂β
−
∑
i≥1
(
iti
∂
∂ti
+ isi
∂
∂si
+ iui
∂
∂ui
)
τ
1
2
(
B0 − a ∂
∂a
− ∂
∂β
)
τ =
∂τ
∂s2
+
1
2
(k21 + k
2
2 + k1k2)τ
+β
∂τ
∂β
+
1
2
∑
i≥1
(
iti
∂
∂ti
+ isi
∂
∂si
+ iui
∂
∂ui
)
τ
(3.5)
Corollary 3.5 On the locus L = {t = s = u = 0, β = 0}, the function
f = log τk1k2(t, s, u; β;E) satisfies the following differential identities:
∂f
∂t1
= −B−1f + a(k1 − k2)
∂f
∂s1
=
1
2
(
B−1 − ∂
∂a
)
f +
a
2
(k2 − k1)
∂f
∂t2
=
(
−B0 + a ∂
∂a
)
f + k21 + k1k2 + k
2
2
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∂f
∂s2
=
1
2
(
B0 − a ∂
∂a
− ∂
∂β
)
f − 1
2
(k21 + k
2
2 + k1k2) (3.6)
2
∂2f
∂t1∂s1
= B−1
(
∂
∂a
− B−1
)
f − 2k1
2
∂2f
∂t1∂s2
=
(
a
∂
∂a
+
∂
∂β
− B0 + 1
)
B−1f − 2∂f
∂a
− 2a(k1 − k2)
2
∂2f
∂t2∂s1
=
∂
∂a
(B0 − a ∂
∂a
+ aB−1)f − B−1(B0−1)f − 2a(k1−k2) (3.7)
Proof: Upon dividing equations (3.5) by τ and restricting to the locus L,
equations (3.6) follow immediately. The essence of deriving (3.7) is that the
Virasoro operators Vn and the boundary operators Bm commute. To derive,
say, the first equation in the list (3.7), rewrite the two first equations of (3.5)
as
−B−1f = ∂f
∂t1
+ a(k2 − k1) + L1(f) + ℓ1
1
2
(
B−1 − ∂
∂a
)
f =
∂f
∂s1
+
1
2
a(k1 − k2) + L2(f) + ℓ2
where Li are linear operators vanishing on L and the ℓi are functions vanish-
ing on L. This yields:
(−B−1)1
2
(
B−1 − ∂
∂a
)
f
∣∣∣
L
=
(
∂
∂s1
+ β
∂
∂a
)
(−B−1f)
∣∣∣
L
+
1
2
∑
i≥2
(
iti
∂
∂ti−1
+ isi
∂
∂si−1
+ iui
∂
∂ui−1
)
(−B−1f)
∣∣∣
L
=
∂
∂s1
(−B−1f)
∣∣∣
L
=
∂
∂s1


(
∂
∂t1
− 2β ∂
∂a
)
f + a(k2 − k1)
−
∑
i≥2
(
iti
∂
∂ti−1
+ isi
∂
∂si−1
+ iui
∂
∂ui−1
)
f
+ (k1s1 + k2u1 − (k1 + k2)t1)


∣∣∣∣∣∣∣∣∣∣
L
=
∂2
∂s1∂t1
f + k1.
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The other identities (3.7) can be obtained in a similar way.
4 A PDE for the Gaussian ensemble with ex-
ternal source
Proof of Theorem 0.1: First observe that, with n = k1 + k2,
Pn(a;E) =
1
Zn
∫
Hn(E)
e−Tr(
1
2
M2−AM)dM =
τk1k2(t, s, u; β;E)
τk1k2(t, s, u; β;R)
∣∣∣
t=s=u=β=0
An explicit computation over the whole range yields:
τk1k2(t, s, u; β;R)
∣∣∣
t=s=u=β=0
=
1
k1!k2!
∫
Rn
∆n(x, y)
(
∆k1(x)
k1∏
i=1
e−
x2i
2
+axidxi
)
(
∆k2(y)
k2∏
i=1
e−
y2i
2
−ayidyi
)
= ck1k2a
k1k2e(k1+k2)a
2/2.
This is obtained from the representation (1.5) in terms of moments, which
themselves are Gaussian integrals,as shown in Appendix 1. From this for-
mula, it follows that
log τk1k2(t, s, u; β;R)
∣∣∣
t=s=u=β=0
=
k1 + k2
2
a2 + k1k2 log a+ Ck1k2,
where ck1k2 and Ck1k2 are constants depending on k1, k2 only. It follows that
logPn(a;E) = log τk1k2(0, 0, 0; 0;E)−
k1 + k2
2
a2 − k1k2 log a− Ck1k2 (4.1)
Thus we need to concentrate on τk1k2(t, s, u; β;E), which, by Theorem 2.1,
satisfies the bilinear identity (2.2) and thus the identities (2.9) and (2.10) of
Corollary 2.2:
∂
∂t1
log
τk1+1,k2
τk1−1,k2
=
∂2
∂t2∂s1
log τk1k2
∂2
∂t1∂s1
log τk1k2
∂
∂s1
log
τk1+1,k2
τk1−1,k2
= −
∂2
∂t1∂s2
log τk1k2
∂2
∂t1∂s1
log τk1k2
, (4.2)
20
whereas the first two Virasoro equations (3.6) yield, specializing to the locus
L = {t = s = u = 0, β = 0} and the indices k1 ± 1, k2,
∂
∂t1
log
τk1+1,k2
τk1−1,k2
= −B−1 log τk1+1,k2
τk1−1,k2
+ 2a
∂
∂s1
log
τk1+1,k2
τk1−1,k2
=
1
2
(
B−1 − ∂
∂a
)
log
τk1+1,k2
τk1−1,k2
− a (4.3)
From these three equations, the expression log
τk1+1,k2
τk1−1,k2
can be eliminated, by
first subtracting the first equations in (4.2) and (4.3) and then the second
equations in (4.2) and (4.3). Subsequently one eliminates log
τk1+1,k2
τk1−1,k2
from
the equations thus obtained, yielding
1
2
(
B−1 − ∂
∂a
)( ∂2
∂t2∂s1
log τk1k2
∂2
∂t1∂s1
log τk1k2
− 2a
)
= B−1
(
∂2
∂t1∂s2
log τk1k2
∂2
∂t1∂s1
log τk1k2
− a
)
or equivalently
B−1


(
∂2
∂t2∂s1
−2 ∂2
∂t1∂s2
)
log τk1k2
∂2
∂t1∂s1
log τk1k2

− ∂
∂a


(
∂2
∂t2∂s1
−2a ∂2
∂t1∂s1
)
log τk1k2
∂2
∂t1∂s1
log τk1k2

 = 0.
(4.4)
Using the Virasoro relations (3.7), one obtains along the locus L = {t = s =
u = 0, β = 0}:
4
∂2
∂t1∂s1
log τk1k2 =: F
+
2
(
∂2
∂t2∂s1
− 2 ∂
2
∂t1∂s2
)
log τk1k2 = H
+
1 − 2B−1
∂
∂β
log τk1k2
2
(
∂2
∂t2∂s1
− 2a ∂
2
∂t1∂s1
)
log τkk = H
+
2 (4.5)
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where, using the identity (4.1), along the locus L = {t = s = u = 0, β = 0},
F+ := 2B−1( ∂
∂a
−B−1) log τk1k2 − 4k1 = 2B−1(
∂
∂a
−B−1) logPn − 4k1
H+1 :=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
log τk1k2 +
(
B0B−1 + 4 ∂
∂a
)
log τk1k2 + 2a(k1 − k2)
=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
logPn +
(
B0B−1 + 4 ∂
∂a
)
logPn + 4ak1 +
4k1k2
a
H+2 :=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
log τk1k2 + (2aB−1−B0+2)B−1 log τk1k2+ 2a(k1+k2)
=
∂
∂a
(
B0 − a ∂
∂a
− aB−1
)
logPn + (2aB−1 − B0 + 2)B−1 logPn,
confirming (0.6). Notice that the expressions above do not contain partials
in β, except for the β-partial appearing in the second expression of (4.5).
Putting these expressions (4.5) into (4.4) yields{
B−1 ∂
∂β
log τk1k2
∣∣∣∣
L
, F+
}
B−1
=
{
H+1 ,
1
2
F+
}
B−1
−
{
H+2 ,
1
2
F+
}
∂/∂a
=: G+ (4.6)
and by involution a 7→ −a, β 7→ −β, k1 ←→ k2:
−
{
B−1 ∂
∂β
log τk1k2
∣∣∣∣
L
, F−
}
B−1
=
{
H−1 ,
1
2
F−
}
B−1
−
{
H−2 ,
1
2
F−
}
−∂/∂a
=: G− (4.7)
where
F− = F+
∣∣∣ a→ −a
k1 ↔ k2
, H−i = H
+
i
∣∣∣ a→ −a
k1 ↔ k2
.
Remember the change of variables a 7→ −a, β 7→ −β, k1 ←→ k2 acts on the
operators, since τk1k2 is invariant under this change; see (1.6).
Equations (4.6) and (4.7) yield a linear system of equations in
B−1∂ log τk1k2
∂β
and B2−1
∂ log τk1k2
∂β
from which
B−1∂ log τk1k2
∂β
=
G−F+ +G+F−
−F−(B−1F+) + F+(B−1F−)
B2−1
∂ log τk1k2
∂β
=
G−(B−1F+) +G+(B−1F−)
−F−(B−1F+) + F+(B−1F−)
22
Subtracting the second equation from B−1 of the first equation yields the
following: (
F+B−1G− + F−B−1G+
)(
F+B−1F− − F−B−1F+
)
−
(
F+G− + F−G+
)(
F+B2−1F− − F−B2−1F+
)
= 0,
establishing Theorem 0.1.
5 A PDE for the Pearcey transition proba-
bility
From the Karlin-McGregor formula for non-intersecting Brownian motions
xj(t), we have:
P
(
all xi(t) ∈ E, 1 ≤ i ≤ n
∣∣∣∣ given xi(0) = γigiven xi(1) = δi
)
=
∫
En
1
Zn
det(p(t; γi, xj))1≤i,j≤n det(p(1− t; xi′ , δj′))1≤i′,j′≤n
n∏
1
dxi
for the Brownian motion kernel
p(t, x, y) :=
1√
πt
e−
(y−x)2
t .
Aptekarev, Bleher and Kuijlaars introduce in [7] a change of variables trans-
forming the Brownian motion problem into the Gaussian random ensemble
with external source. For E :=
⋃r
i=1[b2i−1, b2i], we have, using this change of
variables,
xi = x
′
i
√
t(1− t)
2
and yi = y
′
i
√
t(1 − t)
2
,
in equality
∗
=,
P
±a
0 (all xj(t) ∈ E)
:= P

 all xj(0) = 0all xj(t) ∈ E k left paths end up at −a at time t = 1,
k right paths end up at +a at time t = 1


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= lim
all γi → 0
δ1, . . . , δk → −a
δk+1, . . . , δ2k → a∫
En
1
Zn
det(p(t; γi, xj))1≤i,j≤n det(p(1− t; xi′ , δj′))1≤i′,j′≤n
n∏
1
dxi
=
1
Zn
∫
En
∆n(x, y)
(
∆k(x)
k∏
i=1
e−
x2i
t(1−t)
+
2axi
1−t dxi
)(
∆k(y)
k∏
i=1
e−
y2i
t(1−t)
−
2ayi
1−t dyi
)
∗
=
1
Z ′n
∫
(
E
√
2
t(1−t
)n ∆n(x′, y′)
(
∆k(x
′)
k∏
i=1
e−
x′2i
2
+a
√
2t
1−t
x′idx′i
)
(
∆k(y
′)
k∏
i=1
e−
y′2i
2
−a
√
2t
1−t
y′idy′i
)
= Pn
(
a
√
2t
1− t ; b1
√
2
t(1− t) , . . . , b2r
√
2
t(1− t)
)
with Pn of Theorem 0.1, using (1.1) and (1.3), with k = k1 = k2. Setting
eg(t) :=
√
2t
1− t and e
h(t) :=
√
2
t(1− t) (5.1)
B˜k =
2r∑
1
vk+1i
∂
∂vi
, Bk =
2r∑
1
bk+1i
∂
∂bi
, (5.2)
we find
P
±a
0 (t; b1, . . . , b2r) = Pn(ae
g(t); b1e
h(t), . . . , b2re
h(t)) = Pn(u; v1, . . . , v2r)
∣∣∣
u=aeg(t)
v=beh(t)
.
(5.3)
From Theorem 0.1, it follows that Pn(u; v1, . . . , v2r) satisfies the non-linear
equation (0.5), with a and all bi’s replaced by u and vi respectively. In order
to find the equation for P±a0 (t; b1, . . . , b2r), one needs to compute the partial
derivatives in ti and bi in terms of partials in u and vi, appearing in equation
(0.5) and use the relationship (5.3). To be precise, compute(
∂
∂t
)i
(B0)j(B−1)ℓ P±a0 with i+ j + ℓ ≤ 4 and i, j, ℓ ≥ 0, (5.4)
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yielding a system of 34 linear equations in 34 unknowns(
∂
∂u
)i
(B˜0)j(B˜−1)ℓ Pn with i+ j + ℓ ≤ 4 and i, j, ℓ ≥ 0, (5.5)
which one solves. Notice, one always writes (B˜0)j(B˜−1)ℓ in that order, using
the commutation relation [B˜−1, B˜0] = B˜−1. For instance,
(B−1)jP±a0 = ejh(t)(B˜−1)jPn, (B0)jP±a0 = (B˜0)jPn j = 1, . . . , 4.
∂P±a0
∂t
=
(
g′(t)u
∂
∂u
+ h′(t)B˜0
)
Pn
∂2P±a0
∂t2
=
(
g′(t)u
∂
∂u
+ h′(t)B˜0
)(
g′(t)u
∂
∂u
+ h′(t)B˜0
)
Pn
+
(
g′′(t)u
∂
∂u
+ h′′(t)B˜0
)
Pn
...
The partials (5.5) thus obtained are now being substituted into the 4th order
equation (0.5), with a and bi replaced by u and vi, and thus the Bj by B˜j ,
yielding a new 4th order equation involving the partials (5.4).
Let now the number of particles n go to infinity, together with the corre-
sponding scaling (see [7, 23])
n = 2k =
2
z4
, ±a = ± 1
z2
, bi = xiz, t =
1
2
+ sz2, for z → 0. (5.6)
It is convenient to replace the ± in (5.6) by the variable ε, which one keeps
in the computation as a variable. The scaling combined with the change of
variables (5.3) leads to the following expressions u and vi in terms of z:
2k =
2
z4
u = aeg(t) = a
√
2t
1− t =
ε
√
2
z2
√
1
2
+ sz2
1
2
− sz2
vi = bie
h(t) = bi
√
2
t(1− t) = xi
z
√
2√
1
4
− s2z4
(5.7)
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So, the question now is to estimate:

(
F+B˜−1G− + F−B˜−1G+
)(
F+B˜−1F− − F−B˜−1F+
)
−
(
F+G− + F−G+
)(
F+B˜2−1F− − F−B˜2−1F+
)


∣∣∣∣∣∣ u 7→ ε√2z2
√
1
2
+sz2
1
2
−sz2
vi 7→ xi z
√
2√
1
4
−s2z4
n 7→ 2z4
(5.8)
For this, we need to compute the expressions F±, B˜−1F±, B˜2−1F±, G± and
B˜−1G± appearing in (5.8) in terms of
Qz(s;x1, . . . , x2r)
:= logP2/z4

ε√2
z2
√
1
2
+ sz2
1
2
− sz2 ; x1
z
√
2√
1
4
− s2z4
, . . . , x2r
z
√
2√
1
4
− s2z4


= Q(s;x1, . . . , x2r) +O(z), (5.9)
with
Q(s; x1, . . . , x2r) = log det (I −KsχEc ) , (5.10)
as shown in [23]. Without taking a limit on Qz(s; x1, . . . , x2r) yet, one com-
putes
F ε = − 4
z4
− 1
4z2
B2−1Qz +
ε
4z
B−1 ∂Qz
∂s
+O(z)
1√
2
B˜−1F ε = − 1
16z3
B3−1Qz +
ε
16z2
B2−1
∂Qz
∂s
− εs
8
B2−1
∂Qz
∂s
+O(z)
B˜2−1F ε = −
1
32z4
B4−1Qz +
ε
32z3
B3−1
∂Qz
∂s
− εs
16z
B3−1
∂Qz
∂s
+O(1)
Gε =
3ε
8z9
B3−1Qz +
εs
4z7
B3−1Qz
− 1
128z6
[
(B−1 ∂Qz
∂s
)(B3−1Qz) + 32B0B2−1Qz −
(B2−1Qz + 64s)B2−1 ∂Qz∂s
−64B2−1Qz + 16
∂3Qz
∂s3
]
+O(
1
z5
)
1√
2
B˜−1Gε = 3ε
32z10
B4−1Qz +
εs
16z8
B4−1Qz
+
1
512z7
[
−(B−1∂Qz
∂s
)(B4−1Qz)− 32B0B3−1Qz +
(B2−1Q + 64s)B3−1 ∂Qz∂s
+32B3−1Qz − 16B−1
∂3Qz
∂s3
]
+O(
1
z6
). (5.11)
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The formulae needed to obtain the expansions above for Gε and B˜−1Gε are
given in Appendix 2. From the expressions above one readily deduces
F+B˜−1G− + F−B˜−1G+ = −
√
2
64z11


2(B−1 ∂Qz∂s )(B4−1Qz)
−32(B0 − 2s ∂∂s − 1)B3−1Qz
+(B2−1 ∂Qz∂s )(B3−1Qz)− 16B−1 ∂
3Qz
∂s3

+O(
1
z9
)
F+B˜−1F− − F−B˜−1F+ = ε
∂
∂sB2−1Qz√
2z6
+O(
1
z4
)
F+G− + F−G+ = − 1
16z10


2(B−1 ∂Qz∂s )(B3−1Qz)
−32(B0 − 2s ∂∂s − 2)B2−1Qz
+(B2−1 ∂Qz∂s )(B2−1Qz)− 16∂
3Qz
∂s3

+ O(
1
z8
)
F+B˜2−1F− − F−B˜2−1F+ = ε
∂
∂sB3−1Qz
4z7
+O(
1
z5
).
Using this expressions, one easily deduces for small z,
0 =


(
F+B˜−1G− + F−B˜−1G+
)(
F+B˜−1F− − F−B˜−1F+
)
−
(
F+G− + F−G+
)(
F+B˜2−1F− − F−B˜2−1F+
)


∣∣∣∣∣∣ u 7→ √2
z2
√
1
2
+sz2
1
2
−sz2
vi 7→ xi
z
√
2√
1
4
−s2z4
n 7→ 2
z4
= − ε
2z17


{
B2−1 ∂Q∂s , 12 ∂
3Qz
∂s3 + (B0 − 2)B2−1Qz
}
B−1
+ 1
16
B−1 ∂Qz∂s
{
B3−1Qz,B2−1 ∂Qz∂s
}
B−1

 +O( 1z15 )
= − ε
2z17
(
the same expression for Q(s;x1, . . . , x2r)
)
+O(
1
z16
),
using (5.10) in the last equality. Taking the limit when z → 0 yields equation
(0.5) of Theorem 0.2.
6 Appendix 1
Setting
µi+j−1(±a) := µ±ij(t, s, u; β,R)
∣∣
t=s=u=β=0
=
∫
R
zi+j−1e−
z2
2
±azdz,
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one computes5:
Lemma 6.1
τk1k2(t, s, u; β,R)
∣∣
t=s=u=β=0
= det


(µi+j(a)) 0 ≤ i ≤ k1 − 1
0 ≤ j ≤ n − 1
(µi+j(−a)) 0 ≤ i ≤ k2 − 1
0 ≤ j ≤ n − 1


= ck1k2a
k1k2e
(k1+k2)
2 a2.
with
ck1k2 = (−2)k1k2(2π)
k1+k2
2
k1−1∏
0
j!
k2−1∏
0
j! .
Proof: By explicit integration, one computes
µ0(a) =
√
2π e
a2
2 and µi(±a) =
√
2π
(
± d
da
)i
e
a2
2 .
Define the Hermite polynomials (except for a minor change of variables)
pi(a) := e
− a
2
2
(
d
da
)i
e
a2
2 =
(
d
da
+ a
)
pi−1(a).
The following holds:
p2i(a) = even polynomial, p2i+1(a) = odd polynomial of a,
which is used in equality
∗∗
= below, and
pk+n(a) = p
(n)
k + β1(a)p
(n−1)
k + β2(a)p
(n−2)
k + . . .+ βnpk,
5Remember n = k1 + k2.
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where p
(n)
k :=
(
d
da
)n
pk and where βi(a) are polynomials in a, independent of
k; this feature is used in equality
∗
= below. Then we compute:
τk1k2(t, s, u; β,R)
∣∣
t=s=u=β=0
= (
√
2π)n e
na2
2 det


(pi+j) 0 ≤ i ≤ k1 − 1
0 ≤ j ≤ n− 1
((−1)i+jpi+j) 0 ≤ i ≤ k2 − 1
0 ≤ j ≤ n− 1


= (
√
2π)n(−1) k2(k2−1)2 ena
2
2 det


(pi+j) 0 ≤ i ≤ k1 − 1
0 ≤ j ≤ n− 1
((−1)jpi+j) 0 ≤ i ≤ k2 − 1
0 ≤ j ≤ n− 1


∗
= (
√
2π)n(−1) k2(k2−1)2 ena
2
2 det


(
p
(i)
j
)
0 ≤ i ≤ k1 − 1
0 ≤ j ≤ n − 1(
(−1)jp(i)j
)
0 ≤ i ≤ k2 − 1
0 ≤ j ≤ n− 1


∗∗
= ck1k2e
na2
2 det


(
(aj−1)(i)
)
0 ≤ i ≤ k1 − 1
1 ≤ j ≤ n(
((−a)j−1)(i)) 0 ≤ i ≤ k2 − 1
1 ≤ j ≤ n


= ck1k2e
na2
2 det


(αija
j−i) 1 ≤ i ≤ k1
1 ≤ j ≤ n(
αija
j−i+k1
)
k1 + 1 ≤ i ≤ n
1 ≤ j ≤ n


= ck1k2e
na2
2
∑
σ∈Sn
(−1)σ
∏
1≤i≤k1
αiσ(i)a
σ(i)−i
∏
k1+1≤i≤n
αiσ(i)a
σ(i)−i+k1
= ck1k2e
na2
2
∑
(−1)σa
∑n
1 (σ(i)−i)
(
ak1
)k2 ∏
1≤i≤n
αiσ(i)
= c′k1k2e
(k1+k2)
2
a2ak1k2,
where the αij are coefficients, some of which vanish. Indeed, each of the
blocks in the matrix above is upper-triangular. To evaluate c′k1k2 , observe,
upon completing the squares in the exponentials and setting xj 7→ xj −
29
a, yj 7→ yj + a in the integral,
τk1k2(t, s, u; β;R)
∣∣∣∣∣
t=s=u=β=0
=
1
k1!k2!
∫
Rk1+k2
∆k1+k2(x, y)
(
∆k1(x)
k1∏
j=1
e−
x2j
2
+axjdxj
)
(
∆k2(y)
k2∏
j=1
e−
y2j
2
−ayjdyj
)
.
This integral equals
= e(k1+k2)a
2/2
(
(−2a)k1k2ck1,0c0,k2 + lower order terms in a
)
= e(k1+k2)a
2/2
(
(−2a)k1k2(2π) k1+k22
k1−1∏
0
j!
k2−1∏
0
j! + lower order terms in a
)
The result in the first part of this proof implies the absence of the lower
terms and thus Lemma 6.1.
7 Appendix 2
In order to compute the asymptotics (5.11) for the expression Gε and B−1Gε,
as defined in (0.6), one needs the following asymptotics:
F ε = − 4
z4
− 1
4z2
B2−1Qz +
ε
4z
B−1 ∂Qz
∂s
+O(z)
1√
2
B˜−1F ε = − 1
16z3
B3−1Qz +
ε
16z2
B2−1
∂Qz
∂s
− εs
8
B2−1
∂Qz
∂s
+O(z)
B˜2−1F ε = −
1
32z4
B4−1Qz +
ε
32z3
B3−1
∂Qz
∂s
− εs
16z
B3−1
∂Qz
∂s
+O(1)
1√
2
∂
∂a
F ε = − ε
16z2
B2−1
∂Qz
∂s
+O(
1
z
)
∂
∂a
B˜−1F ε = − ε
32z3
B3−1
∂Qz
∂s
+O(
1
z2
)
1√
2
Hε1 =
6ε
z6
+
4εs
z4
− 1
8z3
B−1 ∂Qz
∂s
+O(
1
z2
)
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B˜−1Hε1 = −
1
16z4
B2−1
∂Qz
∂s
− ε
16z3
B−1∂
2Qz
∂s2
+
1
8z2
B0B2−1Qz +O(
1
z
)
1√
2
B˜2−1Hε1 = −
1
64z5
B3−1
∂Qz
∂s
− ε
64z4
B2−1
∂2Qz
∂s2
+
1
32z3
(B0 + 1)B3−1Qz +O(
1
z2
)
1√
2
Hε2 =
ε
4z4
B2−1Qz +O(
1
z3
)
∂
∂a
Hε2 =
1
8z4
B2−1
∂Qz
∂s
− 1
16z3
B−1 ∂
2Qz
∂s2
− 1
16z2
(
∂3
∂s3
− 4B2−1)Qz +O(
1
z
)
B˜−1Hε2 =
ε
8z5
B3−1Qz +O(
1
z4
)
1√
2
∂
∂a
B˜−1Hε2 =
1
32z5
B3−1
∂Qz
∂s
− ε
64z4
B2−1
∂2Qz
∂s2
− 1
64z3
(
∂3
∂s3
− 4B2−1)B−1Qz +O(
1
z2
).
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