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Abstract
Masters of Science
by
Craig Waitt

This study evaluates the performance of a computational method known as the Ran
dom Phase Approximation (RPA) for a Nickel catalyst that activates the C-CN bond
of benzonitrile. The reaction mechanism contains two distinct processes. The first pro
cess describes the cleavage of the C-CN bond of benzonitrile. The latter describes the
fluxionality of benzonitrile about the Nickel atom. Many popular computational meth
ods would struggle to properly describe either or both processes, because they may not
perform consistently for transition-metal complexes, are computationally expensive, or
have a strong dependence on orbital energy gaps. The RPA provides results with an ex
cellent balance of accuracy with a scaling factor small enough to study many chemically
relevant systems.
When compared to density functional theory (DFT), the RPA performs slightly better
than the dispersion corrected functionals when describing the C-CN activation of ben
zonitrile, and slightly worse than the dispersion corrected functionals when describing
the fluxionality of the mechanism. However, it provides more consistent and reliable re
sults than Mpller-Plesset Perturbation Theory and Coupled-Cluster Theory with Single
and Double excitations. Overall, the RPA performs on par or better than the majority
of the DFT functionals and certainly performs better than the more expensive MP2.
Although RPA is not error free and does not come within chemical accuracy of 1 kcal
mol-1, the RPA results are in excellent agreement with both accurate theoretical results
and experimental data. The RPA is a step forward toward a systematic, parameter
free, all-round method to describe transition-metal chemistry that offers an excellent
alternative to the more expensive electron correlated methods, and less consistent DFT
functionals.
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C hapter 1

Introduction

1.1

O verview

Computational methods have become an indispensable tool for elucidating the mech
anism of organometallic reactions. 1 The rapid increase of computer power and com
putational methods has given chemists the ability to predict complex and important
processes without wasting expensive materials. Unfortunately, many of these methods
are quick but unreliable for compounds containing first row transition metals; or they
are accurate but computationally expensive. There is a need for a method that has
room for systematic improvement and describes organometallic mechanisms with a re
liable degree of accuracy in a reasonable amount of time. Since its redevelopment, the
Random Phase Approximation appears to be the solution.
The Random Phase Approximation (RPA) dates back to the early 1950 using the Plasmon equations in a Hartree-Fock context.2-5 Since then, the RPA has been developed
so it can be expressed in terms of the adiabatic connection and fluctuation-dissipation
theorem in a Kohn-Sham context;6-8 turning it into a fairly robust method that is very
affordable compared to many wavefunction based methods. As a result, the RPA has
seen a recent revival.9-11
The RPA is reasonably cost effective and is advantageous for a wide range of applica
tions including systems, 12 molecules,7>9»13-i8 solids, 19-24 and surfaces.25,26 Compared to
1
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semilocal density functional theory (DFT),27 the RPA is parameter-free, includes disper
sion interactions seamlessly, and dramatically reduces Coulomb self-interaction errors.
The results of semilocal functionals can be corrected with a dispersion correction28 to
get “improved” results, but these corrections are done empirically.
In comparison to Mpller-Plesset Perturbation Theory,29 RPA is nonperturbative, allow
ing it to be used for systems that contain small HOMO-LUMO gaps. There is also
an intimate link between RPA and Couple-Cluster Theory,30 making RPA results very
similar to those obtained from a Couple-Cluster calculation.
The RPA has a scaling factor of N A Log (A”), where N is the size of the system. This
allows the RPA to be used for systems that contain over 100 atoms.31 Compared to wavefunction based methods, which begin scaling as N 5, RPA can non-empirically describe
short and long-range interaction within a reasonable amount of time.
The RPA is expected to be an advantageous method to study transition-metal catalysis
for the aforementioned reasons. The performance of the RPA is an order of magnitude
better than conventional semilocal DFT and on par with dispersion corrected hybrid
functionals. 10 Although not without error, the RPA is a step forward toward finding
methods to calculate energy barriers and electronic structure for both main group and
transition-metal complexes. The applicability of the RPA allows it to be used as a
general, all-round method to evaluate reaction energies, barrier heights, dipole moments,
and other properties for ground state systems.

1.2

M o tiv a tio n and O b je ctiv es

The primary goal of this study is to benchmark the performance of the RPA to predict
theoretical and experimental energy barriers and geometries. Since there is not a consis
tent “go to” method for first row transition-metal complexes, there is a need to develop
one to describe different properties of these compounds. The RPA is an excellent can
didate since it has a scaling factor similar to hybrid DFT while maintaining consistency
and including dispersion interactions; something lacking in DFT.

Chapter 1: Introduction

3

Other than benchmarking RPA, another goal is to confirm if Nickel would be a good
replacement for Palladium and Platinum. Carbon-Carbon (C-C) bond activation is
attracting interest in chemistry because this reaction has a broad range of applications.
Some of these applications include petroleum refining, 32 natural product synthesis,33 and
carbon functionalization.34 Palladium and Platinum catalysts work very well for these
processes,30 but unfortunately these metals are rare, expensive, and toxic. Nickel is a
good replacement since it experiences the same coordination chemistry as Pd and Pt. It
is far more inexpensive and abundant that the heavier transition metals. Unfortunately,
direct substitution of these metals for Nickel, is not simple. Nickel catalysts often have
higher energy barriers than Pd and P t .36
In order to predict if a particular Nickel catalyst would be effective compared to its
Pd and Pt counterparts, organometallic chemists use computational chemistry rather
than wasting expensive resources. The aforementioned qualities of the RPA make it an
excellent candidate to predict whether a transition-metal catalyst would be effective.

1.3

O rgan ization o f W ork

Chapter 2 outlines the theoretical background beginning with the Schrodinger Equation,
then continues onto electron correlated methods, density functional theory, and the
Random Phase Approximation. Chapter 3 gives a detailed description of the mechanism
of the Nickel catalyst that will be studied.
Chapter 4 focuses on the results and discussion regarding the energy barriers and elec
tronic structure. In this chapter, RPA calculated results are compared to electron cor
related and DFT results, followed by experimental data. The conclusions and recom
mendations for further work are outlined in Chapter 5.
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Theoretical Background
A brief review of the theoretical concepts of the methods used in this study is discussed.
The first section lays out the foundation of quantum chemistry and discusses the first
approximations made to solve the many-body Schrodinger Equation. From here, two
paths to solve the Schrodinger Equation are introduced: electron correlated methods
and density functional theory. Section two goes into brief detail regarding electron
correlated methods and how they are used to improve the energy obtained from the
Hartree-Fock Approximation. Section three discusses density functional theory, with
particular emphasis on its performance for transition-metal systems. The final section
gives a brief overview of the Random Phase Approximation and why it is expected to be
advantageous for transition-metal complexes compared to electron correlated methods
and density functional theory.

2.1

T h e Sch rod in ger E q u a tio n

The starting point for any discussion of quantum mechanics begins with the Schrodinger
Equation 37,38
Hty = EV,

4

(2.1 )
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where the Hamiltonian (H ) is defined as,
N

Attuti

N

ZiZi
+ 2 2-^ ^ 47reo|n - rj\
1=1 j#*

XEE

( 2 . 2)

and At is the N-body wavefunction. V 2 represents the second derivative of the position
of the particles in the system, m is the mass of the particle, and N, r, and Z denotes
the number, spatial coordinates, and charge of the particles, respectively.

2.1.1

M a n y -B o d y S y stem s

As simple as the Schrodinger Equation looks, exact solutions can only be obtained for
a limited number of problems. For many-body systems, the Schrodinger Equation can
not be solved exactly. When considering a system containing N electrons and several
nuclei, the Hamiltonian expands to:
H -

h2
Airm e

Here, rij and

h2
AttM iz E v

E
i.k

ZfcC2
n,k

+E ZkZi

(2.3)

r k,l

represent the inter-electronic and internuclear distances respectively.

The first two terms of Equation 2.3 are associated with the kinetic energy of the elec
trons with mass me and kinetic energy of the nuclei with mass Mk. The third, fourth,
and fifth terms refer to the nuclear-electronic, nuclear-nuclear, and electronic-electronic
interactions respectively. The Born-Oppenheimer Approximation 17,39can be applied to
separate electronic and nuclear motion. This makes the Hamiltonian more manageable,
but the inter-electronic interaction term makes the Schrodinger Equation impossible to
solve for a many-body system.
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H artree-F ock A p p ro x im a tio n

The Hartree-Fock (HF) approximation is central to quantum mechanics as it is the
building block for many other methods.37,40,41 The HF approximation starts by approx
imating the wavefunction as a product of one electron orbitals.
tf(ri,r2,...,rjv) = 0 i(ri)0 2(r2).~</w(rjv),

(2.4)

where fa is a molecular orbital, which can be expressed as a linear combination of atomic
orbitals (LCAO). This turns the Schrodinger Equation into an independent particle
model, which is known as the Hartree Product.
The one electron Hamiltonian is separable
N

*le = £ f c ,

(2.5)

i= 1

and fa is defined as
hi

1
2

M

Zk
v2- £k=1 Tik

( 2 . 6)

where M is the total number of nuclei. The separable Hamiltonian and the Hartree
Product (4/h p ) can be used to evaluate the Schrodinger Equation.
N

#le^HP =

hj(j)i(J)2...(f)]sr
i= 1

= ( ^ 1 0 1 )4>2---4>N + 0 l ( ^ 2 0 2 ) - - - 0 A T + ••• + 0 1 0 2 - - - ( h . / V 0 j v )

= ( C l 0 l ) 0 2 + 0l(c202 )---4>N + ••• + 0 1 0 2 4>N)
N

= y ^ e i 0102---0AT
i= 1
N

= (£ e i)* H P

(2.7)

i= 1

Equation 2.7 proves that the one electron Hamiltonian evaluated in the Schrodinger
Equation is the sum of the independent electronic energies. This allows one to express
the energy of a system in terms of independent electrons.
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There are some issues writing out the Hartree Product as in Equation 2.4. Firstly,
including electron-electron interactions is critically important and should not be omitted.
Secondly, the Hartree Product does not satisfy the Pauli Exclusion Principle. A solution
to the latter would be to write the Hartree Product as a Slater Determinant.

^ SD =

l*lX2,"XAr>•

(2-8)

Here, N is the total number of electrons and Xi are a set of spin-orbitals that form a
linear combination of atomic orbitals. This obeys the Pauli Exclusion Principle, but
only includes electron-electron interactions as an average.
The sum of the energies of each independent electron can be evaluated by using a Slater
Determinant and the Fock operator (/).
N

N

( ^ 2 fi)^SD = ( ^

i=1

e* ) ^ SD

( 2>9)

¿=1

The Fock operator is defined as
1

nuclei 7

¿ = “ V2 - E ^ + ^ HF0 '}>
z
k Tlk

(2-10)

where ViHF{j} is the HF potential which depends on the results of electrons j. The
potential of electron i is solved by using mean-field theory. In order to solve for electron
i, the results of electrons j are required. These coupled problems can be solved through
the Self-consistent Field (SCF) procedure.
Once the SCF procedure is complete, the end result is a set of molecular orbitals, each
with a corresponding energy eigenvalue. The electrons populate the lowest energy orbital
first with no more than two electrons per orbital. Therefore, the total Hartree-Fock
energy of a system becomes

Chapter 2: Theoretical Background
where ne is the total number of electrons, Jij is the Coulomb operator defined as

Jij = J d r i d r 2 ^ t * ( r i ) ^ t j ( r i ) r ^ 2

(r 2 ) ^ j { r 2 )

(2.12)

and Kij is the Exchange operator which is defined as
Kij = J d r i d r 2 ^ * ( r i ) ^ ( r i ) r f 21^ * ( r 2 ) ^ ( r 2)

(2.13)

It is important to note that the Hartree-Fock energy is not just the sum of the orbital
energies. The Coulomb and Exchange integrals must be included to properly describe
the Hartree-Fock energy.

2.2

B a sis S e ts

The wavefunctions used to solve the Schrodinger Equation are expressed in terms of
atomic orbitals.
^ = CiCi + Cj^j + ck^pk +
where

(2.14)

is the molecular orbital written in terms of atomic basis functions {gpi).

Basis sets are sets of mathematical functions used to describe the molecular orbitals of
a system. These bases are expressed as a linear combination of atomic orbitals with co
efficients that are determined through some iterative process. As mentioned earlier, the
wavefunction is best described as a Slater Determinant, but the wavefunctions were con
sidered complete. In other words, the wavefunctions were constructed using an infinite
number of basis functions.
In practice, one cannot make use of an infinite basis set. In order to work with a
wavefunction, the number of basis sets must be truncated to some predetermined level.
The computational cost increases as H 4 where B is the number of basis functions.
Therefore, small wavefunctions are computationally affordable, but they do not represent
a good approximation of the actual wavefunction resulting in inferior results compared
to larger wavefunctions.
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E lectro n C orrelation M eth o d s

As stated in section 2.1.2, the Hartree-Fock approximation only accounts for the electronelectron interactions in a general sense. Although this approximation accounts for most
of the energy, the heart of the chemistry is contained within the electron-electron in
teractions.'5' Methods that approximate the electron-electron interactions are known as
electron correlated methods.
The correlation energy is defined as
Ecorr = E\$ —E uf,

(2.15)

where Ey is the exact energy of a system and E uf is the energy evaluated with the
Hartree-Fock Approximation.
In order to calculate the electronic correlation, post-HF methods must be used. Without
being complete, two methods discussed in this study are Mpller-Plesset Perturbation
Theory and Coupled-Cluster Theory. These have been chosen for this study based on
their popularity through the field of computational chemistry and the reasonable amount
of resources required to compute properties at these levels of theory.

2.3.1

P e r tu rb a tio n T h eory

Before discussing Mpller-Plesset Perturbation Theory, general perturbation theory should
be reviewed.
In general perturbation theory, there is some operator A
A = A(0) + XP,
where

(2.16)

is an operator for which an eigenfunction can be found and P is a perturbing

factor with a dimensionless parameter (A) that varies from 0 to 1. If the solution of A(0)
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is known, then the Equation 2.16 can be solved using the Schrodinger Equation.
(2.17)

(À<°> + AP)®0 = a io ,

The ground-state eigenfunctions and eigenvalues can be expanded as a Taylor series in
A as,
(0)
iTf. _ lTf(O) I \
I
I 1 \2
* ° - * o + A ^ T U=0 + 2!A d *

1 .,<92# i0)
li=0 + 3!A' ^ V

U=o + •••>

(2.18)

with corresponding eigenvalues

a0 —

da,(o)
d\

^ ~~A \

^

1 , 2^ 2ao°^1
IA=0
2!
d \2

IA=0 + XT A

1 . qd
3^ 2an°^
“0
d A3 U=0 + •••;

+ —A

3!

(2.19)

where a ^ J is the eigenvalue for ^ q0^, which is the normalized ground-state eigenfunction
for o4(°).
For ease of notation, Equations 2.18 and 2.19 can be rewritten as
= ^o0) + A ^ 1} + A2# ^ + A3^

+ ...

ao ~ ao ^ ~l~Xoq ^ + A2a[, ^ + A3<2q ^ + ...,

(2.20)
(2.21)

where the (nth) superscript refers to the nth-order corrections to the zeroth order term.
In order to obtain a workable expression for
that belong to

one uses the complete set of solutions

.
( 2 - 22)

i>0
Each nth ordered correction can be written as a linear combination of the complete set
of eigenfunctions of zT°).

2 .3 .2

M 0 lle r -P le sse t P e r tu rb a tio n T h eo ry

Mpller-Plesset Perturbation Theory29 is widely used in quantum chemistry. It can ap
proximate the electron correlation by partitioning the Hamiltonian into two distinct
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parts. The first piece contains the terms that can be easily solved. The second piece is
the electronic interaction term (which is a small but a crucial piece of the Hamiltonian).
In Mpller-Plesset (MP) perturbation theory, A becomes the Hamiltonian and

be

comes H (°\ which is the sum of the one particle Fock operator, where
n

H {0) = '£,}*■

(2-23)

i= 1

Here n is the number of basis functions and fi is defined as in Equation 2.10.

is

taken to be the Slater Determinant from the HF method.
occ.

=E e

(2.24)

i

When

is applied to the HF wavefunction, the eigenvalue is the sum of the occupied

orbital energies. However this is not equal to the HF energy. The electron-electron
interactions have been counted twice. The perturbation operator, which is the difference
between the exact and HF energy, must correct for this and is given by,
OCC. OCC. 1

1

OCC. OCC.

P ~ XZ XZ
T7. ~ XZ .
. . 7 Z7
i j>i
J
i j

~

£

(2.25)

The first term is proper way of computing electron repulsions (as seen in the Hamil
tonian) and the second term is how electron repulsions are computed from summing
over the Fock operator for the occupied orbitals, where J and K are the Coulomb and
Exchange operators.
If the first-order correction a ^ is applied to the zeroth-order eigenvalue defined by
Equation 2.24, the MP1 method is produced. By multiplying

on the left and
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integrating, the MP1 approximation becomes,
a(o) _|_ a(i) _ ^ (° )| ^(°) |^(°)) + ^ (° )| p(°) |^(°))

= E hf-

(2.26)

It can be seen the first-order correction to zeroth-order eigenvalue simply reduces to
the exact HF energy. In order to obtain information about the electron correlation,
second-order or higher corrections must be accounted for. The second-order correction
is written on the basis of doubly excited Slater Determinants. The expression for the
correction is

occ occ v irt virt

,(2) -

EEEE
i

j> i

a

b>a

[{ij\ab) - (ia\jb)]2
ei + Cj —ea —

(2.27)

where (ij\ab) is the Coulomb integral and (ia\jb) is the Exchange integral.
This term accounts for two electrons being promoted from occupied orbitals i and j into
unoccupied orbitals a and b. The summation is restricted such that the each excited
state is only counted once. The sum of the first two corrections and the zeroth-order
eigenvalue given defines the MP2 energy.

= E uf +
= e hf + Ea{2)
E'mp2 = E hf + E mp2

(2.28)

MP2 is currently the most economical method for computing the electronic correlation
energies for main group chemistry. It formally scales as N 5 where N is the number of
electrons. Analytical gradients and second derivatives are available for MP2 potential
energy surface scans. Higher ordered MP correction can be added to obtain a better cor
relation energy. These methods are referred as MP3, MP4, ..., and MPn. Unfortunately
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they have a limited use since they scale rapidly and can suffer from divergences.42
Approximations can be made to MP2 to either improve results or decrease computational
resources. The localized MP2 (LMP2) changes the scaling of traditional MP2 to a linear
scale with system size.43 Methods such as spin component scaled MP2 (SCS-MP2) can
improve the MP2 correlation energy by introducing independent scaling factors for same
and opposite spin components.41 The F12 basis sets can also be used to help improve
the basis set convergence of MP2 calculations.45
One unfortunate flaw of MP2 is that it is not applicable to systems with small HOMOLUMO gaps. This can be seen in Equation 2.27. If the virtual and occupied orbitals
have near-degeneracies, the second-order term will approach infinity and the method will
not converge. Another issue with all the MPn methods is that they are not variational.
Even ordered perturbation methods often overestimate the correlation energies while
odd numbered perturbation methods underestimate the correlation energies.

2 .3 .3

C o u p led -C lu ster T h eo ry

Another way of computing the correlation energy is the Coupled-Cluster (CC) method.37
The CC method works by defining the exact wavefunction as
= e^'pHFj

(2.29)

where T is the cluster operator. The cluster operator is defined as
T = Ti + r 2 + T3 + ... + f„,

(2.30)

where n is the total number of electrons and the various Ti operators generate all possible
determinants having i excitations from the reference. The eT term can be expressed as
a Taylor series which can be evaluated as
* = (1 + T

+t r 2 + i f 3 + ... +

HF,

(2.31)
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If all the cluster operators are included and evaluated in the Schrodinger Equation, the
exact energy would be obtained. Unfortunately, using all the cluster operators is too
expensive and unnecessary since usually only the first three operators are needed to
obtain chemical accuracy of 1 kcal mol-1. Therefore, the cluster operator in Equation
2.30 can be truncated to only include T\, T\ and T2, and T\, T2 and T3. These methods
have been abbreviated as CCS, CCSD, and CCSDT respectively.
As mentioned above, these methods can become very expensive. One way of reducing
the cost but still attain chemical accuracy is to include the single and double excita
tions as described in equations 2.29 and 2.30, and then include the triple excitations
perturbatively. This reduces the scaling to N 7. Including the triples in this manner
turns CCSDT into the very popular Coupled-Cluster method with singles, doubles, and
perturbative triples (CCSD(T)).
CCSD(T) is known as the gold standard of all single-reference methods. It can reach
chemical accuracy for nearly any gas phase system. Unfortunately, it is very expensive
so it can only be applied to systems about the size of a nucleic acid using a small or
medium basis set.

2.4

D e n sity F u n ction al T h eo ry

Density Functional Theory (DFT) is known as the “workhorse” of computational chem
istry and is used in nearly every computational study.'1' Burke summarizes the history,
theory, and pros and cons of DFT in a 2012 review.4<) The following sections will discuss
the basic principle of DFT, the different types of functionals, and its advantages and
disadvantages in regards to this study.

2.4.1

P h ilo so p h y

The wavefunction is incredibly important but cannot be solved analytically for manybody systems. In Hartree-Fock theory, the wavefunction is approximated using a Slater
Determinant, which is a sum of one-electron wavefunction products. In the 1920s,
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Thomas and Fermi formalized a new variable called the electron density (p). The den
sity describes the electron distribution and does not separate the electronic interactions
into an independent system. Although their assumptions were only applicable for the
uniform electron gas, they laid the foundation for modern DFT.

2.4 .2

H oh en b erg -K o h n T h eorem s

DFT begins with the Hohenberg-Kohn theorems.4' The first theorem states that for
any system of interacting particles in an external potential, the ground-state density
determines the external potential.
p(r) -> l'ext(r)

(2.32)

According to the theorem, the total energy of the system is
E \p(r)] =

J Vext(r)p(r)dr + F[p(r)],

(2.33)

where F[p(r)] is known as the universal functional. It is the sum of the kinetic energy
of the electrons and the contribution from inter-electronic interactions, which is defined
as
F[p{r)] = T[p(r)] + ì

vH[p{r)]p(r)dr,

(2.34)

where Vh is the classical Hartree potential describing the Coulombic interaction between
electrons.
The second Hohenberg-Kohn theorem shows that if p(r) is normalized to the number of
particles in the system, then the total energy of the system E[p(r)\ becomes a minimum
if and only if p(r) is the exact ground-state density.
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K o h n -S h a m E q u ation s

The Hohenberg-Kohn theorems state that the ground-state density uniquely determines
all ground-state observables and it can be determined from the ground-state energy func
tional E[p{r)\. However, the theorems do not suggest a way of solving the Schròdinger
Equation.
Walter Kohn and Lu Jeu Sham48 discovered that the density of a system can be broken
into two pieces, an interacting system and non-interacting system. The non-interacting
system has the same density as the interacting one, but does not include electron-electron
interactions. The energy associated with a density can then be broken into five pieces
E[p(r)\ = Tni[p(r)} + Vne[p(r)] + Vee[p(r)] + A T[p{r)] + A Vee[p(r)\,

(2.35)

where the terms on the right hand side refer, respectively, to the kinetic energy of
the non-interacting electrons, the nuclear-electron interactions, the classical electronelectron repulsions, the correction to the kinetic energy from the interacting system,
and the correction of the electron-electron repulsion energy. The first three terms are
relatively easy to solve. The second two terms involving the corrections are far more
difficult. The two correction terms are lumped together into a new term, which is
referred as the exchange-correlation energy (Exc).
The key difference between HF and DFT is that DFT is an exact method if Exc is
known. Unfortunately it is often not known, but can be approximated with a functional
defined as
K,

2 .4 .4

dExc
dp

(2.36)

T y p es o f F u n ction als

Four commonly used approximations for the Exc are the local density approximation
(LDA), gradient-corrected approximation (GGA), and hybrid functionals.37,49
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LDA is the first approach to approximate exchange-correlation energy. Similar to the
HF approximation, LDA is the building block for all other modern functionals. In this
approximation, the local exchange-correlation potential at each position is the exchangecorrelation potential for a homogeneous electron gas at the electron density observed at
that position. These are the simplest functionals and were used for material science, but
are now insufficient for most chemical processes.
V£d a M = ^ lectrol,8a> ( r ) ]

(2.37)

The GGA functionals build upon LDA functionals. They depend on the local density and
its gradients (first derivatives). The addition of the gradients makes GGA functionals
superior to LDA, but these functionals are not analytically derived and must be “cooked
up” by chemists.
Beyond the GGA functionals are the hybrid functionals. These take GGA’s and mix in
some exact exchange-correlation. By mixing in the exact exchange, the functionals can
mimic the effects of static correlation and produce highly accurate results. They are
more expensive than GGA functionals, but cheaper than electron correlated methods.
Hybrid DFT functionals are usually the go to method for systems that contain more
than 100 atoms.
Another set of functionals used in this study are the Minnesota functionals.50 These
functionals begin with GGA functionals and include terms that depend on the kinetic
energy density. They are all parameterized on benchmark databases. The functionals
are becoming more and more popular, but are highly parameterized and rely on some
error cancellation.

2.4 .5

A d v a n ta g es and D isa d v a n ta g es

DFT is a general-purpose computational method that can be applied to a wide variety of
systems, particularly ones containing transition-metal complexes. These systems often
contain small HOMO-LUMO gaps, and as seen in Equation 2.27, MP2 fails to describe
them properly.
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Another important advantage of DFT is that it formally scales as N 3, (N = number of
atoms). Electron correlated methods begin scaling as iV5, making DFT calculations more
efficient while maintaining a high degree of accuracy. More importantly, DFT methods
overcome one of the main disadvantages of the HF approximation: the complete neglect
of electron correlation. DFT methods account for some electron correlation with no
increase in computational resources.
Unfortunately, unlike the HF approximation, there is very little room for systematic
improvement. If a functional does not capture a specific property well, there isn’t much
that the computational chemist can do other than selecting a new functional. For exam
ple, most DFT functionals fail to include long-range, non-covalent interactions. There
have been some a posteriori corrections such as the Grimme D3 dispersion correction,28
but there is very little room for systematic improvement of these functionals.
One of the biggest issues with DFT is that there is no consistency in the functionals when
studying transition-metal complexes. One functional may work well for a particular
transition-metal system, but not for a different set of metals or ligands. This makes
selecting functionals a tedious and frustrating duty.

2.5

T h e R a n d o m P h a se A p p ro x im a tio n

The Random Phase Approximation (RPA) has seen a recent revival due to the im
provements in hardware and algorithms.9-11 The RPA can be formulated within dif
ferent mathematical frameworks.8 The first approach uses the adiabatic connection
to obtain the ground-state total energy of an interacting many-particle system. The
interacting ground-state energy can be retrieved either by coupling to the fluctua
tion-dissipation theorem using Kohn-Sham DFT or by invoking the Green-functionbased Many-Body Perturbation Theory. The second approach intimately links with
Coupled-Cluster method. For the purposes of this study, only the coupling with the
fluctuation-dissipation theorem will be discussed.
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R P A D e riv ed from th e A d ia b a tic C o n n ectio n

The RPA uses the zero-temperature fluctuation-dissipation theorem to express the groundstate correlation energy functional in terms of the imaginary part of the frequency de
pendent density-density response function ya (u;, x\, x2).
¿w

= —¿ rn

da

m

dx\dx2Xa(u, Xi,X2) ~ Xo(kh £ 1,^ 2)
In - r21

(2.38)

J dx[dx , X o ( u , X l i rx'1)-X rta { u , X 2 , x ' 2 )

(2.39)

where
X a{u ,xi,x2) = X o{u,xi,x2) + a:

and x denotes spin and space coordinates of an electron. The electronic interaction
strength (a ) varies from 0 to 1 , where a = 0 is the non-interacting system and a — 1 is
the physical ground-state density.
Straightforward evaluation of Equation 2.38 is impractical because it involves integra
tion over two electron coordinates, and integrations over the coupling strength and the
frequency. In order to make it more manageable, it can be rewritten using the Plasmon
equations.0 The E ^ .;A equals the coupling strength average over the Hartree energy
differences of all transition densities.
Equation 2.38 in terms of the Plasmon equations may be considered as a difference
of electronic zero-point vibrational energies, where each eigen mode corresponds to an
electronic excitation. The final RPA energy is the sum of the RPA correlation energy
and the Hartree-Fock energy.
_ 771RPA , 171HF
E RPA —
rr + ^

2.5 .2

(2.40)

F actors to C on sid er for R P A

The RPA is a promising candidate to study reaction mechanisms involving transitionmetal catalysts. It is nonperturbative so it can be applied to systems with small HOMOLUMO gaps. In its current implementation, it is faster than MP2 by a factor of N. RPA
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is also intimately coupled with CC methods, so one would expect similar CCSD results.
Compared to semilocal DFT, it is parameter-free and includes dispersion interactions
seamlessly. The performance of the RPA for mid and long-range correlation is an order
of magnitude better than semilocal DFT, and on par with the best-performing dispersion
corrected functionals. 18
RPA can be used for systems with approximately 100 or so atoms.81 Both first and
second derivative are available for the analysis of gradients and vibrational frequencies. 51
RPA behaves more systematically than most density functionals, though not without
some error. The RPA does not attain chemical accuracy of 1 kcal mol-1. It is also known
to describe dissociation energies poorly. 18 RPA is not sufficiently uniform and balanced
to be relied on as a benchmark method but allows for systematic improvement. Basis
set convergence of RPA is slow, but a basis set extrapolation can be used to estimate
the basis set limit.

C hapter 3

C -C N Bond A ctivation of
B enzonitrile using N i(dm pe)
This study will examine the computational and experimental results of the Nickel 1,2Bis(dimethylphosphino)ethane catalyst [Ni(dmpe)] as a model for the slightly larger
Nickel l,2-Bis(diisopropylphosphino)ethane [Ni(dippe)]. The catalyst can activate the
C-CN bond of benzonitrile efficiently, forming the 772-Ni(dippe)(Ph)(CN) product. The
study will focus on the slightly smaller Ni(dmpe) to reduce the amount of memory and
time required to perform single point calculations. The propyl groups do not sterically
hinder the activation of the C-CN bond and contribute little to the overall mechanism.
The mechanism reviewed in this study will be described in this chapter. The synthesis
of the catalyst will not be covered but can be reviewed in an article by D. Vicic52

3.1

N ick el as a R e p la c em en t for P la tin u m and P a lla d iu m

Group 10 transition metals form strong interactions with carbon ligands.03 Metals in
volved in these reactions increase in both the oxidation state and the coordination num
ber of the metal (oxidative addition reactions).04 The complexes usually start as a square

21
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planar d8 complex, ending in d10, and the charge on the metal increases by two. Ox
idative addition reactions play a key role in C-C bond activation because they permit
unfunctionalized hydrocarbons to be transformed into complex molecules.
Kinetic and thermodynamic data suggest that zerovalent Pt and Pd catalysts favor ox
idative addition reaction.36,55-5' Unlike Ni, these transition metals have more accessible
d9s1 state.0' Zerovalent Ni has buried d orbitals making them less accessible to interact
with ligands. Ni is becoming more favored over Pt and Pd because it is approximately
10,000 times more abundant than Pt and Pd combined.58 It is also less toxic than the
heavy transition metals. Unfortunately, the d orbitals are more shielded than the Pt and
Pd atoms. The ligands have to be tweaked in order to get the d orbitals high enough in
energy for them to interact with the carbon ligands.

3.2

A c tiv a tio n o f C -C N B o n d o f B e n z o n itrile u sin g N i(d m p e
SI

TS12

S2

TS22

S3

TS25

S5

TS34

S4

TS44 CN

FIGURE 3.1: Mechanism of Ni(dmpe) undergoing an oxidative addition reaction con
verting (PhCN) to (Ph)(CN) (steps S1-S5). Steps S2 to TS44 describe the fluxionality
of the benzonitrile.

The mechanism of cleaving the benzonitrile proceeds as depicted in Figure 3.1 and
confirmed via low temperature NMR studies and crystallographic data .59 The actual
mechanism is the same as Figure 3.1 except the methyl groups are replaced with propyl
groups. Structures SI and S5 refer to the educt and product respectively. The benzoni
trile (PhCN) is intact in SI, and the catalyst proceeds to cleave the C-CN bond through
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one intermediate. Both SI and S5 are in equilibrium at 300 K with a AG of -0.72(3)
kcal mol-1 in THF after five days.
The ^-coordinated nitrile, SI, connects to the ??2-arene complex (S2) through the TS 12
transition state. In SI, the coordinated C-N bond is longer than free benzonitrile by
approximately 70 pm (123 vs 116 pm), and the Cpha-C-N angle deviates from linearity
by 43° (137° vs 180°). The coordination around nickel is essentially planar, with the
carbon and nitrogen atoms of the nitrile group completing the corners of the square
plane. The phenyl group is also coplanar with the Ni-C-N plane and the square plane
of the complex. The benzonitrile can be perpendicular to the P-Ni-P plane. The energy
difference of the perpendicular (PhCN) complex is slightly higher than the planar one,
but the difference is minimal. Therefore, the perpendicular benzonitrile complex will
not be considered further.

SI

TS12

F igure 3.2: 3-D representation of educt converting to intermediate.

TS 12 can be best described as an ^-coordinated nitrile between the Ni and the CphaC-N bonds. Compared to SI, the C-N bond shrinks by 7 pm and the CPha-C-N angle
is nearly linear. The benzonitrile is now perpendicular to the P-Ni-P plane.
S2 corresponds to an 7?2-arene complex in which the nickel atom is coordinated to the
benzonitrile through two carbons of the benzonitrile (CPha-Cph/?). The C-N bond length
and Cpha-C-N angle now resemble a free benzonitrile. S2 is quite fluxional as the
benzonitrile can rotate about the Ni atom. The fluxionality will be describe in more
detail in the next section.
S2 is not observed at 300 K, and quickly converts to S5 through transition state TS25.
TS25 is a rj2-arene complex coordinated with CPhQ-C. The benzonitrile is slightly rotated
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by 10°, but is still perpendicular to the P-Ni-P plane. The C-N bond still resembles a
free benzonitrile, but the Cpha-C-N angle deviates from linearity by 40°.

S2

TS25

S5

F igure 3.3: 3-D representation of intermediate converting to product.

S5 is the product for this mechanism. The benzonitrile is cleaved into cyanide and ben
zene, each of which are coordinated to the Ni atom. The phenyl group is perpendicular
to the P-Ni-P plane. The phenyl group can be planar to the P-Ni-P plane, but these two
structures are similar in energy and the planar complex will not be considered further.
The Cpha-C distance becomes 273 pm and the Cpha-Ni-C angle is approximately 92°.

3.3

F lu x io n a lity o f B e n z o n itrile

The S2 7?2-arene complex is not conformationally rigid. The 7r-system of the benzoni
trile interacts with the nickel, causing it to rotate about the atom. The ground-state
structures (S2,S3, and S4) were not seen at 300 K so low temperature NMR studies were
conducted to confirm their presence.
The nickel-carbon bond lengths (Ni-Cph = 200 pm) are very similar to each other, and
the bond lengths between two carbons coordinated to the nickel are around 145 pm.
The angle between the phenyl ring and the P-Ni-P plane is at 110.8 ° in S2, 108.5° in
S3, and 103.8° in S4. The transition states connecting these ??2-arene species with each
other (TS23, TS34) resemble an ^3-allyl-like structure with the allyl perpendicular to
the P-Ni-P plane. TS22 is the transition state for the migration of the nickel metal from
one ortho-carbon to the other ortho-carbon. TS44 is the transition state for migration
of the nickel fragment from one meta-carbon to the other meta-carbon. The conversion
from S2 to S4 is completely reversible.
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R ea so n s for S e lec tin g N i(d m p e ) to S tu d y R P A

Test sets containing transition metals have been extensively studied using RPA for cova
lently and non-covalently bound systems.10)18,31 These studies compare the RPA results
to both highly accurate theory and experimental data. One unfortunate difference ob
served in this study is the lack of experimental data. Finding gas phase experimental
data for transition metals is difficult to collect, and is unavailable for the catalyst in
this study. The only experimental data availible is the change in thermodynamic data
for the product and educt in a solvent. However, this mechanism has two qualities that
make it interesting to benchmark the performance of the RPA.
Firstly, Ni(dmpe) is a relatively small catalyst. This makes CCSD(T) calculations pos
sible in order to find a good approximation for the experimental data. The small size
also makes numerical frequency analysis possible to both, confirm ground-state and
transition-state structures and calculate thermodynamic properties. Once the gas phase
analysis is complete, experimental effects can be included for all the methods and their
performances can be compared to the experimental data provided.
Secondly, the reaction coordinate of this mechanism is known and converts the educt to
product in four steps. The mechanism can also deviate from the conversion momentarily,
where the benzonitrile can rotate about the Nickel atom. Since there are both weak and
strong dispersive force at work, it is expected that the RPA will perform consistently
and accurately compared to other electron correlated methods and DFT.

C hapter 4

R esults and D iscussion
This chapter is divided into six sections. The first section evaluates the RPA energies
when varying the basis set quality and functional. Section two analyzes the results
of a similar but smaller catalyst in order to find a reliable benchmark to evaluate the
performance of RPA and the other methods tested for the actual catalyst. After a
benchmark has been selected, sections three and four assess the accuracy of all the
methods for the conversion of (PhCN) to (Ph)(CN), and the fluxionality of the actual
mechanism.
The results presented in sections two, three, and four are in the gas phase without any
zero point energy corrections or solvation effects (herein referred as experimental effects).
Section five adds these experimental effects and compares the results to experimental
data. The final section evaluates the accuracy of some of the selected methods for the
optimized structural parameters. Computational details for all calculations are available
in Appendix A.

4.1

C h oice o f B a sis and F u n ction al for R P A

As discussed in Section 2.5.2, the RPA has a slow basis set convergence. Poor basis
set convergence occurs in RPA and correlated wavefunction methods because high an
gular momentum functions are needed to describe the electron coalescence cusp.60 F12
26
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methods can correct for the short-ranged correlation in MP and CC, but has not been
implemented for the RPA.

F igure 4.1: RPA energy barriers using the aug-cc-pVXZ (X= T or Q) basis set.
Extrapolation using these two basis sets provides the result at the CBS limit. Energy
values are computed as Ecaic- Eref where the reference energy is the energy of the Si
structure.

In order to correct for the poor basis set convergence of the RPA, an extrapolation
method must be used to get well-converged results. Figure 4.1 shows the change in
energy when increasing the basis from a triple zeta set to a quadruple zeta set. The
CBS results in Figure 4.1 represent the extrapolation of the triple zeta and quadruple
zeta results to an estimated CBS limit.60-62 It is evident, particularly when looking at
the S2 structure, that the RPA results are sensitive to the size of the basis set. The
RPA energy can fluctuate by as much as 3 kcal mol-1 when increasing the size of the
basis. CBS results reflect the best approximation for the RPA at a complete basis. Any
RPA results presented in the following sections will be those extrapolated to the CBS
limit unless otherwise noted.
Another factor to consider when performing RPA calculations is the choice of functional.
Currently, GGA and meta-GGA functionals provide reliable orbitals for a RPA calcu
lation. Figure 4.2 shows the effect of changing from a GGA functional to a meta-GGA
functional. The largest deviation between the two functionals is in the S2 structure
where TPSS is 0.16 kcal mol-1 less than the PBE energy. Changing the functional
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S2

TS25

S5

Structure

F igure 4.2: RPA energy barriers evaluted with the PBE and TPSS functionals us
ing the aug-cc-pVQZ basis set. Energy values are computed as Ecaic- Eref where the
reference energy is the energy of the Si structure.

from GGA to meta-GGA does not have a major effect on the RPA energy. As a result,
the PBE functional is chosen arbitrarily to be the functional for all RPA calculations
presented.

4.2

E valu ation o f M e th o d s to b e U sed as a B en ch m ark for
th e A c tu a l M ech an ism

In order to evaluate the accuracy of the RPA, an accurate theory must be used as a
benchmark. CCSD(T) is the gold standard method and will provide reliable results for
the electronic energy. Unfortunately, the size of the systems in the mechanism, coupled
with a lack of time and resources, makes effective use of CCSD(T) difficult. To obtain
a benchmark for the RPA, the catalyst described in Chapter 3 must be reduced to a
smaller size. The same computational work up will be performed on the smaller system,
and the method that most resembles the CCSD(T) results will be used as the benchmark
for the actual mechanism. The changes in the structures are depicted in Figure 4.3.
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H3Px /CN
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F igure 4.3: Mechanism of the reduced catalyst used to find a benchmark for the
actual mechanism. The ethane carbon bridge and methyl groups are replaced with
hydrogen’s with an optimized P-H bond length of 141.0 pm and H-P-H angle of 102°.
The position of the benzonitrile, and the P-Ni-P plane are conserved from the actual
mechanism.

Table 4.1 and Figure 4.4 show the energy barrier deviations of each method from the
CCSD(T) results. Quick inspections of the mean absolute deviations show that the MP2
methods are the only ones that poorly describe the reduced mechanism. Otherwise all
the other methods have a relatively small deviation from CCSD(T) and must be further
analyzed to find a suitable replacement for the actual mechanism. Table B.l, which
contains the raw energy barriers results for each method, is available in Appendix B.
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0.7
0.8
1.1
1.6
1.9
2.0
2.4
2.6
2.6
2.6
2.7
3.6
4.1
5.0
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0.8
1.4
0.8
1.5
1.0

1.8
1.9
3.2
3.4
2.6
3.5
3.4
4.0
5.8
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T able 4.1: Mean deviations, mean absolute deviations, and standard deviations of
the energy barriers of each structure, in kcal mol-1. Energy barriers are computed as
E Ca ic - E re f where the reference energy is the energy of the SI structure. Deviations are
then computed by subtracting all barriers from CCSD(T) barriers. All values presented
were calculated using the aug-cc-pVTZ basis set unless otherwise noted. The table is
organized so that the methods with the smallest mean absolute deviations appear first.
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F igure 4.4: Graphical representation of statistical information presented in Table 4.1

Most of the DFT methods predict results that are within 1-2 kcal mol-1 of each other.
One unfortunate drawback of some of these DFT methods is that the mean deviations are
often much smaller than the mean absolute deviations, suggesting that those methods
are prone to random errors. The only three methods that have the same value for the
mean deviations and mean absolute deviations are RPA, PBEO, and M06-2X. These
three consistently underestimate the energy of the ground-state and transition-state
structures.
The dispersion corrected functionals lower the energy from their non-corrected functional
counter parts. The D3 correction does not improve to the results enough to make a
significant difference between the functional with and without the dispersion correction.
In fact, the B3-LYP-D3 results are worse than B3-LYP by about 1 kcal mol-1. The
other two functionals only get a slight improvement by about 0.5 kcal mol-1. PBEh3C performs on par with B3-LYP-D3, but has the largest error of all the dispersion
corrected functionals. The small deviation when dispersion is included suggests that
Van der Waals interactions are not prominent in the reduced mechanism.
The performance of the hybrid functionals are on par with each other, having the smallest
mean absolute deviations ranging from 0.7 - 2.0 kcal mol -1 . Following the hybrid
functionals are the GGA, and Minnesota functionals with deviations ranging from 2.6 -
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4.1 kcal mol-1. The RPA is somewhere between the hybrid and GGA functionals with a
mean absolute deviation of 2.4 kcal mol -1. This is promising for the actual mechanism
since the RPA is expected to provide improved results compared to the GGA functionals.
MP2 has the largest error of all the methods presented. SCS-MP2 slightly improves the
results, but does not achieve chemical accuracy. The MP2 methods have a difficult time
predicting the energy of the transition states. Table 4.1 shows that the transition states
are actually lower in energy than the ground states. The near-degenerate HOMO-LUMO
energy levels in the transition states make it difficult for MP2 to provide reliable results.
Another interesting finding compares the accuracy of the RPA and CCSD. Even though
CCSD is one step away from becoming CCSD(T), it is well known that it is not a good
standard to predict CCSD(T) results.63 CCSD results have mean deviations and mean
absolute deviations of 2.4 and 5.0 kcal mol -1 respectively, and the RPA results have
mean deviations and mean absolute deviations of -2.4 and 2.4 kcal mol -1 respectively.
Experience has shown that RPA usually has better accuracy than CCSD. This is also
the case here, but it’s noticeable that CCSD has more random error than RPA. One
would expect that the extra expense of CCSD would give improved results. Although it
dramatically improves upon the MP2 results, it is still no better than the less expensive
DFT methods. Due to the inaccuracy of MP2, and the expense of CCSD, these will not
be considered as a benchmark for the actual mechanism.
The DFT methods would be acceptable benchmarks for the actual mechanism since all
the mean absolute deviations are within 4 kcal mol-1. The best performing method
in the test set is the PBE0-D3 functional with a mean deviation and mean absolute
deviation of -0.3 and 0.7 kcal mol-1 respectively. With such small deviations from
CCSD(T), it is expected that this method will replicate the CCSD(T) results with some
degree of accuracy. As a result, the PBE0-D3 functional will be used as a benchmark
for the actual mechanism.
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G as P h a se C on version o f N i(d m p e )(P h C N ) to
N i(d m p e ) (P h ) (C N )

A sample reaction coordinate for the conversion of Ni(dmpe)(PhCN) to Ni(dmpe)(Ph)(CN)
is depicted in Figure 4.5. The intermediate and product are approximately 11 kcal mol-1
above and 5 kcal mol-1 below the educt respectively. TS12 is about 1 kcal mol-1 above
TS25. Therefore, the respective energy barriers for the conversion of SI to S2 and S2 to
S5 are approximately 30 and 20 kcal mol-1.
Tables 4.2 and Figure 4.6 compare the deviations of each method to the PBE0-D3
functional. Figure 4.7 compares the mean absolute deviations of the reduced and full
systems. Though there are not large differences between the two mechanisms, its clear
that some methods have larger deviations in the actual mechanism. By examining
Figure 4.7, there is no clear pattern to explain why some methods overestimate the
mean absolute deviation from the reduced mechanism while others underestimate the

Structure

F igure 4.5: Sample reaction mechanism of the conversion of Ni(dmpe)(PhCN) to
Ni(dmpe)(Ph)(CN) from PBE0-D3 results. Energy values are shown with a zero point
correction to reflect Gibbs Free Energy values.
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mean absolute deviation. A statistical comparison between the reduced and actual
mechanisms must be performed to see if PBE0-D3 is still a viable functional.
Method
B3-LYP
B3-LYP-D3
RPA/CBS
M06
PBEO
TPSSh
TPSS
PBE-D3
PBEh-3C
PBE
BP86
M06-2x
CCSD
SCS-MP2
MP2

TS12
S2
-0.5
3.9
0.2
-2.8
-2.2
-0.8
-3.7 -1.7
1.5
2.3
0.0
4.1
-1.7
4.5
-4.7
0.8
5.1
2.2
-3.2
3.0
-3.1
3.7
-2.7
-1.6
8.5
0.4
-52.3 -13.3
-65.8 -14.5

TS25
S5 MD
1.0
1.4
1.3
-1.3 -2.6
-1.6
-0.7 -3.7
-1.8
1.1
-1.3
-1.4
1.5
2.5
2.0
0.8
3.3
2.0
-0.5
4.6
1.7
-3.4
3.9
-0.8
4.1 -1.8
2.4
6.4
-1.9
1.1
-1.8
6.0
1.2
0.4 -9.8
-3.4
6.6 -6.3
2.3
-34.1 18.5 -20.3
-43.2 27.7 -23.9

MAD
1.7
1.7
1.8
1.9
2.0
2.0
2.8
3.2
3.3
3.6
3.6
3.6
5.5
29.6
37.8

STDV
1.8
1.4
1.4
2.0
0.5
2.0
3.3
3.9
3.0
4.4
4.3
4.5
6.7
30.4
40.3

T able 4.2: Mean deviations, mean absolute deviations, and standard deviations of
the energy barriers of each structure, in kcal mol-1. Energy barriers are computed as
E Ca ic - Eref where the reference energy is the energy of the Si structure. Deviations are
then computed by subtracting all barriers from PBE0-D3 barriers. All values presented
were calculated using the def2-QZVPP basis set unless otherwise noted. The table is
organized so that the methods with the smallest mean absolute deviations appear first.
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F igure 4.6: Graphical representation of statistical information presented in Table 4.2

Figure 4.8 shows that the deviations from the PBE0-D3 functional are shifted to the
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F igure 4.7: Comparison of the mean absolute deviations of the reduced and actual

mechanisms from Tables 4.1 and 4.2

kcal/mol
F igure 4.8: Gaussian distributions of the reduced system being compared to CCSD(T)

and the full system being compared to PBE0-D3.
right more so than the reduced mechanism, with a slightly larger standard deviation.
To get a better picture of the performance of the methods, the actual mechanism is
broken into smaller distributions. Figure 4.9 shows the distributions of deviations to
each method compared from each mechanism.
The distributions of the hybrid functionals in the actual mechanism are slightly more
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F igure 4.9: Gaussian distributions of each type of method for the reduced mechanism

(left) and actual mechanism (right). Methods labeled hybrid are the B3-LYP, PBEO,
and TPSSh functionals. Methods labeled GGA are PBE, TPSS, and BP86 functionals.
Methods labeled Disp. Corr. are RPA, B3-LYP-D3, PBE-D3, and PBEh-3C. Methods
labeled Minn, are the M06 and M06-2X functionals.
right shifted from the center than the reduced mechanism. Similarly, the Minnesota
functionals are more left shifted from the center than in the reduced mechanism. The
dispersion corrected and GGA functionals exhibit little change. The right and left shifts
of the hybrid and Minnesota functionals seem to cause the larger standard deviations
in the actual mechanism because there are few functionals that are situated around
zero. Overall, the minor changes in the performance of the different types of functionals
suggests that PBE0-D3 is still a viable functional to predict CCSD(T) results.
As seen in the reduced mechanism, Table 4.2 shows that the addition of the dispersion
correction does not improve the results much. The mean absolute deviation of B3-LYP
increases by approximately 0.1 kcal mol-1 when the D3 correction is added. However,
the PBE functionals mean absolute deviation decreases by approximately 0.5 kcal mol-1
when the dispersion correction is included. These changes in energy when dispersion
is included are still not large enough to conclude that dispersion plays a major role in
the conversion of (PhCN) to (Ph)(CN). The hybrid PBEh-3C functional surprisingly
performs equally to the GGA dispersion corrected functional (PBE-D3). There appears
to be no benefit in including dispersion as a parameter rather than as a a posterior
correction for this mechanism.
The hybrid functionals have a mean absolute deviation ranging from 1.7 - 3.3 kcal
mol

, and the GGA and Minnesota functionals have mean absolute deviations ranging

from 2.8-3.6 kcal mol-1 . The RPA performs better than the GGA functional presented
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and rivals many of the hybrid functionals with a mean absolute deviation of 1.8 kcal
mol-1. The only two methods that perform better than the RPA are B3-LYP with and
without the dispersion correction. However, as seen in the reduced mechanism, the RPA
consistently underestimates the energy barriers of the mechanism. B3-LYP has a mean
deviation of 1.4 kcal mol-1 and mean absolute deviation of 1.7 kcal mol-1 suggesting
that it is prone to more random error than RPA. Overall, the RPA performs better than
the GGA functionals and on par with the hybrids.
The MP2 results still struggle to describe the conversion of (PhCN) to (Ph)(CN). TS12
and TS25 are approximately 65 and 43 kcal mol-1 below Si and S5 is 28 kcal mol-1
above SI. MP2 is a well-studied and accurate method for main group and second and
third row transition metals. The small HOMO-LUMO gaps in the first row transition
metals cause MP2 calculations to be inaccurate.64
The CCSD results are an amazing improvement compared to MP2, but does not out
perform the DFT methods presented. The same trend seen in the reduced mechanism
can be seen here. The RPA mean deviation and mean absolute deviation do not vary,
which suggests that RPA consistently underestimates the energy barrier. CCSD has a
mean deviation of 2.3 kcal mol-1 and mean absolute deviation of 5.4 kcal mol-1. CCSD
is thus prone to more random error than RPA.
The three post-HF methods presented have the highest deviations and standard devi
ations in the test set. The RPA is the only electron correlated method that has the
smallest mean absolute deviation. It also rivals many of the hybrid DFT functionals.

4 .4

F lu x io n a lity o f B e n z o n itrile

The fluxionality of the benzonitrile about the Nickel atom is one of the major reasons
why this mechanism was chosen to study the performance of the RPA. The fluxionality
of the benzonitrile is completely controlled by non-covalent interactions. Table 4.3 shows
the statistical data of the deviations regarding the fluxionality of the mechanism.

Chapter 4- Results and Discussion
Method
MD
B3-LYP-D3
-0.2
PBE-D3
-0.4
M06-2X
-0.7
-1.4
RPA/CBS
PBE
1.7
M06
-2.0
BP86
2.3
PBEO
2.3
TPSS
3.0
TPSSh
3.0
B3-LYP
3.4
CCSD
3.5
SCS-MP2
-30.6
MP2
-37.0
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MAD
0.2
0.6
0.7
1.6
1.7
2.0
2.3
2.3
3.0
3.0
3.4
3.5
30.6
37.0

STDV
0.2
0.7
0.5
1.4
0.7
0.5
0.8
0.2
0.9
0.9
0.4
2.0
11.6
15.2

T able 4.3: Mean deviations, mean absolute deviations, and standard deviations of
the energy barriers of each structure, in kcal mol-1. Energy barriers are computed as
Ecaic- Eref where the reference energy is the energy of the Si structure. Deviations are
then computed by subtracting all barriers from PBE0-D3 barriers. All values presented
were calculated using the def2-QZVPP basis set unless otherwise noted. The table is
organized so that the methods with the smallest mean absolute deviations appear first.

One immediate noticeable observation that stands out is the increase in differences be
tween the D3 and non-D3 corrected functionals. Both the B3-LYP and PBE functionals
improve upon their mean absolute deviation by 3.1 and 1.1 kcal mol-1 respectively. The
larger changes support the earlier claim that dispersion is not prominent in the main
mechanism. The D3 corrected functionals have the smallest errors and demonstrate how
important it is to include dispersive interactions when they are present.
The DFT methods with the smallest and largest mean absolute deviation are B3-LYPD3 and TPSS with deviations of 0.2 and 3.0 kcal mol-1 respectively. Most of the DFT
functionals have relatively small standard deviations and have mean absolute deviations
equal to the absolute value of their mean deviations, suggesting that there is not a lot
of random error.
The RPA has a mean absolute deviation of 1.6 kcal mol-1, which is better than the nonD3 corrected GGA and hybrid functionals. Even though RPA does not out perform the
D3 corrected functionals, it still accounts for dispersion properly. Unlike the dispersion
corrected functionals, RPA accounts for the dispersion non-empirically. With the largest
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difference between RPA and the D3 corrected functional being 1.3 kcal mol 1, one could
conclude that RPA performs on par with the dispersion corrected functionals.
Again, the MP2 and SCS-MP2 results poorly describe the fluxionality of the mechanism.
The predictions of the transition-state energies are lower than the ground state. With
such large deviations from PBE0-D3 benchmark, its difficult to say if MP2 is actually
capturing the dispersion interactions.65
The CCSD results are slightly improved when describing the fluxional process. Table
B.3 in Appendix B shows that the CCSD result consistently predict larger deviations
from the reference functional. Unfortunately for CCSD, all the DFT and RPA methods
have smaller mean absolute deviations.

4 .5

T h erm o d y n a m ic D a ta

Table 4.4 shows the deviations from the experimental AG value for each method.
Method
SCS-MP2
TPSS
BP86
PBE-D3
PBE
RPA/CBS
TPSSh
PBEO
M06
B3-LYP
PBE0-D3
PBEh-3C
MP2
B3-LYP-D3
CCSD
M06-2X

AG
-

0.1

-0.4
0.9
-0.9
1.6
1.6
-1.8
-2.4
0.7
-3.9
-4.8
-6.1
6.2
-7.8
-9.0
-13.7

AH
-1.3
-1.7
-0.3
-2.2
0.3
0.4
-3.1
-3.7
-1.8
-5.2
-6.1
-7.4
4.9
-9.1
-10.3
-14.9

T able 4.4: Mean deviations, mean absolute deviations, and standard deviations of
the energy barriers of each structure, in kcal mol-1. AG’s are computed as EcaicEref where the reference energy is the energy of the SI structure. Deviations are then
computed by subtracting all barriers from the experimental AG. All values presented
were calculated using the def2-QZVPP basis set unless otherwise noted. The table is
organized so that the methods with the smallest mean absolute deviations appear first.
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A small CCSD(T) calculation using the def2-TZVPP basis set was possible to determine
an approximate AG. The calculated value of AG is -4.9 kcal mol-1, which means that
the deviation from the experimentally determined AG is -4.1 kcal mol-1. This seems odd
at first since CCSD(T) is known to attain chemical accuracy of 1 kcal mol-1. However,
when one considers the fact that a small basis set was used causing some basis set
error, and with the addition of experimental effects, the CCSD(T) results can be pushed
farther from the 1 kcal mol-1 error interval.
These same effects may cause some fluctuations in the performance of the other methods
as well. Therefore, methods with smaller deviations than CCSD(T) do not necessarily
reflect the accuracy of the method, but rather, the method contained a certain amount
of error cancellation or inherent error that caused the results to appear accurate. Since
CCSD(T) has approximately a 4 kcal mol-1 deviation from the experiment, all other
methods that are within 4 kcal mol-1 of another can be considered to have given the
same result.
The RPA does well describing the AG with a deviation of 1.6 kcal mol-1. Half of the
other methods are within 4 kcal mol-1 from the RPA results. B3-LYP, B3-LYP-D3,
PBE0-D3, M06, M06-2X, MP2, and CCSD are seven other methods that predict fairly
large deviations from the experimental value. The D3 corrected functionals lower the
AG by about 2 kcal mol-1, but the hybrid D3 functional have larger deviations from
the experimental values compared to their non-D3 counter parts.
One of the most surprising observations seen in Table 4.4 is the performance of MP2
and SCS-MP2 when predicting the AG values. Although MP2 has one of the larger
deviations, it is a huge improvement compared to the gas phase results. It appears that
the SCS-MP2 method is the most accurate method with the smallest deviation of all
the methods presented. However, when examining Table 4.5, the MP2 methods follow
the same trends seen in the gas phase. The small deviation from experiment is due to a
large amount of error cancellation. It is difficult to say a method with small deviations
from experiment is bad, which shows the need for methods like DFT and RPA.
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Another interesting result pertains to the performance of the Minnesota functionals.
Although these functionals perform well in the gas phase, as soon as experimental ef
fects are included, these functionals have some of the highest deviations. The Minnesota
functionals have been well documented for providing good guesses for the thermochem
istry of a system.66 One possible explanation for the poor accuracy of these Minnesota
functionals could be that the fitted parameters are not finely tuned for this particular
mechanism when experimental conditions are incorporated.
TS12
S2
22.1
5.2
26.3
9.8
23.8
6.5
24.3
22.6
6.6
27.7
8.5
26.1
6.4
30.7
9.2
25.6 10.2
26.8
9.8
24.5
9.3
22.2
4.6
25.5
5.6
-47.9 -11.8
-30.8
-8.2
47.4 19.5

bo

OO

Method
RPA/CBS
B3-LYP
B3-LYP-D3
PBE
PBE-D3
PBEO
PBE0-D3
PBEh-3C
TPSS
TPSSh
BP86
M06
M06-2X
MP2
SCS-MP2
CCSD

TS25
S5
24.2
0.9
25.1
-4.7
23.0 -8.5
21.2
0.9
20.0 -1.7
25.8
-3.1
24.4 -5.5
29.3
-6.8
22.7 -1.1
24.4
-2.5
21.4
0.2
22.7 -4.5
26.6 -14.4
-37.2
5.5
-22.2
-0.8
47.1
-9.7

T able 4.5: Predicted Gibbs Free Energy barriers in kcal mol 1 corrected with the

ZPE of the PBE0-D3 functional
The RPA and DFT methods have approximately the same AG’s. Without any ex
perimental information regarding the barrier heights between educt, intermediate, and
product, and with an error margin of 4 kcal mol-1, there is no way to determine if one
particular method out performs the other. The amount of energy required to break the
C-CN bond in benzonitrile is about 45 kcal mol-1. All of the methods other than CCSD
suggest that the catalyst is effective converting (PhCN) to (Ph)(CN).
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S tru ctu ra l P a ra m eters

RPA, DFT, and MP2 geometry optimizations were performed as described in Appendix
A. An x-ray crystal structure for the Si complex is the only one provided. Unfortunately,
the MP2 geometry optimization never converged so only the B3-LYP, PBE, and PBEO
functionals are available to compare to the RPA and experimental data. Select bond
distance and angle deviations are available in Table 4.6.
Method
RPA
PBE
PBEO
PBE0-D3
B3-LYP-D3
B3-LYP
PBE-D3

MD
-0.9
0.4
-0.8
-0.3
0.6
-

0.1

1.9

MAD
1.5
1.5
1.7
1.9
1.8
1.9
2.3

STDV
1.5
2.2
2.0
2.3
2.4
2.3
2.8

T able 4.6: Mean deviations, mean absolute deviations, and standard deviations of
select bond distances, in pm, and angels of the SI structure. Deviations are computed
as Ecaic- Eref where the reference structure is the experimentally determined structure.
All values presented were calculated using the def2-TZVPP basis set. The table is
organized so that the methods with the smallest mean absolute deviations appear first.

The DFT and RPA results are very similar, and there is a very small difference between
the best and worst performing methods. All methods suffer from some random error,
but with small mean absolute deviations, the random error is minimal.
Changes in electronic structure optimizations converge faster than electronic energies
for the RPA. Increasing the basis will have a negligible effect on the geometry of the SI
structure. The RPA optimized structure is very similar to the functionals presented and
performs on par with DFT.

C hapter 5

Conclusions
Energy barriers and electronic structure optimizations were evaluated for a Nickel cata
lyst that activates the C-CN bond of benzonitrile using the RPA. The RPA does exceed
ingly well, especially when compared to other electron correlated methods. It does not
outperform all the DFT functionals, but performs on par with the hybrid functionals
with and without a dispersion correction. The energy barriers calculated with the RPA
are smaller than that of the reference energy barriers, but it is the only method that con
sistently underestimated the activation energy from educt to product. All other methods
had different mean deviations and mean absolute deviation in the reduced mechanism,
actual mechanism, or both.
The strategy of reducing the catalyst to a smaller size to find a benchmark that rep
resents CCSD(T) results appears to have worked. The Gaussian distributions show
relatively small deviations in the performance of each method when going from the re
duced to actual mechanism. Given the consistent performance of each method, one could
confidently concluded that PBE0-D3 is a viable functional to represent the CCSD(T)
results for this mechanism. However, there is not enough evidence to suggest that the
PBE0-D3 functional will always represent CCSD(T) results.
DFT does a phenomenal job describing transition-metal catalysts compared to electron
correlated methods. However, there is no logical reason as to why DFT is so accurate.

42
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The RPA was designed to treat issues commonly seen in transition-metal chemistry,
therefore making it more reliable than DFT.
The greatest advantage of the RPA over DFT is in its treatment of dispersion. Although
dispersions forces are not largely prevalent in the conversion of benzonitrile into benzene
and cyanide, the fluxionality of the mechanism from S2 to S4 is completely controlled by
non-covalent interactions. The DFT-D3 methods provide no additional accuracy to the
functionals performance unless there are strong dispersion forces at work. Even though
the dispersion corrected functionals correctly estimate non-covalent interaction for both
main group and transition-metal chemistry,28 it was designed to capture the long-range
interactions that functionals miss. If Van der Waals interactions are not prominent,
then the dispersion corrected functional is not needed. When the D3 correction is used
in this scenario, it is accounting for extra dispersion interactions, lowering the energy
farther than it needs to be.
When dispersion forces are prevalent, as seen in the fluxionality of the system, the D3
correction makes an incredible difference in the results. B3-LYP-D3 results improve by
nearly 3 kcal mol-1. The D3 correction should be used when chemical intuition suggests
that it should be used. This can be difficult, especially if the steps in the mechanism
are not known. The benefit of RPA is that the dispersion interactions are included
seamlessly whether the dispersion forces are strong or weak. In both scenarios RPA
performs on par with the hybrid functionals and it almost always outperforms the GGA
and Minnesota functionals.
Another great advantage of the RPA is its performance compared to electron corre
lated methods. Of the three post-HF method presented (MP2, SCS-MP2, and CCSD)
only CCSD gets results that resemble the reference method. Unfortunately, the CCSD
method has a scaling factor of N 6, making single point calculations tedious and geometry
optimizations nearly impossible. Given that the accuracy of RPA is of similar quality
to that of CCSD, which only has a scaling factor of N 4Log(N), it seems reasonable to
conclude that RPA far more advantageous compared CCSD.
For catalytic cycles, the dissociation steps are the hardest to describe computationally.
The deviations of S5 in Table 4.2 range from -9.9 to 6.4 kcal mol-1 for the RPA, CCSD,
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and DFT methods. In most situations the largest error in the methods stems from S5
and in RPA the largest error always comes from S5. Fortunately, these errors are usually
not egregious and do not cause the mean absolute deviations from being pushed to far
away from the reference method. The accuracy of the RPA compared to other methods
for dissociation reactions have been evaluated18,51,6' but needs to be investigated further.
The performance of the RPA regarding AG’s is extremely impressive, even though some
of the accuracy is attributed to either some inherent error or error cancellation. The
CCSD(T) calculations suggest that the RPA performs on par with many other DFT
functional. Zero point corrections for the RPA were not calculated for all the structures
in the mechanism, but are not expected to deviate much from the PBE0-D3 corrections.
Therefore, the error is likely attributed in the inherent error of the method. The same
can be said for the DFT and electron correlated methods.
Without any additional experimental data regarding energy barriers during the conver
sion of benzonitrile to benzene and cyanide, it’s difficult to say which methods resemble
the experiment. However, the three post-HF methods can be excluded from the list as
best preforming methods based on the fact that the MP2 methods predict the wrong
ground-state and transition-state structures, and the CCSD method as an activation
energy of 47 kcal mol-1 when it take about 45 kcal mol-1 to separate the C-CN bond
from benzonitrile. Another study will need to investigate the performance of the RPA
to determine its accuracy for thermodynamic properties when experimental effects are
included.
The RPA electronic structures results are on par with the DFT functional results. The
RPA has the smallest deviation from experimental results, but with the largest deviation
only 0.8 kcal mol-1 away from the RPA results, all of these methods predicted the same
structure. MP2 energies failed to converge, preventing analysis of a MP2 optimized
structure impossible. CCSD structures are expected to provide results similar to RPA
and DFT, but with such high computational cost, CC calculations were not attempted.
In conclusion, the RPA is a step forward toward a systematic description of transitionmetal chemistry. RPA offers a strong alternative to MP2 and CCSD with better per
formance for both energies and structures at a lower computational cost. However,
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improvement of RPA is certainly needed to reduce errors in energies and achieve good
quantitative accuracy; this is particularly clear from the dissociation energies of the
mechanisms studied. The performance of RPA is not sufficiently uniform and balanced
to be relied on as a benchmark method. The clear theoretical framework of RPA allows
for systematic improvements. Several such methods have already been proposed and are
likely to lead to an improved description of transition-metal chemistry.68,69
Compared to commonly used functionals, RPA performs similar or better for all mech
anisms studied and thus offers a viable alternative since it includes dispersion and is
parameter free. Though not without error, it behaves more systematically than most
density functionals. Alongside commonly used functionals, RPA can be used to calcu
late the relative energies of reaction pathways. In addition, it can be used to check the
quality of structures, especially when non-covalent interactions are involved.

A p p en d ix A

C om putational D etails
All the calculations presented in this study were performed using the TURBOMOLE
package.70 The mechanism provided by Jones et. al.59 was first optimized with the B3LYP71,72 with the D3 dispersion correction28 using the def2-TZVPP' 5 basis set. The
local minima and transition states were checked by frequency calculations. Calcula
tions that correspond to no imaginary frequencies were deemed as local minima, and
calculations that contained one imaginary frequency correspond to a transition state.
Once all ground states and transition states were confirmed, single point calculation were
preformed. The DFT calculations were preformed with the def2-QZVPP'4 (QZVPP)
basis using B3-LYP,71,72 PBE,75 PBEO,76 PBEh-3C,77 BP86,72,75 TPSS,78 TPSSh,79
M06, and M06-2X 80 functionals. The D3 dispersion correction was also used in con
junction with B3-LYP, PBE, and PBEO functionals. PBEh-3C contains the same D3
correction within the functional so it is also considered to be a dispersion corrected
functional.
The electron correlated method were calculated from the ricc2 module81 using the
QZVPP basis. When performing CCSD and CCSD(T) calculations, MP2 and SCSMP2 calculations were returned as an artifact from the Coupled Cluster Calculation.
Some MP2 calculations did not converge due to small HOMO-LUMO gaps. Direct
MP2 calculations are not presented in this work, only those from the Couple Cluster
calculation.
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The RPA results presented have been extrapolated to the complete basis set (CBS) limit
using a two-point formula60 from the aug-cc-pVTZ and aug-cc-pVQZ basis sets.82 In
addition, RPA requires a Kohn-Sham input before calculating the electron correlation.
GGA functional provide the best results. As a result, the PBE and TPSS functionals
will be used.
The thermodynamic corrections were determined using numerical vibration analysis.
The permittivity coefficient was assigned as 7.58 for THF as the solvent. Since perform
ing numerical vibrational analysis are very expensive, and changes in thermodynamic
corrections are usually small when changing methods, the PBE0-D3 functional will be
used to determine the corrections to convert the electronic energy into thermodynamic
constants.
Geometry optimization at the RPA, B3-LYP, PBEO, and PBE levels were performed to
evaluate the accuracy of the RPA gradients.

A p p en d ix B

A dditional Tables
Method
PBE0-D3
B3-LYP
PBEO
TPSSh
B3-LYP-D3
PBEh-3C
RPA/QZ
BP86
PBE-D3
M06
PBE
TPSS
M06-2X
CCSD
SCS-MP2
MP2

TR12
21.2
21.4
22.5
22.6
19.4
24.0
21.0
20.7
19.4
18.2
20.7
28.4
18.5
29.6
-21.2
-33.8

R2
11.8
14.6
13.5
15.2
11.8
13.8
7.2
14.1
12.0
9.7
13.6
15.5
9.8
13.1
-5.7
-8.0

TR25
R5
29.0 15.9
29.8 14.9
30.3 17.3
29.7 17.0
27.7 12.7
32.9 13.9
27.5 13.9
26.9 19.2
25.6 18.7
27.9 17.4
26.9 20.0
28.4 17.8
29.3
5.1
36.1 10.0
-4.8 38.7
-14.4 49.5

T able B.l: Energy barriers of the conversion of benzonitrile to benzene and cyanide,
in kcal mol-1, using different methods for the reduced mechanism. Energy barriers are
computed as Ecaic- Eref where the reference energy is the energy of the SI structure.
All values presented were calculated using the aug-cc-pVTZ basis set unless otherwise
noted.
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Method
B3-LYP-D3
RPA/CBS
M06
PBEO
TPSSh
TPSS
PBE-D3
PBEh-3C
PBE
BP86
M06-2X
CCSD
SCS-MP2
MP2

TS12
24.6
25.2
23.7
28.9
27.4
25.7
22.7
32.5
24.2
24.3
24.7
35.9
-24.9
-38.4

S2
7.1
6.1
5.2
9.2
11.0
11.4
7.6
9.1
9.8
10.5
5.3
7.2
-6.4
-7.7

TS25
26.6
27.1
26.5
29.3
28.6
27.4
24.5
31.9
25.9
26.0
28.3
34.5
-6.3
-15.3

S5
1.0
-0.1
4.7
6.1
6.9
8.2
7.5
1.9
10.1
9.6
-6.2
-2.7
22.2
31.3

T able B.2: Energy barriers of the conversion of benzonitrile to benzene and cyanide,
in kcal mol-1, using different methods for the actual mechanism. Energy barriers are
computed as Ecaic- Eref where the reference energy is the energy of the SI structure.
All values presented were calculated using the aug-cc-pVTZ basis set unless otherwise
noted.

Method
B3-LYP
B3-LYP-D3
RPA/CBS
M06
PBEO
TPSSh
TPSS
PBE-D3
PBEh-3C
PBE
BP86
M06-2X
CCSD
SCS-MP2
MP2

S2
3.9
7.1
6.1
5.2
9.2
11.0
11.4
7.6
9.1
9.8
10.5
5.3
7.2
-6.4
-7.7

TS22
4.0
13.0
9.9
10.3
15.5
16.1
15.9
12.2
16.4
14.6
15.4
12.0
16.4
-16.7
-23.5

TS23
S3
3.6
3.3
13.4
7.0
11.1
7.8
11.3
6.1
16.1
9.7
16.6 11.1
16.4 11.2
12.9
7.4
17.1 10.2
15.2
9.6
15.9 10.2
12.6
7.2
17.8
9.8
-21.0 -18.1
-28.7 -22.7

TS34
S4
3.0
2.8
14.7
8.2
12.9
8.6
12.7
6.9
17.3 10.3
17.3 11.5
16.9 11.7
13.9
8.5
18.8 10.9
15.8 10.3
16.3 10.7
15.0
7.9
21.5 10.6
-35.1 -15.6
-47.6 -19.4

TS44
3.2
12.2
10.5
10.3
14.3
14.4
14.1
11.4
15.6
13.3
13.8
11.9
17.3
-24.3
-32.6

T able B.3: Energy barriers of the fluxionality of benzonitrile, in kcal mol-1, using
different methods. Energy barriers are computed as Ecaic- Eref where the reference
energy is the energy of the SI structure. All values presented were calculated using the
aug-cc-pVTZ basis set unless otherwise noted.

Appendix

Method
RPA
PBE
PBEO
PBE0-D3
B3-LYP-D3
B3-LYP
PBE-D3
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C-N
-0.5
0.0
-1.5
-1.6
-1.7
-1.7
-0.1

Ni-C
-1.4
2.3
0.2
-0.3
2.0
3.0
2.0

Ni-N
-2.7
-1.3
-3.8
-3.0
-0.4
-1.6
4.7

N-C-C Ph
1.4
2.0
1.3
2.4
2.9
1.3
2.9

P-Ni-P
-0.1
-0.5
-0.7
-0.7
-0.5
-0.5
-0.5

N-C-CPha-CPh/3
-2.0
-0.2
-0.3
1.2
1.3
-1.0
2.2

P-Ni-C-C Ph
-2.5
-4.3
-4.2
-4.3
-4.0
-4.1
-4.0

T able B.4: Select bond distances, in pm, and angels of the SI structure. Deviations are
computed as Ecaic- Eref where the reference structure is the experimentally determined
structure. All values presented were calculated using the def2-TZVPP basis set.
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