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a b s t r a c t
In this article, we consider a model check test for linear processes with infinite variance. As
a test statistic, we employ the portmanteau test with trimmed residuals. It is shown that
the limiting null distribution of the test is a chi-square distribution. Simulation results are
provided for illustration.
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1. Introduction
In this article, we consider a diagnostic test for linear processes with infinite variance. In particular, we focus on the
portmanteau test since it has long been popular as a model check test for various time series models. Recently, the
importance of infinite variance time series models, particularly financial time series models, has increased significantly. For
instance, based upon empirical findings, special attention has been paid to GARCH models with heavy-tailed innovations
(cf. [1] and the articles therein). In fact, the literature on the portmanteau test is quite extensive. The test was first applied
to the stationary ARMA models (cf. [2]), and then was naturally extended to other important nonlinear models such ARCH,
threshold, exponential autoregressive, and bilinear models. For a general review, readers are referred to the monograph by
[3] and the articles therein. Further, concerning the unit root autoregressive model, we refer to [4].
Although the portmanteau test is widely used for model check, it has not been thoroughly studied in infinite variance
time series models. In fact, the absence of proper diagnostic tools is a serious concern in actual practice since all model
selection procedures are finalized through the implementation of diagnostic tests that check the validity of tentatively
chosen models. To our knowledge, only a few studies exist to handle this problem. See [5] and [6]. As observed in their
articles, the asymptotic behavior is not similar to that of the ordinary portmanteau test since the sample autocorrelations
of linear processes with infinite variance behave somewhat differently from those with finite variance (cf. [7]). As a result,
the limiting null distribution of their portmanteau test is not a chi-square distribution and even relies on the estimation of
the nuisance parameters that characterize the moment condition imposed on infinite variance processes.
In general, practitioners often find it intractable and inconvenient to analyze infinite variance time series models when
compared with finite variance time series because the former is more complicated: the same phenomenon applies to the
diagnostic test seen in [6]. Motivated by this, we are led to design amodified portmanteau test that is easy to implement and
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needs no additional assumptions on the underlying distribution of innovations, and thereby rendering parameter estimation
procedures unnecessary. To accomplish this, we notice that any two random variables are independent if and only if their
trimmed versions by any thresholds are independent, and further that the trimmed random variables no longer have
infinite variance: this trimming method reduces the entire situation to the finite variance case. Possibly, a criticism can
arise concerning the loss of information due to the trimmed components. However, this can be overcome by employing
suitably chosen thresholds. In fact, as seen later, the choice of thresholds can be controlled by the adoption of appropriate
empirical quantiles obtained from residuals. Lee and Park [8] demonstrated that this trimmingmethod is stable and effective
in the CUSUM test.
This article is organized as follows. In Section 2, we introduce the portmanteau test based on the trimmed residuals of
linear processes and verify that it has a chi-square distribution as its limiting null distribution. In Section 3, we perform a
brief simulation study to evaluate our test. In Sections 4 and 5, we provide the proofs and some preliminary lemmas.
2. Portmanteau test
Let us consider the linear process
yt = zt +
∞∑
j=1
ψjzt−j, t = 0,±1,±2 . . . , (2.1)
where zt are iid random variables with distribution function F(z) satisfying the following:
A1. F is differentiable with F ′(x) = f (x) > 0 for all x ∈ R.
A2. There exists 0 < α < 2, such that E|zt |δ <∞ for all 0 < δ < α.
Weassume that the coefficientsψj depend on the parameter θ ∈ Θ ⊂ Rp, i.e.,ψj = ψj(θ). In addition, the data generating
process yt is given by an interior point θ0 ∈ Θ . Finally, ψj and pij := pij(θ), defined by the equations
pi0 = 1,
pij = −
j−1∑
i=0
piiψj−i, j = 1, 2, . . . ,
satisfy the conditions as follows:
A3. There exists a neighborhood N(θ0) and 0 < δ < min{1, α} such that
∞∑
j=1
|ψj(θ0)|δ <∞,
∞∑
j=1
|pij(θ0)|δ <∞,
∞∑
j=1
sup
N(θ0)
‖∇pij(θ)‖δ <∞,
n∑
j=1
j|pij(θ0)|δ + n
∞∑
j=n
|pij(θ0)|δ = o(nδ/2),
where∇ denotes the gradient operator. If A3 is satisfied, by virtue of Proposition 13.3.1 of [9], the infinite sum (2.1) converges
almost surely for all t.
Let y1, y2, . . . , yn be the observed data, and suppose that there exists an estimator θˆn of θ0 based on the data such that it
satisfies
A4. For some scaling factors cnwith c−1n = o(n−1/δ+1/2), it holds that cn(θˆn−θ0)H⇒d S, where S is a non-degenerate random
variable.
To examine the feasibility of the assumptions A1–A4, we take the ARMA process as an example.
Example 2.1. Let yt be any causal and invertible ARMA(p, q) process. Since both the coefficients ψj and pij decay
exponentially, it can be seen that condition A3 is satisfied. Further, assume that for all z > 0, the distribution function
F(z) satisfies
1− F(z)+ F(−z) = z−αL(z)
with 0 < α < 2, where L(z) is a slowly varying function at∞. In addition, we have for some 0 < p < 1, q = 1− p,
1− F(z)
1− F(z)+ F(−z) → p and
F(−z)
1− F(z)+ F(−z) → q
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as z →∞. Then, A1 and A2 are satisfied. This is a well-known result (see, e.g., the lemma in section XVII.5 of [10]).
Let θˆn be any estimator constructed as follows (see [7]). If it is known that 0 < α < 1, then θˆn is obtained by matching
the sample autocorrelation function without mean correction, i.e.,
ρˆk =
n∑
t=k+1
ytyt−k
n∑
t=k+1
y2t
.
If it is known that 1 < α < 2, construct θˆn by matching the sample autocorrelation function with mean correction, i.e.,
ρˆk =
n∑
t=k+1
ytyt−k − 1n−k
(
n∑
t=k+1
yt
)(
n∑
t=k+1
yt−k
)
n∑
t=1
y2t − 1n
(
n∑
t=1
yt
)2 .
By Theorem 4.4 and Corollary 1 in [7], we have(
n
log n
)1/α
(θˆ − θ0)H⇒d S−10
( ∞∑
j=1
bkjSj
)
k=1,2,...,p
,
where bkj are deterministic constants that depend only on the value of α, the random variables S1, S2, . . ., are iid with
characteristic function
E
(
eiθS1
) = exp {−Γ (1− α) cos(piα/2)|θ |α} ,
and S0 is a random variable independent of S1, S2, . . ., satisfying the law
E
(
eiθS0
) = exp {−Γ (1− α/2) cos(piα/4)|θ |α/2(1− i · sign(θ) tan(piα/4))} .
In this case, we have
cn =
(
n
log n
)1/α
.
Condition A4 is satisfied by choosing any
2α
α + 2 < δ < min{α, 1}.
Example 2.2 (Continuation of Example 2.1). Further, assume that zt are symmetric. In this example, let θˆn be a Whittle
estimator constructed as in [11]. The asymptotic behavior of such an estimator is given in Theorem 2.2 in their article.
Again, we have the same scaling factor cn as in Example 2.1.
Next, with the estimator θˆn satisfying A4, the fitted residuals are defined as zˆt = yt +∑t−1j=1 pˆijyt−j, where pˆi = pi(θˆn). Let
0 < λL < λU < 1, and let MˆUn and Mˆ
L
n be the [nλU ]-th and [nλL]-th order statistics, respectively, of zˆ1, . . . , zˆn, where λL is
the lower trimming portion and (1− λU) is the upper trimming portion.
In what follows, we investigate the asymptotic behavior of the sample autocorrelation of the fitted residuals with lag k
trimmed at the thresholds MˆUn and Mˆ
L
n, i.e.,
ρˆk =
(
n∑
t=k+1
zˆt zˆt−k Iˆt Iˆt−k
)
− 1n−k
(
n∑
t=k+1
zˆt Iˆt
)(
n∑
t=k+1
zˆt−k Iˆt−k
)
(
n∑
t=1
zˆ2t Iˆt
)
− 1n
(
n∑
t=1
zˆt Iˆt
)2 ,
where
Iˆt =
{
1, if MˆLn < zˆt < Mˆ
U
n ,
0, otherwise.
Given below is the main result of this article.
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Table 1
Empirical sizes.
φ = 0.2 φ = 0.5 φ = 0.8
n h Q Q LB Q Q LB Q Q LB
5 0.040 0.037 0.046 0.041 0.040 067
(0.0059) (0.0063) (0.0062) (0.0071) (0.0065) (0.0070)
100 10 0.045 0.035 0.044 0.041 0.051 042
(0.0067) (0.0057) (0.0067) (0.0070) (0.0079) (0.0061)
15 0.042 0.040 0.046 0.038 0.048 046
(0.0070) (0.0060) (0.0067) (0.0059) (0.0078) (0.0062)
20 0.054 0.026 0.053 0.038 0.047 044
(0.0076) (0.0062) (0.0064) (0.0061) (0.0074) (0.0068)
5 0.043 0.049 0.042 0.045 0.053 0.051
(0.0061) (0.0069) (0.0072) (0.0072) (0.0066) (0.0068)
300 10 0.044 0.052 0.039 0.045 0.059 0.052
(0.0072) (0.0070) (0.0070) (0.0060) (0.0069) (0.0074)
15 0.044 0.055 0.053 0.047 0.058 0.048
(0.0081) (0.0074) (0.0070) (0.0072) (0.0066) (0.0067)
20 0.048 0.055 0.052 0.061 0.057 0.047
(0.0078) (0.0076) (0.0075) (0.0070) (0.0065) (0.0069)
5 0.057 0.045 0.047 0.047 0.044 0.048
(0.0077) (0.0064) (0.0069) (0.0076) (0.0079) (0.0072)
500 10 0.056 0.070 0.051 0.061 0.052 0.053
(0.0084) (0.0070) (0.0078) (0.0085) (0.0073) (0.0070)
15 0.047 0.069 0.050 0.048 0.052 0.058
(0.0075) (0.0068) (0.0078) (0.0080) (0.0081) (0.0070)
20 0.039 0.067 0.046 0.049 0.052 0.046
(0.0068) (0.0067) (0.0077) (0.0085) (0.0081) (0.0071)
Theorem 2.1. For any positive integer h, the asymptotic distribution of (ρˆ1, . . . , ρˆh) is given by√
n(ρˆ1, . . . , ρˆh)H⇒d N(0, Ih),
where Ih is the h-dimensional identity matrix.
The following corollary is an immediate result of Theorem 2.1.
Corollary 2.2. For any positive integer h, the asymptotic distribution of the portmanteau statistic is given by
Q = n(n+ 2)
h∑
k=1
ρˆ2k
n− k H⇒
d χ2h .
The abovementioned result indicates that the trimmed portmanteau test does not rely upon the estimators as long as
the regularity conditions are satisfied. In contrast, if Ez21 < ∞, then we may not obtain the same result. However, in this
case, we would no longer need the trimmed portmanteau test.
3. Simulation result
In this section, we conduct a simulation study to evaluate our test in Section 2. In particular, we compare our test with the
Ljung-Box (LB) test. In fact, the limiting distribution of the LB test is not exactly known in the infinite variance case. However,
we assumed that it follows the same chi-square distribution as in the ARMA case. In this simulation study, the empirical sizes
and powers are calculated at the nominal level 0.05. In each simulation, 1000 initial observations are discarded to remove
initialization effects, and the fitted residuals are trimmed at the quantiles λL = 0.01 and λU = 0.99. To check the stability
of our test, we consider the model
yt = φyt−1 + zt , t = 1, . . . , n,
where zt are iid t(2) random variables. We then calculate the empirical sizes for n = 100, 300, 500, h = 5, 10, 15, 20,
and φ = 0.2, 0.5, 0.8. Table 1 shows that the empirical sizes of our test, calculated out of 1000 repetitions, are very close
to the nominal level in most cases and that our test outperforms the LB test to a certain degree: this can be checked by
comparing the averages of the absolute value of the biases calculated for each n. The figures in the parentheses denote the
standard deviation of the 100 empirical sizes obtained from the same procedure mentioned above. As might be anticipated,
the standard deviation appears to be small. The result establishes a superiority of our test over the LB test, particularly when
n is not large, say, n = 100.
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Table 2
Empirical powers.
φ = (0.3, 0.5) φ = (0.2, 0.7) φ = (0.8,−0.6)
n h Q Q LB Q Q LB Q Q LB
5 0.965 0.967 0.994 0.993 0.993 0.993
100 10 0.933 0.945 0.993 0.992 0.986 0.990
15 0.890 0.906 0.990 0.990 0.962 0.990
20 0.841 0.837 0.988 0.982 0.934 0.988
5 1 0.999 0.986 1 0.980 0.996
300 10 0.999 0.993 0.999 0.998 1 0.996
15 0.999 0.088 0.991 0.983 0.998 0.996
20 0.999 0.990 0.999 0.997 1 0.996
5 1 0.998 1 1 1 0.999
500 10 1 0.997 1 1 1 0.999
15 1 0.995 1 1 1 0.999
20 1 0.995 1 1 1 0.999
In order to examine the power, we consider the situation wherein the true model is an AR(2) model with the regressive
parameter φ = (φ1, φ2)′, but the tentatively chosen model is an AR(1) model. Here, we assume that zt follow a t(1)
distribution. Table 2 shows that our test produces good powers and, inmost cases, performs better than the LB test. Although
we do not report it here, we obtained the result that the Lin and Mcleod test also performs reasonably. However, the
implementation of their test requires not only a long time when compared with ours, but also needs an additional step
to estimate the nuisance parameters. In fact, we also implemented the simulation study for other distributions such as
Paretian distributions. The result appeared to be similar to that in the t-distribution case.
Thus far, through the simulation study, we have seen that our test performs adequately. In fact, a question can be raised
concerning the optimal choice of the thresholds. Unfortunately, it seems that finding an optimal rule is difficult. However,
the trimming portions like λL = 1− λU = 0.01 seem to be a good choice, since these consistently yield a reasonably good
result in our simulation study.
4. Proof of Theorem 2.1
Convention 4.1. Let E and E1, E2, . . ., be some events. The following symbols are used in what follows. Both the I(E) and IE stand
for the indicator function. The symbol #{j : Ej}means∑ I(Ej).
Denote the λU -th and λL-th quantiles of z1 by qU and qL. Let MUn and M
L
n be the [nλU ]-th and [nλL]-th order statistics of
z1, z2, . . . , zn. Define
It =
{
1, ifMLn < zt < M
U
n ,
0, otherwise,
and
µ = E {zt I(qL < zt < qU)} ,
σ 2 = Var {zt I(qL < zt < qU)} ,
κ2 = 2
∫ qU
qL
∫ t
qL
F(s)[1− F(t)]dsdt.
Let zµt = zt It − µ and zˆµt = zˆt Iˆt − µ. Note that
√
n− k ρˆk can be written as
√
n− k ρˆk =
1√
n−k
n∑
t=k+1
zˆµt zˆ
µ
t−k − 1√n−k
n∑
t=k+1
zˆµt · 1n−k
n∑
t=k+1
zˆµt−k
1
n
n∑
t=1
(zˆµt )2 − 1n2
(
n∑
t=1
zˆµt
)2 ,
Theorem 2.1 is a consequence of the following two lemmas.
Lemma 4.1.
n−1/2
{
n∑
t=k+1
zµt z
µ
t−k
}
k=1,2,...,h
H⇒d N(0, σ 4Ih), (4.2)
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n−1/2
n∑
t=1
zµt −→d N(0, κ2), (4.3)
n−1
n∑
t=1
(zµt )
2−→p σ 2. (4.4)
Lemma 4.2.
n−1/2
n∑
t=k+1
∣∣zµt zµt−k − zˆµt zˆµt−k∣∣→p 0, (4.5)
n−1/2
n∑
t=1
∣∣∣zt It − zˆt Iˆt ∣∣∣→p 0, (4.6)
n−1
n∑
t=1
∣∣(zµt )2 − (zˆµt )2∣∣→p 0. (4.7)
4.1. Proof of Lemma 4.1
The arguments in (4.3) and (4.4) can be obtained by using Theorem 9.6 of [12] and are omitted here. The proof of (4.2)
is given below. Note that zt are trimmed at the sample quantiles ξn = (MLn,MUn ) and the mean of ξn does not exist under
our assumptions. Therefore, we are unable to establish the first and second moments of zµt z
µ
t−k. The fact that z
µ
t is non-
stationary further complicates the matter. The main idea of our proof is to construct random variables ht that approximate
zµt z
µ
t−k in some sense and consider ht as functions of ξn. We obtain the Taylor expansion around ξ0 = (qL, qU). Then, the
Taylor coefficients are bounded and stationary, and thereby, we can establish the asymptotic properties of the sums of these
Taylor coefficients by the usual central limit theorem.
To construct the random variables ht , it is advantageous to note that It and ξn = (MLn,MUn ) are independent. Furthermore,
conditioning on It and ξn, we have that for all t such that It = 1, zt are mutually independent. The random variables zµt zµt−k
have the same distribution law as h∗t (ξn) obtained in the following procedure.
Step 1. Here, we construct random variables J∗t with the same distribution law as It . Set R = [nλU ] − [nλL] − 1. Randomly
draw R numbers from {1, 2, . . . , n}. Set J∗t = 1 if t is chosen and J∗t = 0, otherwise.
Step 2. Generate ξn = (MLn,MUn ) from the distribution law
∝ F [nλL]−1(x)f (x)[F(y)− F(x)][nλU ]−[nλL]−1f (y)[1− F(y)]n−[nλU ].
Step 3. Generate independent and uniformly distributed random variables
w1, w2, . . . , wn ∼ U(0, 1),
independent of {J∗t }t=1,2,...,n and ξn.
Step 4. Set
z∗t = g(wt , ξn) = F−1{F(MLn)+ wt [F(MUn )− F(MLn)]},
h∗t (ξn) = {g(wt , ξn)J∗t − µ}{g(wt−k, ξn)J∗t−k − µ}. (4.8)
Note that J∗t is not a stationary sequence. To enhance mathematical tractability, we introduce independent and identical
Bernoulli trials Jt which serves as an approximation to J∗t . Replacing J∗t by Jt in (4.8), we obtain an approximation to z
µ
t z
µ
t−k.
Jt is constructed as follows. Set p = λU − λL. Let B ∼ B(n, p) be a binomial random variable. If B > R, randomly draw
B − R numbers from {1, 2, . . . , n|J∗t = 0}. If B < R, randomly draw R − B numbers from {1, 2, . . . , n|J∗t = 1}. Set Jt = J∗t ,
unless t is a chosen number. Define
ht(ξn) = {g(wt , ξn)Jt − µ}{g(wt−k, ξn)Jt−k − µ}.
Considering Taylor’s expansion of the function ht(ξ) around ξ0 = (qL, qU)T , we have
1√
n
n∑
t=k+1
ht(ξn) = 1√n
n∑
t=k+1
ht(ξ0)+
√
n(ξn − ξ0)T · 1n
n∑
t=k+1
∇ht(ξ0)+ 1√n
n∑
t=k+1
Op
(
1
n
)
,
where ∇ is the gradient operator. By Theorem 7.3.1 in [13] and the fact that ht(ξ0) is bounded, we have
n−1/2
{
n∑
t=k+1
ht(ξ0)
}
k=1,2,...,h
H⇒d N(0, σ 4Ih).
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The second term on the right hand side converges in probability to zero. To see this, note that the quantity
√
n(ξn − ξ0) has
N(0,Ω) with some positive definite matrix Ω as its asymptotic distribution by virtue of Theorem 9.2 of [12]. In addition,
the process ∇ht(ξ0) is stationary and have finite moment under assumption A1. Therefore, by the ergodic theorem,
1
n
n∑
t=k+1
∇ht(ξ0) →a.s. E∇ht(ξ0)
= ∇Eht(ξ0)
= ∇ {E [g(wt , ξ0)Jt − µ]}2
= 2E [g(wt , ξ0)Jt − µ]∇ {E [g(wt , ξ0)Jt − µ]}
= 0.
What remains is to show that
n−1/2
n∑
t=1
{ht(ξn)− h∗t (ξn)}→p 0.
The summand in the above expression can be rewritten as follows
ht(ξn)− h∗t (ξn) = z∗t (z∗t−kp− µ)(Jt − J∗t )+ z∗t−k(z∗t p− µ)(Jt−k − J∗t−k)
+ z∗t z∗t−k(Jt − p)(Jt−k − J∗t−k)+ z∗t z∗t−k(J∗t−k − p)(Jt − J∗t ).
Expand Ht(ξ) = ht(ξ)− h∗t (ξ) around ξ = ξ0, we have
n−1/2
n∑
t=1
Ht(ξn) = n−1/2
n∑
t=1
Ht(ξ0)+ n1/2(ξn − ξ0) · n−1
n∑
t=1
∇Ht(ξ0)+ o(n−1/2).
Below, we show that both
1
n
{
n∑
t=1
Ht(ξ0)
}2
and
1
n2
{
n∑
t=1
∇Ht(ξ0)
}2
converge to zero. From assumption A1, Ht(ξ0) and ∇Ht(ξ0) are bounded. Note thatwt are independent and E{g(wt , ξ0)p−
µ} = 0. Thus, it suffices to establish
E(J∗i1 − p)(J∗i2 − p)(J∗i3 − Ji3)(J∗i4 − Ji4) = o(n−1), (4.9)
E(J∗i1 − p)(J∗i2 − p)(J∗i2 − Ji2)(J∗i3 − Ji3) = o(1), (4.10)
E(J∗i1 − p)2(J∗i2 − Ji2)2 = o(1), (4.11)
E(J∗i1 − Ji1)(J∗i2 − Ji2) = o(1), (4.12)
E(J∗i1 − Ji1)2 = o(1), (4.13)
where i1, i2, i3, i4 are distinctive.
Here, we only give the proof of (4.9). We consider the expectation in (4.9) conditioning on the value of B in the following
three cases.
Case 1: B− R = 0,±1. In this case, at least one of J∗i3 − Ji3 and J∗i4 − Ji4 equals 0. Then, the conditional expectation becomes
zero.
Case 2: B− R > 1. After careful calculations, we can see that the conditional expectation is
(B− R)(B− R− 1)
n(n− 1) ·
{(
R
n− 2 − p
)(
R
n− 3 − p
)
− R(1− p)
(n− 2)(n− 3)
}
.
Case 3: B− R < −1. Similarly, we have the conditional expectation equals
(R− B)(R− B− 1)
n(n− 1) ·
{(
R− 2
n− 2 − p
)(
R− 2
n− 3 − p
)
− (R− 2)(1− p)
(n− 2)(n− 3)
}
.
The required results follow from the fact that |R− np| ≤ 2, and E{(|B− R|)(|B− R| − 1)} = O(n). 
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4.2. Proof of Lemma 4.2
Here, we prove the lemma by establishing the following inequalities,
n−1/2
n∑
t=1
|zt − zˆt |→p 0, (4.14)
n−1/2
n∑
t=1
∣∣∣I˜t − Iˆt ∣∣∣→p 0, (4.15)
n−1/2
n∑
t=1
∣∣∣It − I˜t ∣∣∣→p 0, (4.16)
MˆUn −MUn →p 0, (4.17)
MˆLn −MLn→p 0. (4.18)
Here,
Mn = max{|MLn|, |MUn |, |MˆLn|, |MˆUn |},
Mµn = max{|MLn − µ|, |MUn − µ|, |MˆLn − µ|, |MˆUn − µ|},
I˜t =
{
1, ifMLn < zˆt < M
U
n ,
0, otherwise.
It can be verified directly from the definition that the summands in (4.6) can be rewritten as∣∣∣zt It − zˆt Iˆt ∣∣∣ ≤ Mn|It − Iˆt | + |zt − zˆt |.
Note that by Theorem 9.2 of [12],
√
n(MLn − qL,MUn − qU) is asymptotically normal. Therefore, (MLn,MUn ) = Op(1).
Together with the inequalities (4.14)–(4.18), we have the desired result of (4.6). Convergence results of (4.5) and (4.7) are
consequences of (4.6). This can be checked from
|(zt It − µ)(zt−kIt−k − µ)− (zˆt Iˆt − µ)(zˆt−k Iˆt−k − µ)| = |(zt It − µ)(zt−kIt−k − zˆt−k Iˆt−k)+ (zˆt−k Iˆt−k − µ)(zt It − zˆt Iˆt)|
≤ Mµn
{
|zt−kIt−k − zˆt−k Iˆt−k| + |zt It − zˆt Iˆt |
}
,
and
|(zt It − µ)2 − (zˆt Iˆt − µ)2| = |(zt It − µ)(zt It − zˆt Iˆt)+ (zˆt Iˆt − µ)(zt It − zˆt Iˆt)|
≤ 2Mµn · |zt It − zˆt Iˆt |.
Before proceeding to prove the inequalities (4.14)–(4.18), we introduce
ϕt = zt − zˆt =
t−1∑
j=1
(pij − pˆij)yt−j +
∞∑
j=t
pijyt−j.
When θˆn ∈ N(θ0), we have an upper bound for ϕt ,
|ϕt | ≤ ‖θˆn − θn‖ · y∗t−1 +
∞∑
j=t
pijyt−j,
where
y∗t =
∞∑
j=0
ψ∗j |zt−j|,
and
ψ∗j =
j∑
i=0
|ψj−i| · sup
N(θ0)
‖∇pii+1(θ)‖.
A bound for ϕt can be given without involving ‖θˆn − θn‖ explicitly if we consider the events An with P(Acn) arbitrarily small
constructed in the following. Let  > 0 be an arbitrarily given constant. Choose γ1 > 0 such that
P(|S| > γ1) < /2.
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Define
An =
{
‖θˆn − θ0‖ < γ1c−1n
}
∩ {θˆn ∈ N(θ0)}.
By assumption A4, we can find N1 such that whenever n > N1, we have P(An) > 1 − . When the event An happens, we
have
|ϕt | < γ1c−1n y∗t−1 +
∞∑
j=t
pijyt−j.
Proof of (4.14). For all γ2 > 0 and 0 < δ < min{α, 1},
P
(
An ∩
{
n−1/2
n∑
t=1
|ϕt | > γ2
})
≤ P
(
n−1/2
{
γ1c−1n
n∑
t=1
y∗t−1 +
n∑
t=1
∞∑
j=t
pijyt−j
}
> γ2
)
.
By Proposition 5.1 and assumption A3, we have
E
{
n∑
t=1
|y∗t−1|
}δ
≤
n∑
t=1
E|y∗t−1|δ = O(n),
and
E
{
n∑
t=1
∞∑
j=t
pijyt−j
}δ
≤ E|yj|δ
n∑
t=1
∞∑
j=t
|pij|δ = o(nδ/2).
Then, (4.14) follows from the Markov inequality. 
Proof of (4.15). A bound for the sum
∑n
t=1 |(I˜t − Iˆt)| is the number of zˆj that lie in between the interval bounded byMUn and
MˆUn or the interval bounded byM
L
n and Mˆ
L
n.
Some notations are introduced first. For all j, k = 1, 2, . . . , n, define s(k) and sˆ(k) such that j = s(k) if and only if zj is the
number in z1, z2, . . . , zn with rank k, and j = sˆ(k) if and only if zˆj is the number in zˆ1, zˆ2, . . . , zˆn with rank k.
Let ∆(k) be an integer such that s(k + ∆ˆ(k)) = sˆ(k). Suppose that j = s(k). We can interpret ∆(k) as the change in the
rank after transforming zj to zˆj. If∆(k) 6= 0, |∆(k)| − 1 is the number of zˆj in between zˆs(k) and zˆsˆ(k).
Similarly, we define ∆ˆ(k) such that s(k) = sˆ(k + ∆(k)). Suppose that j = sˆ(k). We can interpret ∆ˆ(k) as the change in
the rank after transforming zj to zˆj. If ∆ˆ(k) 6= 0, |∆ˆ(k)| − 1 is the number of zj in between zs(k) and zsˆ(k).
With these notations, we haveMUn = zs([nλU ]),MLn = zs([nλL]), MˆUn = zˆsˆ([nλU ]), and MˆLn = zˆsˆ([nλL]).
It is much easier to obtain a bound for
∑n
t=1 |(I˜t − Iˆt)| if we further restrict the size of
ϕs([nλU ]) = MUn − zˆs([nλU ]) and ϕs([nλL]) = MLn − zˆs([nλL]).
Here, we choose τn = n−1/δ′ with 2δ2−δ < δ′ < 2. Note that δ′ satisfying the above inequalities can be found when
δ < min{α, 1} ≤ 1. Consider the set
G1n = {|ϕs([nλU ])| < τn} ∩ {|ϕs([nλL])| < τn}.
Then, for any γ2 > 0, we have
P
(
n−1/2
n∑
t=1
∣∣∣I˜t − Iˆt ∣∣∣ > γ2) ≤ P(Acn)+ P(Gc1n ∩ An)+ P
({
n−1/2
n∑
t=1
∣∣∣I˜t − Iˆt ∣∣∣ > γ2} ∩ An ∩ G1n)
≤ P(Acn)+ P
(|ϕs([nλU ])| · 1An > τn)+ P (|ϕs([nλL])| · 1An > τn)
+ P
({
n−1/2
n∑
t=1
∣∣∣I˜t − Iˆt ∣∣∣ > γ2} ∩ An ∩ G1n) .
It can be seen that if G1n is true,
n∑
t=2
|(I˜t − Iˆt)| ≤ #{j : zˆj ∈ (MUn − τn,MUn + τn)} + |∆([nλU ])|
+#{j : zˆj ∈ (MLn − τn,MLn + τn)} + |∆([nλL])|.
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Here, the first term can be bounded by
#{j : zj ∈ (MUn − τn,MUn + τn)} + #{j : zj > MUn + τn, zˆj < MUn + τn} + #{j : zj < MUn − τn, zˆj > MUn − τn}.
To bound the second term, it is beneficial to interpret ∆([nλU ]) as the change in the rank after transforming zt to zˆt . The
most extreme situation of decreasing rank occurs when ϕs([nλU ]) = τn and for zt > MUn −τn, zˆt keeps on the right ofMUn −τn.
We have
∆([nλU ]) ≤ #{j : zj ∈ (MU ,MUn + τn)} + #{j : zj > MUn + τn, zˆj < MUn + τn},
∆([nλU ]) ≥ −#{j : zj ∈ (MUn − τn,MUn )} − #{j : zj < MUn − τn, zˆj > MUn − τn}.
Below, we consider only the terms
L1 = #{j : zj ∈ (MUn − τn,MUn + τn)}, (4.19)
L2 = #{j : zj > MUn + τn, zˆj < MUn + τn}. (4.20)
The quantity in (4.19) is oP(n1/2). To examine this, use Proposition 5.2 to have
P(zj ∈ (MUn − τn,MUn + τn))
= P(s[nλU ] 6= j)P
(
|zj −MUn | < τn
∣∣∣∣s[nλU ] 6= j)+ P(s[nλU ] = j)P (|zj −MUn | < τn∣∣∣∣s[nλU ] = j)
≤ K4τn + n−1.
Therefore,
E#{j : zj ∈ (MUn − τn,MUn + τn)} ≤ 1+ K4nτn.
For the quantity in (4.20), consider
#{j : zj > MUn + τn, zˆj < MUn + τn, An} ≤ #{j : |ϕj| > |zj −MUn − τn|, An}.
Then, from Proposition 5.3, we have
P
({
n−1/2
n∑
t=1
∣∣∣I˜t − Iˆt ∣∣∣ > γ2} ∩ An ∩ G1n)→ 0.
What remains is to show that P(Gc1n∩An)→ 0.Note that z0, z−1, z−2, . . ., and y0, y−1, y−2, . . ., are independent of s[nλU ].
Applying Proposition 5.2, we have
E
(
|ϕs([nλU ])|δ · 1An
∣∣∣∣s([nλU ]) = j) ≤ E
(
γ δ1 c
−δ
n
∞∑
i=0
|ψ∗i |δ|zj−1−i|δ +
∞∑
i=j
|pii|δ|yj−i|δ
∣∣∣∣s([nλU ]) = j
)
≤ γ δ1 c−δn
{
E|zj|δ
∞∑
i=j
|ψ∗i |δ +
K1(δ)n
n− 1
j−1∑
i=0
|ψ∗i |δ
}
+ E|yj|δ
∞∑
i=j
|pi∗i |δ
≤ γ δ1 c−δn
∞∑
i=0
|ψ∗i |δ
{
E|zj|δ + K1(δ)nn− 1
}
+ E|yj|δ
∞∑
i=j
|pi∗i |δ,
and thereby,
E
(|ϕs([nλU ])|δ · 1An) = n∑
j=1
E
(
|ϕs([nλU ])|δ · 1An
∣∣∣∣s([nλU ]) = j) · P (s([nλU ]) = j)
≤ γ δ1 c−δn
∞∑
i=0
|ψ∗i |δ
{
E|zj|δ + K1(δ)nn− 1
}
+ 1
n
E|yj|δ
n∑
j=1
∞∑
i=j
|pi∗i |δ
= o(n−1+δ/2).
Therefore,
P
(|ϕs([nλU ])| · 1An > τn)
converges to zero by virtue of Markov’s inequality. Similarly, we have
P
(|ϕs([nλL])| · 1An > τn)→ 0.
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Next, we show that for γ1 chosen before,
P
({
n−1/2
n∑
t=1
|(I˜t − Iˆt)| > γ2
}
∩ An ∩ G1n
)
→ 0. 
Proof of (4.16). Consider the mutually exclusive events
Et1n = {zˆt ∈ (MLn,MUn )} ∩ {zt ∈ (−∞,MLn) ∪ (MUn ,∞)}
and
Et2n = {zt ∈ (MLn,MUn )} ∩ {zˆt ∈ (−∞,MLn) ∪ (MUn ,∞)},
under which |It − I˜t | = 1. If neither E1t nor E2t occurs, |It − I˜t | = 0.
Note that
Et1n ⊂
{
(zt > MUn ) ∩ (|ϕt | > |zt −MUn |)
} ∪ {(zt < MLn) ∩ (|ϕt | > |zt −MLn|)}
⊂ (|ϕt | > |zt −MUn |) ∪ (|ϕt | > |zt −MLn|)
and
Et2n ⊂
{
(MLn < zt < M
U
n ) ∩ (|ϕt | > |zt −MUn |)
} ∪ {(MLn < zt < MUn ) ∩ (|ϕt | > |zt −MLn|)}
⊂ (|ϕt | > |zt −MUn |) ∪ (|ϕt | > |zt −MLn|).
For any γ2 > 0, we have
P
(
n−1/2
n∑
t=2
∣∣∣It − I˜t ∣∣∣ > γ2) ≤ P(Acn)+ P
{(
n−1/2
n∑
t=1
∣∣∣It − I˜t ∣∣∣ 1An > γ2
)}
≤ P(Acn)+ P
{(
n−1/2#(|ϕt | > |zt −MUn |)1An > γ2
)}
+ P {(n−1/2#(|ϕt | > |zt −MLn|)1An > γ2)}
which converges to 0 by taking βn = 0 in Proposition 5.3. 
Proof of (4.17). We show that MˆUn − MUn can be arbitrarily small. Choose small τ > 0. Define ∆1 = #{j : ϕj > τ } and
∆2 = supx #{j : x < zj < x+ 2τ }. The notations introduced at the beginning of the proof of (4.15) will be used here. Then,
we can find integers 0 < K1, K2 < ∆1 such that ϕsˆ([nλ]−K1) < τ and ϕsˆ([nλ]+K2) < τ.Moreover, we have
|MˆUn −MUn | ≤ τ +max{|zsˆ([nλU ]−K1) − zs([nλU ])|, |zsˆ([nλU ]+K2) − zs([nλU ])|}
It suffices to show that
|K1 + ∆ˆ([nλU ] − K1)| and |K1 + ∆ˆ([nλU ] − K1)|
can be bounded by Qn for arbitrarily small Q . Then, the desired results follow from the convergence of [n(λU ± Q )]-th and
[n(λL ± Q )]-th order statistics to the corresponding quantiles. Below, we consider the bounds
|∆ˆ([nλ] − K1)| ≤ ∆1 +∆2
and
|∆ˆ([nλ] + K2)| ≤ ∆1 +∆2.
To see this, we consider the two extreme cases. Let k = sˆ([nλ] + K2). Note that the maximum positive value of ∆ˆ(k) is
attained when ϕk = τ , zˆj < zk + τ for all {j : zj < zk + 2τ }, and zˆj < zk + τ for all {j : zj > zk + 2τ , ϕj > τ }. Similarly, the
maximum negative value of ∆ˆ(k) is attained when ϕk = −τ , zˆj > zk − τ for all {j : zj > zk − 2τ }, and zˆj > zk − τ for all
{j : zj < zk − 2τ , ϕj < −τ }.
To complete the proof, we need only to verify that P(∆1 > Qn)→ 0 and P(∆2 > Qn)→ 0 for arbitrarily small Q . From
Proposition 5.1 and the Markov’s inequality, we have
P(∆2 > Qn) ≤ 1nQ
n∑
t=1
P({ϕj > τ } ∩ An)
≤ n−1Q−1τ−δ
n∑
t=1
{
γ δ1 c
−δ
n E|y∗j |δ +
∞∑
j=t
|pij|δE|y∗t−j|δ
}
= O(c−δn )+ O(n−1+δ/2)
which converges to zero.
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Let J1, J2, . . . , JK be a partition of the real line with equal probability mass under the law F , where K is a positive integer
such that KQ > 2. Suppose that 2τ is chosen to be the smallest interval size of J . Then,
∆2 ≤ max
k=1,...,K−1
#{j : zj ∈ Jk ∪ Jk+1},
and
P(∆2 > Qn) ≤
K−1∑
k=1
P(#{j : zj ∈ Jk ∪ Jk+1} > Qn)
=
K−1∑
k=1
P(#{j : zj ∈ Jk ∪ Jk+1} − 2K−1 > (Q − 2K−1)n)
≤ (K − 1) exp{−2n(Q − 2K−1)2}
→ 0,
where we have used the Hoeffding’s inequality. This completes the proof. 
Proof of (4.18). (4.18) can be proven similarly to (4.17). 
5. Technical lemmas
The symbols introduced in Section 4.2 are used in this section.
Proposition 5.1. We have
∞∑
j=0
|ψ∗j |δ <∞,
n∑
t=1
∞∑
j=t
|pij|δ = o(nδ/2),
E|y∗t |δ <∞.
Proof. By assumption A3, we have
∞∑
j=0
|ψ∗j |δ ≤
∞∑
j=0
|ψj|δ ·
∞∑
i=0
sup
N(θ0)
‖∇pii+1(θ)‖δ <∞,
n∑
t=1
∞∑
j=t
|pij|δ =
n∑
j=1
j|pij|δ + n
∞∑
j=n
|pij|δ = o(nδ/2),
E|y∗t |δ ≤ E
∞∑
j=0
|ψ∗j |δ · |zt−j|δ ≤ E|zt−j|δ
∞∑
j=0
|ψ∗j |δ <∞. 
Proposition 5.2. Assume that Z1, Z2, . . . , Zn are random variables with distribution function satisfying assumptions A1 and A2.
For all k = 1, 2, . . . , n, define s(k) such that j = s(k) if and only if Zj is the number in Z1, Z2, . . . , Zn with rank k. Let βn be any
sequence of real numbers and γ > 0. Then, we have constants K1(δ), K2(δ), K3(δ) and K4 such that for all 1 ≤ i < j ≤ n,
E
(
|Zi|δ
∣∣∣∣s(k) = j) ≤ ( nn− 1
)
K1(δ), (5.21)
E
(
|Zi|δ|Zj − Zs(k) − βn|−δ
∣∣∣∣s(k) 6= i, j) ≤ ( nn− 2
)
K2(δ), (5.22)
E
(
|Zj − Zs(k) − βn|−δ
∣∣∣∣s(k) 6= j) ≤ ( nn− 1
)
K3(δ), (5.23)
P
(
|Zj − Zs(k)| < γ
∣∣∣∣s(k) 6= j) ≤ ( nn− 1
)
K4γ . (5.24)
Here, K2(δ) and K3(δ) do not depend on the choice of βn.
Proof. For all integers n and 1 ≤ k ≤ n, define gn,k(w) as the density function of the k-th order statistic in an iid random
variables with law F(·), i.e.,
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gn,k(w) = n!
(k− 1)!(n− k)! f (w)F
k−1(w)[1− F(w)]n−k.
Notice that inequality (5.21) can be shown as follows:
E
(
|zi|δ
∣∣∣∣s(k) = j) = nn− 1
{∫ ∞
−∞
∫ w
−∞
gn−1,k−1(w)+
∫ ∞
−∞
∫ ∞
w
gn−1,k(w)
}
|zi|δ f (zi)dzidw
≤ 2n
n− 1E
(|zi|δ) .
To establish (5.22) and (5.23), we need the fact:∫
R
|z − w|−δ f (z)dz ≤ 1+ 2(1− δ)−1max
z
f (z).
This can be verified from∫
R
|z − w|−δ f (z)dz =
∫ w−1
−∞
+
∫ w+1
w−1
+
∫ ∞
w+1
|z − w|−δ f (z)dz
≤
∫ w−1
−∞
+
∫ ∞
w+1
f (z)dz +max
z
f (z)
∫ w+1
w−1
|z − w|−δdz
≤ 1+ 2(1− δ)−1max
z
f (z).
Then, we have
E
(
|Zi|δ|zj − zs(k) − βn|−δ
∣∣∣∣s(k) 6= i, j) = nn− 2
{∫ ∞
−∞
∫ w
−∞
∫ w
−∞
gn−2,k−2(w)
+
∫ ∞
−∞
∫ w
−∞
∫ ∞
w
gn−2,k−1(w)+
∫ ∞
−∞
∫ ∞
w
∫ w
−∞
gn−2,k−1(w)
+
∫ ∞
w
∫ ∞
w
gn−2,k(w)
}
|zi|δ|zj − w − βn|−δ f (zi)f (zj)dzidzjdw
≤ 4n
n− 2E|zi|
δ
{
1+ 2(1− δ)−1max
z
f (z)
}
.
Similarly,
E
(
|zj − zs(k) − βn|−δ
∣∣∣∣s(k) 6= j) ≤ 2nn− 1 {1+ 2(1− δ)−1maxz f (z)} .
Now, note that for allw,∫ w+γ
w−γ
f (z)dz ≤ 2γ max
z
f (z) = K4γ .
Then,
P
(
|zj − zs(k)| < γ
∣∣∣∣s(k) 6= j) = nn− 1
{∫ ∞
−∞
∫ w
w−γ
gn−1,k−1(w)+
∫ ∞
−∞
∫ w+γ
w
gn−1,k(w)
}
f (zi)dzidw
≤ 2n
n− 1K4γ .
This completes the proof. 
Proposition 5.3. Let 0 < λ < 1 andβn be deterministic, and let xt = |zt−zs[nλ]−βn|. Then, we have that for all t = 1, 2, . . . , n,
and γ2 > 0,
P
{
n−1/2#(|ϕt | > |xt |)1An > γ2
}→ 0.
Proof. By Theorem 9.2 of [12],
√
n(zs([nλ]) − q) is asymptotically normal. Therefore, we can always find a constant γ3 > 0
such that P(|zs([nλ])| > γ3) is arbitrarily small. By virtue of Markov’s inequality, it suffices to show that
n∑
t=1
P
{
(|ϕt | > |xt |) ∩ (|zs([nλ])| < γ3) ∩ An
} = o(n1/2).
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Consider
P
{
(|ϕt | > |xt |) ∩ (|zs([nλ])| < γ3) ∩ An
}
≤ P(t = s([nλ]))+ P(t 6= s([nλ])) · P
{
(|ϕt |δ · |xt |−δ > 1) ∩ (|zs([nλ])| < γ3) ∩ An
∣∣∣∣t 6= s([nλ])}
≤ 1
n
+ n− 1
n
E
{
|ϕt |δ · |xt |−δ · I(|zs([nλ])| < γ3) · I(An)
∣∣∣∣t 6= s([nλ])} .
When |zs([nλ])| < γ3 and An happens,
|ϕt |δ|x−δt | ≤ γ δ1 γ δ3 c−δn
(
max
i
ψ∗i
)δ
|x−1t |δ +
∞∑
j=t
|pij|δ · |yt−j|δ · |xt |−δ
+ γ δ1 c−δn
∞∑
j=0
|ψ∗j |δ · |zt−1−j|δ · |xt |−δ · I{s([nλ]) 6= t − 1− j}.
Next, we estimate the moment of the right hand side conditioning on s([nλ]) 6= t by using Proposition 5.2. Firstly,
E
{
|x−1t |δ
∣∣∣∣s([nλ]) 6= t} = nn− 1K3(δ) = O(1).
Secondly, when 0 ≤ j ≤ t − 2,
E
{
|zt−1−j|δ · |xt |−δ · I{s([nλ]) 6= t − 1− j}
∣∣∣∣s([nλ]) 6= t}
≤ n− 2
n− 1E
{
|zt−1−j|δ|xt |−δ
∣∣∣∣s([nλ]) 6= t, t − i− j}
≤ n− 1
n
K2(δ) = O(1).
Further, for j ≥ t − 1, since z0, z−1, z−2, . . ., are independent of s([nλ]) and s([nλ]) 6= t − 1− j, we have
E
{
|zt−1−j|δ|xt |−δ · I{s([nλ]) 6= t − 1− j}
∣∣∣∣s([nλ]) 6= t} ≤ n− 1n K3(δ)E|zt−1−j|δ = O(1).
Finally, note that y0, y−1, . . ., are independent of s([nλ]), so that
E
{ ∞∑
j=t
|pij|δ · |yt−j|δ
∣∣∣∣s([nλ]) 6= t
}
≤ E|yt−j|δ
∞∑
j=t
|pij|δ.
Then, using Proposition 5.1, we get
n∑
t=1
E
{
|ϕt |δ · |xt |−δ · I(|zs([nλ])| < γ3) · I(An)
∣∣∣∣t 6= s([nλ])}
= O(1)+ O(c−δn · n)+ o(nδ/2)
= o(n1/2),
which completes the proof. 
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