Introduction
The rate of convergence of preconditioned iterative methods such as the Chebyshev iterative method and (generalized) conjugate gradient methods can be estimated when the condition numberof the preconditioned matrix is known. The Chebyshev method requires even that the extreme eigenvalues are known, or estimated from below and above, respectively. The rate of convergence of the conjugate gradient method depends in fact more precisely on the distribution of the eigenvalues (for more information about this, see 8] ).
In the present paper we survey some recently derived eigenvalue and condition number estimates. For the case of explicit preconditioners, i.e. using approximations of the inverse of the given matrix, see 7] , and the references quoted therein. In the case of implicit preconditioners on factorized form we s u r v ey some recent r e s u l ts in 6], 12] and 24] to estimate condition numbersand to give two-sided bounds of individual eigenvalues. The results extend some results found previously in 6], 12] and 29]. The techniques used are purely a l gebraic a n d w e s h a l l c o n s i der mostly block matrix factorizations. The bounds are of three ma j or types:
(i) two-sided bounds,either depending on the eigenvalues of X ;1 K (see 12] and 24]) or on the eigenvalues of A (see 6] ). Here X is the block diagonal matrix arising in t h e i ncomplete factorization of A and K is an auxiliary matrix to be de ned later in special cases K = D A , the blockdiagonal part of A. (iii) upper bounds of the largest eigenvalue, which d e p e n d o n m, t ypically a s cm, f or some c o nstant c, where m is t h e n umberofdiagonal b l ocks in t h e b l ock m atrix partitioning of A.
Finally, one can combine the techniques used in (ii) and (iii). Clearly, in each application, the minimum of the above boundsgives the bestestimate. A frequently used technique in the construction of preconditioners is the use of small perturbations of the given matrix during the factorization, when required for the preconditioner to satisfy certain conditions for eigenvalue bounds to hold. For an early use of such bounds, see 1] , and for later analysis, see 15] . One can use some graph theoretic means to estimate the perturbation parameters and condition numbers resulting from them (see 7] and the references therein), but this will n o t b e included here.
For many problems the condition numberdepends on some problem parameters. For di erence equations for elliptic equations, for example, this p a rameter is usually the meshwidth (h) of the di erence grid and we want to estimate the order of the condition numberw.r.t. this parameter (as h ! 0). For certain preconditioners one can reduce the condition numberby an order of magnitude, for di erence equations for second order problems from O(h ;2 ) to O(h ;1 ), h ! 0. By deriving a lower bound, one can show, ( see 7] ) that this order is also best possible, if the sparsity of the matrices involved in the preconditioner is of the same order as for the given matrix. However, using certain recursive constructions of the preconditioner one can show that the order can be further signi cantly reduced, while letting the sparsity grow only slowly, for instance as O(log m) but this topic is outside the scope of the present paper.
Besides the dependence on h, there is a dependence of the coe cients in the differential equation and on the shape of the domain. Discontinuities in the coe cients can in uence the condition number for certain orderings of the meshpoints. The condition number may also depend on the shape of the domain or aspect ratio of elements used in the discretization. 2 Upper and lower bounds of eigenvalues Let A be a symmetric matrix. Consider a block incomplete preconditioner in the form C = ( X + L)X ;1 (X + L T ), where X is a block d i agonal and s.p.d. matrix and L is a block lower triangular matrix. Incidently, the assumption that L is a block lower triangular matrix is more of concern for practical implementations. For the proofs, it i s used only in Theorems 2.5, 3.3 and 3.6.
In 6] it is shown that 1=(2 ; ) is an upper bound of the spectral radius of the preconditioned matrix C ;1 A if A X+ L + L T where < 2. Here we e x t e n d t h i s result and generalize it t o e a c h e i g envalue of C ;1 A and also give a l ower bound. This presentation is based on the results in 24]. To this end, we need rst the following basic result. Therefore, applying Theorem 2.1 and Weyl's theorem (cf. Parlett, 1980, p.192) shows that
The lower bound follows in a s i m ilar way. . This theorem will be applied later for classes of matrices A with a certain e i genvalue distribution and a particular class of parameter dependent incomplete factorization methods, to show that a major part of the spectrum of C ;1 A, namely the set of smallest eigenvalues, essentially equals t h e c o rresponding eigenvalues of A multiplied with a constant factor. For completeness we give below also an alternative upper eigenvalue bound proposed in 14] and extended in 32]. For a convenience of the readers we provide a short proof of the result for the case that X is diagonal and L is non-positive. For a proof in the more general case where X is block diagonal, see 29]. which latter is the bound derived in 12] using less powerful techniques.
In the particular, and also commonly occuring case (see applications to follow) where C A, the next, even smaller bound, holds. Up till now, the stated results on boundsof the maximum eigenvalue emphasize how the bounds of maximum eigenvalue of X ;1 K in uence upper bounds of the maximum eigenvalue of the preconditioned matrix C ;1 A. In practice, however, a few eigenvalues of X ;1 K can be essentially larger than 2, for instance, when an incomplete factorization is applied to elliptic equations, see 24] . In this case all previous results can have troubles to obtain a n O(h ;1 ) t ype bound for the condition number. Substantial improvements on estimates of upper bounds of the maximum eigenvalue of the preconditioned matrix involving bounds of e v ery eigenvalue of X ;1 K appeared recently i n 2 4 ] b y combining the techniques used in Section 2 and 3. As it turn out, the new bounds can besigni cantly smaller than the previous bounds for further details and examples, see 24] . Again f o r c o nvenience of the readers, we state the results and provide some slightly shortened proofs.
Let the order of matrices A ij in the block partitioning of A ben i n j .
Theorem 3.5 Let For applications of these bounds for second order elliptic di erence equations, see Section 4.
Finally, we give an alternative bound to that in Theorem 3.3, which in many instances can give a sharper bound. In this case we assume that L is strictly lower block triangular. 
Applications to elliptic equations
We shall now consider some illustrative applications of the previous results. We consider in particular the use of perturbations of the given matrix during the construction of the preconditioner which enables one to easily show s o me bounds of the condition number but which, however, may depend on the perturbations. We also consider estimates of the smallest eigenvalues for a particular class of matrices which arise from di erence approximations of second order elliptic problems.
Bounds for M-matrices
We consider rst bounds of the condition numberofC ;1 A for M-matrices. (1 + ") 2 for some small " holds only for su ciently smooth variable coe cients. However, by the application of Theorem 3.5 and 3.6 in 24] one can obtain some signi cant improvements for the more general incomplete factorization method. These results will b e r e f e r r e d t o l ater in this section.
Bounds of condition numbers of generalized SSOR preconditioned matrices We c o n s i der now c o ndition number bounds for the generalized SSOR preconditioned matrix. Here, the matrices X i are not just a multiple of (D A ) ii , as in (4. The condition (4.8) is indeed not strict. The assumption allows the coe cient a 1 (x y) to have some jumps in both x and y direction. For example, assume that a 1 (x y) is a piecewise di erentiable function for x over , i.e., there exist 0 = a 1 < a 2 < : : : < a k+1 = a such that a 1 (x y) is di erentiable over (a i a i+1 ) for i = that there is a function F(x) s u c h t h a t (4.6) holds. Theorem 3.5 and 3.6 give more accurate upper bounds for the condition number of preconditioned matrices even for the cases where the previous results are applicable. For example, for the modelproblem, i.e. Problem 1 with constant coe cients, The lower bounds of the condition number can be derived using Schur complements. For details, see 7] .
As mentioned previously, bounds involving only m, the numberof blocks are of particular interest when an elliptic second order di erence equation is solved on an oblong rectangular domain with number of nodepoints N 1 N 2 where we assume that N 1 N 2 . If we numberthe points such that the order of the matrix blocks is N 1 , i.e., there are m = N 2 blocks in the main diagonal, then applying Theorem 3.4 shows that cond(C ;1 A) N 2 or 1 4 N 2 for the model problem, both of which hence do not depend on N 1 . It is therefore e cient to choose big blocks for such domains. In addition, this result is independent of the coe cients a b in the di erential equation. Such bounds are also of interest for domains decomposed in m strips. Using a generalized SSOR type preconditioner as above i t s h o ws that the upper bound of the condition numberis m, or approximately 1 4 m for the model type di erence equation.
An application for di erence matrices As an application of the eigenvalue estimates in Theorem 2.4 we consider the nite di erence approximation of the problem This shows that the essentially u n m odi ed incomplete factorization method changes the smallest eigenvalues mainly only by a constant factor. The consequence of this for the rate of convergence of the corresponding preconditioned conjugate gradient method has been discussed in 6], 7] and 8].
