ABSTRACT. A multi-crossing (or n-crossing) is a singular point in a projection at which n strands cross so that each strand bisects the crossing. We generalize the classic result of Kauffman, Murasugi, and Thistlethwaite relating the span of the bracket polynomial to the double-crossing number of a link, span K ≤ 4c 2 , to the n-crossing number. In this paper we find the following lower bound on the n-crossing number in terms of the span of the bracket polynomial for any n ≥ 3:
INTRODUCTION
The classical projection of a link K only considers crossings where two strands meet and bisect each other. In [Ada13] , an n-crossing, also known as multi-crossing, was introduced. (See [PT09] and [TT10] for multi-crossings as applied to graph projections.) A multi-crossing is defined to be a singular point in a projection at which n strands cross, such that each strand bisects the crossing. In [Ada13] it was shown that for every n ≥ 2, any knot or link K has a projection with only n-crossings. Hence, one can define c n (K) to be the minimal number of n-crossings in a projection with only n-crossings. An n-crossing has n strands that are labeled top to bottom 1, 2, ..., n respectively. There are various types of n-crossings characterized by where the strands with different heights are located. For all n-crossings, we read the height of the strands clockwise around the crossings, always beginning with the top strand.
The purpose of this paper is to find a lower bound on multi-crossing number in terms of the span of the bracket polynomial. Independently (see [Kau87, Kau88, Mur87, Thi87] )Kauffman, Murasugi, and Thistletwaite proved that span K ≤ 4c 2 (K). In [Ada13] and [Ada14] , Adams used a similar approach to find a lower bound on triple and quadruple crossing number: span K ≤ 8c 3 (K) and span K ≤ 16c 4 (K).
Our main result shows that for all n ≥ 3,
This bound agrees with the previous bounds for n = 3, 4.
To obtain the bound, we must determine how to compute the bracket polynomial directly from an n-crossing projection. We compute the bracket polynomial of a knot from its double crossing projection by resolving the crossings as some combination of A-splits and B-splits. Each unique way of resolving all of the crossings in a projection is called a state. Each state s contributes a summand of A a(s) A −b(s) (−A 2 − A −2 ) |s|−1 to the bracket polynomial, where |s| is the number of disjoint connected components, a(s) is the number of A-splits and b(s) is the number of B-splits. Thus, < K >= A a(s) A −b(s) (−A 2 − A −2 ) |s|−1 , where the sum is over all states s of the projection. As shown in the traditional skein relation, A-splits and B-splits are the only ways to resolve double crossings. However, a multi-crossing can be resolved in a variety of ways. To calculate the bracket polynomial from an n-crossing projection we need an n-skein relation. The 3 and 4-skein relations appear in [Ada13] and [Ada14] , respectively. In Figure 1 we provide an example of the 5-skein relation associated to the 12345 type 5-crossing. Definition. A term S of an n-skein relation consists of a particular split and the coefficient associated to it. The coefficient is of the form JA t , where J and t are integers. We define the power of S, denoted as P (S), to be this value t. The width of a skein relation R, denoted w(R), is the difference between the highest power and lowest power appearing in the skein relation.
Note that there are multiple n-skein relations because each type of n-crossing generates a unique n-skein relation. For a fixed n = 2, 3, 4, all n-skein relations for a given n have the same width. This pattern does not hold, however, for n = 5. There are twenty-two 5-skein relations with a width of 12 and two 5-skein relations with a width of 8. Similarly, for n = 6, 7, 8, some n-skein relations have different widths as illustrated in the following table. The terms of an (n + 1)-skein relation are obtained by identically adding a strand on top of the split associated to each term in the corresponding n-skein relation and then resolving the resulting double crossings as A-splits or B-splits. We then adjust the powers of the coefficients of the terms according to the rules in the 2-skein relation. For each split in the n-skein relation, we resolve the crossings in all possible combinations of A-splits and B-splits. The resulting terms form the (n + 1)-skein relation.
To obtain the bracket polynomial we must split apart all the n-crossings in a projection in every possible way according to the terms of the n-skein relation. We want to understand how terms in the n-skein relation are related to each other so as to understand which terms contribute the highest and lowest powers to the bracket polynomial. To do so, we define split moves, split distance, high states and low states.
Definition.
A split move on a split S replaces two adjacent arcs in the split by the only other two arcs that connect their endpoints without forming additional crossings. FIGURE 2. A split move.
Note that each split can be obtained from any other split by a sequence of split moves. Each move changes the number of components in a state by ±1.
Definition. The split distance, d(S, T ) between two terms S and T is the minimum number of split moves required to change from the split of S to the split of T . Note that this defines a metric on the set of splits.
Given a multi-crossing with a fixed strand order, define a partial order on the terms in the corresponding skein relation as follows. Let S and T be terms in an n-skein relation. Define the covering relation S ≺ T if the splits of the terms S and T are related by one split move, and P (S) = P (T ) − 2. Extend "≺" to a partial order "<" via transitivity, i.e. S < T if and only if S = S 0 ≺ S 1 ≺ · · · ≺ S k = T for a chain of splittings {S i }| 0≤i≤k .
Definition. Given an n-skein relation, we define a high split (resp. low split) to be a split appearing in a term that is maximal (resp. minimal) with respect to the partial order "<".
The following lemma, appearing in [Ada14] , generalizes here. Lemma 1.1. Let s be a state such that for a given multi-crossing, denoted as x, it is resolved with the split of a term S. If T < S (resp. T > S), then changing the split at x from the split of S to the split of T will not increase (resp. decrease) the highest (resp. lowest) power in the polynomial associated to s.
Proof. If T ≺ S, the split of S and the split of T are 1 split move apart. Thus replacing S with T changes |s| by at most 1. Since T ≺ S, P (T ) = P (S) − 2, and so the summand from the state corresponding to the T split cannot have a power higher than the summand from the state corresponding to the S split. Extending by transitivity, if T < S, we can change from the split of S to that of T by a sequence of split moves that does not increase the highest power of the state. The proof for T > S follows similarly.
Definition. A maximal state, denoted s max , is a state that contributes a summand with the highest power of A to the bracket polynomial, and such that all its splits are high splits. Let M denote this highest power of A. A minimal state, denoted s min , is a state that contributes a summand with the lowest power of A to the bracket polynomial, and such that all its splits are low splits. Let m denote this lowest power of A. We refer to the number of connected components in the state s max as |s max | and the number in s min as |s min |.
We always require that s max states and s min states be the result of exclusively high splits or exclusively low splits. This is always possible by Lemma 1.1. Starting from any state s that contributes the highest (resp. lowest) power to the bracket polynomial, we can always change each split to a high (resp. low) split to obtain a state s that also contributes the highest (resp. lowest) power.
Given a projection of a link K with c n (K) n-crossings, label the different n-crossings x i , each of which is associated to a skein relation R i , where 1 ≤ i ≤ c n . Denote the highest power of A appearing in the skein relation R i of x i as h i and the lowest power of A as l i . The span of K is determined by the highest power of A and the lowest power A. Then, the width of the skein relation R i associated to x i is w(R i ) = h i − l i .
From the skein relations,
The above statements are inequalities rather than equalities because terms with high or low splits do not necessarily have the coefficients with the highest or lowest power of A. In all,
Contribution from width + 2(|s max | + |s min | − 2)
Contribution from components .
We investigate the contribution from width and the contribution from the number of components to obtain a bound on the span of the bracket polynomial. In Section 2 we prove Theorem 2.7, which states that for n ≥ 2, the maximum width of an n-skein relation is n 2 2 . We further prove that this bound is realized for all n ≥ 2. In Section 3 we prove Theorem 3.1, which states that for n ≥ 3, given any c n n-crossing link diagram with an s max state and an s min state, |s max | + |s min | ≤ (2n − 4)c n + 2. In Section 4 we prove the Main Theorem: span K ≤ ( n 2 2 + 4n − 8)c n for any c n n-crossing link with n ≥ 3. Further, we explore how we can obtain a tighter bound given specific conditions on K.
In Section 5, we define the crossing spectrum of a knot K to be the sequence of n-crossing numbers of K. We then explore the crossing spectrum as a knot invariant and evaluate the relationship between multi-crossing numbers for the same knot as we vary n. In Section 6 we explore the additivity of n-crossing knots and links under composition. Finally, in Section 7 we illustrate and explain the methods to calculate the first extensive list of n-crossing numbers for many prime and composite knots.
AN UPPER BOUND ON THE WIDTH OF AN n-SKEIN RELATION
As described in [Ada14] , a parallel split in an n-skein relation is a splitting that consists of n parallel arcs. The top row in Figure 1 contains two parallel splits.
In this section, we prove the upper bound on the width of an n-skein relation is n 2 2 . To do so we must understand how width changes when we construct an (n + 1)-skein relation from an n-skein relation by adding an overstrand.
The width of the skein relation could increase by more than (n + 1) 2 2 − n 2 2 = n when n is even n + 1 when n is odd if there exist two terms S and T that meet the following criteria:
(1) The number of intersections of the overstrand with S and the overstrand with T is greater than
2 . If we resolve the intersections between the overstrand and the term with a higher exponent of A as A-splits and resolve the intersections between the overstrand and the term with a lower exponent of A as B-splits, the difference in powers of the new terms increases by the total number of intersections of the overstrand with the two terms S and T .
(2) The exponents of the coefficients of the terms are already far apart. The ability to separate the exponents of A attached to two terms by a large amount is not worrisome if the exponents of those terms are already very close together. The essence of the proof is that no pair of terms in a single skein relation will possess both of these properties. If a single overstrand can intersect many strands in the splits of a pair of terms, then the difference in the exponents of A between the two terms is sufficiently smaller than the upper bound of To rigorously prove this fact, we need to consider how the difference in power of the two terms relates to the maximum number of intersections an overstrand can create. Lemma 2.6 provides an explicit relationship between these values. The width theorem follows almost directly from Lemma 2.6. We will first introduce notation and definitions that allow us to discuss the the process of adding an overstrand and increasing the width of the subsequent skein relation. We then prove Lemmas 2.1-2.5, which are all necessary to prove Lemma 2.6. Notation. Let T be a term in an n-skein relation R corresponding to a crossing x. Let O be an overstrand placed over x to create a crossing x with (n + 1)-skein relation R . Let T be a term in R obtained by resolving the intersections of T with O according to a particular combination of A-splits and B-splits. Let O be an overstrand placed over x to create a crossing x with (n + 2)-skein relation R . We may also consider O as a overstrand placed on the term T before the intersections of O with T are resolved (and in this case O will intersect O). Let P (T ) represent the power of A in the coefficient of the term T . Let I(O, T ) be the set of arcs in the split diagram of T that O intersects; |I(O, T )| denotes its cardinality. Let I(O, O , T ) denote the arcs that are in the split diagram of T that both O and O intersect. We abbreviate its cardinality by T * . When we say that we are performing a geometric operation, such as a split move or an arc surgery, on a term T , we mean that we are performing this operation on the split of the term T . The power of the term T remains unchanged.
Finally, we define a quantity I * that will be the key to the main theorem.
Definition. Given two terms S and T of an n-skein relation for a given crossing x and two overstrands O and O , we define I * = min{S * , T * }.
Definition. Let O be an overstrand on a split T . We call the endpoints of any arc that intersects O separated endpoints.
Definition. Here we describe arc surgery. This is a procedure for generating a new split T 1 from an existing split T 0 , given a strand O overlaid. The resulting split T 1 has the same number of arcs as T 0 , but T 1 has two fewer intersections with O. Although arc surgery relates splits within a n-skein relation, arc surgery is performed with respect to an overstrand O. For simplicity we rotate the split so that O is vertical. Step 2: Delete the arcs extending from the endpoints of the east and west pair and then connect east and west pairs. (c)
Step 3: Connect the remaining endpoints with arcs intersecting O to create T 1 .
Remark.
A split move is a special type of arc surgery that occurs when the west and east pairs of endpoints are all part of one polygon. An arc surgery is more powerful than a split move. Figure 4 illustrates two splits that are separated by one arc surgery, but they are separated by at least 7 split moves. Note that an arc surgery is a directed operation, unlike a split move. Lemma 2.2 will introduce the concept of inverse arc surgeries. FIGURE 4. These two splits are one arc surgery apart, but 7 split moves apart.
Definition. Let O be an overstrand on a spilt T . We call r i a rotation of O obtained by rotating O clockwise past i endpoints of the split. The rotation of O in the counterclockwise direction will be denoted r i . We note that the set {r n 2 , r n 2 −1 , r n 2 −2 . . . r 0 . . . r n 2 −1 , r n 2 } contains all the unique rotations of O . When n is even, r n 2 = r n 2 and when n is odd, all elements in the aforementioned set are distinct. When r i ∈ {r 0 , r 1 , ..., r n 2 }, we say that r i is clockwise of O , and when r i ∈ {r n 2 , ..., r 1 }, we say that r i is counterclockwise of O . To make notation clearer, we will denote r n 2 as r n 2 and r n 2 as r n 2 .
Definition. Let j be an integer such that 1 ≤ j ≤ n 2 . The following definitions describe the change in the number of intersections with T as we rotate O clockwise from r j−1 to r j . We call a rotation from r j−1 to r j increasing if the number of intersections with arcs in T increases. We define a decreasing rotation analogously. A rotation is level if the number of intersections does not change.
• Let c denote the number of increasing rotations, i.e., the number of distinct j for which I(r j , T ) − I(r j−1 , T ) = 2.
• Let l denote the number of level rotations, i.e., the number of distinct j for which I(r j , T ) − I(r j−1 , T ) = 0.
• Let d denote the number of decreasing rotations, i.e., the number of distinct j for which I(r j , T ) − I(r j−1 , T ) = −2. Lemma 2.2. Given a split T 1 in an n-skein relation and an overstrand O such that |I(O, T 1 )| = n − 2m for any integer m satisfying 1 ≤ m ≤ n 2 , there exists a split T 0 in the n-skein relation such that one arc surgery performed on T 0 yields T 1 and |I(O, T 0 )| = n − 2(m − 1) = n − 2m + 2.
Proof. We present a method of constructing such a split T 0 . We can think of this as inverse arc surgery (see Figure  6 ). Again assume that O is vertical. First, delete an arc of T 1 contained completely on the east (right-hand) side of O such that there are no arcs between this arc and O. Delete another arc of T 1 contained completely on the left-hand side of O such that there are no arcs between this arc and O. Next, delete all other arcs that cross O. Reconnect all unpaired endpoints so that each of the new arcs intersects O, but none of the other newly-created arcs. This is T 0 . Note that we can perform one arc surgery on T 0 to obtain T 1 . Choose the endpoints corresponding to the arcs previously deleted from T 1 as the east pair and the west pair. Performing the arc surgery with this choice of east pair and west pair creates T 1 . Furthermore, recall that a single arc surgery decreases the number of intersections with O by 2. This gives |I(O, T 0 )| = n − 2m + 2. If there are multiple arcs that satisfy the conditions for deletion in the first step, there will be many possible splits T 0 , all of which are one arc surgery away from Recall the definitions of c, l, c and l.
Lemma 2.3. Let T be a split in an n-skein relation and let m be an integer such that 0
Proof. We prove that the inequality holds for c and l. The case for c and l follows similarly. We proceed by induction on m. We increase m by performing arc surgeries. Throughout the course of this argument, we assume n is even. The arguments presented below generalize to the odd case. Note that for the duration of this proof, the position of O is fixed.
If O intersects n arcs of a split T of an n-skein relation, then T must be a parallel split and O must be the strand that intersects all arcs of T . Each rotation of O clockwise up to the position r n 2 intersects 2 fewer strands than the previous position. Therefore, c = l = 0 and 2c + l = 0 ≤ 2(0), as desired.
Let c 1 and l 1 denote the quantities c and l for T 1 . We will show that 2c 1 + l 1 ≤ 2(m + 1).
By Lemma 2.2, for any T 1 such that |I(O, T 1 )| = n−2(m+1), there exists a split T 0 such that |I(O, T 0 )| = n−2m and T 0 is one arc surgery away from T 1 . Given the splits T 1 and T 0 , draw O vertically and draw a strand at the position r n 2 . Note that O and r n 2 divide the split into quadrants. Label the quadrants NE, NW, SE, SW according to the intercardinal directions. The quadrants are the same size when n is even because r n 2 is orthogonal to O when n is even. In the odd case, the NE and SW quadrants will each contain one more endpoint than the SE and NW quadrants. We call an endpoint in the NE quadrant a NE endpoint and similarly for the other directions.
We show that |I(r n 2 , T 1 )| ≤ |I(r n 2 , T 0 )| + 2, and then use this statement to complete the inductive step. The intersections of r n 2 with T 1 are of two forms: side arcs and diagonal arcs of T 1 . A side arc connects a NE endpoint to a SE endpoint or a NW endpoint to a SW endpoint. A diagonal arc connects a NE endpoint to a SW endpoint or a NW endpoint to a SE endpoint. Let SA(T ) and DA(T ) represent the number of side arcs and diagonal arcs in the split T respectively. Then |I(r n 2 , T )| = SA(T ) + DA(T ). The number of diagonal arcs depends on the difference in the number of separated endpoints in the NW and NE quadrants. Recall from definition 2 that separated endpoints belong to arcs that intersect O. Every separated endpoint in the NE quadrant that cannot connect to an endpoint in the NW quadrant must connect to an endpoint in the SW quadrant and form a diagonal arc. Thus, DA(T ) is the positive difference in the number of separated endpoints in the in NW and NE quadrants for the split T , DA(T ) = |# of separated NE endpoints − # of separated NW endpoints |.
We will examine how one arc surgery affects SA(T 0 ) + DA(T 0 ). Note that before surgery, the east and west pair endpoints are separated endpoints. After surgery they are no longer separated endpoints. Recall that arc surgery can only be performed on separated endpoints. Arc surgery can therefore create, but not remove, side arcs because side arcs do not intersect O. Without loss of generality, we need only to consider four cases for the location of the east pair and the west pair.
Case 1: Both west pair endpoints and both east pair endpoints are in the NW and NE quadrants respectively.
Arc surgery on T 0 decreases the number of separated NW endpoints by 2 and the number of separated NE endpoints by 2. Thus, DA(T 0 ) = DA(T 1 ). Note that no new side arcs are created in the surgery so SA(T 0 ) = SA(T 1 ). We obtain, SA(T 1 ) + DA(T 1 ) = SA(T 0 ) + DA(T 0 ).
Case 2: One endpoint of the west pair is in the NW quadrant and the other is in the SW quadrant. Both endpoints of the east pair are in the NE quadrant.
Arc surgery on T 0 decreases the number of separated NW endpoints by 1 and the number of separated NE endpoints by 2. Thus, DA(T 1 ) = DA(T 0 ) ± 1. The arc surgery creates one new side arc so SA(T 1 ) = SA(T 0 ) + 1. We obtain
Case 3: One endpoint of the west pair is in the NW quadrant and the other is in the SW quadrant. One endpoint of the east pair is in the NE quadrant and the other is in the SE quadrant.
Arc surgery on T 0 decreases the number of separated NW endpoints by 1 and the number of separated NE endpoints by 1. Thus, DA(T 1 ) = DA(T 0 ). The arc surgery creates two new side arcs so SA(T 1 ) = SA(T 0 ) + 2. We obtain,
Case 4: Both west pair endpoints and both east pair endpoints are in the NW and SE quadrants respectively.
Arc surgery on T 0 decreases the number of separated NW endpoints by 2 and does not change the number of separated NE endpoints. Thus, DA(T 1 ) = DA(T 0 ) ± 2. The arc surgery does not create new side arcs so SA(
We will now use this fact to complete the inductive step. Since each increasing rotation increases the the number of intersections with T 0 by 2 and each decreasing rotation decreases the number of intersections with T 0 by 2, we obtain
We substitute the above equations into the inequality |I(r n 2 , T 1 )| − |I(r n 2 , T 0 )| ≤ 2, and obtain
Recall that by our choice of
There must be a total of n 2 rotations to arrive at the position r n 2 , so
which is equivalent to −2d 1 = 2c 1 + 2l 1 − n and 2d 0 = n − 2c 0 − 2l 0 .
We obtain
By the inductive hypothesis, 2c 0 + l 0 ≤ 2m. Therefore 2c 1 + l 1 ≤ 2(m + 1), as desired.
Lemma 2.4. Let T be a split in an n-skein relation and O an overstrand. Let m and j be integers such that
The overstrand r m+j denotes the rotation of O past m + j endpoints. The case for counterclockwise rotations r m+j follows similarly, except that we require m + j ≤ n 2 . Each rotation can be classified as increasing, decreasing, or level, as described previously. We define c * as the number of increasing rotations in the first m + j rotations of O . More rigorously, c * is the number of distinct p ≤ m + j such that |I(r p , T )| − |I(r p−1 , T )| = 2. We define l * and d * analogously. We note that |I(r m+j , T )| = |I(O , T )| + 2c * − 2d * = n − 2m + 2c * − 2d * . We aim to find an upper bound on |I(r m+j , T )| under the following constraints, the first following from the definitions and the second following from the definitions and Lemma 2.3:
Doubling both constraints and subtracting Constraint (2.1) from Constraint (2.2) yields
Therefore |I(r m+j , T )| = n − 2m + 2c * − 2d * ≤ n − 2m + 2m − 2j = n − 2j as desired.
Lemma 2.5. Let T and S be terms of an n-skein relation and let O and O be overstrands. Let p be an integer such
Proof. Fix the position of O and let |I(O , S)| = p + 2m and |I(O , T )| = n − 2m. We note that the value of |I(O, S)| − 2I * depends on the position of O. Without loss of generality, assume that O is counterclockwise of O and I * is realized in the diagram of S, meaning that |I(O, O , S)| = S * = I * . We may assume this because |I(O , T )| = n − 2m can be expressed in the form p + 2m for some p. Hence 0 ≤ m ≤ n−p 2 . We also note that each position of O can be denoted as r i , where r i is the rotation of O clockwise past i endpoints. We observe that r i intersects 2 more, 2 fewer, or the same number of arcs as r i−1 by rotating in and out of arcs (see Figure 8 ). To tabulate ∆I * , we must consider whether the arcs we have rotated in and out of were arcs in I(O , S). Rotating past one endpoint, O may intersect 1 more, 2 more, 1 fewer, 2 fewer, or the same number of arcs in I(O , S) as before. 
According to the table, any rotation that moves O from r i−1 to r i can increase the quantity |I ( 
It follows that
We apply Lemma 2.4, which states if
Regardless of which rotation r m+j from O we choose for O, we always have
Lemma 2.6. Let S and T be terms in an n-skein relation and let O be any single overstrand placed on the split diagrams of S and T . Then
(1) If n is even and
(2) If n is odd and
Here k is an integer such that k ≤ n 2 . Proof. We proceed by induction on n.
Base Case: The Lemma holds for n = 3 and n = 4. Induction: We assume the lemma holds when an overstrand O is added to an n-skein relation. Suppose now an additional overstrand O is added. Without loss of generality, assume O is a counterclockwise rotation of O. We divide the inductive step into two cases and prove each case for n even and for n odd. The notation max O denotes the maximum possible value over all choices of O . Proof of Case 1: We restate our inductive hypothesis:
We assume the conditions of Case 1:
We will show that max
Let δ denote the change in power resulting from resolving the intersections of the overstrand O with splits S and T , i.e.
Without a loss of generality, assume P (T ) ≥ P (S). 
− 2k
2 , we obtain
as desired.
Proof of Case 2 We restate our inductive hypothesis:
We assume the conditions of Case 2:
We will show that 
Theorem 2.7. Let R be an n−skein relation for n ≥ 2. Then, w(R) ≤ n 2 2 .
Proof. We proceed by induction on n, showing that for any terms S and T in R,
Base Case: Observe that this theorem holds for n = 2, 3, 4 by [Kau87, Ada13, Ada14].
Induction: Suppose for all S and T in an n-skein,
where S and T are any terms in in the (n + 1)-skein relation obtained by adding O to the n-skein and resolving the crossings. Since S and T are the results of resolving intersections of O with S and the intersections of O with T , we obtain,
We use the inductive hypothesis and obtain,
Case 2:
Assume n is even and max O {|I(O, S)| + |I(O, T )|} = n + 2k for k an integer such that 1 ≤ k ≤ n 2 . By the result of Lemma 2.6,
Assume n is odd and max O {|I(O, S)| + |I(O, T )|} = n + 1 + 2k for k an integer such that 1 ≤ k ≤ n 2 . By the result of Lemma 2.6,
We now demonstrate that this upper bound on the width of an n-skein relation is the best possible. Let < 12 . . . n > denote the skein relation for the crossing in which the k th highest strand is immediately clockwise of the (k − 1) st highest strand for 2 ≤ k ≤ n.
Corollary 2.8. For n ≥ 2, w(< 12 . . . n >) = n 2 2 . Proof. For convenience, we will denote the lowest power of A appearing in the skein relation for < 12 . . . n > by l(< 12 . . . n >). We denote the highest power of A appearing in the skein relation by h(< 12 . . . n >).
We will use an inductive argument to show that l(< 12 . . . n + 1 >) = l(< 12 . . . n >) − n. We refer to the overstrand that transforms < 12 . . . n > into < 12 . . . n + 1 > as O n Base Case: For < 12 >, the lowest power of A is realized by exactly one term, T 2 : a parallel split that realizes |I(O 2 , T 2 )| = 2.
Induction: Assume that there is only one term on the lowest power of < 12 . . . n >, a term T n such that |I(O n , T n )| = n. An overstrand placed over < 12 . . . n > can intersect at most n arcs per term. So, if T n had the unique lowest power of A in < 12 . . . n >, the term obtained from performing all B-splits on this term will be the only term on the lowest level of the skein relation < 12 . . . n + 1 >. The power of this term is exactly n lower than P (T n ). Moreover, the new split is in fact the parallel split that realizes n + 1 intersections with the overstrand O n+1 . 2 . First, we observe that any overstrand intersects an odd number of arcs when n is odd. So, when n is odd, we can perform at least one A split on a term that realizes the highest power of A, resulting in h(< 12 . . . n + 1 >) ≥ h(< 12 . . . n >) + 1
When n is even, we can still assert that h(< 12 . . . n + 1 >) ≥ h(< 12 . . . n >)
We have
(1) h(< 12 . . . n + 1 >) ≥ h(< 12 . . . n >) + 1 when n is odd 0 when n is even
Noting that w(< 12 . . . n >) = h(< 12 . . . n >) − l(< 12 . . . n >), we subtract (2) from (1) to obtain w(< 12 . . . n + 1 >) = w(< 12 . . . n + 1 >) + n + 1 when n is odd n when n is even w(< 12 . . . n + 1 >) ≥ n 2 2 + n + 1 when n is odd n when n is even w(< 12 . . . n + 1 >) ≥ (n + 1) 
BOUND ON THE NUMBER OF COMPONENTS
In this section we aim to prove the following theorem about the number of components in maximal and minimal states.
Theorem 3.1. Let n ≥ 3 and let K be a connected multi-crossing projection with c n n-crossings. Let s max be a maximal state and s min be a minimal state. Then
We reduce the proof of Theorem 3.1 to finding a lower bound for the split distance between any high and low split. Lemmas 3.2 and 3.3 give the crucial connection between the split distance between two splits and the total number of components formed when we replace a given crossing with each split. When we replace a crossing with a split to calculate the number of connected components, we call the split we use the interior split S. Imagine the interior split being bounded by an "invisible" circle C, as shown in Figure 11 . When we follow the knot away from one of the endpoints on C, we eventually return to a different endpoint on C. Connect all such pairs of endpoints by a collection of disjoint arcs outside C. We call this connection of endpoints the exterior split T . Let ||S, T || denote the number of topological circles formed by connecting the interior split S with the exterior split T . The split distance d(S, T ) is defined to be the split distance between S and the reflection of T through C. Lemma 3.2. Let x be a crossing in an n-crossing projection with n ≥ 2, and let S be an interior split of x and T the corresponding exterior split. Then d(S, T ) = n − ||S, T ||.
Proof. Both S and T have n arcs. For the duration of this proof, we define the length of a connected component to be the number of times the connected component intersects the "invisible" circle C separating both splits. Assume each of the ||S, T || connected components is 2k i arcs long such that 1 ≤ i ≤ ||S, T ||, so that
FIGURE 11. The red arc in T is a non-nesting arc. Performing a split move on the blue arcs in S changes a component of length 10 = 2(5) into two components of length 8 = 2(5 − 1) and 2.
We want to perform a number of split moves on S until the number of connected components is n and each connected component has a length of two. In other words, we perform split moves until the interior split S has turned into T . When performing split moves, we ignore any connected components of length 2 that are formed by common arcs in S and T . Instead, choose a non-nesting arc in T , which is to say, an arc such that there exists a disk bounded by that arc and an arc on the invisible circle that contains no other arcs of T other than those we are ignoring. We perform a split move on the two distinct arcs in S sharing the endpoints. Note that there at are least two non-nested arcs in T . Performing the split move changes a component of length 2k i into two components of length 2(k i − 1) and 2, as shown in Figure 11 . Continue the process until all components have length 2, i.e. the interior split S has turned into T . Inducting on k i , each length 2k i component has required k i − 1 split moves in total. So the split distance between S and T satisfies
We can find a lower bound on d(S, T ) by considering that each split move can increase the number of components by at most 1. Therefore, given a fixed exterior split, changing from an interior split that creates n components to an interior split that creates ||S, T || components requires at least n − ||S, T || split moves, i.e. d(S, T ) ≥ n − ||S, T ||.
Thus, d(S, T ) = n − ||S, T ||.
In the case that the knot or link has a single n-crossing, ||S, T || is the number of components of the state corresponding to the split S. However, in knot projections with more than one multi-crossing, a state consists of more than one split, as each multi-crossing is split in a specific way. We need to know the number of components that result when all crossing are split. However, for induction we will consider splitting one crossing at a time. Split one crossing of the knot. The resultant projection is a link. We call a topological circle in this projection a link component. We define a projection component to be a connected component of the projection when it is considered as an object on the plane. In other words, all link components that pass through the same multi-crossing are part of the same projection component. Each projection component occupies a disjoint region in the plane. Clearly, the number of link components is always greater than or equal to the number of projection components since each projection component contains at least one link component. Lemma 3.3. Let n ≥ 2 and let U and V be two different splits at a specified n-crossing x in a projection P , that split P into k U and k V projection components. Then
Proof. Obtain the exterior split of x as described in Figure 10 . We call the exterior split T . We know d(U, T ) = n − ||U, T ||, and d(V, T ) = n − ||V, T ||. By the triangle inequality,
Note that ||U, T || is the number of link components corresponding to the U split. Thus k U ≤ ||U, T ||. Likewise,
Lemma 3.4. Let P be a connected projection with c n n-crossings for n ≥ 2. If D ≤ d(H, L) for any high split H and low split L, i.e. any high and low splits are at least D split moves apart, then
Proof. Base Case: First consider c n = 1. Let T be the exterior split and H,L be a high and a low split. By Lemma 3.3,
This proves the base case.
Induction:
Assume |s max | + |s min | ≤ (2n − D − 2)c + 2 for all non-splittable knot projections with c n n-crossings. Now consider any non-splittable n-crossing projection K with c n + 1 crossings. We want to show that |s max | + |s min | ≤ (2n − D − 2)(c + 1) + 2.
Pick one crossing x and split it as the high split H that corresponds to the state s max , resulting in a new projection P with k H projection components, P 1 , P 2 , . . . , P k H . Each P i is a single projection component such that P i is disjoint from P j for i = j. Let c i be the number of n-crossings in P i . For each i, c i ≤ c n since the projection initially had c n + 1 crossings. We have 
We note that to achieve the decompositions that yield the maximum (minimum) power of A, we choose at each crossing a split that is maximal (minimal) with respect to the skein relation of that crossing. However, within a skein relation, there may be multiple maximal (minimal) splits. The split that yields the highest (lowest) power of A depends on the configuration of outside strands, which is dictated, for some projection components, by the choice of splitting performed at S.
When we begin with P and split x as L, we obtain k L projection components, which we label P 1 , P 2 , . . . , P k L . For the same reason as above, |s min | = k L j |s min,j |. We distinguish |s min,i | from |s min,i | by the fact that the minimal splitting that realizes the lowest power of A depends on the splitting at x. The splits chosen to realize |s min,i | come from the minimal splits that realize the lowest power of A when x is split as L. Suppose x is split as H and each other crossing in the projection is split as the minimal split that realizes the lowest power of A when x is split as L. We are left with a set of disjoint connected components. Changing the split of x from H to L corresponds to surgering the circles around that crossing to add −k H + k L more circles to our state.
It follows that
By combining our inductive hypothesis and Lemma 3.3, we obtain the following:
In order to complete the proof of Theorem 3.1, it suffices to show that for n ≥ 3, D ≥ 2 for H and L and then apply Lemma 3.4. In other words, we need to show that the split distance d(H, L) between any high split and any low split is at least 2. In order to do so we must investigate how the high and low splits were generated when we constructed the (n + 1)-skein relation.
Definition. Let S be a term in an n-skein relation and S be a term in a corresponding (n + 1)-skein relation. If the split of S was obtained by resolving intersections of an overstrand with the split of S, we call S the mother of S as illustrated in Figure 13 . We consider S to be an offspring of S.
Let the term S be the mother of the term S . If I(O, S) = 0 then S generates more than one offspring as we resolve the intersections with the overstrand as different combinations of A-splits and B-splits. Let S and R be offspring obtained from the same mother. If the sequence of A-splits and B-splits to obtain them differs in only one place, then d(S , R ) = 1.
Definition. Consider the endpoints of the most recently added overstrand, assuming it is vertical, after the double crossings have been resolved. Travel away from one of the new endpoints. If the arc turns in the clockwise direction away from the vertical with respect to the starting endpoint for both of the newest endpoints, then we call the split a clockwise split. Similarly, if the arc turns in the counterclockwise direction from the vertical with respect to the starting endpoint for both of the newest endpoints, then we call the split a counterclockwise split. Finally, if the endpoints of the most recently added strand are connected by a straight line, then we call the split a straight split. This can only occur when the most recently added overstrand does not intersect its mother split. Note there are some splits that are neither counterclockwise, clockwise, nor straight. See Figure 14 .
It is important to note that straight splits only occur as part of odd multi-crossing skein relations.
Clockwise Counterclockwise Straight Neither FIGURE 14. We can classify the n + 1 splits into four distinct types by considering the arcs that emanate from the endpoints of the most recently layed overstrand.
Lemma 3.5. All high splits are either counterclockwise or straight. All low splits are either clockwise or straight.
Proof. If I(O, S) = 0, S can only generate one term S that has a straight split. Therefore all straight splits are high or low splits. If S is a term in a skein relation of an odd multi-crossing, then I(O, S) ≥ 1. Thus, terms with straight splits only occur in the skein relations from odd multi-crossings. Suppose now that |I(O, S)| = 0. If the first crossing encountered when traveling away from the endpoint of the newest overstrand is resolved as an A-split, then an arc will extend counterclockwise from at least one endpoint of O. One splitting will create counterclockwise arcs at both endpoints if and only if |I(O, S)| = 1. Likewise, if the first crossing encountered when traveling away from the endpoint is resolved as a B-split, then an arc will extend clockwise from at least one endpoint of O. One splitting will create clockwise arcs at both endpoints if and only if |I(O, S)| = 1. A high split is generated by an all-A-split division and a low split is generated by an all-B-split division. Therefore, all high splits that are not straight are counterclockwise and all low splits that are not straight are clockwise.
Lemma 3.6. Let n ≥ 2, and let S be an n-split with offspring S from overstrand O. If |I(O, S)| ≤ 1 and S is a high split (resp. low split), then S is a high split (resp. low split).
Proof. First suppose that S is not a high split and that |I(O, S)| = 0. Then there exists a term T with n arcs such that S ≺ T with respect to the partial ordering. We call T the aunt of S . Since |I(O, S)| = 0, either |I(O, T )| = 0 or |I(O, T )| = 2 since T differs from S by a single split move.
By resolving crossings, T generates a term T that we will call the cousin. Suppose |I(O, T )| = 0. Then T is a straight split. The cousin is clearly one split move from S because they differ only in the location where the mother and aunt differ. See Figure 15a . Furthermore, the cousin is one level above S because they each have the same coefficient as their respective mothers. Therefore S < T , contradicting our original assumption that S is a high split.
If |I(O, T )| = 2, we can generate more than one term T . In particular, consider the two terms generated by splitting both intersections with one A-split and one B-split. We will denote both terms as T for simplicity. Observe that the split of T and S are one split move apart. Moreover, the split of the mother S is only one split move away from the split of the aunt T . See Figure 15b . Since P (T ) = P (T ), the cousin T is one level above S . Thus, S < T , contradicting our original assumption that S is a high split. Then there exists a term T such that S ≺ T with respect to the partial ordering. Since the splits of T and S are one split move away, they differ only in two arcs. There are three cases for where T and S differ. In case (a), the split move that separates the mother and aunt involves the arc in the mother that intersects the added strand, as shown in Figure 16a . In case (b), the split move that separates the mother and aunt involves two arcs on the same side of the added strand in the mother split, as shown in Figure 16b . Finally, in case (c), the split move that separates the mother and aunt involves an arc on each side of the added strand in the mother split. as shown in Figure 16c . The figures show that in each case there exists a cousin T such that S < T . This contradicts the assumption that S is a high split.
A similar proof follows if we begin with the assumption that S is a low split.
Lemma 3.7. A split cannot be both a high split and a low split.
Proof. Suppose the split of S were both a high split and a low split. By Lemma 3.5, the split of S is straight, since it cannot be both clockwise and counterclockwise. Lemma 3.6 implies that S, the the mother of S , is both a high split and a low split and therefore must also be straight. This would imply that both S and S are part of an even multi-crossing skein, which is a contradiction.
Lemma 3.8. Let n ≥ 3. Given any high n-split S and any low n-split T , d(S, T ) ≥ 2.
Proof. It suffices to prove the statement for the following cases:
(1) S is counterclockwise and T is clockwise.
(2) S is straight and T is clockwise.
(3) S is is counterclockwise and T is straight.
(4) S is straight and T is straight.
(1) Suppose a counterclockwise high split S were one split move away from a clockwise low split T . Then, one split move to a high split will change the orientation of both the counterclockwise arcs that extend from a new endpoint. This can only occur if there are no other arcs or lines passing between the new endpoints. For this to occur, the high split and the low split must be the products of resolving one intersection between a mother and the overstrand as an A-split and one as a B-split. Since the high split and the low split are one split move away, they differ by only 2 arcs. The four endpoints of these arcs are the same in both splits. One pair of endpoints is a result of the overstrand, and the other pair of endpoints is from the mother split. Consequently the mothers of the two splits are identical. We apply Lemma 3.6 and conclude that the mother of the high split is maximal and the mother of the low split is minimal. Since their mothers are identical, this implies the mother split is both maximal and minimal, contradicting Lemma 3.7. Therefore, a counterclockwise high split cannot be one split move from a clockwise low split. (2) Consider the endpoints of the new strand on the straight split (i.e. the straight strand). In order to make an arc extend clockwise from the top endpoint, a split move must be performed between the straight strand and an arc on its left. This will yield an arc extending clockwise from the top endpoint and counterclockwise from the bottom endpoint. We will need at least one more split move to construct an arc extending clockwise from the bottom endpoint make this split into a clockwise split. Thus, clockwise and straight splits are more than one split move apart. (3) The argument for part (2) holds. (4) By Lemma 3.6, the mother of the high split is maximal and the mother the low split is minimal. Neither mother is a straight split because the mothers are part of even multi-crossing skein. Consider the endpoints of the most recently added strand on the mother split. Arcs extend from these points counterclockwise and clockwise respectively on the high split and the low split candidate. There is no way to change the direction of both the top and bottom counterclockwise arcs in a single split move because a straight line rests betweens the two arcs. Therefore, the high and low splits are more than one split move apart.
Proof of Theorem 3.1: By applying Lemma 3.4 and Lemma 3.8, we have now proved that |s max | + |s min | ≤ (2n − 4)c n + 2.
BOUND ON MULTI-CROSSING NUMBER IN TERMS OF THE SPAN OF THE BRACKET POLYNOMIAL
We now use the results proved in Sections 2 and 3 to prove our main result.
Theorem 4.1. For any projection of a knot or link, K, with c n n-crossings with n ≥ 3,
Proof. Recall that
By Theorem 2.7, w(R i ) ≤ n 2 2 , and by Theorem 3.1, |s max | + |s min | ≤ (2n − 4)c n + 2. Therefore,
The proof of the theorem goes through in the case of n = 2, except for Lemma 3.8. In the case of n = 2, for high split T and low split S, one has instead that d(S, T ) ≥ 1. This yields the result that span K ≤ 4c 2 .
This bound assumes that all the crossings in the knot have skein relations that realize the bound n 2 2 . The bound can be improved by considering the width of the different skein relations that correspond to different types of ncrossings. For example, in the case of n = 5, the skein relations of the crossing types 13524 and 14253, which are reflections of one another, have width 8, whereas the 22 other types of 5-crossings have a width of 12.
Therefore, given a 5-crossing projection of a knot or link K, if we let c 5,8 denote the number of crossings of type 13524 and 14253, which have skein relations of width 8, and c 5,12 denote the number of remaining crossings, each of which has a skein relation of width 12, and we let c 5,P denote the number of crossings in the projection P , we obtain span K ≤ 8c 5,8 + 12c 5,12 + (4(5) − 8)c 5,P = 20c 5,P + 4c 5, 12 In particular, if a link K has a minimal 5-crossing projection such that all of its crossings are of type 13524 and 14253, then span K ≤ 20c 5 (K). If instead, we consider all types of 5-crossings, we obtain the weaker bound span K ≤ 24c 5 . In a similar manner, we can create tighter bounds for n > 5 by considering the widths of the specific types of n-crossings found in the knot projection.
We can also find a bound on the span of the bracket polynomial in terms of petal number. A petal projection is defined in [ACD + 12] as the projection of a knot K with a single multi-crossing and no nested loops. The petal number of a knot K, denoted p(K), is the least number of loops in a petal projection. This is equivalent to the number of strands passing through the single n-crossing. Every petal projection has a pre-petal projection that can be obtained by pulling the top strand off the crossing, creating one nesting loop. 
THE CROSSING SPECTRUM
Recall that every knot has an n-crossing number for all n by [Ada13] . We can therefore define the crossing spectrum of a knot K to be the sequence of multi-crossing numbers {c 2 (K), c 3 (K), . . .}. The Table in Section 7 illustrates the crossing spectrum of various low crossing knots. We can consider the crossing spectrum as a knot invariant. It does not distinguish the knots 6 2 , 6 3 , 3 1 #3 1 and 3 1 #m3 1 . However, the crossing spectrum distinguishes other knots such as 3 1 #5 1 from 3 1 #m5 1 , which are often difficult to distinguish.
Adams previously asked whether this crossing spectrum is monotonic. More precisely, is it true that c n (K) ≥ c n+1 (K) for all n ≥ 2? We have a few results that may help us answer this question. In [Ada13] and [Ada14] , proofs of the following appear: 
Further, it was shown in [ACD + 12] that for any knot or link, K, there exists an n, such that c n (K) = 1. As shown in the Table in Section 7, there are no known counterexamples to the monotonicity conjecture. To this collection of known relations we add the following result, which serves to somewhat interlace the inequalities 5.1 and 5.2:
Lemma 5.1. For all n ≥ 2 and all links K, c n (K) ≥ c 2n (K) .
Proof. Assume for simplicity that K is a knot. Let P 0 be a projection of K with c n n-crossings. Pick a point p 0 ∈ P 0 and choose an orientation on the knot. We first construct a projection P 1 of K 0 1 with all crossings of order 2n save possibly a single double crossing.
Take a point p 1 just to the right of p 0 such that p 1 is not on the knot. Draw a path γ following P 0 along the orientation, intersecting each crossing transversely and intersecting P 0 nowhere else. Initially, this γ is on the right of p 0 ; after the first crossing, it will be to the left, as depicted in Figure 17b . Continuing along P 0 , we see that γ switches sides at each crossing, as depicted in Figure 17b .
Hence, after we have followed P 0 around all the way back to p, we see that γ will return to p either on the same side or on the opposite side. If γ returns on the same side, then we simply join γ to its starting point; otherwise we cross over P 0 at p and join γ to its starting point, creating a single double crossing. We depict the scenario in which we create a double crossing in Figure 17b . Note that, we have generated another projection P 0 with the now closed path γ. Therefore, all crossings have valence 2n, except the single double crossing that was possibly created. Now we need to assign heights to the strands in the crossings of γ so that our projection is in fact a projection of K 0 1 . We may simply have γ pass over all crossings of P 0 , and further choose the height of the strands in the crossings of γ by order of first traversal, so that we obtain a projection P 1 of K 0 1 . Now we may compose K with 0 1 along disks as shown in Figure 17c , depending on whether or not we had to introduce a double crossing. It is clear that if we had to introduce a double crossing, we can still compose K with 0 1 and then remove the double crossing with a type I Reidemeister move. Hence we obtain a projection of K#0 1 K with exactly c n 2n-crossings, proving our claim.
If K is a link, we must choose several basepoints p i and draw several knots, being sure to compose along sufficiently small disks; the conclusion follows just as in the case that K is a knot.
ADDITIVITY OF CROSSING NUMBER
It is known that c 2 (K 1 #K 2 ) = c 2 (K 1 ) + c 2 (K 2 ) for wide classes of knots K 1 and K 2 . So far there is no counterexample that shows that the minimal double crossing number of any composite knot is not strictly additive. One might hope that the minimal multi-crossing number of any composite knot is also strictly additive. However, for n ≥ 4 there are counterexamples to the c n -additivity under composition.
We first consider the case of n = 3. No counterexamples have yet been discovered showing that the triple crossing number of composite knots is not strictly additive. There do exist classes of knots such that triple crossing number is known to be strictly additive under composition.
In [Ada13] Adams introduced two types of triple crossing knots. K is a Type I knot if K is an alternating (in the classical double-crossing context) knot or link with a reduced alternating projection such that (1) Every crossing is on the boundary of a complementary region that is a bigon. We refer to a sequence of such bigons touching one another end-to-end as a bigon chain. (2) Every bigon chain of maximal length contains an even number of crossings.
Any collection of crossings in a projection that are the crossings of the union of maximal bigon chains, each containing an even number of crossings, is said to satisfy the even bigon chain condition.
K is a Type II knot if K 2 is an alternating knot or link with a reduced alternating projection where (1) There exists a circle that bisects exactly 3 crossings.
(2) The rest of the crossings in K satisfy the even bigon chain condition.
Theorem 6.1. Let K 1 and K 2 be either Type I or Type II knots or links.
If either K 1 or K 2 is a Type I knot, then c 3 (K 1 #K 2 ) = c 3 (K 1 ) + c 3 (K 2 ). If K 1 and K 2 are both Type II knots, then c 3 (K 1 ) + c 3 (K 2 ) − 1 ≤ c 3 (K 1 #K 2 ) ≤ c 3 (K 1 ) + c 3 (K 2 ).
Proof. In both cases, the natural composition of minimal triple-crossing diagrams of K 1 and K 2 yields c 3 (K 1 #K 2 ) ≤ c 3 (K 1 ) + c 3 (K 2 ). Note that as K 1 , K 2 are alternating, we have span K 1 = 4c 2 (K 1 ) and span K 2 = 4c 2 (K 2 ). A previous result of Adams [Ada13] shows that for knots and links of of Type I, span K = 8c 3 (K) and for knots and links of Type II, span K = 8c 3 (K) − 4 .
If both K 1 and K 2 are Type I knots, then K 1 #K 2 is a Type I knot as well. Hence:
Therefore, c 3 (K 1 #K 2 ) = c 3 (K 1 ) + c 3 (K 2 ). If K 1 is a Type I knot and K 2 is a Type II knot then K 1 #K 2 is a Type II knot as well. Hence: 8c 3 (K 1 #K 2 ) − 4 = span K 1 #K 2 = span K 1 + span K 2 = 8c 3 (K 1 ) + 8c 3 (K 2 ) − 4 Therefore, c 3 (K 1 #K 2 ) = c 3 (K 1 ) + c 3 (K 2 ). Suppose K 1 and K 2 are both Type II knots, then 8c 3 (K 1 #K 2 ) ≥ span K 1 #K 2 = span K 1 + span K 2 = 8c 3 (K 1 ) − 4 + 8c 3 (K 2 ) − 4.
Therefore c 3 (K 1 ) + c 3 (K 2 ) ≥ c 3 (K 1 #K 2 ) ≥ c 3 (K 1 ) + c 3 (K 2 ) − 1.
A counterexample to additivity for n = 4 may be constructed as follows. We know from [Ada14] that c 4 (5 2 ) = c 4 (6 2 ) = 2, and claim that c 4 (5 2 #6 2 ) = 3. This is illustrated pictorially in Figure 18 . We can perform a move III, defined in [Ada14] and illustrated in Figure 18 , that can turn three double crossings into a quadruple crossing. Note that the diagrams given for 5 2 and 6 2 are not quadruple crossing diagrams. The counterexample to c 5 -additivity is almost analogous. We know that c 5 (6 2 ) = 2 because only the trefoil and figure-eight knots have 5-crossing number 1, and 6 2 can be realized with 5-crossing number 2. However, c 5 (6 2 #6 2 ) = 3. To see this, we perform a similar construction as above with 6 2 and 6 2 , starting from a projection with one 5-crossing and two double crossings as in in Figure 19 . The required move after composition of the projections is also illustrated in that figure. For n ≥ 6 we claim that c n (3 1 ) = c n (3 1 #3 1 ) = 1. From the table we know that c 6 (3 1 ) = c 7 (3 1 ) = 1 and c 6 (3 1 #3 1 ) = c 7 (3 1 #3 1 ) = 1. From Lemma 5.1, we know c n (K) ≥ c n+2 (K), thereby proving the result.
More generally, let T r,r+1 be the (r, r + 1)-torus knot for r ≥ 2. imply that c n (T r,r+1 ) > 1 for all n < 2r and c n (T r,r+1 ) = 1 for all n ≥ 2r. Corollary 2.3 of [ACSF + 13] implies that c 4r (T r,r+1 #T r,r+1 ) = 1. Hence, c n (T r,r+1 ) = c n (T r,r+1 #T r,r+1 ) for all n ≥ 4r.
We remark that each of these counterexamples satisfies the inequality c n (K 1 ) + c n (K 2 ) − 1 ≤ c n (K 1 #K 2 ) ≤ c(K 1 ) + c(K 2 ) for n ≥ 4. Currently, there are no examples of knots K 1 and K 2 such that c n (K 1 #K 2 ) < c n (K 1 ) + c n (K 2 ) − 1.
TABLE
The following Table illustrates the first extensive list of calculations of n-crossing number knots, and consequently the crossing spectrum of certain knots. Note that non-alternating knots tend to have a smaller n-crossing number for some n when compared to alternating knots that have the same c 2 number.
We now detail how of each number in the Table was obtained. All numbers with † came from [Ada14] All numbers with * came by permuting all triple crossing diagrams with n crossings and then identifying them with SnapPy (see [CDW13] ). If the knot was not previously identified by an exhaustive search of n − 1, n − 2 . . . triple crossing diagrams, then the knot must have triple-crossing number of n. All the numbers with * * were obtained by using SnapPy to identify diagrams with two quintuple crossings. If the knot was not previously identified by an exhaustive search of diagrams with one quintuple crossing, then the knot must have a quintuple-crossing number of 2. We explored two crossing quintuple diagrams with only two types of quintuple crossings: 14203 and 13024. However, we have not exhausted all c 5 = 2 diagrams with these two types of crossings. All numbers with were obtained through our exhaustive method search of diagrams with a single n-crossing and their subsequent identification by a computer program. All numbers with ‡ have two even bigon chains of length 4. Since each such bigon chain can be isotoped into a single quintuple crossing, we were able to find their quintuple crossing number. All numbers with have a crossing spectrum with two ones in a row, and by the inequalities 5.1 and 5.2, it must be a one. All numbers with have c n = 2 because c n−2 = 2 and the knot did not show up in the exhaustive method of search of diagrams with a single n-crossing, so c n = 1. All numbers with belong to composite knots only, denoted K 1 #K 2 . We know that c n (K 1 ) = c n (K 2 ) = 1 and we know that c n (K 1 #K 2 ) ≤ c n (K 1 ) + c n (K 2 ). Since K 1 #K 2 did not show up on the exhaustive method with c n = 1, then c n (K 1 #K 2 ) = 2. All numbers with
• were obtained in a similar manner to those numbers obtained as in but with compositions of three knots rather than two. 
