Source-type solutions for equations of nonstationary filtration  by Kamin(Kamenomostskaya), S
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 64, 263-276 (1978) 
Source-Type Solutions for Equations of 
Nonstationary Filtration 
S. KAMIN (KAE~ENOM~STSKAYA) 
Tel Aviv University, Ramt Aviv, Israel 
Submitted by J. L. Lions 
1. INTRODUCTION AND DEFINITIONS 
We consider the Cauchy problem for the equation 
ut = iYWlx0 U-1) 
in the half-plane S = ((x, t): x E R1, 0 < t < 03) with initial condition 
u(x, 0) = u&). (1.2) 
We shall assume that the function 4(u) is defined and continuous for 0 < u < co, 
4(u) > 0 and q(u) > 0 for u > 0, and 4(O) = 0, 4’(O) > 0. Equation (1.1) 
describes the density in filtration of a gas through a porous medium. It also 
arises in the study of phenomenaoccurring atthe beginning of a nuclear explosion. 
At the very first stage, immediately following energy release, thermal waves 
are propagated in the as yet stationary gas. Heat conduction is then determined 
mainly by radiation, and the thermal conductivity is a function of temperature 
(see [9, p. 6771). This motivates the interest in consideration of the case 
u(x, 0) = ES(x) (1.3) 
where E is a constant and S(X) the Dirac measure. The initial condition (1.3) 
corresponds to instant energy release at t = 0. 
In the case that U,,(X) is smooth and hounded, the existence and uniqueness of a 
bounded generalized solution to problem (1. l), (1.2) was proved by Oleinik et al. 
[6]. Kalashnikov [2] has also proved cxistencc and uniqueness theorems for 
the Cauchy problem in a certain class of increasing functions. 
In the special case C(u) = Us (h > I), Eq. (1.1) becomes 
Ut = C&x . (I-4) 
Zel’dovich and Kompaneez [8] and Barenblatt [I] have determined a similar 
solution of (1.4), (1.3). This solution, which we denote by H,+(x, t), has the form 
HA(x, t) = p/cA+llt-l/cA+l, g[jr~'l-~'/'~+l'~-l/'~+l'] (1.5) 
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Below, using estimates obtained by the present author [4], we shall prove the 
existence and uniqueness of a solution to the Cauchy problem (l.l), (1.3). 
We shall then prove that, provided $( ) u is restricted to a certain class, the solution 
of problem (l.l), (1.3) tends asymptotically (small x and t) to the similar solution 
(1.5). The asymptotic behavior of the solution at (0, 0) is studied using a 
similarity transformation, as done by the present author in [5] for the asymptotic 
behavior at t - cr,. 
DEFINITION 1. A function f(.v, t) with compact support will be called a 
test function if it has continuous derivatives ft , fX , and fsz . 
DEFINITION 2. A function u(x, t) defined in S is a generalized solution of 
problem (l.l), (1.2) if: 
(i) U(S, t) is bounded, continuous, and nonnegative in S. 
(ii) The generalized derivative E@(u)/& exists and is bounded. 
(iii) For any test functionf(s, t), 
js j tuft - MWd h dt + j" Uo(X)f(~v, 0) dx = 0. 
-m 
(1.6) 
DEFINITION 3. A function W(X, t) defined in S is a solution of problem (1 .I ), 
(1.3) or a source-type solution if: 
(i) zu(x, t) is nonnegative in S, continuous for t > 0, and bounded in 
any half-plane t > 7 > 0. 
(ii) For any test functionf(x, t), 
jm j-1 [wft +$(w)fsz] dx dt f  fz Z+, T)~(x, T) dx = 0. (1.7) 
7 ‘-02 
(iii) For any 7 > 0, 
F 
cc. 
zu(w, T) ds = E (l-8) 
---10 
andasr+O, 
w(x, T) -+ ES(x) 
in the sense of distributions, i.e., 
ss”, 
w(x, T) x(x) dx = Ex(0) VX(“) E C,yRl). 
As we shall show later, a source-type solution exists and is unique. 
(1.9) 
SOURCE-TYPE SOLUTIONS 265 
The function $(u) is assumed to satisfy the following conditions (though they 
may be weakened somewhat): 
(a) 4(u) -+ co as u + co. 
(b) C(U) and +‘(u) are bounded in the domain 0 < u < M, VlM > 0. 
(c) C(u) has continuous derivatives up to sixth order in the domain 
0 < u < M; these derivatives are bounded in the closed domain 0 < m < u <M 
for all m > 0. 
These assumptions will be retained throughout. 
We put S,,, = {(x, f): x E RI, 7 < f  < ccl}. 
2. UNIQUENESS 
THEOREM 1. The sohfion of problem (1, I), (1.3) is unique. 
Proof. Suppose there exist two solutions wi(x, t) and wa(x, t). Let F(x, t) be 
an arbitrary function with compact support, infinitely differentiable in S, 
and let F(x, t) = 0 for t > T and ] x j > in” . To prove the theorem, it will . , 
suffice to show that for all e > 0 there exists i, such-that 
T m 
If .I‘ 7 
Jw,-Ww,)FdXdfI <E 
for all 7 < -rl . Thus it remains to verify (2.1). 
Let f (x, t) be a test function. Then for all r > 0, 
where 
+ j-m [w,(x, 4 - WAX, 41 f (x, 4 dx 
-co 
(2.1) 
i 
awl) - e4 
a(x, f) = 
if wl(L’c, f) # WZ(~~, f), 
I 
Wl - w2 
I’ if wi(x, t) = We(X, f). 
It is clear that a(x, t) is continuous in S,., . Let a,(~, t) E C”(S,,,) (p = 1, 2,...) 
be a sequence of functions with the properties: 
(i) uD(x, t) > a(~, t); a,(~, t) > 0 in $.m and 
(ii) a,(%, t) + a(x, t) as p - Co, uniformly in any bounded domain 
x2 c s,,, . 
446412-2 
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It is known that for any a the first boundary-value problem for the equation 
ft + %fsr = F(.h t) (2.3) 
in the rectangle Qa’,,, = (1 x j < LX, 7 < t < T), with the boundary conditions 
f(X, T) = 0, fkt% t) = 0 
has a solution f(x, t; a, p). Suppose 01 > 01~ + I, where 01~ is determined by the 
condition 
F(x, t) = 0 for 1 x 1 > 01~ . (2.4) 
By the maximum principle, we have, for any OL, p, 
If@, t; a, p)l < T mfx I F I -= Nl in Sz,,, . (2.5) 
We now multiply (2.3) by fzX and integrate the resulting equality over the 
domain j x j < a, t, < t < T, where t, E [T, T]. Using (2.5), we get the estimates 
where N, and Ns depend on F(x, t) but not on (II, p. 
We now set 
where q,(x) E C*(E), ~Jx) = 1 for / x / < a - I, Q(X) = 0 for / x I > KG and 
0 < Q(X) < 1 for all x E RI. Outside the rectangle Q,,, we putJ(x, t; 01, p) = 0. 
Now substitute the functionfthus defined into (2.2). The result is 
m cw2 - w,)F dx dt = II + b + I3 (2.8) 
where 
and 
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We claim that each of the integrals II , I, , Is may be sufficiently small by suitable 
choice of CY, p. Henceforth we write f(x, t) for f(x, t; CX, p) whenever there is no 
danger of confusion. 
We have for all y  E (0, 01 - 1) 
=I , ,<y [w&t 4 - wdx, 41 (f@, 4 -f@ 4) dx s, 
+f(oy T, J,,,,.,. [W&T T) - w&, 41 dx 
+ L.. [W,(x, 7) - W&, T>]f(X, T)‘L dx. 
It follows from (2.6) and (1.8) that 
) I,,, [W&v 7) - w&t T)] [fb d -f(O, T)l dx 1 
< yl’2 - (N2)l’* lm[wl(x, T) + w,(x, T)] dx < 2(yN$‘*E. 
--5 
We choose y  so small that 2(yYVJ11a E < E, and then choose TV so small that 
for all T < T1 . That T1 can indeed be so chosen follows from (1.8) and (1.9). 
With these choices it follows that 
I 4 I < 26. (2.9) 
Note that T1 does not depend on cy. and p. 
Next, we fix some 7 < T1 and choose CL > 01~ so that 
i.721 GE. (2.10) 
That this is possible can be seen from the fact that wr(x, t) and w,(x, t) are 
bounded for t 3 7 and moreover that (by (1.8), (2.5) and (2.6)) 
asa+oz(i= 1,2). 
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To complete the proof it remains to show that for !ised T and a we can choose p 
so large that 
14 I d E. (2.11) 
But this follows from the inequalities 
< (2orTNa)i’” max / r0i - zua 1 . max / a, - a 
asp + 00. Inequality (2.1) follows from (2.9), (2.10), and (2.11). This completes 
the proof of Theorem 1. 
3. EXISTENCE OF THE SOLUTION 
THEOREM 2. Zf the function +( ) u sa zs es conditions (a), (b), (c) of the t’$ 
Introduction, there exists a source-type solution of problem (I. l), (1.3). 
Proof. Let u,,,(x) (n = 1, 2 ,...) b e a sequence of smooth positive functions 
converging to D(x) in the sense of distributions, that is, 
s 
m 
HO.&) x(4 dx - Ex(O) as n+oo (3.1) --io 
for any x(x) E C,“(R’). We shall assume that each of the functions U,,,(X) is 
bounded and 
s 
cl2 
u,,Jx) dx = E for all ?I. (3.2) --a 
It is proved in [6] that for any n there exists a classical solution of (1.1) which is 
bounded in S and satisfies the condition 
u(x, 0) = ql.n(x). 
We denote this solution by u,(x, t) and set 
Mx, t) = m&(x, t)l. 
It follows from (3.2) that 
We set 
a n 
J 
u,,Jx, t) dx = E Vt > 0. 
--cc 
(3.3) 
(3.4) 
SOURCE-TYPE SOLUTIONS 269 
As proved in [4], for any n, T > 0 and T E (0, T) there holds 
T m 
IS w$, dx dt 6 co(T), 0 -m (3.5) 
Cn@, f) G Cl(T) t W’(%)l in S,,, , (3.6) 
dx It=r < 44, 
- _ dx dt < cd(~), 
(3.7) 
where co depends on T, E, and K = max,s, c$(u)/u; c1 , es , cs , and c,, depend 
on E, 7, and K. 
It follows from (3.8) that 
dx dt < 4~) SE! $‘(u,). / (3.9) 
Let u E [T, T]. From (3.6) (3.7) and (3.9) it follows (see [7]) that there exist 
a subsequence (&J ( n + co) and a function @(3c, t) such that i 
A&, 4 --+ @(.r, u) in L,(-Z, 1) 
uniformly in cr E [T, T] for I = const < co. That is 
for ni > N(E), with N(E) independent of a. Hence it follows that @(x, u) is an 
element of L2( -1, I) and a continuous function of (J, 
II @(x, 0 + da) - @P(x, “)/IL&z.0 < E (3.11) 
for / da I < S(r). 
Another consequence of (3.7) is that &,( x u converges to @(x, u) uniformly , ) 
in x, and so @(x, u) is a continuous function of x for any u E [T, T]. 
Using (3.1 I), we obtain 
@(x9 t) E C(Q) (3.12) 
where Q = ((x, t): I x 1 < Z, 7 < t < T}. 
Now let T --+ 0, T + 00, Z---f co. Employing a diagonal procedure, we extract 
a subsequence (+,,J ( m + 0~)) which converges at every point (x, t) with t > 0. 
The limit function @(x, t) is thus defined over the whole half-plane S. Thus, 
MX, t> - @(x3 t) Qx E R’, Qt > 0. (3.13) 
It follows from (3.6) and (3.12) that @5(x, t) is bounded and continuous in S,.., 
(7 > 0). 1Ve now define a function X(X, t) by the equalit! 
and prove the following. 
~(ZLI(S, t)j == a+, tj (3.14) 
LEMMA 1. Thefunrtio?z zc(s, t) is a solution of problem (I .l), (1.3). 
For the proof, we verify the truth of conditions (i), (ii), and (iii) of Definition 3. 
(i) As proved, @(N, t) is bounded and continuous in S,,, for all T Y> 0. 
Therefore, zc’(s, t) = $-I(@) is also bounded and continuous in A’,,, . 
(ii) By (3.3) and (3.13), we have 
u,,,(x, t) -= ~-y&(x, t)) -@‘(@(x, t)) = w(x, t). (3.15) 
Let f(x, t) be any test function. Since u,,,(x, t) is a solution of Eq. (l.l), the 
following integral identity holds: 
Integrating by parts, we obtain 
1" jm bmft + C(um)fid dx dt + 1-1 um(xv 4fk 4 dx = 0. ‘7 --m 
Letting m -+ cg in the last equality we obtain (1.7). 
(iii) Let f(x, t) b e a test function. It follows from (3.5) and from the 
obvious inequality 
464 < k%w + 4(1/P) vp > 0 
that for any E there exists r1 = TV such that, for all m and any T < or , 
7 .CO 
J-J 4(4 I fzz I dx dt -=c E. (3.16) 0 -co 
Indeed, using (3.5), we have 
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Consequently, choosing first /3 and then or sufficiently smah, we obtain (3.16) 
for all 7 < r1 . 
In the same way, it can be shown that there exists ~a = TV such that for 
T < ~a and all m 
T m 
cs urn Ift j dxdt < 6. (3.17) ‘0 --m 
From (3.16) and (3.17) we see that, for all 7 < min(T1, ~a), 
for all m. 
Now, using the integral identity (1.6) for u = u, , we have 
(3.18) 
By (3.18), we have for T < min(Tl , T2) 
We now let m -+ co in this inequality. As a result, using (3.1), we get 
whence, by (1.7), 
1 1-1 W(X, 7) f(X, 7) dx - Ef(0, 0) / < 2~ VT < min(T, , ~a). 
In the special case f(x, t) = x(x) for t < 1, we obtain (1.9) for any, 
x(4 E Co”(W 
To complete the proof of the lemma, we have only to verify (1.8). It follows 
from (3.2) and (3.15) that 
w(x, T) dx < E VT >o. (3.19) 
On the other hand, we readily see from (1.7) that sTm w(x, T) dx is independent 
of 7. From this remark and from (1.9) it follows that (3.19) is necessarily an 
equality. This completes the proof of Lemma 1 and thus of Theorem 2. 
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COROLLARY OF THEOREM 2. The solution w(x, t) of problem (1 .l), (1.3) 
satisfies the following inequalities: 
w+(w) dx dt z< c,,(T); 
in S,,, ; 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
These inequalities are obtained by suitable limit passage from (3.5)-(3.7) 
and (3.9). 
4. ASYMPTOTIC EXPANSION OF SOURCE-TYPE SOLUTION NEAR THE ORIGIN 
In this last section we shall prove that if the function $(u) is “close” to uA for 
large u and some h, then the first term in the expansion of a source-type solution 
in the neighborhood of (0, 0) is given by the solution (1.5) of Eq. (1.4). 
THEOREM 3. Let w(.x, t) be a source-type solution of Eq. (1 .l). Assume that 
there is a constant h .> 1 such that 
and 
Th&?Z 
u-“c+(U) 4 1 as u+co (4.1) 
ul-+K(u) ,( p < a3 zq u>l. (4.2) 
tll(A+l) / w(x, t) - E&(x, t)j -+ 0 as t-+0 (4.3) 
uniformly inside any domain j x 1 < Atll(~fl) (A = const), where HJx, t) is 
dejned by (1.5). 
Proof. As mentioned previously, the proof is based on an idea from [3] 
and [5]. Consider the sequence of functions 
Wk(X, t) = kw(kx, kA+lt), k > 0. (4.4) 
We claim that z+(x, t) satisfies the equation 
@+A = r54&41~z (4.5) 
and the initial condition 
w,(x, 0) = ES(x) 
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where 
M4 = w@I4~ (4.6) 
To see this, it will suffice to show that the function zuk(x, t) satisfies conditions (i), 
(ii), and (iii) in the definition of a source-type solution. 
The continuity and boundedness of the functions z+(x, t) in any half-plane 
t 3 7 are obvious. The integral identity 
is readily verified by a natural change of variables in (1.7). The truth of (1.8) is 
obvious. Let x(x) E Csm(R1). We have 
jm w&, t) x(x) dx = jrn kw(kx, K”+lt) x(x) dx 
-m -02 
Now let 
- srn W(Y, k”+lt) xW4 dy --, Ex(O) - as t-+0. 
--m 
LEMMA 2. Under the assumptions of Theorem 3, let q&.(z) be dejned by (4.6). 
Then for arbitrary jixed z0 , as k + 0, 
+I@) - z*, (4.7) 
AM + & Z*+l (4.8) 
uniformly for all z E [0, Z,]. 
In addition, for all k < 1, 
by4 < q%J v,z < zo (4.9) 
where c”(zo) depends on z. but not on k. 
Proof of Lemma 2. Let E > 0 be an arbitrary small number. Choose w so 
large that for u > w 
I u-“$(u) - 1 I < +. (4.10) 
The existence of a sufficiently large w follows from (4.1). Then for z E [wk, z,], 
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Furthermore, since #(u) is a monotone function, it follows that for 0 6 2 < wk, 
h(4 < cb,(wk) = kv(w) 
whence 
I q&(z) - 22 , < k%$(w) + kL2 + 0 as k-+0. (4.12) 
The truth of (4.7) and (4.8) now follows from (4.11) and (4.12). 
The proof of the last part of the lemma is analogous. Indeed, for k < z < .q, , 
by (4.2), 
c&‘(z) = kA-?#‘(z/k) = ,!P gq < p/L 
andforO<z<k<l, 
In view of Lemma 2, we can apply the corollary of Theorem 2 to w,(x, t) 
and thereby obtain estimates independent of k. From (3.20)-(3.23) we get: 
T  * ss Wk~(zo~) fix dt :< c,(T), (4.13) 0 -23 
&(q) :; ~~(7) + &[@(c2)] in S,,, , (4.14) 
(4.15) 
(4.16) 
where the constant c,,(T) depends only on E, T, and IQ = max,<, c#J~(z)/z and 
Cl 9 cp > c3 > c, depend on E, 7, and ICY . We now conclude from (4.7) that for 
sufficiently small k, , K~ < 2 for all k < k, . Hence it follows that the constants 
co 9 ct , c, , c3 , cz do not depend on k for k < k, . 
It follows from (4.7), (4.8) and the monotonicity of C&(Z) and I&(Z) that, for 
sufficiently small k, (possibly dependent on T), 
4kW(C?)l G c5 Vk < k, 
and therefore, by (4.14), 
?w4 d 44 in S,,, . 
Hence it follows that for all k < k, 
w&, t> d C,(T) in S,,, 
and, by (4.9), 
&‘(vJ < ~(4 in s,,m . 
(4.17) 
(4.18) 
(4.19) 
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The constants ca , c, , and cs are independent of k. We conclude from (4.16) 
and (4.19) that for all sufficiently small K 
(4.20) 
From (4.15), (4.18), and (4.20) it follows (as in the proof of Theorem 2) that 
there is a subsequence &(wk,) (ki + 0) which converges at every point (x, t) 
(t > 0) to a function $*(x, t). The limit function is defined in the whole half- 
plane and bounded for t > 7. Moreover, for every fixed A and u > 0, &,(wki(x, u)) 
converges uniformly for x E [--A, A]. 
It follows from (4.18) and (4.7) that the sequence {wki> converges at every 
point (x, t) (t > 0) to the function z, = [4*(x, t)]ll” as kj --f 0. 
LEMMA 3. Let H,,(x, t) be defined by (1.5). Then 
v(x, t) = (c$*)l!” = H&r, t). 
In view of the uniqueness theorem, to prove this lemma it suffices to show 
that the limit function V(X, t) = lim+, wk,(x, t) is a source-type solution of 
Eq. (1.4). We shall not give the proof here, since it duplicates the proof of 
Lemma 1 with due attention to (4.7). 
To complete the proof of the theorem, we note that the uniqueness of the 
limit function implies that the whole sequence wk(x, t) converges to H,(x, t) 
as k + 0. Thus, 
w&z, t) - H&c, t) -+ 0. (4.21) 
For fixed t > 0 and x E [--A, A] (A = const) the convergence in (4.21) is 
uniform. Set t = 1. Then, as k + 0, 
w&, 1) - H&c, 1) = hw(hx, Pf’) - hH,(hx, h”fl) ---f 0. 
Setting k = WA+l), we obtain 
t'/c~+l)W(~tl/o+1), t) - H*(XtW+l), t)1 + 0. (4.22) 
The convergence in (4.22) is uniform for x E [----A, A], proving Theorem 3. 
EXAMPLE. l$(u) = 242 + u3. 
By Theorems 1 and 2, the equation 
au ayu2 + 24”) 
at - ax2 
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has a unique source-type solution 74.2, t). As proved in Theorem 3, for small 
.t and t this solution is close to a similar solution of the equation 
i.e., to the function 
H3(x, t) = EVt-l/J 1 g(xt-WE-V). 
On the other hand, by the results of [5], for large t the solution w(x, t) is 
asymptotically close to a similar solution of the equation 
au aw -=-. 
at aa 9 
i.e., to the function 
H2(x, t) = E2f3t-1/3g(xt-1/3E-1/3). 
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