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Abstract
To protect our privacy, Tor, a popular anonymity system, forwards traffic through
multiple relays. This network has been the subject of numerous attacks trying to
disclose user identities, being denial of service attacks one of the most widespread.
Not only this attacks have been very popular on Tor, but also on the Internet.
In the present work, an anomaly-based detection system is proposed for detecting
such attacks. Traffic is analized without concerning user’s privacy and from it some
metrics are extracted which enable to model traffic as time series in order to find
out anomalies. A particular challange has been testing the tool due to the dificulties
of obtaining traffic from denial of service attacks on the Internet as well as on Tor,
where no available datasets from the latter implicated the need for generating them.
Keywords
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Resumen
Para proteger la privacidad, Tor, un sistema ano´nimo muy popular, dirige el
tra´fico a trave´s de mu´tiples relays. Esta red ha sido sujeto de numerosos ataques
con la intencio´n de desenmascarar las identidades de los usuarios, siendo los ataques
de denegacio´n de servicio unos de los ma´s utilizados. No solo este tipo de ataques
se han convertido en una amenaza en Tor, adema´s han tenido gran importancia en
Internet. En este trabajo, se propone un sistema basado en anomal´ıas para detectar
estos ataques. El tra´fico se analiza sin comprometer la privacidad de los usuarios y
de e´l se extraen datos que a trave´s de ciertas me´tricas permiten modelizarlo a partir
de series temporales para detectar anomal´ıas. Realizar pruebas de la herramienta
desarrollada ha supuesto un gran reto debido a las dificultades que supone obtener
tra´fico de ataques de denegacio´n de servicio tanto en Internet como en Tor, donde la
inexistencia de datasets de dominio pu´blico en esta u´ltima ha supuesto la necesidad
de generarlos.
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Anomal´ıas, DDoS, Entrop´ıa, Modelos Predictivos, Series Temporales.
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En la u´ltima de´cada se ha disparado el uso de las tecnolog´ıas de la informacio´n.
Segu´n el u´ltimo informe de la Oficina Europea de Estad´ıstica (Eurostat)[1], en el
an˜o 2006 aproximadamente el 31 % de la poblacio´n accedio´ diariamente a Internet.
Esto contrasta con los datos publicados en el an˜o 2014, donde lo hizo el 65 %. El
principal motivo de este incremento es la ra´pida evolucio´n de las formas de acceso, y
la importancia que ha ganado la sociedad de la informacio´n. En consecuencia, cada
d´ıa millones de empresas, organizaciones y sociedades procesan enormes cantidades
de informacio´n, procedentes de muy diversas fuentes.
Una parte importante de esa informacio´n contiene datos sensibles, cuya visua-
lizacio´n, modificacio´n o divulgacio´n atenta contra el derecho a la privacidad de
los individuos dictado por la Declaracio´n Universal de Derechos Humanos. Pero a
pesar de los esfuerzos de concienciacio´n, y las sanciones impuestas por las distin-
tas agencias[2], siguen siendo un activo de especial intere´s para diversos colectivos,
quienes frecuentemente hacen un uso indebido de ella.
Con el fin de salvaguardar la informacio´n privada, se han desarrollado diferentes
herramientas, que han sido definidas por la Comisio´n Europea como Tecnolog´ıas
que Mejoran la Privacidad o PETs[3]. De entre ellas cabe destacar el importante
incremento del uso de la red ano´nima Tor, llegando a convertirse en la ma´s utilizada
en la actualidad.
Tor (abreviatura de The Onion Router) es un proyecto comunitario que sostiene
una red de comunicaciones de baja latencia superpuesta sobre Internet, capaz de
preservar el anonimato de los participantes, y la integridad de la informacio´n trans-
mitida. En sus ma´s de 10 an˜os de existencia nunca ha sido comprometida, lo que la
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convierte en una de las PETs preferidas a la hora de evadir la censura, y divulgar
informacio´n de manera ano´nima.
Con el crecimiento de su popularidad, Tor ha sido v´ıctima de una mayor canti-
dad de ciberataques. El objetivo de estas amenazas ha sido romper su privacidad y
limitar su disponibilidad. Para lo primero se requiere una importante infraestructura
y conocimientos avanzados. Sin embargo, existe una gran cantidad de herramientas
de dominio pu´blico capaces de denegar su servicio, lo que hace las convierte en im-
portantes amenazas.
En este trabajo se afronta el problema de la seguridad en Tor, haciendo especial
hincapie´ en su disponibilidad, y en la lucha contra los ataques de denegacio´n de
servicio. Para ayudar a comprender mejor el esfuerzo realizado, cabe destacar que la
comunidad investigadora apenas ha participado en esta a´rea. Con el fin incentivar
futuros esfuerzos, se ha recopilado una gran cantidad de informacio´n relacionada
con su infraestructura, y los principales problemas que ha afrontado. Parte de ella
pronto estara´ disponible en la web del proyecto Tor[4]. Asimismo se introduce una
estrategia de deteccio´n de intentos de inutilizacio´n, capaz de operar con e´xito a pesar
de las limitaciones que ofrece su entorno de computacio´n. A continuacio´n se detalla




Internet es una red de redes que permite la interconexio´n descentralizada de
computadoras a trave´s de un conjunto de protocolos denominado TCP/IP. Tuvo
sus or´ıgenes en 1969, cuando una agencia del Departamento de Defensa de Estados
Unidos comenzo´ a buscar alternativas ante una eventual guerra ato´mica que pudiera
incomunicar a las personas. Internet se construyo´ orientada a alcanzar una gran am-
plitud (cantidad de datos que pueden ser transmitidos en un determinado tiempo)
y escalabilidad (propiedad de aumentar la capacidad de trabajo o de taman˜o de un
sistema sin comprometer su funcionamiento y calidad).
Sin embargo, potenciar estas cualidades ha derivado en importantes problemas
de seguridad[5]. Por ejemplo, el protocolo IP fue disen˜ado para permitir que los hosts
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se conectasen fa´cilmente a una red, pasando por alto la verificacio´n de los campos
de la cabecera de los datagramas, donde se muestra informacio´n sensible, como las
direcciones IP que identifican los extremos de la comunicacio´n.
1.1.2. Seguridad de la informacio´n
La seguridad informa´tica es la propiedad que establece que los recursos de los
sistemas de informacio´n sean utilizados de la manera que previamente se haya deci-
dido, y que tanto su accesibilidad, como su integridad, solo sean manipulables por
entidades acreditadas, dentro de los l´ımites de su autorizacio´n. En consecuencia,
se denomina intrusio´n a cualquier accio´n que tenga como finalidad vulnerar la se-
guridad de un sistema. Si bien es cierto que todos los componentes de un sistema
informa´tico esta´n expuestos a rupturas en su seguridad, son los datos y la informa-
cio´n los objetos ma´s tenidos en cuenta a la hora de desempen˜ar acciones defensivas.
A lo largo de los an˜os se han postulado diferentes modelos de seguridad, sien-
do la popular tr´ıada CIA (Confidencialidad, Integridad, Disponibilidad) la base de
las nuevas aproximaciones, las cuales a menudo incorporan nuevas propiedades. A
continuacio´n se describe brevemente cada una de ellas:
Confidencialidad. La confidencialidad se define como la cualidad que de un
activo, de solo ser accedido por la entidad que posea autorizacio´n para ello.
Integridad. La integridad es definida como la propiedad que posee un activo,
de no ser modificado por entidades sin autorizacio´n.
Disponibilidad. La disponibilidad es definida como la capacidad de un activo,
de ser accesible y utilizable por los usuarios o procesos autorizados cuando lo
requieran. Tambie´n se refiere a la capacidad de que la informacio´n pueda ser
recuperada en el momento que sea necesario.
La gran popularidad de este modelo ha llevado a que tradicionalmente, la se-
guridad de la informacio´n fuera definida como la suma de estas tres propiedades.
Sin embargo, diferentes aproximaciones han an˜adido nuevas caracter´ısticas, ganando
concordancia con la evolucio´n de las tecnolog´ıas de la informacio´n. A continuacio´n
son descritas dos de las ma´s importantes:
Autenticacio´n. La autenticacio´n se define como la capacidad de un activo de
verificar su autor´ıa y a quien pertenece.
3
No repudio. El no repudio es definido como la propiedad de los procesos de
comunicacio´n, de verificar la identidad de sus dos extremos. A pesar de su
similitud con la autenticacio´n, tienen una finalidad diferente: si bien la auten-
ticidad demuestra quien es el autor y cua´l es el destinatario de un proceso de
comunicacio´n, el no repudio prueba que el autor fue quien envio´ la comunica-
cio´n (en origen) y que el destinatario fue quien la recibio´ (en destino).
Para garantizar la seguridad de la informacio´n, se han propuesto diferentes herra-
mientas. Tomando como eje de clasificacio´n el tipo de accio´n realizada, estas pueden
clasificarse como: preventivas, de deteccio´n o correctivas. Las primeras actu´an an-
tes de que la intrusio´n, y tienen como finalidad dificultar su desarrollo y reducir su
impacto. La deteccio´n tiene como finalidad reconocer una amenaza que se esta´ pro-
duciendo, o que esta´ a punto de suceder. Finalmente, la correccio´n tiene por objetivo
la mitigacio´n del dan˜o causado.
1.1.3. Tecnolog´ıas que mejoran la privacidad
Las tecnolog´ıas que mejoran la privacidad (del ingle´s, Privacy-Enhancing Tech-
nologies o PETs), son un conjunto de herramientas desarrolladas con la finalidad de
garantizar la salvaguarda de la privacidad de los usuarios y entidades que participan
en la sociedad de la informacio´n. En la actualidad no existe una definicio´n aceptada
de las PETs, y tampoco una clasificacio´n. Sin embargo, cuando se hace referencia
a PETs, se sobreentiende, entre otras cualidades, las siguientes funcionalidades: re-
duccio´n del riesgo de comprometer la privacidad de los usuarios y su cumplimento
legal, minimizacio´n de la informacio´n confidencial que preservan las diferentes orga-
nizaciones y la garant´ıa de que los usuarios sean quienes controlen su informacio´n
privada. Algunos ejemplos de PETs son las redes de comunicaciones ano´nimas (entre
las que se encuentra Tor) o las aplicaciones provistas por organismos para que los
usuarios gestionen su informacio´n en propiedad de terceras partes.
1.2. Objetivos del trabajo
El objetivo principal del trabajo realizado es el desarrollo de un mecanismo de
defensa contra ataques de denegacio´n de servicio (DoS y DDoS) dirigidos contra la
red ano´nima Tor. Para ello deben satisfacerse los siguientes objetivos secundarios:
El estudio en profundidad de la infraestructura de Tor y de los problemas de
seguridad que conlleva.
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La investigacio´n de las te´cnicas de denegacio´n de servicio y sus contramedidas.
El desarrollo de estrategias para la extraccio´n, y la interpretacio´n de las ca-
racter´ısticas del tra´fico que se dirige hacia ellas.
La construccio´n de me´tricas que permitan modelar el tra´fico que fluye a trave´s
de Tor.
La elaboracio´n de modelos predictivos capaces de desenmascarar situaciones
ano´malas, en base a dicha informacio´n.
La decisio´n de que´ anomal´ıas se corresponden con amenazas reales.
La elaboracio´n de una metodolog´ıa de evaluacio´n acorde a las caracter´ısticas
del sistema desarrollado.
La verificacio´n de la eficiencia de la propuesta.
La l´ınea de estudio e investigacio´n inicial requerida para este trabajo (ataques
de denegacio´n de servicio, el funcionamiento de la red Tor y el modelado de datos
basado en me´tricas) ha sido realizado junto a Jose´ Mar´ıa Aguirre Mart´ın, debido
a la complejidad de dicho trabajo. A partir de este punto, en el presente traba-
jo se opto´ por elaborar un modelo predictivo preciso con una baja tasa de falsos
positivos debido a la gran cantidad de tra´fico a analizar, mientras que Jose´ Mar´ıa
Aguirre Mart´ın dio prioridad a la deteccio´n inmediata de los ataques de denegacio´n
de servicio, desarrollando un modelo predictivo ra´pido y con no demasiado coste
computacional.
1.3. Estructura del documento
Adema´s de la presente introduccio´n, este documento se estructura de la siguiente
manera:
En el cap´ıtulo 2 se discuten los aspectos ma´s relevantes de los ataques de
denegacio´n de servicio.
En el cap´ıtulo 3 se describe la infraestructura Tor, haciendo especial hinca-
pie´ en sus problemas de seguridad.
En el cap´ıtulo 4 se explican las me´tricas basadas en la entrop´ıa y los modelos
predictivos que fueron consideradas a lo largo del desarrollo de la propuesta.
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En el cap´ıtulo 5 se introduce el sistema de deteccio´n de ataques de denegacio´n
de servicio en la red Tor.
En el cap´ıtulo 6 se detallan las caracter´ısticas de la experimentacio´n realizada
y su metodolog´ıa de evaluacio´n.
En el cap´ıtulo 7 se discuten los resultados obtenidos.





Los ataques de denegacio´n de servicio se han convertido es una constante amena-
za para la sociedad de la informacio´n. Segu´n ha publicado recientemente la Agencia
Europea de Seguridad de las Redes y de la Informacio´n (ENISA), entre los an˜os
2013 y 2014 se observo´ su incremento en un 70 %[6] . Adema´s han advertido de la
actual tendencia a la ejecucio´n de este tipo de intrusiones, para alcanzar diferentes
objetivos, de aquellos para lo que fueron desarrollados. Entre ellos destaca el en-
cubrimiento de otro tipo de acciones delictivas, tales como transferencias de dinero
fraudulentas, o desanonimato[7].
En este cap´ıtulo se describen las principales caracter´ısticas de esta amenaza, y
se discuten los principales motivos que han impulsado su evolucio´n y crecimiento. A
continuacio´n se presenta su clasificacio´n, y los esfuerzos realizados por la comunidad
investigadora para su mitigacio´n. Finalmente se introducen las caracter´ısticas de las
metodolog´ıas de evaluacio´n de los sistemas defensivos.
2.1. Ataques de denegacio´n de servicio
Los ataque de denegacio´n de servicio (del ingle´s Denial of Service attacks) o DoS,
tienen como objetivo comprometer la disponibilidad de un activo o servicio mediante
el agotamiento de sus recursos de co´mputo. Cuando son originados desde distintas
fuentes reciben el nombre de ataques de denegacio´n de servicio distribuidos (del
ingle´s Distributed Denial of Service attacks) o DDoS. Debido a su mayor capacidad
de causar dan˜o, estos u´ltimos son los ma´s frecuentes en la actualidad, y a menudo
requieren del uso de redes de ordenadores zombis o botnets. Habitualmente, tanto
los ataques DoS como los DDoS alcanzan sus objetivos mediante el env´ıo de grandes
cantidades de informacio´n, la cuales trata de ocupar la mayor parte del ancho de
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banda de la red en la que se encuentra la v´ıctima. Esto limita considerablemente el
acceso a sus recursos.
Su modo de actuacio´n generalmente comprende dos tipos de acciones. En primer
lugar, el atacante puede inyectar paquetes de datos capaces de comprometer alguna
vulnerabilidad de la v´ıctima. Este es el caso de la intrusio´n popularmente conocida
como ”ping de la muerte”. El ”ping de la muerte” consiste en el env´ıo de datagramas
ICMP muy grandes, pero fragmentados en otros ma´s pequen˜os, capaces de colapsar
la capacidad de procesamiento de la v´ıctima. Por otro lado, los ataques DDoS pueden
tratar de inundar a la v´ıctima mediante el env´ıo de una gran cantidad de datos. Esta
u´ltima accio´n requiere conocimientos menos avanzados para su ejecucio´n, y su e´xito
a menudo depende de la cantidad de nodos infectados desde la que se ha originado.
En [6] se describen en detalle ambos casos y se muestran otros muchos ejemplos. A
continuacio´n se discuten las principales motivaciones, aplicaciones de estas amenazas
y su clasificacio´n.
2.1.1. Crecimiento y motivaciones
El crecimiento de los ataques de denegacio´n de servicio es atribuido a diferen-
tes motivos. El primero de ellos es su relacio´n con las botnets ; estas son cada vez
ma´s grandes y dif´ıciles de detectar, lo que incrementa el nu´mero de posibles focos
de intrusio´n. Otra causa es el aumento de la cantidad de vulnerabilidades que per-
miten explotar elementos intermedios de red como reflectantes, y en mucho caso
amplificadores, de los vectores de ataque. Los protocolos con ma´s tendencia a ser
comprometidos son DNS, NTP y SNMP.
Por otro lado, segu´n la Oficina Europea de Polic´ıa (Europol)[8], la DDoS cada vez
se relacionan ma´s con el crimen organizado; en consecuencia, cada vez es ma´s fa´cil
su contratacio´n para encubrir campan˜as de propagacio´n de malware o spam desde
el mercado negro. Esto ha llevado a la aparicio´n de nuevas y sofisticadas estrategias
para dificultar su deteccio´n, y al desarrollo de herramientas sencillas, que permiten
su configuracio´n y ejecucio´n a pesar de no tener elevados conocimientos tecnolo´gicos.
Tal y como se anuncia en [6], los autores de estas intrusiones son incentivados
por diferentes causas. A continuacio´n se enuncian las ma´s repetidas:
Economı´a: muchos individuos o empresas contratan este tipo de ataques con
el objetivo de incrementar su poder adquisitivo, o reducir el de la competencia.
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Venganza: los ataques DDoS son frecuentes entre ex-empleados frustrados
que tienen el objetivo de colapsar la empresa en la que trabajan.
Creencias: existen grupos de individuos que llevan a cabo ataques basa´ndose
en sus creencias religiosas, sociales o pol´ıticas.
Experimentacio´n: gran cantidad de individuos interesados en aprender sobre
este tipo de ataques, experimentan con ellos y los ejecutan para demostrar o
mejorar sus habilidades.
Ciberguerra: el cibercrimen es cada vez ma´s frecuente. Muchas organiza-
ciones aprovechan los ataques DDoS para bloquear departamentos ejecutivos,
agencias civiles, organizaciones financieras, o infraestructuras de sus rivales.
2.1.2. Clasificacio´n
A continuacio´n se muestra una clasificacio´n de los ataques de denegacio´n de ser-
vicio, que tiene por eje, la caracter´ıstica que ensalza su capacidad de causar dan˜o.
No´tese que durante su elaboracio´n u´nicamente han sido consideradas las acciones
que por similitud, o por impacto, pueden llegar a tener algu´n tipo de relacio´n con
la red Tor. El resto quedan fuera del alcance del trabajo realizado.
En base a este criterio se han establecido tres conjuntos de ataques: aquellos
que tienen su potencial en su capacidad de inundacio´n, reflexio´n o amplificacio´n. La
taxonomı´a realizada no es disjunta. De este modo, el e´xito de un ataque puede de-
pender tanto de su capacidad de inundacio´n, como de amplificacio´n, siendo miembro
de ambos grupos. A continuacio´n se describe cada uno de ellos:
Denegacio´n de servicio basada en inundacio´n
La denegacio´n de servicio basada en inundacio´n trata de alcanzar sus objetivos
por medio de la inyeccio´n de grandes volu´menes de tra´fico. Dada su sencillez de
ejecucio´n, y la magnitud de su impacto, ha sido uno de los mayores temas de intere´s
en la bibliograf´ıa. En la actualidad existen diferentes estrategias para conseguir una
inundacio´n eficaz, las cuales han sido diferenciadas en [9] como inundaciones de tasa
alta y baja. Las primeras consisten en la emisio´n de grandes cantidades de tra´fico
de manera constante y uniforme. Se caracterizan por ser especialmente ruidosas, y
por alcanzar buenos resultados ra´pidamente. Por otro lado, la inundacio´n de tasa
baja explota vulnerabilidades de los protocolos de red. Esto permite que el tra´fico
inyectado adopte patrones perio´dicos, que incrementan o decrementan su volumen
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con el paso del tiempo. Es mucho menos ruidosa, pero su ejecucio´n es ma´s compleja.
Cuando los ataques de inundacio´n actu´an en la capa de red, aprovechan fun-
cionalidades propias de sus protocolos, siendo TCP, UDP, ICMP y DNS los ma´s
explotados. En [10] son descritas algunas de sus variantes, siendo la ma´s popular de
ellas la denominada inundacio´n SYN. Esta explota el protocolo TCP, y su negocia-
cio´n del inicio de sesio´n por medio del saludo a tres v´ıas o Handshake. Para ello el
atacante env´ıa paquetes SYN con direcciones IP inexistentes o en desuso y cuando
el servidor ubica la peticio´n en la memoria, esperara´ a la confirmacio´n del clien-
te. Mientras espera, dicha peticio´n seguira´ almacenada en la pila de la memoria.
Como estas direcciones IP no son va´lidas, el servidor nunca recibira´ la confirma-
cio´n. De este modo, el ataque explota el hecho de que cada una de las conexiones
”medio abiertas” ocupa un espacio de pila en la memoria, y que se mantendra´n en
ella hasta que expire tras vencer un cierto intervalo de tiempo. Con la pila llena, el
servidor no puede tramitar nuevas peticiones, denegando el acceso a nuevos usuarios.
Por otro lado, la capa de aplicacio´n ofrece nuevas posibilidades a los atacantes.
En [11] se trata este tema en mayor profundidad, y se distinguen tres conjuntos de
amenazas: las que se basan en inicios de sesio´n, env´ıos de peticio´n y en respuestas
lenta del servidor. De manera similar a la inundacio´n SYN, el primer grupo trata
de colapsar las colas que permiten el acceso de usuarios a los servicios web. Por
otro lado, la inundacio´n por peticiones consiste en el env´ıo masivo de solicitudes
(normalmente GET/POST) que el servidor debera´ atender. Finalmente, los ataques
de respuesta lenta se basan en intentar mantener las conexiones HTTP el mayor
tiempo posible. Para esto, las peticiones son realizadas mediante el env´ıo de datos
lentamente, o bien procesando las respuestas con lentitud.
Denegacio´n de servicio basada en reflexio´n
La inundacio´n basada en reflexio´n surge de la necesidad de los atacantes, de ocul-
tar el origen de la intrusio´n. A los ataques que integran este grupo se los denomina
ataques de denegacio´n de servicio distribuida y reflejada (del ingle´s Distributed Re-
flection Denial of Service) o DRDoS, y tienen en comu´n que tratan de aprovechan
vulnerabilidades en terceras partes para forzarlas a emitir el tra´fico malicioso.
Un ejemplo de ataque de reflexio´n se encuentra en los conocidos ataques smurf.
Los ataques smurf son una variante de la inundacio´n SYN que aprovecha elementos
intermedios de red para enmascarar su origen. En su ejecucio´n, las direcciones de
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origen de los paquetes son reemplazadas por la de la v´ıctima. De esta manera, todas
las ma´quinas intermedias respondera´n a ella tras recibir su solicitud.
Otro ejemplo es la amplificacio´n mediante la explotacio´n del protocolo de voz
sobre IP o VoIP, y que funciona de la siguiente manera [12]: el protocolo VoIP opera
bajo el protocolo SIP. Los servidores SIP necesitan acceso a Internet para aceptar
las llamadas, y estas son tramitadas.
En ella Alice quiere hablar con Bob. Para ello env´ıa un paquete al proxy SIP de
Alice, que es quien se encarga de solicitar la direccio´n del proxy SIP de Bob. Por
lo tanto el proxy SIP de Alice env´ıa una invitacio´n al proxy SIP de Bob. Cuando
el proxy de Bob la recibe, la traslada a la direccio´n de registro de Bob. Cuando
Bob acepta la llamada empieza la conversacio´n. El ataque de denegacio´n consiste
en el env´ıo de gran cantidad de invitaciones SIP con direcciones IP falsas, las cuales
consumen una gran cantidad de recursos del servidor. Esto es debido a que entre
sus tareas esta´ la de distinguir las direcciones IP verdaderas de las falsas. Cuando
el atacante inyecta tra´fico, es posible que agote su capacidad de co´mputo. Asimis-
mo incrementa la carga de trabajo de los mecanismos encargados de gestionar las
llamadas que recibe la v´ıctima.
Denegacio´n de servicio basada en amplificacio´n
La inundacio´n basada en amplificacio´n consiste en realizar peticiones a terceras
partes, con el objetivo de que las respuestas sean de mayor taman˜o que el de las
propias peticiones. Dichas peticiones llevan falsificada su direccio´n de retorno, de
manera que las respuestas, en lugar de llegar al atacante llegan a la v´ıctima. Se tra-
ta de una variante de los ataques basados en reflexio´n, pero con diferente motivacio´n
y consecuencias.
Uno de los elementos de red ma´s aprovechados para lograr la amplificacio´n son los
servidores DNS. A su explotacio´n con este fin se la denomina amplificacio´n DNS. En
[13] se discute este problema en detalle, y se sen˜ala como principal causante al hecho
de que las consultas realizadas al servidor se realizan con datagramas que a menudo
contienen menos informacio´n que las respuestas. En ocasiones son los propios ata-
cantes quienes han insertado campos especialmente grandes en la informacio´n que
almacena el servidor sobre dominios, que previamente, han sido comprometidos.
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2.2. Estrategias defensivas
De manera tradicional, las distintas te´cnicas de defensa frente a intentos de
denegacio´n de servicio son clasificadas tomando como eje el momento del proceso
de intrusio´n en que actu´an. Por lo tanto se agrupan en cuatro tipos de medidas:
prevencio´n, deteccio´n, identificacio´n del origen y mitigacio´n. Todas ellas han sido
muy tratadas en la bibliograf´ıa, y son resumidas a continuacio´n.
2.2.1. Prevencio´n
Los me´todos de prevencio´n son mecanismos de defensa que actu´an antes de que
el ataque suceda, e independientemente de su deteccio´n. Su objetivo es minimizar el
dan˜o recibido, y agrupan diferentes tecnolog´ıas, tales como modelos de ana´lisis de
riesgos, listas de accesos o protocolos de seguridad[11]. Si bien constituyen una pri-
mera l´ınea de defensa, a menudo resultan insuficientes a la hora de tratar situaciones
complejas.
2.2.2. Deteccio´n
La deteccio´n de los ataques es imprescindible para que actu´en el resto de los
procesos defensivos. Su eficacia se basa en la proporcio´n de ataques reales que son
detectados. Sin embargo, el hecho de que presenten un gran porcentaje de acier-
to no implica que sean de buena calidad. Tambie´n deben ser capaces de afrontar
otros problemas, como la emisio´n de tasas altas de falsos positivos (tra´fico leg´ıtimo
erro´neamente etiquetado como malicioso), capacidad de procesamiento en tiempo
real y distincio´n de ciertos feno´menos de red, tales como los conocidos flash crowds.
Estos u´ltimos son acumulaciones inesperadas de accesos a servidores o sistemas de
forma leg´ıtima, y por usuarios autorizados, que habitualmente acarrean errores de
deteccio´n. En [14] se profundiza ma´s en ello.
En la identificacio´n de DDoS son considerados los dos paradigmas de los sistemas
de deteccio´n de intrusiones: reconocimiento de firmas y anomal´ıas. El reconocimiento
de firmas se basa en la identificacio´n de patrones de ataques previamente conoci-
dos. Esto reduce la emisio´n de falsos positivos, pero dificulta la deteccio´n de nuevas
amenazas. Por este motivo, la mayor parte de la comunidad investigadora ha optado
por el desarrollo de sistemas basados en el estudio de anomal´ıas. Estos implican el
modelado del comportamiento habitual y leg´ıtimo del entorno monitorizado, con el
fin de identificar eventos que difieran considerablemente de las acciones leg´ıtimas.
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En los u´ltimos an˜os ha aparecido una gran cantidad de publicaciones centradas
en la deteccio´n de ataques de denegacio´n de servicio basados en el reconocimiento
de anomal´ıas. Para ello han sido propuestas diferentes te´cnicas, tales como modelos
probabilistas basados en Markov[15] , algoritmos gene´ticos[16], teor´ıa del caos[17],
ana´lisis estad´ıstico CUSUM con transformadas de ond´ıcula[18], te´cnicas forenses ba-
sadas en visualizacio´n[19], lo´gica difusa[20] o estudio de las variaciones en la entrop´ıa
[21][22].
2.2.3. Identificacio´n del origen
En la etapa de identificacio´n del origen, la v´ıctima trata de desenmascarar la
ruta del vector de ataque con el fin de sen˜alar a su autor. Este proceso a menudo
es muy complicado, ya que el atacante dispone de diferentes me´todos para ocultar
su rastro. Estos var´ıan desde sencillos procesos de suplantacio´n de identidad, hasta
el atravesar tramos de redes ano´nimas (como redes Fast-Flux o la explotacio´n del
servicio Tor2web). En consecuencia, llegar hasta el extremo final es una situacio´n
id´ılica que muy pocas veces se consigue. Sin embargo, aproximar su ubicacio´n per-
mite la realizacio´n de un despliegue defensivo mucho ma´s eficaz. En [23] se discuten
estos problemas en mayor detalle.
La mayor parte de los me´todos de identificacio´n del origen se basan en el marcado
de la ruta que siguen los paquetes. Algunos de ellos lo hacen an˜adiendo informacio´n
en el propio datagrama, y otros, almacenando informacio´n acerca de su paso a trave´s
de dispositivos de red intermedios, como encaminadores o servidores de control. En
[24] se presenta una buena recopilacio´n de estos me´todos y estudian sus diferencias.
2.2.4. Mitigacio´n
Una vez detectada una amenaza debe procederse a su mitigacio´n. En el caso
de la denegacio´n de servicio, la mitigacio´n consiste en el despliegue de una serie de
medidas que reduzcan el dan˜o causado, y a ser posible, que restauren los servicios
del sistema comprometido a la normalidad. Estas habitualmente consisten en el
incremento de la reserva de recursos disponibles para la supresio´n de cuellos de
botella[25], el aumento de la restriccio´n en sistemas de autenticacio´n por medio de
puzles y sen˜uelos, o la actualizacio´n de las listas de acceso y pol´ıticas de cifrado.
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2.3. Esquemas de evaluacio´n
A pesar del intere´s de la comunidad investigadora en esta a´rea, no existe un
consenso acerca de que´ criterios deben establecerse. Tal y como se pone de manifiesto
en [26], la mayor parte de las colecciones pu´blicas de muestras de ataques carecen
de validez por diferentes motivos, entre los que destacan su antigu¨edad, y falta de
rigor en los procesos de captura. No obstante, las dos colecciones ma´s utilizadas son
KDDcup’99 y Caida’07. A continuacio´n son brevemente descritas.
KDD’99. Segu´n [26], KDD’99 es una de las pocas colecciones que ofrece un
etiquetado fiable. Tuvo su origen en el marco del concurso KDDcup del an˜o
1999, e incluye parte de un conjunto de trazas de ataques publicados por la
agencia norteamericana DARPA en el an˜o 1998. En ella esta´n presentes cuatro
amenazas: denegacio´n de servicio, enumeracio´n y dos esquemas de escalada
de privilegios. Sus muestras son caracterizadas por 41 para´metros diferentes,
quedando el resto de su contenido anonimizado. Sus autores han etiquetado su
estado actual como ”comprometido”, debido a su antigu¨edad, y a una serie de
irregularidades encontradas en los procesos de captura. Sin embargo, a pesar
de estos problemas sigue utiliza´ndose, siendo una forma aceptada de comparar
los resultados de las nuevas propuestas, con esquemas de deteccio´n cla´sicos.
CAIDA’07. La coleccio´n CAIDA’07[27] contiene trazas de ataques de inun-
dacio´n (principalmente ICMP, SYN y HTTP) en formato .pcap, capturadas en
Agosto del an˜o 2007. Es el conjunto de muestras de referencia ma´s actualizado,
y el u´nico apoyado por [26]. Pero tal y como subrayan sus autores, carece de
ejemplos de tra´fico leg´ıtimo. Estos fueron eliminados al finalizar el proceso de
captura. En consecuencia, en muchos trabajos se combinan con la coleccio´n de
capturas de tra´fico leg´ıtimo CAIDA’08 [28], extra´ıdas de los centros de proce-
samiento de datos Equinix de San Jose´ y Chicago (Estados Unidos) a finales
del an˜o 2007.
Adicionalmente, algunos autores han optado por generar sus propias muestras de
ataques a partir de herramientas. Entre las ma´s destacadas esta´n D-ITG, Harpoon,
Curl-loader o DDOSIM. Pero a pesar de que su uso permite adaptar los escenarios de
pruebas a las necesidades del disen˜o, restan realismo a la experimentacio´n. Adema´s,





La red Tor (abreviatura del ingle´s The Onion Router) es una red de comunica-
ciones distribuida de baja latencia y superpuesta sobre Internet, en la que el encami-
namiento de los mensajes intercambiados entre los usuarios no revela su identidad.
En la red Tor los mensajes viajan desde su origen a su destino, a trave´s de una serie
de encaminadores especiales, denominados ”encaminadores de cebolla” (del ingle´s
onion routers). Su desarrollo y mantenimiento es posible gracias a un conjunto de
organizaciones e individuos que donan su ancho de banda y capacidad de proce-
samiento, y a una importante comunidad que lo respalda[4][30]. A continuacio´n se
describen sus rasgos ma´s relevantes, entre los que se encuentra su motivacio´n, ar-
quitectura, funcionamiento, datagramas y vulnerabilidades ma´s recientes.
3.1. Motivacio´n del proyecto Tor
El objetivo principal del proyecto Tor es conseguir que Internet pueda usarse
de forma ano´nima, de manera que el encaminamiento proteja la identidad de los
usuarios. Es decir, persigue que no se pueda rastrear la informacio´n que env´ıa un
usuario para llegar hasta e´l. Para ello la red Tor cifra la informacio´n a su entrada y
la descifra a su salida. De este modo el propietario del encaminador de salida puede
ver toda la informacio´n cuando es descifrada antes de llegar a Internet.
3.2. Componentes
La red Tor esta´ formada por una serie de nodos que se comunican entre s´ı me-
diante el protocolo de seguridad en la capa de transporte (del ingle´s Transport Layer
Security) o TLS[31], que es predecesor del protocolo de capa segura (del ingle´s Se-
cure Sockets Layer) o SSL[32]; ambos operan sobre TCP. En Tor se distinguen dos
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componentes: nodos OR y OP. Estos son descritos a continuacio´n:
Nodos OR. Los nodos OR o simplemente OR funcionan como encaminadores
y en algunos casos, como servidores de directorio. Los nodos OR mantienen
una conexio´n TLS con cada uno de los otros OR. Las conexiones OR-OR
no son nunca cerradas deliberadamente salvo cuando pasa cierto tiempo de
inactividad.
Nodos OP. Los nodos OP o simplemente OP tienen la finalidad de obtener
informacio´n del servicio de directorio, establecer circuitos aleatorios a trave´s
de la red y manejar conexiones de aplicaciones del usuario. Funciona como
software local con el que el usuario se comunica. Las conexiones OR-OP no
son permanentes. Un OP deber´ıa cerrar una conexio´n a un OR si no hay
circuitos ejecuta´ndose sobre la conexio´n y ha vencido cierto temporizador.
3.3. El servidor de directorios
Un servicio de directorio o SD es una aplicacio´n o un conjunto de aplicaciones que
almacena y organiza la informacio´n sobre los usuarios de una red. En el caso de Tor,
el servicio de directorio publica una base de datos que asocia a cada OR con cierta
informacio´n. Esta informacio´n es accesible por todos los OR y por todos los usuarios
finales, los cuales la emplean para tener un conocimiento de la red. En el caso de que
se disponga de pocos servidores de directorio, es posible que se produzcan puntos
de fallo. A efectos pra´cticos los servidores de directorios se comportan como grupos
establecidos de ORs confiables.
3.4. Funcionamiento
La informacio´n circula a trave´s de Tor de la siguiente manera:
1. A partir de la informacio´n obtenida de su configuracio´n y del servicio de di-
rectorio, el OP decide un circuito por el que van a circular los paquetes. Por
defecto el circuito tiene 3 nodos OR.
2. El OP negocia las claves de cifrado necesarias con cada OR del circuito con
el fin de proteger sus datos en todo el camino, y antes de iniciar el proceso de
transmisio´n. La obtencio´n de las claves sime´tricas (una para cada sentido de
comunicacio´n: forward key (Kf), backward key (Kb)), se realiza a partir del
protocolo de establecimiento de claves Diffie-Hellman.
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3. A continuacio´n el OP cifra el paquete con la clave del u´ltimo OR del circuito.
4. Al paquete se an˜adira´ una capa de cifrado por cada punto de paso del circuito.
5. Tras finalizar el cifrado, el OP env´ıa el paquete resultante al primer nodo del
circuito.
6. El primer OR quita ’su capa de la cebolla’ y env´ıa el paquete al siguiente nodo.
7. Al pasar por cada nodo intermedio, va perdiendo sus capas de cifrado. Esto
permite que ningu´n OR puede hacerse con la imagen completa del circuito, ya
que so´lo conoce los OR/OP anterior y posterior.
8. Al alcanzar el nodo de salida, el mensaje queda descifrado por completo. Hay
que tener en cuenta que este no es el mensaje original, este solo contiene la
informacio´n necesaria para realizar la peticio´n inicial y no se conoce quie´n
origino´ dicha peticio´n.
A continuacio´n se muestra un ejemplo del algoritmo de Diffie-Hellman con el que
Tor intercambia claves [33]. Dadas dos partes (Alice y Bob) que intentan establecer
una clave secreta y un adversario (Mallory), su versio´n ma´s sencilla es la siguiente:
1. Se establecen un nu´mero primo p y un generador g ∈ Z∗p. Estos son pu´blicos,
conocidos no solo por Alice y Bob, sino tambie´n por el adversario Mallory.
2. Alice escoge a ∈ Zp−1 al azar, calcula A = ga mo´d p, y env´ıa A a Bob.
3. Bob escoge b ∈ Zp−1 al azar, calcula B = gb mo´d p, y env´ıa B a Alice.
4. Tanto Alice como Bob pueden calcular la clave K a utilizar, siendo K = gab
mo´d p, sin conocer el valor escogido al azar del contrario, usando propiedades
del grupo Z∗p.
3.5. Ce´lulas
Una vez que se establece la conexio´n TLS, las entidades se comunican mediante
paquetes de informacio´n estructurada llamadas ce´lulas (cells).
El formato de las ce´lulas es el siguiente:
circID. Es el identificador de circuito y especifica el circuito al que se refiere la
ce´lula. Cada circuito tiene un CircId distinto para cada OR y OP del circuito.
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CMD. Indica el comando que especifica el significado de la ce´lula. Atendiendo
al tipo de comando (valor de CMD). Se consideran dos tipos de ce´lulas: ce´lulas
de control y ce´lulas de transmisio´n.
Dada su relevancia, a continuacio´n se explican en detalle las caracter´ısticas de
las ce´lulas de control y las ce´lulas de transmisio´n.
Ce´lulas de control. Las ce´lulas de control (en ingle´s control cells) son siempre
interpretadas por el nodo que las recibe y permiten controlar la comunicacio´n.
Permiten la ejecucio´n de los siguientes comandos:
• CREATE: creacio´n de un circuito.
• CREATED: indica que se ha creado un circuito.
• DESTROY: destruccio´n de un circuito.
• CREATE FAST: creacio´n de un circuito reaprovechando operaciones de
clave pu´blica existentes.
• CREATED FAST: indica que se ha creado un circuito que se creo me-
diante el comando CREATE FAST.
Ce´lulas de transmisio´n. Las ce´lulas de transmisio´n son usadas en la comu-
nicacio´n entre el OP y cualquiera de los OR del circuito; normalmente el nodo
de salida (exit node). Este tipo de ce´lulas presentan campos que forman parte
de la carga u´til (payload) de la ce´lula. Son los siguientes:
• Relay command: indica el funcionamiento de la celda. Contiene los si-
guientes tres tipos:
◦ forward: son enviados desde el OP origen del circuito.
◦ backward: son enviados desde los OR del circuito al OP origen.
◦ both: pueden funcionar como forward o como backward.
• StreamID: es el identificador de flujo. De esta forma se permite que va-
rios flujos puedan ser multiplexados en un solo circuito. Las ce´lulas que
afectan al circuito entero en lugar de a un streamID particular tienen este
campo a 0 y son consideradas de control.
• Digest: permite el control de integridad extremo a extremo (del ingle´s
end-to-end integrity checking). Este campo es utilizado para determinar
exactamente a que nodo del circuito va dirigida una ce´lula.
• Len: indica el nu´mero de bytes del campo DATA que contiene carga u´til
real. El resto del campo DATA estara´ rellenado con ceros.
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• CMD: identifica el subcomando de la ce´lula de transmisio´n. Algunos de
estos subcomandos ser´ıan:
◦ Relay begin: para abrir un nuevo flujo o stream.
◦ Relay data: para enviar datos a trave´s del flujo.
◦ Relay end: para cerrar un flujo.
◦ Relay connected: para notificar al OP de que relay begin concluyo´ con
e´xito.
La principal diferencia entre las ce´lulas de control y las de transmisio´n, es que
las primeras pueden ser le´ıdas por cualquiera, mientras que las segundas solo por un
nodo concreto. Por ejemplo cuando se env´ıa una ce´lula DESTROY, el OP la env´ıa
al primer OR, este la recibe, cierra todos los flujos y la transmite al siguiente OR.
As´ı hasta llegar al final.
En las ce´lulas relay el OP asigna el digest y despue´s cifra la ce´lula con cada
una de las claves de los nodos OR. Como el digest esta´ cifrado con distintos valores
que han ido encapsula´ndose paso a paso, solo el nodo objetivo podra´ descifrar su
contenido, y por tanto, ejecutar la funcio´n que indique. Por otro lado, cuando un
nodo OR recibe una ce´lula debe verificar la validez de su co´digo digest. De no ser
as´ı, sera´ enviada al siguiente nodo del circuito.
3.6. Amenazas contra la red Tor
El crecimiento de la popularidad de Tor ha acarreado la aparicio´n de una nueva
generacio´n de amenazas, capaces de explotar con mayor precisio´n algunas de sus
vulnerabilidades. Entre ellas destacan cuatro tipos de ataques: raptor, sniper, relay
y la adaptacio´n de los me´todos de denegacio´n de servicio convencionales.
3.6.1. Ataque Raptor
El objetivo de los ataques Raptor es desanonimizar Tor[34]. Para este fin, hace
uso de aspectos dina´micos de los protocolos de Internet, por ejemplo del protocolo
BGP. El ataque Raptor esta´ compuesto de tres ataques individuales que se unen
para conseguir un efecto mayor.
En la primera etapa, se aprovecha la asimetr´ıa del enrutamiento de Internet, es
decir, se toma ventaja del hecho de que el camino BGP de un elemento que env´ıa
informacio´n y de otro que la recibe, puede ser diferente que el camino BGP del
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elemento que recibe al elemento que env´ıa. Esto permite al atacante observar al
menos una direccio´n de comunicacio´n y realizar un ana´lisis de tra´fico. Este primer
ataque resulta efectivo en los siguientes casos:
Se dispone informacio´n de tra´fico de las conexiones con sentido cliente-nodo
de entrada y con sentido nodo de salida-servidor.
Se dispone informacio´n de tra´fico que fluye con sentido cliente-nodo de entrada
y con sentido servidor-nodo de salida.
Se dispone de informacio´n de tra´fico con sentido nodo de entrada-cliente y con
sentido nodo de salida-servidor.
Se dispone de informacio´n sobre el tra´fico con sentido nodo de entrada-cliente
y con sentido servidor-nodo de salida.
En el segundo ataque, Raptor explota el hecho de que los caminos BGP cambian
con el tiempo debido a fallos que se producen en los encaminadores. Estos cam-
bios permiten a los atacantes observar tra´fico adicional, permitiendo de esta manera
desanonimizar a ma´s usuarios de la red.
La tercera y u´ltima parte se basa en hacer uso de lo que se conoce como BGP
hijacks, los cuales consisten en descubrir usuarios que hacen uso de determinados
nodos de la red que esta´n comprometidos.
3.6.2. Ataque Sniper
El ataque sniper es un tipo de DDoS que tiene como objetivo deshabilitar nodos
de Tor arbitrarios[7]. Su e´xito depende de dos aspectos clave de su funcionamiento.
El primero de ellos es que una vez creado un circuito, sus nodos extremo (cliente
y nodo de salida) controlan el tra´fico mediante el uso de un contador de paquetes.
Este es inicializado a 1000 y va disminuyendo a medida que se introducen ce´lulas al
circuito. Ana´logamente, otro contador es inicializado a 1000, pero esta vez su valor
decrecera´ a medida que se eliminen ce´lulas. Cuando este contador llega a cero se
vuelve a inicializar todo, de manera que nunca habra´ ma´s de 1000 ce´lulas en un
circuito. La otra asuncio´n es que cuando un nodo destino deja de leer paquetes, el
siguiente nodo del circuito almacena dichos paquetes.
El ataque sniper requiere disponer de dos nodos extremos comprometidos (un
nodo cliente y otro de de salida). Procede de la siguiente manera:
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1. El cliente comprometido crea un circuito delimitado por los nodos comprome-
tidos. Dado que ambos son controlados por el atacante, puede prescindir de
las limitaciones referentes a su ma´ximo nu´mero de paquetes. Esto permitira´ al
nodo de salida generar gran cantidad de paquetes en forma de ce´lulas.
2. Entonces el nodo cliente recibe la orden de dejar de leer paquetes. Esto hace
que el siguiente nodo conserve una gran cantidad de paquetes sin procesar,
quedando inhabilitado hasta que el sistema operativo cierre el proceso. Esto
dificultara´ el acceso de nuevos usuarios.
3.6.3. Ataque Replay
El ataque replay parte de la situacio´n en que los nodos entrada y de salida esta´n
comprometidos. Su objetivo es enlazar la comunicacio´n entre el cliente y el nodo
de entrada comprometido, con la comunicacio´n entre el nodo de salida comprome-
tido y el servidor. De esta manera se puede conocer que´ cliente esta´ accediendo a
que´ servidor[35]. Para llevar a cabo su objetivo, el encaminador de entrada identifica
una ce´lula del stream y la duplica (de ah´ı el nombre del ataque). Una vez duplicada,
dicha ce´lula avanza por el circuito y llega al nodo de salida. Al recibir dicha ce´lula,
genera un error debido al duplicado.
El error se produce debido a que cuando la ce´lula es duplicada en el nodo de
entrada, su descifrado en el segundo y tercer OR falla. Esto se debe a que el cifrado
se realiza por medio de una implementacio´n del AES, la cual se basa en un contador,
el cual resulta afectado al duplicarse la ce´lula. El cifrado de la ce´lula original au-
menta en uno el contador AES. El resto de nodos descifran correctamente la ce´lula
y aumentan tambie´n el contador.
Cuando el nodo de entrada cifra la ce´lula duplicada, hace que el descifrado rea-
lizado en los siguientes nodos produzca una desincronizacio´n entre el cliente y los
nodos. De esta manera sera´ posible asegurar que los nodos comprometidos esta´n en
el mismo circuito y se desenmascarara´ al usuario que accede a cada servicio.
3.6.4. Denegacio´n de servicio
Este ataque tiene el objetivo de controlar el nodo de entrada y el nodo de sa-
lida de un circuito con el fin de conocer que´ cliente accede a que´ servidor. En este
contexto, se denominan circuitos comprometidos a aquellos que al menos tienen un
extremo comprometido, y circuitos controlados a aquellos en los que ambos esta´n
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comprometidos.
Los servidores directorios de Tor asignan a cada nodo una bandera (’Guard’ o
’Exit’ ). En la creacio´n de circuitos, solo los nodos con estas banderas desempen˜ara´n
estas labores, siendo el resto, nodos intermedios. Los nodos de entrada son elegidos
de una lista de 3 posibles candidatos. De este modo, cada vez que un cliente crea un
circuito, crea una lista de 3 nodos de entrada, y para su circuito elige uno de ellos.
Si hay menos de 3 nodos en dicha lista, se an˜aden nuevos nodos. Un nodo es elimi-
nado de ella solo si no se ha podido conectar a e´l durante un determinado periodo
de tiempo. De esta manera la lista contendra´ los nodos ma´s seguros, reduciendo la
probabilidad de que el cliente elija nodos comprometidos. El ataque de denegacio´n
de servicio se comporta de la siguiente manera: si el atacante controla solamente uno
de los nodos de un circuito, utiliza un ataque DDoS para destruirlo. A continuacio´n
se reconstruira´ y tendra´ mayor probabilidad de controlar al menos dos nodos del
nuevo circuito. Sin embargo romper todos los circuitos que el atacante no controla
no es buena idea, pues determinados nodos podr´ıan quedar marcados como ”sospe-
chosos”. En ocasiones el atacante destruira´ tambie´n circuitos comprometidos, pero
no controlados, con el objetivo de pasar desapercibido[36].
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Cap´ıtulo 4
Entrop´ıa y modelos predictivos en
series temporales
En este cap´ıtulo se describen los aspectos ma´s representativos de dos herra-
mientas cuyo entendimiento, resulta imprescindible en la comprensio´n del sistema
propuesto. Estas son la entrop´ıa y el ana´lisis predictivo de series temporales. La pri-
mera cumple un papel esencial a la hora de extraer y modelar las caracter´ısticas del
tra´fico que fluye a trave´s de Tor. Por otro lado, la elaboracio´n de prono´sticos sobre
series temporales facilita el reconocimiento de comportamientos inesperados en base
a las observaciones realizadas ya que detra´s de la mayor parte de estas anomal´ıas,
se esconden intentos de ataques de denegacio´n de servicio.
4.1. Entrop´ıa
La entrop´ıa es un concepto usado originalmente en termodina´mica, meca´nica
estad´ıstica y luego en teor´ıa de la informacio´n. Se concibe como una medida del
desorden o una medida de la incertidumbre, cuya informacio´n tiene que ver con
cualquier proceso que permite acotar, reducir o eliminar la incertidumbre. Un ejem-
plo ilustrativo para entender el uso de la entrop´ıa es el siguiente:
”Cuando un vecino nos dice en el ascensor que las calles esta´n mojadas, y sabe-
mos que acaba de llover, estamos recibiendo informacio´n poco relevante, porque es
lo habitual. Sin embargo, si el mismo vecino nos dice que las calles esta´n mojadas,
y sabemos que no ha llovido, aporta mucha ma´s informacio´n (porque es de esperar
que no rieguen las calles todos los d´ıas).”
En el ejemplo se observa claramente que el hecho de que suceda algo relevante o
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no, depende de las observaciones previas. Esta es la diferencia que trata de expresar
la entrop´ıa. A continuacio´n se describen los or´ıgenes de este concepto, su aplicacio´n
en la teor´ıa de la informacio´n y la entrop´ıa de Re`nyi.
4.1.1. Origen
Rudolf Clausius planteo´ por primera vez el concepto de entrop´ıa en el an˜o 1865.





donde δQ es la cantidad de calor absorbida en un proceso termodina´mico con-
creto, y T es la temperatura absoluta. Esto puede interpretarse como la cantidad de
calor intercambiada entre el sistema y el medio dependiente de su temperatura ab-
soluta, que se produce cuanto en un proceso termodina´mico reversible e isote´rmico,
se produce una transicio´n de estados.
El concepto de entrop´ıa termodina´mica resulto´ de inspiracio´n en ciertas a´reas
de la estad´ıstica, lo que dio pie a la meca´nica estad´ıstica. Una de las teor´ıas termo-
dina´micas estad´ısticas (concretamente, la de Maxwell-Boltzmann 1890-1900), define
la relacio´n entre ambos conceptos de la siguiente manera:
S = k log Ω
donde S es la entrop´ıa, k la constante de Boltzmann y Ω el nu´mero de microes-
tados posibles para el sistema. Es importante destacar que esta ecuacio´n ofrece por
primera vez una definicio´n absoluta de la entrop´ıa en un sistema, situacio´n que era
impensable u´nicamente bajo el contexto de la termodina´mica.
Poco a poco la entrop´ıa como magnitud f´ısica, fue ganando el respaldo de la
comunidad investigadora. Este proceso dio pie a diferentes interpretaciones, que con
frecuencia entraban en conflicto.
En la actualidad, y desde un punto de vista estad´ıstico, la entrop´ıa asociada a
la variable aleatoria X es un nu´mero que depende directamente de la distribucio´n
de probabilidad de X, e indica co´mo es de predictible el resultado del proceso su-
jeto a incertidumbre o experimento. Esto tambie´n puede interpretarse de manera
matema´tica, de tal manera que cuanta ma´s plana sea la distribucio´n de probabi-
lidad, ma´s dif´ıcil sera´ acertar cua´l de las posibilidades se dara´ en cada instancia.
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No´tese que se considera distribucio´n plana a aquella cuyas probabilidades de X son
similares. Por lo tanto, es poco plana cuando algunos valores de X son mucho ma´s
probables que otros (se dice que la funcio´n es ma´s puntiaguda en los valores ma´s
probables). En una distribucio´n de probabilidad plana (con alta entrop´ıa) es dif´ıcil
poder predecir cua´l es el pro´ximo valor de X que va a presentarse, ya que todos los
valores de X son igualmente probables.
4.1.2. Entrop´ıa de la informacio´n
La Entrop´ıa de la informacio´n, tambie´n conocida como entrop´ıa de Shannon fue
desarrollada por C.E. Shannon en el an˜o 1948[37]. Su objetivo es la medicio´n del
grado de incertidumbre de una fuente de informacio´n. Dado un conjunto de datos
X, y un conjunto finito de s´ımbolos x1 . . . xn cuyas probabilidades de aparicio´n son





No´tese que se aplica el logaritmo en base 2 bajo la asuncio´n de que la infor-
macio´n a tratar es representada mediante co´digo binario. Al cambiar el sistema de
codificacio´n, la base del logaritmo debe coincidir con la de la nueva representacio´n.
El valor de la entrop´ıa de la informacio´n es mayor cuando X se asocia a una
distribucio´n uniforme. Su valor es 0 cuando una probabilidad pi es 1, y el resto 0 (no
hay incertidumbre). Para el resto de posibles distribuciones su valor se comprende
entre 0 y log2 n, siendo este u´ltimo el ma´ximo alcanzable.
La entrop´ıa de la informacio´n ha sido frecuentemente aplicada en el a´rea de la
deteccio´n de ataques de denegacio´n de servicio, siendo muy frecuente en la biblio-
graf´ıa. En [21] se demuestra que es una de las me´tricas menos dependientes de las
caracter´ısticas de la red, lo que hace que su uso sea especialmente recomendable para
tratar el problema de la denegacio´n de servicio. Sin embargo tambie´n advierten de
que su popularizacio´n puede llevar a la aparicio´n de ataques de ”suplantacio´n de
entrop´ıa”, basados en la inyeccio´n de tra´fico con el fin de que sus variaciones pasen
desapercibidas.
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4.1.3. Entrop´ıa de Re`nyi
Segu´n la entrop´ıa de Shannon, el ca´lculo de su entrop´ıa espera la obtencio´n de
valores ma´s altos cuando la variable de informacio´n es ma´s alta. Ana´logamente,
existe una tendencia a producir valores ma´s bajos cuando dicha variable es ma´s
pequen˜a. Para cuantificar la aleatoriedad del sistema, A. Re`nyi propuso una me´trica
para la entrop´ıa de orden α como generalizacio´n de la entrop´ıa de la informacio´n[38].








donde α ∈ [0, 1). Al igual que en la entrop´ıa de Shannon, el ma´ximo valor de se
obtiene cuando todas las probabilidades pi presentan el mismo valor. Las variaciones
del orden α llevan a los diferentes casos particulares. Por ejemplo, cuando α = 1 se
considera la entrop´ıa de Shannon. El caso α = 2 lleva a la entrop´ıa cuadra´tica de
Re`nyi o el caso α =∞ a la entrop´ıa mı´nima.
La entrop´ıa de Re`nyi fue aplicada en [22] para evaluar la eficacia de diferentes
detectores de ataques de denegacio´n de servicio con me´tricas basadas en distintas
entrop´ıas. Su estudio concluye en que los casos de orden elevado acarrean un nivel de
restriccio´n ma´s alto. Esto se traduce en una mejor precisio´n reconociendo ataques,
pero conlleva mayores tasas de falsos positivos.
4.2. Prediccio´n en series temporales
Una serie temporal es una secuencia de datos, observaciones o valores, medi-
dos en determinados momentos y ordenados cronolo´gicamente. Los datos pueden
estar espaciados a intervalos iguales (como la temperatura en un observatorio me-
teorolo´gico en d´ıas sucesivos al mediod´ıa) o desiguales (como el peso de una persona
en sucesivas mediciones en el consultorio me´dico, la farmacia, etc.). Para el ana´lisis
de las series temporales se usan me´todos que ayudan a interpretarlas y que permiten
extraer informacio´n representativa sobre las relaciones subyacentes entre los datos
de la serie o de diversas series y que permiten en diferente medida y con distinta
confianza extrapolar o interpolar los datos y as´ı predecir el comportamiento de la
serie en momentos no observados; sean en el futuro (extrapolacio´n prono´stica), en
el pasado (extrapolacio´n retro´grada) o en momentos intermedios (interpolacio´n).
Estos me´todos se basan en encontrar el proceso estoca´stico que origino´ dicha serie
temporal. Formalmente, un proceso estoca´stico es una aplicacio´n tal que:
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X : Ω× T −→ S
(ω, t) −→ X(ω, t)
El ana´lisis cla´sico de las series temporales se basa en la suposicio´n de que los va-
lores que toma la variable de observacio´n es la consecuencia de cuatro componentes,
cuya actuacio´n conjunta da como resultado los valores medidos. A continuacio´n se
describen dichos componentes:
Tendencia. La tendencia indica la marcha general y persistente del feno´meno
observado. De este modo refleja su evolucio´n a largo plazo.
Variacio´n estacional. La variacio´n estacional es el movimiento perio´dico de
corto plazo. Se trata de una componente causal debida a la influencia de ciertos
feno´menos que se repiten de manera perio´dica, y que recoge las oscilaciones
que se producen en esos per´ıodos de repeticio´n.
Variacio´n c´ıclica. La variacio´n c´ıclica muestra patrones que se dan en rela-
cio´n a la tendencia.
Ruido. El ruido, de cara´cter erra´tico, tambie´n denominada residuo, no mues-
tra ninguna regularidad y es impredecible, debido a feno´menos de cara´cter
ocasional. Muchos me´todos de prediccio´n se basan en modelizar todos los
componentes mostrando que el u´nico componente que queda sin explicar es
justamente ruido.
Tomando como eje la relacio´n entre sus componentes, las series temporales ha-
bitualmente se clasifican en aditivas, multiplicativas o mixtas. A continuacio´n se
describe cada uno de estos grupos:
Aditivas. El conjunto de series aditivas reu´ne aquellas que se componen su-
mando la tendencia Tt, estacionalidad Et, variacio´n c´ıclica Ct y ruido Et. Se
expresan de la siguiente manera:
Xt = Tt + Et + Ct + Et
Multiplicativas. Las series multiplicativas son aquellas compuestas por el
producto de la tendencia Tt, estacionalidad Et, variacio´n c´ıclica Ct y ruido Et.
Se expresan de la siguiente manera:
Xt = Tt · Et · Ct · Et
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Mixtas. Las series mixtas son aquellas se componen combinando sumas y
productos de la tendencia Tt, estacionalidad Et, variacio´n c´ıclica Ct y ruido
Et. Existen varias alternativas, siendo algunas de ellas:
Xt = Tt + Et · Ct · Et
Xt = Tt + Et · Et
Xt = Tt · Et · Ct + Et
La versio´n aditiva asume que los efectos estacionales son constantes y no depen-
den del nivel medio de la serie. Por el contrario, la versio´n multiplicativa supone
que las componentes estacionales var´ıan en funcio´n del nivel medio local desesta-
cionalizado. Dicho de otro modo, las fluctuaciones estacionales crecen (o decrecen)
proporcionalmente con el crecimiento (o decrecimiento) del nivel medio de la serie.
4.2.1. Me´todos de prediccio´n
Uno de los usos ma´s extendidos de las series de datos temporales es su ana´lisis
predictivo. A continuacio´n se explica uno de los me´todos ma´s populares y precisos,
el me´todo ARIMA.
La familia de modelos ARIMA (abreviado del inge´s Auto Regressive Integrated
Moving Average), tambie´n conocidos como modelos de Box-Jenkins, juegan un pa-
pel importante en el campo de las series temporales[39]. Son capaces de recoger la
tendencia y la estacionalidad de los datos pero, a diferencia del me´todo de Holt-
Winters y de los modelos estructurales, no se basan en la descomposicio´n de las
series en tales factores. Para comenzar, deben aclararse algunos te´rminos o concep-
tos que se usara´n a la hora de definir los modelos ARIMA.
Un proceso es estacionario en sentido estricto si el comportamiento de una
coleccio´n de variables aleatorias solo depende de su posicio´n relativa, no del instante
t. Al ser esta condicio´n muy restrictiva se suele asumir una relajacio´n: la estacio-
nariedad de´bil. Se dice que un proceso es estacionario en sentido de´bil si:
E[Xt] = µ < +∞ ∀t
V [Xt] = γ0 < +∞ ∀t
Cov[Xt, Xt+k] = γk ∀t,∀k
Este tipo de covarianza se llama autocovarianza y los coeficientes {γ0, γ1, . . . } cons-
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tituyen la funcio´n de autocovarianza. A menudo, la funcio´n de autocovarianza se




k = 0, 1 . . .
donde γ0 = Cov[Xt, Xt] = V ar[Xt]. En procesos estacionarios ρk mide la correlacio´n
entre Xt e Xt+k.
Por otro lado, el operador retardo B, aplica un desfase en el periodo de la
serie temporal. Se expresa como:
BXt = Xt−1
y al aplicarse sucesivamente s veces, desfasa s periodos su valor:
BsXt = Xt−s
Finalmente, el operador diferencia de orden 1 se define como:
∆Xt = (1−B)Xt
Generaliza´ndo para el orden d:
∆dXt = (1−B)dXt
El me´todo de ARIMA es una combinacio´n de los modelos autoregresivos (AR),
modelos de medias mo´viles (MA) y me´todos que eliminan la tendencia de una serie
temporal. A continuacio´n describe cada uno de ellos.
Modelos autorregresivos (AR)
Explican el comportamiento de la serie temporal en base a su propio pasado. Es
una regresio´n de la variable en s´ı misma (autorregresio´n). En un modelo AR(p) se
tiene que:
Xt = µ+ φ1Xt−1 + · · ·+ φpXt−p + at
donde at es un proceso de ruido blanco (ruido con media cero).
La condicio´n de estacionariedad se exige sobre la parte autorregresiva del
modelo y es una condicio´n necesaria para el ajuste de modelos ARMA. Establece
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que el polinomio
1− φ1z − φ2z2 − · · · − φpzp
debe tener sus ra´ıces fuera del c´ırculo unidad.
Modelo de medias mo´viles (MA)
Explica el comportamiento de la serie temporal en base al pasado del proceso
de error (media mo´vil de la serie de errores). Permite al modelo ”aprender de sus
errores”. En un modelo MA(q) se tiene que:
Xt = µ− θ1at−1 − · · · − θqat−q + at
donde at es un proceso de ruido blanco.
A diferencia de los procesos AR, los procesos MA son siempre estacionarios. Sin
embargo, existe otra condicio´n importante denominada condicio´n de invertibili-
dad, condicio´n que cumplen los procesos AR pero no los MA. Para que un proceso
MA la cumpla, es necesario que el polinomio
1− θ1z − θ2z2 − · · · − θqzq
tenga sus ra´ıces fuera del c´ırculo unidad. Intuitivamente, la condicio´n de invertibi-
lidad dice que datos ma´s alejados en el tiempo tienen menos peso en la prediccio´n
que datos recientes.
Modelo autorregresivo de medias mo´viles (ARMA)
Los modelos AR se pueden combinar con los MA para formar una familia de
modelos de series temporales ma´s general y, por consiguiente, ma´s u´til. La expresio´n
general de un modelo estacionario ARMA(p, q) es:
Xt = µ+ φ1Xt−1 + · · ·+ φpXt−p + at − θ1at−1 − · · · − θqat−q
donde at es un proceso de ruido blanco. Esta expresio´n es equivalente a:
(1− φ1B − · · · − φpBp)Xt = µ+ (1− θ1B − · · · − θqBq)at
que tambie´n suele encontrarse como:
Φp(B)Xt = µ+ Θ(B)at
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Para que las estimaciones de los para´metros de un modelo ARMA tengan las
propiedades estad´ısticas adecuadas, es necesario que la serie muestral sea estaciona-
ria. Pero desafortunadamente, es muy comu´n encontrar series no estacionarias a las
que no se les puede ajustar directamente un modelo ARMA. Para solucionar este
inconveniente existen procedimientos para su transformacio´n.
Si el proceso no es estacionario en varianza es recomendable la aplicacio´n de
logaritmos.
Si el proceso no es estacionario en media, se puede hacer que lo sea a trave´s
del operador diferencia. Este operador se aplica sobre la propia serie (no sobre
el proceso residual).
Los procesos integrados son aquellos que precisan de la realizacio´n del operador
diferencia para ser estacionarios. Un proceso integrado de orden d verifica:
(1−B)dXt = at
donde at es un proceso de ruido blanco. Decimos que siXt es un procesoARIMA(p, d, q)




Fortalecimiento de Tor frente a
DDoS
En este cap´ıtulo se propone una estrategia de deteccio´n de ataques de denega-
cio´n de servicio en la red Tor. Para alcanzar este objetivo, la aproximacio´n realizada
trata de identificar las amenazas DDoS dirigidas contra sus nodos OR. La deteccio´n
de estos ataques permitira´ el despliegue de contramedidas, y de esta forma fortalecer
su resistencia.
En base a las caracter´ısticas de Tor, es asumible que el contenido u´nico de las
trazas de tra´fico a analizar son los encabezados de las ce´lulas de control y de transimi-
sio´n. Adicionalmente, y de manera previa a la fase de desarrollo, han sido asumidas
las siguientes caracter´ısticas sobre los ataques de denegacio´n de servicio.
1. Los ataques DDoS en Tor se corresponden con la clasificacio´n de ataques de
inundacio´n. Actualmente no se conocen ataques basados en reflexio´n o ampli-
ficacio´n. De hecho la ejecucio´n de estos resulta especialmente compleja dadas
las caracter´ısticas de la red.
2. Los ataques DDoS en Tor presentan patrones de tasa alta y tasa baja, por ser
e´stas las dos u´nicas maneras viables de ejecutar con e´xito amenazas basadas
en inundacio´n[9].
3. El objetivo principal de los ataques DDoS es agotar el ancho de banda de la
infraestructura. Sin embargo, tambie´n pueden ser aplicados para alcanzar fines
ma´s sutiles, tal y como sucede en [35][36].
A continuacio´n se describen la arquitectura, y los diferentes procesos involucrados




La arquitectura de la propuesta esta´ representada en 5.1. En ella destacan tres
bloques de procesamiento de informacio´n: monitorizacio´n, modelado y ana´lisis.
Figura 5.1: Arquitectura del sistema de deteccio´n de DDoS en Tor
En la etapa de monitorizacio´n se observa el tra´fico que fluye a trave´s del sensor.
Asumiendo que sera´ desplegado en nodos OR, el tra´fico de intere´s es el entrante y el
saliente. El proceso de modelado es llevado a cabo en tres pasos: en primer lugar, se
extraen las caracter´ısticas ma´s importantes. Como se mostrara´ en la siguiente sec-
cio´n, este es un punto especialmente sensible, dado el alto grado de restriccio´n que
ofrece Tor. A partir de dichas caracter´ısticas es posible la construccio´n de me´tricas,
las cuales son alineadas en el tiempo formando series temporales. Al concluir esta
etapa, las series temporales modelan las caracter´ısticas del tra´fico monitorizado en
los u´ltimos periodos de observacio´n.
La deteccio´n de ataques se basa en la identificacio´n de anomal´ıas en las series
temporales construidas a partir de las me´tricas. Con este fin, la etapa de ana´lisis
construye modelos predictivos capaces de pronosticar el valor que alcanzara´n las
me´tricas en futuras observaciones. Cuando se produce error en alguna prediccio´n, se
emite una alerta. So´lo entonces el operador podra´ iniciar las acciones de mitigacio´n
correspondientes.
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5.2. Modelado del tra´fico
El modelado del tra´fico se realiza en tres etapas: extraccio´n de la informacio´n,
me´trica y series temporales. A continuacio´n se describe cada una de ellas.
5.2.1. Extraccio´n de la informacio´n
La mayor parte de las propuestas de la bibliograf´ıa que comparten el objetivo
de reconocer ataques DDoS basan sus me´todos de ana´lisis en el estudio de las ca-
racter´ısticas de las conexiones observadas. Se trata de una metodolog´ıa exportada
de otras a´reas de la deteccio´n de intrusiones, centrada en el estudio de flujos de
informacio´n, tambie´n conocidos como Flows, y cuyo uso fue estandarizado por el
IETF en el protocolo IP, adquiriendo el nombre flujos de tra´fico IP o IP Flows. En
[40] se profundiza en su aplicacio´n en otras a´reas de la seguridad de la informacio´n.
Dados los buenos resultados obtenidos en trabajos previos, la informacio´n extra´ıda
en esta aproximacio´n trata de adaptar el concepto de IP Flow a las limitaciones de
la red Tor.
Los IP Flows esta´n construidos por una direccio´n IP origen, una direccio´n des-
tino, y el nu´mero de datagramas que durante un intervalo de tiempo de observacio´n,
han sido enviados entre ellos. Pero las caracter´ısticas que hacen de Tor una red
ano´nima eficaz, impiden la visualizacio´n de estos valores. En su lugar, en este tra-
bajo se propone por primera vez el concepto de Flow sobre entorno Tor, a lo que se
ha denominado Tor Flow.
Los Tor Flows son calculados en base a la conexio´n TLS y al circid del circuito
al que pertenece cada ce´lula monitorizada. Esto es debido a que todo nodo OR es-
tablece una conexio´n TLS con los dema´s nodos de la red Tor. Para cada conexio´n
TLS, el circid de la ce´lula entrante determina de que´ circuito llega dicha ce´lula. De
esta manera, a pesar de que los Tor Flows no aportan tanta informacio´n como los
IP Flows, s´ı que permiten distinguir el origen del tra´fico, y si e´ste sigue un mismo
circuito en comu´n, a pesar de que no se conozcan sus siguientes saltos en el circui-
to. No´tese que el uso de Tor Flows no pone en riesgo la privacidad ofrecida por la
red, ya que en ningu´n momento se facilita el desenmascaramiento de ninguno de los
extremos finales.
Formalmente, sea T el conjunto de los identificadores de las conexiones TLS y
sea C el conjunto de los circid en un momento dado. Un Tor Flow queda definido
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como fij = {(ti, cj)|ti ∈ T, cj ∈ C}.
5.2.2. Me´trica
La me´trica que aplica el sistema propuesto es la adaptacio´n de la entrop´ıa de
Shannon, a la medicio´n de la incertidumbre de la cantidad y el tipo de Tor Flows
que fluyen a trave´s del sensor. La decisio´n del uso de dicha entrop´ıa parte del estudio
publicado en [22], do´nde el uso del factor de ajuste α sobre la entrop´ıa de Re`nyi ha
demostrado que en valores ma´s bajos, los sensores se comportan de manera menos
restrictiva. El valor eficaz ma´s bajo fue α = 1, que corresponde con el caso parti-
cular de la entrop´ıa de Shannon. Con esto se pretende reducir el problema de las
altas tasas de falsos positivos, t´ıpico de los sensores basados en el reconocimiento de
anomal´ıas.
A partir de la informacio´n extra´ıda es posible conocer la cantidad de ce´lulas que
componen cada Tor Flow, en los periodos de observacio´n. A partir de ello es posible








donde (ti, cj) representa el Tor Flow fij y Nij(ti, cj) representa el nu´mero de ce´lulas
relativas al Tor Flow fij. A partir de esto es posible el ca´lculo de la entrop´ıa:
H(F ) = −
∑
i,j
pij(ti, cj) log2 pij(ti, cj)
5.2.3. Series temporales
Con el fin de facilitar la identificacio´n de las variaciones en la entrop´ıa, e´stas
son tratadas como una serie temporal univariante de N observaciones a lo largo del
tiempo, expresada de la siguiente manera:
Hα(X) = Hα(X)t : t ∈ 1, . . . , N
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5.3. Ana´lisis de la informacio´n
La informacio´n es analizada en tres etapas: elaboracio´n de modelos predictivos y
prediccio´n, generacio´n de umbrales adaptativos y toma de decisiones. A continuacio´n
se describe cada una de ellas.
5.3.1. Modelos predictivos
El componente encargado del ana´lisis de la informacio´n procesada tiene como
para´metro de entrada, la serie temporal generada a partir de las me´tricas extra´ıdas.
A partir de ella se construye un modelo predictivo ARIMA que permitira´ predecir las
futuras variaciones de la entrop´ıa. El modelo se construye de la siguiente forma[41]:
1. Identificar el polinomio diferenciador δ(d) = (1 − B)d que contiene las ra´ıces
unidad.
2. Minimizar el Criterio de Informacio´n Bayesiano (BIC) dado por
BICp,q = ln(σ
2
p,q) + (p+ q)
ln(N − d)
N − d


















Para facilitar la toma de decisiones, en esta etapa se construyen dos umbra-
les adaptativos. El primero limita las cotas superiores del intervalo de prediccio´n,
mientras que el segundo limita las cotas inferiores. En realidad, estos umbrales adap-
tativos son los extremos del intervalo de confianza de grado 1−α, donde α ∈ (0, 1),
que es calculado a partir de una distribucio´n normal obtenida a partir de la serie
original y de la serie de los errores.
5.3.3. Toma de decisiones
La toma de decisiones tiene en consideracio´n la entrop´ıa de cada periodo de
observacio´n, y los intervalos de prediccio´n construidos a partir del modelo ARIMA.
Si la entrop´ıa excede alguno de estos umbrales, las observaciones son consideradas





En este cap´ıtulo se describe la experimentacio´n realizada. Para facilitar su com-
prensio´n ha sido dividido en tres secciones. En la primera seccio´n se explica la im-
plementacio´n del sistema de deteccio´n. A continuacio´n se detallan las caracter´ısticas
de los conjuntos de muestras considerados. Finalmente, se introduce la metodolog´ıa
de evaluacio´n, haciendo hincapie´ en las distintas pruebas realizadas para validar la
herramienta.
6.1. Implementacio´n
El sistema de deteccio´n desplegado en la experimentacio´n, distingue dos etapas
de procesamiento: modelado y ana´lisis. En la primera de ellas se extraen las carac-
ter´ısticas del entorno protegido, las cuales var´ıan en funcio´n del tipo de tra´fico. Las
pruebas realizadas requieren del tratamiento de tra´fico TCP/IP y Tor. Para el pri-
mer caso, los datos necesarios son las direcciones IP (origen y destino), y los puertos
(origen y destino) de cada datagrama. Esto permite la construccio´n de Flows. Sin
embargo, para la red Tor los datos a tratar son su circid y la conexio´n TLS, facili-
tando la definicio´n de Tor Flows.
Una vez obtenidas las caracter´ısticas se procede a determinar la me´trica, en este
caso la entrop´ıa. Este proceso se realiza en el lenguaje de programacio´n C++. Para
ello se leen los datos de tra´fico y se crean los distintos Flows. Se define como observa-
cio´n, a cada conjunto de paquetes de taman˜o n capturados de manera consecutiva.
Tras analizar n paquetes, se calcula su entrop´ıa (el valor asignado por defecto a n es
1000). Este proceso se realiza sucesivamente hasta alcanzar una cantidad considera-
ble de observaciones (el valor asignado por defecto es 80). A partir de estos valores
se genera una serie temporal y comienza la segunda fase, el ana´lisis de estos datos.
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El ana´lisis de la serie temporal involucra la construccio´n de un modelo ARI-
MA, capaz de pronosticar la entrop´ıa de la siguiente observacio´n. Esta segunda fase
esta´ desarrollada en el lenguaje de programacio´n Python. Las principales funciones
implementadas se comentan a continuacio´n:
Init. La funcio´n Init genera un modelo ARIMA asociado a la serie temporal
de observaciones. De acuerdo a los datos introducidos, calcula los para´metros
p, d, q.
Forecast. La funcio´n Forecast construye el intervalo de prediccio´n de un mo-
delo ARIMA.
Update. La funcio´n Update actualiza la serie temporal con una nueva obser-
vacio´n.
Remodel. La funcio´n Remodel recalcula los para´metros p, d, q.
Summary. La funcio´n Summary devuelve los errores de prediccio´n cometidos
a lo largo del ana´lisis.
En este punto se dispone de dos procesos aislados. En primer lugar, el algorit-
mo de la entrop´ıa en C++, que analiza tra´fico y calcula sus valores. Por otro lado,
el me´todo de ARIMA en Python que, dada una serie temporal inicial, predice un
intervalo de confianza donde deber´ıa encontrarse el siguiente valor de la serie. Para
enlazar ambos procesos se ha dispuesto de varias te´cnicas: variables compartidas,
pipes y sockets. Tras el estudio de cua´l era el me´todo ma´s conveniente, se opto´ por
el uso de sockets. Esto es debido a que el mo´dulo en Python estaba escrito de forma
que se pod´ıa usar como una API. En 6.1 se puede ver la arquitectura de la solucio´n
propuesta.
Para establecer la comunicacio´n se ha desarrollado un servidor en Python (ser-
ver.py) y una API en C (client.c) con las funciones necesarias. La comunicacio´n se
basa en el env´ıo de mensajes, compuestos de un comando y de la carga u´til necesaria
relacionada con dicho comando. Todos los mensajes se confirman con un ACK para
asegurar la sincronizacio´n entre las dos partes.
El hecho de utilizar un cliente y un servidor escritos en lenguajes de programa-
cio´n diferentes, supone que la informacio´n intercambiada entre ambos debe tener la




Figura 6.1: Comunicacio´n entre los distintos mo´dulos
protocolo propio han sido encapsulados con JSON (del ingle´s JavaScript Object No-
tation)[42], un formato ligero para el intercambio de datos, que usa lenguaje legible
por humanos para transmitir objectos que consisten de pares atributo-valor.
6.2. Coleccio´n de muestras
A pesar de que el sistema desarrollado es capaz de analizar tra´fico en tiempo real,
evaluarlo correctamente requiere del uso de colecciones de muestras previamente
etiquetadas. A continuacio´n se describen los conjuntos de muestras con que se ha
experimentado, agrupados en funcio´n de su entorno de captura.
6.2.1. Capturas TCP/IP
Actualmente existe una gran cantidad de colecciones pu´blicas de tra´fico TCP/IP.
Su uso es frecuente en la bibliograf´ıa, ya que permite comparar los resultados ob-
tenidos con propuestas previas. En la experimentacio´n realizada se ha aplicado la
coleccio´n CAIDA’07[27], ya que se han asumido las indicaciones de [26]. Sin embar-
go, y tal y como indican sus autores, el contenido de tra´fico leg´ıtimo de CAIDA’07 ha
sido pra´cticamente eliminado de sus muestras. Para suplir esta carencia, en la expe-
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rimentacio´n se han aplicado muestras de las capturas pasivas de tra´fico CAIDA’14
[29], recopiladas entre los an˜os 2013 y 2014. Tanto las trazas de tra´fico leg´ıtimo
como las de ataques son tomadas en el mismo equipo y en la misma red en an˜os
diferentes. Adema´s, ambas vienen dadas en formato .pcap, el cual es entendido por
programas como Wireshark o tcpdump. Para poder interpretar dichos datos prime-
ramente es necesario su parseo utilizando la librer´ıa libpcap, generando ficheros de
texto entendibles por la herramienta.
6.2.2. Capturas Tor
Para la obtencio´n de capturas de tra´fico en Tor, se ha utiliza la herramienta
Chutney. El proyecto Chutney parte de la necesidad de emular y configurar una red
privada con Tor en la que capturar tra´fico no tenga implicaciones e´ticas, permitien-
do crear varios escenarios en los que es capaz de levantar autoridades de directorio,
relays, clientes, bridges y cualquier elemento adicional que conforma la red de Tor.
Se trata de una herramienta muy reciente, y con escasa documentacio´n, a la cual
se ha contribuido a lo largo de este trabajo. El estado actual del proyecto puede
consultarse en el repositorio [43].
A partir de Chutney se han configurado dos redes:
Una red con 4 directorios de autoridad, 50 nodos cliente, 30 nodos relay (los
cuales pueden ser nodos de entrada o nodos de salida) y 20 nodos intermedios.
Una red con 1 directorio de autoridad, 25 nodos cliente, 15 nodos relay y 7
nodos intermedios.
Para generar tra´fico se ha seguido el siguiente proceso:
En el fichero chaneltls.c que forma parte del co´digo fuente de Tor se an˜ade
un fragmento de co´digo para generar logs de forma que cada vez que un nodo
de la red procesa una ce´lula, esto quede registrado, y por lo tanto se guarda
su circid y la conexio´n TLS de la ce´lula. De esta manera, tras generar tra´fico
obtenemos un log para cada nodo de la red con las ce´lulas que ha procesado.
Cada nodo cliente de la red escucha por un puerto determinado. Para generar
tra´fico en abundancia se crea un script que mediante el protocolo SOCKS5
hace peticiones a los nodos clientes de Tor para acceder a un servidor web.
De esta manera, al tener que realizar una peticio´n a un servidor web, cada
nodo cliente debe crear un circuito con un nodo de entrada, otro intermedio
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y otro de salida, y enviar ce´lulas a trave´s del circuito para llevar a cabo la
peticio´n y recoger la respuesta del servidor. De este modo se consigue crear
tra´fico leg´ıtimo en la red Tor.
Para producir denegacio´n de servicio a un nodo de Tor se han hecho dos varia-
ciones del ataque replay [35]:
En el primero, se ha modificado el co´digo fuente de Tor para crear un nodo
malicioso que duplique las ce´lulas relay que recibe.
En el segundo se ha modificado el primero para que adema´s de duplicar la
ce´lula (que causa el cierre del circuito) env´ıe esa misma ce´lula un cierto nu´mero
de veces ma´s.
Este proceso ha permitido la obtencio´n de un conjunto de datasets con tra´fico
leg´ıtimo y tra´fico atacante en una red local de Tor.
6.3. Metodolog´ıa de evaluacio´n
Con objetivo de evaluar adecuadamente el funcionamiento de la herramienta, se
han realizado diversos experimentos. Tanto en el caso de la red TCP/IP como en
la red Tor, consisten en analizar ficheros que contienen tra´fico leg´ıtimo seguido de
tra´fico atacante.
Concretamente para verificar la eficacia de la herramienta en la red TCP/IP se
han utilizado 24 trazas de tra´fico leg´ıtimo del an˜o 2013, 24 trazas de tra´fico leg´ıti-
mo del 2014 y 16 trazas de ataques en CAIDA’07. En total se llevaron a cabo 200
combinaciones distintas de tra´fico leg´ıtimo-malicioso, que fueron analizadas por el
sistema propuesto.
Para comprobar la eficacia de la herramienta en la red Tor local generada por
Chutney se han utilizado 54 trazas de tra´fico leg´ıtimo seguidas de tra´fico de ataque
(enlazadas segu´n la funcionalidad del componente en cuestio´n) de la primera de las
topolog´ıas mencionadas anteriormente y 22 trazas de la segunda topolog´ıa obtenidas
siguiendo el mismo me´todo.
Los puntos de especial intere´s del proceso de evaluacio´n son la tasa de acierto y
tasa de falsos positivos del sistema. La primera determina la frecuencia con que los
ataques DDoS son identificados por el detector. La tasa de falsos positivos indica
43
la frecuencia con que el tra´fico leg´ıtimo es erro´neamente etiquetado como malicioso.
Ambos valores son importantes, y su resultado depende del nivel de restriccio´n de la
herramienta. De este modo, cuando el sistema de deteccio´n se comporta de manera
restrictiva, tiende a detectar ma´s ataques, pero tambie´n a bloquear el flujo de una
mayor cantidad de tra´fico leg´ıtimo por error. A medida que disminuye la restriccio´n,
el sistema se vuelve ma´s permisivo. Por lo tanto, menos tra´fico leg´ıtimo es confundido




7.1. Resultados obtenidos con CAIDA’07
Tras analizar las 200 combinaciones de tra´fico leg´ıtimo seguido de tra´fico de
ataque con la herramienta se observa:
Una tasa de aciertos del 97 %. En la mayor´ıa de los casos el sistema de deteccio´n
identifica que se produce una anomal´ıa.
Figura 7.1: Tra´fico leg´ıtimo 2013 junto al de CAIDA’07
Como se puede ver en 7.1 y 7.2 se produce un cambio brusco en la entrop´ıa
cuando se han analizado 101000 paquetes, que es justo cuando se ha analizado
por primera vez tra´fico atacante.
Una tasa de falsos positivos del 2 %, debido a variaciones bruscas en el tra´fico
leg´ıtimo que ocasionan que la herramienta lo detecte y emita una alerta. En 7.3
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Figura 7.2: Tra´fico leg´ıtimo 2014 junto al de CAIDA’07
se puede ver este cambio, a pesar de no ser tan brusco como en 7.1 o 7.2. Hay
que tener en cuenta que al combinar un mismo fichero de tra´fico leg´ıtimo con
varios de tra´fico de ataque, en caso de producirse un falso positivo se producir´ıa
en todas sus combinaciones. Debido a esto a pesar de haberse realizado 200
pruebas, para los falsos positivos solo tienen sentido 48 de ellas.
Figura 7.3: Falso positivo
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7.2. Resultados obtenidos en Tor
Tras analizar los 76 datasets que contienen tra´fico leg´ıtimo seguido de tra´fico
atacante se observa:
Una tasa de aciertos del 98 %.
Una tasa de fallos del 5 %.
Cabe destacar que en este caso las anomal´ıas detectadas se deben a un incremen-
to de la entrop´ıa y no debido a su disminucio´n como cabr´ıa esperar en un ataque
de denegacio´n de servicio. Esto se debe a que el ataque replay al romper circuitos
provoca que nuevos circuitos tengan que crearse y en consecuencia se registre en los
logs ma´s variedad de circids, llevando a un consiguiente aumento en la entrop´ıa.
Tambie´n cabe mencionar que los valores de entrop´ıa obtenidos en el tra´fico leg´ıti-
mo son bastante cercanos a cero (ver 7.4), debido a que se necesita un nu´mero
muy grande de clientes en comparacio´n con el nu´mero de relays para la creacio´n
de numerosos circuitos. En la red Tor se tiene actualmente 1 relay por cada 212,76
clientes[44], lo que hace inviable realizar pruebas siguiendo esta proporcio´n en Chut-
ney.
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Figura 7.4: Entrop´ıa con tra´fico leg´ıtimo y tra´fico atacante
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Cap´ıtulo 8
Conclusiones y Trabajo Futuro
8.1. Conclusiones
En este trabajo se ha desarrollado un sistema de deteccio´n capaz de reconocer
ataques de denegacio´n de servicio, tanto en redes TCP/IP convencionales, como en
la red Tor. Por lo tanto, se ha cumplido el objetivo principal del proyecto.
El sistema propuesto combina me´todos de elaboracio´n de me´tricas basados en
el grado de incertidumbre del tra´fico que fluye a trave´s de la red monitorizada, con
la construccio´n de modelos predictivos capaces de pronosticar su futuro valor. A
la hora de tomar decisiones, se ha considerado la diferencia de la u´ltima observa-
cio´n, respecto a intervalos de prediccio´n. En el caso de que estos sean superados, se
considera un comportamiento impredecible, y por lo tanto ano´malo, situacio´n que
desencadena la emisio´n de una alerta.
La experimentacio´n realizada ha considerado pruebas sobre la coleccio´n de mues-
tras pu´blica CAIDA’07, respaldada por la comunidad investigadora en gran cantidad
de publicaciones. Por otro lado, se ha experimentado directamente sobre la infra-
estructura de Tor, por medio de la herramienta de simulacio´n Chutney. Esto ha
permitido recopilar capturas de tra´fico leg´ıtimo y malicioso, para su posterior apli-
cacio´n en los procesos de evaluacio´n. En ambos escenarios de pruebas, los resultados
obtenidos han arrojado una excelente precisio´n, con una alta tasa de acierto, y una
baja tasa de falsos positivos.
Para la elaboracio´n de este trabajo se ha llevado a cabo el estudio de las prin-
cipales caracter´ısticas de los ataques DDoS y sus contramedidas. Esto ha implicado
revisar las publicaciones ma´s relevantes de los u´ltimos an˜os relacionadas con esta
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a´rea. Asimismo, se han investigado las caracter´ısticas de la infraestructura Tor. Cabe
destacar que esto u´ltimo ha resultado ser una labor especialmente compleja, debido
a la escasa documentacio´n disponible, y a que Tor es una red ano´nima, situacio´n
que dificulta el rastreo de informacio´n. Asimismo, y en el marco de la experimen-
tacio´n realizada, se ha trabajado directamente sobre el co´digo fuente del proyecto.
Debido a esto, hemos estado en contacto directo con su comunidad de desarrollo,
participando activamente en listas de correo, foros y canal IRC. Esto ha llevado a
la oportunidad de establecer un contacto continuo con Nick Mathewson, uno de los
principales creadores del proyecto Tor, quie´n ha resuelto personalmente algunas de
las dudas que se han planteado durante su transcurso.
8.2. Trabajo futuro
El trabajo realizado deja abierta una gran cantidad de futuras l´ıneas de investiga-
cio´n. Las primeras de ellas esta´n relacionadas con la propia estrategia de deteccio´n:
ser´ıa de intere´s valorar el comportamiento del sistema al aplicar otro tipo de me´tri-
cas, modelos predictivos o algoritmos de inicializacio´n.
Por otro lado, y de cara a mejorar su integracio´n en Tor, ser´ıa conveniente el
estudio de estrategias de rastreo de ataques o estrategias de mitigacio´n, dentro de
dicha infraestructura. Ambas proponen interesantes desaf´ıos, relacionados tanto con
alcanzar una buena eficacia, como en preservar la privacidad de los extremos de las
comunicaciones.
Finalmente, y en relacio´n con la experimentacio´n, ser´ıa de intere´s ampliar el con-
junto de pruebas realizadas. Existen diferentes aspectos relacionados con el rendi-
miento, o la calidad de servicio que no han sido evaluados. Adema´s, ser´ıa importante
estudiar la capacidad de deteccio´n del sistema frente a diferentes tipos de ataques
de denegacio´n de servicio, e incluso te´cnicas de evasio´n.
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