Given the cost, both financial and even more importantly in terms of human effort, in building High Energy Physics accelerators and detectors and running them, it is important to use good statistical techniques in analysing data. This talk covers some of the statistical issues that arise in searches for New Physics. They include topics such as:
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We consider the situation where data are used to distinguish between two possible theories -the null hypothesis H 0 that the Standard Model is all that is needed, and the alternative H 1 that there is also evidence for some exciting New Physics in our data. We assume that a data statistic t is defined and that probability density functions f 0 (t) and f 1 (t) under the two hypotheses are know (subject perhaps to the values of nuisance parameters being defined). We discuss very briefly several different statistical issues that arise.
Accelerators and detectors are expensive, both in terms of money and human effort. It is thus important to invest effort in performing a good statistical analysis of the data, in order to extract the best information from it.
Why 5σ for Discovery?
Statisticians ridicule the insistence of achieving a p-value at least as small as 3 × 10 −7 (equivalent to a significance of 5σ) before claiming a discovery. They say that people do not know probability distributions out in such extreme tails; this is especially true for systematic effects.
The '5σ standard' is supposed to provide protection against false discovery claims from the following effects:
• History: There are many cases of 3σ and 4σ effects that have disappeared with more data.
• LEE: This is discussed in Section 6.
• Systematics: These are usually more difficult to estimate than statistical uncertainties. An analysis that is dominated by systematic effects which are overestimated by a factor of 2 and which claims an apparent 6σ discovery in reality has only a much less interesting 3σ effect.
• Subconscious Bayes factor: Even when an analysis does not use explicit Bayesian techniques, Physicists subsciously tend to assess the Bayesian probabilities p(H i |t) of H 0 and H 1 in deciding which hypothesis to accept:
Here t is the data statistic; the first ratio on the right-hand side is the likelihood ratio; and the second is the ratio of prior probabilities for the hypotheses. If H 1 involves something very unexpected (e.g. neutrinos travel faster than the speed of light; energy is not conserved in LHC collisions; etc), π 1 /π 0 will be very small, and so the likelihood ratio would need to be extremely large, in order to have a convincing p(H 1 |t). This is the basis for the oft-quoted 'Extraordinary claims require extraordinary evidence'.
The last three items above clearly vary from one analysis to another. Thus it is unreasonable to have a single criterion (5σ) for all experiments. We might well require a higher level of significance for a claim to have discovered gravitational waves or sterile neutrinos than for the expected production of single top-quarks at a hadron collider. Ref. [1] is an attempt to stimulate discussion of having different criteria for different analyses.
P (A|B) = P (B|A)
It is worth reminding your Laboratory or University media contact personnel that a very small probability P (data|theory) for getting your data, according to some theory, does not imply that the probablity P (theory|data) of the theory, given the data, is also very small. Thus in an experiment to measure the speed of neutrinos, if the probability of getting the observed timing, assuming that neutrinos don't travel faster than light, is very small, it is incorrect to assume that this implies almost certainty that neutrinos travel faster than the speed of light.
If anyone still believes that P (A|B) = P (B|A), remind them that the probability of being pregnant, given that the person is female, is ∼3%, while the probability of being female, given that they are pregnant, is considerably larger.
p-values
For a given hypothesis H, the pdf f (t|H) is the probability or probability density of observing t, the chosen data statistic. For a simple counting experiment, t might be just the number of observed events. In more complicated cases, it could be a likelihood ratio. The p-value is the probability of a value of t at least as large as the observed value * . Small p-values imply that our data and H are incompatible; this could be because the theory is incorrect, the modelling of the effects of our detector on f (t|H) is inadequate, we have a very large statistical fluctuation, etc.
p-values tend to be misunderstood. It is crucial to remember that they do not give the probability of the theory being true. A typical demonstration of this misunderstanding is the jibe directed against Particle Physicists that 'they do not know what they are doing because half of their exclusions based on p < 5% turn out to be wrong. ' The fallacy of such reasoning is demonstrated by imagining a series of 1000 measurements designed to test energy conservation at the LHC. Assuming that energy really is conserved, with a cut at 5%, we expect about 20 of these measurements to reject the hypothesis of energy conservation, and all of them will be 'wrong'. Provided you understand what p-values are, you will not find this paradoxical.
Statisticians [2] also tend to attack p-values in that numerically they can be very much smaller than likelihood ratios. However, we should not expect them to be similar because p-values refer to the tail area of the data statistic t for a single hypothesis, while the likelihood ratio is the relative heights for t of the pdf's for two hypotheses. Also the criticism is rather like complaining that, in comparing elephants and mice, their mass ratio is too extreme compared with the ratio of their heights.
Wilks Theorem
We assume that we are comparing some data (e.g. a mass histogram) with two theories H 0 and H 1 . If H 0 is true, we expect ∆S = S 0 − S 1 to be small or negative; here S i is the weighted sum of squares for the comparison of H i with the data. Wilks Theorem states that under certain circumstances, ∆S will be distributed as χ 2 with ν 0 − ν 1 degrees of freedom (ν i is the ndf for the fit of hypothesis H i to the data). This is useful in helping us decide which hypothesis we prefer, in that we know the expected distribution of ∆S, assuming H 0 is true, and hence we do not have to do elaborate simulations to determine its distribution.
The Table illustrates three different scenarios, with the last column stating whether or not Wilks Theorem applies, with asymptotic data. The conditions for the theorem to apply are:
• H 0 is true.
• The hypotheses are nested i.e. it is possible to reduce H 1 to H 0 by a suitable choice of the free parameters in H 1 .
• The values of the free parameters required to achieve this are all defined, and not at the boudary of their range.
• The data is asymptotic.
Look Elsewhere Effect (LEE)
Last month I was travelling on the London underground, and bumped into a colleague I hadn't seen for ages. What a big coincidence that was! Well, it would have been if I had wondered in advance whether I * We are assuming that interesting deviations from H 0 would involve an increase in t. would by chance meet him that day. But there were plenty of ex-colleagues I could have bumped into, and it didn't have to be that particular day, so the overall probability of such an event happening by chance is much larger than I might have thought.
That is the essence of the LEE. If I observe a peak at a particular mass in a specific spectrum, the probability by chance of observing such an effect or larger at that position in that spectrum is the local p-value. But the much larger chance of this happening anywhere is the global p-value; their ratio is the LEE factor.
A problem is that definition of 'anywhere' is imprecise. For the graduate student performing this analysis, 'elsewhere' is at any relevant mass value in that histogram (or perhaps in any histogram used in that analysis). But the Director General of CERN might be concerned to avoid claiming the discovery of new effects that were in fact simply due to statistical fluctuations in any CERN experiment, and so his 'elsewhere' would be much wider than the graduate student's.
Because of this ambiguity, it is important when quoting a global p-value to specify your definition of 'elsewhere'.
Background systematics
In a typical search, there are many possible sources of systematics that need to be considered. Here we discuss just one of them.
In fitting a mass distribution by the null hypothesis (background only) or the alternative (background plus signal), it is necessary to find a way of describing the background, for example by a specific functional form with free parameters. But perhaps the chosen functional form is inadequate, and hence there is a systematic associated with the choice of function. Ways of coping with this have included:
• Try different functional forms, and for assessing the systematic, ignore those that have a goodness of fit significantly worse than the best choice. But a problem is 'What constitutes worse?'
• Use a background subtraction method
• Use a Baysian approach
• Use a non-parametric method
A new idea is to try various functional forms, and to plot as a function of the parameter of interest (e.g. the signal strength) the log-likelihood LL for each of them, with possible offsets for different numbers of free parameters. Then a modified LL ′ is defined as the envelope of all the individual LLs. It is this widened LL ′ that is used to make statements on the signal strength, which incorporate the uncertainty resulting from the various functional forms. It is a method for discrete choices that corresponds to profile likelihoods used for continuous nuisance parameters. It has been used in the CMS H 0 → γγ analysis [3] .
Coverage
Consider analysing some data to obtain either a range or an upper limit for a parameter (e.g. the rate at which some hypothesised new particle is produced). If this procedure was repeated many times, statistical fluctuations would result in differences among the determined ranges. The fraction of these ranges that include the true value for the parameter is called the 'coverage'. Ideally the coverage should be independent of the true value of the parameter, and it should equal the nominal value; for supposed 1σ intervals it should be 68%. A technique which has coverage below the nominal value is serious for Frequentists; quoted ranges for the parameter are less likely to contain the true value than is naively expected.
In an interesting note, Heinrich has plotted the coverage for a Poisson counting experiment where the intervals for the Poisson parameter are determined from the likelihood by the ∆ ln L = 0.5 rule. The plot of coverage against the Poisson mean is dramatically different from naive expectation (see the figure on page 10 of ref. [4] ).
It is important to realise that coverage is a property of the statistical procedure used to extract the parameter's range, and does not apply to your actual measurment.
9 p 0 v p 1 plots A recent preprint [5] advocates the use of plots of p 0 versus p 1 for understanding various issues in comparing data with two hypothesestwo hypotheses. These include • the CL s method for excluding H 1 ;
• the Punzi definition of sensitivity;
• the relationship between p-values and likelihoods;
• the probability of misleading evidence;
• the Law of the Iterated Logarithm; and
• the Jeffreys-Lindley paradox.
Conclusions
In performing statistical analyses, it is important to be aware of resources that are available. Thus there are books written by Particle Physicists [6] , and a useful summary of Statistics is provided by the Particle Data Group [7] . Also the large collaborations have Statistics Committees, some of which have public web-pages [8] .
On the software side, ROOSTATS [9] is set up to deal with a wide range of statistical problems. So before reinventing the wheel for your data analysis, see if Statisticians (or Particle Physicists) have already provided a solution to your problem. In particular, do not use your own square wheel if a circular one already exists.
Best of luck with your analyses.
