This paper proposes a new noise reduction model for digital images. In the proposed model, the intensity similarity between the center pixel and its neighboring pixels within a certain window for constructing a Global Neighborhood Structure (GNS) using Dominant Neighborhood Structure (DNS) maps of central pixels has been measured. The intensity similarity was calculated by using the Canberra Distance measurement equation; where the conventional GNS map approach used the Euclidean distance principle. To evaluate the performance of the proposed model, several noise attacks were imposed on two public image datasets and experimental results demonstrated that the proposed model outperforms the conventional GNS map based denoising technique by exhibiting higher PSNR and SNR values.
INTRODUCTION
Digital images play a vital role in our daily activities but there is a possibility that the images can get distorted or blurred during the image acquisition process, which is known as noise. These distortion/blurring affects the image pixels, as a result, the original pixel values become inaccurate and escalates the possibility of data loss or can hamper the process of extracting important features from an image. Therefore, noise reduction from digital images is an important factor in the field of image processing (Tin 2011 , Chan-yan 2008 .
There are several factors that can produce noise in an image such as imperfect instruments, transmission error, compression and etc. (Khellah 2011 ). These factors result in different types of noises. In this study, five types of noises such as Gaussian Noise, Localvar Noise, Salt and Pepper Noise, Poison Noise and Speckle Noise have been imposed on the tested image datasets. The Gaussian Noise is a randomly generated noise values which affects the image pixels. In a Gaussian Noise added image both the true pixel values and random Gaussian noise added values exists. It distributes the noise values by using the Gaussian probability density function but it is free from the intensity of an image pixel (Hoshyar et al 2014 , Luisier et al 2011 . On the other hand, the Localvar Noise is basically a zero-mean Gaussian white noise. The difference lies in the intensity, the Localvar noise is dependent on the pixel intensity of an image (Tin 2011) . In addition to that, Salt and Pepper is another type of noise which is the combination of black and white spots in an image. It can occur in an image during the data transmission process because of errors in the image sensors (Hoshyar et al 2014) . Furthermore, Poison Noise also known as Photon noise is dependent on measurement of light, photon direction and quantized nature of light. Speckle noise is represented on the image by random values which are multiplied by the pixel values of that image. In medical literature, this noise is known as texture (Unser 1995 , Rabbani et al 2008 .
During the last decades, noise reduction has become an important field of research and it is considered as one of the most significant parts of signal processing (Hazavei and Shahdoosti 2017) . Various denoising approaches, (known as filters), have been developed and many of them have shown very impressive results. Filters can be divided into Linear and Non-Linear Filters. These filters are usually selected based on the nature and the type of data (Cadena et al 2017) . Filters like Linear, Median, Gaussian Smoothing and Nonlocal Means are commonly used and well discussed in the literature of (Hazavei and Shahdoosti 2017 , Hoshyar et al 2014 , Cadena et al 2017 , Khellah 2014 . A brief discussion of some of the popular filters has been presented in this work.
One of the most commonly used filters in image processing is the Linear Filter. The mechanism of this filter is to take an average of the pixels that are situated within a local region. The number of pixels included in the local region is specified by a kernel which can be different in size. It has shown adequate results in case of removing the uniform and Gaussian noise. However, the limitations of this method are blurring and smoothen the edges of an image. In addition, the dominance of the blurring is proportional to the size of the kernel. The bigger the kernel is the predominant the blurring becomes (Hazavei and Shahdoosti 2017, Cadena et al 2017) .
In the context of noise reduction, median filtering is widely used nonlinear denoising approach, because of the preservation process of edges while removing noise (Hazavei and Shahdoosti 2017) . The basic idea of this approach is to replace the center of a window with the median, which is achieved by sorting the pixel values of the window numerically and picking up the center. It is suggested that the window size should be an odd number because it is easier to find the centre value from the sorted numbers. The window slides pixel by pixel through the entire image. It is clear that this procedure is applicable and practical for removing the Speckle and Salt and Pepper noises (Cadena et al 2017 , Castro and Donoho 2009 , Hsieh et al 2013 . However, the time complexity is high because of calculating the median of the kernel and process each and every pixel of an image. Additionally, similar to Linear Filter this algorithm blurs the input image even at low densities (Cadena et al 2017 , Ben 2006 , Gonzalez and Woods 2008 .
Gaussian Filter is a 2-D convolution operation where each pixel of the image is replaced by a weighted average of its neighbors (Hazavei and Shahdoosti 2017, Mengqi 2011) . This filter is similar to the Linear Filter but the kernel is different (Cadena et al 2017) . In Gaussian Filter, the convolution operation is based on a Gaussian function which provides an estimation of transformation to be applied at each pixel in an image. The representation of the image is also similar to a collection of discrete values. Therefore, it is essential to produce a discrete approximation to the function before applying the convolution (Pascal 2013) . This filtering approach is considered an efficient method but it has some drawbacks such as for noises that are subject to a normal distribution (Wang et al 2014) . It is particularly known for blurring and suppressing the noise (Pei et al 2007) . It also misrepresents the signal, dislocates the edges or vanishes them (Lu and Jain 1989, Clark 1989) . As a result, there is a possibility of image distortion or failure to achieve the desired output. Khellah (2014) reported a nonlocal means filtering approach which produced very impressive outcomes in case of reducing noise from images. This filter is based on an idea that natural and textured images have redundancy and it is not necessary that pixels with similar values should be located in a nearby spatial neighborhood. It uses local neighbourhoods to calculate the similarity of any two given pixels. Additionally, it scans the entire image to calculate the differences between the corresponding neighborhoods for each pixel being processed. Whereas, in windowed nonlocal means filter, the computation is limited within a search window where the processed pixel is at the center (Buades et al 2005) . The major drawback of this filter is that if noise level increases, the similarity selection also increases. This limitation leads to blurring or strong smoothing. Because, at high noise levels, the averaged intensity values of the pixels in the search window is nearly equal to the restored pixels. The technique proposed by Khellah (2014) addressed the drawback of the windowed nonlocal means filter by using an algorithm that was developed in (Khellah 2011) . DNS map was used to determine the most similar pixels surrounding any given pixel within a search window. While filtering a given pixel, the DNS map was applied to exclude any insignificant pixel from the restoration of a given pixel (Khellah 2014) . The extracted global image features were then classified using the DNS map (Khellah 2011) . Exploiting the high redundancy that exists in texture images in general and specifically inhomogeneous texture images with repetitive patterns are the basis of the DNS map. The DNS map was applied by determining the most similar pixels surrounding any given pixel within a searching window. This paper presents an improved DNS algorithm for image noise reduction. The improved algorithm has been evaluated by applying different distance measurement principles. The detail implementation of this algorithm has been described and verified through PSNR and SNR. A comparative study has also been carried out to investigate the optimal window sizes and the equation under different datasets and noises. The results obtained from this study have been presented and analysed. The result demonstrates that the proposed algorithm offers the best noise reduction from images in comparison to the conventional DNS algorithm. Figure 1 shows the block diagram of the proposed Global Neighborhood Structure (GNS) map using the Dominant Neighborhood Structure (DNS) map. A detail description of the proposed model has been given below.
PROPOSED MODEL
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The initial step was to convert the image from RGB to gray scale. The reason was that gray scale based processing techniques provide advantages in case of implementing mathematical equations as the pixel values range between 0 -255. After the RGB to gray scale conversion, noise has been added on the gray scale image. Figure 2 shows five different noise levels added to the input image. Once the noise addition was completed, the image was padded and the then forwarded to the next step of the algorithm. The proposed DNS algorithm was applied to reduce the noise and their results were analyzed. Similar approach was considered for the rest of the noises. 
Image padding
In this stage, the border of the noise added image was extended. The reason behind extending the border was that at the beginning of the sliding process, the searching window could have ignored the pixels that were situated at the edge of the image in order to provide space to the neighbor window. As a result, the accuracy of the DNS algorithm would have degraded. As depicted in Figure 3 , the image was padded by duplicating the pixel values from the upper and lowermost rows and from the left and rightmost columns. 
Noise reduction using DNS map
As described in (Khellah 2014 , there are two windows that should be built to construct the DNS map. The first one is the searching window and the second one is the neighborhood window. The searching window slides the entire image and at the same time, the neighborhood window scans the searching window. The sliding process of the searching window starts from the first pixel of the padded image. During the scanning process, the differences of pixel values between the neighborhood and the central pixel window were calculated by using the Canberra equation (6). Here, the result of Canberra replaces the central pixel of the neighborhood window. It is clear that the neighborhood window does not scan the central pixel window while going through the searching window. The reason is the difference in pixel value between these two windows would always be zero. Figure 4 illustrates a graphical representation of the proposed DNS map. The size of the searching window, neighborhood window and the gap between the central pixels are the three important factors that can affect the result of the proposed denoising approach (Uddin and Kim 2014) . Therefore, the sizes have been calculated by adopting a try and error procedure. The outcome of the try and error process exhibited that the optimal size for the searching and the neighborhood windows were 21x21 and 19x19 respectively. As the size of the neighborhood window was 19x19, the size of the central pixel window was set to 19x19. An analysis of the window size determination has been discussed in Section 3.
Six distance measurement equations were taken under consideration to determine the optimal one. Table  1 shows the list of the selected equations. In these equations d(x, y) represents the central pixel of the neighborhood window and x i represents the pixels within the neighborhood window and y i represents the pixels located in the central pixel window. According to the experimental results of this study, the Canberra Distance equation provides the best results for the denoising approach. A detail explanation of the outcomes of these distance measurement equations has been presented in Section 3. 
Dataset
In order to analyse the efficiency of the proposed model two public datasets have been used in this study. The first one was the 'Face Recognition ORL Database' (Petitcolas access 2019) and the second dataset is the texture images from (Brodatz 1966) . Figure 5 shows some sample texture images that have been used in this study. I2  I3  14  I5  I6  I7  I8   I9  I10  I11  I12  I13  I14 I15 I16 Figure 5 . Sample texture images used in this experiment
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RESULTS AND DISCUSSIONS
The results analysis has been divided as follows. Firstly, while calculating the distance between the pixels within the neighborhood and central pixel window, six distance measurement equations (1) - (6) have been implemented, where the equation (1) is the traditional one. A comparative study has been carried out to investigate the best equation based on higher PSNR and SNR results. Secondly, the try and error procedure has been undertaken to determine the optimal window sizes for both the searching window (SW) and the neighborhood window (NW). Table 2 demonstrates the outcomes of the six distance measurement equations for the try and error approach on Speckle noisy image.
Determining the optimal equation
From Table 2 , it can be seen that for the first three equations (Euclidean, Squared Euclidean and Manhattan) the PSNR values fluctuates within the range of 47.05 to 54.39 with respect to the changes in window sizes. Another noticeable point is that the PSNR results of equation (2) and (3) are similar to the PSNR results of equation (1) for most of the cases. It evident that equations (2) and (3) did not provide any significant changes while measuring the intensity similarity for DNS map. Looking more closely, the PSNR values for the last three principals (Bary Curtis, Canberra and Cosine Correlation), ranges between 49.53 to 62.99, which are significantly higher than the first three equations. Therefore, equation (4), (5) or (6) are the candidate equations, to be the optimal ones for the DNS map. Additionally, the PSNR results that were obtained for the proposed equation (Equation 6) was higher than equations (4) and (5) and the Euclidean equation as well, for all sizes of SW and NW. Moreover, as the window sizes increase the results of Equation (6) also increases and get noticeably higher in comparison with all the other equations. Hence, the Canberra equation (Equation (6)) has been selected as the optimal equation in order to measure the intensity similarity between the center pixel and its neighboring pixels within a certain window for the DNS map based GNS algorithm. 
Optimal window size determination
In order to determine the optimal window sizes, a try and error approach has been carried out. Initially, the window sizes of SW & NW were set to SW 5x5 & NW 3x3 and then they were increased gradually by adding two pixels in both the windows. Table 2 demonstrates the gradual increment of the window sizes and represents their corresponding PSNR results. The peak PSNR value of 62.99 was observed for SW 21x21 & NW 19x19. Therefore, these window sizes have been considered as the optimal sizes for the proposed model. Note that, the results presented in Table 2 were obtained from the outcomes of the proposed model on a Speckle Noise added image. As five types of noises were imposed on the tested dataset images. Therefore, further analysis of the proposed algorithm has been done for the other types of noises. Further to validate the proposed algorithm, the Canberra (Can) and Euclidean (Euc) were explored for 16 different texture images as shown in Figure 5 . The five different noises were applied to the texture images. The optimal window sizes of SW 21x21 & NW 19x19 was used to calculate the PSNR and their results have been presented in Table 4 . It is clear that the proposed scheme provides better performance compared to the traditional equation. For example, a significant difference can be seen for the images I3, I4, I5, I6, I7, I9,  I10, I11, I12, I13, I14, I15 and I16, and almost 82% improvement was achieved by the proposed model. Hence, it is suggested that the Canberra principal can be used to measure the intensity similarity between the center pixel and its neighboring pixels within a certain window for constructing the DNS map instead of Euclidean equation. 
CONCLUSION
A noise reduction model for the digital image has been developed and implemented by constructing a GNS map based DNS algorithm. Various distance measurement equations and noises were used to verify the model. Their PSNR and SNR values were calculated. Optimal window sizes for the proposed model was also been investigated. The difference between the central window pixels and the neighbourhood window pixels were calculated by using the Canberra distance measurement technique. A comparative study has been carried out to further verify the proposed algorithm. The results obtained from the comparative study demonstrates that the proposed model is capable of reducing the noise ≈82% for texture images in comparison to the conventional DNS algorithm.
