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ABSTRACT 
Given a rational m x n matrix function W(z) and a subset (T of the complex plane 
C, we give an explicit algorithm (using column operations) to produce a rational 
matrix function H(z) of minimal possible McMillan degree which has the same left 
zero-pole structure on (T as W(L), i.e. for which H = WQ where Q and Q-’ are 
rational n x n matrix functions with no poles in (T. 
0. INTRODUCTION 
In this paper we are interested in finding a minimal McMillan degree 
rational m x n matrix function with a given left zero and right pole structure 
on u c C. Here by the McMillan degree of a rational function H we 
understand the sum of pole multiplicities at all poles of the function in the 
extended complex plane, or, equivalently, the dimension of the state space in 
the minimal realization of H. We assume that the required left zero and right 
pole structure is characterized in terms of some rational m X n matrix 
function W. More specifically, we will call two rational m X n matrix 
functions W and H right equivalent on a subset u of the extended complex 
plane C, if W = HQ for an invertible rational matrix function Q such that Q 
and Q-’ are analytic on cr. The problem we consider is as follows: given a 
rational m X n matrix function W and cr c C, find a minimal McMillan 
degree rational matrix function H that is right-equivalent to W on u. 
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The problem is well understood when 
is a scalar rational function. In this case any rational function k that is 
right-equivalent to w on cr has the form 
where zi, (j = 1,. ..,r) and wij (j = 1,. . ., s) are all the zeros and poles of w 
in u, and 1 is a rational function that is analytic, and does not vanish, on u. 
In particular, the function 
h(z)= Ii Czvzij) 
j=l I Jljl(z~wij) 
is right-equivalent to w on u, has no zeros or poles in C \ u, and has 
McMillan degree equal to max(r, s}. Plainly, h has the minimal McMillan 
degree among all rational functions that are right-equivalent to w on u. 
Theorem 3.3 below generalizes the last observation to the case when w is an 
arbitrary rational m X n matrix function. 
It is easy to see from the preceding discussion that in the scalar case two 
rational functions w and h are right-equivalent on a set u if and only if they 
generate the same 9(u)-modules, 
where L@(u) is the ring of scalar rational functions with no poles in u. In 
Section 1 we present an extension of this characterization to the matrix case. 
This work extends results of Fomey, who introduced and studied in [4] 
the concept of a minimal polynomial basis for a subspace V of rational 1 X n 
matrix functions, i.e. the basis formed by 1 x n vector polynomials 
ei,v 2’“” vk such that Zf=i deg vi is minimal. Here deg vi denotes the 
degree of the vector polynomial vi, that is, the largest degree of some 
component of vi. Our work connects with Fomey’s results as follows. If a 
left-invertible rational m X n matrix function W is given, the polynomial 
matrix function H whose columns form a minimal polynomial basis for the 
column space of W is right-equivalent to W on the empty subset of C. As we 
shall see later, such H has the minimal McMillan degree among all rational 
matrix functions with the same column space as W (see Corollary 3.4 below). 
A similar problem has been considered in [lo] with the assumption that 
ail rational matrix functions involved have entries in II, = (p(z)/g(a): 
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q(z) E S] for some multiplicative subset S of the ring of polynomials. Two 
m X n matrices H, and H, over R, were called in [lo] dynumicaZ2y equiua- 
lent if 
H,Q, = H, 
for some n x n matrices Qr and Qa over R,. If S is a set of polynomials with 
no zeros in cr, then H, and H, are dynamically equivalent if and only if H, 
and H, are right-equivalent and analytic on (T. One of the main results in 
[lo] is that H with H(a) = 0 has the minimal McMillan degree among all 
matrices dynamically equivalent to H if and only if H admits a controllable 
realization (C, A, B) with the property that for any state feedback map F 
such that the characteristic polynomial of A + BF is contained in S, the 
largest (A + BF)-invariant subspace contained in the kernel of C is (0). 
If W is square and det W f 0, then it is known (see [5]) that W and H 
are right-equivalent on (T if and only if W and H have a common a-spectral 
triple r = KC,, A,), (A,, B,), I?]. Wh en W is proper with W(m) = I, 
a a-spectral triple is easily determined from a minimal realization W(z) = 
Z + C(z - A)-‘B for W(z); namely, take C, = ClIm Q, A, = AIIm Q, A, = 
(A - BC)(ImQX, B, = Q"B,r = Q”IImQ, where Q and Q” are the Riesz 
projections corresponding to the eigenvalues of A and A - BC in u. In this 
case the minimal McMillan degree of a rational matrix function H that is 
right-equivalent to W on u is given explicitly by the formula 
dim X, + dim X, -rank I, 
where X, and X, are the main spaces of the pairs (C,, A,) and (A,, B,) 
respectively, and there is an explicit construction of a realization for a 
rational matrix function H(z) right-equivalent to W(z) on u which achieves 
this minimal degree (see [5-B]). 
In Section 4 we will give an explicit algorithm for constructing a rational 
matrix function of minimal McMillan degree which is right-equivalent to W 
on u. 
The paper is organized as follows. In Section 1 we give an alternative 
module characterization of right equivalence of rational matrix functions. In 
Section 2 we collect preliminary definitions and results concerning pole 
functions and pole multiplicities, especially at infinity, which will be needed 
for the computation of McMillan degrees; for the regular case we refer to [I] 
and [2]. In Section 3 it is shown that any rational matrix function right-equiv- 
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alent to W on u which has no poles and no zeros in C \ u and is 
column-reduced at infinity automatically has the minimal possible McMillan 
degree among rational matrix functions right-equivalent to W on o (see 
Theorem 3.3). Finally, in Section 4 we present an algorithm which produces 
a rational matrix function satisfying the hypotheses of Theorem 3.3. 
1. RIGHT EQUIVALENCE OF RATIONAL MATRIX FUNCTIONS 
We will denote by 9 the field of scalar rational functions, and by &?(a> 
the subset of 9 formed by functions that are analytic on u. 9”’ Xn 
[&?““(a)] will denote m X n matrices with entries in 9 [9(u)]. The 
following proposition gives alternative characterizations of right equivalence 
on u. 
PROPOSITION 1.1. lf W, H E LZmx” and u CC,, the following are 
equivalent: 
(i) W, H are right-equivalent on u; 
(ii) W = HQ, and H = WQz for some Qi, Qz E snx”(u); 
(iii) WL%‘“X1(u) = H9TX1(u). 
Proof. The implications (i) * (ii) 3 (iii) are immediate. Suppose (iii) 
holds. If u =C,, then 9”X1(u)= C”x’. Then WL@“X’(u) is a finite 
dimensional C-vector space. Let k = dimWCnX’. We have W =[W O]P, 
for some invertible constant matrix P, and some m X (n - k) rational matrix 
function W with columns linearly independent over C. Since dim(WCnX’) 
= dim( HCnX’), we have W = H = [A O]P, for some invertible constant 
matrix PH and some m X (n - k) rational matrix function l? with columns 
linearly independent over C. Since columns of W and fi form bases for the 
same vector space over C, we have W= fiP for some (n - k)X(n - k) 
invertible matrix I’. It follows that 
=HP,$’ IP, 
[ 1 
= HQ, 
and W and H are right-equivalent on C,. 
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Suppose u is a proper subset of C,. After applying a suitable Mobius 
transformation, we may assume (+ c C. Let E,D,F, and E, DHFH be 
Smith-McMillan factorizations of W and H. Then 
E,D,L%““~‘((~) = E,c,DHc!GPX1(,). (1.1) 
Let k be the number of nonzero diagonal entries in D,. Comparing the 
dimensions of the free 9(a)-modules on both sides of equality (1.11, we see 
that the number of nonzero diagonal entries in D, is also equal to k. If fiw, 
and fi.H are m X k rational matrix functions such that D, = [ 6, 0] and 
D, = [ 6, 01, it follows from (1.1) that 
&p!Zkx’(a) = E,‘E,&,.Y@~‘(~). 
Let ei be a constant k X 1 vector with 1 at the ith position and zeros 
elsewhere, and choose fr, fs, . . . , fk E 9Px1(c+) such that tiw,ei = 
E,‘E,@,fi (i = 1,2,..., k). Let 0 = [fr f2 . fk]. 0 is a square matrix 
over 9(a). Since 0 relates two bases of 9’kx1(u), 6 is a unit in the ring of 
k x k matrices over &?(a). It follows that 0 is a k X k rational matrix 
function that 0 and @ ’ are analytic on u and 
E, D, = E&Q. 
Hence 
E,D,= E,D, Q 
[- 1 1 .
so 
W= E,D,F, 
=HQ 
Thus, W and H are right-equivalent on u. n 
It follows from Proposition 1.1 that all rational m X n matrix functions 
which are right-equivalent on u have the same image when viewed as maps 
330 JOSEPH A. BALL AND MAREK BAKOWSKI 
from 9:“X1(a) into smX1. Let W E gmxn and let u CC,. Since multipli- 
cation of matrices commutes with multiplication by scalars, W9” x ‘(a) is an 
&(a)-module. In particular, W9 “X’(a) is a C-vector space. The complex 
vector space W9” x ‘( u is called the left null pole subspace for W over u in ) 
the literature (see [3]). 
Right equivalence of rational matrix functions W and H on a subset u of 
C can also be characterized in terms of left kernel polynomials and left 
spectral triples for W and H. In the regular case, such a characterization can 
be found in [3]. We shall not, however pursue this point here. 
2. POLE FUNCTIONS AND POLE PAIRS FOR A RATIONAL 
MATRIX FUNCTION 
We shall say, after [ll], that z0 E C is a zero of a rational m X n matrix 
function W if z,, is a zero of some nonzero diagonal entry in the Smith- 
McMillan form of W. We shall say that W has a pole at wa E C, if some 
entry of W has a pole at w,,. Before stating the main result, we give some 
preliminaries about pole data of a rational matrix function. 
The definition of right and left pole functions for a regular (i.e. invertible) 
rational matrix function can be found e.g. in [2]. We generalize this definition 
to the nonregular case as follows. A function $ E srnx ’ is a right pole 
function for W E srn x n at w,, E C, if $ is analytic and nonzero in a 
neighborhood of w0 and 
*(z> = 
i 
(z - w,)~W(Z)~(Z) if wa #m, 
Z-kW(4#J(4 if wa=a 
(2.1) 
for some positive integer k and some 4 E snX1 that is analytic in a 
neighborhood of wa. Similarly, (I E 9?ixn is a left pole function for W E 
.%‘mx” if J, is analytic and nonzero in a neighborhood of w,, and 
Hz> = ( (a-~,)~f$(z)W(z) if w,#w, z-k4(4W(4 if wO=m (2.2) 
for some positive integer k and some 4 E 9i Xm that is analytic in a 
neighborhood of w,,. The maximal integer k such that (2.1) [(2.2>] holds for 
an appropriate 4 is called the or&r of the right [left] pole function I). 
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We note that WE gmx” has a right [left] pole function at wa if and 
only if W has a pole at wa. 
Suppose W has a pole at wa E C,. Then the values at w,, of right pole 
functions for W at wa form, together with the O-vector, a subspace V of Cm. 
A family (+II,IcIz,.... +k} of right pole functions for W at w,, of orders 
rr>r 2,. . . , rk respectively is called a canonical set of right pole functions for 
W at wa if 
(i> Jll(w,), . . . , Iclk(wo) span V, 
(ii) t/~Jw,), . . . , l(lk( w,) are linearly independent, 
(iii) C:,ir, is maximal subject to conditions (i) and (ii). 
A canonical set of right pole functions for W at wa can be constructed as 
was done in the regular case in [2]. Choose a right pole function +i for W 
at wa of maximal possible order. If $,, $2, . . . , $,9 are such that 
$r(w,), tcls(w0)>.~~, rcl,(qJ are linearly independent, choose from the right 
pole functions for W at wa with values at w0 not in sp{$r(w&. . . , #s(~o)) a 
function *, + i of maximal possible order. Continue until the span of the 
values at w,, of the chosen functions fills V. 
It can be shown that the number of functions in any canonical set of right 
pole functions for W at w0 equals the number of diagonal entries in the 
Smith-McMillan form of W that have a pole at wa. The orders of the 
functions in a canonical set of right pole functions for W at w. equal 
the partial pole multiplicities of W at w,, (see Theorem 2.3 in [2]). 
Let (+ CC, and let wr, wa ,..., w,, be the poles of a rational m X n matrix 
function W that are contained in U. Choose a canonical set {+,r, eiZ,. . . , $iji} 
of right pole functions for W at wi of orders k,i, kiz,. .., kij, (i = 1,2,. . ., p). 
Let 
where $l!j”’ is the k th coefficient in the Taylor series of t,kij at wi, and let 
A = diag,T, 1 diagi’= i Jk( wi), (2.3) 
where Jk(wi) is the k X k Jordan cell with wi on the diagonal. We call any 
pair of matrices (CS, S- ‘AS) with S an invertible matrix of appropriate size a 
right pole pair for W on u. A right pole pair for W on C will be called a 
global right pole pair for W. 
Since the values at wi of the functions in a canonical set of right pole 
functions at wi are linearly independent (i = I,2,. . . , p), a right pole pair for 
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W on u is observable. We also note that any two right pole pairs (C,,A,) 
and (C,,A,) for W on u are right-similar in the sense that C, = C,T and 
A, = T-‘A,T for some invertible matrix T of an appropriate size. Moreover, 
the similarity matrix T is unique (see [2]). 
We define in an analogous way a canonical set of left pole functions for 
W at wa E C,. If wi, w2,. . . , wp are the poles of W in u c C and (I,+~~, . . . , t,biji} 
is a canonical set of left nole functions for W at wi (i = 1,. . . , p), let A be as 
in (2.3) and let 
B= 
A lef pole pair for W on (+ is any pair (A,, B,) that is left-similar to the pair 
(A, B) in the sense that A 1 = SAS - ’ and B, = SB for some invertible matrix 
S of an appropriate size. It turns out that this definition does not depend on 
the chosen canonical set of left pole functions for W at (T (see [2] for the 
proof). A left pole pair for W on C is called a global lef pole pair for W. We 
note that a left pole pair for W on any (+ c C is controllable. 
The next result can be proved as in the regular case (cf. [2]). 
THEOREM 2.1. Let W(z) be a proper rational m X n matrix function, and 
let (C, A) be a global right pole pair for W(z). Then there exists a unique 
matrix B such that 
W(z) = W(m) + C(z - A)-‘B. (2.4) 
Moreover, (A, B) is a global le@ pole pair fm W(z). 
By considering the transpose of W we see that, given a global left pole 
pair (A, B) for W, there exists a unique matrix C such that (2.4) holds. Also, 
(C, A) is a global right pole pair for W. 
Since right pole pairs for a rational matrix function are observable and 
left pole pairs are controllable, the formula (2.4) gives a minimal realization 
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of W. Since any two minimal realizations (A,, B,, C,, D,) and (A,, B,,C,, D,) 
of W are similar in the sense that 
A, = SA,S-‘, B, = SB,, C, = C,SP, D, = D, 
for some invertible matrix S, Theorem 2.1 has the following corollary. 
COROLLARY 2.2. Let (A, B,C, D) be a realization of a rational m X n 
matrix function W. Then the following are equivalent: 
(i) (C, A) is a global right pole pair j&r W, 
(ii) (A, B) is a global lef pole pair for W, 
(iii) (A, B, C, D) is a minimal realization of W. 
Let 6(W) denote the McMillan degree of a rational m X n matrix 
function W, and let S(W; A) be th e sum of orders of right pole functions in a 
canonical set of right pole functions for W at A. [S(W; A) is often called the 
pole multiplicity of W at A or the local degree of W at A]. If W is proper, it 
follows from Corollary 2.2 that 
6(W)= c 6(W;A). (2.5) 
A‘ZC, 
Suppose that W has a pole at infinity, and let T be a Mobius transformation 
that sends infinity to a point of analyticity of W. It follows from the 
characterization of the McMillan degree in [l] that 6(W) = 6(W 0 T). By the 
definition of a canonical set of right pole functions, 6(W; A) = 
6(W 0 T; T-‘(A)). Since W 0 T is proper, it follows that (2.5) holds for every 
(not necessarily proper) rational matrix function W. 
We note that since the orders of functions in a canonical set of right pole 
functions for W E .JZmXn at A E C, coincide with the partial pole multiplici- 
ties of W at A, our characterization of the McMillan degree agrees with the 
usual definition of McMillan degree (see [ll] or [9]). 
If h E ~4%‘“~ ’ and C:= _,.zihi (hk z 0) is the Laurent series representing 
h in a neighborhood of infinity, we will call h, the leading coeficient of h. 
We will denote the leading coefficient of an h by [h]. We will need later the 
following lemma. 
LEMMA 2.3. Let H=[h,,h, ,..., h,] be a rational m X n matrix function 
with the columns ordered according to decreasing pole multiplicity at infinity. 
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If [h,l,...,[h,l are linearly independent and ht has a pole at infinity, then we 
can extend the set 
to a canonical set of right pole functions for H at infinity. 
Proof. Clearly z -s(h,P)h Z-s(h&h -s(+)h are right pole 
functions for H at infinity of order 8(h1;m)la;hk,“-), . . . , iS(k,;m) respectively. 
Since z -S(hl;m)H is analytic at infinity, H has no right pole functions at 
infinity of order greater than 6(h 1;a). Suppose we are in the process of 
finding a canonical set of right pole functions for H at infinity and we have 
chosen Z-S(hl;m)hl,Z-6(h2;m)h2,. . . , z -S(hiim)hi (1~ i < 1). The rational vector 
function z-S(hi+lim)hi+l is a right pole function for H at infinity of order 
S&+i;m ) with value at infinity not contained in span([h,], [h,], . . . , [hi]). 
Since [h,l,[h,l,...,[hil are linearly independent, the value at infinity of any 
right pole function for H at infinity of order greater than 6(hi+ 1; m) is 
contained in span{[ h,], . . . , [hi]}. Thus, we can append z-G(hi+lim)hi+l to the 
set (2 -s&P)hi, 3-s(hz:m)hZ,. . . , z -d(h~;m)hi}. The lemma follows by induction. 
W 
In particular, if the leading coefficients of all the columns of H that have 
a pole at infinity are linearly independent, Lemma 2.3 specializes as follows. 
LEMMA 2.4. Let H be a rational m X n matrix function, and suppose that 
hi,,. . . , hiK are the columns of H that have a pole at infinity. If [h,,],...,[hix] 
are linearly independent, then 
is a canonical set of right pole functions for H at infinity. 
Proof. By Lemma 2.3 there is an extension of X to a canonical set of 
right pole functions for H at infinity, X. Let k be a linear combination over 
polynomials in z- ’ of the columns of H such that k has a pole at infinity. 
Since the leading coefficients of the columns of h that have a pole at infinity 
are linearly independent, [k] E span{[h]: h E X}. It follows that X = X. w 
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Lemma 2.4 has the following immediate consequence. 
COROLLARY 2.5. Let H be a rational m x n matrix function such that the 
leading coeficients of the columns of H that have a pole at infinity are linearly 
independent. Then S(H;w) equals the sum of pole multiplicities at infinity of 
the columns of H. 
We shall also need the following lemma. 
LEMMA 2.6. Let H, K be rational m X n matrix functions that are right 
equivalent on C, and let each of H, K have linearly independent leading 
coefficients of nonzero columns. Then S(H) = S(K). 
Proof. Since H and K are right equivalent on C, H = KQ for some 
matrix polynomial Q such that det Q equals a nonzero constant. In particular, 
det Q $ 0, and there are distinct integers i,,. . . ,i, such that the (ij,j)th 
entry of Q is a nonzero polynomial (j = 1,. . . , n). Then 6(hj;w) > 6(kij; m). 
Using Corollary 2.5, we see that 
6(H;m)= 5 6(h,;w)z 2 6(kjj;m)= ~6(ki;m)=S(K;m) 
j=l j=l i=l 
Since Q- ’ is also a polynomial, we can show similarly the inequality 
6(K; m) > 6(H;w). Thus, 8(H;m) = 6(K;m). The right equivalence of H and 
K on C implies 6(H;h)= 6(K;A) for every A EC. So 6(H)= S(K) as 
asserted. n 
The proof of Lemma 2.6 shows that, more generally, if each of H, K has 
linearly independent leading coefficients of nonzero columns and H = KQ 
for some polynomial Q with det Q $0, then 6( H; 03) > 6( K; m). 
3. A SUFFICIENT CONDITION FOR MINIMALITY OF THE 
McMILLAN DEGREE OF A RATIONAL MATRIX 
FUNCTION WITH A GIVEN LOCAL LEFT ZERO AND 
RIGHT POLE STRUCTURE 
In this section we give a sufficient condition for a rational m X n matrix 
function H that is right equivalent to W E smX” on u c C to have the 
minimal possible McMillan degree. We begin with the following two 
lemmas. 
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LEMMA 3.1. Let K E L&‘“‘~“. There exists an H E SP”xn such that 
(i) H and K are right-equivalent on C, 
(ii) 6(H),< 6(K), 
(iii) the leading coefficients of nonzero columns of H are linearly indepen- 
dent. 
Proof. Let K=[k,,k, ,..., k,] be a rational m X n matrix function with 
linearly dependent leading coefficients of nonzero columns. We assume 
without loss of generality that the columns of K are ordered according to 
decreasing degree. Here, and in general, by the degree of a rational m x I 
vector function & we understand - 03 if K = 0, or the number 77 such that 
z-q,& is analytic and nonzero at infinity if R # 0. It suffices to show that 
the McMillan degree of K does not increase due to a single operation which 
we now turn to describe. Let Q be the collection of all submatrices 
[k,,,k,2,...,kijil containing columns k,,, ki,, . . . , ki.. of K whose leading coef- 
ficients [k,,],..., 
1, 
[k,] form a linearly dependent subset of C” that becomes 
linearly independent after removing any one element. Let p be the smallest 
integer such that the pth column k, of K is the last column of some matrix 
[k,,, ki,>. . * > kpl in a. Clearly there is exactly one matrix in @ with the last 
column k,. The operation to be considered replaces ki, by 
kil = kil - a,2z d%(~i++%oz2)ki2 _ . . . _ a P 
Zd%(~i,)-ddQk 
p’ (3.1) 
where LY+ ai,, . . . , ap are such that [k,,]-ai,[ki,]-...-a,[k,]=O. We 
note that such an operation can be carried out whenever the leading 
coefficients of nonzero columns of K are linearly independent. Also, a finite 
number of such operations leads to a matrix function with linearly indepen- 
dent leading coefficients of nonzero columns. Indeed, let q(.z) be a scalar 
manic polynomial such that K = (l/q)L for some matrix polynomial L = 
[l,,l,,..., l,]. Then ii, = (l/q)f,,, where 
li, = li, - (Yip2 de&-d4i2)li2 _ . . . _ a P 
Zdeg(I,,)-deg(l,,)l 
P 
(3.1’) 
has lower degree than lil. Since a finite sequence of operations like (3.1’) 
transforms L into a rational matrix function (in fact, a matrix polynomial1 
with linearly independent leading coefficients of nonzero columns, the same 
is true of K. Finally, the replacing of kil by kil corresponds to multiplication 
on the right by a unimodular matrix polynomial, and so the resulting rational 
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matrix function is right-equivalent to K on C. We denote the rational matrix 
function obtained by replacing the column ki, of K with ki, by R. 
Since K and i are right equivalent on C, we have 6(K; A) = S(k; A) for 
each A E C. In view of (2.5) we need to show G(K;m) > 6(&m). We will 
show this by comparing canonical sets of right pole functions at infinity for K 
and I?. We shall consider the case when k, has a pole at infinity. The proof 
in the case when k, is analytic at infinity is simpler. 
Since by the choice of p we have [x,] E span([xi] : i < p}, Lemma 2.3 
implies that there is a canonical set of right pole functions for K at infinity of 
the form 
where xi=ki if i=I,2 ,..., p-I,and z -6(x~;m)~i is a right pole function for 
K at infinity of order G(xi;m) if i > p + 1. The index p we treat in a special 
way: we put xP = k,. We assume that 6(x,,m>> 6(xj,m) whenever i <j. We 
may also assume that for each i = p + 1,. . . , s, xi is a linear combination over 
polynominals in z-i of the columns of K that have a pole at infinity. 
SUBLEMMA 3.1.1. For I < i < s, i # i,, z-~(~~‘%~ is a right pole function 
for i at infinity. 
Proof. Let h(z) be a pole function for K at infinity of order o. Since we 
are interested only in the first few terms of the Laurent expansion of h at 
infinity, we may assume without loss of generality that zah(z) is a linear 
combination over polynomials in z - ’ of columns of K which have a pole at 
infinity. If this linear combination does not contain k,,, then trivially h(z) is 
also a pole function for i(z) at infinity. Otherwise, the coefficient 9(z-‘1 of 
kil has the form z -A9(z-1), where A=6(x,,;m)- 6(x,;w) and 9 is a 
polynomial. Then replace 9(z-‘)k,, with 
+ . . . + a,q(z-72 d4ki,)-de&,,)k P’ (3.2) 
Since the coefficients in (3.2) are polynomials in z-l, we may conclude that 
.z”h(z) is a linear combination (with coefficients equal to polynomials in z-i) 
of columns of Z&z), and hence h(z) is a pole function for K(z) also in this 
case. n 
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Continuuticm of proof of Lemma 3.1. 
that X \(~-~(~+%~l) 
While by Subl_emma 3.1.1 we know 
c onsists of pole functions for K at infinity, it may 
happen that linear combinations (over polynomials in 2-l) of columns of ZZ 
(including the new column ii,) produce rational vector functions with a 
higher order pole at infinity. In this situation X \{~-~(~+%~l) is not a part 
of a canonical set of right pole functions for i at infinity. To overcome this 
difficulty, we define a finite set {c,, . . . , c,) of rational vector functions such 
that the set 
contains a canonical set of right pole functions for K at infinity. To define the 
ci,. . ., c, put ci = ki,. Inductively, suppose that y is a nonnegative integer 
and we are given rational vector functions c,, c2,. . . , c,,. If cY is analytic at 
infinity or [c,] @ span{[r]: x E X}, stop and take K = y. Otherwise find the 
smallest integer j, such that [c,] E span{[x,l: 1 < n < j,, 17 z ii), choose 
numbers (Y? (1~ 7 Q jy, 77 # ii) such that 
and put 
Cy+l 
= z~,-6(~,;qc, _ a,ZSY-Nx~;m)X1 _ . . . - a. Zh-G(Xjy;m)x. 
JY ,Y’ (3.5) 
where &, = min{6(c,;w), ~(xjY;~)l. After infinitely many steps we get a 
collection of column functions (c,, c2,. . . , cK). The functions z-‘(~~‘~)c~ 
(i=l2 > >..., K) are right pole functions for i at infinity; since they depend on 
the new column E,,, in general they are not right pole functions for K. We 
consider in detail only the case where S(c,;m) > 0; the case where S(c,;m) 
= 0 is actually easier. 
Our first goal is to select a canonical set of right pole functions for I? at 
infinity from among the members of the set (3.3). Let vi, ~a,. . . , v,. with 
1glJi-C *** < V, < K be all the integers such that G(cVi;~) > S(xjVi;w) (i = 
1 , . . . , r). Here the subscript j, depends on y as in (3.4). Thus, the functions 
z -s(c+m)c (z) are pole functions for i of higher order than z~(~~&~)x. (z), 
where for”bographical reasons we have written v(i) for vi. We show &at a _ 
canonical set X of right pole functions at infinity for the rational matrix 
function IZ can be constructed by replacing z~(~~~~~~““)~~~,(z)s with 
z-~(~~~;%,~<z)‘s and, possibly, adding zs(“+?r,(z) to the set X. 
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SUBLEMMA 3.1.2. Let c,,..., c, be defined as above. Then the set of 
rational vector functions 
2 = [(x u {Z-S(r,:a)Xp})\(Z-S(r’l:m)ril’ z-~(%c?xj,,, . . . , z-~(%r~%j”r)] 
is a canonical set of right pole functions for k at ~0. 
Proof. Note that each member of T? is a right pole function at infinity 
for k and that the leading coefficients of the members of _% are linearly 
independent. Hence to show that i is a canonical set of right pole functions 
for Z at infinity it suffices to show that if C#J is a right pole function for k at 
infinity of order (Y, then [4] E span{[x] : x E 2 is a pole function for K of 
order at least a}. 
Suppose z?#J(z) is a pole function for IC at infinity of order CT. Since we 
are concerned with the first (Y Laurent coeffkients at infinity of 4, we may 
assume without loss of generality that 4 has the form 
+ 9i,+r(Z-1)ki,+r + *. ’ + 91(z-1)kl~ (3.6) 
where 1 is the largest integer such that the Zth column of k has a pole at 
infini_w and where qr,qa,.. ., 91 are scalar polynomials. Note that since 
cr = k,,, the representation (3.6) can be written down in the form 
4(z) =9y)(Z-l)kl(z)+ ... +qyz-~)c 
‘I Y 
(z)+9~,Y!1(Z-l)ki,+,(z) 
+ ... +9l”‘(Z-‘)k,(z)+9~~‘,(z-‘)x,+~(z)+ *** 
+ 9P-,(5%,(4 (3.7) 
with y = 1 and with 
i 
9.j 
9j’1’= 0 
if l<j<Z, 
if l<j<l+s-p. 
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We assert that there exists a positive integer p < K such that a representation 
of the form (3.7) holds with the 9;‘s polynomials and 
~(9~~V-%,(z);4 <S(+(z);~). (3.8) 
Indeed, if S(~,~<Z-‘)&~,(Z);Q~) = S(ql,!‘(z-‘)c,(z);a) < 6($(z);w), take /_L = 1. 
Otherwise we use (3.5) and proceed by induction as follows. Assume we have 
a representation (3.7) for 4 but G(q,!:‘(z-‘)c,(z);o~) > ~(&z);w). Then the 
leading terms in the Laurent expansions at infinity of q,!:)(z-‘)c,(z) and 
-4(z)+ 9$:)(2-‘) c z are the same. Since - 4(z)+ 9~~)(z-‘)c,(z) is a $ ) 
combination over polynomials in z- ’ of the columns of K, it follows that 
[c,] E span{[x] : x E X}. Since we are assuming that G(c,;w) > 0, by the 
construction necessarily [c,] @ span{[x] : x E X); hence y < K. Write 9::) 
explicitly as 9!y’(z) = u,zt + a,+,~~+’ + . . . + uitz6 ‘I a Z 0 By construction >t . 
[see (3.5)], 6(c ,,;a~) - & is the smallest integer 7 such that the leading term 
in the Laurent series at infinity for z -‘rcY(.z) coincides with the leading term 
of the Laurent series at infinity for some linear combination (over poly- 
nomials in z-‘> of xi,. ..,xi,_i,xi,+i ,..., x,; hence necessarily t z 7 = 
NC,,; C=J) - &. Then, by (3.5), we see that q~:)(z)c,,(z) is a linear combination 
over polynomials in z-l of X1,...,Xi,_l,Xil+l,...,~~,c~+l. Consequently, we 
obtain a formula of the form (3.7) with y + 1 in place of y. It follows by 
induction that there exists an integer p Q K such that (3.8) holds and 4 has a 
representation 
~(Z)=9yz-1)kl(z) + ... t +9,!~‘(z-‘)c,(z)+q~~~,(z-‘)k,,+,(z)+ **. 
Let r,Nz) = 4(z)- 9;;‘(2-‘) ,( 1, c z an consider first the case where the d 
inequality (3.8) is strict or [4] # [c,]. Then z-*(~‘“)rJ(z) is a right pole 
function for K at infinity of order 6( $i; w). Since X is a canonical set of right 
pole functions for K at infinity, necessarily [+I E span{[x]: x E X and the 
order of x as a right pole function for K at infinity > 6($;~)}. By the 
construction of X, 
b,l Es an x :xEXandtheorderofxasaright P {r 1 
pole function for IZ at infinity 2 6( cP; a)}. (3.9) 
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Moreover, + does not depend on ki,. Hence 
[41 E wn{[xl : x E 2 and the order of r as a right 
pole function for l? at infinity > 6(c,;m)}. (3.10) 
Next suppose (3.8) is an equality and [ $3 = [c,]. Then (3.9) and, conse; 
quently, (3.10) hold. Since z -s’~‘m’+(z) was an arbitrary pole function for K 
at infinity, it follows that 2 is a canonical set of right pole functions for k at 
infinity. H 
Continuation of proof of Lemma 3.1. Since for any rational matrix 
function H, 6(H;m) equals the sum of orders of functions in a canonical set of 
right pole functions for H at infinity, by comparing X and 2 we see that 
S(K;m)-S(K;m) 
>6(ki,;m)+ i 6(Xj,i;“)-a(X,;m)- i ~(C,i;m)-~(CK;m) 
i=l i=l 
=[6(k,,;m)-a(~,,;m)]- i [s(c,i;m)-s(xj”i;m)]-8(~*_;m) 
i=l 
=A- f: Ai-A,+i. 
i=l 
Suppose that A - CL= 1 A, < 0, and let p be the smallest integer such that 
CfziAi > A. Then 
CL-1 
A,+ ... +A,_,-A 
~,~;~)-~(~j,;~)= C Ai - A+6(cVP;m)--8(rjP;m) 
i=l 
= ~A~-A 
i=l 
> 0. 
By the choice of j,, 
span({[x,]:i< jYp)U{[cYII]))=span{[ri]:i< j,,}. 
342 JOSEPH A. BALL AND MAREK RAKOWSKI 
Also, since z-*cl(z) = 2 -*k.(z) is a linear combination over polynomials in 
z-i of the columns of K, we’\ee from (3.5) that z*l+ ... +*~‘-l-*c is such a 
combination. It follows that X is not a canonical set of right “Gale func- 
tions for K at infinity, a contradiction. Thus, A - CL=iAi > 0. Similarly, 
A - Cif:Ai < 0 implies that .z*I+ ... +*r-*c, has a pole at infinity. Since 
zA,+ ... +A,-* is a linear combination over polynomials in z-i of the 
columns of Kc,“this is a contradiction. It follows that 6(K;m) > ~(Z?;W), and 
the proof is complete. n 
LEMMA 3.2. Let K E S’mXm and let z,,z2 E C,. Then there exists a 
rational matrix function H such that 
(i) H and K are right-equivalent on C, \ {z,, z,}, 
(ii) 6(H) Q 6(K), 
(iii) H has neither a zero nor a pole at z,. 
Proof. Let T be a Mobius transformation that sends zi to infinity. 
Applying Lemma 3.1 to W 0 T, we can find K E 9”’ Xn such that K and 
W 0 T are right-equivalent on C, 6(K) < 6(W 0 T), and the leading coeffi- 
cients of nonzero columns of K are linearly independent. Let k,, . . . , k, 
denote the columns of K, and assume that k 1,. . . , k, have a pole at infinity, 
?+I>...> 
k, have a zero at infinity, and k,,, 3 kr+2 c *. * E k, E 0. Let 
r,. . . , p,. be such that zfiik, is analytic and nonzero at infinity (i = 1,. . . , t-1, 
and let 
Then the nonzero columns of K are analytic and do not vanish at infinity, 
and K and K are right-equivalent on C \ {T(z,)}. We claim that S(K) < 6(K). 
To see this let Q = QiQa, where 
and 
and let a= KQ,. Since the leading coefficients of nonzero columns of K are 
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linearly independent, by Corollary 2.5 
G(Q,;T(z,))=-/3,-p,- ... -Pl=G(K;a). 
Hence by the sublogarithmic property of the local degree (cf. [l, Chapter 
m, 
Since S(fl;m) = 0, 
Since K and fl are right-equivalent on C\ T(z,), we have 8(n) Q S(K). 
Using again the sublogarithmic property of the local degree, we have 
S(z?;T(z,)) < 6(fm($))+ m,;T(%)) 
= 6(R;T(z2)). 
Since 8(k;w) = S(IR; w) = 0 and k and R are right-equivalent on C \ 
{T(z,)}, we have 6(Z) < S(a). So 6(k) < S(K) as claimed. The rational 
matrix function H defined by H(z) = zZ(T-‘(z)) has the required properties. 
n 
We can now prove the following result. 
THEOREM 3.3. Let W, H E 9Px” be right equivalent on u c C, and 
suppose that 
(i) H has no zeros or poles in C \ u; 
(ii) the lead’ g an toe acients of nonzero columns of H are linearly indepen- ff 
dent. 
Then H has the minimal McMillan degree among all rational matrix functions 
that are right-equivalent to W on cr. 
Proof. Let H have the properties listed in the theorem, and let K E 
9 mXn be right-equivalent to W on cr. We show that 6(H) Q 6(K). Applying 
Lemma 3.2 to K a finite number of times, we find K, E 9mX” such that 
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6(K,) < S(K) and K, has no poles nor zeros in C \ u. Applying Lemma 3.1 
to K,, we find K, ~9”‘~” such that 6(K,)< 6(K,), K, and K, are 
right-equivalent on C, and the leading coefficients of nonzero columns of K, 
are linearly independent. Then K, and H are right-equivalent on C, and it 
follows from Lemma 2.6 that 6(H) = S(K,). So S(H) < S(K) as asserted. n 
REMARK. As we shall see in Section 4, rational matrix functions H of 
minimal McMillan degree which are right-equivalent to W on u and which 
also satisfy hypotheses (i) and (ii) of Theorem 3.3 always exist. However, not 
all rational matrix functions of minimal McMillan degree which are right- 
equivalent to W on u need satisfy (i) and (ii). For instance, the rational 
matrix function 
z-l z-l 
w(z)= 0 0 
[ 1 11 
has McMillan degree 1. Since the only pole of W is contained in D = 
{z : 1~1 < l}, any rational matrix function right-equivalent to W on D must 
have McMillan degree at least 1. Thus, W has the minimal McMillan degree 
among all rational matrix functions which are right-equivalent to W on D. 
Clearly, W does not satisfy hypothesis (ii) of Theorem 3.3. 
Considering the special cases when u =0 and u = C, we obtain the 
following two corollaries. 
COROLLARY 3.4. A matrix polynominal whose columns form a minimal 
polynominal basis for a subspace V of R, has the minimal McMillan degree 
among all rational matrix functions with the column space V. 
Fomey’s algorithm implements Lemma 3.1 and 3.2 for the case u =0, 
although he did not analyze his algorithm in terms of McMillan degree. The 
point of our special choice of columns in the definition of ii1 in the proof of 
Lemma 3.2 is to ensure that the McMillan degree does not rise at any step, 
whereas in Fomey’s algorithm this is not a consideration. 
COROLLARY 3.5. Let W be an m x n matrix polynomial, and let H be a 
matrix polynonial that is right-equivalent to W on C and whose nonzero 
columns have linearly independent boding coefficients. Then H has the 
minimal McMillan degree among all matrix polynomials with the same lef 
zero structure on C as W. 
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We note that Corollaries 3.4 and 3.5 can be deduced from the module 
approach to null and pole structure developed by Wyman et al. (see 
Theorems 5.1 and 6.3 in [12]). Corollary 3.5 can be also proved indepen- 
dently using the fact that a column-reduced matrix polynomial has no zeros 
at infinity. 
4. AN ALGORITHM FOR FINDING A MINIMAL McMILLAN 
DEGREE RATIONAL MATRIX FUNCTION THAT IS 
RIGHT-EQUIVALENT TO A GIVEN MATRIX FUNCTION ON (T 
Suppose that a rational matrix function W and u c C are given. In order 
to find a rational matrix function H that satisfies the hypotheses of Theorem 
3.3, we can adapt as follows the algorithm used by Fomey in [4]. 
ALGORITHM 4.1. 
Step 1. Multiply each column of W by an appropriate function in &?(a) to 
get W with no poles in C \ u. 
Step 2. Find the least common multiple g(z) of the denominators of the 
entries in W, and let K(z)= q(z)W(z). 
Step 3. If the leading coefficients of the nonzero columns of K are linearly 
dependent, find nonzero constants ci,.. .,cP such that c,[kj ] 
+ . . . + cp[ kj ] = 0. Choose from kjl, . . . , k a column k, with 
maximal pole multiplicity at infinity. Replace?cl by 
CIZ~(+)-~(kjlF+k j, + . . . + Cp”g(k,;“)-S(kjp:‘)kj~. 
Continue until the leading coefficients of nonzero columns are 
linearly independent. 
Step 4. Let L be the matrix polynomial containing nonzero columns of K. 
If z - A (A 4 a) divides all principal minors of I,, find columns 
Ii,>. . . , li, of L and nonzero constants cr,. . ., c, so that clki, 
+ * * - + c,k, is divisible by z - A. Replace Zjl by (z - A)-‘(c,Zil 
. . . + c 1. ). Continue until i is found with no zeros in C \ u. 
Step 5. P’,t H(z) L ‘;(z)-I[&) 01. 
We note that the operations in steps I, 3, and 4 correspond to multiplica- 
tion on the right by a matrix Q such that Q and Q-’ are analytic on u. So W 
and H are right-equivalent on u. Also, the nonzero columns obtained in step 
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3 have linearly independent leading coefficients, and hence the leading 
coefficients of the nonzero columns of H are linearly independent. Finally, 
since f. obtained in step 4 has no finite order zeros in C, the same is true of 
H. Thus, H satisfies the hypotheses of Theorem 3.3. So H has the minimal 
McMillan degree among all rational matrix functions that are right-equiv- 
alent to W on (+. 
We also note that the poles of H at infinity can be shifted to arbitrary 
points in C \ u without affecting the McMillan degree of H. Indeed, it 
suffices to divide every nonproper column h of H by ll~~“,;m)<.z - Ai), where 
h i, .,.,h,o,,,~ C\ u are arbitrary. 
We illustrate Algorithm 4.1 with the following example. 
EXAMPLE 4.2. Let 
w(z) = 
z 1 
2 -++ 
Z-1 Z-1 
1 
1 0 - 
x 
Z-3 Z-1 Z-3 .2-l 
- - - - 
2 2-3 Z2 +2-3 
and suppose we want to find a proper rational matrix hmction Y that is 
right-equivalent to W on u = {z E C: Iz( < 1) and has minimal possible 
McMillan degree. In step 1 we obtain 
z z(z-3) (z-3)+z(z-l&-3) - 
L?(z) = 
Z-1 0 
(z-l)(z-3) 
(z -l)(z -3) 
2-l 
b-l)& +(z_l)” 
.z. z2 
In step 2 we put y(z) = z 2. Then W(Z) = [l/q(.z)lK(z~, where 
.Z4 -3z3 .Z5-4z4+4z3-3Z2 
0 23-4z2 +32 . 
z3-z” z”-z3-6z2+15z-9 
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We have 
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Replacing k, with k, - zk,, we obtain 
z3 .z4 -3z3 -z4+4.z3-322 
z3_z2 0 .z3 -4z2 +32 ’ 
.z3 -4.z2 +32 z3 - .z2 -6z2+15z-9 1 
Replacing k, with k, + k,, then k, with k, - k,, and finally k, with 
k, +(z/3)k3, we obtain 
[ 
0 z4-3.z3 -32” 
K,(z) = 0 0 -3z2+3z . 
0 z3-z2 -3.z2+12z-9 1 
The leading coeffkients of nonzero columns of K, are linearly independent, 
and so step 3 is complete. 
We put 
z4 -3.z3 -3z2 
L(z) = 
z3!;2 
-3z2+3z . 
-3z2 + 122 -9 1 
The principal minors of L, namely -3z4(z - 1x2 -31, -3z3(z - 1Xz2 - 
72 + 9), and 3z3(2 - l)‘, are divisible by z - 1. Since 
-2 -3 
L(z)= [ 0 0 1 modz-1, 
0 0 
we replace the first column 1, of L by (Z - l)-‘(I, - $1,) to get 
-32” 
-3z2+3z 
-3z2+12.z-9 1 
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The principal minors of L,(z), namely -3z4(z -3), -3z3(2’ - 7~ +9>, and 
3.z3(2 -l), are not divisible by z - A for any A E C\ cr. SO L,(Z) has no 
zeros in C \ u. and we have L = L,. 
In step 5 we put 
H(z)= 
2-2 -3 0 
2 z-1 
- -3- 0 
z z 
2’ +22 -6 
.a2 
-3 
(z-1)(2-3) o 
?a2 
Finally, we divide the first column of H by z - A with A E C \ u 
arbitrary. The resulting rational matrix function 
2-2 
-3 0 
Z-A 
2 Z-1 
Y(z) = z(z-A) 
-3p 0 
z2 +2.2 -6 
z”(z - A) 
_3(z-1)1z-3) o 
2s 
is right-equivalent to W on rr and has the minimal McMillan degree subject 
to this condition. 
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