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ABSTRACT 
Let M,, denote the full algebra of p X p matrices, and let M$) denote the algebra 
of ( pk) X ( pk) matrices of the form diag(B,. . . ,B), where B E Mp and there are k 
blocks. We show that if & is an algebra of n X n matrices which is generated by a set 
of normal matrices, there is a unitary matrix U such that for each A E & we have 
U*AU=diag(B,,...,B,,O) 
where Bi E $4); 0 is a zero matrix of some order, say r; and n = r+ Zl_ r p,k,. The 
result is applied to several algebras which satisfy polynomial identities. 
Let V be a finite dimensional inner product space over C, and let L(V) 
denote the algebra of linear transformations on V. The spectral theorem 
states that if a * -subalgebra 6? of L(V) is commutative, then V has an 
orthonormal basis 9, such that the matrix representation [A]% of A with 
respect to the basis % is diagonal for each A E @. In this paper we use the 
Wedderburn-Artin theorem to obtain a non-commutative spectral theorem. 
This latter spectral theorem immediately yields a characterization of @ if @ 
satisfies a polynomial identity, and so we resolve a question raised by 
Watters [7].’ 
Let MP denote the algebra of p X p matrices over C, and let MF) denote 
the algebra of ( pk) X ( pk) matrices of the form diag(B, . . . ,B), where B EM,, 
and there are k blocks. We make use of the following special case of the 
Wedderburn-Artin theorem [3, p. 521. 
‘This question has been answered independently by T. J. Laffey in [5]. 
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THEOREM. Let%#(O)b e a an2 e f’ ‘t d imensional algebra over C. lf 5i3 is 
semisimple, then % is algebra isomorphic to Mp,@ * * . %3 4,. 
Recall that a subalgebra @ of L(V) is a *-subalgebra if and only if A E @ 
implies A * E CI? . We use the following simple characterization of *-subalge- 
bras. 
PROPOSITION. Let & be a subalgebra of L(V). Then the following are 
equivalent: 
(1) @ is a * subalgebra of L ( V); 
(2) & is generated by Hermitian operators; 
(3) & is generated by normal operators. 
Proof. The implication (l)-(2) follows from the decomposition of an 
operator into its real and imaginary parts, A = H+ iK, with H and K 
Hermitian. The implication (3)+(l) follows from the fact that if N is normal, 
then N* is expressible as a polynomial in N. H 
THEOREM. Let @ be a semisimple subalgebra of L(V), where V is a 
finite dimensional inner product space over C. Then V has a basis %, and 
there are integers p,, k,, . . . , p,,, k,,, r such that for each A E @ we have 
where Bi E MLk) for i = 1,. . . ,n, and such that 
dim(V)=r+ 5 p,k,. 
i=l 
Furthermore, if @ is a *- subalgebra, then the basis % can be chosen to be 
orthonormal. 
LEMMA 1. Zf @ is a *-subalgebra of L(V), then @ is semi-simple, and 
any @-invariant subspace W of V reduces &I, i.e., WI is also @-invariant. 
Proof. Let J denote the Jacobson radical of @, and let A E &?. Then 
A * E @, whence AA* E J. Since @ is finite dimensional, J is nilpotent and 
hence AA* is a nilpotent Hermitian operator; thus AA* = 0. Hence A =O. 
The second remark is obvious. w 
LEMMA 2. Let r : Mr,+Mp be an algebra &morphism. Then there exists 
a non-singular matrix P such that r(A) = PAP - ’ fm each A E Mp. Zf r is also 
a *-isomorphism, then there exists a unitary U such that r(A)= UAW* for 
each AEM,. 
A NON-COMMUTATIVE SPECTRAL THEOREM 97 
Proof. The first part may be found in [l, p. 901. Assume r is a 
*-isomorphism and P is a non-singular matrix such that T(A) = PAP -’ for 
each A E Mp. For each A E Mp we have (P*)-‘A*P*=PA*P-’ and so 
(P*P)A* = A*(P*P). Hence P*P= w2Z, where w is real. Set U=(l/w)P. H 
LEMMA 3. Let W, and W, be finite dimensional inner product spaces 
over C, and let 7 : L ( W,)+L( W,) be an isomorphism which is onto. Zf til is 
a basis for W,, then there exists a basis Q for W, such that 
PI%= bc4la foreach AEL(W,). 
Furthermore, if 7 is a *-isomorphism and G2L, is orthonormal, then Q,_, can be 
chosen orthononnal. 
Proof. This follows from Lemma 2. n 
LEMMA 4. Let @ be a semisimple subalgebra of L’(V), and assume 
ZE&. Zf &?=Mp, then Vhas a basis % such that 
{[A],:AE&}={diag(B,...,B):BEM,}. 
Furthermore, if & is a * -subalgebra, then % can be chosen orthonormal. 
Proof. Let Eip denote the p X p matrix which has a 1 in the ith row and 
pth column and is 0 elsewhere. Choose e, E 6? such that e,-+E+. Set 
??I = span{ el, . . . , ep}. Fix WE V such that e,w#O, and let W= 
span{e,w,..., er,w}. W is @-invariant, since %I is a left ideal of @. Let W 
be any &-invariant complement of W. The restriction map A-A] W is an 
isomorphism, since @ is simple; and since dim(W) < p, we necessarily have 
dim(W)=p and @[W=L(W). If W’=(O), then @=L(V) and the result is 
trivial from the start. If W’ # (0), then A+A( W’ is an isomorphism of @ into 
L( W’). By repeating the above process, we arrive at subspaces W,, . . . , W, 
such that A-A 1 W, is an isomorphism from @ onto L( WJ for i = 1,. . . , k. Let 
Ql be any basis of W,. By Lemma 3 there exist bases $ for Wi (i = 2,. . . , k) 
such that [A 1 W,]%, = [Al WJol, for each A E @. Let % be the basis for V 
formed from %,,..., ‘j&. Then {[A],:AE6?}={diag(B,...,B):BEM,}. 
Now, if & is a *-subalgebra, then by Lemma 1, W reduces 67, and hence 
W 1 can be used as W’. It follows that all of the isomorphisms in the above 
discussion are *-isomorphisms, that the subspaces W,, . . . , W, can be chosen 
mutually orthogonal, and that, letting %i be any orthonormal basis of W,, 
Lemma 3 yields orthonormal bases “zLi (i =2,. . . , k), whence % is also 
orthonormal. n 
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Proof of the theorem. By the Wedderburn-Artin theorem, there exist 
mutually orthogonal central idempotents e,, . . . , e, in @ such that & = 6?e, 
$... e&e, and each &ei is isomorphic to Mp, for some positive integer pi. 
Let WibetheimageofeiandW,,={vEV:Av=OforeachAE&}.Eachof 
W,, W,, * * *, W,, is &-invariant, and V= W,@ W, @3 * * * @ W,,. Moreover, &ei 
= 6? 1 W, = q,. Choose bases %, . . . , %,, for W,, . . . , W,, in accordance with 
Lemma 4, and let (j&t, be any basis for W,,. Let % be the basis for V formed 
from %i,..., %,, , qo. We have 
where dim( Wi) = p,k, and dim( W,) = r. 
In case & is a *-subalgebra, e,, . . . ,e, are normal, whence W,, W,, . . . , W,, 
are mutually orthogonal. Choosing the bases %,, . . . , %,, to be orthonormal 
in accordance with the “orthonormal” part of Lemma 4, and letting %,, be 
any orthonormal basis of W,, we get the desired basis % for V from 
(Xi,. . . , Qn, %, as above. n 
Let 4(X1,..., x,) be a polynomial with coefficients in a field F in the 
non-commuting variables xi,. . . , xs. If @ is an algebra over F, then @ is said 
to satisfy the polynomial identity q = 0 if and only if q(A,, . . . ,A,) = 0 for all 
A i,...,A, in 6?. 
COROLLARY. Let @ be a semisimple subalgebra of L(V) which satisfies 
a polynomial identity which is also satisfied by M but not by Mp+ 1. Then 
there is a basis % for V such that for each A E 6, [Al,=diag(B,,...,B,), 
where each Bi is a pi X pi matrix and pi < p. Furthermore, if @ is a 
*-subalgebra, then %. can be chosen orthonormul. 
Proof. In the proof of the theorem, we decomposed @ into subalgebras 
@l @“Y ,***, each of which was isomorphic to some Mn. Since 6? satisfies a 
polynomial identity q = 0, so does each $ and hence each Mp4. Thus pi < p. 
n 
APPLICATION 1. Let q(x,y,z)=[[x,~]~,z], where [x,y]=xy-yx. It is 
not difficult to verify that this identity is satisfied by M, but not by M3. Thus 
*-subalgebra & of L(V) satisfying this identity can be unitarily block-di- 
vernalized into 2 x 2 and 1 X 1 blocks. This is Watter’s main theorem [7]. 
(Remark: Actually, Watters considered the case where 6? is generated by a 
set s of Hermitian operators in L(V) and where @ satisfies [ [A, B12, C] = 0 
with A, C E & and B E 5 . Suppose 6? = Mp, where p > 2. Choose a rank one 
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projection A E & and B ES such that [A,B]#O. Since [A,B] is skew-sym- 
metric and has rank at most 2, we have that [A,B12 is not in the center of &. 
This shows that for p>2, Mr, does not satisfy [ [A,B]‘,C]=O with A,CE 
MP and B E s. Thus, when we unitarily block-diagonalize @ into blocks, 
none of the blocks can be larger than 2 x 2.) 
APPLICATION 2. Let 9(x1,. . . , x2,,,) be the standard identity of degree 2m: 
4(x 1~“‘¶~2m) =~(wJ)%(l)~ . . Xa(zm), 
where the summation is over all permutations of { 1,2,. . . ,2m}. The 
Amitsur-Levitzki theorem states that M satisfies the standard identity of 
degree 2’p and no polynomial identity of any smaller total degree [2, p. 221 
and [6]. Thus, if @ is a * -subalgebra of L(V) satisfying the standard identity 
of degree 2m, then @ is unitarily block-diagonalizable, where the blocks are 
of order pi < m. Letting m=2, we obtain an affirmative answer to the 
question posed by Watters [7]. 
APPLICATION 3. Let q(x, y) = xy - yx. Then the *-subalgebra @ is com- 
mutative, and we have the familiar result that a set of commuting normal 
matrices can be simultaneously unitarily diagonalized. 
APPLICATION 4. One may deduce Specht’s theorem by noting that the 
isomorphism Q described in [4, p. 721 is rank-preserving. 
EXAMPLE . We conclude with an example which shows that in our 
corollary the algebra @ must be semisimple. Let 
& = {AZ + N : h EC, N is strictly upper triangular}. 
Let the order of the matrices be fl. @ is not semisimple-its radical is the set 
of strictly upper triangular matrices. @ satisfies the polynomial identity 
q(x,y)=[x,y]“-‘=O, but MP satisfies this identity only if p = 1. Clearly, 6? 
cannot be simultaneously diagonalized. 
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