Factoring large integers [1, 2] using a quantum computer is an outstanding research problem that can illustrate true quantum advantage [3, 4] over classical computers. Exponential time order [5] is required in order to find the prime factors of an integer by means of classical computation. However, the order can be drastically reduced by converting the factorization problem to an optimization one and solving it using a quantum computer [6, 7]. Recent works involving both theoretical and experimental approaches use Shor's algorithm [5, 8, 9], adiabatic quantum computation [7,[10][11][12][13] and quantum annealing principles [14] to factorize integers. However, our work makes use of the generalized Grover's algorithm as proposed by Liu [15], with an optimal version of classical algorithm/analytic algebra. We utilize the phase-matching property [16] of the above algorithm for only amplitude amplification purposes to avoid an inherent phase factor that prevents perfect implementation of the algorithm. Here we experimentally demonstrate the factorization of two bi-primes, 4088459 and 966887 using IBM's 5-and 16-qubit quantum processors, hence making those the largest numbers that has been factorized on a quantum device. Using the above 5-qubit processor, we also realize the factorization of a tri-prime integer 175, which had not been achieved to date [11]. We observe good agreement between experimental and theoretical results with high fidelities. The difficulty of the factorization experiments has been analyzed and it has been concluded that the solution to this problem depends on the level of simplification chosen, not the size of the number factored [17]. In principle, our results can be extended to factorize any multi-prime integer with minimum quantum resources.
Factoring large integers [1, 2] using a quantum computer is an outstanding research problem that can illustrate true quantum advantage [3, 4] over classical computers. Exponential time order [5] is required in order to find the prime factors of an integer by means of classical computation. However, the order can be drastically reduced by converting the factorization problem to an optimization one and solving it using a quantum computer [6, 7] . Recent works involving both theoretical and experimental approaches use Shor's algorithm [5, 8, 9] , adiabatic quantum computation [7, [10] [11] [12] [13] and quantum annealing principles [14] to factorize integers. However, our work makes use of the generalized Grover's algorithm as proposed by Liu [15] , with an optimal version of classical algorithm/analytic algebra. We utilize the phase-matching property [16] of the above algorithm for only amplitude amplification purposes to avoid an inherent phase factor that prevents perfect implementation of the algorithm. Here we experimentally demonstrate the factorization of two bi-primes, 4088459 and 966887 using IBM's 5-and 16-qubit quantum processors, hence making those the largest numbers that has been factorized on a quantum device. Using the above 5-qubit processor, we also realize the factorization of a tri-prime integer 175, which had not been achieved to date [11] . We observe good agreement between experimental and theoretical results with high fidelities. The difficulty of the factorization experiments has been analyzed and it has been concluded that the solution to this problem depends on the level of simplification chosen, not the size of the number factored [17] . In principle, our results can be extended to factorize any multi-prime integer with minimum quantum resources.
Prime factorization is one of the NP-class problems that lies at the heart of secure data transmission [18] . Cryptography techniques such as RSA [19] have relied on this property to ensure secure means of data communication. It is well-known that the popularly used RSA cryptosystem will be rendered inoperable if the integer factorization problem could be solved in polynomialtime [20] . In 1994, Shor demonstrated a quantum algorithm [21] which can factorize an integer N in polynomial time-specifically, it takes quantum gates of order O((log N ) 2 (log log N )(log log log N )) using fast multiplication method. Then in 2001, Shor's algorithm was experimentally realized using NMR architecture, to factorize N = 15 [5] . This long standing record was broken in 2012 with the factorization of N = 21, which also used Shor's algorithm [8] . However, these implementations required prior knowledge of the answer [17] .
An alternative approach to Shor's algorithm for quantum factorization takes advantage of adiabatic quantum computation [10] . This approach involves a preprocessing part requiring the transformation of the given factorization problem into an optimization problem [6] , which is reducible to a set of equations by minimization. The set of equations thus formed are used to derive a complex Hamiltonian, which encodes the solution in its ground states. The first number that had been factorized using this technique was 143, which required only 4 qubits [7] . Dattani and Bryans [11] extended the results to demonstrate factorization of larger numbers and even the tri-prime, N = 175. However, 175 had not been experimentally factorized till date, plausibly because the Hamiltonian had been difficult to implement experimentally. A new insight into quantum factorization was presented by Dridi and Alghassi [14] recently in the year 2017, where they proposed applying quantum annealing techniques to the same optimization method discussed earlier. The authors showed the experimental factorization of certain bi-primes upto nearly 200000. In the year 2017, the integer N = 291311 had been factorized using the adiabatic approach, making it the largest number that has been factorized using a quantum device [12] . Only 3 qubits were used in this case, as it was observed that further minimization could be achieved during the pre-processing part.
In the course of our current work, the method of minimization has been followed for requisite pre-processing, as is required in the adiabatic approach. However, instead of dealing with a dynamically evolving system Hamiltonian, we directly implement an unitary operation which is an exponential function of the non-unitary Hamiltonian used in the adiabatic case. The basis states encoding the required solutions could then be separated out using an exact quantum search algorithm [15] . Implementing this protocol on IBM's quantum processors (both 5-qubit and 16-qubit), we have experimentally factorized the integers 4088459 and 966887, using 2 and 4 qubits respectively. The choice of these numbers has been made in order to show that the complexity of the factorization problem (via this approach) does not depend on the largeness of the number, but is rather dependent on a certain property of the factors. Apart from these bi-prime numbers, we have also demonstrated the ex-perimental factorization of a tri-prime N = 175 which requires only 2 qubits.
In general, we seek to find out the prime factors p and q of an odd composite number N , i.e. N = p × q. If the number to be factorized is even, then we keep dividing it by two until an odd composite number is reached. The binary form of the factors p and q can be denoted as {1p m p m−1 ...p 2 p 1 1} bin and {1q n q n−1 ...q 2 q 1 1} bin respectively, where p = 2 m+1 + i=m i=1 p i 2 i + 1 and the same expression applies for q. Our aim is to first optimize the factorization problem into a set of equations in variables {p i } and {q j } (i ∈ [1, m] ∩ N, j ∈ [1, n] ∩ N), subject to the condition that p bin × q bin = N bin (the subscript denotes binary notation) [6, 7, 11, 12] . It has been recently shown that the set of equations in m + n variables is reducible to a smaller number of variables [11] . This is because, if p i +q j = z for some i, j, where z ∈ {0, 2}, then p i = q j = 0 if z = 0 and p i = q j = 1 if z = 2. Hence, the set of equations is reduced to only those variables {p i } and {q j } such that the index i takes values from the set I p = {i ∈ [1, m] ∩ N : p i + q j = 1 f or some j} and same works for index j also. In cases where m = n, the optimization of the set of equations in variables {p i } and {q i } leads to a smaller set of equations where
Hence, the set I such that p i + q i = 1 and p i = q i ∀i ∈ I.
Consider N = 4088459. It is known that the prime factors of this number have the same number of digits. Hence, m = n in this case. The prime factors p and q are denoted in binary as {1p 9 p 8 ...p 2 p 1 1} bin and {1q 9 q 8 ...q 2 q 1 1} bin respectively. The factorization problem reduces to the set of equations:
As for the rest of the variables, upon optimization we obtain:
Since q i = 1 − p i for i ∈ {1, 3}, the set of equations (Eq. (1)) is further reduced to
The values of q 1 and q 3 satisfying Eq. (3), represents the solution to our factorization problem that are encoded in the ground state of the 2-qubit Hamiltonian,
2 , I stands for the 1-qubit identity operation and σ i z denotes the Pauli Z operator acting on the ith qubit. Since q 1 , q 3 satisfy Eq. (3), the two qubit zbasis eigenstate | q 1 | q 3 satisfies H| q 1 | q 3 = 0.| q 1 | q 3 (note that for any b ∈ {0, 1},â i | b = b| b , thus yielding the above result), while for any other two qubit state (in z-basis) the corresponding eigenvalue ofĤ is some positive value (non-zero). It is to be noted that, for a case in which two factors need to be found,Ĥ can have two and only two ground state eigenstates (whose eigenvalue is zero). Upon simplifying, we obtain
where we have used the fact thatâ i 2 =â i . I 2 denotes the 2-qubit identity operation. It can be shown thatĤ has eigenvalues 0 and 1.
One can verify that the unitary operator e −iĤθ (equivalent to the operation (e −iθ − 1)Ĥ + I) induces a relative phase change of θ in the 2-qubit z-basis eigenstates that correspond to the eigenvalue 0 for the oper-
Hence, the operator e −iĤθ performs a conditional phase shift e iθ which marks the required "solution" states. Firstly, we take the equal superposition state in a two qubit system, i.e. the state given by | ψ 0 = 1 2 i=3 i=0 | i . We pass | ψ 0 through the operator e −iĤθ , which marks our required solution states. Our next aim is to separate out these "marked" states which we wish to obtain by some means. To achieve this, the generalized Grover's search algorithm is used, which searches any number of marked states from an arbitrary quantum database with certainty [15] . We have already achieved the first step of this algorithm, viz. we have introduced a conditional phase shift to the marked states. Secondly, we apply the 2 qubit operator U † , where U transforms | 00 to | ψ 0 . In our case,
(H denotes the Hadamard operation). The next step involves the conditional phase shift e iθ to | 00 state, whereas all the other basis states remain unchanged. Finally, we perform the operation U (in our case U = H ⊗2 . The result is that the final state should contain only the solution states. The value of the phase shift angle θ for the exact quantum search algorithm to work is found to be equal to It is pointed out that a two qubit Hamiltonian was used to factorize N = 4088459. This was because the equation obtained after simplification (Eqs. (3)) involved two variables. These variables were of the form q i such that p i = q i . The values of all the other variables were resolved during the simplification process. Hence, from the above observation, we may conclude that, if the two prime factors (having same number of digits in binary notation) of an odd composite number differ at n bits, the factorization problem is solvable by using n qubits. The solution is encoded in the n ground states of the n qubit Hamiltonian. Let us quickly take another example in which a 2 qubit Hamiltonian is required to factorize the number. Consider N = 143. In this case, the two factors are 11 and 13, or correspondingly {1011} bin and {1101} bin respectively. Since the factors differ at 2 bits, two qubits are required to factorize 143, with the expected "solution" states (ground states of the formed Hamiltonian) to be | 01 and | 10 . The quantum circuit remains the same in this case, as it does for all cases where 2 qubits are required for factorization via this method. The only difference is that, upon evaluating the Hamiltonian, the operation e −iĤθ is decomposed into e
, which conditionally adds θ phase to | 01 and | 10 states instead of | 00 and | 11 states as previously. Now we implement our protocol for the factorization of N = 966887. The two prime factors p and q are denoted as {1p 8 p 7 ...p 2 p 1 1} bin and {1q 8 q 7 ...q 2 q 1 1} bin respectively. The simplification of the crude set of equations results in the following set of equations;
The rest of the variables turn out to be
We map the variables (q 1 , q 2 , q 3 , q 6 ) to the operators (â 1 ,â 2 ,â 3 ,â 4 ), where {â i } are chosen in the same manner as previously. As a result, the four qubit Hamiltonian obtained in this case iŝ
where I 4 is the 4-qubit identity operation. In such a four qubit case, implementing the e −iĤθ operation introduces a relative phase shift of 3θ to the solution states w.r.t. some of the basis states (one of them being | 0000 ). Again, since there are two factors, there will be two ground state eigenstates ofĤ. We separate these solution states from the other states using the exact quantum search algorithm as above. In this case, the quantum database state | ψ 0 is the 4-qubit equal superposition state.
Like previously, this case also requires only 1 iteration of the quantum search algorithm. The rest of the protocol is followed in the same manner. It must be noted that, here a conditional phase shift e i3θ must be applied to | 0000 state.
The circuit implementation has been described in Supplementary Section. We have used IBM's classical topology to simulate the problem. The simulational results are shown in Fig. 1 C.
Theoretical evaluation yields the following phase shifts (Table I) induced by the e −iĤθ operation on the four qubit z-basis states. All phase shifts are relative to | 0000 state.
TABLE I. z-basis eigenstates and the phase shift (relative to | 0000 ) induced on them by the operation e −iĤθ .
z-basis state Phase shift z-basis state Phase shift
It is observed that, although a phase of 3θ is introduced to two of the basis states, which are supposedly our solution states, there exist 6 other basis states which also have some phase (−θ) added to them. On putting (q 1 , q 2 , q 3 , q 6 )=(1, 0, 0, 0) or (0, 1, 1, 1), we obtain q = 947 or 1021. It is indeed true that 966887 = 1021 × 947. Hence, apart from a conditional phase shift to the two solution states (ground states ofĤ), the e −iĤθ operation for a 4-qubit Hamiltonian also incorporates a conditional phase shift to certain other basis states through a negative angle of equal magnitude. This phenomenon is not observed in case of a two or three qubit Hamiltonian. In the previous example of N = 4088459, in which a 2-qubit Hamiltonian was used for factorization, the basis states other than the solution states exhibited no phase shift relative to the 2-qubit | 0 state upon the application of e −iĤθ . The same is observed for cases in which the two prime factors happen to differ at 3 bits, viz. a 3-qubit Hamiltonian is required. The 4-qubit Hamiltonian has different eigenvalues for basis states other than the two ground states. For some basis states, it has the eigenvalue 3, resulting in a relative phase shift of 0 while for others it has the eigenvalue 4, corresponding to a relative phase shift of −θ (Table I ). This trend is expected to continue for n > 4. Despite the appearance of unwanted phases (of less magnitude) on non-solution states, the exact quantum search algorithm can still be used. Because of the phase-matching property of the algorithm, the "marked" solution states are nevertheless amplified as a result. Hence, the solution states are obtained with a significantly higher probability than the other basis states. This result of the generalized Grover's algorithm can be thought of as an analogy to resonance phenomena.
FIG. 1. Experimental implementation with quantum circuits and results.
The circuits A (I) and B (I) were implemented using IBM's 5-qubit quantum processor 'ibmqx4' to explicitly solve the factorization problem for N = 4088459 and N = 175 respectively using only 2 qubits. A classical simulation was used in case of C to factorize N = 966887. The experiments and the simulation were performed 8192 times. The channels used are such that gate errors are minimized. Measurements are performed in Z-basis. To check the accuracy of our experimental results, quantum state tomography is performed in each case as illustrated by Figs. A (II), B (II) and C (III). Real (left) and imaginary (right) parts of the reconstructed theoretical (A (II (a,b) ), B(II (a,b))) and experimental (A (II (c,d) ), B (II (c,d))) and simulational (C (II)) density matrices have been presented for the experiments conducted for N = 4088459, N = 175 and N = 966887 respectively. A Our experimental results indicate that the states | 00 and | 11 appear with a high probability acting as the ground states of the two qubit HamiltonianĤ (Eq. (5)). As a result, (q1, q3) = (0, 0) and (q1, q3) = (1, 1) are the solutions (Eq. (3)) to the factorization of N = 4088459 that corresponds to 2017 and 2027 in decimal respectively. The fidelity of the results is found to be 0.9278. B. The experimental result shows that the states | 00 , | 01 and | 10 are obtained with nearly equal probabilities, hence acts as the solution states. Here, (p1,q1) ∈ {(0, 0), (0, 1), (1, 0)} are the solutions (Eq. (9)) to the problem that corresponds to the factors of 175 as 5, 5 and 7 in decimal respectively. The fidelity of this case is found to be 0.9850. C. The simulation result shows that the states | 0111 and | 1000 are obtained with nearly equal probabilities representing as the solution states that correspond to the factors (q1, q2, q3, q6) ∈ {(0, 1, 1, 1), (1, 0, 0, 0)} (Eq. 6), in decimal 1021 and 947 respectively.
The circuit for factorizing N = 966887 can be used to factorize all numbers whose two prime factors happen to differ at 4 bits. The only difference will be in the signs of the phase angles used in the unitary implementation of the e −iĤθ operation. We take N = 175, with three prime factors to show how the protocol works in this case. Here
Mapping variables (p 1 , q 1 ) to the operators (â 1 ,â 2 ), the corresponding Hamiltonian is evaluated aŝ
which has the solution states encoded as its ground states.
Hence, 2 qubits are needed to factorize this number. The Hamiltonian has three ground states, instead of two, since we expect three factors here, of which not all are equal (since p 1 = q 1 = r 1 is not possible). As a result, the generalized search algorithm must work in such a way such that it searches 3 marked states from the 2-qubit equal superposition state. The e −iĤθ operation induces a conditional phase shift of θ in this case. The phase shift angle θ = 2sin
meets the criteria for the quantum search algorithm to be applicable in this case. Minimum number of iterations required is 1. The experiment for the factorization of 175 was performed using IBM's 5-qubit quantum processor and the results are presented in Fig. 1 B.
We utilized the method of minimization proposed by Burges [6] to factorize the largest numbers on a quantum device as of yet. The method of minimization was useful in an approach of adiabatic quantum computation which had been in use in recent times to factorize bi-prime numbers in experimental systems. Some of the numbers factorized using adiabatic principles are 143 [7] , 56153 [11] and 291311 [12] . A recent work by Dridi and Alghassi [14] presented an autonomous algorithm to factorize bi-prime numbers using the technique of quantum annealing. In our paper, we have neither involved a dynamically evolving Hamiltonian characteristic of the adiabatic approach, nor have we attempted to search for the global minimum from a large set of Hamiltonians, which is a feature of the annealing approach. Instead, we have put to use an exponential function of the Hamiltonian derived from the minimization method, which is found to conditionally mark the "solution" states with a certain (equal) phase. To separate out these states, we utilized the generalized Grover's algorithm proposed by Liu [15] , which is an exact quantum search algorithm. Using this technique, we were able to factorize the numbers 4088459, 966887 and 175, the first two being the largest bi-primes to date and the last being the first tri-prime that have been factorized on a quantum device. We showed that the number of qubits required to factorize any given biprime number is equal to the number of bits at which the binary notations of the two factors differ. As a result, we were able to factorize 4088459 using only 2 qubits. Interestingly, it was noted that to factorize a smaller number like 966887, more number of qubits as well as a lengthier computation were required. However, some inherent errors were also observed in this case, as a result of the 4-qubit Hamitonian exhibiting two different eigenvalues other than zero. However, this issue was resolved by using the phase-matching property of the search algorithm, which resulted in the amplification of our desired states. Finally, a major challenge before us is the pre-processing part leading to the formation of the Hamiltonian, which has to be carried out by a computer program. Author information The authors declare no competing financial interests. Correspondence and requests for materials should be addressed to P.K.P. (pprasanta@iiserkol.ac.in). 
SUPPLEMENTARY INFORMATION: EXACT SEARCH ALGORITHM TO FACTORIZE LARGE BIPRIMES AND A TRIPRIME ON IBM QUANTUM COMPUTER
Circuit used for the factorization of N = 4088459 [1] . This is the corresponding circuit implementation. Rz(−θ) is the rotation operation through an angle −θ about the z-axis of the Bloch sphere. This operation introduces a phase shift e −iθ to the qubit if and only if it is in | 1 state. Overall, the action of this part of the circuit is that it conditionally induces a phase shift of θ angle only to the ground states ofĤ, which encode the solution to our problem, relative to the other basis states. Hence, our required "solution" states have been marked as required for the quantum search algorithm. (b) Since our initial quantum database | ψ0 from which the marked states are to be searched is taken to be the 2-qubit equal superposition state, the operation U such that U | 00 = | ψ0 is given by U = H ⊗2 . In this step, we apply the U † operation, which is the corresponding inverse operation. In our case, U † is equal to H ⊗2 as well. (c) This part of the circuit is for the purpose of implementing the conditional phase shift e iθ to | 00 state only, while the other basis states are left unchanged. (d) Finally, we apply U = H ⊗2 to obtain an equal superposition of the marked states only. The value of θ must be equal to
for the exact search algorithm to work. The necessary calculation for obtaining this has been presented below. Fig. 2 presents the overall circuit for the given factorization problem. Let us present the necessary formalism for obtaining the value of the phase shift angle θ for the exact quantum search algorithm to work. Since there are two different factors, the HamiltonianĤ (Eq. (5)) has two and only two eigenstates whose corresponding eigenvalue is zero. Hence, two basis states represent the solution to our problem. These two states are marked with the relative phase shift e iθ in the scheme mentioned above. Suppose from the quantum database | ψ 0 , | x 0 represents the normalized sum over the two marked states. Let | x where j is the minimum number of iterations after which the marked states can be separated with certainty. Eq. (12) has real solutions for
Hence, the value of j is given as [2] 
is an integer
The formulation of the theoretical and experimental density matrices for the purpose of carrying out quantum state tomography shall now be discussed. For a two qubit system, the experimental density matrix is given by
S 0 , S 1 , S 2 and S 3 are known as Stokes parameters. {σ i } is the set of single qubit operations I, σ X , σ Y , σ Z for i = 0, 1, 2, 3 respectively. The Stokes parameters are calculated as
where P | ij denotes the probability of obtaining the eigenstate | i upon measurement in the basis denoted by j. To perform a measurement on any qubit in X-basis, H gate is applied to the qubit before measurement and S † H gate is used for the same in Y -basis. Our task is to check whether the experimental density matrix is in good agreement with the theoretical one. The theoretical density matrix is given by
A measure of the overlap between two density matrices is given by fidelity, which quantifies the closeness of the experimentally obtained quantum states to the final state of the system in the ideal case. This quantity is calculated as
In theory, the final state obtained after the circuit shown in Fig. 2 is executed should be | Ψ = . The e −3iI 4 θ factor has been neglected. Overall, the action of this part of the circuit is that it conditionally induces an equal phase shift of either 3θ or 4θ, depending on the states relative to which the phases are considered, to the ground states ofĤ. Hence, our required "solution" states have been marked as required for the quantum search algorithm. (b) Since our initial quantum database | ψ0 from which the marked states are to be searched is taken to be the 4-qubit equal superposition state, the operation U such that U | 00 = | ψ0 is given by U = H ⊗4 . In this step, we apply the U † operation, which is the corresponding inverse operation. In our case, U † is equal to H ⊗4 as well. (c) This part of the circuit is for the purpose of implementing the conditional phase shift e i3θ to the 4-qubit | 0 state only, while the other basis states are left unchanged. (d) Finally, we apply U = H ⊗4 to obtain the final state. It is expected that the solution states shall be obtained with high probabilities upon measurement of the final state. The value of θ must be chosen according to Eq. (21). The search algorithm, though not exact in this case, is still suitable for our purpose. Amplitude amplification is still effectuated if appropriate phases are applied whenever required. Fig. 3 presents the overall circuit for the given factorization problem. Following from Eq (12), the phase shift angle (of the solution states) with respect to some non-solution basis state, say | 0000 , must satisfy the following criteria. Note that the phase shift angle is 3θ in this case, relative to | 0000 .
The factorization problem was simulated using IBM's classical topology. The resultant density matrix was obtained as follows 
where R i and C i denote the ith row and ith column of the matrix respectively.
Circuit used for factorization of N = 175 factor has been neglected. Overall, the action of this part of the circuit is that it conditionally induces a phase shift of θ angle only to the ground states ofĤ, which encode the solution to our problem, relative to the other basis states. Hence, our required "solution" states have been marked as required for the quantum search algorithm. (b) Since our initial quantum database | ψ0 from which the marked states are to be searched is taken to be the 2-qubit equal superposition state, the operation U such that U | 00 = | ψ0 is given by U = H ⊗2 . In this step, we apply the U † operation, which is the corresponding inverse operation. In our case, U † is equal to H ⊗2 as well. (c) As was the case in Fig. 2 , this part of the circuit is for the purpose of implementing the conditional phase shift e iθ to | 00 state only, while the other basis states are left unchanged. (d) Finally, we apply U = H ⊗2 to obtain an equal superposition of the marked states only. It has been earlier discussed that the value of θ must be equal to 2sin
for the exact search algorithm to work. 
The state tomography has already been presented in the primary section of this paper. Experimental Setup [3, 4] : The experimental parameters of 'ibmqx4' chip are presented in Table II , where ω R i , ω i , δ i , χ, T 1 and T 2 represent the resonance frequency, qubit frequency, anharmonicity, qubit-cavity coupling strength, relaxation time and coherence time respectively for the readout resonator. The connectivity and control of five superconducting qubits (Q0, Q1, Q2, Q3 and Q4) are depicted in Fig. 5 (I) . The single-qubit and twoqubit controls are provided by the coplanar wave guides (CPWs). The device is cooled in a dilution refrigerator at temperature 0.021 K. The qubits are coupled via two superconducting CPWs, one coupling Q2, Q3 and Q4 and another one coupling Q0, Q1, Q2 with resonator frequencies 6.6 GHz and 7.0 GHz respectively. Individual qubits are used to to control and readout all the qubits. The connectivity on the 16-qubit quantum processor 'ibmqx5' is provided by total 22 coplanar waveguide (CPW) "bus" resonators, each of which connects two qubits. Table III presents the experimental parameters of this processor, where ω R i , ω i , δ i , χ and κ represent the resonance frequency, qubit frequency, anharmonicity, qubit-cavity coupling strength and cavity coupling with the environment time respectively for the readout resonator. The fridge temperature is 0.0141929 K. Three different resonant frequencies are used for the bus resonators, viz. 6.25 GHz, 6.45 GHz 6.65 GHz. Each qubit has a dedicated CPW readout resonator attached (labelled as R) for control and readout. Fig. 5 (II) shows the chip layout. 
