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Abstract. Metagenome, a mixture of different genomes (as a rule, bacterial), 
represents a pattern, and the analysis of its composition is, currently, one of 
the challenging problems of bioinformatics. In the present study, the 
possibility of evaluating metagenome composition by DNA-marker methods 
is investigated. These methods are based on using primers, short nucleic acid 
fragments. Each primer picks out of the tested genome the fragment set 
specific just for this genome, which is called its spectrum (for the given 
primer) and is used for identifying the genome. The DNA-marker method, 
applied to a metagenome, also gives its spectrum, which, obviously, 
represents the union of the spectra of all genomes belonging to the 
metagenome. Thus each primer provides a projection of the genomes and of 
the metagenome onto the corresponding spectra set. Here we propose to 
apply the random projection (random primer) approach for analyzing 
metagenome composition and present some estimates of the method 
effectiveness for the case of Random Amplified Polymorphic DNA (RAPD) 
technology.  
Key words: metagenome; genome identification; DNA-marker method; 
occupancy problem. 
  
 
1. Introduction 
In the present work, we have studied the possibility of applying the random amplified 
polymorphic DNA (RAPD) method to analyze the metagenome composition. The 
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method is based on cutting the genome under investigation into fragments of different 
lengths using a single primer - an arbitrary short sequence of nucleotides [1]. Such 
primers cut the genome into fragments that are random with respect to the entire set of 
genomes, but strictly defined for each particular genome. By the method of 
electrophoresis, which is, normally, part of the RAPD analysis, the resulting fragments 
can be (physically) distributed along a certain linear scale. In this distribution, equal-
length fragments are located in the same position, the positions being different for 
different lengths1 and can be considered as integer-valued. The resulting ordering appears 
as lines corresponding to the length of the fragments that constitute the lines and the 
whole picture is referred to as the genome spectrum, while the lines are called spectral 
lines. This distribution is an inherent genome characteristic and can be used for genome 
identification.  
The application of the RAPD technique to a mixture of different bacteria (metagenome) 
will also give a spectrum, which is, obviously, the union of the spectra of the bacteria 
comprising the metagenome. In the present work, we study the possibility of detecting 
known bacteria2 in a metagenome, using only the genome and the corresponding 
metagenome spectra, i.e., without the need of sequencing or other methods of 
distinguishing between the same-length fragments. Although our analysis is based on the 
simplest example of the DNA-marking methods, RAPD, the proposed approach can be 
transferred to other methods of the same group, for example, restriction fragment length 
polymorphism (RFLP) and amplified fragment length polymorphism (AFLP) (e.g. 
AFLP-PCR ) methods [2-4]. 
 
2. Results and Discussion 
2.1. Spectra of bacteria and metagenome. Algorithm for evaluating metagenome 
composition.  
It is convenient to represent the genome spectrum as a binary vector S, whose coordinate 
values of 1 or 0 indicate the presence or absence, respectively, a spectrum line in the 
                                                          
1
 This distribution can sometimes depend on additional parameters of the fragments. 
2
 I. e., the bacteria whose spectrum with respect to the corresponding primer is known.   
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corresponding position. Thus it can be said that spectrum S has line χ if the coordinate of 
χ equals 1. Let us designate the number of units in spectrum S as σ(S) and refer to this 
value as the spectrum weight. The dimensionality of vector S depends on the limitations 
imposed on the possible lengths of the fragments by the method of their identification. If 
it is possible to identify the lengths from 1 to n, the dimensionality of vector S equals n, 
which can be also considered as the size of the allowable scale. 
The metagenome spectrum can be determined directly for each primer, but, obviously, it 
is the logical disjunction of the spectra (determined for the same primer) of all the 
bacteria comprising the metagenome. If  𝑺𝟏, 𝑺𝟐 , … , 𝑺𝒑 are the spectra of all the bacteria 
that constitute metagenome M, spectrum 𝑺𝑴 of this metagenome is 
𝑺𝑴 = 𝑺𝟏 + 𝑺𝟐 + ⋯ + 𝑺𝒑      ,                     (1) 
where «+» is logical disjunction. Thus, if one or more bacteria of the metagenome have 
line χ, in their spectra, this line will be present in the metagenome spectrum. On the other 
hand, if none of the bacteria has line χ in its spectrum, this line will be absent in the 
metagenome spectrum, either.  
Let 𝑺𝒊
𝑴  be the spectrum of metagenome M for primer i and 𝝈(𝑺𝒊
𝒋
∩ 𝑺𝒊
𝑴)  be the number of 
non-zero coordinates common for vectors  𝑺𝒊
𝒋
 
 
 (genome j) and 𝑺𝒊
𝑴.  If  
𝝈(𝑺𝒊
𝒋
) = 𝝈(𝑺𝒊
𝒋
∩ 𝑺𝒊
𝑴) ,     𝝈(𝑺𝒊
𝒋
) ≠ 𝟎 ,                   (2) 
then it can be said that the metagenome spectrum covers
 3
 the spectrum of genome j for 
primer i. We will also say that the spectrum covers the whole set of the allowable scale 
positions, where the spectrum lines can be located. If the spectrum covers all the 
allowable positions, this covering will be referred to as total covering.  
If the spectra under consideration contain no errors, the necessary condition for a genome 
to belong to the metagenome is, obviously, covering, for any primer, the genome 
spectrum by that of the metagenome. This condition will be further used as the crucial 
validation of  belonging a genome to the metagenome. It is obvious that such conclusion 
                                                          
3
 Obviously, a zero genome spectrum ( 𝜎(𝑆𝑖
𝑗) = 𝟎 ) is always covered by the metagenome spectrum, 
but such covering does not bear any information. 
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based on the necessary condition will always have a one-sided error - the erroneous 
recognition of certain genomes as belonging to the metagenome. However, this error can 
be reduced by conducting a number of tests with different primers. Indeed, for some 
primer 𝒑𝟏, let metagenome M  cover 𝝈(𝑺𝒑𝟏
𝑴 ) positions and the spectrum of the genome to 
be tested have 𝝈(𝑺𝒑𝟏
∗ ) lines.  
Provided that this genome is not included in the metagenome, the probability of covering 
all the lines spectrum by the metagenome spectrum is, obviously,  
𝝈(𝑺𝒑𝟏
𝑴 )
𝒏
(𝝈(𝑺𝒑𝟏
𝑴 )−𝟏)
𝒏−𝟏
…
(𝝈(𝑺𝒑𝟏
𝑴 )−𝝈(𝑺𝒑𝟏
∗ )+𝟏)
𝒏−𝝈(𝑺𝒑𝟏
∗ )+𝟏
= 𝝉(𝒑𝟏, 𝑴,∗)   ,      (3) 
where где 𝒏 is the allowable scale dimension. The evaluation of the expression on the left 
side of equality (3) is based on the fact that the genome spectral lines occupy different 
positions. In the same way, for another primer 𝒑𝟐, the probability of covering the tested 
genome spectrum by the metagenome spectrum is 𝝉(𝒑𝟐, 𝑴,∗) . Since the covering 
probabilities for two different primers are independent of each other, the results of two 
tests give the probability of the random covering of the tested genome spectrum by the 
metagenome spectrum equal to 𝝉(𝒑𝟏, 𝑴,∗)  ∙ 𝝉(𝒑𝟐, 𝑴,∗)  . This process can be continued 
until either, for the next primer, the metagenome spectrum does not cover the genome 
spectrum (which means that the genome is not included in the metagenome), or the 
product of all the probabilities becomes less than a certain predetermined level. In the 
latter case it should be concluded that the genome is included in the metagenome with the 
latter predetermined probability.  
 Thus we can formulate the following  
Algorithm:  
1. Initialization: Select set P of primers. Define the value of probability ε-level below 
which the result is considered to be significant. Set the value of ω=1.  
2. Algorithm step. For the next primer chosen from set P, calculate the spectrum of the 
tested genome and the metagenome spectrum. If the metagenome spectrum does not 
cover the genome spectrum, the genome does not belong to the metagenome. The 
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result is obtained.  If the metagenome spectrum covers the genome spectrum, multiply 
the value of ω by the covering probability, calculated under the condition of the 
genome being not included in the metagenome: (𝒑, 𝑴,∗)   . If  ω< ε, the tested 
genome belongs to the metagenome with the probability larger than 1-ε.  If ω> ε, 
execute step 2. 
Below, we analyze the effect of all the algorithm constituents on the recognition 
efficiency.  
 
2.2. Application of the algorithm to a set of bacterial genomes. 
2.2.1.  Bacterial genomes. 
In this work, the algorithm is tested using set B of 100 bacterial genomes described in 
([5], Supporting Information) This set is sufficiently representative to provide the basic 
(typical) parameter values and the algorithm behavior when used in actual calculations. 
In contrast to the metagenome under consideration, it is up to the user to choose the set of 
primers. Some of the average characteristics of this set can be tested on a sufficiently 
representative set of genomes (in our case, set B), these characteristics being only slightly 
different for other genome sets. To reduce the dependence of the numerical testing result 
on the fixed set of genomes, the primers were generated randomly, with equal probability 
of occupying each primer position nucleotides (below referred to as letters) A, T, C, G. 
Denote the set of 100 primers obtained in this way as P. 
In this Section, the range of 50-1000 is chosen for the spectral line positions. Indeed, in 
2.5 % agarose gel, the range of recognizable fragment lengths is just from 50 до 1000 [6]; 
thus the number of spectral line positions n =950. We assume that the spectra of each 
primer under consideration should have a relatively small number of lines. Since it is 
impossible to fix this number accurately, the above assumption will be referred to the 
average number of lines in a spectrum over all the genomes considered. In this paper, two 
groups of primers will be considered, namely, those having the average number of 10 or 
30 spectral lines over the tested genome set B. Considering the primer length and number 
of allowable errors in their matching as parameters, we have chosen their values to give, 
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on the average, 10 and 30 spectral lines over genome set B. Thus, for a random set of 100 
primers of length 7, without errors, the average number of lines in the spectrum of all the 
bacteria which belong to set B is equal 9.55≈10 over the whole set of the primers 
considered. For a random set of 100 primer of length 11, with two errors, the same 
average number of lines is equal to 29.57≈30. Denote the above two primer sets as P10 
and P30. The average number of spectral lines being fixed, the spectra of individual 
bacteria may differ significantly.  
The calculated distribution of the groups of equal-weight spectra over set B is shown in 
Fig. 1. It should be noted that the scatter of the line number in the spectrum is large 
enough and includes spectra with zero number of lines. For the spectra that comprise set 
P10, the spectra with the number of lines 0-3 account for half of all the spectra, so that the 
median is equal to 3, while the spectra with the number of lines more than 10 account for 
about 25%. For the spectra of set P30, the median is equal to 12, while the spectra with the 
number of lines more than 30 also account for about 25%. 
Consider metagenomes of size (the number of different bacterial genomes in a 
metagenome) 10 or 50. Size 10 gives the idea about the peculiarities of the analysis of 
metagenomes with a small number of genomes, while size 50 is, actually, enforced by the 
number of genomes for simulation being only 100. However, as will be shown below, the 
allowable number of genomes in the metagenome is relatively small for the given scale 
due to the resulting total covering. Therefore, metagenome of size 50 can be an example 
of a "large" metagenome.  
Below, at the end of Section 2.2, genome set B and primer set P will be used for 
computer simulation of the algorithm performance.  
 
2.2.2. The features of covering a genome spectrum by that of a metagenome.  
Linear dependence of genome spectra. Standard linear dependence of the spectra vectors 
is enough for the existence of covering in this set of spectra. Namely, let a certain linear 
combination of the spectra be equal to zero: 
𝒂𝟏𝑺
𝟏 + ⋯ + 𝒂𝒑𝑺
𝒑 + 𝒂𝒑+𝟏𝑺
𝒑+𝟏 + ⋯ + 𝒂𝒑+𝒒𝑺
𝒑+𝒒 = 𝟎, 
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where 𝟎 < 𝒂𝒊, 𝒊 = 𝟏, 𝟐, … , 𝒑;    𝟎 > 𝒂𝒊, 𝒊 = 𝒑 + 𝟏, 𝒑 + 𝟐, … , 𝒑 + 𝒒.  Move all the terms 
with negative coefficients to the right-hand side of the equality:  
𝒂𝟏𝑺
𝟏 + ⋯ + 𝒂𝒑𝑺
𝒑 = −𝒂𝒑+𝟏𝑺
𝒑+𝟏 − ⋯ − 𝒂𝒑+𝒒𝑺
𝒑+𝒒. 
 
 
   
Figure 1. Distribution of the groups of equal-weight spectra over all genomes of set B for 
all P10 (dashed line) and P30 (solid line) primers. X axis: the number of lines in a 
spectrum; Y axis: the number of equal-weight spectra. The curve for P10 primers (with the 
exception of point x=0) is approximated by ~
𝒙𝒏
𝒄𝒏+𝒙𝒏
  (Hill function) with c=1.96 and 
n=1.26, while the curve  for P30 primers (also with the exception of point x=0) is 
approximated by Hill function with c=10.4 and n=1.6, with correlation coefficient 0.99. 
 
From the latter equality, it follows that in the right- and left-hand sums, the coordinate 
sets with zeros coincide, the same being true, obviously, for the sets with non-zero 
coordinates. Therefore, for the case of logical disjunction, we obtain that  𝑺𝟏 + ⋯ +
 𝑺𝒑 =  𝑺𝒑+𝟏 + ⋯ + 𝑺𝒑+𝒒 , i.e., that the left-hand sum covers the right-hand sum and, the 
more so, each term of the latter sum. Thus, the genome spectra that are linearly 
dependent on the spectra of the genomes that comprise the metagenome are covered by 
this metagenome. If the spectra of the genomes comprising the metagenome do not 
constitute a complete basis, the influence of the linear dependence can be neglected 
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because the probability of some genome spectrum lying in the hyperplane is almost zero. 
However, if the metagenome contains a basis of the spectra of all the genomes under 
consideration, the proposed algorithm becomes invalid. On the basis of the above 
consideration, the following limitation on the metagenome size can be formulated: the 
metagenome size should not be larger than the dimension of the spectra space. 
Distribution of r balls in n boxes (Occupancy problem). In fact, for the proposed 
algorithm being effective, the metagenome size should be much smaller than the linear 
dimension. The problem of covering the allowable positions of the spectral lines by the 
metagenome is close to the classical problem of randomly distributing r balls in n boxes. 
In this problem, distribution 𝒑𝒎 (𝒓, 𝒏) of number m of the empty boxes is calculated. In 
our case, the balls are, actually, the spectral lines, while the boxes are the allowable 
spectral line positions, so that the value of n is the number of allowable positions and the 
value of m is the number of positions not covered by the metagenome spectrum. 
Asymptotic of the distribution of the number of empty positions, m, is the Poisson 
distribution ([7], IV):  
𝒑𝒎 (𝒓, 𝒏) = 𝐞𝐱𝐩(−𝝀)
𝝀𝒎
𝒎!
   ,    𝝀 = 𝒏 ∙ 𝒆𝒙𝒑 (−
𝒓
𝒏
).       (4) 
where 𝜆 is the average number of empty positions.  
Our problem differs from the classical one in that the lines of one spectrum are 
distributed in the "boxes" not independently of each other, but, obviously, must occupy 
different boxes. Let us estimate the error arising if the classical model is applied to the 
lines of the same spectrum. According to (4), for spectra containing 10 or 30 lines, the 
average covering is 9.95 or 29.5, respectively, so that the error equals 0.5% or 1.7%, 
respectively. For a large number of spectral lines - 50 or 100 - the average covering is 49 
or 95, i.e., the error is 2% or 5%, respectively.   
Let us show, however, that the average error in the distribution of the spectral lines 
depends only on the average number of lines in the spectra set under consideration.   Let   
xi be the fraction of spectra with weight i in this set. On the strength of (4), the value of 
𝒏 − 𝝀 =  𝒏 − 𝒏 ∙ 𝒆𝒙𝒑 (−
𝒓
𝒏
), which the average number of covered positions under the 
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condition of independent distribution of r lines over n positions. Thus the average relative 
error over all the spectra is:  
𝜻 = ∑ (
 𝒊−(𝒏−𝒏∙𝒆𝒙𝒑(− 
𝒊
𝒏
)) 
𝒊
) 𝒊 𝒙𝒊    .              (5) 
Using the quadratic approximation of exponent 𝒆−𝒙 = 𝟏 − 𝒙 + 𝒙
𝟐
𝟐⁄  , the average error 
сan be estimated from (5) as:  
𝜻 ≈ ∑ (
 𝒊  
𝟐𝒏
) 𝒊 𝒙𝒊 =
𝛔(𝐒)̅̅ ̅̅ ̅̅
𝟐𝒏
 ,               (6) 
where 𝛔(𝐒̅̅ ̅̅ ̅) is the average number of the positions covered by the metagenome spectrum. 
For 𝛔(𝐒̅̅ ̅̅ ̅) = 9.55 or 29.57 and n = 950, the calculated average error is 0.5% or 1.6%, 
respectively. Numerical verification of this result using (5) and the actual distribution of 
the spectra frequencies (Fig. 1) gives the same value of inaccuracy: 0.6% and 1.6% for 
sets Р10 and Р30, respectively. Thus, the application of the classical model of distribution 
introduces only minor distortions the position covering both by a single genome spectrum 
and by the metagenome spectrum.  
Let us now estimate the value of the position covering by the metagenome spectrum. This 
is obviously a random value and it will be evaluated in two steps: first, the average 
number of lines in the metagenome will be calculate without regard to overlapping of the 
lines; second, the effect of overlapping will be assessed in the framework of the model. 
Let Ɲ be a set of N bacterial genomes and P be a finite set of primers. For any 
metagenome M, consisting of µ genomes (|M|= µ), and any primer  𝒑∗ ∈ 𝑷 , the sum of 
all the spectra of all the genomes belonging to M is equal to ∑  𝝈(𝑺∗
𝒊 )𝒊∈𝑴 .  All in all, there 
exist (𝑵
µ
)  different metagenomes consisting of µ genomes and the average weight, 𝝇∗(μ) , 
of all  their spectra is  
𝝇∗(𝛍) =
𝟏
(𝑵µ)
∑ 𝑴 =
𝟏
(𝑵µ)
∑ ∑  𝝈(𝑺∗
𝒊 )𝒊∈𝑴 =𝑴
(𝑵−𝟏µ−𝟏)(𝝈(𝑺∗
𝟏)+𝝈(𝑺∗
𝟐)+⋯+𝝈(𝑺∗
𝑵))
(𝑵µ)
= 𝝁𝝈(𝑺∗)̅̅ ̅̅ ̅̅ ̅  .  (7) 
Next, averaging the value of 𝝇∗(𝛍) over all the primers of set P, we obtain 
𝝈(𝝁)̅̅ ̅̅ ̅̅ ̅ =
𝟏
|𝑷|
∑ 𝝇∗(𝛍) =∗∈𝑷
𝟏
|𝑷|
∑ 𝝁𝝈(𝑺∗)̅̅ ̅̅ ̅̅ ̅∗∈𝑷 = 𝝁𝝈(𝑺)̅̅ ̅̅ ̅̅ ,                       (8) 
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where 𝛔(𝛍)̅̅ ̅̅ ̅̅  is the average, over all the primers of set P, number of lines in a metagenome 
containing μ genomes and 𝝈(𝑺)̅̅ ̅̅ ̅̅  is the average primer weight over all genomes of set Ɲ. 
Equation (8) is a precise one. Then, according to estimation (4), the average number of 
empty positions is   
     𝝀 = 𝒏 ∙ 𝒆𝒙𝒑 (−
𝝁𝛔(𝑺̅̅ ̅̅ ̅) 
𝒏
) .                          (9) 
Now it is possible to estimate the reasonable size of a metagenome, which can be 
assessed by the proposed algorithm. For 𝛔(𝑺̅̅ ̅̅ ̅) =9.55 the average number of positions that 
are not covered by the metagenome at μ=70 or μ=140 is, respectively, 50% и 25% of the 
total number of positions, n=950.  For 𝛔(𝑺̅̅ ̅̅ ̅) =29.57, the same values of covering are   
obtained at μ=23 and μ=46. At μ=300 or μ=100, almost all 950 available positions are 
covered by a metagenome of such size for 𝛔(𝑺̅̅ ̅̅ ̅) = 10 or 30, respectively, which makes 
the proposed algorithm inapplicable. 
 
 2.2.3. Statistical checking the algorithm and treating the output errors. 
To test the algorithm, the metagenomes of the two selected sizes (10 and 50 genomes), 
were constructed by randomly (with equal probability) choosing the required number of 
genomes from the 100 genomes of set B. Regardless of the metagenome choice, sets of 
primers of size 5 or 12 were also randomly selected from the 100 available primers of the 
two given above primer sets (P10 and P30). Then, using the tested algorithm, it was 
checked whether each genome of set B belonged to the current metagenome and each 
result was compared with the actual situation. The described procedure was repeated 
1,000 times. The preciseness of the method was evaluated based on the total fraction of 
false-positive and false-negative errors.  
Obviously, if the input data are precise, the errors may be only false-positive. Such errors 
can be minimized only by increasing the number of the primers being chosen. Below we 
will show the effectiveness of such approach by means of modeling. In what follows, we 
will assume that the data inaccuracy may lie in the absence of some lines in the spectrum 
of the metagenome under study, whereas the genome spectra taken from the existing 
data-base are supposed to contain no errors.  
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To allow for the errors, the definition of coverage should be extended. Namely, even if 
genome j is actually present in the metagenome, equation (2) may be transformed into 
inequality 
𝝈(𝑺𝒊
𝒋
) − 𝝈(𝑺𝒊
𝒋
∩ 𝑺𝒊
𝑴) > 𝟎             (10) 
because part of the metagenome spectral lines may be erroneously omitted. The more so, 
inequality (10) can be fulfilled if genome j does not belong to the metagenome. Consider 
the value of difference  𝝈(𝑺𝒊
𝒋
) − 𝝈(𝑺𝒊
𝒋
∩ 𝑺𝒊
𝑴) with respect to the weight of the genome j 
spectrum: 
𝝂 =
𝝈(𝑺𝒊
𝒋
)−𝝈(𝑺𝒊
𝒋
∩𝑺𝒊
𝑴)
𝝈(𝑺𝒊
𝒋
)
   ,     𝝈(𝑺𝒊
𝒋
) ≠ 𝟎  .          (11) 
The value of ν will be estimated by simulating 100 metagenomes with subsequent 
calculation of ν for 1000 random spectra. Let the error be 10%, which means that, on the 
average, every tenth line of the metagenome spectrum was missing.  
The distribution of ν values  (Fig. 2) was calculated for two situations - when genome j 
belongs or does not belong to the metagenome. Although the distributions overlap, the 
satisfactory boundary of their division can be selected as 0.3. The boundary values equal 
to 0.3 and less may appear for sufficiently large spectrum weights (see (11)). On the other 
hand, if the number of lines in the genome spectrum is small, e.g. 3, the loss of one line in 
the metagenome spectrum can result in 𝝂 = 0.33. In order to allow for both cases, let us 
formulate the following rule:  
The genome spectrum is covered by the metagenome spectrum if the value of ν is not 
more than 0.3 or difference (10) is less than or equal to 1. 
It should be noted that this definition of coverage makes the false-negative errors also 
possible. 
The results of simulations performed using the above-formulated rule, in the cases of 
accurate data and those with 10% error are shown in Table 1. It can be seen that in the 
case of precise data, the false-negative errors are absent, which is an obvious 
consequence of the algorithm. The probabilities of the false-positive errors decrease 
exponentially with the increase of the number of primers from 1 to 5. For example, 
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Figure 2. Distributions of 𝝂 values (11) for the cases when the genome belongs (solid 
line)  or does not belong (dashed line) to the metagenome, at 10% error in the input 
metagenome spectrum. In the absence of errors, the solid line reduces to point x=0. 
 
according to Table 1, for a metagenome consisting of 10 genomes, the number of 
erroneously detected genomes decreases as  ~𝟎. 𝟔𝟐𝟓𝒔, 𝟏 ≤ 𝒔 ≤ 𝟓,  where 𝒔 is the number 
of primers from set P10 used in testing. For a metagenome consisting of 50 genomes, the 
number of erroneously detected genomes decreases as  ~𝟎. 𝟕𝟏𝟎𝒔, 𝟏 ≤ 𝒔 ≤ 𝟓.  Similarly, 
for primer set P30, the error decreases as  ~𝟎. 𝟐𝟐𝒔 and as ~𝟎. 𝟑𝟓𝟕𝒔 (𝟏 ≤ 𝒔 ≤ 𝟓) in the 
case of the metagenome size 10 and 50, respectively. 
Thus, as it was expected, the rate of the error decrease is, indeed, in agreement with the 
assumption of independent probabilities of line overlapping. The error values as small as 
fractions of percent can be achieved quite easily. 
Table 1. Percent of false-negative (𝟏 → 𝟎) and false-positive (𝟎 → 𝟏) errors for different 
parameters of the metagenome and the primers. The calculations were performed 
separately, regarding the set of genomes included or not included in the metagenome. 
Columns: primer weight, |S|; metagenome size |M|; the number of primers in a series, |p|. 
Columns (𝟏 → 𝟎) and (𝟎 → 𝟏): 1st column – precise input data, 2nd column – input data 
with a 10% error.  
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       |S|  |M|  |p|                1→0                 0→1 
10 10 1 0 1.6 1.19 12.77 
10 10 2 0 2.9 0.73 9.68 
10 10 3 0 4.6 0.44 6.7 
10 10 4 0 5.7 0.25 4.72 
10 10 5 0 7.9 0.15 3.27 
10 10 12 0 3.3 0.03 0.47 
10 50 1 0 0.8 7.2 22.4 
10 50 2 0 1.42 5.06 17.83 
10 50 3 0 2.43 3.01 13.18 
10 50 4 0 2.90 1.91 5.92 
10 50 5 0 3.38 1.2 7.51 
10 50 12 0 5.97 0.14 1.88 
    
 
 
  |S|  |M|  |p|                1→0                 0→1 
30 10 1 0  1.0 2.26 92.38 
30 10 2 0  1.9 0.51 27.19 
30 10 3 0  3.1 0.15 8.50 
30 10 4 0  3.7 0.04 3.26 
30 10 5 0  6.1 0.01 1.32 
30 10 12 0 10.24 0 1 
30 50 1 0 0.19 18.28 62.79 
30 50 2 0 0.28 6.36 50.52 
30 50 3 0 0.47 2.21 36.6 
30 50 4 0 0.47 0.96 23.83 
30 50 5 0 0.61 0.41 20.85 
30 50 12 0 1.42 0.4 3.41 
With a 10% error in the input metagenome spectra, misclassification may be already both 
false-positive and false-negative. It should be noted that the error percents on both sides 
are separated quite conventionally – by moving the threshold 𝝂 values (11), the error 
percent on one side can be increased, while the error percent on the other side is 
decreased. Thus the total error percent appears to be a more objective characteristic of the 
algorithm precision.  
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It can be seen from Table 1 that with the increase of the number of primers in a series 
from 1 to 5, the number of errors of type (𝟎 → 𝟏)  decreases, while the number of errors 
of type (𝟏 → 𝟎) grows. The rate of type (𝟎 → 𝟏) error, the same as in the case of precise 
data, decreases exponentially, ~𝟎. 𝟕𝟖𝒔, ~𝟎. 𝟕𝟗𝒔 (𝟏 ≤ 𝒔 ≤ 𝟓),   for primers belonging to 
set P10  and metagenomes of size 10 and 50, respectively. For the primers belonging to set 
P30  and metagenomes of size 10 and 50, the same exponential laws are  
~𝟎. 𝟐𝟖𝟖𝒔  𝐚𝐧𝐝  ~𝟎. 𝟐𝟗𝟓𝒔 (𝟏 ≤ 𝒔 ≤ 𝟓),  respectively. In contrast to the above, the 
number of type (𝟏 → 𝟎) errors grows linearly. Indeed, the increase of the number of 
primers in a series increases the risk of line random non-overlapping, which our rule 
classifies as non-belonging to the metagenome.   
Above, to evaluate different algorithm constants, we have repeatedly used the simulation 
based on a set of genomes and primers. These constants can also be used for other input 
data in view of the statistical nature of the results. 
 
2.3.Application of the algorithm to a metagenome consisting of bacterial genomes and a 
human genome. 
Metagenomes consisting of bacterial genomes isolated from human body usually contain, 
in addition, a human genome. Obviously, the huge human genome is often much larger 
than the analyzed bacterial metagenome, so the spectral lines of the former cover a large 
number of spectral line positions. In this section, we analyze the possibility of applying 
the proposed algorithm to the study of such metagenomes, using a set of 100 random 
primers (words of length 10) with no more than two errors in each primer.  
Designate the primer set by H10. For each primer of set H10, the human genome spectrum 
consists of a different number of spectral lines. The values of the human genome 
spectrum weights for different primers are shown in Fig. 3. 
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Figure 3. Human genome spectrum weights for different primers from set H10. X axis: 
primer numbers in the order of decreasing spectrum weight; Y axis: spectrum weights.  
Thus the number of positions covered by a human genome spectrum can be much larger 
that the range of 50-1000 used in the previous simulations. Therefore, it is necessary to 
expand the number of possible spectral line positions. Since the same mixture of 
fragments can be separated on gels of various concentrations, the number of the spectral 
lines can be increased from 50 to15,000  [6], which makes it possible to apply the 
proposed algorithm also to this case. 
According to our calculations, the largest value of the human genome spectrum weight is 
equal to 14362, which leaves 600 non-occupied positions. For the bacteria from set B, the 
H10 system of primers gives, on average, 17 spectral lines. The distribution of the primer 
weights over all bacteria of set B is presented in Fig. 4. 
Let us now consider a simulation similar to the one performed in the previous section. 
Namely, for metagenomes consisting of 10 and 50 bacterial genomes, with a human 
genome included, consider series of 5 and 12 primers. Each configuration of a 
metagenome and a primer series is chosen randomly 1,000 times. Using the proposed 
algorithm, the metagenome composition in each sample was evaluated and compared 
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with the actual one. The algorithm parameters were the same as before, for the case of a 
metagenome without a human genome. The simulation results are shown in Table 2. 
 
Figure 4. Distribution of the spectra weights for all primers from set H10 and all bacteria 
from set B. X axis: spectrum weight; Y axis: the number of spectra with such weight, 
beginning from weight 2. The total number of spectra with zero and unit weight is 1229 
and  911, respectively. 
 
 |M|  |p| (𝟏 → 𝟎) (%) (𝟎 → 𝟏) (%) 
10 5 0 10.0 1.5 12.4 
10 12 0 10.0 0.0 6.0 
50 5 0 10.0 1.2 13.5 
50 12 0 2.0 0.0  1.6 
      Table 2. Percent of false-negative (𝟏 → 𝟎) and false-positive (𝟎 → 𝟏) errors for different 
parameters of the metagenome and the primers. Designations are the same as in Table 1. 
 
It can be seen from Table 2 that the errors in the case of precise data are quite small, 
especially for a sufficiently large series of primers. In the case of data with 10% error, 
there may also be 10% of erroneous results. 
 
3. Conclusion 
The proposed algorithm is intended to determine whether a single genome belongs to the 
metagenome under study. The composition of the metagenome is not limited in any way; 
in particular, it may contain unknown genomes. In most of the examples discussed above, 
the number of different genomes in the metagenome was limited to 50 because the 
number of possible spectral line positions was only 1,000. However, in the example with 
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the human genome, 15,000 possible positions were used. It can be shown that in this 
case, a bacterial metagenome composed of up to 3,000 different genomes can be 
considered, under the condition of the average weight of the primer spectra being 10. 
According to relation (9), with such average weight, 15% the spectral positions remain 
uncovered.   
Some estimates of the effectiveness of the proposed algorithm were done in the present 
work. For this, series of spectra obtained on the basis of random primer series were 
considered. It was the primer randomness and, consequently, the spectra randomness, that 
allowed obtaining non-covering of the tested bacterium spectrum by at least one 
metagenome spectrum. For accurate input experimental data, the estimation of the 
proposed method effectiveness is a statistical problem, which has an exact solution. The 
algorithm can provide the result with any pre-set accuracy. 
For the input data containing errors, the result of the algorithm performance is not so 
obvious; however, the above simulations show the algorithm error can be estimated. In 
this case, the success is based on the initial non-coincidence of the bacteria spectra with 
respect to numerous lines because the coincidence would be random. The situation when 
the spectra of two randomly chosen bacteria differ by no more than 10% appears to be a 
rare event
4
. Therefore, the spectrum with the error as big as 10% is close to the true one.  
The set of random primers used by us is, certainly, not optimized, one reason being the 
existence of numerous empty spectra for the genomes that we are looking for in the 
metagenome. Obviously, this fact greatly decreases the result quality. However, it should 
be noted that the primer set has not been optimized in order to represent, so to say, the 
"lower bound" of the algorithm effectiveness. 
In the algorithm adaptation, we used the data on the primer set that the user actually 
possesses. In this regard, it was shown above that some important parameters depend not 
on each primer, but on the average number of the spectral lines. Other algorithm 
parameters, in particular, those used for the estimation of covering in the case of 
                                                          
4
  If the bacteria are not classified as close. In the opposite case, replacement of the true 
result for a close bacterium is quite allowable.  
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erroneous data, were obtained for a sufficiently representative genome set and are 
recommended to be used directly. At the same time, the user can obtain these estimates 
by himself for the genome and primer sets more suitable in his case, in the same way as it 
was done in the present study. 
The algorithm proposed in this work can be used with the DNA-marker method of any 
type.  
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