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HALT highly accelerated life test NOTATION lifetime for units vector of covariates studied in reliability tests, and may be the main environmental factors that influence the lifetime distribution function of covariates, and represents the degree of influences of covariates baseline hazard of lifetime , which is independent of time lagged function where describes the lag over time in the covariates' effect on the hazard function undetected units with "early failure" Poisson distribution with mean , and , cumulative distribution function reliability function probability density function Manuscript received July 12, 2007 Change point models are usually used to study the time points, which change suddenly in the system models, and are very important in reliability work. Recently, [1] showed that reliability estimation could be improved substantially by using the change-points model to account for product burn-in effects. Reference [2] proposed computationally tractable formal mathematical definitions for the lifetime distributions to identify the change-points with bathtub-shape hazard rate functions. Furthermore, [3] discussed change-points of mean residual life, and hazard functions for certain generic Weibull distributions with focuses on their underlying associations. Reference [4] described new test statistics to test the existence of change-points in software reliability models. Reference [5] proposed the use of cumulative sums for detections of change-points of a Poisson process when the failure rate is piecewise constant. Reference [6] proposed an efficient estimate for the change point in the hazard function based on a Bayesian estimator via concerning the parameters of a recently proposed hazard function. Another approach based on the Maximum Likelihood Estimate method was given in [7] . On the other hand, [8] presented change detection methods to pin-point the defective stage within a manufacturing process when the existence of a failure was only known at the end of the process relying on the MCMC method. Reference [9] also presented a similar approach. However, in reliability analysis, change-point models with consideration of environmental factors have rarely been found so far.
0018-9529/$25.00 © 2008 IEEE To identify & evaluate "supplements" which may prevent a specific cancer, [10] proposed the lagged regression model (also called the Z-L model) for cancer prevention. The basic assumption of the model is that, before the trials, some unobservable latent quantities have already existed; and "we should then not expect the treatment to have any effect if the cancer is caused by tumors already existing at study entry" [10] . Subsequently, [11] improved the Z-L model via a stochastic model, which takes the influences of treatments into consideration. However, the stochastic change-point model is limited in that treatments are allocated before the initiation process. Accordingly, [12] established a new model by carrying out Bayesian inference, which motivated the research work described in this paper.
In reliability tests, some units may fail unconventionally because of "early failure". Usually, these abnormal data are eliminated by a rule of thumb before doing routine analysis to reduce interferes. However, this approach is very subjective. In particular, some covariates (such as working environments, etc.) will not cause the systems' early failures in regression models. Instead, what they will affect are only the lifetime distributions with different covariates. Furthermore, for many kinds of environmental tests, the general hypothesis is that the failure mechanism is invariant [13] . This is certainly a simplified case, as the failure mechanism may change because of environmental influences. Under that situation, the covariates considered in the first period may not be the real reasons that lead to systems' failures. At the same time, the characteristic function of system lifetime may change, which may augment the estimation error. Therefore, to evaluate the covariates' influences on the system life distribution more accurately, it is very important to eliminate the influence brought by early failure.
The purpose of this work is to propose a new approach for detecting certain change-points with consideration of covariates' influences, which may disturb the evaluation of the reliability model. The rest of this paper is organized as follows. First we present the background of the assumption about the two-stage failure processes. We propose the assumptive failure processes by developing the Z-L model, the stochastic changepoint model, and a Bayesian change point model for analysis of reliability data. Then we utilize the MCMC method based on Gibbs sampling to obtain Monte Carlo approximations. Then we present the Bayesian estimations for the model under random truncated conditions. In addition, we present a numerical example to demonstrate the application of the method. And finally, we present conclusions.
II. BASIC ASSUMPTIONS, AND CHANGE POINT MODEL
A. Assumptions of the Two-Stage Failure Process
An assumption about the unit's failure process is that any unit's failure goes through a two-stage process, as shown in Fig. 1 . In Stage one, the unit switches from a functional unit to a potentially failed unit. In this stage, it does not need to know when the transform occurs, but has to be sure that environmental covariates have direct influences on this stage. In Stage two, the unit shifts from a potentially failed unit to a failure unit. In this stage, the transform relates only to time , and is independent of any other covariates. Besides that, the function about transformation time is indeed the traditional characteristic function of the unit's lifetime distribution. Comparing the two stages, one may easily conclude that the environmental covariates will have impacted the unit's lifetime in stage one, but not in stage two.
B. Lag Regression Model
It is efficient to establish a lag regression model for covariates by making use of a time lag-function. In reliability tests, because of defects the in system's design or manufacturing, or because the sample has been stored for a period of time before the tests, there are some potential failure units whose lifetimes are irrelevant to covariates when early failures happen. Because the failure time that emerges due to early failures is very short compared with the system's whole lifetime, the potential early failure can be thought of getting through "early failure" just after the system has run for a while. That elapsed time period is named the lagged time here. As mentioned above, during the lagged time, the causes of the system's failure are not the covariates, but could be the defects in the system's design or manufacturing. Therefore, the lag regression model for time in a proportional hazards version can be introduced as (1) A further assumptions on the lag function is that is an increasing function in , if , and if . Therefore, in this model, the covariates' effect on the hazard starts at 0, , which reflects that the lifetime distribution is independent of covariates , and then increases to as the lag function increases from 0 to 1 (then (1) becomes ). This result is consistent with the special case that the early failure is negligible; and also, it points out that the function is the key for revealing the system's change points. Equation (1) also indicates that, if the failure time , then there are other covariates besides that can affect the system's lifetime. Thus, there are two possible reasons: potential failure units are independent of the covariates, or other new covariates may affect the lifetime. In particular, the later can be viewed as the failure mechanism variant.
C. Extended Stochastic Change-Point Model
This study suggests the use of a model based on the basic assumption that the failures of some units occur in a two-stage process: "about to fail," and "failure occurs". Furthermore, the additional assumptions are made as follows:
(A1) Before the test, the system has undetected units with "early failure". , and are independent of each other, respectively. The above mentioned assumptions can be justified as follows. The Poisson distribution is a natural choice for modeling the distribution of the number of units which are about to fail, given in (A1). And during the test, the conditional probability that none of the units fails is . By using properties of the Poisson process, the conditional distribution density function of units which are about to fail by time is given by (2) where is the mean function of a non-homogeneous Poisson process, which is also called the cumulative intensity. By convolution, the population conditional reliability function by time can be obtained as
Let ; then the unconditional reliability function based on , and is (4)
Let
, and rewrite (4) to . By using a proportional hazard form , , and become independent of , and the reliability function in this case is given by (5) Let . Then (6) and (7) where . Observe that (7) is not a proportional hazards model. However, it can be proved that the hazard function approaches a proportional hazards structure if the tail of decays faster than , in which case the property of the proportional hazards structure can be utilized. Consequently, the baseline hazard of is (8)
D. Time Lagged Function in the Stochastic Model
This study suggests the equation which combines a time lag-function in the Z-L model, and a stochastic change-point approach. By comparison of the stochastic change point model, and the time lagged function, can be written as (9) Accordingly, is independent of covariates . Furthermore, is an increasing function iff is a decreasing function in . That is to say, if , and are known in the model, one can easily calculate the lagged function , and further find the change-points, and the number of the change-points.
III. BAYESIAN ANALYSIS BASED ON THE MCMC METHOD
In reliability analysis, the lifetime data are usually "truncated" (or "censored") , which means the lifetimes are known for only a portion of the individuals under study, and the remaining lifetimes are only known to exceed certain values. For a random truncated test, it is further assumed that only the lifetime can be observed, where . The th individual will be considered lost (be truncated or censored) if Other assumptions for the model are as follows: (A3) corresponds to an exponential distribution with mean , which means , and . (A4) corresponds to a Weibull distribution with location parameter , and shape parameter ; and then , and . Let denote the th individual of the vector of covariates, which may be the main environmental factors in reliability tests.
is an vector of regression coefficients, which represents the degree of influences of covariates. Let ; (7) can then be rewritten as . The observed data set for current study is denoted by , so the joint likelihood function is given by (11) In particular, the priors should be chosen carefully so that they are realistic, and computationally feasible. To present the MCMC method more easily, this article takes non-informative priors for the model. This paper assumes a multinomial prior , a gamma prior , and similarly , , and . Let denote the prior or posterior distributions for the parameters; then the joint posterior is (12) Then the posterior inference for parameters using (12) , and can be obtained. It is not easy to get the detailed results. Therefore, the MCMC method with the Gibbs sampler to carry out Bayesian inference is used for the model parameters, as well as other posterior quantities of interest. Let denote some vector without the th component. Then the th full conditional can be written as
IV. EXAMPLE
Consider the example data shown in Table I . The test seeks to find differences in lifetimes under four temperatures (that is the covariate-temperature's influences on lifetimes). The sample size is (note that there were four sets of data in Table I where each set has 25 individuals). Let the failure time be the observed data if the failure happens during the test. These data are considered as non-truncated, whereas the rest are truncated. The only knowledge available about the truncated data is the observation times , which are indicated by an asterisk. An indicator is used to denote the random variable . Let denote the four different temperature levels. Here, the only covariate in the model is the "temperature".
Furthermore, priors are restricted based on experience: , , , , . One may notice that, when the MCMC method is applied, the prior values' influences become smaller as the length of burn-in becomes longer.
A burn-in of 10,000 samples is used, with an additional 60,000 Gibbs samples. We consider the following posterior summaries of parameters as shown in Table II for the model with censored data. Table II tabulates posterior summaries including the parameters' posterior mean, standard deviation, Monte Carlo error, and 95% HPD interval. The system has undetected units which may suffer "early failure," and these units belong to a Poisson distribution with mean 0.011. Accordingly, when "early failure" units are eliminated, the reliability function can be written as
The outputs obtained by the method described above can also be used to calculate each lifetime point for the lag function , and their 95% HPD intervals. These points are plotted in Fig. 2 .
Obviously, the lag function estimates are well below 1.0 even at hours, and then converge slowly to 1 as . That is, at hours, there is a change point before which increases significantly, and the influences of increases. It indicates that, before hours, the failures belong to "early failure". After that point, one may note that is close to but less than 1, which means there are other important covariates we should consider. These results imply that modeling these data with a lag function is more appropriate than only using a proportional hazards model. Thus, the model above can reflect the lagged effect of the covariate, and can result in a more accurate assessment than the Cox model. In particular, with the 4th temperature, all lifetimes are less than hours. In other words, under this situation, just considering the temperature as a covariate is inadequate, and there may be other covariates which lead to the failure. One may further notice that, after a relatively long time, begins to descend, which may be considered as the beginning of the system's aging, where the covariates' effect is not the main reason for the failure of the system. It can be proved that the model here can be extended to a non-monotone failure rate regression model such as a bathtub shape (the lag function curve should be an inverse bathtub shape, and have two change-points), or a burn-in test such as ESS, HASS, HALT, etc.
V. CONCLUSIONS
This paper has proposed a two-stage failure process, and a stochastic time-lagged regression function for reliability analysis. The novelty of the suggested method is that some changepoints which may disturb the evaluation of the reliability model can be detected more easily via the two-stage failure process assumption, and the time-lagged regression function. The use of the MCMC method for Bayesian analysis has provided a more precise estimation of the covariates' influences than the Cox model, which appears to overestimate the covariates' influences. The presented method is quite general, and it may therefore be easily applied to other models.
Extensions of the presented approach may be as follows:
1) The proposed method assumes that the units' failures are i.i.d. with CDF as in assumption (A2). In practice, the failure times of the system's units may not be i.i.d. 2) In using Bayesian analysis, this paper assumes that has an exponential distribution, and in (A2) corresponds to a Weibull distribution. These are only simplified cases. In practice, more complex circumstances need to be considered.
3) The model suggests that , which is commonly used. In fact, the relationships between covariates and environmental factors are not restricted to this form. If calculation is feasible, their relationships can be changed to accommodate any physical relationships. However, in the example illustrated in this paper, when physical relationships are considered, the values are too small to be calculated via an MCMC implantation tool, so the form adopted is still the one suggested above.
ACKNOWLEDGMENT
The author thanks three anonymous referees, and the associate editor for the constructive comments that further improved this paper.
