Abstract: Traditionally, sinusoidally perturbed extremum seeking (ES) schemes utilise a gradient descent adaptation law to update the mean control input toward the optimising set point. The tuneable gain, k, in this adaptation law must be chosen sufficiently small to guarantee convergence but as large as possible to ensure fast convergence. However, previous analyses are unable to explicitly provide the upper bound on k guaranteeing convergence. Here, an observer based ES approach is used within a particular ES framework for a static plant. Deviating from the classical sinusoidally perturbed ES approach, specific plant information is assumed to be available and this results in an analytical estimate of the upper bound on k for non-local stability. The conservativeness of this estimate is investigated in simulations.
INTRODUCTION
Extremum seeking (ES) is a non-model-based online optimal control approach used to regulate a system to an extremum of an unknown nonlinear input-output map under steady state conditions. It achieves this by dynamically searching for the optimising input using only measurements of the output. Krstic and Wang (2000) provided the first local stability proof for an ES scheme acting on a general non-linear plant. This popular approach to ES utilises a sinusoidal dither signal, added to a mean control component, to persistently excite the plant. The product of the plant output and the dither signal is, on average, proportional to the gradient of the input-output map and this is used by a gradient descent / ascent law to update the mean control component toward the optimal input. Other approaches to ES differ in methods to extract the gradient estimate of the input-output map, in the adaptation law or model information used (Banavar et al., 2001; Guay and Zhang, 2003; Korovin and Utkin, 1974; Manzie and Krstic, 2009; Moase et al., 2010; Teel and Popovic, 2001 ).
In sinusoidally perturbed ES, the gradient descent adaptation contains a tunable gain, usually denoted k. For a given dither signal, k must be chosen sufficiently small to guarantee convergence of the ES scheme. Conversely, it is desirable to choose k as large as possible to achieve the fastest possible convergence rate. In general, for sinusoidal perturbation ES schemes where minimal plant information is assumed, the upper bound on the choice of k is not explicitly known. However additional information regarding the plant is often available but not used in those approaches. In this work some specific knowledge regarding the plant input-output map will be required This research was supported under the Australian Research Council's Discovery Projects funding scheme (Project DP0984577).
to quantitatively estimate the upper bound on k for the convergence of the ES scheme. This is a deviation from the traditional sinusoidally perturbed ES approach, however, there is a precedent for using partial system information in other online optimisation schemes, e.g. Shubert (1972) .
In addition to the further plant knowledge assumed, a particular ES framework and ES method is used. Observerbased ES is a subclass of sinusoidally perturbed ES schemes which uses an observer to estimate the gradient of the input-output map (Banaszuk et al., 2004; Moase et al., 2010) . The advantage of this ES method is that a Lyapunov stability analysis of an observer-based ES scheme can be directly applied to the closed-loop system. This is in contrast to the averaging and singular perturbation approach used in the analysis of the traditional sinusoidally perturbed ES schemes (Krstic and Wang, 2000; Tan et al., 2006) . Using a similar approach to Moase et al. (2010) , the analysis presented in this paper will derive an explicit (albeit conservative) estimate of the upper bound for k in order to achieve non-local stability of a static continuously differentiable input-output map satisfying appropriate conditions.
EXTREMUM SEEKING SCHEME AND PROBLEM FORMULATION
Consider a plant that is a static single-input-single-output (SISO) nonlinear mapping,
where f : R → R, θ is the control input, y is the output and both θ and y are measurable. In addition, let the following assumption hold: Assumption 1. There exists θ * ∈ R and a domain D θ ⊂ R containing the origin such that for all ζ ∈ D θ : f (θ * + ζ) is continuously differentiable and sgn (f (ζ + θ * )) = sgn (ζ). Fig. 1 . Schematic of SISO observer-based ES for a static input-output map.
Assumption 1 ensures that θ = θ * is a unique minimiser of f (θ) in the domain D θ . Assuming that θ * is a minimising input is without loss of generality. The requirement for f (θ) to be C 1 is less restrictive than the plant assumptions used in the stability analysis of observer-based ES by Moase et al. (2010) and the stability analyses by Krstic and Wang (2000) and Tan et al. (2006) for a different class of sinusoidally perturbed ES schemes.
The objective is to regulate the plant output to its minimum by driving θ(t) → θ * without precise knowledge about f or θ * . To find the optimising control input, consider an observer-based ES scheme, shown in Figure 1 , introduced by Banaszuk et al. (2004) . The input to the plant is the superposition of the current mean control component, θ m , and a sinusoidal dither signal used to persistently excite the plant:
where; y (·) = dy/dθ; (·) m is a quantity evaluated at θ = θ m ; and the notation (·) denotes an estimate. The gradient estimate at θ = θ m is obtained from tracking the output with a state-space observer. To construct the observer, consider a Taylor series expansion of y about
where h(θ m , a, t) is O(a 2 ) by Taylor's Theorem. By treating h(θ m , a, t) as an output disturbance and introducing the following states:
the output can be written as
An approximation of y is found from an observer given bŷ
where L ∈ R 3 is the observer gain vector. The gradient estimate can be obtained from the observer by finding
By introducing the change of coordinates;x =x − x;θ = θ m − θ * ; and σ = ωt; subtracting (6) from (7) and using (8) the closed-loop dynamics of the ES scheme can be expressed aṡ
where for any function γ(t), the notationγ denotes dγ dσ . Note that the matrix A x can be readily made Hurwitz by the suitable design of L. For subsequent analysis it will be assumed that: Assumption 2. A x is Hurwitz.
Assumption 2 implies there exists a symmetric, positive definite matrix P, which satisfies the Lyapunov equation
Define λ max and λ min to be the maximum and minimum eigenvalues of the matrix P respectively.
Now consider the following sets:
• β θ ⊂ D θ is compact and contains the origin in its interior.
• Ω θ ⊂ int(β θ ) is compact and contains the origin in its interior.
This paper is concerned with tuning the closed-loop system (9), in particular, how to tune k for a given a and ω such that, whenever (θ,x) starts in the set Ω = Ω θ × φ x ,θ(t) stays within β θ for all t and converges to a small neighbourhood of the origin as t → ∞. From (9), when k is sufficiently small,x(t) quickly settles to a small neighbourhood of the origin andθ(t) is progressed slowly according to a gradient descent rule. Increasing k results in faster adaptation ofθ(t), but also increases the interaction of thex andθ subsystems. For sufficiently large k, it is not possible to guarantee thatθ(t) will remain within β θ . The main result of this paper quantitatively estimates the upper bound of k, denoted k * , such that theθ(t) andx(t) trajectories behave as discussed above.
To present the main result a further assumption must be made. First, let ∂β θ and ∂Ω θ denote the boundary of the sets β θ and Ω θ respectively. Then let d = min
and let a ∈ (0, a * ], where a * < d. Let the following functions be defined for allθ ∈ D θ :
Then assume the following:
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Assumption 3. For all a ∈ (0, a * ] and for some R ∈ (0, 1), there exists a V θ (·) : β θ → R ≥0 that is continuous, positive definite and quasiconvex, and there exists a ρ θ (a) : R ≥0 → R ≥0 such that:
• if V θ (θ) < ρ θ (a), then:
where |y m | max = max
|y m | and κ ≥ 1
• and miñ
Remark 1. Assumption 3 is restrictive since it requires the knowledge of y m and h(θ m , a, t). However, partial system information has been used in other online optimisation schemes (Shubert, 1972) . In any case, explicitly satisfying this assumption is only necessary for the main result which estimates k * . If the required plant knowledge is not known then a weaker result, which ensuresθ(t) converges to a neighbourhood of the origin andθ(t) ∈ β θ for all t, will be given for sufficiently small k. This type of tuning scheme is common of ES analyses (Krstic and Wang, 2000; Moase et al., 2010; Tan et al., 2006) .
MAIN RESULTS
The main result can now be stated. Theorem 1. Consider the closed-loop system (9). If Assumptions 1 -3 hold, and if k ∈ (0, k * ), where,
and
then for all (θ(0),x(0)) ∈ Ω,θ(t) is guaranteed to stay in β θ for all t. Furthermore, as t → ∞, (θ(t),x(t)) converge to a neighbourhood about the origin where lim sup
Proof. To conclude that the solution trajectories of the closed-loop system stay in β θ and converge to a neighbourhood of the origin, a Lyapunov-like approach based on Lemma 4.3 of Slotine and Li (1991) will be used. To begin, consider a Lyapunov candidate function given by
on the domain (θ,x) ∈ β θ × R 3 and where
is a positive definite function. It is clear that the contours of V are continuous over four regions in the V x − V θ plane. The condition,V ≤ 0, will be enforced along the solution trajectories of the closed-loop system. In order to do this, four cases are considered dpending on the region of the V x − V θ plane to which the trajectories correspond. The four cases are presented below but first it is useful to establish upper bounds onV x (x) and ±V θ (θ). Differentiating (22) and substituting in (9) giveṡ
Introducing the following inequalities:
into (23) giveṡ
Differentiating V θ (θ) and substituting in (9) gives
Note that sgn(V θ ) = sgn(y m ) comes from Assumption 1 and |C x| ≤ x by the Cauchy-Schwarz inequality, then
Now, consider the following cases:
and V θ (θ) ≤ ρ θ (a) This is a trivial case where V = 0, henceV = 0 and all (θ(t),x(t)) trajectories starting in this region will remain in this region for all t ∈ R. Therefore define this region to be the set α = {(θ,x) ∈ β : V x (x) ≤ a 2 ρx(θ) R and V θ (θ) ≤ ρ θ (a)} which contains the origin.
and V θ (θ) > ρ θ (a) In this case, differentiating (21) and substituting in (11), (24) and (26) giveṡ
where
Note that
Adding and subtracting R 2λmax
x on the right-hand side of (27) gives:V ≤ −µ x,R x − kaµ θ |y m | + µ h , where
From (14) of Assumption 3 we know that µ θ > 0. µ h < 0 since Lh(θ m , a, t) < L |h(θ m , a, t)| < 1 2λmax ρ x (θ)a 2 by (10) and (11). Consider (28), if k is chosen such that
R . Since µ x , µ θ , and µ h are all strictly positive coefficients thenV < 0 in this region. Since
R , which holds by (13) of Assumption 3. ThenV < 0 in this region.
and V θ (θ) ≤ ρ θ (a) In this case, differentiating (21), substituting in (11), (24) and (26), then adding and subtracting R 2λmax
x on the right-hand side giveṡ
where µ h is defined by (29) . By the same argument in case
R . Cases 1 -4 show that there exists a k * given by (17) such that if k ∈ (0, k * ) thenV ≤ 0. Now, consider (16) As discussed in Remark 1, it may not be possible to explicitly satisfy Assumption 3, however, the following corollary will show that when k is chosen sufficiently small it is still possible to guarantee thatθ(t) converges to an O(a) neighbourhood of the origin andθ(t) ∈ β θ for all t. Assuming k is sufficiently small is a typical result in ES analyses (Krstic and Wang, 2000; Moase et al., 2010; Tan et al., 2006) . However, in this analysis O(a) convergence ofθ is achieved when the plant is C 1 . In contrast, Moase et al. (2010) achieved O(a 2 ) convergence ofθ by using a higher order observer which accounted for O(a 2 ) affects in the output. However this required the plant to be C 2 . Krstic and Wang (2000) achieved O(a 2 ) convergence for a different sinusoidally perturbed ES scheme, by requiring the plant to be C 2 .
Corollary 2. If Assumptions 1 and 2 hold, then for all (θ(0),x(0)) ∈ Ω there exists an a * and k * such that if a ∈ (0, a * ) and k ∈ (0, k * ) thenθ(t) is guaranteed to stay in β θ for all t. Furthermore as t → ∞, (θ(t),x(t)) converge to a neighbourhood about the origin given by (20).
The plant map to be considered for use in the closed-loop system (9) is given by:
This leads to
This map satisfies Assumption 1 in the region D θ = R. The observer gain L will be chosen later in order to satisfy Assumption 2.
Let β θ be a ball of radius |θ| max , where |θ| max > 0, and let Ω θ be a ball of radius |θ(0)| max where |θ(0)| max < |θ| max . The design variables φ x , η(θ), ρ x (θ), g(θ, a), V θ and ρ θ will be chosen in the following subsection to set the observer initial conditions as discussed above and satisfy Assumption 3 hence Theorem 1.
Determination of k *
In order to apply Theorem 1, it is sufficient to show that there exists a V θ (·) and a ρ θ (a) that satisfy Assumption 3. Let V θ (·) be defined as
Since V θ is a quadratic function it is continuous, positive definite, and quasiconvex. Now rearrange (4) for h(θ m , a, t) and substitute in (33), (34), y m and y m which gives
Substituting (36) into (10) gives
Therefore ρ x (θ) follows by substituting (36) into (11): 
Now consider Assumption 3 where
Noting that |V θ (θ)| = y * |θ|(1 + N ) and using (39) then (14) holds if
Therefore (40) and (41) are satisfied while keeping |θ| small in the region where
Now substitute y m and (38) into (13): (41) above. Hence (13) and (14) of Assumption 3 hold.
Consider (15) where V θ (θ) < ρ θ (a). This is the reverse of the conditions above and given that y m and V θ are symmetric, then
Therefore given that |y m | = y * |θ|, then
Hence (15) is satisfied with κ = 1.
To setx(0) as discussed above, consider (16) such that
So r is chosen such that (44) holds. Substituting (21), (22), (35), and (38) into (44) and rearranging gives
Thereforex(0) must satisfy (45). To choosex(0) consider that at t = 0ŷ
Then choosing
will give an initial gradient estimate with the wrong sign and the magnitude ofx 3 (0) can be chosen as large as allowed by (45). Thesex initial conditions will initially attempt to pushθ away from the origin.
Since V θ and ρ θ (a), defined by (35) and (42) respectively, satisfy Assumption 3 then Theorem 1 holds. Substituting |V θ | and (39) into (18) and (19) and noting that these are increasing functions with respect to |θ| gives:
Then k * is given by substituting k 1 and k 2 into (17).
Comparison of k * and k * s
To compare k * and k * s consider the plant (33) where y * = 1 and θ * = 0. Let β θ be defined by |θ| max = 10. |θ(0)| max was allowed to vary and the correspondingx(0) were found by satisfying (47) and (45).
It can be seen from (48) and (49) that the magnitude of k * depends on the choice of R, a * and L. In general the choice of a * and L will be governed by the application at 
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hand. In this case, the observer gain vector was chosen to be
which satisfies Assumption 2. The dither amplitude a * was varied, and R was chosen to obtain the largest k * for each a * . Equation (43) determines the minimum allowable value of R for each a * and the value of R that maximises k * can be obtained by plotting (17) as a function of R. Since k * s /k * increases for a < a * only results using a * will be presented. Table 1 provides simulation results for the case when |θ(0)| max = 9. It is apparent for small a * that a reasonable approximation of k * s can be made using Theorem 1. As a * increases, k * decreases and k * s increases and the estimate of k * becomes more conservative. This highlights that the utility of Theorem 1 may be greater at small dither amplitudes, however, since convergence speed is proportional to both k * and a * , this would imply that there is a trade-off in selecting a * and applying Theorem 1. Figure 2 graphically shows the effect of a * on k * s /k * not only for |θ(0)| max = 9, but also for |θ(0)| max = 9.9 and |θ(0)| max = 5. It is clear that the trend discussed above for |θ(0)| max = 9 is repeated in the other two cases. Furthermore, it can be seen that, for a fixed value of a * /d, where in this case d = |θ| max − |θ(0)| max , decreasing d reduces the conservativeness of Theorem 1. For |θ(0)| max = 5, the conservativeness can be less than 4, whereas for |θ(0)| max = 9 and 9.9, the conservativeness can be less than 3.
FURTHER WORK
In further work, this analytical tuning approach for observer-based ES could be extended to partially known plants by relaxing Assumption 3 to use bounds on the plant gradient, y m , and the output disturbance h(θ m , a, t). In addition, it would be useful to extend the scheme to incorporate plant dynamics and multi-input plants.
These suggested extensions may increase the usability of the results presented here, but will likely lead to more conservative gain estimation in practice. 
