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We have used molecular dynamics simulations for a comprehensive study of phase separation in
a two-dimensional single component off-lattice model where particles interact through the Lennard-
Jones potential. Via state-of-the-art methods we have analyzed simulation data on structure, growth
and aging for nonequilibrium evolutions in the model. These data were obtained following quenches
of well-equilibrated homogeneous configurations, with density close to the critical value, to various
temperatures inside the miscibility gap, having vapor-“liquid” as well as vapor-“solid” coexistence.
For the vapor-liquid phase separation we observe that ℓ, the average domain length, grows with time
(t) as t1/2, a behavior that has connection with hydrodynamics. At low enough temperature, a sharp
crossover of this time dependence to a much slower, temperature dependent, growth is identified
within the time scale of our simulations, implying “solid”-like final state of the high density phase.
This crossover is, interestingly, accompanied by strong differences in domain morphology and other
structural aspects between the two situations. For aging, we have presented results for the order-
parameter autocorrelation function. This quantity exhibits data-collapse with respect to ℓ/ℓw, ℓ and
ℓw being the average domain lengths at times t and tw (≤ t), respectively, the latter being the age
of a system. Corresponding scaling function follows a power-law decay: ∼ (ℓ/ℓw)
−λ, for t ≫ tw.
The decay exponent λ, for the vapor-liquid case, is accurately estimated via the application of an
advanced finite-size scaling method. The obtained value is observed to satisfy a bound.
I. INTRODUCTION
In addition to having importance from the basic sci-
entific point of view [1–23], understanding of kinetics of
phase transition is of immense relevance in the industrial
context [24–26], having useful applications in designing
of new materials and devices. A transition from a single
phase homogeneous configuration to a multi-phase coex-
isting situation occurs via the formation and growth of
domains of like particles [1–4]. Depending upon compo-
sition or overall density within the systems, various types
of domain pattern can emerge during the evolution to the
new equilibrium [4–6, 17, 21, 22, 27]. When a system, say,
for a vapor-liquid transition, is quenched inside the mis-
cibility gap, with overall (particle) density (ρ) close to
ρc, the latter being the critical density, phase separation
proceeds via spinodal decomposition [1, 4, 27, 28]. In this
case, the morphology consists of interconnected, perco-
lating domains. For an off-critical quench, with ρ ≪ ρc
or ρ ≫ ρc, on the other hand, the phase separation oc-
curs via nucleation and growth of disconnected droplets
[5, 6, 17, 21, 29] or bubbles [30–32].
The domain patterns are typically characterized via
the two-point equal time order-parameter correlation
function, C(r, t), defined as [1, 4] (r = |~r|)
C(r, t) = 〈φ(~0, t)φ(~r, t)〉 − 〈φ(~0, t)〉〈φ(~r, t)〉, (1)
where φ(~r, t) is an appropriately chosen space (~r) and
time (t)-dependent order parameter. Here the angular
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brackets represent statistical averaging, that may include
simulation runs over independent initial configurations.
The evolving patterns during phase transitions are typ-
ically self-similar in nature [1, 4]. As a consequence,
C(r, t) and its Fourier transformation, S(k, t) (k being
the wave vector), the structure factor, typically follow
the simple scaling rules [1, 4]
C(r, t) ≡ C˜(r/ℓ),
and
S(k, t) ≡ ℓ−dS˜(kℓ). (2)
Here d is the space dimensionality and ℓ is the average
domain length, whereas C˜(x) and S˜(y) are two time-
independent master functions. Such scaling forms point
to the possibility of power-law growths of ℓ(t) [1, 4, 6],
viz.,
ℓ(t) ∼ tα, (3)
α being referred to as the growth exponent.
Another important aspect associated with nonequi-
librium dynamics is the aging phenomena [28, 33–35].
This sub-topic of phase transition is relatively less under-
stood. For aging related studies, typically one considers
the two-time order-parameter correlation function [34],
Cag(t, tw), defined as
Cag(t, tw) = 〈φ(~r, t)φ(~r, tw)〉 − 〈φ(~r, t)〉〈φ(~r, tw)〉, (4)
where t is the observation time and tw (≤ t) is the waiting
time or the age of the system. Cag(t, tw) should decay
to zero [4, 34, 36] for t ≫ tw. In equilibrium, the de-
cay obeys time-translation-invariance [36], i.e., there is
2overlap of data from different tw when plotted versus the
translated time [36] t − tw. However, the situation is
different in evolving out-of-equilibrium systems. In this
case, aging can be observed [34] because of the slower
decay of Cag(t, tw) with the increase of tw.
In simple nonequilibrium situations Cag(t, tw) exhibits
scaling with respect to ℓ/ℓw as [28, 33–35, 37]
Cag(t, tw) ∼ (ℓ/ℓw)
−λ, (5)
where ℓ and ℓw are the average domain lengths at times
t and tw, respectively. Fisher and Huse (FH) [34], in the
context of spin glasses, put bounds on λ as
d
2
≤ λ ≤ d. (6)
For usual ferromagnetic ordering [33, 38–40], i.e.,
typically in systems exhibiting nonconserved order-
parameter dynamics, the exponent λ satisfies both the
bounds of FH [33], in various space dimensions. However,
for conserved order-parameter dynamics, these bounds
appear inaccurate [28, 39]. Later Yeung, Rao and Desai
(YRD) proposed a more general lower bound [39] for λ,
viz.,
λ ≥
β + d
2
. (7)
This is expected to be valid for both conserved and non-
conserved order-parameter dynamics. Here, β is related
to the small k power-law behavior of the structure factor
[40], viz., S(k, t) ∼ kβ. For standard Ising-like ferromag-
netic ordering [33, 39, 40] β = 0. Thus, the YRD bound
coincides with the lower bound of FH. For conserved dy-
namics, on the other hand, non-zero values of β make the
YRD bound different from the FH lower bound [39].
The value of α depends upon various features [1, 4, 6,
16, 17, 21, 27–29], e.g., conservation of order parameter,
space dimensionality, number of components of the order
parameter, range of interaction among the particles, etc.
In the case of phase separation in solid mixtures [1, 4],
there exists a reasonably unique value, viz., α = 1/3,
referred to as the Lifshitz-Slyozov exponent [1, 4, 41],
implying that α is rather insensitive to the choice of sys-
tem dimension and composition. In contrast, the process
in fluids is much more complex, due to the presence of
hydrodynamics [42]. There, for critical composition or
density, ℓ(t) cannot be described by a single growth law
[1, 4, 27]. The exponents are strongly dependent upon
the proximity of the final state point to the coexistence
curve [6, 17, 21, 27, 29]. In fluids, α shows strong de-
pendence on the space dimensionality as well [43]. The
situation with λ is even more complex and largely unex-
plored. Despite being an important aspect, we observe
that aging is very poorly understood, except for a few
simple situations.
In d = 3, understanding of kinetics, including aging, in
single- as well as in multi-component systems is relatively
more satisfactory, as far as the effects of hydrodynamics
are concerned [1, 4, 17, 27]. This is more true for critical
quenches of the systems from a high temperature ho-
mogeneous state to temperatures above the triple point
[17, 27]. In d = 2 the status is not even as clean, particu-
larly for off-lattice models. With respect to the effects of
hydrodynamics [42], in this dimension, there is no gen-
eral consensus [43–50]. While there exists few studies
of hydrodynamic domain growth in off-lattice models, in
d = 2, these are primarily for binary mixtures. More
importantly, aging for two dimensional off-lattice models
with hydrodynamics, to the best of our knowledge, has
never been studied before.
With the objective of understanding hydrodynamic ef-
fects on various aspects of kinetics of phase separation in
d = 2, we consider a generic off-lattice model in this
paper and perform molecular dynamics (MD) simula-
tions. The systems are quenched from a high tempera-
ture (T ≫ Tc) homogeneous state to different sub-critical
temperatures, keeping ρ close to ρc. For a higher temper-
ature quench, we observe that the domain growth occurs
following a power-law: ℓ ∼ t1/2. For lower temperatures,
on the other hand, a two-step growth is observed: at
early time ℓ(t) increases by following the same power law
as the one at high temperature and then at very late time
a slower growth of ℓ(t) is identified. This crossover is due
to the fact that the high-density phase becomes “solid”-
like, at late time, for low enough temperature, for which
hydrodynamic effects are inconsequential. Interestingly,
this crossover, at least for the lowest considered tem-
perature, is connected to an unexpected change in the
morphological aspect. This is an important observation
coming as a by-product. In addition, we have quantified
the scaling behavior for aging at high temperature. In
connection with the latter, results are also presented on
the validity of the YRD bound. These are obtained via
the application of an advanced finite-size scaling tech-
nique [21, 35, 38]. The role of structure on the overall
dynamics has been discussed following the calculations
of relevant morphological quantities.
The rest of the paper is organized as follows. Section
II describes the model and basic methods. In section III
we have presented the results, alongside the description
of the nonequilibrium scaling method. Finally, the paper
has been concluded, with a brief summary, in section IV.
II. MODEL AND METHODS
We consider a model where the interaction between
a pair of particles, a distance r apart, is decided by
the truncated, shifted and force-corrected Lennard-Jones
(LJ) potential [51]:
V (r) = U(r) − U(rc)− (r − rc)
dU
dr
∣∣∣
r=rc
; for r ≤ rc,
= 0; for r > rc. (8)
Here U(r)
(
= 4ε
[
(σ/r)
12
− (σ/r)
6
])
is the standard LJ
potential [51, 52] and rc (= 2.5σ) is the cut-off distance,
3with ε and σ being, respectively, the strength of the po-
tential and the effective diameter of the particles. In our
simulations, we set both σ and ε to unity.
We have performed MD simulations in constant NVT
ensemble [51, 52], by controlling the temperature of
the system via a hydrodynamics preserving Nose´-Hoover
thermostat [52, 53]. We have used square boxes with
edge length L = 1024. Periodic boundary conditions are
applied along both x- and y- directions. We set the in-
tegration time step for the MD equations at the value
∆t = 0.005τ , τ (=
√
mσ2/kBT ) being the LJ unit of
time. Here m is the mass of a LJ particle and kB is the
Boltzmann constant, both being set to unity, for the sake
of convenience.
Initial configurations have been prepared by using ran-
dom positions and velocities of the particles, mimicking
T ≫ Tc situation, with overall particle density ρ = 0.35.
These are quenched to different sub-critical temperatures
(T < Tc), where there exists coexistence of vapor phase
with “liquid” or “solid”-like phases. Note that the val-
ues of Tc and ρc for this model are ≃ 0.41 and ≃ 0.37,
respectively [21].
For the calculation of C(r, t), S(k, t) and Cag(t, tw),
we map our 2D off-lattice configurations to square lat-
tices by assigning the value +1 to a site around which
the particle density is higher than an assigned number
and −1 otherwise [27, 29]. We have calculated ℓ as the
distance at which C(r, t) crosses zero for the first time.
We have obtained ℓ also from the first moment of the
domain size distribution function [16, 27], P (ℓi, t), viz.,
ℓ =
∫
ℓiP (ℓi, t)dℓi, (9)
where ℓi is the distance between two successive interfaces
along any direction, at a given time t.
For the above mentioned calculations we have used the
pure domain morphology, i.e., thermal noise from each
of the configurations was removed via a renormalization
procedure [16, 27]. The qualitative behavior of ℓ obtained
from both the described methods are very similar. Thus,
throughout the paper we have used the numbers from Eq.
(9). The noise removal procedure was not applied for the
calculation of Cag(t, tw). This is by considering that the
behavior of the latter may depend on the microscopic
details of the systems.
III. RESULTS
A. Quench to a High temperature
Figure 1 shows a set of evolution snapshots taken dur-
ing the vapor-“liquid” phase separation in the considered
Lennard-Jones model. The system is quenched from a
high temperature (T >> Tc) homogeneous state to the
temperature T = 0.375. Formation and growth of do-
mains, comprising of regions of high and low densities of
particles, can easily be recognized.
FIG. 1. Snapshots during the evolution of the two-
dimensional Lennard-Jones system, following a quench of a
high temperature (T ≫ Tc) homogeneous configuration to the
temperature T = 0.375 (< Tc), with overall particle density
ρ = 0.35. The dots represent the locations of the particles.
In Fig. 2, we show the plot of ℓ, as a function of
time, on a log-log scale. It appears that there exists a
power-law behavior, at least at late time. This may as
well be true for the early time data. Considering that
there exists a nonzero initial length, ℓ0, we can write
ℓ(t) = ℓ0 +At
α, (10)
where A is an amplitude. Note that ℓ0 is analogous to
the background contributions in the context of critical
phenomena [54–56]. The consistency of the late time
data, in Fig. 2, with the solid line indicates α ≃ 1/2.
This is in agreement with a previous observation for a
2D phase separating fluid in presence of hydrodynamics
[44]. However, the presence of ℓ0, even if the latter is of
the order of unity, may lead to improper conclusion, if it
is drawn by observing the appearance of a data set on a
double-log scale. For arriving at a better conclusion on
the value of α, there has been a practice of computing
the instantaneous growth exponent [16, 57, 58], αi =
d ln ℓ/d ln t. The plot of αi, as a function of 1/ℓ, for the
present case, is shown in the inset of the Fig. 2. The data
exhibit linear behavior and corresponding extrapolation
to the limit ℓ = ∞ is indeed consistent with α = 1/2.
This plot also states that this exponent is realized from
very early time. This is because, for the form in Eq. (10),
one expects [16, 58]
αi = α
[
1−
ℓ0
ℓ
]
. (11)
Thus, the early time deviation, that is observed on the
double-log scale, is an artefact of the nonzero value of ℓ0.
For proper validation of the above discussion one requires
the slope in the inset to match with −αℓ0, the former
being ≃ −0.8, as can be clearly judged from the plot.
Here note that we have ℓ0 ≃ 2.2. The small deviation
of the slope, that may exist, from −αℓ0, can be due to
the fact that at very early time there is expected to be a
diffusive growth with α = 1/3, however brief the period
may be. In absence of the above analysis one would have
easily identified a crossover time between α = 1/3 and
1/2 as ≃ 100.
To characterize the domain morphology, we calculated
C(r, t). In Fig.3 we have shown plots of C(r, t) from
4FIG. 2. Average domain length, ℓ(t), is plotted as a func-
tion of time. The solid line corresponds to a power-law with
exponent 1/2. The inset shows the plot of αi, an instanta-
neous exponent, versus 1/ℓ. The arrow-headed line there is a
linear guide to the eyes. These results are for coarsening at
T = 0.375.
multiple times that are mentioned in the figure. Nice
collapse of the data from different times, upon scaling of
the distance axis by ℓ, confirms the self-similarity of the
growing pattern. This firmly validates the quantitative
discussion of the growth picture above. The oscillatory
behavior of C(r, t) is expected for dynamics for which the
system integrated order parameter remains conserved [4].
FIG. 3. Plots of the two-point equal time correlation function,
C(r, t), as a function of r/ℓ(t), for T = 0.375. Data from
several times are included.
In Fig. 4 we show the scaling plots of the structure
factor. There ℓ−dS(kℓ, t) is plotted versus kℓ. Again,
nice collapse of the data sets from different times conveys
the message that the growth is self-similar. In the small
k limit, the power-law enhancement of S(k, t) provides
β ≃ 2, whereas the large k behavior follows the Porod-
law [1, 4], S(k, t) ∼ k−3, a result of scattering from sharp
interfaces in d = 2 for scalar order parameter.
In Fig. 4 we have also presented data from the numer-
ical solution of the Cahn-Hillard (CH) equation [4, 28].
For the latter the set-up is made in such a way that the
dynamics mimics phase separation in solid binary mix-
tures with critical composition. Over a part in the small
k limit, the CH data are consistent with β ≃ 4. This
is in agreement with the prediction of Yeung [40] and is
different from the value obtained for the model that is of
our interest here. The tails of S(k, t) in both the cases,
however, are consistent with each other. Note that in
both the cases the phase separation is related to spin-
odal decomposition and the order-parameter is conserved
throughout the process. Nevertheless, discrepancy exists,
source of which may lie in the difference in the size effects
as well as in the composition of up and down spins. Rest
of the results are from the LJ model.
FIG. 4. Scaling plot of structure factor: ℓ−dS(k, t) is plotted
as a function of kℓ, on a log-log scale. Data from several times
are included. The dashed line corresponds to the scaling plot
for the 2D Cahn-Hilliard (CH) equation. The continuous lines
represent different power-law behavior of S(k, t) in various
limits or ranges of k. Results from MD simulations are for
T = 0.375, whereas the CH data correspond to T = 0.6Tc.
Next, we focus on the the aging dynamics. In Fig. 5
we have shown the scaling plots of Cag(t, tw), as a func-
tion of ℓ/ℓw. Good collapse of data is observed for smaller
abscissa values. There exist continuous bending in the
data sets. This is consistent with the results from d = 3
that were presented in Ref. [35]. The solid line repre-
sents the lower bound of YRD, corresponding to β = 2
5and d = 2. The bound is certainly satisfied but the ac-
tual value of λ seems to be much higher than it. It is
clear from the plot that for large values of ℓ/ℓw there is
lack of collapse and the data sets with higher values of tw
deviate from the mater curve earlier. This is due to the
finite-size effects [28]. The bending and the size effects
make it difficult to arrive at a conclusion on the value of
λ via simple-minded analysis.
To get an estimate of λ, it may be beneficial to calcu-
late the instantaneous exponent λi [28, 33, 34], defined
as
λi =
d ln[1/Cag(t, tw)]
d ln t
. (12)
A plot of λi, as a function of 1/x (x = ℓ/ℓw), is presented
in the inset of Fig. 5. The linear appearance of the finite-
size unaffected part of the data set there allows us to
write [33]:
λi = λ−
Ac
x
, (13)
where Ac is a positive constant. Combining Eqs. (12)
and (13), one obtains an empirical full form [33] for
Cag(t, tw):
Cag(t, tw) = Bx
−λ exp
(
−
Ac
x
)
, (14)
where B is another positive constant. Eq. (14) converges
to a power-law in the limit x→∞, being consistent with
the theory [34].
One straight-forward way to estimate λ is to extrap-
olate λi, following Eq. (13), to the limit 1/x → 0. The
arrow-headed solid line in the inset of Fig. 5 represents
such an exercise. The outcome of this exercise suggests
λ ≃ 4.8. For more concrete conclusion, below we adopt a
finite-size scaling (FSS) analysis [59, 60]. This is by con-
sidering that the analysis of Cag(t, tw) is always difficult
due to noisy nature of data, in addition to the presence
of bending and size effects.
In the FSS analysis, we introduce a scaling function
[28, 33] Y :
Y = Cag(t, tw)x
λ exp(Ac/x). (15)
This should be independent of the system size, requir-
ing the scaling variable y (= L/ℓ) to be a dimensionless
quantity [28, 33, 59, 60]. Thus, a master curve of Y ,
as a function of y, will result from the collapse of data
from different system sizes, for appropriate choices of the
parameters Ac and λ.
Performing simulations for different system sizes, a
standard practice for FSS analysis, is always computa-
tionally expensive. To reduce such effort we re-interpret
[35, 38] the method here in such a way that the FSS anal-
ysis can be performed by taking data, for same system
size, from different values of tw. This is because of the
fact that for different choices of tw, a system has different
effective lengths to grow for.
FIG. 5. Plots of the two-time order-parameter correlation
function, Cag(t, tw), as a function of ℓ/ℓw, for a few differ-
ent values of tw. The solid line represents a power-law with
exponent −2. The inset shows the plot of the instantaneous
exponent, λi, as a function of ℓw/ℓ. The arrow-headed line
there is a guide to the eyes. These results correspond to the
quench temperature T = 0.375.
We express Cag(t, tw) in terms of y as [35, 38]
Cag(t, tw) = B exp(−Acy/yw)
(
yw
y
)
−λ
, (16)
where yw = L/ℓw. Then, one can rewrite the scaling
function Y as [35, 38]
Y (y) = yλw exp(Acy/yw)Cag(t, tw), (17)
by absorbing yλ inside Y . In the thermodynamic limit,
i.e., for y → ∞ (ℓ ≪ L), Y is expected to have the
power-law behavior:
Y (y) ∼ yλ, (18)
which is consistent with the form of Cag(t, tw) in Eq.
(16).
In Fig. 6 we have plotted Y as a function of y, for
L = 1024, by including data from different choices of
tw. The best collapse is obtained for λ ≃ 4.5 and Ac ≃
2.0. There the solid line corresponds to a power-law with
an exponent 4.5, which is expectedly consistent with the
master curve. The deviation of the master curve from
the power-law behavior, at small values of y, is related to
the finite-size effects [35, 38]. This estimated value of λ
is close to the one obtained from the extrapolation of λi.
Note that both the values of λ satisfy the lower-bound of
YRD, which is 2 in this case (recall that we have β ≃ 2).
6FIG. 6. The scaling function, Y , is plotted versus the scaling
variable y. Data from a few different values of tw have been
used. The solid line represents a power-law corresponding to
λ = 4.5. These results are for T = 0.375.
B. Quench to a Low temperature
To investigate the effects of temperature on the kinet-
ics we have also quenched the systems to lower temper-
atures. In this subsection we primarily present results
from one of those, viz., T = 0.25, which is significantly
deep inside the miscibility gap. Results from other low
values of T will be briefly touched upon towards the end.
The evolution snapshots from different times, for a
representative run, are presented in Fig. 7. The appear-
ance of nearly percolating high-particle-density domains,
in the background of low density vapor phase, suggests
that phase separation is occurring via spinodal decom-
position. At early time, the domain morphology is simi-
lar to the one observed for the high temperature quench
(see Fig. 1). However, at late time the domains, for
the present temperature, are spaghetti-like (see the last
frame in Fig. 7). This, as we will see, is due to change in
the high density phase with the progress of time. Such a
change also alters the growth. Because of this, data for
any particular regime is not extended over very long pe-
riod for the chosen simulation run length. This prevents
us from meaningfully presenting results for the aging phe-
nomena at this temperature.
It is clear from Fig. 8, where we have shown ℓ ver-
sus t plots from two temperatures, viz., T = 0.25 and
0.375, that at early-time (t ≤ 100) the behavior of ℓ(t),
for T = 0.25, is very much consistent with the data for
high-temperature quench, i.e., with ℓ ∼ t1/2. However,
at late time, the behavior for T = 0.25 deviates, the sys-
tem exhibiting slower growth. To estimate the latter, we
have calculated αi, for t > 100. This quantity is plotted
as a function of 1/ℓ in the inset of Fig. 8. The extrapo-
lation of αi, in the limit ℓ → ∞, provides a value much
smaller than even 1/3. This observation is striking. The
value α = 1/3 is typically observed during phase separa-
tion in solid mixtures, where growth of domains occurs
via particle diffusion. This is well demonstrated via the
studies of Ising model [16, 57, 58]. For very low tempera-
ture quench, however, values much smaller than 1/3 were
also reported [61] for conserved Ising dynamics.
FIG. 7. Similar to Fig. 1. But here the snapshots are for
quenches to T = 0.25.
FIG. 8. Plots of ℓ(t) versus t for two different final temper-
atures, viz., T = 0.25 and 0.375. The solid lines correspond
to power-laws with exponents 1/2 and 1/3. The inset shows
the plot of the instantaneous exponent, αi, as a function of
1/ℓ. Here we have shown only the late-time data for the lower
temperature quench.
In Fig. 9 results for C(r, t) are presented. We ob-
serve two separate scaling regimes. For comparison, in
the same graph we have also presented data from the high
temperature quench. We find that the early-time behav-
ior of C(r, t) at T = 0.25 nicely matches with the high
temperature data. However, at late time, for T = 0.25,
a crossover has happened in morphological feature also.
For low-temperature quench, in the beginning of phase
separation, the high density domains are in liquid phase.
Thus, the growth of ℓmainly occurs via the hydrodynam-
7ics mediated flow of materials through the interconnected
domains, which leads to the power-law ℓ ∼ t1/2. As the
temperature is very low, gradual ordering in particle ar-
rangement starts inside the domains, making the effects
of hydrodynamics less important at late time. When the
domains become “solid” like, the growth of ℓ(t) occurs
via the diffusion of particles, which is the growth mech-
anism in solid mixtures. This explains why the growth
is much slower. However, the asymptotic value appears
much smaller than even the usual picture for solid mix-
tures. Given that the exponent appears similar to what
is obtained for conserved Ising model for very low T , we
present results for α, in the late time regime, as a func-
tion of T , in Fig. 10. With the increase of T , clearly
the value of α is getting closer to 1/3. In Ising model,
however, the morphology does not depend upon T and
is similar to fluid phase separation. Interestingly, in the
present case the domain morphology is changing with
time as the high density phase is becoming “solid” like.
This turns out to be an interesting exception to the un-
derstanding that morphology does not depend upon the
kinetic mechanism [62].
To further characterize the late-time domain mor-
phology, we compute the structure factor. We show
ℓ−dS(k, t), as a function of kℓ, in the inset of Fig. 9, from
the late times, for T = 0.25. The scaling of the data from
different times indicate the self-similarity of the late-time
domains. In the small k limit, flat plateau in S(k, t) pro-
vides β = 0, which is different from the high-temperature
quench where we found a power-law enhancement with
β ≃ 2. This observation invites fresh studies of phase
separation in solid mixtures via off-lattice models like
the one considered here. However, in the large k limit
S(k, t) follows the Porod-law quite well.
Finally, in Fig. 11 we have shown parts of domains
of high density phase and corresponding structure fac-
tors (read caption for definition), S(k, t), from the early
as well as late times, for growth at T = 0.25. At early
time, the arrangement of the particles confirms that the
domains are more “liquid”-like, which gives rise to broad
peaks in S(k). On the other hand, at late time, nice
hexagonal arrangement of the particles provides the ev-
idence of “solid”-like feature, over intermediate range,
which is supported by the sharp peaks in S(k, t). Note
that this structure factor was calculated by using the off-
lattice configurations.
IV. SUMMARY
We have studied domain growth and aging during
phase separation in a model two-dimensional system
where the particles interact via the Lennard-Jones po-
tential [51, 52]. We have performed molecular dynamics
simulations by using the Nose´-Hoover thermostat that
preserves hydrodynamics [51, 53]. For high-temperature
quench, we have observed that the average domain size, ℓ,
grows by following a power-law ℓ ∼ t1/2, that is related
FIG. 9. Plots of C(r, t) as a function of r/ℓ(t), for two con-
sidered final temperatures. Data from multiple times, for
each of the temperatures, have been presented. Inset shows
ℓ−dS(k, t) versus kℓ plots, on a log-log scale. The solid lines
represent power-laws. Here we have shown only late time
results for T = 0.25.
FIG. 10. Post-crossover regime α is plotted as a function of
temperature.
to the hydrodynamic effects. For the low-temperature
quenches, at early time, i.e., the time until the domains
are in liquid phase, the growth of ℓ occurs by following
the same power-law as the high temperature one. How-
ever, at late time the growth of ℓ(t) drastically deviates
from the t1/2 behavior and exhibits a slower growth. For
very low temperature this exponent is much smaller than
even the Lifshitz-Slyozov value [41]. Slower growth of
8FIG. 11. (a) and (b) show enlarged snapshots from two dif-
ferent times for a quench to T = 0.25. Objective is to de-
pict the arrangement of the particles inside high density re-
gions at early and late times. (c) and (d) show the plots
of structure factor, S(k, t), versus k, for the snapshot por-
tions in (a) and (b), respectively. These structure factors,
S(k, t) =
∑
i,j
ei
~k·~rij , ~rij = ~ri − ~rj ; ~ri and ~rj being the posi-
tions of the ith and jth particles, were computed by using the
off-lattice configurations.
ℓ(t) occurs due to the late time “solid”-like feature of
the high density domains, which invalidates the hydro-
dynamics mediated flow of materials through the inter-
connected regions. In this case, the growth of domains
primarily occurs via the diffusion of particles. But, a de-
viation from the Lifshitz-Slyozov like behavior is striking,
though there exist an Ising-like temperature dependence
of the exponent. This observation requires further atten-
tion. This is particularly because, change in growth rate
is accompanied by a change in domain morphology. This
is a strong exception to our general understanding that
pattern should be independent of kinetic mechanism.
For high temperature quench, the aging phenom-
ena [34] is also studied. For this purpose we have cal-
culated the two-time order-parameter correlation func-
tion [34], Cag(t, tw). We have shown that the scaling of
Cag(t, tw), with respect to x (= ℓ/ℓw), follows power-law
decay for large x, i.e., Cag(t, tw) ∼ (ℓ/ℓw)
−λ, where ℓ
and ℓw are the average domain lengths at times t and
tw, respectively. The aging exponent λ is estimated via
the application of an advanced finite-size scaling method
[28, 33, 35, 38]. The best data collapse provides λ ≃ 4.5.
This estimated value of λ satisfies a bound. The number,
interestingly, is also in agreement with that obtained for
the same model [35] in d = 3.
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