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1 Introduction
Les syste`mes d’e´quations re´sultent soit d’un sche´ma the´orique, soit d’une proce´dure de spe´cification
base´e sur des tests statistiques. Expost, ces mode`les sont soumis a` une batterie de tests de signficativite´ et
de spe´cificite´. L’e´tude de la causalite´ permet d’e´viter des corre´lations significatives, mais fallacieuses ; car
la corre´lation n’est pas toujours synonyme de cause.
L’approche de Wold [13] est base´e sur la causalite´ fonctionnelle, eu e´gard aux roˆles attribue´s aux va-
riables et aux e´quations. Elle conduit a` e´tablir des chaıˆnes causales. Elle est renforce´e par la loi causale
de´terministe de Zellner [15]. L’analyse de Simon [11] a propose´ la causalite´ structurale par le statut pri-
vile´gie´ des e´quations non stochastiques, qui spe´cifient les me´canismes ”re´els”.
La causalite´ au sens de Granger [5] et [6] mesure le contenu en information et pre´cise la pre´ce´dence
des e´ve´nements. Elle de´passe l’exoge´ne´ite´ au sens classique du terme en fondant par des tests a-priori le
caracte`re exoge`ne d’une variable. La Granger-causalite´ est critique´e par Zellner [15], car elle diffe`re de la
conception de la causalite´ largement re´pandue chez les e´conome`tres classiques. Elle ne fait intervenir que
les erreurs de pre´vision et donc le concept de causalite´ se confond avec celui de pre´dictabilite´. Or, les liens
de causalite´ ne sont pas ne´cessairement stables, d’ou` le besoin de manipuler lors des tests des relations plus
stables.
La causalite´ dynamique introduite par Sims [12] a suscite´ d’autres conceptions de la causalite´, comme
celles de Haugh [8] (Causalite´ et ARMA), de Hsiao [9] (Causalite´ fallacieuse) et de Lutkepohl [10] (Causalite´
des innovations)

. Hsiao semble eˆtre le premier a` introduire les relations de causalite´ indirecte et les concepts
de causalite´ fallacieuse ”spurious causality concepts”. Le concept de non-causalite´ de Lutkepohl est base´
sur le fait de savoir si les innovations d’une variable ont un effet sur une autre variable i.e. si les cœfficients
correspondants dans la repre´sentation MA sont nuls, et non sur le fait que si une variable donne´e peut aider
a` pre´dire une autre. Re´cemment, les causalite´s de court et de long terme [7] sont de´veloppe´es d’un point de
vue the´orique [2].
L’application de la proce´dure de la G-causalite´ permet de de´terminer le sche´ma fonctionnel d’un mode`le
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D’autres strate´gies de tests utilisent les formes terminales ou` chaque variable endoge`ne admet une repre´sentation ARMA univarie´e. Wallis pro-
pose des me´thodes d’estimation simultane´e des e´quations sous formes terminales et une proce´dure de test de l’e´galite´ des polynoˆmes autore´gressifs
pour les diffe´rentes e´quations.
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e´conome´trique en pre´cisant les liens de causalite´ entre les variables. Le travail empirique porte sur un panel
sectoriel marocain sur la pe´riode 24353 67243398 . Son but est de fonder le sens de causalite´ entre le taux d’effort
a` l’investissement, le taux du de´ficit exte´rieur (taux d’endettement exte´ieur) et un indice de financement interne
afin d’e´tablir ainsi une spe´cification statistiquement argumente´e.
2 Concepts de la causalite´
2.1 Causalite´ au sens de Wold
La conception de la causalite´ chez Wold exprime la volonte´ de s’assurer de l’unicite´ du me´canisme
de transmission par lequel les modifications des variables pre´de´termine´es sont transmises aux variables
endoge`nes.
La variable : est cause de la variable ; si il est possible, en controˆlant : de controˆler indirectement ; .
Cette relation causale est asyme´trique. Wold [13] a postule´ dans diverses expe´rimentations l’existence d’une
relation entre une stimulation et sa re´ponse i.e. causalite´ de type <>=? (Generalized Stimulus-Response).
Soit une fonction de la demande directe @BADCFEHG IJLK ou` @ , G et K repre´sentent respectivement la quantite´
demande´e, son prix et le re´sidu de l’estimation. Si cette relation admet un inverse i.e. GMADCON

E	@IJQP ou`
PQARC
N

K , alors elle n’est pas parfaitement causale. La demande est donc une re´ponse a` une stimulation
par une variation du prix. Toutefois, tout de´pend de la manie`re selon laquelle sont lie´es les erreurs et les
variables du mode`le.
Cette analyse causale fait apparaıˆtre des contraintes formelles, qui permettent la spe´cification du mode`le
interpre´tables en termes de causes. Chaque e´quation du mode`le s’interpre`te ”causalement” inde´pendamment
des autres e´quations et correspond a` un comportement spe´cifique. D’ou`, la pertinence des mode`les re´cursifs
aptes a` de´crire clairement la succession des enchaıˆnements causaux.
Les arguments avance´s en faveur de la forme re´cursive peuvent eˆtre illustre´s par des proce´dures de tests
statistiques comme la Granger-causalite´.
2.2 Causalite´ au sens de Granger
Granger propose un crite`re de relation causale, qui repose sur l’e´tude des relations dynamiques entre des
se´ries temporelles [5] suppose´es stochastiques et stationnaires. Son sche´ma d’interpre´tation causale rele`ve
de l’asyme´trie temporelle entre la cause et l’effet i.e. de la succession temporelle de la cause a` l’effet. L’ana-
lyse causale est subordonne´e a` une certaine base statistique et cognitive eu e´gard a` l’information disponible
sur les se´ries.
Une variable est Granger-causale, si elle contient une information qui ame´liore la pre´diction d’une autre
variable. Le crite`re formel d’infe´rence causale est la valeur de la variance de l’erreur de pre´vision. Les
pre´dicteurs optimaux supposent que toutes les se´ries ont une distribution normale.
;S cause T*S lorsque l’information disponible UP permet d’ame´liorer la pre´diction de T par rapport a` la
pre´diction ne tenant pas compte de la variable ; :
;SV6,WXT*S si Y[ZE#T\/UP[I]LY[ZE#T\/UPB6^U;I
ou` _
Y
Z
E#T\H`I est la variance de KSﬃE#T\H`IAaT*S 6Mb[SﬃE#T\H`I , b[SﬃE#T\H`I est le pre´dicteur sans biais de T .
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_UP est l’ensemble de l’information disponible des valeurs passe´es de PS soit PS
Nc
avec dBAe2f+gf```hf+i .
_
UP - U; est l’ensemble des valeurs passe´es de PS - ;S , qui ne tient pas compte de l’information contenue
dans ; .
De meˆme, ;S cause instantane´ment T*S lorsque la valeur courante de T*S est mieux pre´dite si la valeur
pre´sente de ;S est incluse dans la pre´diction que si elle ne l’est pas :
;S6 WjT*S si Y[ZE#T\/UPfﬃkl I]LY[ZE	m[\nUo I
ou` kl correspond a` l’ensemble des valeurs pre´sentes et passe´es de ;S soit ;S
Nc
avec dOAqp9f2f+gf```hf+i .
2.3 Causalite´ au sens de Sims
Sims teste la causalite´ sur des variables stochastiques stationnaires [12]. Les valeurs courantes de ; sont
re´gresse´es sur les valeurs courantes, passe´es et futures de T . En effet, en conside´rant le processus bivarie´
suivant : rs
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ou` v E#wxIﬃfyE#wxIﬃfﬃE#wxI et ,E#wxI sont des polynoˆmes en l’ope´rateur de retard w [1] ; PS et {hS sont des processus
de bruit blanc mutuellement non-corre´le´s. Les innovations E	PSf{hSI peuvent eˆtre estime´es se´pare´ment par les
moindres carre´s a` partir d’un mode`le ARMA [8] de ; et T .
En posant yE#wxIAap et en supposant v E#wxI inversible, le test de Sims est re´alise´ avec le mode`le suivant :
;SAaE#wxIv
N

E#wxIT*S JM,E#wxI{hS
Le test joint de significativite´ des cœfficients associe´s aux valeurs futures de T de´terminera si ; cause T .
Si le test conclut que tous les cœfficients des termes futurs de T sont nuls et les termes des cœfficients des
valeurs T*S
Nc
sont non-nuls, alors T cause ; et que ; ne cause pas T . Si le test conclut que les cœfficients
pour les valeurs futures de T sont significativement diffe´rents de ze´ro, nous ne pourrions pas conclure que ;
ne cause pas T .
3 Causalite´ et syste`me d’e´quations interde´pendantes
3.1 Syste`mes interde´pendants
Un mode`le a` e´quations line´aires multiples correspond a` une relation entre un vecteur  et un vecteur 
tel que AqB7JOP . Ce mode`le de´crit les re´ponses de  au stimulus  au terme re´siduel pre`s P et exprime
une causalite´ globale a` la Zellner
Z
[14].
Avec le re´seau de causalite´s qui sous-tend les mode`les e´conome´triques, la structure probabiliste repose
sur la dichotomie entre les variables-causes et les variables-effets. Chaque ensemble de relations causales

Les mode`les interde´pendants sont globalement causaux et les mode`les a` chaıˆne causale explicite sont causaux dans le de´tail. Selon Zellner, il
peut y avoir une e´quivalence observationnelle entre les deux mode`les.
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correspond a` une e´quation de re´action de la forme structurelle du mode`le. Le test de Granger-causalite´
permet de fonder les relations fonctionnelles de plusieurs processus de comportement i.e. de spe´cifier la
forme structurelle ou re´cursive du mode`le. Cette proce´dure libe`re le mode`le des phe´nome`nes de multi-
coline´arite´, dont la pre´sence se traduit par des variances tre`s e´leve´es pour les estimateurs.
3.2 Mode`les de causalite´s
Soit un mode`le re´cursif dynamique exprime´ par une re´gression multiple de ;9 par rapport a` :h (variables
explicatives exoge`nes ou pre´de´termine´es). Il s’e´crit comme suit :

	
;

S
N

JŁ
/
;

S
Jz
	
T

S
JMP

S
Aqp
ou` 
est l’indice des individus,

Ae2f+gf```hfﬃ

est l’indice des e´quations du syste`me,

Ae2f+gf```hfﬃ

est l’indice des observations temporelles,  Ae2f+gf```4f .
On est en pre´sence d’un mode`le re´cursif dynamique avec plusieurs individus, que l’on peut nommer
“mode`le re´cursif dynamique a` double indice”. Le caracte`re re´cursif de ce syste`me est lie´ au fait que les
matrices des cœfficients relatifs aux variables endoge`ne et pre´de´termine´e sont triangulaires infe´rieures.
Cette hypothe`se conside`re que les facteurs non-identifie´s n’affectent pas ou tre`s faiblement de manie`re
simultane´e les divers comportements repre´sente´s par les e´quations structurelles. Cependant, elle est avanta-
geuse lorsqu’on y ajoute un panel d’individus.
Comme la variable endoge`ne pre´de´termine´e ;S
N
 est corre´le´e avec PS , l’estimation par la me´thode  des
moindres carre´s individuels applique´e sur chaque e´quation fournit des estimateurs non convergents.
La spe´cificite´ de ce mode`le tient a` l’interde´pendance  entre les individus, qui peut eˆtre repe´re´e par les
erreurs P et P*

pour
B
A . Une autre spe´cificite´ tient a` ce que le vecteur P 
S
est un processus vectoriel
auto-re´gressif d’ordre 2 . Dans le cas bi-individuel, la liaison se formalise a` travers les variables des meˆmes
e´quations P

 et P
Z
 , on a alors le sche´ma de double re´cursivite´ suivant :
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Ce sche´ma est a` comple´ter pour mettre en e´vidence le sens des causalite´s entre les variables endoge`nes
des syste`mes

par la G-causalite´. Il exhibe aussi le jeu de la double chaıˆne causale entre les deux syste`mes.
4 Test de la G-causalite´
 Granger-cause  si  aide dans la pre´diction de  , ou de fac¸on e´quivalente si les coefficients des
 retarde´es sont statistiquement significatives.

Pour les me´thodes d’estimation de´die´es a` ces mode`les et fournissant des estimateurs efficients aux parame`tres structurels, il faut se re´fe´rer au
Document de Travail sur les me´thodes d’estimation des mode`les re´cursifs dynamiques [3].
 
Cette interde´pendance s’exerce par le biais des variables de demande nette, d’investissement et de financement propre.
¡
La formulation ” ¢ cause £ ” n’implique pas ne´cessairement que £ est l’effet ou le re´sultat de ¢ .
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L’examen de la causalite´ entre  et  s’ope`re dans les deux sens i.e. de  vers  et de  vers  . Quatre
re´gressions ¤ sont e´tudie´es,et dont le nombre de retards de pre´diction est de´termine´ suivant les valeurs de la
statistique ¥ .
Soit ¦S§ARE	,Sf¨SI une se´rie temporelle bivarie´e. ¦S est suppose´e eˆtre stationnaire de second ordre, sa
repre´sentation autore´gressive est :
©
E#wxI¦SVAqPS avec
©
E#wxIxA ª
~

k 
©

w

©

Aq«
ou` les ©

sont des matrices re´elles carre´es d’ordre g . Il est suppose´ que le processus PSxARE	P  SfP
Z
SI est un
bruit blanc centre´ de matrice de variance-covariance ¬§­ , que le polynome de © E#:I a toutes ses racines de
module supe´rieur a` 2 . Le vecteur E	P  SfP
Z
SI correspond a` l’innovation du processus E	,Sf¨SI , avec la partition
approprie´e de © E#wxI , ce processus s’e´crit :
©

E#wxI,S J
©

Z
E#wxI¨SVAqP

S
©
Z

E#wxI,S J
©
ZZ
E#wxI¨SVAqP
Z
S
Si ©

Aa« , les estimateurs des cœfficients de © et des e´le´ments de ­ doivent eˆtre convergents. Les tests
de Student et Fisher sont utilise´s pour tester diffe´rentes hypothe`ses.
Pour examiner la causalite´, il suffit de tester la nullite´ cœfficients de © 
Z
et de ©
Z
 :
_
 ne cause pas  ssi © 
Z
Aqp et  ne cause pas  ssi ©
Z

Aqp
_
 et  ne se causent pas mutuellement ssi © 
Z
A
©
Z

Aqp . ®
Puisque la formulation du mode`le est base´e sur l’information passe´e, il est recommande´ de ne pas
utiliser peu de retards. La the´orie e´conomique ne pre´cise que tre`s rarement les de´calages temporels entre les
variables.
Si tous les coefficients des  retarde´es dans la seconde e´quation peuvent eˆtre conside´re´s comme nuls
(hypothe`se nulle), alors  ne Granger-cause pas  . De manie`re similaire, si les coefficients des  retarde´es
dans la quatrie`me e´quation sont nuls, alors  ne Granger-cause pas  . Le test de ces hypothe`ses se fait sur
la base des valeurs de la statistique ¥ .
L’autocorre´lation des erreurs P

S rend ces tests moins efficients et plus de´licats. Le test de causalite´ peut
s’effectuer a` partir du calcul des corre´lations entre les innovations, qui pose ge´ne´ralement des proble`mes
difficiles. Les mode`les ¯°?°±e¯ et les techniques qui en de´coulent peuvent aider a` lever cette contrainte.
La valeur de F-calcule´e est exacte pour un e´chantillon fini quand les termes de sa distribution sont
inde´pendants et normalement distribue´s. D’ou` la ne´cessite´ d’effectuer sur chaque se´rie le test de normalite´
de Jarque-Bera E243²pI . ³
´
£ sur les £ retarde´es, £ sur les £ retarde´es et les ¢ retarde´es, ¢ sur les ¢ retarde´es et ¢ sur les ¢ retarde´es et les £ retarde´es.
µ
Soient ¶· et ¸ﬃ· des bruits blancs inde´pendants et identiquement distribue´s, si elles pre´sentent une corre´lation instantane´e non nulle : il y a
causalite´ instantane´e, mais il n’y a pas causalite´ ; ¶ ne cause pas ¸ et ¸ ne cause pas ¶ . Inversement, soient ¸ﬃ· et ¶
·/¹
1 des bruits blancs inde´pendants
et identiquement distribue´s, si elles pre´sentent une corre´lation instantane´e nulle : il n’y a pas de causalite´ instantane´e entre ¸ et ¶ , mais ¶ peut causer
¸ . La causalite´ instantane´e n’implique pas causalite´.
º
Si » 1#ﬃ¼n½9¾
k
»
#1ﬃ¼n½9¾
k¨
et si ¿ est diagonale, ¢ et £ sont inde´pendants. Si À#ÁÂ ¼Ã · ¾
kÄ
, ¢ et £ ne se causent pas de manie`re instantane´e,
mais £ peut causer ¢ .
Å
La statistique de Jarque-Bera Æ ¼
Z
¾ admet
Z
comme degre´ de liberte´, elle est de´finie par ÇhÈ
kFÉ
¹Ê
´
¼nË
Ì
1
 
¼nÍ
Nx
¾

¾ ou` Ë ”Skewness” est
une mesure d’asyme´trie et Í ”Kurtosis” mesure le degre´ d’applatissement dans la distribution d’une se´rie (pour une distribution normale Í
k

et
Ë
kÄ
), et  repre´sente le nombre de parame`tres estime´s pour expliquer une se´rie. Une probabilite´ faible associe´ a` ÇhÈ permet de rejeter l’hypothe`se
nulle de normalite´.
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Cette dernie`re condition est viole´e si les variables de´pendantes retarde´es sont parmi les re´gresseurs.
La statistique F n’est pas exacte et la probabilite´ associe´e a` sa valeur n’est donc qu’une approximation.
Les valeurs de ce test peuvent eˆtre de´duites par d’autres me´thodes d’estimation


que les moindres carre´s
ordinaires.
5 Application sur un panel sectoriel marocain
L’e´conomie marocaine est caracte´rise´e par la fre´quence des de´ficits commerciaux avec l’exte´rieur et
par une instabilite´ des efforts d’investissements sectoriels. Cette instabilite´ se traduit ge´ne´ralement par des
contraintes de financement et des limites d’autofinancement.
Cette e´tude sectorielle a pour but de de´terminer un syste`me de me´canismes de fonctionnement des
principaux secteurs de l’e´conomie marocaine. Cinq grands secteurs sont retenus : l’agriculture, l’e´nergie, les
mines et l’industrie. Celle-ci est de´compose´e en deux secteurs : les industries agro-alimentaires et l’industrie
manufacturie`re.
5.1 Position du proble`me
Les secteurs productifs se caracte´risent par leurs taux d’efforts a` l’invetissement
ﬃ
. La rentabilite´ de ces
investissements de´termine leurs degre´s d’autonomie financie`re

Z
. Elle de´pend fortement de la compe´titivite´
des secteurs vis-a`-vis des concurrents locaux et e´trangers.
Pour plusieurs secteurs le financement de l’investissement passe par le marche´ des capitaux surtout
e´trangers, ce qui engage ces secteurs dans l’endettement exte´rieur. Le taux d’endettement sectoriel, qui est
une variable “endoge`ne” par hypothe`se, est approche´e par le taux du de´ficit des e´changes sectoriels courants
avec l’exte´rieur

 .
Le proble`me est de de´terminer le sens des liens de causalite´ entre les trois variables d’inte´reˆts, afin de
pre´ciser pour les cinq secteurs si leur comportement s’adapte a` un sche´ma a` contrainte anticipe´e de demande
lorsque l’investissement cause l’endettement exte´rieur ou un sche´ma a` contrainte financie`re lorsque le taux
de de´ficit exte´rieur de´termine le taux d’effort a` l’investissement.
1	Î
Comme le maximum de vraisemblance ite´re´ par e´quation ¼nËÏ¨½9Ð¾ et les moments ge´ne´ralise´s ¼nÑ Ï¨Ï¨¾ .
1#1
Le taux d’effort a` l’investissement sectoriel est de´fini par : ÒÓhÂÔ
kÖÕ/×
Ø*Ù
×
ou` Ð Ô et Ú Û,Ô repre´sentent l’investissement et la valeur ajoute´e.
1#
L’indice de financement interne traduit une autonomie financie`re, en exprimant dans quelle mesure un secteur travaille avec ses fonds propres
pour financer ces investissements. A partir de l’e´quation de le´quilibre ressources-emplois d’un secteur

de´finie par ÜhÔ
Ì
Ï
Ô
kOÝ
Ô
Ì
Ð
Ô
Ì
¢Ô ,
le terme Ð Ô
Ì
¼
¢Ô
N
Ï
Ô
¾ correspond a` l’e´pargne notionnelle adresse´e au secteur

. Si le taux du de´ficit exte´rieur est positif, alors ¼nÏ Ô
N
¢Ô
¾/ÞÐ
Ô
exprimerait une couverture de l’investissement par le re´sultat financier de´ficitaire vis-a`-vis de l’exte´rieur. En revanche, si le secteur est exce´dentaire
dans son e´change exte´rieur, alors ¼ ¢Ô
N
Ï
Ô
¾/ÞÐ
Ô exprimerait une capacite´ de financement interne. L’indice de financement interne est donc de´fini
par : Àß

Ô
k

N°à
×
¹á
×
Õ/×
Ð
Ô â
k¨
et Ï Ô
N
¢Ô â
k¨
. Cette variable doit eˆtre utilise´e avec pre´caution en observant son e´volution chronologique.
Lorsqu’elle est ne´gative, l’effort e´conomique et financier du secteur local demeure insuffisant et exigerait une restructuration e´conomique, surtout
dans le cas de l’industrie.
1	
Le taux du de´ficit exte´rieur du secteur

est de´fini comme suit : ã
ª
S
Ô
k
à
×
¹á
×
ä
×
ou` ¢Ô , Ï Ô et ÜhÔ de´signent respectivement l’exportation,
l’importation et la production du secteur

. Ce taux exprime la de´pendance e´conomique d’un secteur par les flux du commerce exte´rieur. Il peut
traduire aussi le niveau de de´pendance financie`re du secteur

par rapport a` l’exte´rieur. Lorsque ce taux est ne´gatif, il exprimerait un taux d’exce´dent
exte´rieur.
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5.2 Tests å¨æŁç
Le test de causalite´ de Granger utilise des variables stationnaires

 . Il est possible d’employer le test
Dickey-Fuller Augmente´ E#¯°CB¥ÄI pour de´tecter l’existence de racine unitaire. Mais, ce test a une puissance
tre`s faible a` distance finie i.e. pour les e´chantillons a` petite taille.
La pre´sence ou non d’une de´rive dans une se´rie s’effectue par un examen visuel ou par un jugement
e´conomique a priori. Le test ADF pre´sente une puissance

 unite´, mais de manie`re asymptotique. Il a une
puissance tre`s faible pour les e´chantillons de taille finie, ce qui rend tre`s difficile la distinction entre les
processus stationnaire et non-stationnaire.
Le test de Elliott-Rothenberg-Stock (ERS) [4], qui utilise la distribution the´orique de Dickey-Fuller
Augmente´ E#¯°CB¥ÄI

¤
, est plus satisfaisant pour les e´chantillons de taille finie permet de de´tecter l’existence
de racine unitaire.
Le test ERS repose sur l’e´limination des composantes de´terministes par une re´gression sur les se´ries
quasi-diffe´rencie´es. Ce test est re´alise´ a` partir d’une re´gression simple ou augmente´e de Dickey-Fuller sans
constante ni trend, en utilisant des variables de´trende´es :
è
;SAq;S
N

J ª
~
é
k


é
è
;S
N
é
JzKS
ou` ;S de´signe une se´rie de´trende´e et KS un bruit blanc. L’hypothe`se nulle i.e. OAap teste´e est que la variable
conside´re´e admet une racine unitaire contre l’hypothe`se alternative de stationnarite´ de cette variable. Les
valeurs critiques asymptotiques du test ERS sont infe´rieures a` celles du test ADF. La longueur du retard G
est choisie selon le crite`re d’Information Akaike E#¯°«9ê>I .
Les re´sultats du test ERS montrent, a` la diffe´rence du test ADF, que toutes variables sont stationnaires.
Les variables taux du de´ficit exte´rieur du secteur de l’e´nergie et le taux de valeur ajoute´e du secteur manu-
facturier sont a` la limite de la stationnarite´. Pour juger de la normalite´ des se´ries mises en œuvre, le calcul
de la statistique zEgI montre le rejet de la normalite´ des seules variables ëì {

et ëì {

i.e. taux d’effort a`
l’investissement des secteurs de l’e´nergie et des autres-industries.
Comme, il est indique´ dans les trois tableaux suivants (ou` * repre´sente ADF-tab a` 2hí , le reste est a` îí et
ou` AT, ST et SC de´signent respectivement les mode`les avec trend, sans trend et sans constante), l’hypothe`se
alternative du test ERS ne peut eˆtre rejete´e. Donc, les diffe´rentes variables apparaissent eˆtre stationnaires.
5.3 Test de G-causalite´
Pour le secteur de l’agriculture

¬ , les liens de causalite´ montrent que le taux de de´ficit exte´rieur E	9T,I
G-cause l’indice de financement interne E	vï I , le taux d’effort a` l’investissement E#ë{*I G-cause vï  et ë{ 
cause 9T  . La structure de causalite´ est alors : ð9T  E#ë{  Iﬃñvï  E	9T  fﬃë{  Iò .
1	 
La re´gression d’une se´rie non-stationnaire (NS) sur une se´rie stationnaire donnerait des re´sultats de´pourvus de sens, car la non-stationnarite´
passe dans les re´sidus de la re´gression. Aussi, la re´gression d’une se´rie NS sur une se´rie NS ne garantit pas de cohe´rence, sauf s’il existe une
combinaison line´aire stationnaire de ces deux se´ries i.e. les se´ries sont coıintg´re´es.
1#¡
La puissance du test est une fonction asymptotiquement de´croissante de la racine autore´gressive ó . Cette puissance mesure la probabilite´ que
le test rejette la non-stationnarite´ quand la vraie racine est ó .
1	´
Les valeurs critiques utilise´es sont celles de MacKinnon pour le rejet de l’hypothe`se nulle de racine unitaire.
1
µ
Ce secteur posse`de une place importante dans notre e´conomie. Son importance tient surtout a` sa participation de´terminante dans la vie
e´conomique et sociale du pays, et a` ces richesses potentielles.
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TAB. 1: Tests de non-stationnarite´, ADF et ERS
Pour le secteur agro-alimentaire

® , les re´sultats montrent que ë{
Z
G-cause 9T
Z
, 9T
Z
G-cause vï
Z
et ë{
Z
G-cause vï
Z
. Le sche´ma de causalite´ est de´fini par : ð9T
Z
E#ë{
Z
Iﬃñvï
Z
E	9T
Z
fﬃë{
Z
Iò .
Le secteur de l’e´nergie

³ pre´sente des liens causalite´s attendus, les tests aboutissent a` ce que 9T

G-cause
ë{

, ë{

G-cause vï

et 9T

G-cause vï

. Le sche´ma de causalite´ est alors : ðHë{

E	9T

Iﬃñvï

E	9T

fﬃë{

Iò .
Les tests de la G-causalite´s entre les variables du secteur des mines
Z

fait ressortir que 9T

G-cause ë{

,
ë{

G-cause vï

et 9T

G-cause vï

. D’ou` la se´quence causale suivante : ðHë{

E	9T

Iﬃñvï

E	9T

fﬃë{

Iò .
Les re´sultats du test de la G-causalite´ sur le secteur manufacturier
Z

prouvent que ë{

G-cause 9T

, 9T

G-cause vï

et ë{

G-cause vï

. Ce qui donne la se´quence causale suivante : ð9T

E#ë{

Iﬃñvï

E	9T

fﬃë{

Iò .
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TAB. 2: Tests de G-Causalite´
1	º
Le roˆle du secteur agro-alimentaire en paralle`le avec le secteur agricole est de satisfaire les besoins exprime´s par la demande locale en priorite´ et
par la demande exte´rieure en second lieu. Dans les secteurs de l’agriculture et de l’agro-alimentaire, les investissements sont lourds et amortissables
sur le long terme.
1	Å
Pour son approvisionnement en e´nergie, l’e´conomie marocaine de´pend pour plus de
®
"
du pe´trole importe´. Le reste des besoins e´nerge´tiques
est couvert localement par le charbon, l’hydro-e´lectricite´ et les petites quantite´s de gaz naturel.
	Î
Selon des statistiques internationales, le sol marocain disposerait de
¬
"
des re´serves mondiales de phosphates. Elle est appele´e a` occuper une
place pre´ponde´rante dans le commerce international autour des produits phosphatiers. L’importance de ses re´serves et de la production ont ne´cessite´
l’e´tablissement des industries chimiques pour la production des acides phosphoriques et des engrais.
#1
La position ge´ographique du Maroc est un atout, qui pourrait offrir les possibilite´s d’accroıˆtre les exportations agricoles et industrielles. Les
perspectives de la croissance au Maroc de´pendent largement de la croissance de la demande en produits finis, de la capacite´ d’absorption des
nouvelles technologies, des taux de rentabilite´ des projets industriels et des contraintes financie`res.
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6 Conclusion
Au lieu d’une forme de causalite´ ad-hoc, le test de Granger sert a` de´terminer les liens de causalite´s
fonctionnelles entre les variables endoge`nes du mode`le par une proce´dure statistique.
Deux groupes de chaıˆnes causales apparaissent dans les re´sultats. Dans le premier groupe compose´ des
secteurs de l’agriculture, de l’agro-industrie et des manufactures, il semble que l’effort d’investissement
de´termine le re´sultat des e´changes avec l’exte´rieur et influence l’autonomie financie`re. En revanche, dans
le deuxie`me groupe forme´ des secteurs de l’e´nergie et des mines, il est tre`s vraisemblable que le solde des
e´changes avec l’exte´rieur de´termine l’effort d’investissement, et influencent ensemble sur l’autofinancement.
Le test de la G-causalite´ fonde statistiquement l’e´criture du mode`le, dont l’estimation sera faite a` l’e´tape
ulte´rieure. Mais, il n’exclut pas ex-post des proce´dures de test de causalite´ et surtout d’exoge´ne´ite´ des
variables endoge`nes pre´de´termine´es (comme les tests d’exoge´ne´ite´ faible, de spe´cification de Hausman,
d’exoge´ne´ite´ au sens de Holly). Ces tests sont effectue´s une fois le mode`le complet estime´.
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