Abstract-We consider a femto cellular network consisting of multiple neighboring femtocells, e.g., in an enterprise deployment such as shopping malls, stadiums, or corporate premises. We present a practical but suboptimal channel assignment and interference management algorithm for fractional frequency reuse (FFR) wireless networks. More specifically, we propose an adaptive graph coloring approach for resource allocation with the goal of interference management among femtocells as well as achieving fairness among users. While the global-optimum solution has exponential complexity, our proposed scheme has a linear complexity in the number of femtocells. Although suboptimal, we have evaluated our algorithm in small scenarios, where direct evaluation is possible, and found that the achieved minimum user rate using the proposed algorithm is 85% of the optimal minimum rate. Additionally, we have analyzed several practical design considerations of our proposal such as channel feedback, latency, and computational complexity. We demonstrate the performance of our proposed solution against various alternatives and show that it provides better performance under various environment parameters. For example, in a dense femtocell deployment, the performance was improved by 47% over a full frequency reuse scheme.
I. INTRODUCTION
T HE rising popularity of smart phones and portable wireless devices together with the tidal wave of mobile Internet applications have led to the exponential growth of demand in high speed wireless data services. One challenge that mobile network operators (MNOs) often face is the poor indoor coverage especially at cell edge of traditional cellular networks. This constitutes a real obstacle to MNOs as much of the data traffic and user access originate from indoor usage [1] . Moreover, the scarcity of available spectrum resources drives the search for alternative solutions to meet the increasing user needs. One Manuscript received February 4, 2014; revised July 7, 2014 and December 8, 2014 ; accepted March 18, 2015 . Date of publication April 7, 2015 ; date of current version June 12, 2015 . This material is supported in part by the National Science Foundation Grants CNS1443870, ECCS1307820, and CIF1321143 and by Fujitsu Laboratories of America, Inc. The associate editor coordinating the review of this paper and approving it for publication was T. Ho.
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Digital Object Identifier 10.1109/TCOMM.2015.2420676 recent proposed solution is the use of femtocells, which are small-range low-power cells that can be deployed to enhance indoor coverage [2] . Moreover, femtocells can help offload some traffic from existing macrocell to reduce congestion, thereby improving macrocell user experience.
To harvest the gains of femtocells, interference due to femtocell networking should be mitigated. Such interference exists between macrocell and femtocells or among neighboring femtocells. Many studies have addressed the femtocellmacrocell interference [3] , [4] . Paper [5] focuses on frequency partitioning between femtocells and macrocells considering cochannel, dedicated channel, and hybrid channel resource allocation. However, interference among neighboring femtocells has received less attention. In our paper, we assume separate carrier operation, meaning that femtocell and macrocell operate at different frequency bands in compliance with 3GPP proposal for next-generation systems [6] , [7] . The intra-tier interference among femtocells becomes more important in enterprise environments, such as corporate premises, shopping malls, stadiums, or conference venues where the femto-user density and their data rates can be high. Since such scenarios involve the use of dense femtocell deployment, co-channel interference among neighboring femtocells must be controlled.
In this paper, we study enterprise femtocell deployment, commonly referring to a commercial multi-femto deployment [8] . In dense deployment (high interference regime), less frequency reuse might be preferred to avoid excessive interference; however, in sparse deployments (low interference regime), more frequency reuse among femtocells may improve the overall spectral efficiency. In general, balanced use of orthogonal allocation (no frequency reuse among femtocells) and frequency reuse offers potentially better system performance. This paper is mainly concerned about the tradeoff between orthogonal frequency allocation and frequency reuse among femtocells in femtocell environments. The main distinction in enterprise environment is the potentially large interference among neighboring femtocells when allowing frequency reuse or the degraded spectral efficiency if orthogonal frequency allocation is deployed.
We present a partially centralized architecture where different femtocells communicate with a central controller in charge of interference management and resource allocation. Our approach is hierarchical where each femtocell first estimates a number of requested resource blocks based on the number of associated user equipments. The requested resources from all femtocells are sent to the central controller that implements graph coloring for interference management and coarse 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
resource allocation among femtocells. We propose to use graph coloring based on an estimate for the potential sum rate that each femtocell will obtain. The rate-based metric in graph coloring reflects the effect of various environment parameters and allows for a better choice of resource allocation for the overall network. Furthermore, the proposed graph coloring approach is adaptive in the sense that it tries to find the optimum configuration between orthogonal frequency allocation and frequency reuse among femtocells. The central controller, then, informs each femtocell of its allocated resource blocks. Finally, each femtocell uses its allocated resource to perform fine-resolution resource and power allocation for each of its associated users by targeting fairness among users. For enterprise framework, some existing works have studied interference management among neighboring femtocells and resource allocation in cellular networks. The technical report [9] , presented some guidelines for interference control among neighboring femtocells as well as for interference between femtocells and macrocells. The idea of using a centralized coordinator to implement graph coloring for interference management among neighboring femtocells was also introduced in [9] and references therein. Similarly, [10] implemented and evaluated a graph coloring method based on the guidelines of [9] . The authors of [11] presented a more complex sharing strategy that divides OFDM frames into a reuse zone and an isolation zone while dividing users into reuse users (requiring only link adaptation) and isolation users (requiring orthogonal allocation). Unlike our work, [11] considers only the two extreme cases of orthogonal allocation (in the isolation zone) and full frequency reuse (in the reuse zone).
Several other related works based on graph coloring for resource allocation among cells were presented in the literature. The authors in [12] used a simple graph coloring approach that selects nodes of higher degrees for color allocation until all requests are satisfied or all colors are exhausted. Two femtocells in [12] are either interfering or not without considering the amount of interference and without allowing any frequency reuse. Paper [13] proposed a graph-coloring based dynamic sub-band allocation scheme for interference mitigation in femtocell networks, but with the limitation that each node (i.e., femtocell) is only assigned a single color. In [14] , a graphbased approach for dynamic fractional frequency reuse (FFR) was proposed. In [14] , the graph coloring nodes represent UEs rather than cells and each node (UE) is assigned only one color. In [15] , the authors proposed to use femtocells in TDD mode within the uplink spectrum of macrocell user equipments. The proposed graph coloring in [15] is for interference management among user equipments of the two tiers and the colors represent time slots. Unlike our work, [10] - [15] did not consider the tradeoff between orthogonal frequency allocation and frequency reuse among neighboring femtocells. Besides graph coloring approaches, paper [16] presented a maximal packing approach for medium access control in pico-cellular networks. Paper [17] studied the interference mitigation problem among WLAN access points (APs) using a Gibbs sampler approach where the authors proposed distributed techniques for APs to choose their operating frequencies based on local measurements.
In [18] , we considered radio resource and inter-tier interference management in dual-access-technology femtocells having both licensed and unlicensed bands. The general concept of dual-connectivity was presented in [6] , [19] . In [20] , we proposed a partially centralized architecture including a central controller and distributed resource management at femtocells to tackle this problem. Although in [20] we allowed frequency reuse among neighboring femtocells, we did not further consider the aforementioned tradeoff between orthogonal frequency allocation and frequency reuse.
Dynamic frequency allocation through a centralized controller was presented in some literature works in a similar context. In [21] , a centralized graph coloring approach was presented that divides available frequency spectrum into subbands that are distributed among cells, however, its resource allocation does not depend on the load of each cell and the algorithm is restricted to base stations serving one UE. The solution in [22] presents a hierarchical approach that performs resource allocation for cell-edge users only and does not study the trade-off between orthogonal frequency allocation and full frequency reuse, where the central controller tends to have orthogonal allocation for cell-edge users as much as possible. The authors in [23] , propose a greedy frequency allocation algorithm at each femtocell and gives some insight on full versus fractional frequency reuse, however, it assumes that frequency partitioning among femtocells is already given. On the other hand, instead of centralized approaches, a distributed self-organized frequency assignment for inter-cell interference management was introduced in [24] . The authors proposed to divide available bandwidth into a dedicated band for each femtocell for basic connectivity and a shared band for high data capacity such that bandwidth allocation is done through message broadcasting between cells. Similar concept was presented in [25] for a distributed autonomous frequency selection scheme. In [25] , each femtocell selects one primary component carrier and can select an additional secondary component carrier only if the impact on neighboring femtocells is tolerable.
The rest of the paper is organized as follows: In Section II, we present the system model under consideration. In Section III, we present basic building blocks of our overall system. In Section IV, we provide the details of the proposed adaptive resource allocation solution, while we discuss some practical design considerations in V. In Section VI, we give numerical evaluation for the performance of the proposed solution in comparison with other existing methods before final conclusion in Section VII.
II. SYSTEM MODEL
In this section, we describe a detailed system model adopted in this work. We consider an enterprise environment with N femtocells (Home eNBs (HeNBs) in the terminology of LTE standards). Without loss of generality, we will assume LTE-A as the cellular technology. The HeNBs are connected to a central controller (CC). Each HeNB n is associated with S n Home User Equipments (HUEs). The system model is illustrated in Fig. 1 . For rate calculation, we use the Shannon capacity for simplicity of presentation; however, more accurate rate calculations can be easily done by accounting for bandwidth efficiency due to different overheads such as cyclic-prefix and pilots and for SINR implementation efficiency due to receiver algorithms and supported modulation-coding schemes (MCS) as in [26] . In this paper, we assume downlink direction where interference is from a femtocell to an HUE connected to a neighboring femtocell.
The notations that will be used in the rest of the paper are summarized as follows:
• N : Number of HeNBs.
• S n : Number of HUEs connected to HeNB n.
• S: Total number of HUEs in the network (S = N n=1 S n ) • P (n) max : Maximum transmission power of HeNB n.
• p (n) i,k : Transmission power from HeNB n to HUE i on physical resource block (PRB) k.
• h (n) i,k : Channel gain from HeNB n to HUE i on PRB k.
• σ 2 : Noise variance per PRB.
• B: Total system bandwidth.
• K: Total number of PRBs.
•r (n) i : Minimum rate requirement for HUE i associated with HeNB n.
• w (n) i : Estimated number of required PRBs for HUE i associated with HeNB n.
• Ω n : Set of HUEs connected to HeNB n.
• G nm : average path loss between HeNB n and HeNB m.
• M n : Number of requested resources (PRBs) from HeNB n at the input of the graph coloring module. • Ψ n : Set of PRBs assigned to HeNB n after graph coloring.
III. BUILDING BLOCKS OF PROPOSED SOLUTION
We first discuss how we can obtain a network-wide optimal solution at a central controller (CC). In our work, we choose max-min rate for each HUE as the fairness metric in the system. 1 The centralized optimization formulation would 1 Different types of objective functions can be defined depending on the preference of mobile network operators. For example, the objective can also be to maximize the sum throughput of the whole network as we briefly present and evaluate in Sections III-F-2 and VI-B-3. incur finding the optimal HUE-HeNB association (defined by the set Ω n ) and the optimal power allocation for each user i associated with HeNB n and on each PRB k, p (n) i,k . Finding the optimal values for these variables guarantees the network-wide optimal max-min fairness. However, finding such a solution is hard since this formulation would be a non-convex mixed integer programming problem due to the association variables Ω n . Moreover, finding this solution at a central controller will mandate knowing channel gains of all HUEs on all PRBs. Therefore, solving the centralized optimization problem becomes very hard and impractical.
Instead of solving this highly non-convex problem, we propose a suboptimal hierarchical approach in which we divide the tasks between HeNBs and the CC, as shown in Fig. 2 . Based on initial estimated load (defined as the number of resources requested by a HeNB) for all HeNBs, the CC performs interference management and resource allocation for different HeNBs using graph coloring. The output of the graph coloring step at the CC is to determine a set of PRBs assigned to each HeNB. Based on assigned resources from the CC, each HeNB performs fine-tuned resource allocation and per-PRB power allocation for its associated HUEs. Possible feedback between the resource allocation module in each HeNB and the adaptive graph coloring module in the CC is illustrated later in more details.
It is worth mentioning that the resource allocation performed at the CC is different from that at each HeNB. First, the CC performs resource management on a coarser time-scale for interference management among HeNBs The output of the CC resource management is a set of PRBs for each HeNB that achieves a tradeoff between interference control among HeNBs and spectrum reuse to enhance total system throughput. On the other hand, each HeNB performs semi-static resource allocation to each associated HUE. For example, in LTE-A, resource reallocation is allowed every Transmission Time Interval (TTI) of 1 millisecond [32] . In this case, the CC can apply the graph coloring and resource allocation algorithm every hundreds of TTIs, whereas the resource allocation at each HeNB is performed for a duration of several TTIs. However, the resource allocation task may be more complex considering other scheduling parameters and features such as H-ARQ. Therefore, a time-domain scheduler is optionally added to the block diagram in Fig. 2 for performing complicated scheduling each TTI.
In the following subsections, we will describe the basic building blocks in Fig. 2 , whereas in Section IV, we will detail the proposed adaptive graph coloring scheme for handling the tradeoff between orthogonal frequency allocation and frequency reuse among HeNBs under different scenarios.
A. HUE-HeNB Association
We assume that each HUE is associated to the HeNB that has the largest time-averaged received signal power at the HUE (obtained by averaging instantaneous received signal power over a moving average window), and, consequently, the largest observed SNR at the HUE. This reasonable assumption makes solving the problem easier by making the binary association variables Ω n known. Although simple, this method is acceptable in distributed cell association for cellular networks and is usually referred to as Reference Signal Received Power (RSRP) association [27] , [28] .
B. Load Estimation
Based on the number of associated HUEs to a HeNB n, it needs to estimate the total number of requested resources for the S n associated HUEs, i.e., performs load estimation. The load of a cell relative to other cells can be approximated to be proportional to its number of associated HUEs S n , however, this assumes that all HUEs have the same traffic loads and requested data rate. To account for the general case that HUEs might have different traffic loads and QoS requirements, we propose that each HeNB estimates the number of requested resources based on minimum data rate requirements of associated HUEs. These minimum rate requirements are known to each HeNB based on QoS class indicators (QCI) for the traffic loads of associated HUEs [29] . To aid in mitigating interference to neighboring HeNBs, we formulate an optimization problem with the objective of minimizing the number of required PRBs to meet the minimum rate requirement of associated HUEs as follows:
The optimization variables in (1) are w (n) i and P
(n)
i , which represent, respectively, the number of PRBs required to meet the minimum rate requirement for HUE i and the average per-PRB power allocated to HUE i. The first set of constraints (1b) represents minimum rate requirement constraints for associated HUEs (i.e., HUEs in the set Ω n ). We assume that each HeNB is aware of the average channel power of each associated HUE, H (n) i , which is obtained from wideband CQI reports from HUEs. In this step, we assume uniform power allocation to all PRBs assigned to a certain HUE with the possibility that different HUEs have different power levels. Constraint (1c) is for maximum transmission power for HeNB n, P (n) max while constraint (1d) ensures that the number of requested PRBs per HeNB cannot exceed the total number of available PRBs, K. Constraints (1e) and (1f) ensure that allocated power and requested load are non-negative.
The output of load estimation from each HeNB n is the sum of PRBs required for associated HUEs, denoted by
It is worth noting that the estimated load, M n represents a coarse estimate of the requested HUE load since in (1), each HeNB uses average channel power and assumes no interference from neighboring HeNBs at this step. After graph coloring, channel variations per PRB as well as actual interference from neighboring HeNBs will be considered in the resource allocation step at each HeNB as will be explained later in Section III-F. It is obvious that formulation in (1) is a convex optimization problem in the variables w (n) i and P (n) i (note that the left hand side of the first constraint is a perspective function of a concave function, and is thus concave [30] ). This makes the problem tractable and easy to solve. A further simplification to (1) is to consider uniform average per-PRB power for all HUEs, i.e., set P (n) i = P (n) max /K. In this case, the solution can be readily obtained as follows:
C. Interference Graph Construction
The CC constructs an interference graph based on measurements from HeNBs. When a HeNB is powered on, it listens to neighboring HeNB control channel and reference signal transmissions. This enables each HeNB to determine cell identification of its neighboring HeNBs and to measure the path loss from each of them [9] . Moreover, HUEs can send to the CC measurement reports of Received Signal Strength Indicator (RSSI) of neighboring HeNBs obtained during handover. Based on these measurements from HeNBs as well as from HUEs, the CC constructs an interference graph where each node in the graph represents a HeNB and each directed edge represents an interference/jamming condition between HeNBs.
The interference/jamming condition can be declared when the gain difference of channels from the serving HeNB and the interfering HeNB exceeds a pre-set threshold [9] . Instead of using a pre-set threshold for defining the interference/jamming condition, we consider a directed edge between any two HeNBs to cover all possible interference conditions. It is worth noting that in enterprise environments, the interference graph does not change frequently since enterprise femtocells are usually static unless some of them are intentionally moved or shut down (unlike the ad-hoc nature of home femtocell environments).
D. Initial Load Normalization
It is clear from the discussion in Section III-B that the estimated loads from HeNBs do not necessarily sum up to the total number of resources K. The CC initially normalizes the loads estimated from HeNBs such that the sum of loads is equal to K as follows:
The normalized load estimatesM n are then multiplied by a load scaling parameter λ controlling the amount of frequency reuse among HeNBs as will be explained in details in Section IV. The input to the graph coloring core is thus
where the element-wise min(.) operation is to limit the number of resources for a HeNB to the total number of resources K and . refers to rounding to the nearest integer number. The purpose of the simple initial load normalization step is to make λ = 1 corresponds to Proportional Zero Frequency Reuse (Proportional ZFR) as will be explained later. It is, however, worth mentioning that the following description of the graph coloring core is for the general case of
E. Graph Coloring Core
Given the constructed interference graph, the interference management problem turns into a graph coloring problem. For general graphs, optimal graph coloring is an NP-hard problem that is usually solved by heuristics (for example the Dsatur algorithm in [31] ). Here we present a modified iterative greedy algorithm based on a modification of the graph coloring approach we originally presented in [20] . Instead of restricting the interference management to allocating orthogonal PRBs (colors) as in [10] , we allow frequency reuse among HeNBs that show little mutual interference, which can therefore help increase the system capacity. For this purpose, we modify the interference graph into a weighted interference graph where the weight of each directed edge is given by
where G nm is the average path loss between HeNB n and HeNB m which can be defined as the average path loss between HeNB n and HUEs associated to HeNB m or the path loss between HeNB n and a fictitious UE at the location on HeNB m. The value
represents the average transmission power per PRB for HeNB n. Introducing weights in the interference graph makes our scheme adaptive to HeNBs demands in terms of requested load. If the total requested load of all HeNBs is less than or equal to the total number of available PRBs/channels in the system (i.e., N n=1 M n ≤ K), orthogonal frequency allocation is achieved by the graph coloring algorithm without any mutual interference between HeNBs. On the other hand, if the total number of PRBs requested from all HeNBs is more than the total number of resources available in the system (i.e., N n=1 M n > K), instead of giving each HeNB a grant of PRBs unsatisfactory to its request, our graph coloring algorithm will allow frequency reuse of PRBs (colors) in a way that mitigates the interference seen by each HeNB.
We propose an iterative heuristic approach for graph coloring with frequency reuse as shown in Fig. 3 . The steps of graph coloring shown in Fig. 3 are summarized as following steps.
1) Initialization: In this step, the CC constructs the weighted interference graph as described earlier. It also initializes two tables to be used in graph coloring, namely, the association table A and the cost table C. The association table A is an N × J table with binary entries a nj , where N is the total number of HeNBs and J is the total number of colors. The parameter J can be set equal to K (total number of available PRBs) denoting one color per PRB or equal to K/v for one color per v PRBs. A value of v > 1 can be used to decrease the complexity of graph coloring but at the expense of a coarser and less flexible channel assignment. Without loss of generality, in the rest of the paper, we will consider v = 1 and use the terms color and PRB interchangeably. The entry a nj in the association table is set to 1 if HeNB n is assigned color j and 0 otherwise. The cost table C is an N × J table with real-valued entries c nj representing the cost of using color (PRB) j for HeNB n. We define this cost as the sum of interference powers from all other HeNBs assigned the same color (PRB), i.e., c nj is given by
At the initialization step, both the association table, A, and the cost table, C, are set to zeros. Finally, we initialize the set V of uncolored vertices, to be equal to the set V , which is the set of all vertices/nodes, where each vertex/node represents a HeNB.
2) Picking HeNB to Color: After initialization, we need to select a HeNB for coloring. We choose first the HeNB causing largest sum interference since this is the most troublesome HeNB. This translates to choosing HeNB n with largest sum outgoing edge weights as follows:
If more than one HeNB has the same largest sum outgoing edge weights, choose the one with largest M n .
3) Finding Colors With Largest Reward:
Based on the calculated cost c n j for assigning color j to HeNB n , we calculate an estimate for the potential rate obtained by HeNB n over color j if color j is assigned to HeNB n as follows:
whereH (n ) is the median channel gain from HeNB n to its HUEs. The potential sum rate obtained by HeNB n (over all its assigned colors) if color j is assigned to HeNB n , can therefore be obtained as follows:
where we use the notation j → n to mean that color j is assigned to HeNB n . The value ofã n q is given bỹ a n q = a n q , q = j 1, q= j,
This means thatã n q ∀q carries the entries of the association table of base station n from the previous iteration of blocks 2 through 5 with the j th entry, i.e., the entry under evaluation, being set to 1. Initially, the first iteration will haveã n q = a n q = 0, q = j andã n q = a n q = 1, q = j.
We next define the reward Q j as the potential network rate if color j is assigned to HeNB n , where the network rate is defined as the sum rate of all HeNBs in the network:
If color j is assigned to HeNB n , it does not only affect the sum rate of HeNB n , but can also affect the sum rate of other HeNBs. This happens if color j is already assigned to other HeNBs, which causes their attained sum rate to reduce due to interference. Finally, we find the M n colors with largest reward function Q j . If more than M n colors result in the same maximal reward, we choose the most frequently used colors. The colors that are most frequently used can be determined based on the corresponding association table A. This helps reduce interference for subsequent HeNBs to color, since the colors that are less frequently used have higher probability of giving higher reward (Q j ) to subsequent HeNBs than those that are more frequently used.
It is worth mentioning that in [20] , the color selection criterion was to select M n colors with the lowest cost function c nj , i.e., minimum sum interference, rather than the M n colors with maximum sum rate as proposed in this paper. The motivation for the new color selection criterion in this paper is that minimizing sum interference (in [20] ) does not necessarily correspond to maximizing the sum rate for all HeNBs. In some cases, it may be better to allow more interference on lightly loaded HeNBs while lowering interference (or even have interference-free allocation) for a heavily loaded HeNB. This tradeoff was not captured when using the color selection criterion in [20] . Therefore, the proposed maximum sum rate color selection criterion can achieve better performance by taking into account estimation of the potential rate that would be attained by different HeNBs, instead of just the potential sum interference.
4) Update Tables:
In this step, we update both tables (A and C) for the chosen HeNB n based on the allocation given in the previous step. This is achieved by setting the corresponding entries of the assigned colors to 1 in the association table and to their corresponding cost in the cost table.
5) Update the set of Exhausted Vertices:
We now update the set of uncolored vertices (HeNBs) by excluding the HeNB that we already colored in this loop, i.e., V = V − n .
6) Check if All Vertices Are Colored:
In this step, we check whether all vertices are colored or not by checking whether set V is empty or not. If the set V is not empty, we repeat steps 2 to 5, otherwise, we go on to step 7.
7) Check Stopping Criterion for Iterative Graph Coloring: Since our algorithm does coloring of vertices in a sequential manner, the effect of a colored HeNB is not taken into consideration in the cost of previously colored HeNBs (that is why we chose coloring HeNBs in a descending order of the amount of interference they cause). However, we can enhance the graph coloring operation by having an iterative graph coloring scheme. Thus, in step 7, we check if a stopping criterion is met or not. A stopping criterion might be a maximum number of iterations or a steady state value for a rate metric. The rate metric is defined as the sum rate for all HeNBs. If the stopping criterion is met, the flow chart proceeds to step 8; otherwise, the set of uncolored vertices is re-initialized to V (to allow coloring all vertices again) and steps 2 to 7 are repeated. We note, however, that both tables A and C are not re-initialized such that the output of coloring in one iteration propagates to subsequent iterations to alleviate the aforementioned drawback of sequential coloring.
8) Color Assignment:
In this final step, each HeNB is assigned the final set of PRBs (colors), Ψ n , according to the association table A (those entries that have a value of 1 in the n th row in the association table).
F. Resource & per-PRB Power Allocation
After the graph coloring step at the CC, each HeNB is informed of the set of assigned PRBs, Ψ n . Each HeNB subsequently uses this set for PRB and power allocation for its associated HUEs. Define the rate obtained by HUE i of HeNB n as
The variable s (n) i,k represents the time sharing coefficient of PRB k for HUE i connected to HeNB n. Since the resources can be allocated each TTI (1 ms) in LTE(-A) [32] , the HeNB can have fractional allocation of PRBs to users over a longer period of time (e.g., 10 ms or 100 ms). This means that each HUE i can get a time share of each PRB k by allowing it to use this PRB for a fraction of time. For example, if the HeNB performs resource allocation each T r , a HUE i can use a PRB k for s (n) i,k T r , where rounding here is to the nearest TTI (1 ms). The concept of time-sharing of resources was presented in [33] . It is worth noting that the granularity of resource and power allocation in (13) and (14) is PRB k although in the graph coloring step the unit of resource allocation is color j that can, generally, refer to more than one PRB if v > 1.
Besides the indices of the PRBs assigned to HeNB n, Ψ n , the CC can also send to each HeNB n the set of interfering HeNBs on each PRB k, I k , as well as the average transmission power of every interfering HeNB m in the set I k on PRB k, denoted by P . The value G mni represents the path loss from HeNB m to HUE i associated with HeNB n. This can be obtained from HUE reports sent to the CC during handover. Alternatively, since HeNB positions are static or semi-static in enterprise environments, the CC can broadcast the HeNBs locations to all HeNBs in the network, or if the network is very dense, the CC can send each HeNB the locations of neighboring HeNBs that are more likely to cause interference with that given HeNB. This information does not need to be updated frequently since the locations of HeNBs in an enterprise environment are not expected to change rapidly. Using the locations of the interfering HeNBs m ∈ I k for each PRB k ∈ Ψ n , HeNB n can estimate the value of G mni from the location information of the associated HUEs i ∈ Ω n .
We define two objective function for resource allocation and per-PRB power allocation, namely, max-min fairness with minimum rate constraints and maximum sum rate with minimum rate constraints. The details of both problem formulations are given in the following subsections.
1) Max-min Fairness Allocation:
In this formulation, we use the max-min fairness criterion with non-zero minimum rate requirements, which was originally presented in [34] . The minimum rate requirementsr
for HUE i connected to HeNB n are used to account for the general case where different HUEs can have different traffic types and QoS requirements.
The objective in (14) is to maximize the smallest achieved rate among the HUEs associated to HeNB n. The minimum rate constraints are defined in (14b). The second constraint in (14c) is the power constraint at HeNB n, where the sum of per-PRB power over all PRBs in the set Ψ n for all the HUEs associated with HeNB n is upper-bounded by the HeNB max transmission power. The constraint in (14d) means that the sum of time shares of a PRB k for all associated HUEs is equal to 1. The ranges of the two optimization variables are defined in (14e) and (14f).
It can be seen that the optimization problem in (14) is a convex optimization problem. We also present a simplification to the problem in (14) by assuming a uniform power over the PRBs allocated to a HeNB, i.e.,
, where M n is the size of the set of PRBs assigned for HeNB n from the CC (Ψ n ). Therefore, each HUE will have the same per PRB transmission power and the optimization will be only on the time sharing coefficient, s (n) i,k . This means that if a HUE i has a non-zero time sharing coefficient on a PRB k (i.e. ,s
this leads to a simpler problem:
It is clear that the problem in (16) can be formulated as a linear programming problem that is easier to solve than the convex programming problem in (14) . a) Interference-aware allocation: The calculation of G mni (path loss from HeNB m to HUE i associated with HeNB n) helps each HeNB calculate a better estimate of the potential interference that each HUE would encounter from neighboring HeNBs. A rough estimate of G mni can be obtained by considering the average path loss from HeNB m to HUEs associated to HeNB n as in the graph coloring core (i.e., using G mn instead of in G mni (13) ). However, this rough estimate does not consider the actual HUEs locations in each HeNB. In Section VI, we evaluate the impact of calculating the interference at each HeNB based on HUEs locations (i.e.,
In both (14) and (16), each HeNB uses the average interference information sent to it from the CC. This helps achieve an optimized rate closer to the actual achieved rate when considering the actual interference between the HeNBs after resource allocation. This result, however, comes at the expense of more communication overhead between the CC and the HeNBs. In Section VI, we refer to this case as "Interferenceaware" allocation, where each HeNB gets a rough estimate of the average interference from neighboring HeNBs.
b) Blind allocation: Another alternative is to ignore the potential interference by other HeNBs and consider only SNR (instead of SINR). In this case, the CC only needs to send the set of allocated PRBs, to the HeNBs. However, this comes at the expense of degraded performance especially in cases where the requested HeNB loads are large and, consequently, interference will be large and should not be ignored. In Section VI, we refer to this alternative as "Blind" allocation. This case can be formulated as a convex programming problem similar to (14) without the interference term in the denominator. An even simpler case is to use the simplification method used in the solution in (16) and formulate the problem as a linear program
2) Maximum Sum Rate Allocation: Another variation for the objective function for the Resource & per-PRB power allocation module is maximizing the sum rate of HUEs connected to the HeNB. In order to avoid allocating all resources for the HUE having the best channel, we impose a minimum rate constraint for each HUE as in the max-min fairness formulation. This can be formulated as a convex optimization problem as follows:
Constraints (18b)-(18f) are the same as constraints (14b)-(14f) for max-min fairness objective. The minimum rate constraints in (18b) are necessary for max-sum rate formulations to ensure fairness and avoid greedy allocation. It is obvious that, by definition, the max-sum rate formulation in (18) favors the overall network throughput, while still maintaining minimum rate requirements of associated HUEs, whereas max-min fairness formulation in (14) favors fairness among HUEs at the expense of possibly lower network throughput. The performance evaluation of both objective functions described in details in Section VI. We also note that the simplifications applied to the convex optimization in (14) can be similarly adopted for (18) .
G. Time-Domain Scheduler
We can, optionally, add a time-domain scheduler that uses the time sharing coefficients from the Resource and per-PRB power allocation module to grant air times to different HUEs according to more advanced time-domain scheduling mechanisms that take into account H-ARQ, multi-user diversity, traffic availability, and uplink CQI reports and ACK/NAK feedback from HUEs. In that case, the time-domain scheduler should run at a faster rate than the resource allocation module to have a better resolution scheduling that is more adaptive to changing channel conditions. The resource allocation runs every few TTIs (e.g., tens of TTIs), whereas the time-domain scheduler implements the finest resolution and complicated resource scheduling each TTI. The details of the time-domain scheduler are outside the scope of this paper and the results presented in this paper do not include the optional more-advanced scheduler.
IV. ADAPTIVE GRAPH COLORING (AGC)

A. Motivation for Adaptivity
In enterprise environments, the overall system performance depends on many factors such as average noise power level, number of cells, distance between cells, user density, and user traffic loads. In the high interference regime (low Signal to Interference Ratio, SIR), it is preferred to have less frequency reuse with an extreme case of orthogonal allocation of frequency resources, a case that we refer to as Zero Frequency Reuse (ZFR). On the other hand, in the low interference regime, fractional frequency reuse (FFR) or full frequency reuse (FuFR) among HeNBs may enhance overall spectral efficiency. In general, a specific integration of orthogonal allocation and frequency reuse may deliver better system performance. Searching for the optimal combination between orthogonal allocation and frequency reuse as well as finding the optimal amount of frequency reuse is, in general, an NP-hard problem. Instead of taking the impractical exhaustive search solution, we propose a low complexity approach for finding best operating point for frequency allocation among HeNBs. Our goal is thus to design a solution that can automatically detect the best configuration between ZFR, FuFR, or certain resource allocation between these two extreme solutions under different scenarios.
B. Proposed AGC Idea
Based on the previous discussion, we classify four categories of solutions as follows:
• Proportional Zero Frequency Reuse (Proportional ZFR): Orthogonal PRB allocation among HeNBs with proportional allocation to the initial estimated load by each HeNB as in (4).
• Full Frequency Reuse (FuFR):
Reusing all available resources for all HeNBs, i.e., each HeNB is allocated all K available PRBs (M n = K ∀n).
• Fractional Frequency Reuse (FFR):
The most general case where some resources are reused among different HeNBs.
• Uniform Zero Frequency Reuse (Uniform ZFR):
A special case of ZFR, where we have orthogonal and uniform PRB allocation among HeNBs. Each HeNB is allocated an equal number of PRBs given by M n = K N ∀n regardless of the actual HeNB load.
The basic idea of our proposed adaptive graph coloring is to search for the best operating point of frequency allocation, which translates to the best value for the estimated load from different HeNBs, M n . Instead of exhaustively searching for all possible combinations of M n , which is impractical, we search for the optimal scale, λ, for the initial estimated load vectorM n as M n = min λM n , K ∀n. The scale parameter λ scales the initial load estimationM n , which is basically a proportional distribution of resources among HeNBs based on their number of associated HUEs. We let λ ∈ [1 : Δ : N ], where Δ defines the resolution of λ. Intuitively, a smaller Δ will result in a better performance at the expense of more computation. In Section VI, we evaluate the performance of the proposed AGC solution in terms of the AGC scale parameter resolution Δ. It is worth noting that the case with λ = 1 corresponds to Proportional ZFR, where each HeNB is assigned the number of resources it requested after initial load normalization (M n ). Besides Proportional ZFR and different FFR ratios (λ ∈ [1 : Δ : N ]), we also consider Uniform ZFR and assign it a value of λ = 0 as well as FuFR, which we assign the value λ = N + 1. Adding these two special cases to the search space for λ, we write λ ∈ [0, (1 : Δ : N ), N + 1] The problem is then to find the optimal value of λ, denoted λ * , which results in the largest objective function (max-min fairness or max-sum rate) at each HeNB. Accordingly, the optimal M n can be expressed as
It is worth mentioning that there can be many different approaches to limiting the search space of the combinatorial search to reach to a local maximum. In our proposal, to limit the exponential number of searches (K N ), we employ two simplifications: 1) We scale the number of requested PRBs from all HeNBsM n , with one scale parameter λ, i.e. ,λ n = λ∀n. 2) We choose discrete values of the scale parameter λ with a step Δ, that controls the complexity-performance tradeoff as studied in Fig. 14. These two steps cut down the exponential search space size of K N to a linear search space size of N Δ + 3. The reasoning behind our choice is that we view ZFR and FuFR as two extreme points in the search space and we search for the optimal solution at these two points as well as at linear interpolations between them, i.e., different fractional frequency reuse (FFR) percentages.
Since graph coloring is performed within the CC whereas the max-min fairness (or max-sum rate) resource allocation is performed at each HeNB, the CC needs to estimate the objective function value at each HeNB. As seen from (14) , the objective function at each HeNB depends on the channel gain from each HeNB to its associated HUEs, which in turn depends on HUE locations that are unknown to the CC (since HUE locations are variable with time and the CC operates on a long time scale as explained earlier). In the next subsections, we propose two solutions to find λ * that maximizes the maxmin fairness (or max-sum rate) objective at each HeNB. The first solution depends on the estimated objective function value at the CC, whereas the second solution depends on finding the actual objective function value at each HeNB and feeding these values back to the CC to make the decision.
C. Estimation-Based AGC (EB-AGC)
In this solution, the CC estimates HeNBs rates and decides for the best λ based on the estimated objective function value. The estimated HeNB rate at the CC can be formulated as follows: whereH (n) is the median channel gain from each HeNB to its HUEs. The CC then evaluates the following estimated objective function
where for max-min fairness allocation, the CC calculates an average per HUE rate for each HeNB by dividingR (n) by the corresponding number of associated HUEs, S n .
The operation of the estimation-based adaptive graph coloring is illustrated in Fig. 4 . In Fig. 4 , each HeNB first reports its estimated load (M n ) to the CC. The CC performs initial load normalization based on M n as in (4) which corresponds to λ = 1. The CC next performs graph coloring based on M n given in (5), evaluates the estimated HeNB rateR (n) , and stores the corresponding resource allocation to each HeNBΨ n . The CC tries different values of λ ∈ [1 : Δ : N ] and selects the one, λ * , that maximizes the objective function in (V-D). Finally, the CC assigns each HeNB n its corresponding set of colors Ψ * n .
D. Feedback-Based AGC (FB-AGC)
Instead of relying on estimated HeNBs rates at the CC, in this solution we use the actual achieved HeNB rate evaluated at each HeNB that is fed-back to the CC for final decision. The main distinction between the estimated HeNB rate at the CC (20) and the actual HeNB rate at each HeNB obtained through (14) (or (18)) is that the CC does not know HUE locations in each HeNB. Moreover, in calculatingR (n) , the CC knows only average interference power between every two interfering HeNBs, P (m) max G mn , as well as average channel gain from each HeNB to its HUEs,H (n) . On the other hand, in the resource allocation step at each HeNB, the actual interference power as well as the channel gain to each HUE i of each HeNB n is used (as in (14) or (18)). Additionally, the CC does not decide the detailed PRB assignment to each HUE that is performed in the last stage at each HeNB (since the CC lacks information on HUE locations).
The operation of the feedback-based adaptive graph coloring is illustrated in Fig. 5 . Similar to the estimation-based solution, the CC performs initial load normalization based on the estimated load from all HeNBs M n as in (4) . The CC then performs graph coloring based on M n (given in (5)) and assigns each HeNB the resulting set of colorsΨ n . Each HeNB uses the set of assigned resources from the CC to determine the max-min fairness (or max-sum rate) resource allocation according to (14) (or (18) ) before reporting the actual achieved min HeNB rate (or sum HeNB rate). For max-min fairness allocation, the reported min achieved HUE rates is given bŷ
For max-sum rate allocation, each HeNB reports the sum of achieved HUE rates given bŷ
Accordingly, the CC stores the values of the HeNB rates received from the feedback for the corresponding λ. The CC then iterates on different values of λ and the previous steps are repeated. Finally, the CC evaluates the following objective function,
The CC picks the λ that maximizes the objective function (λ * ) and assigns each HeNB n the corresponding set of colors Ψ * n . Note that for max-min fairness in EB-AGC, the CC has to estimate the minimum HUE rate by dividingR (n) by the corresponding number of associated HUEs S n , however, in FB-AGC, each HeNB reports the actual minimum HUE rate directlyR (n) min .
V. DESIGN CONSIDERATIONS
A. Graph Coloring Core Complexity
In this section, we study the computational complexity of the graph coloring operation whose flow chart is presented in Fig. 3 . The computational complexity of step 2 (Picking HeNB to color) is a sorting (ordering) complexity O(N log N ). This is counted once since HeNB ordering can be performed and stored once in advance and does not need to be repeated for each inner iteration. Similarly, step 3 (Finding colors with largest reward) is also of an ordering complexity. However, this step has to be performed for each HeNB, and is, thus, repeated N times. Furthermore, updating the cost table in step 4 is of complexity O(M n * (N − 1) ). Therefore, the total complexity of the graph coloring core can be evaluated as O(maxItr
where maxItr is the maximum number of outer iterations for the graph coloring module.
B. AGC Complexity
We first compare the complexity of the proposed AGC approach versus an exhaustive search in terms of number of calls to the graph coloring core. The integer value of M n can vary between 1 to K. Thus, the number of calls for the graph coloring core L c = K N for the exhaustive search approach, which is exponential in the number of HeNBs N . On the other hand, for our proposed solution, we search for the optimal λ in the search space 
C. Latency
As described earlier, the resource management in the CC through graph coloring is performed on a coarse time-scale, T c , in which each HeNB performs semi-static resource allocation to each associated HUE each T r . The dynamic resource allocation considering more complicated scheduling parameters and features such as H-ARQ is performed in the time-domain scheduler each T s . We assume that T c is in the order of hundred TTIs, T r is in the order of few TTIs, and T s = 1 TTI. For proper operation of the proposed AGC solution, we assume that the CC has enough time to find the optimal λ. In the estimation-based AGC, the CC performs L c iterations, makes the decision on the optimal λ, and does resource allocation to the HeNBs through the vector Ψ * n . These operations can be completed within T c . In the feedback-based AGC, since resource allocation at each HeNB depends on HUEs locations, we assume that HUE locations or at least the distribution of HUEs is static for the duration of T c , which is generally a reasonable assumption, especially in enterprise environments where user distribution can be assumed to be static for at least a few hundred milliseconds. Therefore, at each of the L c iterations, the HeNB evaluates the minimum rate (or sum rate) achieved by all HUEs and reports this value back to the CC, which makes the decision after the L c iterations and assigns each HeNB a set of resources through the vector Ψ * n . Therefore, we conclude that there are no stringent latency constraints for the proposed solutions.
D. Communication Overhead and Link Capacity
In this section, we analyze the communication overhead incurred in the process of resource allocation among HeNBs and CC. In the following, we enumerate the signals communicated among HeNBs and CC.
• Initial Load Estimate (M n ):
Each HeNB sends am initial load estimate M n ∈ [0 K] to the CC. Since M n in (2) can be fractional in general, we assume a resolution of M resol = 0.25 for M n (note that the input number of resources to graph coloring M n is an integer after rounding in the CC as in Section III-D). Therefore, the number of bits required for M n is log 2 (K * M −1 resol + 1) . For example, in LTE-A with 20 MHz operation, there are 100 PRBs, i.e., M n ∈ [0 : 0.25 : 100] and hence 9 bits are required for M n .
• Assigned PRBs to HeNBs (Ψ n ):
The output of graph coloring from the CC to each HeNB is the set of indices of the assigned PRBs Ψ n . For a worst case of K PRBs to each HeNB (i.e., FuFR), K log 2 (K) bits are required for Ψ n to each HeNB.
• Signaling for interference-aware allocation:
In interference-aware allocation, the CC sends to each HeNB n the set of interfering HeNBs on each PRB k, I k . This requires K(N − 1) log 2 (N ) bits. The CC also sends the average transmission power of every interfering HeNB m in the set I k on PRB k, denoted by P , the PRB index can be dropped and what would be required is the average per-PRB transmission power of interfering HeNBs together with their indices. Assuming a resolution of P resol for the interferes power, the total required number of bits for the interferers powers and their indices will be (N − 1) log 2 (P max * P −1
• Signaling for EB-AGC:
For EB-AGC, the CC needs the average channel gain from each HeNB to its HUEsH (n) for calculatingR (n) in (20) . SinceH (n) represents a coarse average value, we find that 8 bits is enough for its signaling. Moreover, the CC needs the number of HUEs associated to each HeNB S n to estimate the objective function f EB−AGC for the max-min fairness criterion (as in). We assume a maximum value for the number of associated HUEs to a HeNB of S (max) n = 256, and, therefore, we need 8 bits for S n .
• Signaling for FB-AGC:
For FB-AGC, each HeNB sends the value ofR (n) to the CC according to (22) (for max-min fairness) or (23) for max-sum rate objective functions. It is worth mentioning that the reported value ofR (n) will be used by the CC only for comparison purposes to find the optimal λ as in (24), therefore, no much resolution is needed forR (n) (10 bits is enough from our simulations).
Given that resource management in the CC is performed on a coarse time-scale, T c , in hundreds of milliseconds, we can observe, through the previous communication overhead analysis, that the required link capacity between the CC and each HeNB is in the order of few hundreds of Kbps (e.g., for LTE-A with 20 MHz operation and K = 100 and N = 25). Therefore, we conclude that due to the relaxed latency requirement and small communication overhead, we also have relaxed link capacity constraints between the CC and HeNBs.
E. Network Topology
The CC can be a server machine in the same enterprise premises performing the task of resource allocation and interference management among HeNBs or can be part of the core network that femtocells connect to through backhaul connection. In both cases, the connection between the HeNBs and the CC can be wired or wireless. We propose a star network topology for the connection of the central controller and HeNBs. Finally, it is worth mentioning that since we do not have stringent latency nor bandwidth requirements (as described in Section V-C and V-D, there can be multiple possible implementation choices on the location of the CC and type of connection to HeNBs.
VI. NUMERICAL RESULTS
In this section, we provide numerical evaluation of the proposed solution in comparison with several baseline solutions. For ease of presentation, we first present the results for a sparse femtocell deployment scenario with 9 femtocells in a 180 × 180 m 2 area. Then, we show a much denser deployment scenario with up to 25 femtocells in a 50 × 50 m 2 area. For both deployment scenarios we assume that each HeNB has a maximum transmission power P (n) max of 20 dBm. Each HUE is associated to the HeNB that gives largest time-averaged received SNR at the HUE as described in Section III-A. We set the AGC scale parameter step Δ to 0.5 (except in Section VI-B-4 where we study the impact of Δ on the performance). The numerical evaluation results are averaged over a number of Monte Carlo simulations for HUEs locations. We use the path loss models proposed in 3GPP standardization [35] . Moreover, we consider log-normal shadowing with 3 dB standard deviation [15] , [35] . We also consider multi-path slow fading channel with a maximum delay spread of 39 ns (as in the InH channel model [35] ) and a Doppler frequency of 10 Hz. This closely models enterprise environments with indoor multiple path reflections and slowly moving users. The important simulation parameters used in numerical evaluation, unless otherwise mentioned, are summarized in Table I .
A. Performance Metrics
Since we apply max-min HUE rate fairness criterion, we choose the performance metric to be the minimum HUE achieved rate across all HeNBs averaged over different realizations. We donate this by the average minimum HUE achieved rate and it is given by
where N T is the total number of Monte Carlo simulation runs (HUE locations realizations) used in the numerical evaluation. The rate R (n) i (t) is the achieved rate for HUE i associated with HeNB n at time (realization) t and is given by (13) . Moreover, we consider the corresponding maximum sum rate as another performance metric (for both max-min fairness and max-sum rate objective functions).
A third performance metric that we consider in performance evaluation is the outage probability. The Resource & per-PRB power allocation problem formulations in Section III-F have minimum rate constraints for HUEsr or number of users S n , there might not exist a feasible solution to the resource allocation problem. We declare an outage if any HeNB n can not find a feasible solution that meets the requirements of its associated HUEs. We then calculate the number of outage events in the total N T Monte Carlo simulation runs to get the outage probability. It is worth noting that both the minimum and sum achieved rate performance metrics are calculated for the feasible solutions only. For EB-AGC and FB-AGC, a feasible if attained if there is any λ that gives a feasible solution. Note that the outage probability is mainly for evaluation purposes, however, in reality a HeNB can respond to an infeasible solution (larger requested rates than can be satisfied) by scheduling resources to users over time (e.g., according to users traffic priority and fairness considerations).
Moreover, we choose to plot the previous performance metrics against various system and environment parameters. We first consider the normalized noise power level N o /Hz to illustrate the performance of different schemes in interferencelimited versus noise-limited regions and emphasize the motivation for the proposed adaptive graph coloring approach where neither FuFR nor ZFR gives the best performance in both regions as shown in subsequent figures. It is also worth noting that the instantaneous received SNR at an HUE i connected to HeNB n can be expressed in terms of the normalized noise power level, therefore, the performance against N o /Hz can be easily translated to the performance against average received SNR. Moreover, the normalized noise power level can be thought of as the sum of all noise sources including interference from other cellular or non cellular systems. Additionally, we consider plotting the performance metrics versus HUE density, HUE minimum requested rate, AGC scale parameter step Δ, and HeNB density.
B. Sparse Femtocell Deployment
In the sparse femtocell deployment scenario, the numerical evaluation is based on the system model described in Fig. 1 . Unless otherwise mentioned, we test the case involving 9 HeNBs (N = 9) deployed in a 180 × 180 m 2 square area as shown in Fig. 6 . HUEs are deployed randomly in the 180 × 180 m 2 area with a density of 0.001/m 2 (except in Fig. 11 ) For ease of presentation, we fix the minimum requested rate for all HUEs r (n) i to be 1 Mbps (except in Fig. 12 ). 1) Graph Coloring Core Performance Evaluation: For easier presentation of the performance evaluation results for the graph coloring core, we consider a uniform load case in which each HeNB has the same number of HUEs S n and all HUEs have the same minimum requested rater (n) i . We also consider HUEs to have same relative positions to the associated HeNBs, while changing these positions across different Monte Carlo simulations. This leads to all HeNBs having the same requested load according to (1) . We consider 12 HUEs per HeNB and a uniform requested load of 60 PRBs per HeNB. The resulting graph coloring output of the graph coloring core is shown in Fig. 7 .
The N HeNBs are indexed according to the ordering in the left subfigure. The right subfigure shows how the available PRBs are assigned to different nodes (HeNBs). Since the total load request of all HeNBs exceeds the total available PRBs in the system (i.e., N n=1 M n > K), frequency reuse is mandatory among HeNBs. The output of the graph coloring core in this case is in the format of three groups of colors as follows: one group for HeNBs 2, 4, 6, and 8 (Reuse 4), one group for HeNBs 1, 3, 5, 7, and 9 (Reuse 5), and a third group of colors assigned to all of the HeNBs (FuFR). The grouping of HeNBs (Reuse 4 and Reuse 5) is intuitive since this grouping mitigates interference among HeNBs in this deployment scenario with equal HeNB maximum transmission power. As this grouping is still not sufficient to meet the requested load of the HeNBs, a third group of colors for FuFR is required for all HeNBs.
2) Overall System Performance Evaluation: In this section, we evaluate the overall system performance using the proposed AGC solution for max-min fairness objective function while in the next section we show the performance for max-sum rate objective function. We consider the deployment scenario in Fig. 6 and the simulation parameters in Table I . Furthermore, we consider the general non-uniform load case where each HeNB has a different number of associated HUEs (S n ) depending on the random HUEs location as shown in Fig. 6 , and, consequently, each HeNB has, in general, a different load. We first evaluate the effect of different variations of the proposed AGC solution on the overall system performance. Later, we compare the performance of the proposed solutions versus different solutions.
For AGC, we consider the two possible solutions presented in Section V, namely, EB-AGC and FB-AGC. Moreover, for the Resource & per-PRB power allocation module, we consider both "interference-aware" allocation (in (14) and (16)) where the CC sends to each HeNB the set of interfering HeNBs on each assigned PRB and "blind" allocation (in (17) ) where each HeNB assumes zero interference from other HeNBs. Additionally, for estimating the average interference from neighboring HeNBs in the "interference-aware" allocation case, we evaluate the impact of considering HUEs locations (i.e., using G mni in (14) or (16)) versus considering only HeNB locations (i.e., using G mn in (14) or (16)). Fig. 8 shows the average minimum HUE achieved rate for different variations of the AGC solution versus the normalized noise power level in dBm/Hz. In Fig. 8 , the label of each variation is divided into two parts: a) algorithm for adapting λ: Estimation-based (EB-AGC) versus Feedback-based (FB-AGC) and b) algorithm for resource allocation: blind, interference aware without G mni (labeled "interf. aware w/o G mni "), and interference aware with G mni (labeled "interf. aware"). Fig. 8 shows that, as expected, using feedback from HeNBs in FB-AGC gives better performance compared to the estimationbased method (EB-AGC). Furthermore, interference aware allocation performs better than blind allocation at the expense of more signaling from the CC. Additionally, we see a significant gain for considering the interference to each HUE through the use of G mni in calculating interference in comparison with just considering average HeNB-to-HeNB interference through G mn especially for low normalized noise power levels where interference becomes the dominant factor.
In Fig. 9 , we compare the performance of the AGC schemes to the three baseline solutions (Uniform ZFR, Proportional ZFR, and FuFR). As clear from Fig. 9 , the AGC solutions give larger minimum HUE rate. When comparing the Proportional ZFR and FuFR solutions, we notice that orthogonal allocation delivers better performance for low noise power levels since this region is interference limited. On the other hand, as the noise power level grows, FuFR achieves better performance since this region is bandwidth limited in which case frequency reuse helps achieve better spectral efficiency. Therefore, none of the baseline schemes can give the best performance in different noise power levels. However, our proposed AGC solutions can achieve better performance than the baseline schemes under various scenarios.
In Fig. 10 , we show the corresponding sum HUE achieved rate for all the HUEs in the network. In general, there is a trade- off between maximizing the sum HUE rate and maximizing the min HUE rate (fairness objective). We notice from Fig. 10 that FB-AGC and EB-AGC achieve lower sum HUE rate than FuFR due to the aforementioned tradeoff. However, both proposed AGC solutions can still achieve high sum HUE rate that is comparable to the best of the three baseline schemes under different noise power levels.
Next, in Fig. 11 , we examine the performance of the various schemes when changing the HUE density in the same 180 × 180 m 2 area. For low user densities, there can be excess capacity after meeting the HUEs minimum request rates. As the HUE density increases, the minimum HUE achieved rate decreases since the K resources are divided among more HUEs. Fig. 11(a) shows that both the EB-AGC and FB-AGC algorithms achieve the highest minimum HUE rate for the whole range of simulated user densities. We also observe that after some value of HUE density, the Uniform ZFR and Proportional ZFR are unable to meet the minimum rate requirement of all HUEs resulting in an infeasible solution for the resource & per-PRB power allocation optimization problem in Section III-F. Fig. 11(b) shows the corresponding outage probability for the various schemes. As we see from Fig. 11(b) , the outage probability for Uniform ZFR grows the fastest with HUE density since Uniform ZFR does not take into account the actual load of each HeNB. At high HUE densities, the outage probability for both Uniform ZFR and Proportional ZFR reaches 1 meaning that among all the simulated N T Monte Carlo simulations, there were no feasible solutions at these values of HUE density.
In Fig. 12 , we evaluate the performance of the various schemes versus the minimum requested rater (n) i . For ease of drawing and performance evaluation, we fix the minimum requested rate for all HUEs, i.e.,r (n) i =r ∀i, n. Note that this fixed minimum HUE requested rate, can equivalently act as the average minimum HUE requested rate with actual HUE requested rate varying slightly around the average value. As the minimum requested rate increases, the corresponding minimum achieved rate should increase as long as there is a feasible solution to meet the requested rates. For the range of examined minimum requested rates, both EB-AGC and FB-AGC are able to meet the requested rate resulting in almost the same minimum achieved rate. As the minimum requested rate increases, the baseline schemes start to experience some infeasible solutions as shown in the corresponding outage probability in Fig. 12(b) .
3) Maximum Sum Rate Objective Function: In this section, we consider a variation of the Resource & per-PRB power allocation where the objective function at each HeNB is to maximize the sum HUE rate (as in (18)) instead of maximizing the minimum HUE rate (as in (14), (16) , and (17)). In Fig. 13 , we plot the sum HUE achieved rate versus HUE density. Since the objective function maximizes the sum HUE rate, Fig. 13 shows that FB-AGC achieves the maximum sum rate among all other schemes. The behavior in Fig. 13 can be explained as follows. At low HUE densities, the FB-AGC, EB-AGC, and FuFR schemes are able to easily meet the HUE minimum rate requirements and have more flexibility to have a high sum rate. However, as the HUE density increases, meeting the minimum rate requirements for more HUEs becomes harder leaving less degrees of freedom to maximize the sum rate, therefore, the sum rate starts to decrease. The corresponding outage probability for this scenario is shown in Fig. 13(b) . Moreover, decreasing Δ will impose more stringent delay requirement on the proposed solution, especially the feedbackbased AGC, due to the increased computation. To gain more insight on the effect of Δ on the attained performance, in Fig. 14 , we evaluate the performance of the proposed AGC solutions in terms of the AGC scale parameter resolution Δ. From Fig. 14 , we see that, as expected, a small value of Δ would give a better performance (at the expense of complexity). We also observe that as Δ increase, the performance of the FB-AGC solution approaches that of the best of Proportional ZFR, Uniform ZFR and FuFR. As an example, for Δ = 9, the search space for λ will be [0, 1, 10], i.e., Uniform ZFR, Proportional ZFR, and FuFR. It is obvious that Δ is a design parameter that compromises performance versus complexity. Based on Fig. 14 , we choose Δ = 0.5.
5) Suboptimal Versus Optimal AGC:
As mentioned earlier, the proposed adaptive graph coloring scheme is suboptimal in the sense that only a subset of values for the scale parameter λ are considered and one scale parameter λ is applied to initial load estimates of all HeNBs. In this section, we consider the optimal adaptive graph coloring that can exhaustively search for the optimal resource allocation set, M * n ∀n where each of the entries in the vector M * n can take a value between 1 and K. This corresponds to K N combinations (whereas the proposed scheme scales linearly with N as L c = N Δ + 3, as shown in Section V-B). Therefore, for performance evaluation, we consider a simplified scheme with four HeNBs (N = 4) in a 120 × 120 m 2 area and we consider K = 8 as the total number of PRBs in the system. Moreover, we set the minimum requested rater (n) i = 0.5 Mbps|∀i, n We note that the proposed adaptive scheme searches for sampled values of the scale parameter λ and assumes the same scale parameter for all HeNBs, i.e., λ n = λ ∀n. Fig. 15 shows the comparison of all the previously considered solutions together with estimation-based and feedbackbased optimal solutions (through exhaustive search). We observe that our proposed suboptimal solution (FB-AGC) achieves about 85% of the corresponding optimal solution (FB-exhaustive search). However, the computation cost for the optimum solution is very high and can be prohibitive for large values of K and N .
C. Dense Femtocell Deployment
In this section, we consider a dense femtocell deployment scenario in a 50 × 50 m 2 square area. We consider the 5 × 5 grid model presented in [35] . The 5 × 5 grid model represents a single floor building with 25 blocks each of 10 × 10 m 2 area. For each block, a HeNB is allocated with probability p and is left vacant with a probability q = 1 − p. The probability p represents the HeNB density. This model serves our purposes in many folds: Firstly, it helps us show that our proposed solution works well in dense deployments with up to 25 closely-spaced femtocells (when p = 1) as well as in sparse deployments with 9 distant femtocells (as presented in Section VI-B). Secondly, with an allocation probability p < 1, the deployment is not necessarily regular as shown in Fig. 16 (for p = 0.7) . Lastly, the allocation probability p can also be thought of as the complement of the HeNB failure probability q = 1 − p, where failure can be unintended due to malfunction of a HeNB or an intended shut-down of a HeNB (e.g., at times of the day where there is low user density).
In Fig. 17 , we plot the minimum HUE achieved rate when changing the HeNB density p. Besides the dense femtocell deployment in the 5 × 5 grid model, we also consider a high HUE density of 0.03/m 2 (compared to the HUE density of 0.001/m 2 in Section VI-B). Fig. 17 shows that the proposed FB-AGC solution achieves a considerable gain over other solutions for various HeNB densities. For example, in a dense femtocell deployment with p = 1, the FB-AGC solution achieves 47% higher minimum rate than FuFR. Since we are simulating a case with a large HUE density, low HeNB densities will give low minimum HUE achieved rates since a low value of p corresponds to a small number of HeNBs (N ) covering the whole area. This will lead to a low achieved HUE rate since each of the HeNBs is serving many HUEs and an HUE might be far enough from the nearest allocated HeNB. As p increases, more HeNBs are deployed and, therefore, the minimum HUE achieved rate increases.
VII. CONCLUSION
This work presents a comprehensive solution for inter-cell interference management and resource allocation in enterprise environments. We address the problem of interference management and coarse resource allocation at a central controller through an adaptive graph coloring approach. The proposed adaptive graph coloring approach initially distributes resources to each femtocell in proportion to its load. It then adjusts and adapts the operating point of the number of resources by selecting a value for a scale parameter based on the rate attained by each femtocell (which takes into consideration the various channel and deployment parameters). We propose two methods for adapting the scale parameter, namely, an estimation-based method where the central controller estimates the rate of each femtocell based on candidate graph coloring results and a feedback-based method where each femtocell reports to the central controller its attained rate to aid in choosing the best graph coloring result for the whole network. The proposed approach automatically addresses the tradeoff between orthogonal frequency allocation in interference limited scenarios and full frequency reuse in noise or bandwidth limited scenarios. Finally, each femtocell performs resource allocation to its HUEs according to a max-min fairness or max-sumrate objective function. We compare the performance of the proposed solutions to different performance benchmarks in interference management and resource allocation. Numerical evaluation results show how the proposed solutions can effectively achieve better performance than other existing solutions under various simulation parameters such as average noise power level, number of cells, distance between cells, user density, and users traffic demand. 
