A proper edge coloring of a graph G is said to be acyclic if every cycle of G receives at least three colors. The acyclic edge chromatic number of G, denoted a ′ (G), is the least number of colors in an acyclic edge coloring of G. Alon, Sudakov and Zaks [Acyclic edge coloring of graphs, J. Graph Theory 37 (2001), 157-167] conjectured that a
Introduction
In this paper, graphs are finite, undirected and simple. An edge coloring of a graph is proper if any two adjacent edges receive different colors. A proper edge coloring of a graph G is said to be acyclic if the union of any two color classes is a forest, that is, every cycle of G receives at least three colors. The acyclic edge chromatic number of G, denoted a ′ (G), is the least number of colors in an acyclic edge coloring of G.
This concept was introduced by Grünbaum [5] . In [1] , Alon, McDiarmid and Reed proved that a ′ (G) ≤ 64∆(G) for any graph G, using probabilistic arguments. The bound 64∆ was further improved to 9∆, see [7] . Alon, Sudakov and Zaks [3] conjectured that a ′ (G) ≤ ∆(G) + 2 for any graph G. To date, this conjecture is still open. Even the question of determining a ′ (K n ) for complete graphs K n seems hard as it implies the well-known perfect 1-factorization conjecture, which was made by Kotzig [6] in 1960's and is still open. For details, the reader is referred to [3] . In [3] , it was proven that the conjecture holds for graphs with sufficiently high girth in terms of their maximum degree.
A weakened open question is whether a ′ (G) can be bounded above by a ∆ + o(∆) bound 1 . In this paper, we answer this weakened question in the affirmative. Precisely, we will prove the following theorem.
Theorem 2 There exists a constant c such that for any ∆ ≥ 1, the acyclic edge chromatic number of any graph G = (V, E) with maximum degree ∆ is
We do not attempt to optimize the multiplicative constant 10 5 in Theorem 2. Rather, we are more interested in the order of magnitude of the error term here.
We note that an immediate corollary of this theorem is the following.
Corollary 3
For any ǫ > 0 there is a ∆ 0 (ǫ) such that for every ∆ > ∆ 0 the acyclic edge chromatic number of a graph G with maximum degree ∆ is
Our argument is probabilistic. We will make use of the following tools of the probabilistic method, see e.g. [2] or [8] .
The Lovász Local Lemma Let A 1 , . . . , A n be events in a probability space Ω. Let the graph D = (V, E) be a dependency graph on the nodes {1, 2, . . . , n} for the events A i , that is, for all i, A i is mutually independent of the family of events {A j : (i, j) / ∈ E}. If there exist reals 0 ≤ x i < 1 such that for all i
The Chernoff Bound Let X be a random variable with binomial distribution Bin(n, p). Then for any 0 < t ≤ np,
Our other notation will be standard. For general terms and notions in graph theory, the reader is referred to [4] .
Proof of The Upper Bound
In [1, 3, 7] , the bound c∆ was obtained by considering a random coloring directly. Our approach, in comparison, is an iterative procedure. Roughly speaking, the bound is obtained by coloring small portions of edges iteratively and this gives a recursive bound in terms of ∆, which in the end will yield the desired ∆ + o(∆) bound.
First we need the following result, which basically shows that for any regular graph G, there is a "small" spanning graph of G with certain properties.
Lemma 4 For all sufficiently large ∆, any ∆-regular graph G = (V, E) contains a spanning subgraph H = (V, F ) with the following properties (i) H has girth g(H) ≥ log ∆ 8 log log ∆ ,
Proof. We assume that ∆ is sufficiently large, whenever it is needed. Define ℓ = log ∆ 8 log log ∆ ,
We choose a random subgraph H = (V, F ) of G = (V, E) as follows. Each edge e of G is kept in H with probability p, randomly and independently. For each cycle C of length k in G, denote by A (k) C the event that C is contained in the random subgraph H. For each vertex v ∈ V , let A v denote the event that
We will show, by using the Lovász Local Lemma, that with positive probability none of the events A
∆ k . Using the Chernoff bound, since the degree d H (v) of v in the random subgraph H is a binomial random variable and has distribution Bin(∆, p),
Define a dependency graph D on the set of nodes (events)
In the dependency graph D, two nodes A Since G is a ∆-regular graph, any edge e ∈ E(G) is in at most ∆ r−2 cycles C of length r, and hence each node A C ; for each v ∈ V , let x v = 1/∆ ℓ be the real number associated with the event A v . Thus, using the Lovász Local Lemma, to see Pr
Thus, by the Lovász Local Lemma, Pr A (k)
C ∧ A v > 0, and hence the desired subgraph H = (V, F ) exists.
We can now prove the following proposition, which is the main tool in the proof of Theorem 2.
Proposition 5 For all sufficiently large ∆, any ∆-regular graph G = (V, E) contains a spanning subgraph H = (V, F ) with
Proof of Theorem 2. We first note that the following inequality holds for all sufficiently large ∆.
where ∆ = ∆ − ⌈log 4 ∆ − log 3 ∆⌉. This is because, if denote
Thus, as f ′ (x) is monotone decreasing, the left-hand side of (1) is
for sufficiently large ∆.
Let c 1 be a constant such that the assertion of Proposition 5 holds for every graph G with maximum degree ∆ ≥ c 1 . Let c 2 be a constant such that inequality (1) holds for all ∆ ≥ c 2 . Set c := 8 max(c 1 , c 2 ). We use mathematical induction to prove Theorem 2. If ∆ ≤ c/8, then the bound in Theorem 2 holds as it is known that a ′ (G) ≤ 9∆(G) for every graph G. Now we assume ∆ > c/8 and show that the bound holds for any graph G with maximum degree ∆. Suppose that for all ∆ ′ < ∆, the upper bound in Theorem 2 holds, we prove that it also holds for ∆.
Let G = (V, E) be a graph with maximum degree ∆. The graph G can be embedded in a ∆-regular graph as a subgraph. For simplicity, this ∆-regular graph is still denoted by G. Since ∆ ≥ c 1 , by Proposition 5 we
