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Abstract
In this paper, we propose a novel approach for document re-ranking, which relies on the concept of
negative feedback represented by irrelevant documents. In a previous paper, a pseudo-relevance
feedback method is introduced using an absorbing document d˜ which best fits the user’s need. The
document d˜ is orthogonal to the majority of irrelevant documents. In this paper, this document
is used to re-rank the initial set of ranked documents in Ad-hoc retrieval. The evaluation carried
out on a standard document collection shows the effectiveness of the proposed approach.
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1 Introduction
A commonly used strategy to improve search results is through feedback techniques, including
relevance feedback [14, 15, 16], pseudo-relevance feedback [2, 5, 21] and implicit feedback [17].
A query is difficult if none of the top-ranked documents are relevant. In the case of difficult
queries, if we can perform effective negative feedback when a user could not find any relevant
document on the first page of the search results, we would be able to improve the ranking of the
unseen results in the next few pages. It is clear that in this case of negative relevance feedback,
we only have negative (i.e., irrelevant) documents. When a user is unable to reformulate an
effective query (which happens often in informational queries due to insufficient knowledge
about the relevant documents), negative feedback can be quite beneficial, and the benefit
can be achieved without requiring extra effort from users (e.g., by assuming the skipped
documents by a user to be irrelevant).
This work investigates the role of irrelevant documents in document re-ranking. In
particular, our re-ranking strategy is based on a negative relevance feedback approach which
takes into account irrelevant documents in the initial document ranking. The key idea
behind our approach is to use the absorbing document [11], which fits the user’s need and
is orthogonal to the majority of irrelevant documents, to re-rank documents on the ground
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of their similarity with respect to the absorbing document. Generally, standard relevance
feedback methods are able to handle negative feedback by subtracting information from the
original query (for example the Rocchio’s model [15]). The key issue of this approach is to
quantify the side effect caused by information loss. To deal with this effect, we propose a
negative feedback method based on absorbing document that is able to remove only the
unwanted aspects pertaining to irrelevant documents. In our approach, documents are
represented as vectors in a geometric space in which similar documents are represented close
to each other. This space is the classical Vector Space Model (VSM).
We compare our strategy with other approaches. First, with the Baseline Model (the
BM25 model [13]). Second, with the approach of Basile et al. [3].
How to identify irrelevant documents is an open question. We use two distinct approaches
in our work proposed in [3]: the former exploits documents at the bottom of the rank,
while the latter takes the irrelevant documents directly from relevance judgments. These
approaches are thoroughly described in Section 3.
The paper is structured as follows. Related work are briefly analyzed in Section 2. Section
3 describes the two strategies used for re-ranking. Experiments performed for evaluating our
approach are presented in Section 4. The last section concludes.
2 Related Work
There exist several groups of related work in the areas of document retrieval and re-ranking.
The first category performs re-ranking by using inter-document relationship [6, 7]. The
idea is to build a document which represents the ideal response to the user’s information
need. In [6] documents in the result list are re-weighed according to a relevance function
which reflects the distance between documents and the ideal document. Other researchers
use inter-document similarities to combine several retrieved lists (see for example [7]). In
this case, the idea of similarity is used to give support to documents with similar content
highly ranked across multiple result lists.
A second category of work is related to recent advances in structural re-ranking paradigm
over graphs. In the language modeling framework, the traditional cluster-based retrieval has
been juxtaposed with document language model smoothing in which document representation
incorporates cluster-related information [8, 9, 10].
An early attempt to model terms negation in pseudo-relevance feedback by quantum
logic operators is due to Widdows [20]. In his work, Widdows has shown that negation in
quantum logic is able to remove, from the result set, not only unwanted terms but also their
related meaning. The concept of vectors orthogonality is exploited to express queries like
Retrieve documents that contain term A & NOT term B. Widdows suggested that vectors
which represent unrelated concepts should be orthogonal to each other. Indeed, orthogonality
prevents vectors from sharing common features.
In [3], Basile et al. proposed a new re-ranking strategy based on a pseudo-relevance
feedback approach which took into account both relevant and irrelevant documents in the
initial document ranking. The key idea of this approach is to build an ideal document which
fits the user’s need, and then re-rank documents on the ground of their similarity with respect
to the ideal document. The ideal document d∗ is built using a geometrical space where d∗
is computed as a vector close to relevant documents and unrelated to irrelevant ones. In
this space the concept of relevance is expressed in terms of similarity, while the concept of
irrelevance is defined by orthogonality (similarity equals to zero). Formally, Basile et al. [3]
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computed the ideal document by the following logical operation:
d∗ = d+1 ∨ d+2 ∨ ...d+n ∧NOT (d−1 ∨ d−2 ∨ ... ∨ d−m) (1)
where D+ = {d+1 , d+2 , ..., d+n } and D− = {d−1 , d−2 , ..., d−m} are the subsets of relevant and
irrelevant documents respectively. Equation 1 consists in computing a vector which represents
the disjunction of the documents in D+, and then projecting this vector onto the orthogonal
spaces generated by the documents in D−. Disjunction and negation using quantum logic are
thoroughly described in [20]. An overview of Quantum Mechanics for Information Retrieval
can be found in [4]. The main problem of the approach of Basile et al. is the query drift
problem related to the pseudo-relevance feedback approach. Query drift occurs when the
documents used for relevance feedback contain few or no relevant documents.
In this paper the orthogonality is defined using the algebraic operator vector product1.
Using this operator, we build an absorbing document which is orthogonal to the majority of
irrelevant documents.
The idea to build a document which represents the response to the user’s information
need is not new. In [6] documents in the result list are re-weighed according to a relevance
function which reflects the distance between documents and the “ideal document”.
Whilst relevant documents have been successfully used in several approaches to improve
Information Retrieval performance, irrelevant ones seem not to arouse researchers’ interest.
Singhal et al. [18] achieved an interesting result for the learning routing query problem: they
showed that using irrelevant documents close to the query, in place of those in the whole
collection, is more effective. Rocchio’s original formulation explicitly includes a component of
irrelevant documents [15]. In [12, 11], the authors showed that irrelevant documents can be
used to extract better expansion terms from the top-ranking k documents. A successful use
of irrelevant documents for negative pseudo-relevance feedback has been carried out in [19],
where authors point out the effectiveness of their approach with poorly performing queries.
3 A Re-ranking Method Based on Irrelevant Documents
This section describes our re-ranking strategy based on irrelevant documents. The main idea
is to build a document vector which attempts to model the absorbing document in response
to a user query, and then exploit this vector to re-rank the initial set of ranked documents
Dinit. The absorbing document d˜ should be orthogonal with each document in the set D−
of irrelevant ones. Identifying relevant documents is quite straightforward: we assume the
top ranked documents in Dinit as relevant, whereas identifying non-relevant documents is
not trivial. To this purpose, we propose two strategies: the former relies on documents at
the bottom of Dinit, while the latter needs relevance judgments. The absorbing document
vector d˜ is exploited to re-rank documents in Dinit on the ground of the similarity between
d˜ and each document in Dinit in the Euclidean space (vector space equipped with an inner
product).
3.1 Vector product
Let E be a vector space of dimension n and let u1,..., un−1 be n− 1 vectors of E. For each
vector x of E there exists a unique vector w such that:
det(u1, ..., un−1, x) = wT .x
1 This operator, in a vector space, naturally models the orthogonality.
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Figure 1 The cross product for n = 3.
where det is the determinant of n vectors, wT is the transpose of w and wT .x is the classical
inner product.
w is called the vector product of u1,..., un−1 and is denoted by u1 ∧ ... ∧ un−1 (for n = 3,
see Figure 1). We have the following properties:
the vector u1 ∧ ... ∧ un−1 is orthogonal to each vector ui.
the vector u1 ∧ ... ∧ un−1 is orthogonal to the subspace F of E generated by the family
(u1,..., un−1). Indeed, if u is a vector of F , there exists n − 1 scalars α1,..., αn−1 such
that u = α1u1 + ...+ αnun−1.
u1 ∧ ... ∧ un−1 = −→0 if and only if u1,..., un−1 are dependent.
if u1,..., un−1 are independent then (u1,..., un−1, u1 ∧ ... ∧ un−1) is a basis of E.
3.2 Scenario
Let n be the dimension of Dinit as a vector space, n represents the number of indexing terms.
Let m < n be the number of linearly independent and representative documents of D−, and
let u1,...,um be these irrelevant ones. We eliminate n−m− 1 terms and so the dimension
becomes m+ 1. The absorbing document is:
d˜ = u1 ∧ ... ∧ um (2)
This document is orthogonal to the majority of irrelevant documents.
3.3 Compute of the absorbing document
To compute d˜ it suffices to compute the vector product of u1,...,um. Let A = (u1, ...., um) be
the matrix of m+ 1 rows and m columns. Let Ai be the matrix obtained from the matrix A
by deleting the ith row (1 ≤ i ≤ m+ 1). The vector product of U1,...., Um is the vector:
u1 ∧ ... ∧ um =

detA1
−detA2
...
...
(−1)mdetAm+1
 (3)
The Equation 3 generalizes the definition of vector product of two vectors in dimension 3.
In the following, we give an example of vector product of three vectors in dimension 4:
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if u1 = (1, 0, 1,−1)T , u2 = (0, 2, 1, 1)T and u3 = (1, 3, 1, 0)T are three vectors, then u1 ∧
u2 ∧ u3 = (4,−1,−1, 3)T and so (4,−1,−1, 3).(1, 0, 1,−1)T = (4,−1,−1, 3).(0, 2, 1, 1)T =
(4,−1,−1, 3).(1, 3, 1, 0)T = 0.
3.4 An illustrative example
In this example we show how the absorbing document d˜ help us to extract better expansion
terms.
We consider four linearly independent irrelevant documents d1, d2, d3, and d4, selected
from the bottom of the initial ranking of topic 351. These four irrelevant documents indexed
by 5 expansion terms t1, t2, t3, t4 and t5, selected from the 2-top relevant documents.
d1 = (2, 1, 1, 0, 0)T d2 = (1, 0, 2, 0, 0)T d3 = (4, 0, 2, 0, 0)T d4 = (0, 1, 0, 2, 1)T .
The absorbing document d˜ is the cross product of d1, d2, d3, and d4:
d˜ = (2, 1, 1, 0, 0)T ∧ (1, 0, 2, 0, 0)T ∧ (4, 0, 2, 0, 0)T ∧ (0, 1, 0, 2, 1)T = (0, 0, 0,−6, 12)T .
d˜ is indexed by the terms t4 and t5. Note that d4 is the only irrelevant document which
is indexed by t4 and t5.
3.5 Strategies to select irrelevant documents
We use the two strategies proposed in [3] to select the set (D−) of irrelevant documents:
BOTTOM, which selects the irrelevant documents from the bottom of the rank; in
other words we assume that the user selects the last m linearly independent irrelevant
documents;
RELJUD, which relies on relevance judgments provided by CLEF organizers. This
technique selects the topm ranked documents which are irrelevant exploiting the relevance
judgments. We use this strategy to simulate the user’s explicit feedback; in other words
we assume that the user selects the first m linearly independent irrelevant documents.
To select linearly independent irrelevant documents we use the Algorithm 1.
4 Experiments
In this section we give the different experiments and results obtained to evaluate our approach.
The goal of the evaluation is to prove that our re-ranking strategy, which relies on the concept
of negative feedback represented by irrelevant documents, improves retrieval performance
and outperforms other methods. Moreover, we want to evaluate the performance of the
BOTTOM strategy and RELJUD strategy.
4.1 Environnement
We set up a baseline system based on the BM25 multi-fields model [13]. The evaluation
has been designed using the CLEF 2009 Ad-hoc WSD Robust Task collection [1]. The
Robust task allows us to evaluate Information Retrieval System performance even when
difficult queries are involved. The CLEF 2009 collection consists of 166, 717 documents which
have two fields: HEADLINE and TEXT. Table 1 shows the BM25 parameters, where b is a
constant related to the field length, k1 is a free parameter, and boost is the boosting factor
applied to that field.
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Listing 1 The set of linearly independent irrelevant documents.
Let n be the number of terms
Let A be the n×mm matrix of irrelevant documents
Let m be the rank of A
Let B be the n×m matrix of linearly independent irrelevant documents
for i = 1, . . . , n
bi,1 ← ai,1
end for
k ← 1
for j = 2, . . . ,mm
Let C be a vector
for i = 1, . . . , n
ci ← ai,j
end for
for l = 1, . . . , n
bl,k ← cl
end for
Let p be the rank of B
if p = (k + 1)
k ← k + 1
end if
if k ← n
break
end if
end for
return B
Table 1 BM25 parameters used in the experiments.
Field k1 b boost
HEADLINE 3.25 0.7 2
TEXT 3.25 0.7 1
In detail, the CLEF 2009 collection has 150 topics. Topics are structured in three fields:
TITLE, DESCRIPTION and NARRATIVE. We used only TITLE and DESCRIPTION,
because NARRATIVE field is the topic description used by assessors. Moreover, we used
different boosting factors for each topic field (TITLE=4 and DESCRIPTION=1) to highlight
terms in the TITLE.
For our approach, the experiments consist to re-rank documents (results of the baseline
approach) on the ground of their similarity with respect to the absorbing document d˜
(Equation 2). The retrieved documents are ranked by the inner product done by:
< d˜, d >= d˜T .d (4)
To evaluate the performance of our approach, we executed several runs using the topics
provided by CLEF organizers. In particular, we took into account: m (the cardinality of
D−). We selected different ranges for parameter m: [1, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100].
For the approach of [3], the experiments consist to re-rank documents (results of the
baseline approach) on the ground of their similarity with respect to the ideal document d∗
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(Equation 1). The retrieved documents are ranked by the relevance score computed for each
document d in Dinit done by:
S(d) = α ∗ SDinit(d) + (1− α).sim(d, d∗)
where SDinit(d) is the score of d in the initial rank Dinit, while sim(d, d∗) is the similarity
degree between the document vector d and the ideal document vector d∗ computed by cosine
similarity.
To evaluate the performance of their approach, Basile et al. [3] executed several runs
using the topics provided by CLEF organizers. In particular, they took into account: n
(the cardinality of D+), m (the cardinality of D−) and the parameter α used for the linear
combination of the scores. They selected different ranges for each parameter: n ranges in
[1, 5, 10, 20, 40], m ranges in [0, 1, 5, 10, 20, 40], while α ranges in [0.3, 0.4, 0.5, 0.6, 0.7]. Table
2. shows the best five runs for BOTTOM and RELJUD strategies with respect to MAP
and GMAP. For the both approaches, they set the cardinality of Dinit to 1000. All the
metrics have been computed on the first 1000 returned documents, as prescribed by the
CLEF evaluation campaign.
4.2 Results
The experiments and the evaluations are as follow. Comparison between the Baseline Model
(the BM25 multi-fields model [13]), the approach of Basile et al. [3], and our approach:
re-ranking method using absorbing document (Equation 4), using Mean Average Precision
(MAP) and Geometric Mean Average Precision (GMAP) over all the queries.
The results have been grouped by the number of irrelevant documents. Table 2 reports
the results of the Baseline Model and the best performance obtained for the approach of
Basile et al. [3] (the best five runs for BOTTOM and RELJUD strategies with respect to
MAP values). Moreover, this table illustrates the best performance obtained for our approach
(the best five runs for BOTTOM and RELJUD strategies where the number of irrelevant
documents ranges in [1, 5, 10, 20, 30, 40, 50, 60, 70]). Improvements in percentage ∆% with
respect to the baseline are reported for MAP and GMAP values.
4.3 Analysis of results
Generally, BOTTOM strategy results are not significant improvements. This suggests that
the BOTTOM strategy is not able to identify irrelevant documents. For this strategy, the
highest MAP value for our approach is 0.476 (GMAP=0.234). Both values (MAP and GMAP)
are obtained with 30 irrelevant documents. For the approach of Basile et al., The highest
MAP value is 0.4384 (GMAP=0.1928). The MAP value is obtained with five irrelevant
documents, while the GMAP is obtained with one irrelevant document.
The method RELJUD obtains very high results. For this strategy, The highest MAP value
for our approach is 0.691 (GMAP=0.3328). Both values (MAP and GMAP) are obtained
with 70 irrelevant documents. For the approach of Basile et al., The highest MAP value is
0.6649 (GMAP=0.3240). Both values (MAP and GMAP) are obtained with 40 irrelevant
documents
For our approach, the performance of the two strategies (BOTTOM and RELJUD)
increases if the number of irrelevant documents increases.
The experimental results are very encouraging. For our approach, both methods (BOT-
TOM and RELJUD) show improvements with respect to the baseline in all the approaches.
The comparison between the results of our approach with the use of the two strategies
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Table 2 Comparison between our approach, the baseline, and the approach of Basile et al.
Approach Method Run n m α MAP ∆% GMAP ∆%
- - baseline - - - 0.4139 - 0.1846 -
2.B1 1 5 0.6 0.4384 +5.92 0.1923 +4.17
2.B2 1 10 0.6 0.4379 +5.80 0.1921 +4.06
BOTTOM 2.B3 1 1 0.5 0.4377 +5.75 0.1928 +4.44
2.B4 1 5 0.5 0.4376 +5.73 0.1926 +4.33
2.B5 1 20 0.6 0.4372 +5.73 0.1917 +3.85
Basile et al.
2.R1 40 40 0.7 0.6649 +60.64 0.3240 +75.51
2.R2 40 40 0.6 0.6470 +56.32 0.3156 +70.96
RELJUD 2.R3 40 40 0.5 0.6223 +50.35 0.3124 +69.23
2.R4 20 40 0.7 0.6176 +49.21 0.2859 +54.88
2.R5 20 20 0.7 0.6107 +47.55 0.2836 +53.63
B1 - 1 - 0.4 −3.36 0.17 −7.9
B2 - 5 - 0.419 +1.23 0.185 +0.21
BOTTOM B3 - 10 - 0.423 +2.2 0.191 +3.46
B4 - 20 - 0.442 +6.78 0.212 +14.84
B5 - 30 - 0.476 +15 0.234 +25.89
Our approach
R1 - 20 - 0.601 +45.2 0.272 +47.34
R2 - 40 - 0.671 +62.11 0.331 +79.3
RELJUD R3 - 50 - 0.675 +63.08 0.3325 +80.11
R4 - 60 - 0.687 +65.98 0.3327 +80.22
R5 - 70 - 0.691 +66.94 0.3328 +80.28
(BOTTOM and RELJUD), the results of the classic BM25 model, and the results of Basile
et al., shows that our approach improves the results of the two other approaches.
5 Conclusion and future work
This paper proposes a novel approach based on negative evidence for document re-ranking.
The novelty lies on the use of the absorbing document to capture the negative aspects of
irrelevant documents. This method has shown its effectiveness with respect to a baseline
system based on BM25 and a re-ranking method based on the approach of Basile et al. [3].
Moreover, the evaluation has proved the robustness of the proposed strategy and its capability
to absorb irrelevant documents. On the other hand our approach depends on a single
parameter, while the other re-ranking approaches depend on many parameters. Moreover,
the absorbing document is modelled by a vector product which is simply computed in a
vector space model.
In a future work, we will apply this re-ranking approach with respect to a vector space
basis which optimally separates relevant and irrelevant documents.
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