At the present time there exist a number of different approaches to the problem of coupling parametrized physical processes to the dynamical core in operational numerical weather-prediction (NWP) and climate models. Motivated by the various strategies in use, some idealized representative coupling schemes are constructed and subsequently analysed using a methodology in which the physics and dynamics terms are represented in a simplified way. Particular numerical properties of the idealized schemes which are of interest are the ability to capture correct steady-state solutions and to be second-order accurate in time. In general, the schemes require specific choices for the time-differencing of certain coupled processes if correct steady-state solutions are to be obtained. This has implications for the overall numerical stability of a coupling strategy. An alternative physicsdynamics coupling approach is then described and analysed. A multiple-sweep predictor-corrector coupling scheme is shown to capture the correct steady-state solution and to allow for second-order accuracy, provided that the convective process is coupled explicitly. This approach has a number of advantages over those currently used in operational NWP models.
INTRODUCTION
The coupling of physical parametrization processes to the underlying dynamical core is an important component of all numerical weather-prediction (NWP) and climate models. In recent years, increasing attention has been paid to the numerics of the coupling procedure, since forecast results have been shown to be sensitive to the particular strategy employed (see e.g. Caya et al. 1998; Williamson 2002; Cullen and Salmond 2003; Martínez 2004; Beljaars et al. 2004) . Staniforth et al. (2002a,b) (henceforth denoted by SWC) developed a simple methodology for analysing the numerics of different physics-dynamics coupling approaches, and they subsequently applied it to determine the properties of a number of time-split coupling schemes. Further applications of the SWC methodology have been made by Dubal et al. (2004) to investigate coupling schemes when the physics processes have very different timescales, and by Dubal et al. (2005) for more complex cases where multiple physics processes and multiple timescales are present. In these two papers the numerical consequences of utilizing certain general approaches, such as parallel-split or sequential-split coupling of the parametrized processes, were compared and contrasted. Explicit differencing with parallel-splitting (equivalent to no splitting) was found to be useful for coupling slow processes. However, fast processes do require some degree of implicit differencing combined with a sequential-splitting approach for numerically stable and accurate coupling schemes. Then, the stability and accuracy is dependent on the order in which the fast processes are coupled in the sequential-split operation. Generally the fastest process ought to be coupled last. These works indicate that the methodology developed by SWC can provide valuable insight into the numerical properties of physics-dynamics coupling approaches for full NWP models. Here, specific coupling models, considered to be paradigms of actual approaches used in NWP models, are investigated. The purpose of the present work is two-fold.
First, the SWC methodology is used to elucidate the numerical properties of various idealized coupling schemes, the forms of which are motivated by the approaches adopted in current operational NWP models. A particular emphasis of the investigation is on the ability of these schemes to capture correctly steady-state solutions, regardless of the values of any time-off-centring weights in the difference equations and, additionally, the possibility for the schemes to be second-order accurate in time. Despite being somewhat ideal in their nature, these two properties are important. A correct steady-state implies a correct balance between individual physics and dynamics processes, thereby reducing systematic errors and biases. If the need to capture a correct steady-state solution imposes restrictions on the time-differencing used, then this can have implications for the numerical stability of the coupling scheme. With regard to accuracy, a firstorder-accurate coupling scheme implies a first-order-accurate solution, even if both the dynamics and physics packages are accurate to second order.
Second, the SWC methodology is used to analyse a multiple-sweep predictorcorrector coupling scheme which can address both the steady-state and second-order accuracy issues, subject to some restrictions.
In the following section the NWP equations are written, following the SWC methodology, as a canonical model problem. The model problem includes linear dynamics, a physics forcing term and two linear dissipative physics terms. One of the linear physics terms is taken to represent fast boundary-layer type processes, while the other represents convective-like processes. In section 3, various idealized coupling schemes, which are representative of particular approaches to physics-dynamics coupling in operational NWP and climate models, are constructed and used to solve the canonical problem of section 2. The schemes idealize coupling approaches, which can be categorized as: (a) purely sequential-split; (b) mostly parallel-split; (c) mixed sequential/parallelsplit; and (d) sequential-split with predictors. In sections 4 and 5, respectively, the steady-state and accuracy properties of the idealized coupling schemes are investigated. Section 6 describes and analyses an improved coupling scheme. This scheme attempts to meet the two requirements of obtaining a correct steady-state solution independently of the values of time-off-centring weights, and of allowing for a second-order-accurate discretization of the coupled physics-dynamics system. Some conclusions are presented in section 7.
MODEL EQUATION
To facilitate a tractable analysis of physics-dynamics coupling schemes, the SWC methodology represents the full NWP equations in terms of a canonical model problem. The solutions to this problem can be regarded as representing the normal modes of the more complete system (see Eqs. (2.1) and (2.3) of SWC). For an analysis of a typical NWP model, a suitable model equation in SWC form is,
where,
Quantities α, β > 0 and γ > 0 in (1) are real and constant. In addition the advective velocity U ≥ 0 is taken to be constant. The oscillatory forcing term, R k exp{i(kx+ k t)}, has a wave number, k, and frequency, k , and is taken to be independent of F (x, t). The forcing amplitude, R k , can be a complex number. The solution, F (x, t), of (1) represents the kth normal mode of the full NWP equation set, and will have a spatial dependency proportional to exp(ikx) (see the discussion by SWC).
In (1), the −iαF term models oscillatory dynamical processes such as those that govern acoustic and gravity-wave propagation. The first dissipative term, −βF , is taken to represent vertical diffusion (boundary-layer) effects, which can be fast. The second dissipative term, −γ F , is associated with convective-like processes. The timedependent forcing, R k exp{i(kx + k t)}, can represent a slow forcing (such as the diurnal cycle of radiation) or a fast one (such as variation in radiation due to changes in cloud cover). In this work the forcing is generally taken to be representative of the slow physics processes.
When k = 0, i.e. a time-independent forcing, and in the limit t → ∞, (1) has the steady-state solution,
The exact free solution to (1) can be found by setting R k = 0 and seeking solutions of the form F = f (t) exp(ikx). Then,
where F free k is the amplitude at t = 0 of the kth component of the free solution. From (4), the free response function for (1) can be written as,
where t is a time-step interval. For later use, expanding E exact in powers of t results in,
COUPLING SCHEMES FOR OPERATIONAL MODELS
This section describes idealized coupling schemes that can be thought of as representing the general coupling strategies used in different operational NWP models. The coupling strategies of full NWP models are necessarily complex and often employ subtle techniques, particularly for nonlinear terms that cannot be analysed using the linear SWC methodology. Despite this, a linear analysis can be useful in identifying approaches that are unlikely to perform well in a nonlinear regime, i.e. it can be used as a starting point to establish necessary, but not sufficient, properties of a good coupling scheme.
The aim of the analysis shown below is to determine to what degree the various coupling schemes can meet the two requirements of obtaining a correct steady-state solution, independently of any time-off-centring weights, and of allowing for a coupling that is second-order accurate in time. The non-advecting steady-state solution, (3) with U = 0, and the expanded free response function (6) for the model equation (1), provide reference solutions.
In the following descriptions of the numerical coupling schemes, the superscript n labels the time level, subscript d denotes evaluation at the departure point, t is the time step and the ξ j 's are time-off-centring weights, the values of which normally determine the 'implicitness' of the coupling (any exceptions are noted). Quantities without the d subscript are evaluated at grid points. Note that ξ j ≡ 1 − ξ j , and usually 0 ≤ ξ j ≤ 1.
Intermediate temporal values are denoted by F (1) etc. Moreover, for the purposes of generality, the slow physics term, R ≡ R k exp{i(kx + k t)}, will also often be assigned intermediate temporal values (e.g. R (1) etc.) as if it were evaluated using an intermediate value of F (e.g. F (1) ), despite it here being assumed to be independent of F .
Each process in (1) has one or more associated time-off-centring weights. For the schemes shown below, weight ξ 1 is associated with the dynamical term −iαF . Weights ξ 2 and ξ 5 are associated with the fast boundary-layer process, −βF . Weights ξ 3 and ξ 6 are associated with the slow physics term, R. Finally, weights ξ 4 and ξ 7 are associated with the convective-like process, −γ F .
(a) Scheme A: Purely sequential-split approach A popular approach is the purely sequential-split method, see Caya et al. (1998) , for example, for a discussion. This motivates the coupling scheme,
for solving (1). This is a sequential-split implementation of coupling with the ordering: dynamics, slow physics, boundary-layer processes and convection. A semi-implicit semi-Lagrangian (SISL) formulation is used to evaluate the dynamical tendency (7). The physics tendencies are evaluated using time-averages with grid-point values, F n . It is possible to use intermediate temporal values of F in the evaluation of the physics tendencies, e.g.
on the righthand side of (9). Doing so generally leads to an increase in splitting error, see e.g. Beljaars et al. (2004) and Dubal et al. (2005) , and therefore this option is not considered here. Alternatively, using departure point values, F n d , rather than F n , i.e. an averaging along the semi-Lagrangian trajectory, so that, for example, the right-hand side of (9) becomes −β(ξ 2 F (3) + ξ 2 F n d ), can lead to improvements in accuracy (see the discussion in section 5 below). However, operational models using the purely sequential-split strategy tend not to adopt this averaging technique.
The slow physics term, R, is treated in an explicit first-order-accurate fashion. For the purpose of generality, the convective-like process, −γ F , is initially treated in a time-off-centred implicit fashion. This can later be specialized to explicit differencing, as required. Generally, the fast boundary-layer process, −βF , will need to be treated in an implicit fashion (ξ 2 > 0) to ensure numerical stability.
By eliminating all intermediate values of F , it can be shown that the system (7)- (10) is equivalent to the single coupling equation,
where
and
are splitting error terms.
(b) Scheme B: Mostly parallel-split approach One form of the NCAR * Community Climate Model-3 (CCM3) coupling approach, as described by Williamson (2002) , motivates the coupling scheme,
In the above,
from (14), and
from (15). Again, the dynamical tendency uses a SISL formulation, while the physics tendencies use grid-point values, F n , for the same reasons as noted previously. This scheme employs a parallel-split coupling of the dynamics, the boundary-layer processes and the slow physics. The convective-like process (represented by −γ F ) is coupled sequentially after the parallel-split procedure.
If intermediate values of F are eliminated from (14)- (17), then the equivalent single coupling equation is, where
(c) Scheme C: Mixed sequential/parallel-split approach The current Met Office Unified Model (UM) coupling scheme for solving (1) motivates the following SWC equations,
The first equation, (23), is an explicit-dynamics predictor, and the final one, (26), is an implicit dynamics corrector, which is representative of the Helmholtz type equation that typically appears in full NWP models. For reasons of generality, (24) indicates an implicit coupling of the convection-but, in fact, the current UM scheme treats −γ F mostly in an explicit way, i.e. it uses ξ 4 = 0. The fast boundary-layer process, −βF , is treated in an implicit manner for reasons of numerical stability. Note that the order of coupling for the convection and boundary-layer processes is the reverse of that used in the previous schemes A and B. As discussed in the next section, this ordering has consequences for a scheme's ability to capture correctly the steady-state solution whilst retaining numerical stability. If all intermediate values of F are eliminated from (23)- (26) then the system is equivalent to the single coupling equation,
(d) Scheme D: Sequential-split with predictor approach The semi-Lagrangian averaging of physical parametrizations (SLAVEPP), as described and implemented by Wedi (1999) in the European Centre for Medium-Range Weather Forecasts (ECMWF) model, uses a predictor approach when coupling the physics processes. This is to try to reduce dependencies on the order in which the physics processes are included, and on the size of time step. The SLAVEPP coupling approach motivates the following scheme:
Equation (34) is a predictor designed to reduce the ordering and time-step dependency of the sequential splitting. In general, the physics processes are coupled by averaging along the semi-Lagrangian trajectory (see the SLAVEPP method of Wedi 1999) . Note that
is the predictor value from the previous time level, n − 1, which has been interpolated to the departure point. Using (34) it is defined as,
where, using (30),
The dd subscript denotes a quantity at a grid point which has been evaluated at a departure point, and which is subsequently further interpolated to a departure point at a new time level. By using predictor values, the convection term, −γ F , is never coupled implicitly regardless of the values of its associated weights ξ 4 and ξ 7 . As for scheme C, a dynamics predictor, (30), is used first and the final equation is an implicit dynamics corrector, (33), which represents a Helmholtz-type equation.
If
STEADY-STATE SOLUTIONS
In the absence of advection (U = 0), the steady-state behaviour of the schemes described above can be determined by: (i) setting F at every grid point or departure point, on all time levels, to a steady-state value, F ss , for each of the single coupling equations listed in section 3 above; and (ii) similarly, setting R at every grid point or departure point, on all time levels, to the value R k e ikx for each of the single coupling equations. As an example, the steady-state behaviour of coupling scheme C (mixed sequential/parallel splitting) can be determined by setting (27)- (29). If the resultant equation is satisfied when F ss = F ss , then the coupling scheme can capture the true (non-advecting) steady-state solution, (3), with U = 0. In general, a particular combination of values for the time-off-centring weights will be required if the correct steady-state solution is to be obtained. Table 1 lists the splitting errors occurring in the idealized NWP coupling schemes of section 3, for a non-advecting steady state. Also listed are values of the off-centring weights required for the schemes to produce the correct steady-state solution, (3) with U = 0. Values of weights not specified can be arbitrary. A coupling scheme's ability to capture the correct steady-state solution should preferably be independent of the values of any off-centring weights. If this is not the case, then there can be a conflict between the stability of the coupling scheme and the accuracy of the steady-state solution obtained (see the discussion below). For all the schemes A-D, any errors in the steady-state solution will be a function of the time step and the timescales of the various dynamics and physics processes involved. 
SPLITTING ERRORS OCCURRING IN THE CASE OF A NON-ADVECTIVE STEADY-STATE (U = 0) FOR THE IDEALIZED PHYSICS-DYNAMICS COUPLING SCHEMES OF SECTION 3
Weights for the Scheme Splitting errors for the non-advective steady state correct steady state
Values of the time-off-centring weights required if the scheme is to capture the correct non-advecting steady-state solution, given by (3) with U = 0, are listed in the third column. For scheme D the convective term, −γ F , is always coupled explicitly for any values of ξ 4 or ξ 7 . Table 1 shows that the purely sequential-split coupling scheme, A, produces the correct steady-state solution, and the splitting errors vanish for a steady-state, if ξ 1 = ξ 2 = 0. This means treating both the dynamics, −iαF , and the fast-physics process, −βF , with a first-order explicit differencing. This is not viable for stability reasons. Likewise, Table 1 shows that the splitting errors for the mostly parallel-split coupling scheme, B, will vanish, and a correct steady-state solution obtained, if ξ 1 = ξ 2 = 0. Thus, for stable versions of coupling schemes A and B (ξ 2 > 0), there will be some degree of error in the non-advecting steady-state solution.
For the mixed coupling scheme, C, Table 1 indicates that the requirement for an error-free steady state is simply that ξ 4 = 0, i.e. that the convection term, −γ F , should be coupled using explicit differencing. The current version of the Met Office UM (which motivates this scheme) does, in fact, couple convection in a mostly explicit way. Both the dynamics, −iαF , and the fast boundary-layer process, −βF , can be treated in an implicit manner, which is required for numerical stability. If the convection were coupled after the boundary-layer process (as is done for schemes A and B), then a correct steady-state would require ξ 2 = 0, i.e. an explicit treatment of the boundarylayer process, leading to stability problems. Assuming the boundary-layer process is faster than the convection, this reinforces the point that, in a coupling scheme using sequential splitting, the fastest process ought to be coupled last (see Sportisse 2000; Dubal et al. 2005) .
The situation for coupling scheme D is more complicated (see Table 1 ). The correct steady-state solution requires that ξ 2 = 0. The value of ξ 5 can be arbitrary and, by inspection of (37), can therefore be chosen to obtain a stable and implicit treatment of the fast boundary-layer process, −βF . Note that, unlike schemes A-C, the convective term, −γ F , is coupled explicitly for any value of ξ 4 . In (37) the convective term, −γ F , is centred one time level back from the current time level. In fact, four time levels are used in the predictor scheme D. This can introduce spurious computational modes into the solution, as discussed in the following section.
In summary, schemes A and B cannot capture the correct steady-state solution if they are to be stable, that is if the dynamics and the fast boundary-layer process are coupled implicitly. Schemes C and D can be stable and capture the correct steady-state solution, but only if the convective term, −γ F , is coupled explicitly (this is always the case for scheme D). Scheme D requires ξ 2 = 0, but the time-off-centring weight ξ 5 in the predictor, (34), can be used to couple −βF in a stable and accurate fashion. Spurious computational modes may occur for scheme D, as discussed below.
NUMERICAL ACCURACY OF THE COUPLING SCHEMES
The numerical accuracy of the idealized coupling schemes can be estimated by comparing their free response functions (expanded in powers of t) with the expanded free response function of the model equation, given by (6). To determine the free response functions: (i) set R = 0 at all time levels; and (ii) write the departure point values as * e.g. F n d = F n e −ikU t , in each of the single coupling equations of section 3. Then, seeking solutions of the form F n = f n X (t) e ikx , where X denotes one of the coupling schemes A-D, an expression for the response function is,
The quantity E X can then be expanded in powers of t.
The predictor coupling scheme, D, is more complicated since, from (37)- (39), the single coupling equation involves quantities at time levels n + 1, n, n − 1 and n − 2. The single coupling equation also contains quantities such as F n−1 dd . These are interpreted as grid-point quantities, evaluated at departure points, which are further interpolated to departure points at a different time level. For the purpose of evaluating the response function, such terms are written as, e.g. 
where A, B and C are functions of α, β, γ , k, U , the off-centring weights ξ j and the time-step t. Expressions for E D are found, using (41), by expanding A, B and C in powers of t, to O( t 2 ), and writing,
Equating powers of t leads to expressions for E 0 , E 1 and E 2 . There are three roots, one physical and a complex-conjugate pair representing spurious computational modes. The response function for the computational modes is found to be,
which is due entirely to the convective term −γ F . The first term on the right-hand side of (43) can be eliminated by choosing ξ 4 = 1, but a computational mode of O( t 2 ) remains. Though not shown here, this can be eliminated by further choosing ξ 7 = 1. Table 2 lists expressions for the difference between the expanded free response function of the model equation, (6), and that of each of the coupling schemes (only the physical mode is shown for scheme D). In general the difference for all the schemes is minimized when the off-centring weights ξ 1 , ξ 2 and ξ 4 each take the value of 1/2. This corresponds to centring in time the dynamics, fast boundary-layer and convection processes. Note that this conflicts with the values required for a correct steady-state * Note that this is equivalent to assuming exact interpolation to evaluate upstream quantities. 
solution, as shown in Table 1 . None of the idealized NWP coupling schemes can reduce the difference to zero, and therefore they cannot represent the free response function of the model equation to second-order accuracy. For ξ 1 = ξ 2 = ξ 4 = 1/2, scheme D has the smallest difference,
and is therefore the closest to second-order accuracy. Note that the accuracy of scheme D is independent of the weights ξ 5 and ξ 7 , which appear in the predictor (34). Again, the main disadvantage of scheme D is the possibility of introducing spurious computational modes into the solution.
(a) Accuracy improvements Improvements in the accuracy of the free response functions for coupling schemes A, B and C are possible with small modifications. The modifications involve the use of departure-point quantities, rather than grid-point quantities, at time level n when computing the tendencies of the physics processes. For example, in scheme C, F n d could be used rather than F n on the right-hand side of (24)- (25). This amounts to averaging the physics processes along the semi-Lagrangian trajectory, as is the case for scheme D (see Wedi 1999 for an application of SLAVEPP to the ECMWF model). The effect is to remove those terms containing the advection velocity, U , in the expressions of Table 2 . If this is done, when ξ 1 = ξ 2 = ξ 4 = 1/2, the modified scheme C represents the free response function with the same accuracy as that of scheme D, (44). However, both the modified scheme C and scheme D are first-order accurate. In addition, using ξ 4 = 1/2 in scheme C and ξ 2 = 1/2 in scheme D is inconsistent with the values required for the capture of the correct steady-state solution (see Table 1 ).
From Table 2 , scheme B (mostly parallel-split approach) has a term −ikU t in the expression for the difference in the response functions. This arises from the parallel-split treatment of the dynamics and the fast boundary-layer process, (16), when the left-hand side of (16) uses a grid-point value F n rather than a departure point value F n d . By construction the coupling schemes of section 3 treat the slow physics term, R, in an explicit and first-order-accurate manner. A second-order-accurate representation of the slow physics would be preferable, and indeed the predictor scheme, D, may have an improved accuracy for the slow physics term by virtue of its use of information from earlier time levels, but this is by no means clear. Representing the slow physics with higher accuracy, whilst keeping an explicit differencing, is one of the issues considered in the following section.
6. AN IMPROVED COUPLING SCHEME Physics-dynamics coupling approaches that can capture correct steady-state solutions, without restrictions on the values of any time-off-centring weights, have a number of advantages. A free choice of time-off-centring weights can allow the coupling scheme to be second-order accurate in time. Moreover, numerical stability requirements are easier to satisfy, and decentring of particular processes can be implemented, whilst retaining the ability to capture steady-state solutions correctly. In general, this task is difficult to accomplish using a time-splitting approach. Direct methods of implicitly coupling all processes at once have been investigated recently by, for example, Reisner et al. (2003) . This strategy can be effective and avoids issues such as splitting errors. A particular difficulty with direct methods, however, is finding efficient preconditioners when many complex physical parametrizations are present. Thus, for current operational NWP models, the time-split coupling approach appears to be the most straightforward one. With this in mind it is useful to search for improved time-splitting approaches to the physics-dynamics coupling problem.
Cullen (2001) and Cullen and Salmond (2003) promote the use of predictorcorrector coupling schemes as a first iteration towards a scheme that couples implicitly all processes. The Cullen scheme (see Cullen 2001) can be written in terms of the SWC methodology as:
where the departure point, d 1 , is evaluated using
and 2nd iteration
where the updated departure point, d 2 , is now evaluated using,
are splitting errors. The predicted value F (3) is regarded as a reasonable approximation to F n+1 and, likewise, R (3) is considered to be a reasonable approximation to R n+1 . Indeed, F (3) is essentially the value used by the current Met Office UM for F n+1 . The updated departure-point calculation can have beneficial effects on the stability and accuracy of a coupling scheme (see Cullen 2001) , however the SWC methodology, in its current form, does not capture this issue (see Cordero et al. 2005 for a discussion of the impact of the departure-point calculation on accuracy and stability). Moreover, multiple sweeps could allow for a more implicit treatment of the nonlinear terms (e.g. the boundary-layer diffusion, see Kalnay and Kanamitsu 1988) than current coupling approaches.
Note that, for the Cullen scheme, the convective term, −γ F , is not coupled in an implicit manner regardless of the value of ξ 4 . Rather, the time averaging uses a predicted value F (3) in the second sweep. The same is true of the slow physics if R (3) can be considered as a reasonable approximation to R n+1 . Thus, it is possible for the slow physics to be approximately centred in time if ξ 3 = 1/2.
To investigate the behaviour of the Cullen scheme for a non-advecting steady state, let
so that (53) reduces to,
Differences in the departure points are ignored. When F ss = F ss , (57) is satisfied regardless of the values of any of the time-off-centring weights, which is the first requirement of an improved coupling scheme. Now, the accuracy of the free response function of the Cullen scheme is determined. Setting R = 0 at all points on all time levels in the single coupling equation, (53), and, ignoring differences in the departure points, setting F n
= F n e −ikU t etc., then the free response function for the Cullen scheme is,
Expanding E CUL in powers of t produces,
When ξ 1 = ξ 2 = ξ 4 = 1/2, then,
and, therefore, the Cullen scheme can represent the free response function of the model equation to second-order accuracy. Thus, the Cullen scheme does accomplish the task of obtaining a correct steadystate solution, regardless of the values of the time-off-centring weights, while simultaneously allowing for the possibility of second-order accuracy. The convective process, −γ F , is never coupled implicitly for any value of ξ 4 . The second-order accuracy results from an averaging with the predicted value. Additionally, the slow physics process, R, can have enhanced accuracy when compared with the idealized coupling schemes of section 3.
CONCLUSIONS
Idealized physics-dynamics coupling schemes, motivated by the time-splitting approaches of existing operational NWP models, have been presented and examined in order to identify their numerical properties, in particular their steady-state behaviour and their order of accuracy. Included in the investigation were approaches that can be classified as: (a) purely sequential-split; (b) mostly parallel-split; (c) mixed sequential/parallel splitting; and (d) sequential splitting with predictors. The mixed sequential/parallelsplit coupling scheme C was found to satisfy the requirement that a correct steady-state solution be obtained, regardless of the values of any time-off-centring weights, except that the convective process must be coupled explicitly. The predictor scheme D always couples the convection explicitly, and has some restriction on the differencing of the fast boundary-layer process. However, the flexibility of the predictor allows for a stable and accurate differencing of this process. The remaining schemes, A and B, can capture the correct steady-state solution, but specific values of some of the time-off-centring weights are required, which then compromise the numerical stability of the coupling approach.
All of the idealized schemes A-D fail to represent the free response function of the model equation with second-order accuracy. Scheme D attempts to improve the accuracy of the slow physics and the convective process by the use of predictor values from previous time levels. Although scheme D does have the highest accuracy, unfortunately spurious computational modes can be introduced into the solution. The accuracy of schemes A-C could be improved by using departure-point values rather than grid point values and averaging, as in the SLAVEPP approach of ECMWF, when calculating the physics tendencies. In this case a modified scheme C has an accuracy equivalent to that of scheme D, without the disadvantage of computational modes. This does assume departure-point quantities can be obtained with good accuracy.
An alternative physics-dynamics coupling scheme has been described and analysed. The multiple-sweep predictor-corrector Cullen scheme can capture the correct steady-state solution, regardless of the values of the time-off-centring weights, whilst simultaneously representing the free response function to second-order accuracy. The scheme does not couple the convection process implicitly, instead a predictor-corrector approach is used to improve accuracy. One disadvantage of the Cullen scheme is the extra cost, since the Helmholtz equation is solved twice. On the other hand, some cost savings are possible. Specifically, the initial guess for the second Helmholtz calculation is likely to be sufficiently good that only a few iterations would be required for a satisfactory solution. It is also possible that, due to increased accuracy, the iterative scheme will produce satisfactory solutions using larger time steps leading to greater efficiency (but too large a time step may lead to divergence). Additionally, as mentioned previously, multiple sweeps allow for accuracy and stability improvements due to recalculation of the departure points in a more stable manner, and a more implicit treatment of nonlinear terms.
