Abstract-An optimal mean square error minimizer algorithm is developed to solve severely ill-posed Cauchy problem for Laplace equation on an annulus domain. The mathematical problem is presented as a first order state space-like system and an optimal iterative algorithm is developed that minimizes the mean square error in states. Finite difference discretization schemes are used to discretize first order system. After numerical discretization algorithm equations are derived taking inspiration from Kalman filter however using one of the space variables as a time-like variable. Given Dirichlet and Neumann boundary conditions are used on the Cauchy data boundary and fictitious points are introduced on the unknown solution boundary. The algorithm is run for a number of iterations using the solution of previous iteration as a guess for the next one. The method developed happens to be highly robust to noise in Cauchy data and numerically efficient results are illustrated.
I. INTRODUCTION
C AUCHY problem for Laplace equation is a well-known inverse problem. Solutions to this problem are highly sensitive to variations in Cauchy data and small measurement noise can totally destroy the solution [1] . This mathematical problem is used to model a diverse range of physical phenomena. One of the applications is to recover actual heart electric potential using electrocardiogram (ECG) data on the body torso [2] . Other applications include nondestructive testing, electrical potential problem, corrosion problem, steady state diffusion phenomena [3] - [5] and some geophysical applications [6] .
There have been many efforts going on over the past few decades to find stable solutions of this model problem for noisy data. The solution fails to fulfill Hadamard's stability criteria for non-smooth data [7] and some a priori assumption on the solution is a requirement to force the solution to continuously follow the data. This inverse problem was first introduced by Hadamard in 1902 [7] and since then there have been various proposed solution techniques. In general these techniques can be classified into two broad categories, namely, optimization-based techniques and observer-based techniques. Optimization-based techniques include various regularization methods developed to tackle this challenging problem. Just to name a few, a Tikhonov kind of regularization is introduced in [6] , [8] . In [9] a quasireversibility method is introduced. An energy regularization M.U. Majeed is a PhD candidate in Computer, Electrical and Mathematical Sciences and Engineering CEMSE, King Abdullah University of Science and Technology KAUST, K.S.A. e-mail: muhammadusman.majeed@kaust.edu.sa T.M. Laleg-Kirati is an assistant professor in CEMSE, KAUST, K.S.A. email: taousmeriem.laleg@kaust.edu.sa method is introduced in [10] . Regularization methods in general affect the solution depending on the choice of a particular regularization parameter and it also increase the computation cost. On the other hand, there are some methods based on state observer that transform the elliptic problem into a hyperbolic one by introducing an additional time variable like [11] , [12] . Then a Luenberger type of observer [13] is developed for the transformed hyperbolic problem. First major draw-back of this kind of approach is the computational cost of introducing a new variable, that is, a two dimensional problem is transformed into a three dimensional problem. Second the performance of these techniques for noisy data is not well studied. Another kind of observer based technique to solve Cauchy problem for Laplace equation for only smooth Cauchy data is introduced in [14] , where the idea is to use one of the space variables as a time-like variable to reduce numerical computation cost.
This paper is an extension of the observer based technique presented in [14] to non-smooth and noisy data. Cauchy problem for the Laplace equation is presented as a first order system and an optimal mean square error (MSE) minimizer algorithm is developed to solve the problem. Algorithm developed in this paper can be seen as a Kalman filter-like optimal estimator [15] with space variable as a time-like variable. In following sections the boundary value problem is presented as a first order system in space. Next solving algebraic Riccati equations optimal estimator gain is calculated. Numerically algorithm is implemented using finite difference discretization schemes. The technique presented in the given form is implemented by assuming fictitious points on the unknown solution boundary. Finally numerical results are presented for different levels of noise in Cauchy data.
II. PROBLEM FORMULATION
Let Ω be a bounded annulus domain in 2 with two boundaries Γ in and Γ out as shown in figure 1. Cauchy problem for Laplace equation in polar co-ordinates is given as, Let us introduce two auxiliary variables ξ 1 (r,θ ) and ξ 2 (r,θ ) such that,
Further re-write the Laplace equation as a first order state
with,
where˙represents partial derivative with respect to θ . Now problem (1) can be reformulated as,
It is important to re-emphasis that nice analytical solution of the above problem exists for smooth Cauchy data ( f , g) only and arbitrarily small noise in Cauchy data can totally destroy the solution [7] , [16] . In the following subsection a nice well-posed forward problem is presented. Solution of this well-posed forward problem will be used to test the accuray of optimal algorithm.
Let us define a well-posed stable boundary value problem for Laplace equation as follows,
where g and h are noise free smooth boundary conditions. Solution of above forward problem provides Cauchy data ( f , g) on Γ out . Now the inverse problem is to estimate h(r,θ ) using noise-free ( f , g) and noisy (f ,g) Cauchy data. In the following sections problem (6) is discretized using finite difference discretization and an optimal estimator is developed.
III. DERIVATION OF OPTIMAL MSE MINIMIZER ALGORITHM
Before proper algorithm formulation, let us discretize problem (6) using finite difference discretization.
A. Numerical discretization
Forward Euler-like approximation is used to discretize first derivative along θ as,
where n is discrete positive integer index for variable θ and θ is a small step size. State equation, after discretization in variable θ , can be written as,
here I is 2 × 2 identity matrix. Second equation in (9) can be written as,
Next to discretize in variable r, following second order accurate finite difference discretization approximations are used to discretize first and second order derivative in above equation. (12) i is the discrete index for variable r, i = 1 on Γ in and ( r) is a reasonably small step size along r. Now from (10),
rewriting above equation on inner boundary Γ in , that is, at i = 1 gives,
As state earlier, index i = 1 represents point on Γ in and thus i = 0 represents fictitious points outside domain Ω and close
to inner boundary Γ in , as shown in Figure 2 . Taking out fictitious points (ξ 1 ) n 0 from the above equation gives,
It is important to re-emphasis here that our objective is to develop an optimal algorithm which runs iteratively using θ as a time-like variable. Right hand side of equation (10) only depends on variable r. Thus fictitious point (ξ 1 ) n 0 for a particular n can be found uniquely as it depends on (ξ 2 ) n+1 1 . The idea of assuming fictitious points on the inner boundary can be understood as an assumption that Laplace equation is satisfied on the inner boundary. That is, we are trying to solve a 2D problem line by line assuming that,
which is an applicable boundary condition on Γ in in the current state space-like setup. At the start of the algorithm,
come from the initial guess over the domain Ω. These fictitious points are used in optimal estimator equations to tackle the boundary condition on the inner boundary, whereas Neumann boundary conditiong is used to tackle the boundary condition on outer boundary. 
B. Optimal estimator derivation
After full numerical discretization the state equation can be written as,
along with Neumann boundary condition ∂ ξ 1 ∂ r =g(r,θ ) on Γ out and boundary condition given by equation (16) 
A is the discrete version of and I is an identity matrix. Both A and I are square matrices of the same size with dimension depending on number of discretization points along r. Next Dirichlet boundary condition on Γ out can be written as a measurement or observation equation in discrete form as,
where C is a discrete observation matrix such that Cξ n = (ξ 1 ) n | Γ out , f n is the Dirichlet boundary condition at θ n = n × θ along with measurement noise υ n . An important condition to be satisfied for a system in state-space-like representation (17) and (18) is the system observability. Observability is equivalent to the existence of solution in linear dynamical theory [17] , [18] . 
In our case A = (I + ( θ )A). Let the covariance matrices of process and measurement noise be stationary over θ and are given by,
where Q is of the size of (I + ( θ )A) and R is a 1×1 matrix. Letξ n be the estimate of true state ξ n . The difference of estimated and true state can be written as e n = ξ n −ξ n . It is important to consider the ability of the estimator to predict the states over a period of time-like variable θ , hence a feasible metric is the expected value of positive definite error functional ξ n −ξ n 2 , given by,
where P n is the error covariance matrix at θ = n × θ .
Proposition 1. Let pair (C,A ), with A = (I + ( θ )A), be observable as given in (19) and n be a discrete non-negative integer index for variable θ . As n → ∞ (that is, as θ → ∞, representing iterations over annulus domain), following two step algorithm minimizes the mean square error functional given in equation (22).

Prediction-step:
with Neumann boundary conditiong on Γ out and fictitious points close to Γ in given by equation (15) , taking care of boundary conditions. (20) and (21) and K n is the gain matrix.
Correction-step:
⎧ ⎪ ⎨ ⎪ ⎩ξ n =ξ n + K n y n − Cξ n , K n =P n C T (CP n C T + R) −1 , P n = (I − K n C)P n ,(24)
Remark 1. Before going to the proof, it is important to remark that the idea of iterations (n → ∞) replaces the asymptotic time in standard Kalman filter algorithm.
Proof: Let us re-write equation (22) as,
Let us assume the prior estimate ofξ n is calledξ n and was obtained by the knowledge of the system (prediction). The correction equation can be written using the prior estimate with measurement data as follows,
K n is the gain matrix which will be derived in a moment.
The term y n − Cξ n is the innovation or measurement residual. Substituting equation (18) into (26),
Now substituting equation (27) into (25) gives,
taking the error of prior estimate ξ n −ξ n as uncorrelated to measurement noise gives,
now substituting equations (21) and (25) into above equation yields,
Above equation is the error covariance update equation and the diagonal contains mean squared error as shown,
trace of above matrix is the mean squared error and it is to be minimized with respect to K n . Re-writing equation (30) gives,
using the fact that trace of a matrix is equal to trace of its transpose, it can be seen that,
where T [P n ] is the trace of covariance matrix P n . Differentiating with respect to K n ,
setting derivative equal to zero gives,
solving for K n gives,
Above equation is the optimal estimator gain equation which minimizes the mean square state estimation error. Substituting above equation into equation (30) yields,
which is the update equation for state error covariance matrix with optimal gain K n . Equations (26), (36) and (37) develop an estimate of variable x n . State prediction is achieved using state equation,
along with Neumann boundary conditiong on Γ out and equation (16) on Γ in . To complete the recursion it is important to find an equation which projects state error covariance matrix into next θ -step, θ +1. This is achieved by forming an expression for the prior error (prediction error).
Now extending equation (22) to n + 1 gives,
e n and ω n are uncorrelated as e n is the error accumulated in previous n steps and ω n is the process error for n-th step. This implies,
This has completed the optimal estimator recursive loop.
IV. NUMERICAL RESULTS
For all numerical examples presented in this section an annular domain with r ∈ [0.5,1] is considered. Number of states ξ i are chosen such that Kalman rank condition given in equation (19) is satisfied. Pair (C,A) is observable for N r ≤ 8, where N r is the number of discretization points along r. The results presented in this section were obtained in just 3 to 4 iterations over the domain Ω, running the algorithm for more iterations has no effect on results. Algorithm was tested for various test cases with smooth, non-smooth and noisy Cauchy data. Numerical results on a (N r × N θ ) = (8 × 2000) grid are summarized in following two subsections, where N θ is the number of discretization points along θ . Figure. 3 shows the solution obtained by solving wellposed problem (7) with h = sin(θ )+sin(3θ ) and g = 0. Now ( f , g) | Γ out obtained by solving problem (7) is used as Cauchy data to find unknown h on the inner boundary Γ in . Figure. 4 shows the solution obtained by the optimal iterative algorithm. Figure. 5 compares the true h = sin(θ )+sin(3θ ) with the one obtained by the algorithm on Γ in . For smooth data case process and measurement noise co-variance was taken
A. For smooth data
, that is, putting more confidence into the process and also assuming very small error in data with η 1 = η 2 = 0. Figure 5 . On Γ in , comparison of true boundary h = sin(θ )+sin(3θ ) to the one recovered by optimal iterative algorithm using Cauchy data from Γ out .
B. For non-smooth data
Figure. 6 shows the non-smooth pulse signal h applied on Γ in . Further it shows the solution f obtained by solving problem (7) with pulse-shaped signal h at Γ in along with Neumann zero boundary condition (g = 0) on Γ out . Here problem (7) was solved using finite difference discretization. Figure. 7 compares true pulse-shaped signal and the one recovered by the algorithm on Γ in using Cauchy data. Again as smooth data case, the process and measurement noise covariance was assumed to be very small σ 1 = σ 2 ≈ 10 −7 ∼ 10 −6 and η 1 = η 2 = 0. It can be seen that this algorithm is well-suited for edge detection of such a pulse-shaped signal. Figure 6 . Solution of problem (7) f (θ ) (in blue), by taking h as a pulse signal and g = 0.
C. For noisy data
In this section optimal iterative algorithm is studied for the case of noisy Cauchy data. First, problem (7) is solved using h = cos(θ ) on Γ in and Neumann zero boundary condition (g = 0) on Γ out . Solution of problem (7) provided f on Γ out . Next an additive white Gausian noise with η 2 = 0 and variance σ 2 = 10 −3 was added to f . This noisyf along with Neumann zero (g = 0) was used as Cauchy data to solve the inverse problem. Process covariance σ 1 was assumed to be ≈ 10 −4 . Figure. 8 compares the true h = cos(θ ) with the one recovered by the algorithm using noisy Cauchy data. Figure. 9 shows the comparison of percentage relative error in Cauchy data on the outer boundary with Comparison of true h (a pulse signal) to the one recovered by optimal iterative algorithm using Cauchy data.
the percentage relative error in the recovered solution on the outer boundary (solution obtained using noisy Cauchy data). During all these measurement process noise variance σ 1 was taken as 10 −4 , whereas measurement noise variance σ 2 was adjusted according to the relative error in Cauchy data and η 1 = η 2 = 0. Percentage relative error is given by, % Relat ive E r r or = 1 h 2 h − h recovered 2 × 100, (42) where . is the Eucledian 2-norm. It is obvious from Figure. 9 that error in the recovered solution is reduced with smaller and smaller error in Cauchy data. However for arbitrarily small noise in Cauchy data still there's around 2% relative error in solution, this might come from numerical discretization error. Comparison of true h = cos(θ ) to the one recovered by optimal iterative algorithm using noisy Cauchy data with measurement noise variance σ 2 = 10 −3 .
V. CONCLUSION
An optimal iterative algorithm is presented to solve highly ill-posed Cauchy problem for Laplace equation. Using one of the space variables as a time-like variable an algorithm is developed to solve steady state boundary value problem. Stable and efficient numerical results for multiple test cases are presented. Algorithm developed in this paper happens to be robust to high noise in Cauchy data. Prospective research work includes the numerical discretization study and extension to more general shape of domains. 
