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1  2­4  5­10  11­30  31­100  101­500  501­2000 
Ring Layer 1  0.44  0.48  0.52  0.54  0.5  0.38  0.17 
Ring Layer 2  0.36  0.35  0.37  0.39  0.32  0.19  0.06 




































Locality  1  2­4  5­10  11­30  31­100  101­500  501­2000 
0  0.28  0.22  0.2  0.19  0.13  0.06  0.02 
0.3  0.3  0.24  0.21  0.21  0.15  0.07  0.03 
























































































Sequence of arrival  1  3  0  2  4  5  6  7  8  9 
Displacement  ­1  ­2  +2  +1  0  0  0  0  0  0 
Table 4­3 Example Displacement Seen From Client End 
 
We see that even when, over one interface,  the end router sends chunk in order, the 
msocket still might receive chunks out of order. The msocket layer allows for out of order 
delivery by storing out of order chunks in a buffer. However, it only sends an acknowledgement 
of successfully received chunk based on the highest in­order chunk that  the end user has 
retrieved from the buffer. Thus, on a mobility event, the server will try to resend all chunks past 
the last acknowledged chunk, potentially resending a lot of redundant chunks. One of the 
benefits of using GSTAR, in this instance, is that the router where the chunks were stored knows 
which chunks were successfully delivered, and it will try to forward the remaining chunks to the 
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 msocket layer. The first chunks that the moved msocket will receive from GSTAR will be a 
chunk that isn’t already in its buffer.  
 
4.3.5 Multihoming 
As a session layer application, msocket manages the connection between a client and a 
server. One of the benefits of msocket outside of its buffer is its management of multiple flows. 
A user might have the capability to use multiple interfaces, and each interface is a separate flow 
connected to the server. In this section, we look at the benefits of multihoming over the 
MobilityFirst network. 
We look at two scenarios, one where there are two stationary multihomed interfaces, and 
one where one is stationary and the other is mobile. An example of this is when a person uses 
both LTE and Wifi hot spots. In our experiment, both interfaces have the same link speed. 
 
Figure 4­7 Multihoming 
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 Above, we see that there is an additive benefit to multihoming when both interfaces are 
stationary. The flow paths to each interface, because they are on two separate networks, allow for 
the server to send on two paths that don’t add congestion to each other. As seen in section 4.3.3, 
when a mobility event occurs, it is most likely that the server has to resend the chunk meant for 
the moving interface as opposed to the GSTAR service delivering it first. Overall, using two 
interfaces, even with one moving, is still better than one when considering the total download 
time. One issue would be if the user needed to access data as it was coming into the buffer, as it 
would happen during a video stream. In that case, the mobility of one interface could mean a 
long delay a much needed in­order chunk. 
 
4.3.6 MobilityFirst Conclusion 
In this section, we have looked at the Hop protocol, the GSTAR service, and the msocket 
session application layer. We have discussed the performance overhead of using large chunks of 
packets versus smaller chunks of packets as well as the relationship between the GSTAR service 
and how msocket natively helps the user in a mobility event. We have found that the 
multihoming capabilities provided by msocket greatly improves the overall performance of the 
session. By utilizing in­network storage and a two­fold approach to deal with mobility events, 
MobilityFirst provides reliability and improved user experience in cases of user mobility. 
However, the overhead that comes with their use of caching in the network, in terms of 
CSY_ACKS and GNRS calls, can pose scalability issues. 
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 Chapter 5 
Future Work 
 
This thesis conducted a general overview of the caching mechanisms in NDN and 
MobilityFirst. We looked at the default behaviors of the systems as described in their project 
overview. However, there have been continuing work to add functionality and complexity to the 
protocols that drive each architecture. Future work will look at these additions to the story and 
evaluate how they affect the data flow in novel ways. 
 
5.1 NDN 
● Forwarding Plane​: Caching Replacement strategies present the lowest layer of the 
forwarding plane. On top of the caching mechanisms, there is a forwarding strategy, 
where the routers need to decide on which path to forward new requests. Currently, there 
are various strategies, ranging from best performance and random path to more 
complicated decision making strategies. Caching is currently on path of the interest 
request, so looking at how that path is decided on can gives us a better understanding on 
how requests move through the system and how they are cached.  
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 ● Prefetching​: Currently, the default behavior of NDN is to cache on requests. Other higher 
level caching mechanisms[5]  create overlay networks that have a better understanding of 
the network behavior as a whole, and can initiate prefetching of popular content so seed 
the caches. Looking at these strategies, we can compare their benefits and overhead and 
how these overlay networks affect the locality of requests. 
 
5.2 MobilityFirst 
● Content Caching​: In an effort to provide a better user experience for the individual, 
in­network storage in MobilityFirst has been focused on providing for reliability for an 
individual flow as opposed to caching of content for the overall system. ​F. Zhang and al. 
[29] have proposed the caching of specific chunk numbers as a way for content caching 
at the edge of the network. Future work can evaluate the effects of this use of in­network 
storage in MobilityFirst  
● GUID to NA binding​ : Currently, both in­network NA to GUID binding decision making 
and client side NA binding are supported. Looking at both methods, we can get a better 
understanding of the benefits of making such decision at different locations in the 
network and how that affects the traffic flow and use of caching in the network. 
● Larger Testbed​: One of the issues with the ORBIT testbed is the inability to emulate 
changing link rates in the 20x20 grid. This makes it difficult to simulate real life transfers 
of data across significant distances. MobilityFirst is also deployed on another testbed, 
GENI which is made up of real computers spanning multiple institutions across the US.   
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 Chapter 6 
Conclusion 
 
In this thesis, we evaluated the caching mechanisms of two Future Internet projects, NDN 
and MobilityFirst. These clean­slate approaches to alternative Internet architectures capitalized 
on the advances in technology in recent years that have made  in­network caching on the router 
level feasible. In their designs, these caching capabilities are integrated into the routers 
themselves.  
The pervasive caching scheme in NDN allows for interesting trends to pop up. Because 
content is no longer tied to an end host and the content itself is visible to the network layer, the 
origin point plays a lot less of a factor to the overall expected distance to any consumer, 
especially the more popular the content. We see that the overall distribution of requests impacts 
some caching strategies more than others, with LFU reasonably resilient to those changes. 
Finally, from a topological standpoint, we see how caching affects the perceived distribution of 
requests to nodes in different locations in the network.  
In MobilityFirst, we have evaluated how the different in­network storage and caching 
layers interact with each other. We looked at how the Hop protocol responds to different chunk 
sizes and its impact on the overhead. We see under which scenarios the GSTAR service would 
be most beneficial to the end user, and we looked at the additive benefits of multihoming through 
the use of msocket. 
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