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Chapter 1
General introduction
1.1 Why this thesis
Why study the photodissociation dynamics of small molecules? The chemistry
of complex systems can usually be decomposed into a series of elementary pro-
cesses. Photodissociation is the most important elementary process of photochem-
istry, and it often initiates chain reactions in a system. We study photodissoci-
ation dynamics on the molecular scale. The first answer to the above question
is that the photodissociation of even a simple diatomic molecule is still a compli-
cated process for scientists up to now, even though quantum mechanics was well
established a century ago. Second, the dynamical information obtained can be
directly applied to gaining a
deeper understanding of at-
mospheric chemistry, inter-
stellar chemistry and com-
bustion chemistry.
After photoexcitation of
a molecule AB, some of the
possible fates of the elec-
tronically excited molecule
AB* are shown on the left-
hand side (adapted from ref-
erence [1]). The “microlevel”
phenomena of each elemen-
tary process are revealed by
molecular spectroscopy [2, 3, 4] and molecular dynamics [5, 6]. The dynamics is
generally quantified by experimentally observable properties such as (absolute)
1
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total cross sections and differential cross sections (DCS). The larger the cross sec-
tion, the more likely that a reaction will occur. The cross sections can be compared
with the rate constants described in chemical kinetics [1, 7, 8]. The meanings and
measurement of DCS will be described in sections 1.2 and 1.3, respectively.
Several small molecules play an important role in our atmosphere. The left
panel of the figure below shows the photodissociation rate (J) of O2, H2O, N2O,
CF2Cl2 and H2O2 as a function of altitude for an overhead sun (adapted from refer-
ence [9]):
For example, the photodissociation of molecular oxygen (O2) plays an important
role in the upper atmosphere. The right panel specifically shows the photodisso-
ciation rates of O2 in various spectral regions at altitudes of 40–110km (adapted
from reference [10]). The maximum solar energy absorption in the Schumann-
Runge system occurs at altitudes of 80–110km, corresponding quite well with the
maximum in O(1D) daytime emission (dayglow), and is due to the process:
O2+hν(λ ≤ 175nm)→O(1D)+O(3P) . (1.1)
The red doublet of the dayglow at λ= 630.0 and 636.4 nm is due to the O(1D→ 3P2,1)
transition [11]. We study this process on the atomic scale in the resolution of mag-
netic sublevel. Strong polarization of the O(1D) from the Schumann-Runge system
is observed in this thesis (chapter 8), which may influence some polarization phe-
nomena in our atmosphere. More details will be described in chapter 9.
1.2. Photodissociation dynamics 3
1.2 Photodissociation dynamics
An elementary process may be described schematically by the following reaction
sequence:
hv , (1.2)
where (a) is a bimolecular reaction, which is a full collision, and (b) is photodisso-
ciation, which can be viewed as a half collision [12]. Total cross sections (σ) for a
full collision are generally given as an excitation function σ(Ecol), a function of col-
lision energies Ecol, while those for a half collision are referred as absorption cross
sections σ(ν), a function of photon energies hν (or frequency ν, wavelength λ), as
commonly used in spectroscopy. The relative yields for each product channel are
called the branching ratios, and indicate the relative reaction rates. The absolute
total cross sections, and especially the DCSs, are two very important measures for
molecular dynamics. The DCSs, I(θ,φ;υ), are generally reported in terms of to-
tal kinetic energy release (TKER) distributions: P(ET), and angular distributions:
I(θ,φ). In common with molecular spectroscopy, molecular dynamics are generally
described and understood using potential energy surfaces (PESs).
Nowadays, modern experimental techniques can measure the TKER and angu-
lar distributions with state-to-state resolution. For a photodissociation process:
ABC(i)+hν→AB( f1)+C( f2) , (1.3)
where i and f represent the quantum numbers of the initial and final states, re-
spectively, the state-to-state DCSs can be described by Iν,i,f1 ,f2 (θ,φ;υ). The angular
distributions for a photodissociation process can be described by the vector correla-
tions between the photolysis light polarization (²), reactant transition dipoles (µ),
and the recoil velocity (v) and angular momentum (J) of the fragment(s) [13].
The ²–µ–v correlation
For photodissociation of randomly oriented molecules, the product spatial angular
distribution can be described by [14]:
I(θ)= 1
4pi
[1+ cβP2(cosθ)] , (1.4)
where P2(x)= 12 (3cos2θ−1) is the 2nd Legendre polynomial, and θ is the angle be-
tween the recoil velocity (v) and the polarization (²) or the propagation (k) for lin-
early polarized (c= 1) or unpolarized/circularly polarized (c =− 12 ) photolysis light,
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respectively. β is called the anisotropy parameter, with −1 ≤ β ≤ 2, and takes the
limiting values of β= 2 and −1 for a parallel (∥)-type transition and a perpendicular
(⊥)-type transition, respectively.
The ²–µ–(v–J) correlation
This correlation results in product polarization. For a molecular/radical product,
the total angular momentum J is not only the electronic but also rotational angular
momentum. There is no nuclear rotation for an atomic product, so that the total
angular momentum J can be described by the magnetic substate1 m in terms of
the density matrix elements ρmm′ .
- -2 1 0 1 2
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oriented
- -2 1 0 1 2
- -2 1 0 1 2
v
J
m
2
0
-2
1
-1
p(m)
For a pure ∥ or⊥ transition, the
correlation is simplified to the v–J
correlation only, in which J is de-
scribed by the populations p(m) =
ρmm (i.e. the diagonal elements of
the density matrix). As illustrated
on the right-hand side, the atom
is isotropic if all the substates are
equally populated. Otherwise, it
is aligned or oriented when p(m)=
p(−m) or p(m) 6= p(−m), respectively. If there is a 100% population in m = 0, the
vector J is perpendicular to v. It is interesting that the polarized angular momen-
tum tells us about the atomic orbital electron densities in the recoiling atom. This
also raises the issue of the stereodynamics for the reactions of the polarized atoms.
Progress in this field of photodissociation is rapidly expanding. Related pho-
todissociation dynamics and more details for this thesis work will be given in chap-
ter 5. The off-diagonal elements of the density matrix is the helicity of the angular
momentum, and will also be described in chapter 5.
1.3 Scattering as a probe of molecular dynamics
Scattering experiments provide a direct measurement of the DCS, and can be in-
terpreted using a “Newton diagram” (velocity vector representation), in which the
product velocities are distributed over “Newton spheres”, as shown below. For bi-
molecular crossed-beam experiments (e.g. A+BC→ AB(υ)+C here), a cylindrical
symmetry axis is defined by the relative velocity vector of the two molecular beams,
and the orientation of the product velocity with respect to this vector is referred to
as forward or backward scattering. For photodissociation (e.g. ABC+hν→AB(υ)+C
here), the cylindrical symmetry axis is defined by the electronic vector (²) of a lin-
1The magnetic substate MJ of an atom is written as m j or m in this thesis. See chapter 5 for details.
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early polarized photolysis light, or the propagation direction (k) of an unpolarized
or circularly polarized light. No forward or backward scattering is define in this
case, but directional dynamics can be measured if the precursor molecules are ori-
ented [15]. Due to momentum conservation, mABuAB +mCuC = 0, and to energy
conservation, the TKER (or total translational energy ET) for the photodissociation
in equation (1.3) on page 3 is given by:
TKER≡ET = hν+E int(i)−Eint( f )−D0(AB· · ·C)
=EAB+EC = mABCmC EAB =
mABC
mAB
EC ,
(1.5)
where Eint(i) and Eint( f ) are the internal energies of reactants and products, re-
spectively; D0(AB· · ·C) is the bond dissociation energy; EAB, EC, and mAB, mC, mABC
are the kinetic energies and mass of the denoted species, respectively.
As illustrated in the above diagram, the velocity distribution can be measured
in the laboratory frame by means of a time-of-flight (TOF) technique, where TOF=
(Flight distance)/|vC|. This technique generally uses the universal detection scheme,
in which the detection efficiency and resolution are low. Velocity map imaging
(VMI) overcomes these problems, and can directly map the three dimensional New-
ton spheres onto a two dimensional detector. This technique has been extensively
developed in the past decade. Part I of this thesis gives more introduction of sev-
eral techniques, and deeper evaluation (chapter 2), applications (chapter 3) and
new developments (chapter 4) of the VMI technique. Methods for correcting the
‘imperfect’ images will be described in appendix A.
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1.4 Systems studied in this thesis
In this thesis, ultraviolet (UV) and vacuum UV (VUV) photodissociation of several
small molecules are studied, and will be described in Part II. Some preliminary
results will be shown in chapter 3, and three photodissociation systems will be
described in detail in chapters 6–8:
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The above images are examples of state-to-state scattering distribution measure-
ments for the photofragments of diatomic and triatomic molecules. The photodis-
sociation of CH3I and some other molecules shown in chapter 3 will require fur-
ther experimental and theoretical studies. Unexpected strong S+ and e− signals
are observed from the photoexcitation of OCS at 157nm (chapter 6). This chap-
ter also demonstrates the images and analysis by applying linearly polarized (LP)
and unpolarized (UP) photolysis light. Completely polarized S(1D2) and highly po-
larized O(1D2) are observed from the photodissociation of SH/SD (chapter 7) and
O2 (chapter 8), respectively. The experimental results are complemented with cal-
culated photodissociation cross sections, while the dynamics causing atomic po-
larization is interpreted using adiabatic and diabatic models (chapter 5). The fi-
nal chapter (chapter 9) demonstrates the ‘control’ of polarized O(1D) by means of
precession about an applied magnetic field. Several ‘movies’ of this and other ex-
perimental aspects will be shown in appendix B. Some accompanied photoioniza-
tion/photoelectron processes are also studied in this thesis.
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Experimental development and
applications
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Chapter 2
Evaluating the velocity map
imaging experiment
The molecular scattering method provides detailed information on molecular dy-
namics (section 1.3). During the past decade, velocity map imaging (VMI) has been
accredited as a powerful and fascinating tool for studying molecular scattering,
essentially allowing us to image molecular dynamics [1, 2, 3, 4].
Chapter 2 provides the general ideas together with a thorough and systematic
analysis of the VMI technique [5], and descriptions of several experimental tricks
and details. This chapter starts with a comparison of several popular methods, and
shows why the VMI technique is particularly powerful. Then, the basic concept of
VMI and a detailed analysis will be described and the limitations and improve-
ments of the first generation VMI will be pointed out, leading to the discussion and
the next chapter. An estimate of the signal rate will be described with the purpose
of judging how ‘easy’ or ‘difficult’ an experiment is before attempting to carry it
out. In chapter 3, the details of the VMI apparatus used in this thesis, how it is
used to perform an experiment, and several useful aspects of the instrumentation
will be described. The inherent capabilities of the apparatus, such as time of flight
(TOF) mass spectrometry, photoionization/photoelectron spectroscopy and spatial
map imaging are very useful and will be demonstrated. Some preliminary applica-
tions in the area of photodissociation/photoionization using VMI will be presented.
Several state-of-the art techniques will be introduced and analyzed in chapter 4,
including crush, slice and 3D imaging. New developments from our laboratory are
also described.
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2.1 Why velocity map imaging (VMI)?
Many methods have been developed to measure various properties of the scattered
products of a chemical event. The reason why the VMI technique has become the
most popular method is described in this section.
The one dimensional (1D) neutral time of flight technique as illustrated on
page 5 was the first method to measure the velocity distributions of scattering
products under well-defined conditions. For this approach, electron impact ioniza-
tion (EI) as a ‘universal detection’ technique was pioneered by Lee, Herschbach and
coworkers [6]. Yang and coworkers [7] have improved this technique, to the point
where by reducing background signals the detection of atomic hydrogen (H /D) and
molecular hydrogen (H2 / HD /D2) has become possible. Casavecchia and cowork-
ers [8] recently applied a “soft” EI to prevent a major problem, dissociative ioniza-
tion, of this technique, and made chemical selectivity possible by tuning the elec-
tron energy. Wodtke and coworkers [9] applied synchrotron radiation in a ‘selec-
tive’ detection scheme, where single-photon ionization (SPI) is used instead of EI,
providing the ability to state-selectively ionize the products by tuning the photon
energies. The ‘universal detection’ (i.e. the ability to measure all different species
and the chemical branching ratios) and flux detection is the main advantage of the
above methods. However, the low signal level and duty cycle and the high cost of
building such a machine make many applications difficult or impossible, and veloc-
ity resolution generally has to be sacrificed in order to obtain sufficient signal. For
atomic hydrogen (H /D) detection, the velocity resolution and detection efficiency
has been extraordinarily improved using the hydrogen Rydberg tagging time of
flight (HR-TOF) method [10]. A similar technique has also recently been applied
for ground state atomic oxygen, O(3P) detection, called OR-TOF [11]. The above
methods constitute ‘direct’ measurements of the product distribution on the New-
ton sphere. They require scanning of the detector angle in the lab frame to recover
the whole Newton sphere (as shown on page 5), and the data analysis requires a
transformation from lab to center-of-mass frames.
Alternatively, some ‘indirect’ methods have been developed. Figure 2.1 on the
next page shows several ways to project the distribution of a Newton sphere, il-
lustrating the ideas of several methods: 3D→2D projected velocity map image
(VMI), 1D Doppler profile (a spectroscopic method), 1D ion-TOF profile methods
and direct-2D slice imaging. The two 1D profile methods require deconvolution
from the 1D profiles to 3D distributions and have limited resolution. Liu and
coworkers have combined the above two methods by means of Doppler-selected
ion TOF, making a direct-1D detection for H /D atoms [12]. During this decade, the
above methods have been largely replaced by 2D VMI due to the higher informa-
tion content of the 2D detection. However, we can consider them as subsets of VMI
as illustrated in figure 2.1. Note that methods involving detection of light are still
quite viable; e.g. Doppler-resolved laser induced fluorescence (LIF).
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Figure 2.1: Schematic diagram of several different projections from the distribution
on a 3D Newton sphere to the 2D images and 1D profiles.
Imaging first became practical with the pioneering work by Chandler and Hous-
ton in 1987 [13]. However, low velocity resolution limited the technique until the
breakthrough made by Eppink and Parker a decade later [5], in which the VMI
technique was developed. The technique combines the spectroscopic state selec-
tive resonance-enhanced multiphoton ionization (REMPI) detection scheme, high
detection efficiency and high velocity resolution, and has resulted in a large in-
crease in the use of imaging around the world [2]. This powerful 2D mapping
technique provides the projection of the 3D product velocity distributions onto the
image plane (a so-called ‘crush’ image), and it only requires an ‘inverse-Abel’ in-
version method to reconstruct the original 3D distribution in the numerous cases
when a cylindrically symmetric axis exists. The complete 3D distribution may be
measured directly, slice by slice, using the slicing technique. More on the crushing
and slicing methods will be described in chapter 4.
2.2 Interpretation and analysis of VMI
Dozens of new developments in VMI have appeared over the past decade. This
section is an attempt to describe the VMI technique in a comprehensive, systematic
and precise manner. It serves as an introduction to VMI and describes the state of
the art of the technique.
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Figure 2.2: The concept and implementation of the velocity map imaging method. E1,
E2 denote electric fields, while L1 denotes a electrostatic lens. The z-axis is squeezed
by a factor of 2.5. The ion lenses consist of repeller (R), extractor (E) and ground (G)
electrode plates; D denotes the detector. The repeller potential VR is set at 3kV here
with VMI condition VE = 1.112kV for the extractor potential. The trajectories are for
ions with initial kinetic energy of 1 eV in the x-direction. The initial spacing between
ions (∆sx = 6mm) is exaggerated in order to illustrate the focusing effects. ∆x is the
size of the image on the detector plane. Note that the original Chandler and Houston
design only used one field (i.e. two plates R and G).
2.2.1 Concept of VMI
Analogous to an optical lens, a positive lens for charged-particles (VMI lens) trans-
fers a parallel ray (the same υx and υy) to a focus. Figure 2.2 shows the idea of
TOF mass spectrometry by Wiley and McLaren [14], as well as ion imaging (only
two electrode plates were originally used, i.e., one electric field) by Chandler and
Houston [13] and the VMI by Eppink and Parker [5]. The implementations are sim-
ulated using SIMION3D1 software. For Chandler and Houston’s imaging method,
typically the detector radius rD = 20mm and the “blurring” of image ∆x ≥ ∆sx
= 2mm (the extractor grid also causes an aberration) so that the resolution (∆x
x
)
>10%. For Eppink and Parker’s method, no grid is necessary and the open elec-
trodes act as a tunable lens, which can focus ∆sx =2mm to ∆x ≈ 20µm. A rule
of thumb for an electrostatic annular electrode lens is that the filling factor for
a distortion-free region is 10% of the aperture size (this will be analyzed in sec-
tions 2.2.5 and 2.3). The simplicity and 100% transmission of VMI has made the
technique very attractive.
1SIMION 3D™ is a simulation software for modeling of electron and ion optics developed by David A.
Dahl at Idaho National Engineering Labs (http://www.simion.com).
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Figure 2.3: Illustration of ion
time of flight (TOF) and ion turn
around time (tR) for Wiley and
McLaren design (two accelera-
tion stages). See the description
of tR in section 2.2.4
The first generation VMImachine consisted of a three plate annular ion/electron
aperture lens, which was adjusted to focus charged particles with the same initial
velocity vector to the same point on the detector plane [5]. The detector plane is
defined here as the xy-plane, the time of flight (TOF) axis as the z-axis, and the
laser propagation direction as the x-axis. For an ion with initial velocity:
v= υx i+υy j+υz k , (2.1)
the initial kinetic energy is:
U =Ux+Uy+Uz , (2.2)
where Ux = 12mυ2x, Uy = 12mυ2y and Uz = 12mυ2z . VMI projects the components υx
and υy of an ion to the positions x and y on the detector plane, respectively, and υz
appears in the spread of the ion flight time. Conventionally, a velocity map imaging
apparatus is designed to ‘crush’ the entire ion cloud from a 3D Newton sphere to
the 2D detection plane; i.e. projection of signals to I(υx,υy)=
∑
υz I(υx,υy,υz). This
section provides a basic analysis of the first generation VMI machine, and this can
be extended to the state-of-the-art techniques described in chapter 4.
2.2.2 Ion flight time analysis
Wiley and McLaren [14] presented an expression for the ion flight time for the
apparatus shown in figure 2.3. Under the influence of the extraction field, an ion
with initial energy Uz and charge q will increase its energy to:
U(q,Uz,sz ,d2,E1,E2)=Uz+ qszE1+ qd2E2 . (2.3)
In VMI applications, the parameters we most often use are repeller potential (VR)
and extractor to repeller potential ratio (ξ):
ξ≡ VE
VR
(0 < ξ<1) . (2.4)
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The convenience of using the ξ ratio instead of the extractor potential (VE) is due to
its fixed (charge/mass independent) value for “velocity map” conditions. Then we
can write down:
E1 = ∆V1d1 =
VR−VE
d1
= (1−ξ)VR
d1
, (2.5a)
E2 = ∆V2d1 =
VE
d2
= ξVR
d2
. (2.5b)
After substituting the above variables, equation (2.3) becomes
U(q,Uz,sz ,d1,VR,ξ)=Uz+ q szd1 (1−ξ)VR+ qξVR . (2.6)
Under these conditions, the time of flight can be shown to be
t(m,q,Uz︸ ︷︷ ︸
(1)
; sz ,VR,ξ︸ ︷︷ ︸
(2)
; d1,d2,d3︸ ︷︷ ︸
(3)
)= t1+ t2+ t3 (µs) , (2.7)
with
t1 = 1.0181
p
2md1
q(1−ξ)VR
(√
Uz+ q szd1 (1−ξ)VR∓
√
Uz
)
, (2.7a)
t2 = 1.0181
p
2md2
qξVR
(p
U−
√
Uz+ q szd1 (1−ξ)VR
)
, (2.7b)
t3 = 1.0181
p
md3p
2U
(µs) . (2.7c)
where the units are m in atomic mass unit (amu), q in units of elementary charge
(e), VR in volts (V) and dimensions in centimeters (cm), and the number 1.0181 is a
conversion factor. Here, the parameters are grouped into three types, where group
(1) consists of the detected species parameters, group (2) contains the adjustable
parameters and group (3) the apparatus parameters. Note that group (3) parame-
ters (the magnification and the dynamic range) could be designed to be adjustable
but such an implementation would be more difficult, so that they are generally
determined at the time of instrument design.
It is very important and convenient to first know the flight time forUz = 0, and
the effects due to a non-zeroUz will be included later. The flight time (equation 2.7)
is thus simplified to be:
t(m,q,Uz =0; sz ,VR, ξ)= 1.0181
√
m
2qVR
·
[
2
√
d1sz
1−ξ +2
√
sz
d1
(√
1
ξ +
d1−sz
sz
−
√
1
ξ −1
)
d2+ d3√
ξ+ sz
d1
(1−ξ)
]
, (2.8a)
so that we can define the flight time with Uz = 0 to be:
t(m,q; sz ,VR, ξ)≡
(
1.0181p
2
)
b(sz,ξ)p
VR
√
m
q
, (2.8b)
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Figure 2.4: The function t(sz ,ξ) for 16O+ and υz = 0 when VR =600V. The solid curves
are simulated for the Wiley and McLaren design, while the dashed curves are sim-
ulated for the VMI open electrodes. The open circles are experimental data and the
vertical dotted lines are typical for our experimental conditions.
where function b has units of cm, and will be defined in the next paragraph. As we
can see, the relation: t∝
√
m
q
, of great importance for TOF mass spectrometry, can
also be applied in VMI (examples will be shown in section 3.3.1). There are three
adjustable parameters: VR, sz and ξ. The square root of VR is clearly inversely
proportional to the flight time, and the effects of sz and ξ on the flight time, t(sz ,ξ),
as expressed in the function b(sz ,ξ) (or i.e. function b(ζ,ξ) described below) are
shown in figure 2.4. For the VMI design, the flight time slightly deviates as we
can see from the simulated curves (dashed curves), due to the field penetration
between the open electrodes. The deviation can be positive or negative, depending
on the field curvatures for different ξ ratios. Nonetheless, these curves provide a
tool for the determination of the experimental sz position (i.e. the laser focusing
position in the z-direction). As an example, the open circles in the right panel are
measured by slice images of O+ formed in the photodissociation of O2 (chapter 8),
and indicate that sz = 5mm.
The original Wiley and McLaren design aims to maximize mass resolution by
tuning the field such that ions formed at different positions sz arrive at the detector
at the same time ( d tdsz = 0). This constitutes space focusing. As we can see, ξ = 0.8
is the best space focusing condition, but the attractive space focusing condition is
not satisfied under our VMI conditions (ξ = 0.74). Generally, the space focusing
for VMI experiments (∼ 0.75) is not important due to the small ∆sz (ions formed
by a focused REMPI laser beam). However, it is advantageous to reach the space
focusing condition for VMI; i.e. to overlap the dotted line (VMI) and the crossing
point of dashed curves in the right panel. Especially, one has to consider this issue
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for the applications of time slice or high resolution mass spectrometry using wider
ionization sources (e.g. electron, ion or synchrotron radiation beams). One can
optimize the dimensions or add more electrode plates to reach this condition.
To understand more details of the function b, we can define the displacement
ratio ζ in the region between the repeller and extractor plates:
ζ≡ sz
d1
(0< ζ<1) , (2.9)
so that we can express b as follows:
b(ζ,ξ)= 2
√
ζ
1−ξ d1 +2
p
ζ
(√
1
ξ
+ 1−ζ
ζ
−
√
1
ξ
−1
)
d2 + 1p
ξ+ζ(1−ξ)
d3 . (2.10)
The real meaning of b in the flight time equation (2.8b) on page 16 is the flight
distance for an ion m/q which has been accelerated through a potential VR. Hence,
b can be thought of as the effective flight distance. The ratios ζ and ξ (appearing
in the factors in front of d1, d2 and d3) will slightly vary the effective distance
b. As we can see in the example shown in figure 2.4 on the preceding page, the
effective distance b is slightly longer than the actual total flight distance sz +d2+
d3 (where sz = 0–1.5cm, d2 = 22cm and d3 = 316cm), because the potential for
an ion in the initial position is always smaller than VR and the flight distance
through the acceleration region (sz and d2) should be correspondingly considered
to be effectively larger.
2.2.3 Flight time vs. “velocity map” magnification
Figure 2.2 on page 14 illustrates that the velocity-mapped position of a charged
particle is given as follows:
x≡N tυx , (2.11)
where N is the magnification factor defined by Eppink and Parker, and has a typ-
ical value around 1.2 [5]. This parameter has been measured for our apparatus to
be N = 1.28 using images from the study of the O2 + 157nm → O(1D) + O(3P) pro-
cess (chapter 8). This N value is useful for converting the position x which an ion
strikes the detector into its velocity component υx in the image plane, when the ion
flight time t is measured. However, the flight time might be difficult to measure
accurately (e.g. for fast H+ and e–), so that it is often more convenient to define c
and c′ as the calibration factors for the velocity and kinetic energy, respectively:
x≡ cυx ≡ c′
√
Ux , (2.12)
where c ≡ N t, and due to the flight time relation as shown in equation (2.8b) on
page 16, we can obtain the calibration factors:
c≡Nb
√
m
qVR
, (2.12a)
c′ ≡Nb
√
2
qVR
, (2.12b)
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Thus, after we define the instrumental functions, N and b, we can calibrate the
velocity and energy for a mapped position using the experimental variable VR. Note
that several other factors, such as lens aberration, affect c (or c′), and this will be
described in section 2.2.5. From equation (2.12), it should be noticed that VMI
maps the square root of kinetic energy
√
Ux for all particles to the same position x
on the detector. That is the reason why very fast electrons can be imaged as well
as ions using the same machine.
2.2.4 Ion turn around time vs. crush or slice imaging
The effect of particle velocity (or energy) in the z-direction on the flight time is
important for both crush and slice imaging, but much more complicated to treat
mathematically than the previously assumed condition of υz = 0. For the analysis,
we can define the exact flight time as:
t(m,q,υz ; s,VR ,ξ)≡ 1.0181p2
b(s,ξ)p
VR
√
m
q
+∆t(υz) , (2.13)
where ∆t(υz )≡ t(υz)− t(υz = 0) and is a function of m, q, s, VR and ξ. The left panel
of figure 2.5 on the next page shows an example of ∆t(υz) and the effect on VMI. As
we can see, the function is not necessarily linear, meaning that it could lead to a
distorted ion package (∆t-x image as shown in the right panel). More effects of the
parameters on the function ∆t will be described in section 4.3.3.
To estimate the time spread, there is an easier way to analyze the effect of υz
on ∆t. As we can see in figure 2.3 on page 15, the arrival time difference of ions
between −υz and υz is determined by the turn around time (tR) from −υz to υz, and
we can derive the following relation:
tR(υz) ≡ t(−υz )− t(υz ) = 2mυzqE1 . (2.14)
We see that tR is only affected by the field between the repeller and extractor (E1).
Note that the ∓ sign in equation (2.7a) on page 16 appears in the above equation as
well. Substituting for the variable E1 using equation (2.5a) on page 16, we obtain:
tR(υz)= a(ξ)VR
m
q
υz , (2.15)
with a(ξ) = 2d11−ξ . This equation tells us that for an ion with higher momentum or
with lower applied repeller voltage, the turn around time tR will be longer. There-
fore, on the one hand, Eppink and Parker’s ‘time crush’ assumption might break
down when tR is too long because of the difficulty in providing a uniform mass gate
(see figure 3.6 on page 42). On the other hand, one can claim that reasonable slicing
is possible using the simple 3 electrode lens [5]. This will be shown for the photodis-
sociation studies of OCS and O2 at 157nm in later chapters. It is interesting to note
that this time spread actually depends on the momentum; i.e. tR(Pz). Because of
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Figure 2.5: A simulated example of the effect of υz on arrival time: ∆t(υz) and turn
around time: tR, and the application of x-∆t image (or x-y-∆t image; i.e. 3D image). See
more examples in section 4.3.3
momentum conservation, both the reaction product partners have the same tR if
we use the same repeller potential VR. In many cases, we lower the potential VR
down for the higher mass to enlarge the ‘ring size’ (the c value in equation 2.12
on page 18) so that ‘time slicing’ might be a bigger problem for the higher mass
product. All of the above descriptions can be applied to VMI lenses as well, but the
electric fields are slightly greater than those for the grid-covered parallel plates
used in a standard Wiley McLaren setup due to field penetration through the aper-
ture lenses [5]. Therefore, the tR for the VMI lens design is slightly smaller than
that for parallel grid plates. This will be examined and quantified in section 4.3.3.
2.2.5 Velocity map aberrations
For a given repeller potential VR and ratio of lens potentials ξ, charged particles
with the same initial kinetic energies (Ux and Uz) and initial positions (sx and sz)
will strike the same position on the detector: x= c′Ux , and we can use the factor c′
to define the quality of the VMI lens. For convenience in representing the velocity
map, υx and υz are used here instead of Ux and Uz so that c(ξ; sx,sz ,υx,υz) will
be used here for the aberration analysis. Eppink and Parker [5] have mentioned
that the general description of ion optics is not suitable to define the quality of the
VMI lens. This is because the important property of the ion is the initial velocity
instead of the initial position. In order to describe the quality of the VMI lens, we
can compare the terminology of aberrations between optical and charged-particle
lenses [15]. The important aberrations for a VMI lens may be summarized as
follows:
1. Coma, when an object position is off the axis of the lens, its image is produced
in different lateral positions by different zones of the lens: c(∆sx).
2. Distortion due to the nonlinearity of the velocity magnification: c(υx).
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3. No analogous term can be found for c(sz ). It has a similar effect to the chro-
matic aberration.
4. Chromatic aberrations caused by variations in the kinetic energies of trans-
mitted particles: c(υz).
5. Space charge due to the Coulomb repulsion between each charged particle.
First, we can simplify the situation by fixing the parameters sz , υz and ξ so that
we can use the magnification factor N(sx ,υx) for the analysis. Figure 2.6(a) shows
the effect of N(sx,υx), where the ratio ξ = 0.7415 is the best focusing condition for
sz = 7.5mm. In this case, N = 1.257 and t = 3.055(1)µs can be found and thus, c =
3.840µs.
As we can see, the coma (the variation of N(sx), i.e. the resolution ∆υx/υx) is
larger for small speeds. The resolution ∆υx/υx is generally better than 0.5% for
−1mm < sx < 1mm; but is worse for small υx. The lower panel of figure 2.6(a) shows
that small deviations exist everywhere in different υx for our typical condition, |sx |
< 1mm. This aberration causes a decrease of velocity resolution, but fortunately
no distortion of velocity need to be considered for |sx | < 1mm. However, as we
can see that if the initial position of the charged-particle (sx) is 3mm off-axis, the
distortion of velocity, N(υx), becomes significant.
The effect of sz is an extra aberration of the VMI lens because the charged-
particles are produced inside the lens in a variable position defined by the focused
laser beam. Figure 2.6c shows that the same ξ can not be applied when sz moves
from 7.5mm to 5mm. The magnification factor N increases 2.4% and t increases
1.3% so that totally the factor c increases 3.7%. Not only the magnification but also
the resolution becomes significantly worse because the VMI focus using the same ξ
ratio is not on the detector anymore. The simulations show that f is shorter when
s is smaller and this effect is similar to chromatic aberration. This can be easily
adjusted by decreasing the ξ ratio as shown in figure 2.6d, and hopefully the reso-
lution is still as good as from the center position between repeller and extractor (sz
= 7.5mm). The same idea can also be applied to sz = 10mm as shown in figure 2.6b.
Figures 2.6a, b and d tell us that velocity mapping works approximately well for
different sz position; however, the focus condition (i.e. the ξ ratio) is important and
the magnification is changed in different cases.
The effect of chromatic aberration depends on the relative energy spread of par-
ticles passing through a lens: ∆E/E [15]. Here, it is ∆Uz0 /Uz and we can use c(υz)
to describe this effect, which is similar to the aberration from sz . Increasing the re-
peller voltage (VR) can reduce this effect. For molecular dynamics studies, the edge
of the ‘ring’ of a Newton sphere in the xy-plane has no chromatic aberration; how-
ever, the inner part of the projection will have it but fortunately it hardly affects
the inversion algorithm.
22 2. Evaluating the velocity map imaging experiment
-4000 -2000 0 2000 4000
-60
-40
-20
0
20
-200
-150
-100
-50
0
50
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
s
x
= 0mm
s
x
= 1mm
s
x
= 2mm
s
x
= 3mm
Dx
(m
m
)
Dx
(P
ix
el
)
Du
x
(m
/s
)
u
x
(m/s)
-4000 -2000 0 2000 4000
-300
-250
-200
-150
-100
-50
0
-1000
-800
-600
-400
-200
0
-18
-16
-14
-12
-10
-8
-6
-4
-2
0
s
x
= 0mm
s
x
= 1mm
s
x
= 2mm
s
x
= 3mm
Dx
(m
m
)
Dx
(P
ix
el
)
Du
x
(m
/s
)
u
x
(m/s)
1.20
1.22
1.24
1.26
1.28
-20 -15 -10 -5 0 5 10 15 20
-4
-3
-2
-1
0
1
2
N = 1.257
t = 3.055 ms
c = 3.840 ms
N
Ideal mapping position (x = cu
x
) (mm)
Du
x/
u x
(%
)
-4000 -2000 0 2000 4000
-60
-40
-20
0
20
-200
-150
-100
-50
0
50
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
s
x
= 0mm
s
x
= 1mm
s
x
= 2mm
s
x
= 3mm
Dx
(m
m
)
Dx
(P
ix
el
)
Du
x
(m
/s
)
u
x
(m/s)
-4000 -2000 0 2000 4000
-100
-80
-60
-40
-20
0
20
-400
-300
-200
-100
0
100
-6
-5
-4
-3
-2
-1
0
1
s
x
= 0mm
s
x
= 1mm
s
x
= 2mm
s
x
= 3mm
Dx
(m
m
)
Dx
(P
ix
el
)
Du
x
(m
/s
)
u
x
(m/s)
1.1
1.2
1.3
1.4
1.5
-20 -15 -10 -5 0 5 10 15 20
-10
-5
0
5
10
15
N = 1.287
t = 3.094 ms
c = 3.982 ms
N
Ideal mapping position (x = cu
x
) (mm)
Du
x/
u x
(%
)
1.22
1.24
1.26
1.28
1.30
1.32
1.34
-20 -15 -10 -5 0 5 10 15 20
-10
-5
0
5
10
15
N = 1.298
t = 3.098 ms
c = 4.021 ms
N
Ideal mapping position (x = cu
x
) (mm)
Du
x/
u x
(%
)
c) s = 5mm = 0.7415 d) s = 5mm = 0.7347z zx x
1.16
1.18
1.20
1.22
1.24
-20 -15 -10 -5 0 5 10 15 20
-4
-3
-2
-1
0
1
2
N = 1.213
t = 3.024 ms
c = 3.719 ms
N
Ideal mapping position (x = cu
x
) (mm)
Du
x/
u x
(%
)
a) s = 7.5mm = 0.7415 b) s = 10 mm = 0.7550z zx x
Figure 2.6: Lens aberration analysis: N(x,υx) and ∆υx(υx) for 16O+ and υz =0 using
VR=1500V and several different conditions.
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The space charge effect becomes significant if the initial density of the charged
particles are too high. We experimentally observed the effect that a ‘ring’-image
changes from circular to elliptical and blurry when the signal rate is too high. This
is due to the repulsion by the charged particles themselves. Higher VR can reduce
this effect; however, reducing the initial charged particle density is a more suitable
solution to the problem, and generally the space charge effects must be negligible
when using the event counting conditions.
2.2.6 Velocity resolution
This section is a supplement for those who desire a high resolution experiment.
Many experimental parameters have to be considered as listed below:
Molecular beam Molecular rotational energy can be efficiently cooled by a super-
sonic expansion but the same is often not true for vibrational cooling. This
is generally not a problem for a diatomic molecule because the vibrational
constant is large and the molecules are mostly populated in the ground vi-
brational state within the source gas. For larger molecules, one may take a
similar approach to Nishide and Suzuki [16] who added 5% isobutane in their
5% N2O/Ar sample gas in order to enhance the vibrational cooling of N2O by
energy transfer.
The transverse velocity spread within the molecular beam is important if the
beam is directed towards the detector. For example, the speed of an O2 molec-
ular beam at room temperature (section 3.1.2) is around 700m/s, the distance
from the nozzle to the ionization region is 80mm and the length of the ion-
ization region (∆sx) after a 2mm collimator at the repeller is 2.2mm. The
transverse velocity spread is 2.2mm80mm ×700m/s = 19m/s. This can be reduced
by using a carrier gas of a higher mass or by lowering the nozzle temper-
ature to make a slower beam. Increasing the distance between valve and
interaction region or reducing the collimator diameter on the repeller will
also reduce the velocity spread. However, the signal rate is reduced. For the
same signal level, the later approach might cause more problems of space
charge. One solution for an “ultimate” experiment might be use a hexapole
to collimate the molecular beam.
For a molecular beam directed perpendicular to the detector, the longitudinal
velocity spread is important, and is generally large. This is defined by the
speed ratio (equation 3.2 on page 35), which depends on the quality of the
supersonic expansion. Typically the velocity spread is at least a few tens of
m/s.
Laser bandwidth For example, the 0.3 cm–1 bandwidth of the photolysis laser (an
F2 laser) used for the experiments on the photodissociation of O2 at 157nm
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results in a 7m/s velocity spread in the O product. The situation is much
worse when photolyzing a 193nm using an ArF excimer laser with a typical
bandwidth of 200 cm–1.
Ion-electron recoil arises from momentum conservation during the REMPI pro-
cess, and is dependent on the polarization of the ionizing photon. Some ex-
amples of REMPI schemes are listed in table 3.1 on page 38. As we can see
in the last column, ion recoil effects can contribute a few tens of m/s to the
velocity. One could use (2+1′)REMPI to solve this problem, in which the ion-
izing photon is tuned to just above the ionization threshold. Figure 2.7(a)
and (b) shows two examples of the ion-electron recoil velocity distributions.
Aberrations From the analysis in the previous section, a 20µm spread on the
detector can be reached from an initial 2mm spread of ions. Ashfold and
coworkers [17] have demonstrated an improvement in lens aberration by
modifying the geometries of the VMI lens.
Detector resolution The spot size of an event depends on the pore size of the
MCPs, and the spacing between channel plates, the spacing between the back
MCP and the phosphor screen, and the potential applied across the MCPs.
Event counting can reduce the spot size from a typical value of ∼150µm, to
around 30µm (figure 3.4 on page 39).
Camera resolution The ultimate velocity resolution is determined by the num-
ber of pixels in the camera and the maximum velocity of the photofragments.
For example, with camera having 66µm/Pixel resolution, an O+ ion (16 amu)
measurement with a 1500V repeller potential yields a resolution of 17m/s
per pixel. Sub-pixel resolution is possible using centroiding.
Now we can compare all the above factors. The first three factors intrinsically
affect the velocity resolution, and the latter three factors are limits to the mea-
sured spatial resolution (with the corresponding velocity resolution depending on
the magnifications employed, determined by the VMI lens and camera). Generally
speaking, for systems with a low recoil kinetic energy, the first three factors are
often the limiting factors; for those with high kinetic energy (e.g. photoelectrons),
the latter three factors limit the resolution. Progress in achieving ultra high reso-
lution VMI are ongoing in our laboratory, and some preliminary results are shown
in figure 2.7 on the facing page. The best resolution obtained so far is by the labora-
tory of Janssen (Amsterdam) where slicing combined with (2+1′) REMPI achieved
a ∆υυ = 0.2%.
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Figure 2.7: Velocity map images of some photoionization processes. The images show
the ion-electron recoil velocity distributions for a) NO+ and e- from (1+1)REMPI of NO,
b) O+ from (2+1)REMPI of O(3P2), and c) O+ from the multiphoton ionization of O2.
2.2.7 Summary and outlook
We now have a good knowledge of how the VMI lens functions. Equations (2.12)
and (2.15) for VMI can be summarized as follows:
I(υx,υy,υz)
VMI−−−→ I(x, y,∆t) . (2.16)
For our setup, the tunable magnification range of the time spread (υz →∆t) achiev-
able by adjusting VR over the range 4500–600V is 1–7.5. The range of the achiev-
able velocity magnification (υx → x and υy → y) is 1–2.7. This is determined by
the accessible range of
√
VR , from
p
4500 to
p
600, and corresponds to an energy
magnification of 1–7.5. To increase the dynamic range, a higher potential (>5 kV)
can be applied, this can cause problems with discharges inside the vacuum cham-
ber. The lower limit of the repeller potential is due to the low detector efficien-
cies for low energy ions (see table 3.2); one could potentially solve this problem by
mounting an acceleration field in front of the detector. Furthermore, a problem of
unwanted crushing or slicing could occur for one of the above two kinds of magni-
fication, because they are coupled together by one parameter, VR, as we can see in
equations (2.12) and (2.15).
One may tune the dynamic range of the velocity magnification (υx → x and
υy → y), either by changing the flight distance, or (more flexibly) by incorporating
additional electrostatic lenses into the VMI optics [18, 19, 20]. Panels (a) and (b)
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in figure 2.7 show small images obtained with high velocity magnification using a
zoom lens based on the design of Vrakking and coworker’s [18]. Furthermore, an
attempt to magnify a portion of a larger image is shown in 2.7(c). However, in
this case the image is distorted due to the use of the off-axis region of the Einzel
lens. A modified Einzel lens with a hyperbolic shape has recently been shown to be
successful in removing this distortion in our laboratory.
The time spread magnification (υz → ∆t) is important in time crush or slice
imaging. One can use a ‘time-lag’ method to time focus (Wiley-McLaren) or time
defocus (Kitsopoulos) the ion package. Alternately (Liu, Suits), one can employ
more acceleration stages (i.e. use a larger number of ion lenses) to decouple the
effects of using one potential (VR) for both the turn around time (i.e. for υz) and the
total TOF (i.e. for υx and υy). More on these techniques, called time slicing, will be
described in section 4.3.3.
2.3 Beyond VMI — f (ξ) vs. Spatial map imaging (SMI)
Eppink and Parker [5] have pointed out that VMI imaging machines can not only
achieve VMI, but also spatial map imaging (SMI). As previously shown in fig-
ure 2.2, VMI projects ions with the same velocity in different positions to the same
point (focused mode). In contrast, SMI projects those to different positions (de-
focused mode) and the mapped position is due to the initial position. Figure 2.8
shows two ways to project ions from the initial position (sx,sy) to (x, y)=M ·(sx ,sy).
In order to describe the tunable focal length f , we should define the principal
plane H [15] as shown in figure 2.8. The principal plane H is not at a fixed position
for different ξ ratios but, here, we simply define it at the repeller position for the
analysis. The effects of ξ on the focal point f and spatial magnification M on our
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Figure 2.8: Schematic diagram and implementation of spatial map imaging. See the
caption of figure 2.2 on page 14 for the notation, and see text for details.
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detector position q = 344mm are shown in figure 2.9. As we can see in the left
panel, the analysis shows that f approaches q1−M for ξ close to 0.7 (dashed curve),
and f approaches 0.8q1−M for ξ close to 1 (dotted curve), and we can use these rela-
tions to predict the negative lens conditions as well. As we can see from the solid
curve in the right panel, the magnification factor M can be as large as 20. For
instance, if the camera resolution is 66µ m/Pixel, we can have 20×66µm/Pixel =
3µm/Pixel resolution of the region we are imaging. The spread in magnifications
∆M
M
for ions formed at different off-axis positions sx behaves differently for the 2
types of focusing shown in figure 2.8. As we can see in figure 2.9, the deviation
∆M
M
for the over-focusing condition (ξ = 0.8 to 1) has worse linearity in the spatial
magnification, while the negative lens condition (ξ < 0.6) has better linearity, as a
function of the off-axis position sx.
It should be noticed that the SMI used here does not focus ions from the same
initial position to exactly the same image position. The term SMI is tenable only if
the initial velocity spread is negligible (e.g. ions from REMPI of parent molecules).
A straightforward way to estimate the capability of SMI is to realize that x =
cυx +Mx0, where the better approach is increasing VR (i.e. reducing c) or moving
ξ further from the VMI condition (i.e. increasing M). SMI is a powerful molecu-
lar beam or laser beam microscope, and some applications will be demonstrated in
section 3.3.3.
2.4 Signal rate
To carry out a photodissociation experiment, it is very useful to predict the signal
rate beforehand [21]. It is even possible to measure the absolute photodissociation
cross section if all the required experimental parameters have been characterized.
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This section describes how to estimate the photodissociation signal rate using (2+1)
REMPI-VMI, and also discuss how to increase the signals.
2.4.1 Photodissociation rate
For a photodissociation process:
ABC+hν k−→AB+C , (2.17)
we can use the following reaction rate equation, assuming the process is not satu-
rated:
rC ≡
dNC
d t
≡ kNABC =σΦNABC (molec/s), (2.18)
where k is the rate constant, σ is the photodissociation cross section (cm2), Φ= I
hν
is the photon flux (photons cm-2 s-1), and NC and NABC are the number densities
Al
NABC
hn¬
ABC
­ ­ ­
NC
­
of species C and ABC. Under typical experimental
conditions, the laser energy is E ≈ 1mJ/pulse, with
a spot size of A = 0.1cm2 (unfocused). The Planck
constant is h = 6.626× 10-34Js and the photon fre-
quency is ν200 nm ≈ 1.5× 1015Hz. If the cross section
σ = 1× 10–18 cm2, we can calculate the rate constant
to be k = σΦ = σ E
A·hν ≈ 0.01/pulse. A typical num-
ber density of molecule ABC in a pulsed molecular
beam is NABC ≈ 1013molec/cm3, so that the production rate is rC = k · NABC =
1011molec/cm3/pulse.
Note that the spot size of the laser does not affect the total signal (since this is
determined only by the total number of photons in the laser pulse), but strongly
affects the product number density. On the one hand, we can easily increase the
fluence by 2–4 orders of magnitude by focusing the laser, so that we can more
easily study weak processes (i.e. small photodissociation cross section). On the
other hand, care must be taken not to saturate the one photon process.
2.4.2 Ionization rate
For a two photon resonance ionization scheme:
M+2hν k1−→M* (hν), k2−−−−−→M++ e–, . (2.19)
First, M (a molecule or an atom) is excited by two photons to an intermediate
state M*. Then, one case is that M* autoionizes to produce M+; e.g. the ionization
of O(1D) via the O(1F) or O(1P) autoionization states used in this study. A more
general case is that M* absorbs another photon leading to an ionization process
(k2) as illustrated by figure 2.10 on the next page. This is called (2+1) REMPI (if all
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(a) and an example of atomic oxygen (b).
three photons are the same color) or (2+1′) REMPI (if the third photon is different
in color). There might be other fast competing processes (k3) (e.g. predissociation
or fluorescence) that reduces the ion formation rate. For the first process, we can
use the following rate equation [22]:
r1 ≡−
dNM
d t
≡ k1NM = σˆ(2)0 Φ2N1 (molec/s). (2.20)
where σˆ(2)0 is the two-photon rate coefficient expressed in units of cm
4 s, and may be
conveniently expressed as
σˆ(2)0 =σ(2)0 g(ν)G(2) . (2.21)
Here, σ(2)0 is a lineshape-independent cross section in units of cm
4, which depends
only on the properties of the absorbing species, g(ν) is the line-shape function in
units of sec, and G(2) is a photon statistical factor. In order to obtain the absolute
cross section, we should consider the temporal and spatial profiles of the laser.
After accounting for all the processes illustrated in figure 2.10a, we obtain the
number of ions formed to be[23]:
N+ =
4σˆ(2)σPIN1E3
3pi2(hν)3
×
∫∞
−∞
F(t′)
∫t′
−∞
F2(t′′)dt′′dt′×
∫l/2
−l/2
1
ω4(z)
dz , (2.22)
where E is the laser pulse energy, F(t) is the temporal profile and ω(z) is variation
of beam size in the z-direction. Section 3.3.3 describes a new way of measuring the
laser spatial profile using SMI. To obtain the absolute signal rate, we need to con-
sider the exact integral of all the spatial and temporal profiles of both the photolysis
and ionization processes, and finally include the detector sensitivity function.
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To simplify the estimation of the ionization rate, we can model the temporal
and spatial profiles as a square wave and a homogeneous function, respectively.
The ionization efficiency then becomes:
N+
N1
= σˆ
(2)σPIΦ
3
k3+σPIΦ− σˆ(2)Φ2
(
1−e−σˆ(2)Φ2τp
σˆ(2)Φ2
− 1−e
−(k3+σPIΦ)τp
k3+σPIΦ
)
, (2.23)
where τp is the pulse duration. For an example of the O(3P2) detection (figure 2.10b),
a 3 ns pulse with a fluence of 3 J/cm2 (focused), and fixed on the peak of the 3p 3P2 ←
2p 3P2 transition [σ
(2)
0 g(0)G
(2) = 3.46×10–46 cm4 s], will produce 10% ionization effi-
ciency [23].
2.4.3 Signal rate
Now we can estimate the signal count rate. A typical focused laser beam waist in
the interaction region is 30µm and the interaction length is 2mm. Therefore, the
interaction volume is 6×10–6 cm3. We can estimate the total ion count rate to be
(1×1011molecules/cm3/pulse) · (6×10–6 cm3) ·10%' 6×104 ions/pulse. If the detector
efficiency is 10% (see table 3.2 on page 40), the signal rate will be 6000 counts/pulse.
This value agrees with the experimental results in the order of magnitude. This
rate would give a huge space charge as described previously, and exclude using
the event counting method (described in the next chapter). Therefore, we normally
reduce the count rate (< 300 ions/pulse) by tuning the molecular beam and/or the
laser beam intensities.
In some systems we may want to increase the signal rate. Generally in these
cases we can focus on the bottleneck two photon process. For this, we can substitute
in the experimental parameters (laser energy E, area of laser spot A, path length
l and photon frequency ν) into equation (2.20) on the previous page, and obtain:
r1 =σ(2)0 g(ν)G(2)
E2
A(hν)2
N1 l , (2.24)
where N1 is the number density of the photodissociation products. We see that
the rate is proportional to the laser energy squared and is inversely proportional
to the area of the laser spot. Therefore, increasing the laser power and reducing
the spot size can increase the ionization rate. This approach is not unlimited,
due to saturation effects. Furthermore, matching the volume and timing with the
photodissociation process are crucial for the total signal rate. More details will be
described in the next chapter.
2.4.4 Summary
Methods to estimate and improve the signal rate have been described. First, the
most crucial factors for the choice of a system are both the photodissociation cross
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section σ and the photoionization cross section σ(2)0 . We estimate that large signals
can arise from the REMPI detection of the O(3P2) product formed in the photodis-
sociation of O2 + 157nm. We can use the same method to estimate signal levels
for other systems. If the absorption cross sections are small, we can consider ways
to improve sensitivity by adjusting several experimental parameters, namely the
number density of the precursor, laser fluence and the interaction volume. Fur-
thermore, a method to measure the above parameters will be demonstrated in sec-
tion 3.3.3. One might eventually be inspired to measure the absolute cross section
for either photodissociation or ionization, using the pulsed molecular and laser
beam method.
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Chapter 3
Experimental details and
applications
3.1 Apparatus
The apparatus, based on the original design of reference [1], is a compact and
portable instrument, and provides the alternatives of counter- and orthogonal-
propagation between the pump and probe lasers. Figure 3.1 on the following page
is a schematic diagram, and figure 3.2 on page 35 is a photograph of this machine.
3.1.1 Vacuum chamber
The vacuum chamber is where all the interaction processes take place. It contains
a source chamber and a main detection chamber, which are differentially pumped
and separated by a skimmer with a 2mm diameter aperture. A gate valve is located
between these two chambers for the convenience of venting and pumping each
region separately.
As we can see in figure 3.1, the source chamber contains a solenoid pulsed
valve (General valve) or a ‘hairpin’ pulsed valve (Jordan valve). The main chamber
houses the interaction, VMI and detection region. This consists of a VMI lens, a
grounded shielded flight tube and a 2D position-sensitive charged particle detector.
The source chamber is pumped by a diffusion pump, while the main chamber is
pumped by a 100 l/s turbo molecular pump. Both of the pumps are backed by a
mechanical pump at a foreline pressure of 2×10–2 torr. The pressure of the main
chamber is 2×10–7 torr without a gas load, and is less than 1×10–6 torr while the
pulsed valve is running. The pressure in the source chamber is 5×10–7 torr without
33
34 3. Experimental details and applications
FlightTube
Chevron-MCP
Phosphor Screen (PS)
Ion Lenses
Skimmer
Pulsed Valve
CCD Camera
MAIN
CHAMBER
Light Shield
G
R
ABC
C
+
E
DETECTIO
N
LASER
PHO
TO
LYSIS
LASER
DE
TE
CT
IO
N
LA
SE
R
OR
SOURCE
CHAMBER
z
y
x
Fiberoptic Link
2D IMAGING
DETECTOR
H
V
Hc
Vc
Rc
Lc
Ho
Vo
Lo
Ro
Figure 3.1: Schematic diagram of our VMI apparatus.
a gas load, and is less than 2×10–5 torr while the pulsed valve is running. Collision-
free conditions are important for the detection chamber, and the mean free time
between collisions under our operating conditions is ∼1 s.
3.1.2 Molecular beam
A pulsed molecular beam is produced in a supersonic expansion using a ‘General
valve’ or ‘Jordan valve’, and collimated by a skimmer. Reasons to use the General
valve include the ease and low cost of replacing the poppet when using a corrosive
gas, the possibility of varying the nozzle temperature, and the higher repetition
rate (up to 50Hz). The Jordan valve is more stable and has a shorter (60µs), more
intense pulse and faster rise time. The diameter of the nozzle orifice is 0.5mm and
the distance between the nozzle and skimmer is 20mm. The molecular beam is
directed towards the detector, and the distance between the nozzle and the inter-
action region is 80mm.
If the gas is cooled substantially in the supersonic expansion, we can obtain the
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Figure 3.2: Photograph of our VMI apparatus taken on 17th February 2006, with
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maximum or terminal velocity of the molecular beam [2]:
υ∞ =
√
2CPT0
m
, (3.1)
where CP , T0 and m are the mean heat capacity, temperature of the valve and
mean mass. CP =
(
γ
γ−1
)
·R , where γ is the adiabatic coefficient CP
CV
, and R is the
Boltzmann constant (1.38065×10–23 JK–1). For an ideal gas, γ = f+2
f
, where f is
the number of translational and rotational degrees of freedom; therefore, for a
monoatomic gas: γ= 53 , diatomic: γ= 75 , and polyatomic: γ= 43 . The vibrational de-
grees of freedom are disregarded because the vibrational cooling is not substantial;
i.e. energy transfer from vibration to translation does not contribute significantly
to the final beam velocity. For the molecular beam used here, we can calculate as-
suming an ideal gas at room temperature T = 298K, that the terminal velocity for
4He is 1760m/s, for 40Ar is 556m/s, for 131Xe is 307m/s, and for 32O2 is 736m/s.
The speed distribution of the beam [3] is:
n(υ)∝ υ2 e−(υ−υs)2/α2s = υ2 e−S2(υ−υs)2/υ2s , (3.2)
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where α=
√
2kTs
m
and the speed ratio of the beam is defined as: S ≡ υs
αs
. The beam
speed and speed ratio can be measured directly using VMI when the molecular
beam is parallel to the detector plane. For the SH or OH radical sources pro-
duced by a discharge in either H2S seeded in Xe (section 3.3.2 and chapter 7) or
H2O seeded in Ar [4, 5], the REMPI spectra have proved that while the rotational
cooling after discharge is substantial, the vibrational temperature has been fit to
2000K from the photodissociation studies.
3.1.3 Laser system
Either a single laser system or pump-and-probe laser system was used. Figure 3.3
on the facing page illustrates the laser system used in this study.
F2 laser beam (pump)
The F2 laser is a strong vacuum ultraviolet (VUV) light source emitting at 157nm.
An F2 laser (PSX-100, MPB, Neweks Ltd.) running with a 5kPa mixture of 0.1%
F2 in He was used. The laser power was ∼ 0.3mJ/pulse with 5ns duration, and the
emergent beam size was 2×2mm2 with divergence of 2.0×3.6mrad2. This VUV
laser beam has to be delivered to the VMI apparatus via an oil-free vacuum system
or a N2 flushing system due to the strong absorptions near 157nm of the pump oil
or O2 and H2Omolecules in the air. An N2 flushing system was chosen here because
of the ease with which optics could be positioned and fine tuned using this setup
during the experiments.
The F2 laser beam is orthogonal to the molecular beam (i.e. parallel to the de-
tection plane). The pump-probe laser geometry may be switched between orthog-
onal (as shown in figures 3.2 and 3.3) and counter-propagating pump and probe
beams by moving the compact F2 laser. The laser was introduced to the interaction
region either unpolarized or polarized by a thin film polarizer (TFP-25012H / 72°,
LaserOptik GmbH). The signal rate was optimized by matching the detection laser
volume as described in section 2.4.4. The F2 laser was focused to the interaction
region by a spherical CaF2 lens of 15.5mm focal length. In order to reduce space
charge effects, a cylindrical lens is more suitable for the orthogonal propagation
geometry. In some experiments the F2 laser was used unfocused, and collimated by
a 1mm diameter iris in order to check for saturation or multi-photon effects.
The lasing lines of the F2 laser running on a 5kPa F2 –He mixture have been
precisely measured recently [6], indicating contributions from the vacuum wave-
lengths of 82.1% at 157.63094(10) nm, 16.4% at 157.52433(10) nm, and 1.5% at
156.73519(10) nm. The laser bandwidths of these lines have been estimated at
0.62–0.82 pm (i.e. 0.25–0.33 cm–1). The degree of polarization of the light transmit-
ted through the thin film polarizer (TFP) will be checked by the images from the
photodissociation study of the OCS molecule in chapter 6.
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Probe laser beam
The probe laser provides a detection light source tuned to a REMPI scheme as
described in section 2.4.2. The REMPI schemes used in this thesis are listed in
table 3.1. They generally require two-photon resonance excitation followed by the
absorption of another photon (i.e. (2+1) REMPI). Exceptions are the two photon
resonance ionization of O(1D) and S(1D) and the one photon ionization of S(1S).
As shown in figure 3.3, the second harmonic (532nm) of a Nd:YAG laser (Sure-
lite III-10, Continuum) was used to pump the tunable dye laser1. This Nd:YAG
laser running at a 10Hz repetition rate and delivered a power of 300mJ/pulse with
3–5ns pulse duration and ±0.5ns jitter. A mixture of Sulforhodamine B and DCM
dyes was used in the dye laser system, and delivered power of ∼ 30mJ/pulse in
the wavelength range 600–625nm. The laser bandwidths were ∼ 0.1 cm–1. A KD*P
(potassium dideuterium phosphate) crystal was used to double the frequency of this
dye laser and produced power of∼ 5mJ/pulse in the wavelength range 300–312nm.
A waveplate (ALPHALAS GmbH) and a BBO (beta-barium borate) crystal following
the KD*P crystal were used to triple the frequency of the dye laser and produced
1NarrowScan™ Jaguar™ Pulsed Dye Laser, Radian Dyes Laser Accessories GmbH
(http://www.radiant-dyes.com)
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Table 3.1: REMPI schemes used in this thesis.
Recoil velocity
Atom State via Wavelength (nm) IE (eV)
e– (eV) A+ (m/s)
2s 2S1/2 243.134 / 243.067 1.70 421H /D 2S1/2 3s 2S1/2 205.144 / 205.074
13.598
4.52 686
3p 3PJ 226.234, 226.058, 225.654 2.82 343P0,1,2 4p 3PJ 201.097, 200.959, 200.640
13.618
4.89a 45a
O 1P1 205.473 0.417b 13b1D2 1F3 203.815
11.651
0.515b 14b
4p 3PJ 310.83, 310.11, 308.21 1.64 133P0,1,2 5p 3PJ 271.39, 270.73, 269.29
10.360
3.38a 19a
S 1P1 291.476 0.71b 8.5b1D2 1F3 288.180
9.215
0.61b 7.9b
1S0 157.6 7.610 0.28c 5.3c
2P3/2 6p 4D7/2 304.55 10.451 1.76 3.4I 2P1/2 6p 2P3/2 305.57 9.508 2.66 4.1
aRelaxation to excited state of ion is possible, the energy shown here is to ground state.
bFor two photon resonance ionization. (2+1) REMPI is possible by increasing laser flux.
cIt is one photon excitation followed by autoionization.
a power of ∼ 1mJ/pulse in the wavelength range 200–208nm. The second or third
harmonic was separated from the fundamental by a Pellin Broca prism, and then
the laser was attenuated to a suitable power and the polarization was purified by a
Brewster angle polarizer. The laser power could be monitored on line by a photodi-
ode. The Berek compensator (Model 5540, New Focus, Inc.) served as a λ2 -plate for
switching from horizontal to vertical linear polarizations or a λ4 -plate for left and
right circular polarizations. The polarized laser was finally focused to the inter-
action region. The beam waist was measured to be 20µm, using the spatial map
imaging method (section 3.3.3).
3.1.4 VMI lenses and the 2D position sensitive detector
As shown in Figure 3.1 on page 34 and in figure 3.4 on the next page, the VMI
lens consists of three electrode plates with 70mm outer diameters; namely the
repeller (R), extractor (E), and ground (G) plates, with inner diameters of 2mm,
20mm, and 20mm, respectively. Spacings from repeller to extractor (d1), extractor
to ground plate (d2), and ground plate to detector plane (d3) are 15mm, 21.5mm,
and 316mm, respectively. The use of 70mm outer diameters was due to the com-
pact size of this machine; however, field penetration was noticed; i.e. the image
shifted during the experiment and eventually became stable after a few hours. The
reason for this shift was thought to be charging effects of the insulator supporter
between the electrodes. All the VMI lenses are mounted on a mechanical 2D tilt
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adjuster, which can be used for fine tuning or steering the images.
The 2D position sensitive detector (Advanced Performance Detector, Burle) con-
sists of a Chevron™-MCP (microchannel plate) and phosphor screen (PS) of 40mm
diameter. Charged particles or photons collide with the front face of the first MCP
and are converted to electrons (conversion efficiencies are listed in Table 3.2 on the
following page). The gain mechanism of the Chevron MCP is illustrated in Fig-
ure 3.4. A center tap was used between the two channel plates in order to pulse
only the front channel plate (Vi), and all the potentials of the detector can be biased
as well. The P20 phosphor screen is composed of (Zn, Cd)S:Ag, which emits yellow-
green photons in the wavelength range 470–670nm. The phosphor decay time2
(90%→10%) is 4ms.The light signals from the phosphor are transferred from the
vacuum to the ambiance by the fiberoptic link and collected by the CCD (charged
coupled device) camera (Pixelfly, Cooke). This CCD camera has VGA resolution
(640×480Pixel2), the CCD sensor has a monochrome output and the spectral range
of the CCD is 280–1000nm.
A homemade integrated high voltage power supply and a fast high voltage
pulser was used to supply the ion lens and detector potentials. Two more pulsers
could be used for time-lag ‘time focusing’ or ‘time defocusing’ for best crush imag-
ing or slice imaging conditions (for more details see section 4.3.3). Typical voltage
settings for the ion imaging are shown in figure 3.4. Note that the typical poten-
tial applied across an MCP plate is ∼900V. The gain and size of an event can be
described as a pulsed height distribution and is highly sensitive to the applied po-
2Adapted from PROXITRONICGmbH (http://www.proxitronic.de).
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Table 3.2: MCP Efficiencies for electrons, ions and photons for the energy ranges of
interest.2
Species Energy Efficiency
e– 100→ 500 eV 10→ 50%
500→ 4000 eV 50→ 75→ 50%
M+ 500→ 3000 eV 5→ 40%
3000→ 10000 eV 40→ 70%
hν 115→ 150nm 8→ 2%
tential and the energy of colliding particle. More information on using the detector
and calibration of the detection sensitivity will be given in section 3.2.4. Electron
imaging was performed by switching the lens voltages from positive to negative.
3.2 Operation
3.2.1 Fine tuning the laser and molecular beam overlap
For a ‘double resonance’ (i.e. pump and probe) experiment, the signals produced
by single laser excitation need to be eliminated by reducing the laser power or by
subtracting them from the collected double resonance image. The alignment of both
lasers becomes crucial in order to produce the double resonance signals. Therefore,
the lenses for both the pump and probe lasers were mounted in three dimensional
microtranslators in order to fine adjust the focal positions and fine tune the overlap
between the two laser beams and with the molecular beam. Spatial map imaging
(see section 3.3.3 for more details) is a powerful tool for finding the best overlap
in x and y positions. The overlap in z position can be monitored by the flight
time (as shown in figure 2.4 on page 17); however, it is more practical to fine tune
the overlap using the double resonance signals. The microtranslator is especially
necessary for the optical slicing technique (section 4.3.2).
3.2.2 Experimental timing
All the timing was controlled by two delay/pulse generators (Model DG535, SRS
and Model 555, BNC) with the repetition rate set at 10Hz due to the limit of the
Nd:YAG laser and Jordan valve. It could be set up to 30Hz for the single F2 laser
experiment using a General valve, with the upper limit set by the frame grabbing
rate of the CCD camera. The experimental timing sequence and specifications
are shown in figure 3.5 on the next page. The detection laser pulse ‘YAG Q-SW’
serves as the time zero. ‘YAG Lamp’ can be used to tune the laser power for con-
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venience. ‘Excimer’ is adjusted for pump-probe delay. ‘Detector’ is the most im-
portant variable, with the time delay selecting the proper flight time for a desired
mass, while the width is important for crush and slice imaging. ‘CCD camera’ is
used to trigger the computer interface (frame grabber), and the exposure time is
set by the computer software to 4ms in order to match the phosphor decay time.
‘Pulsed valve’ is the first trigger. The valve has about a 300µs delay before open-
ing, and the travel time to the interaction region for a beam speed υB = 700m/s
is tB = lυB =
0.08m
700m/s ≈ 120µs. More channels might be used to trigger the pulsed
repeller and extractor voltages.
3.2.3 Data acquisition and analysis
The data acquisition was performed using DAVIS software3 with add-in image anal-
ysis and event counting [7] routines4. Event counting is used to recover the spatial
resolution of the detector (i.e. the velocity resolution for a velocity mapped image).
As illustrated in figure 3.4 on page 39, an event has an average spot size of diam-
eter of 2.3Pixel, and event counting can raise the resolution up to subpixel level
(0.5Pixel). In many circumstances, too strong and overlapped signals overload the
event counting procedure so that a measurement in analog mode should be used,
called ‘sequence summing’. ‘Rectangle scan’ is an indispensable useful tool for mea-
suring many relations (e.g. TOF spectra described in section 3.3.1). This is done
by selecting and integrating a region of interest, and can work in either sequence
summing or event counting mode.
The measured crush images having a cylindrically symmetric axis were in-
verted using the BASEX [8] inversion algorithm, by the DavisImaging program,5
a user-friendly plug-in integrated into the DAVIS software. This program produces
3DAVIS software (Data Acquisition and Visualization Software) is a product of LAVISION GmbH
(http://www.lavision.de).
4The routines were written by A. T. J. B. Eppink, creator of VMI, the Netherlands
5DavisImaging Program (Version 3.16) is software that reads image files in DAVIS format, displays them,
and performs various mathematical treatments. Copyright © 2002–2003 Jean-Paul Visticot.
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an inverted slice image together with speed and angular distributions. The ra-
dial, speed, angular and beta distributions can also be extracted using other add-in
routines4. More details on the analysis methods will be described in section 4.2.
Photodissociation images with alignment and orientation effects generally lack a
cylindrically symmetric axis. A deconvolution should be necessary but can be sim-
plified by a 1D Fourier cosine series fit described in chapter 8.
3.2.4 Calibration of the 3D detector sensitivity
Event counting is usually assumed to remove any spatial variations in gain across
the 2D detector. This is not always true, as shown here. The position sensi-
tive imaging detector has an inhomogeneous position sensitivity function, namely
S(x, y). Since the sensitivity of the MCPs degrades slowly over time with ion
strikes, the inhomogeneity will become worse after some regions have been more
often ‘used’. It can be measured by applying a uniform signal over the entire detec-
tor. A simple way to provide a reasonably uniform signal is the isotropic and fast
H+ coming from the photolysis of pump oil in the chamber when using a very small
repeller potential (VR = 200V). The measured S(υx,υy) is shown in the left panel in
figure 3.6. The outside form is the outline of the 40mm diameter detector and we
can use it to find the calibration factor:
C = 40mm606Pixel = 66µm/Pixel. (3.3)
The left panel of figure 3.6 shows that using standard event counting conditions,
the sensitivity is indeed not uniform, and is especially weaker (30%) in the center
region. A raw image (Iraw) can be divided by this sensitivity function to obtain a
corrected image:
Icorrected(x, y)= Iraw(x, y)/S(x, y) . (3.4)
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Figure 3.6: Sensitivity functions of the imaging detector. The left panel is the po-
sition dependent sensitivity function S(x, y). The middle panel is the time dependent
sensitivity function S1(t) for ‘narrow’ gate averaged over the whole detector while the
right panel S2(t) is for the ‘wide’ gate.
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There is also inhomogeneity of sensitivity in the time domain, namely Si(t), due
to the temporal profile of the high voltage pulse applied to activate the detector on
arrival of the desired ion packet. This can be measured by scanning the detector
gate through a very narrow signal; e.g. scattered photons, electrons, or ions with
very small υz spread. The limit of the narrowest trigger width for our homemade
pulser is 50ns and the sensitivity function S1(t) for this setting is shown in the mid-
dle panel of figure 3.6. The solid line is a Gaussian fit, which shows that the effec-
tive detection gate width is narrow: 13.3 ns (FWHM). The limitation is mainly due
30 ns
13 ns
to the rise time of the high voltage transistor switch;
however, a comparison of the recorded signal and the
high voltage pulse applied to the detector (shown in
the oscilloscope trace on the right) shows that the de-
tector gain is not linear with the applied potential.
We can roughly say that the signal drops to half when
the absolute value of voltage decreases 50V from the
peak (−550V), and that the signal drops to zero when
it decreases 200V. The narrow gate can be applied to
slice the product Newton sphere if the product arrival
time spread in the z direction is a few times greater
than this gate width. For a wider gate width, how-
ever, the detection sensitivity is not uniform mainly due to the ‘ringing’ effect that
occurs when a pulsed high voltage is applied to the front MCP plate. The ringing
effect is due to the inductance (L) and capacitance (C) of the power supply cable and
the front MCP, with the ringing frequency given by f = 12pi
p
LC. The ringing high
voltage could be absorbed using a Zener diode with bias that is positioned right
before the MCP detector. However, in this study a larger resistor (150Ω) was used
to damp the ringing intensity. The optimum conditions were found to correspond
to a 250ns trigger pulse. The right panel in figure 3.6 on the preceding page shows
the inhomogeneity function S2(t) for such a trigger, and reveals a ∼100ns effective
detection gate width. This gate width was used for recording ‘crush’ images.
3.3 Useful accessories
The VMI machine is both a TOF mass spectrometer and a REMPI spectrometer,
and SMI is a complement to VMI. This section demonstrates these powerful tools.
3.3.1 Photoion TOF Mass spectra
Photoion TOF spectra are very useful for determining the relation between mass
and flight time for the ions of interest, and give information on the intensities of
the signals of interest and background as well. Figure 3.7a shows the TOF spectra
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Figure 3.7: a) Time of flight spectra of photoions excited at 205nm using different ξ
ratios and b) derived mass spectra from curves (b) and (d). The repeller voltage (VR) is
1500V. The dashed circles denote the positions of the O2 molecular beam signals.
3.3. Useful accessories 45
of the background and the O2 molecular beam using two different ξ ratios [equa-
tion (2.4) on page 15]. The background signals are mainly due to the photoioniza-
tion of the residual pump oil. Notably, when ξ is high (0.967 as shown here), there
are extra background signals [curve (e)]. To understand this effect, we applied an
external magnetic field and these background signals were removed [see curve(d)].
Curve (f), the difference of curves (e) and (c), indicates that these signals were from
electron impact ionization (EI) of the O2 molecular beam: O2 + e– → O+2 (m/e =32)
+ 2 e– and O + O+ (m/e =16) + 2 e–. The applied external magnetic field removed
the electrons and, thus, eliminated these signals. These EI processes can also be
proved using the spatial image of O+2 and velocity image of O
+, where extra sig-
nals have seen. The electrons are thought to be photoelectrons emitted from the
VMI electrode surface, and the broad peaks are due to the broad region where EI
occurred [i.e. t(sz )].
We can derive the mass spectra from the TOF spectra. Due to some electronic
delays, we must add a delay time (t0) to equation (2.8b) on page 16:
t= t0+0.720 bp
VR
√
m
q
+∆t(υz ) (µs) , (3.5)
where the measured delay time t0 = 0.18µs is mainly due to the laser trigger delay
and the rise time of the detector gate, and was determined using the signals arising
from scattered laser light, as shown in figure 3.7a. If this signal is absent, the time
zero t0 can be extrapolated from the flight time of two ormore identified masses. Af-
ter the best fit value is determined, we can obtain the mass spectra as shown in fig-
ure 3.7b, where the coefficients are b(ξ=0.967) = 41.1cm and b(ξ=0.333) = 46.5cm, and
b(ξ=0.741) = 42.1cm for the VMI condition. The effects of b(s,ξ) have been demon-
strated in figure 2.4 on page 17. The space focusing condition described by Wiley
and McLaren is not crucial for our focused ionization laser (20µm here); however,
the values of b (or t) are sensitive to the position s. The SIMION simulation shows
that s = 5.6mm for this experiment. The effects of ∆t(υz ) can be seen in the peak
widths, and is more clear for the large ξ ratio (i.e. low field). As we can see, for ξ
= 0.967 all the mass peaks are broader, excluding the signal from the O2 molecu-
lar beam (m = 32 amu). This is due to the Boltzmann speed distributions of the
neutral parent molecules at room temperature and/or the recoil energies from the
dissociative ionizations. The flight time of the O2 molecular beam is shifted −24ns
due to the contribution of the beam velocity along the TOF axis. The value ∆t(υz ) is
negligible for a small ξ ratio (i.e. high field).
3.3.2 REMPI spectra
The VMI machine is an efficient REMPI spectrometer incorporating mass (i.e.
flight time) and spatial (i.e. x and y positions) selectivity. The positional selec-
tion can be used to remove most background signals, and we may choose different
46 3. Experimental details and applications
Figure 3.8: (2+1) REMPI spectra
of SD (2Σ− ←← X 2Π3/2) showing
the difference in rotational cool-
ing for different radical sources.
(a) and (b) are adapted from refer-
ence [10], where (b) is a spectrum
for a photolysis source from D2S +
193nm. (c) and (d) are the spec-
tra for the discharge sources un-
der several different experimen-
tal conditions. See text for more
details.
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types of signals by operating in the VMI or SMI mode. Event counting can be used
for experiments with low signal count rates to improve the signal-to-noise (S/N)
ratio.
These improvements to traditional REMPI spectroscopy have recently been ap-
plied to OH radical spectroscopy by Radenovic´ et al. in our laboratory [5, 9]. The
same method was used for the SD radical, as shown in figure 3.8. The figure shows
that our SD radicals (produced by a discharge in 25% D2S in Xe) are rotationally
cold due to the supersonic expansion after the discharge, compared with the spec-
trum from reference [10] at 300K. Furthermore, we can see that the S/N ratio for
our spectra is much better. A continuous discharge (without a pulsed voltage) was
used to record both of the two spectra in panel (c). We can see that the upper spec-
trum is hotter than the lower one, indicating that the earlier part of the pulsed
molecular beam (or more exactly, the peak position of the temporal profile of this
beam in the interaction region) is colder than the later part. This is because the
earlier part has more sufficient collisions for the rotational relaxation.
The SD radical source using the continuous discharge is not extremely cold and
a pulsed discharge voltage can improve this quality. After optimizing the discharge
voltage and timing, we can produce very cold SD radicals as we can see in the
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upper spectrum of panel (d) in which a high voltage pulse with 10µs duration was
applied. The difference is due to the fact that the discharging condition is better
defined, and afterwards the supersonic expansion is much more efficient in cooling
compared with the continuous discharging mentioned above. Another effect was
observed as shown in panel (d): the potential between the repeller and extractor
lenses causes parity mixing in the SD radical, and therefore increase the forbidden
R1 line strength. More on this effect can be found in references [5, 11].
3.3.3 SMI applications
As described in section 2.3, SMI can be used a microscope for the molecular and
laser beams, and this section shows some examples.
Molecular beam microscopy
On the one hand, SMI can be used for monitoring the laser and molecular beam
overlap as mentioned in section 3.2.1. On the other hand, the molecular beam mi-
croscopy becomes possible by scanning the laser beam through the molecular beam
cross section, or by using sheet ionization. The top panel of figure 3.9 on the follow-
ing page shows a 2D molecular beam profile. The mapped image has 6.2µm/Pixel
using ξ = 0.34. and dividing the calibration factor C from equation (3.4) on page 42
by this value, we can obtain the magnification factorM(ξ=0.34) = 10.6. This matches
very well with the simulated value as shown in figure 2.9 on page 27. This mea-
surement can also prove that the 2D sensitivity function (section 3.2.4) corrects
this profile, making it ‘flat’. The molecular beam images in figure 3.9 show a uni-
form molecular beam density after the φ2mm collimation aperture in the repeller
lens, with the beam having a φ2.3mm profile due to further expansion resulting
from non-zero transverse velocities transmitted through the repeller aperture as a
result of the angle between the skimmer and the aperture.
The bottom panel of figure 3.9 further demonstrates the usefulness of SMI
microscopy. It shows the REMPI signals from emerging SD radicals through a
hexapole at several different hexapole potentials. We see that the potential needed
to focus the SD(X 2Π3/2, mJ = 32 , f ) to the interaction region is ±12kV. The hole in
the profile is due to a φ2mm beam stop6 positioned in front of the hexapole. The
outer diameter of the beam shape varies with the hexapole voltages because the
trajectories are changed. The second outer shape visible after the focusing of the
mJ = 32 state (i.e. using higher voltages) arises because the mJ = 12 state starts to be
focused. These images confirm a correct alignment of the molecular beam, beam
stop, hexapole, and VMI lenses. More on the analysis of these images and the SMI
application to OH radicals can be found elsewhere [5, 11].
6The beam stop is used to filter out the on-axis components of the beam, which is unaffected by the
hexapole potential.
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Figure 3.9: SMI used for molecular beam diagnostics —Molecular beam microscopy.
The top panel is the O2 molecular beam profile and corrected using sensitivity function.
The bottom panel is the hexapole focused SD molecular beam profile. Watch movie B.1
on page 180 for more details.
Laser focusing profile
An accurate measurement of the spatial profile of a laser is especially difficult if
the laser must be focused [12]. This becomes possible using the high spatial res-
olution of SMI. Figure 3.10 on the next page shows the SMI image S(z, y) of O+
ions from the multiphoton ionization of O2. The power dependence measurement
shows that the signals are proportional to the square of the laser power. The im-
age was measured by scanning the lens position in the laser propagation direction,
which is defined as the z-axis for the purposes of the following discussion. The
signal component along the x (TOF) axis is projected onto the imaging plane; i.e.
S(z, y) = ∑xS(z, y;x). A Gaussian beam is cylindrically symmetric so that we can
reconstruct S(z,r) from S(z, y) by applying the inverse-Abel transformation; how-
ever, we should not do so for this image. As illustrated in figure 3.10, our laser has
double spots in the y-direction due to imperfect third harmonic generation. Nev-
ertheless, we can see that SMI can measure the laser parameters in high spatial
resolution (micrometer scale). To develop a quantitative analysis, one should use a
better laser source and a (1+1) REMPI detection scheme (for which signal is linear
to the laser power). Here, a very simple treatment is employed. From the measured
signal S(z, y), we can obtain the S(z) profile by integrating over the y coordinate,
and the beam radius function ω(z) as shown in the top panel. Furthermore, we
have the approximate relation ω(z)∝pS(z) since the signal is proportional to the
square of the laser power for (2+1) REMPI. As we can see,
p
S(z) is similar in form
to ω(z), and even more symmetric. For a better view of the laser profile, we use
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Figure 3.10: Spatial map image (S) of the O+ signals from the photoionization of O2
(2 hν resonance) and the analysis indicating the focused laser profile. The z-axis is
relatively squeezed by a factor of 40. Watch movie B.2 on page 180 for more details.
S(z) to normalize the image S(z, y) and obtain the images S(z,y)
S(z) and
S(z,y)
S2(z)
. As we
can see, S(z,y)
S2(z)
shows the hyperbolic envelope of the beam expansion contour.
For a Gaussian beam, spatial profiles measured at several values of z can be fit
to the standard Gaussian formula:
U(r, z)= 2E
piω2(z)
e−2
(
r
ω(z)
)2
, (3.6)
where the spot size ω(z) is the 1/e2 radius of the beam at position z . The variation
of the spot size ω(z) is:
ω(z)=ω0
√
1+
(
z
z0
)2
, (3.7)
where ω0 is the minimum value, called the beam waist, and z0 = piω
2
0
λ is called the
Rayleigh range or depth of focus. At a distance from the waist to the Rayleigh range
z0, the width of the beam is ω(±z0) =
p
2ω0 , and the distance between these two
points is called the confocal parameter of the beam: b= 2z0. A correct mathematical
treatment could not be performed here due to the lack of the cylindrical symmetry
axis, and we ignore the Abel transformation and the power of two relation. After
the best fit from the above signals, we can obtain the beam waist ω0 = 22.0(2)µm
and the confocal parameter b = 10.0(2)mm. Alternatively, using b = 10mm at λ
= 200nm we can calculate ω0 =
√
bλ
pi
= 25µm, in good agreement with the best fit
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value. The minimum spot size of a TEM00 Gaussian beam focused by a lens is
ω f = f θB , (3.8)
where θB is the beam divergence at the input face of the lens, and f is the focal
length of the lens. We can calculate the minimum spot size: ω f = f · λpiω0 = 12.5cm ·
200nm
3.14×2mm = 4µm, and we can see that the measured value here is ∼6 times larger
than the theoretical limit. This is not surprising considering the poor quality of
the laser beam profile, and the fact that equations (3.6)–(3.8) are only accurate for
pure Gaussian beams.
3.4 VMI Applications
3.4.1 Photodissociation at 157 nm
This thesis focuses on the photodissociation studies of small molecules at 157nm
using the REMPI detection schemes listed in table 3.1 on page 38. The absorption
cross sections [13] of the target molecule at 157nm (at interest) and at the wave-
length of the detection laser (which will contribute to the background) are crucial
information, and those for several important small molecules are listed in table 3.3.
During the experiment, the pump and probe lasers were counter-propagating, and
both were focused in order to maximize the signals. Some preliminary results are
described in this section, and the completed studies will be reported in part II.
Table 3.3: Absorption cross sections of some small molecules at 157nm, and possible
dissociation channels after the excitation. The values in the parentheses are the cross
sections at 200nm
Species Cross section (cm2) Products Yield
O2 8×10–18 (10–21) O(1D) + O(3P) 99.5%
O(3P) + O(3P) 0.5%
HCl 1×10–18 (10–20) H(2S1/2) + Cl(2P3/2)
HBr 2×10–18 (1×10–18) H(2S1/2) + Br(2P3/2)
OH /OD 3×10–18 (1×10–22) H(2S1/2) + O(1D or 3P)
OCS 4×10–17 (10–20) S(1S) + CO(X , υ=0–3) >80%
CO2 3×10–19 (5×10–24) O(1D) + CO(X ) 94%
O(3P) + CO(X ) 6%
H2O 3×10–18 H(2S) + OH(X , υ=0–3) 99%
O(1D) + H2(X ) 1%
NO2 1×10–17 (4×10–19) O(3P, 1D or 1S) + NO(X )
SO2 3×10–18 (10–18–10–17)
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Figure 3.11: Preliminary velocity map images from the photodissociation of the at-
mospheric important molecules O2, CO2 and D2O at 157nm and HBr at 205nm.
A survey of O or S containing molecules
REMPI detection schemes of the O(3P), O(1D), S(3P) and S(1D) atoms have been used
to investigate the photochemistry of several small molecules at 157nm as detailed
below:
O2 The main products from the photodissociation of O2 at 157nm are O(3P) + O(1D)
as shown in figure 3.11 (the left image). More on the fine structure branching
ratios of O(3P) and angular momentum alignment in O(1D) will be described
in chapter 8.
OCS The primary dissociation channel produces S(1S) and CO. No atomic O(3P),
O(1D), S(3P) and S(1D) product signals could be detected under our experi-
mental conditions. However, the F2 laser interestingly produced a huge S+
and electron signal after the interaction with OCS and this will be reported
in chapter 6.
CO2 Photodissociation of CO2 at 157nm excitation has been studied previously
[14, 15]. The main channel is O(1D) + CO(X , υ = 0 and 1, J) and the prelim-
inary O(1D) image is shown in figure 3.11 (the middle left image). Angular
distribution or alignment effects could be interesting for further study.
D2O O(1D) is an energetically possible and symmetry allowed product but the
branching ratio is too small for detection under our experimental conditions.
The atomic hydrogen loss channel has been studied previously [16]. Our pre-
liminary image of D(2S) is shown in figure 3.11 (middle right) and shows a
perpendicular transition feature. Only one portion of the ions is detected due
to the Doppler effect.
NO2 The products O(1D) and O(3P) from photodissociation of NO2 at ∼200nm have
been studied recently in our laboratory [17, 18]. However, NO2 has compa-
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Figure 3.12: The detection of I(P3/2) and I*(P1/2) from the photodissociation of CH3I
at ∼305nm and 157nm. The vertical bars in the speed distributions denote the cutoff.
rable absorption cross sections at 157nm and 200nm, and the huge signals
from the probe laser make the detection of signals from 157nm difficult. A
more intense F2 laser might make this experiment possible.
Others The SO2 molecule and SH /SD and OH /OD radicals have been investi-
gated in this machine as well; however, the poor S/N ratios make these ex-
periments difficult. A one color experiment using a hexapole purified SH /SD
radical source will be reported in chapter 7. The hexapole filtered out back-
ground signals dramatically.
A survey of H / D or I containing small molecules
HX / DX The right panel of figure 3.11 on the previous page shows the preliminary
H signal from HBr at 205nm, revealing a perpendicular transition feature.
No signal from photodissociation at 157nm was detectable under our experi-
mental conditions.
CH3I The photodissociation of CH3I occurs via multiple channels. Here, we stud-
ied the CH3 + I / I* channels using (2+1) REMPI of I / I* @ ∼305nm. Fig-
ure 3.12 shows the preliminary results and the analysis. The potential en-
ergy surface of this polyatomic molecule is more complicated than a diatomic
molecule. Internal conversion or internal vibrational energy redistribution
could take place before the dissociation; however, the results show a strong
angular anisotropy. As we can see, there is a large range of internal energy
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in the CH3. A theoretical investigation is required to understand the detailed
dynamics.
Others H/D from SH/ SD and OH /OD were not detectable using this machine
due to signal to noise limitations.
3.4.2 Photoelectron images
Photoelectron imaging at 157nm is generally more difficult due mainly to the huge
background signals, and also distortion caused by external magnetic fields. Some
contributions to background signals arise from photoionization of residual gas in
the vacuum system. Furthermore, a huge background can occur due to photoelec-
trons produced when scattered laser light irradiates the electrode surfaces, as de-
scribed in section 3.3.1. This happens when the photon energy Ehν is higher than
the work functionΦ of the metal surface (e.g. for λ = 200nm, Ehν = 6.2 eV, and most
common metals can be roughly assumed to have a work function of Φ≈ 4.5eV).
Photoelectrons from OCS + 157 nm
Figure 3.13 shows an example of photoelectron imaging using 157nm light with
molecular beam on and off, together with the difference image. The background
could be cut down by reducing the scattered laser light using a baffle or Brewster
angle window. As we can see, the image is distorted due to the penetrating Earth
magnetic field and/or other external magnetic fields. A µ-metal shielding could be
used to block the external magnetic field, or Helmholtz coils could be used to com-
pensate this field. The measures have not been attempted in this study. Instead, a
background subtraction and mathematical treatment for correcting the distortion
was used to reconstruct the image. The corrected image will be shown in figure 6.4
on page 108.
Molecularbeam Molecular beam
ON OFF
=-
Difference
Figure 3.13: An example of high background and distorted photoelectron images from
the interaction of OCS and 157nm laser.
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Chapter 4
From crush to slice to 3D
imaging
4.1 The strategy from crush to slice to 3D imaging
Crushing and slicing are two alternatives for the 2D imaging technique, while fully
3D imaging could be the ultimate solution. In order to decide which method to
use in a given situation, we must consider a number of factors. The following
discussion is summarized in the flowchart on the next page (figure 4.1). Many
dynamics systems can be studied using the VMI technique, and three types A, B
and C are classified here. First, the interaction process takes place initiated by the
pump laser, and is followed by ionization of one of the products by the probe laser:
Molecule(s) + Photon(s)
Interaction−−−−−−−−→NC(v; R, t) Ionization−−−−−−−→NC+ (v) , (4.1)
where NC(v;R, t) is the ‘flux’ of the product C, and NC+ (v) is the ‘density’ of the ion
C+ ionized within the region R′ at time t′. Note that ions/electrons could be di-
rectly produced by the interaction process. If all of the chosen products are ionized
with equal probability, the obtained image generally contains a cylindrical sym-
metry axis (type C). If ionization is anisotropic due to angular momentum align-
ment/orientation in the product, the image is classified as type A. Before discussing
the type B images, the ionization probability for a single molecular beam experi-
ment could be also unequal for different products with different velocities. Two
common cases are the ‘Doppler stripe’ caused by the well known Doppler effect,
and ‘flyout’ due to fast products leaving the ionization region before the probe laser
fires. One may take advantage of these effects by means of Doppler slicing (see sec-
tion 4.3.1) or optical slicing (see section 4.3.2), respectively. In the case of crossed
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Figure 4.1: Flowchart of using slice or crush VMI to study the different types (A,
B and C) of molecular dynamics systems. The input is interactions and the output is
differential cross sections (DCSs), while those in the dashed region is the employed
techniques. This chart also briefly summarizes and indexes the techniqes described in
this thesis. See text for details.
molecular beam experiments (type B), a density-to-flux transform is generally re-
quired (see section 4.2.2) and the time slicing method is a useful aid in carrying out
this transform (see section 4.3.4).
For all three image types, the VMI lens maps the ions with a nascent velocity
distribution onto the detector by the following scheme:
NC+(υx,υy,υz)
VMI−−−→NC+ (x, y,∆t) , (4.2)
where the VMI lens projects ions with the nascent velocity components υx, υy and
υz to the x and y positions and the arrival time differences ∆ t in the detection
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plane, respectively. The final step is the detection process:
NC+ (x, y,∆t)
Ion detection−−−−−−−−−→ I(3)(x, y,∆t) or I(2)(x, y ) , (4.3)
where I(3)(x, y,∆t) is the 3D image, and the 2D detection, I(2)(x, y ), can be the time
crush: I(C)(x, y ) = ∑∆t I(3)(x, y,∆t), or the time slice: I(S)(x, y ) ≈ I(3)(x, y,∆t=0). The
time crush, time slice and 3D imaging methods will be described in section 4.2,
section 4.3.3 and section 4.4, respectively.
Practically speaking, the crush and slice imaging methods produce equal qual-
ity images for the type-C systems if the crush is uniform and the slice is thin
enough. A technical discussion can be found in appendix A. For the type-A sys-
tems, a single crush image contains more information than a single slice image;
however, in both cases a number of experimental geometries must be employed,
and slice imaging has the advantages of simplifying the data analysis and often
providing a clearer picture of the dynamics for systems involving multiple disso-
ciation pathways. The slicing method is especially useful for the type-B systems
because the complicated 3D density-to-flux transform can be reduced to the 2D
frame (see section 4.3.4).
4.2 Crush imaging and reconstruction methods
The crush imaging condition is generally assumed for conventional VMI; however,
it could be imperfect as described in section 2.2. To improve the quality of crushing,
one can apply the time focusing techniques used in mass spectrometry, by means
of either the time lag focusing method [1] or the TOF-reflectron configuration. The
time focusing conditions are identical to the best crush imaging conditions. The
former will be discussed in section 4.3.3 and the reflectron has recently been ap-
plied to VMI by Suits and coworkers [2, 3, 4]. This section briefly describes the
reconstruction methods of the crush images. More details have been published in
reference [5].
Crush imaging yields a 2D projection of a 3D distribution, and we can write
down the general equation for this 3D→2D projection as:
P(x, y)=
∫∞
−∞
I(x, y, z)dz . (4.4)
If a cylindrical symmetry axis exists, several inversion methods can be used to
reconstruct the original distribution (section 4.2.1). Otherwise (e.g. type B in fig-
ure 4.1), a forward convolution is needed (section 4.2.2). Cylindrical symmetry is
also lost when the photoproducts are polarized (type A in figure 4.1) or the parent
molecules are pre-polarized (e.g. oriented using hexapoles). The former case could
still have cylindrical symmetry if the polarizations for both the pump and probe
lasers are parallel, but this will be lost for any different geometrical arrangement
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Figure 4.2: A cylindrically symmetric vase, representing the projections of a 3D dis-
tribution to the 2D-crush and 2D-slice images.
of the laser polarizations. Alternatively, several methods have been provided to
analyze the alignment or orientation effects of a photodissociation process and an
example will be shown in chapter 8.
4.2.1 Inversion methods
For the projection expressed in equation (4.4) on the previous page, if we consider
one row of the image as illustrated in figure 4.2, we have:
f (x)= P(x, y0)=
∫∞
−∞
S(x, z)dz= 2
∫∞
0
S(x, z)dz . (4.5)
The function S(x, z) is circularly symmetric because the function I(x, y, z) has a
cylindrical symmetry axis along y. Therefore, we can express it as S(x, z) = s(r),
where r2 = x2+ z2. Changing variables from z to r in equation (4.5), we obtain:
f (x)= 2
∫∞
x
s(r)rp
r2− x2
dr , (4.6)
and this is called the Abel transform. The inverse transform can be found by ap-
plying the Fourier transform convolution theorem, so that:
s(r)= 1
pi
∫∞
r
d f /dxp
x2− r2
dx , (4.7)
and this is called the inverse-Abel transform. Solving this equation is difficult due
to the singularity at r2 = x2. The difficulty can be removed by using the Hankel
transform. Software using the Fourier-Hankel inversion method, called AbelFlex,
is available from our laboratory.
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Recently, several other inversion methods have been developed: namely onion
peeling by Manzhos and Loock [6], the iterative inversion by Vrakking [7], and the
BAsis Set EXpansion (BASEX) by Dribinski et al. [8]. Several comparisons [5] of
these inversion algorithms have shown that the BASEX method and the iterative
inversion produce the most accurate results. Comparing between these two algo-
rithms using typical laboratory personal computers, the BASEX is more efficient
than the iterative inversion.
4.2.2 Forward convolution
For a bimolecular reaction study using the crossed beam technique:
A+BC→AB+C , (4.8)
none of the above inversion methods can be used due to the lack of a cylindrical
symmetry axis. This breakdown is because the ‘density’: nC(v,R′, t′), is measured
rather than the ‘flux’: nC(v). In other words, the detection efficiency is inhomoge-
neous for products with different velocities because earlier-formed products with
higher lab velocities fly out of the detection region during the pump-probe delay
time so that they are not detectable by the probe laser any more. For photodisso-
ciation, the short pump-probe delay with large enough detection volume ensures
that all fragments are ionized with equal probability, independent of their nascent
velocity. This means ‘flux’ is measured.
Generally, we can consider the number density of the molecular beam BC (du-
ration of ∼100µs for a typical pulsed beam) as a steady state: nBC(vBC,R), while the
pulse duration of the other reactant atomic/radical beam (A), is generally around
10µs (prepared by a pulsed discharge or photolysis): nA(vA,R, t). The pulsed laser
for ionizing the product C is relatively very short (a few nanoseconds), so that the
measured density is:
NC+(v)=
∫
interaction
time
dt
∫
interaction
volume
dR
∫
detection
volume
dR′×NC(vC ,R , t′− t) ·S(R′) , (4.9)
where S(R′) is the ionization efficiency at region R′ at time t′, and
NC(vC ,R , t
′− t)=NBC(vBC,R)NA(vA,R, t)σ g∆V , (4.10)
where g is the relative speed between A and BC, σ the reaction cross section, and
∆V the interaction volume. A forward convolution method has to be applied to
reconstruct the cross section σ from the measured NC+ . However, the measured
NC+ is a 3D→2D projection so that it is more difficult to produce a unique solution.
To simplify this procedure, a clever method by means of the time slicing technique
will be described in section 4.3.4.
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4.3 Slice imaging techniques
Slice imaging is either intentional or unavoidable for some experiments. Approaches
for slicing are categorized as Doppler slicing, optical slicing and time slicing. The
first two methods are generated at the ionization stage as listed in equation (4.1),
while the last method is performed by careful choice of the VMI conditions and
detection gate, as outlined in section 4.1
4.3.1 Doppler slicing/striping and Doppler free imaging
Doppler slicing is simply achieved in that the resonance enhanced photoionization
process is ‘Doppler selected’ in accordance with the laser wavelength and band-
width. The Doppler effect for a one photon process is
ν0 = νlaser−k ·v , (4.11)
where ν0 is the resonance frequency. If the laser propagates in the x-direction,
equation (4.11) becomes ∆ν≡ νlaser−ν0 =−ν0c υx . For a VMI experiment, it is more
convenient to express this as
υx =−
c
ν0
∆ν . (4.11a)
Therefore, the detection sensitivity in υx, namely S(υx), has the same shape as the
laser lineshape function g(∆ν), if the process is not saturated. For experimental
convenience, we can substitute ∆ν'− ν0
λ0
∆λ in this equation as well, so that:
υx '
c
λ0
∆λ . (4.11b)
For a two photon resonant transition, the necessary frequency is
ν1+ν2 = ν1,laser+ν2,laser− (k1+k2) ·v . (4.12)
If we use a single laser beam, equation (4.12) becomes 2ν0 = 2νlaser−2k ·v, which is
identical to equation (4.11).
Doppler slicing and striping
In the most commonly used experimental geometries, where the probe laser propa-
gates in the x- or y- directions but not the z-direction (TOF direction), the Doppler
slice maps to the detector as a ‘Doppler stripe’. Figure 4.3 on the facing page shows
the measured S(υx) and the corresponding Doppler stripe images. A Lorentzian
lineshape was used for the fitting, resulting in a width of ∆υx = 5260m/s. This in-
dicates that the bandwidth of the detection laser is ∆ν= 0.85cm–1 (i.e. ∆λ= 3.6pm).
The sensitivity function Si(υx) in figure 4.3 is fairly ‘flat’ for velocities < 500m/s,
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movie B.2 for more details.
but drops to 12 for υx = 2.6 km/s. To recover the original distribution, one can cal-
ibrate the measured image I(υx,υy) by the sensitivity function, such as Icorrected =
I i(υx)
Si(υx)
. However, for accuracy and S/N ratio reasons, a better or even necessary (e.g.
for H products) way is to scan the laser detection function S(υx) through the entire
Newton sphere (i.e. over the full Doppler width of the REMPI transition).
Instead of solving the ‘Doppler striping’ problem, one can take advantage of
‘Doppler slicing’ by placing the propagation direction of the detection laser (k) along
the TOF direction (z). This method is especially helpful/useful for lighter masses
because their velocities for a typical photodissociation system generally exceed the
corresponding Doppler width of a typical laser bandwidth. The degree of slicing
is limited by the laser bandwidth, with a narrower bandwidth giving finer slices.
This limitation can be solved by incorporating the time slicing method.
Doppler-free imaging
A ‘Doppler-free’ method described by Pomerantz and Zare [9] is an alternative
method of solving the Doppler stripe problem, and has recently been applied to
VMI [10, 11]. This method works for a (2+1) REMPI scheme when a particle ab-
sorbs two counter-propagating photons with the same frequency. In the Doppler-
free approach, k1+k2 = 0 and the Doppler term in equation(4.12) vanishes. An-
other alternative is to exploit power broadening, which could make the Doppler
free condition possible as well [12].
Figure 4.4 on the next page demonstrates the power broadening and Doppler
effects on the O(3P2) images. The inner ring of each image is correlated to the
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Figure 4.4: Power broadening and Doppler effects on O(3P2) images from the photodis-
sociation of O2 at 225.654nm. The total intensity ratios of images (a), (b) and (c) are
9 : 1 : 15.
O2+hν226 nm →O(3P2)+O(3P2) process, while the outer two rings are correlated to the
O2+2hν226 nm →O(1D2)+O(3P2) and →O(3P2)+O(3P2) processes, respectively. Com-
paring images (a) and (b), image (a) clearly has a larger linewidth due to the power
broadening effect. The laser power for images (b) and (c) was 1mJ with a pulse
duration of 4–5ns and a bandwidth of ∼0.2 cm–1. The focused counter-propagating
laser beam for images (b) and (c) were made by retro-reflecting a focused laser
beam using a concave mirror with a focal length of 25 cm. In this case, the time
overlap of the Doppler-free image was less than 50%. Nevertheless, the enhance-
ment due to the Doppler-free was significant as we can see in image (c). The total
intensity increased by a factor of 15 compared to image (b).
4.3.2 Optical slicing
Optical slicing is a pump-probe method with an ingenious arrangement of the tim-
ing and the spatial profiles of this two lasers. This slicing method takes place at
the ionization stage, and it is a special case of the density measurement described
in section 4.2.2.
Tonokura and Suzuki first demonstrated optical slicing [13], using a “sheet–
sheet” (or ribbon-ribbon) arrangement of laser beams. Suits and coworkers demon-
strated the ‘raster imaging’ recently [14], by means of the “dot–dot” geometry.
Parker and coworkers have compared the above methods, and have recently in-
cluded the “sheet–dot” geometry [15]. Note that the “dot” should be a line segment
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Figure 4.5: Side views of uniform optical slicing using the “dot-dot” orthogonal-
propagating geometry after a delay time t′. The pump and probe lasers propagate
along the x and y axes, respectively. y0 and z0 are defined by the pump laser, while
x0 is defined by the probe laser. l is the interaction length between the focused pump
laser and the molecular beam. The dashed spheres are the positions of the product
with velocity v at the delay time t′, in which ∆x=∆y= υt.
in 3D space, and the pump and probe lasers counter-propagate. The above methods
result in non-uniform detection and require scanning of the detection laser to re-
cover the whole distribution in velocity space. A new geometry resulting in uniform
optical slicing is described here.
Geometry for uniform optical slicing
Comparing to several possible geometries, a better arrangement for optical slic-
ing in which a uniform detection without spatial scanning can be achieved is the
“dot–dot” orthogonal-propagating geometry. As we can see in the two side views
in figure 4.5, the molecular beam ABC travels along the z-direction and interacts
with the pump laser, which propagates along the x-direction, leading to the produc-
tion of C. At this moment, the products are inside the lower ‘line segment’ region
with the distribution: nC(v, R, t=0). After a delay time t′, the probe laser, which
propagates along the y-direction ionized the photo-products. At this moment, the
center-of-mass position of photo-products moves to z′0 = z0 +υBt′, and the product
distribution becomes nC(v,R, t′) as the spheres illustrated in figure 4.5. The spatial
distribution in a sphere contains the same information as in the correlated Newton
sphere (in velocity space). If the probe laser ‘line’ is placed at (y0, z′0) at the time t
′:
S(x′, y0, z′0, t
′), the center of the Newton sphere is sliced with the thickness:
∆z= t ·∆uz . (4.13)
We can see that different velocity components of uz can be chosen by displacement
of the probe laser (∆z′) with a magnification factor of t.
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Figure 4.6: An example of optical slicing: O(1D) products from photodissociation of O2
at 157nm. Panel (a) is the measured sensitivity function S(∆z) and panel (b) illustrates
the degree of slicing by S(∆z) at z= υz ·∆t′, while panel (c) is the measured optical slice
images. For more details, see chapter 9 and watch the movies in appendix B.4.
Now we can prove the consistency of the detection efficiencies in both the x and
y directions. As we can see in figure 4.5, only the products with ∆x+uxt = x0 for
the x-direction are detected, while all products can be equally detected for the y-
direction if the ‘line’ is uniform. Section 3.3.3 has proven that our molecular beam
profile is uniform within the diameter φ∼2mm and the focused laser has an equal
detection sensitivity within 3–4mm along the propagation direction near the beam
waist. Therefore, the detection sensitivity is uniform in the x-direction if ux t <
1
2 l , and the detection sensitivity is uniform within 3–4mm in the y-direction. For
example, if we want to measure a Newton sphere with a recoil velocity of |u| =
2kms–1 (i.e. 2mmµs–1) and l = 2mm, the delay time of t < 500ns is good for a
uniform slicing.
Example
Figure 4.6 shows an example of the uniform optical slicing. The optical slicing is
the result for a study of precession effect of the O(1D) products about a magnetic
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field, due to an applied delay time for this investigation. More details on this study
will be described in chapter 9.
The laser system is the same as shown in figure 3.3 on page 37. Briefly, the
pump (157.6 nm) and probe (203.8 nm) lasers propagate orthogonally to each other
as described above. The pump laser was not polarized and was focused by a spher-
ical CaF2 lens with 15.5 cm focal length at 157nm. In this study, we controlled the
slice to be thicker, using the laser beam after the focus (2 cm beyond the waist),
which crossed the O2 molecular beam (l ≈ 2mm). The probe laser was focused to
the interaction region by a spherical fused-silica lens with 12.5mm focal length at
200nm.
As shown in figure 4.6(c), the O(1D) product spatial angular distribution has a
‘torus’ shape in the yz-plane because it arises from a parallel transition using an
unpolarized laser. The dip we can see at ∆z′0 is due to angular momentum align-
ment in the photoproducts. To measure the thickness of the slice, the total intensity
within the area of the image indicated by the dashed rectangle was recorded while
the ∆z displacement was scanned using a microtranslator. The result is shown in
figure 4.6(a) and we can see that the thickness is 0.21mm. The thickness could due
to many factors, e.g. product velocity spread, laser pulse temporal and spatial pro-
files. Here, the thickness is mainly due to the intended broader spatial profile of the
pump laser. We can treat this peak as a sensitivity function S(∆z), and therefore
we can calculate the degree of slicing for different delay times using ∆z= u ·∆t. As
shown in figure 4.6(b), the recoil velocity of u= 2175m/s, and either the delay time
80ns or 400ns was used here, resulting in degrees of slicing of 23 or
1
8 , respectively.
4.3.3 Time slicing
The previous two slice imaging methods are performed at the ionization stage. This
section introduces a more general slicing method, time slicing, in which subsets of
the conventional crushed image are recorded by gating the detector in time. VMI
projects the velocity components υx and υy to the positions x and y on the detector,
and maps the velocity component υz onto the arrival time difference ∆t at the
detector. Time slicing is achieved by selecting a small region of ∆t (i.e. small ∆υz).
A measurement of the full 3D VMI will be presented in section 4.4.
Introduction
Wiley and McLaren [1] introduced ‘time focusing’ for improving the resolution loss
in the TOF mass spectrometry, by reducing the effects of the spatial (sz) and en-
ergy (Uz) spreads of the initial ion packet (see more details in section 2.2.2). In
contrast, slice imaging requires ‘time defocusing’ to spread out the arrival flight
time in accord with the energy Uz (i.e. the velocity υz). In order to have time de-
focusing without losing the VMI condition, several methods have been developed
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Figure 4.7: Schematic diagram and implementations of time slicing techniques. See
the notation in the caption of figure 2.2 on page 14. The right of the figure illustrates
the ion packet evolution when applying a typical lag time τ resulting in the time foci
fτ, in which the three demonstrated cases for apparatuses (a), (b) and (c) are called
time focusing, over-focusing, and defocusing, respectively.
recently. Figure 4.7 illustrates these time-slicing VMI ideas and their implementa-
tions. Kitsopoulos and coworkers [16] first applied the time slicing method for the
VMI technique in 2001 (see panel b), using a so-called ‘delay extraction’ method.
Before the extraction field is switched on, ions with velocity −υz fly backward while
ions with velocity υz fly forward. When the field is turned on the ions with −υz ex-
perience a higher acceleration potential and have a shorter flight time. Wiley and
McLaren’s ‘time focusing’ condition uses two stages of acceleration field, while, Kit-
sopoulos and coworker’s single strong field results in the ‘time over-focusing’ (see
the ion packet evolution in figure 4.7).
Alternatively, another approach was developed two years later, simultaneously
and independently by Suits and coworkers [14] and Liu and coworkers [17] — the
so-called ‘DC slicing’ method. Their two slightly different implementations are
shown in figures 4.7(c) and 4.7(d), respectively. The idea is to work on the turn
around time as described in section 2.2.4. We can see from equation (2.14) on
page 19 that the turn around time (tR) is proportional to the velocity υz and in-
versely proportional to the applied electric field E1. Therefore, decreasing E1 in-
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creases tR. Conventional VMI as shown in figure 4.7(a) has only the repeller voltage
(VR) to control both the spatial magnification for (υx,υy)→ (x, y) and the temporal
magnification for υz →∆t. Therefore, in DC slicing extra lens(es) and acceleration
field(s) are added subsequent to the first extraction field E1 to recover the VMI
condition as shown in figures 4.7(c) and 4.7(d).
Recently, we have shown that the conventional VMI machine has the ability to
perform both the above two kinds of slicing [15]. The abilities and limitations of
these approaches will be described on page 70.
Simulation
What does the 3D ion packet look like when arriving at the detector: a ball, a pan-
cake or otherwise? As described in section 2.2.4, many parameters affect the ion ar-
rival time, including mass to charge ratio, initial velocity and position, and ion lens
potentials, such as ∆t(m,q,υz ;s,VR ,ξ). Wiley and McLaren [1] not only introduced
the voltage ratio ξ but also a lag time τ, in their implementation of the time fo-
cusing condition. The additional parameter τ can be used for adjusting the arrival
time so that we can express the arrival time difference as ∆t(m,q,υz ; s,τ,VR ,ξ).
The lag time τ is a delay from the time when the ions are produced to the time the
extraction field is applied. Therefore, the ions fly to the position sz(τ) = sz0 +υzτ
during the lag time. A proper choice of the ξ ratio and the lag time τ can produce
a time focusing condition for crush imaging or a time defocusing condition for slice
imaging.
To understand the dependence of the flight time on these parameters, a numer-
ical simulation for the Wiley and McLaren design was carried out using the Matlab
code given in the appendix at the end of this chapter. The results of the simulation
are shown in figures 4.8 to 4.10 on pages 68–70. Three representative cases are
shown here, where figures 4.8 (ξ = 0.001), 4.9 (ξ = 0.741), and 4.10 (ξ = 0.95) are
for the Kitsopoulos-type delay extraction method, the Eppink-Parker type conven-
tional VMI, and for both the Suits-type and Liu-type DC slicing method, respec-
tively. Note that the strong extraction field (ξ= 0.001) is similar to the one extrac-
tion field, the medium field (ξ = 0.741) is a typical VMI condition, and the weak
field (ξ = 0.95) represents a weak extraction field followed by a second stage with
a strong extraction field. The simulation covers the most usual cases for our stud-
ies, such as the masses for mH = 1amu, mO = 16amu and mI = 127amu, while the
magnitude of the recoil velocity (u) is from 0 to 4000m/s. The molecular beam flies
toward the detector so that v=vB+u is used, with the beam speed of υB = 700ms–1
here. No initial spatial displacement (∆sz) is considered for this simulation.
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Figure 4.8: Strong field extraction (ξ= 0.001) for the time lag slicing method. For each
mass, upper panels are [∆t×υx] images, and lower panels are ∆ti(υz) relations. The
thinner solid curves represent flight time in the first extraction region: ∆t1, while the
dotted curves represent the remaining flight time: ∆t2+∆t3. The thicker solid curves
are the total flight time difference: ∆t≡∆t1+∆t2+∆t3 . The shaded areas denote the
time focusing conditions.
Discussion
To gain a general idea of the technique, first we focus on figure 4.9, where the
full ion packet for the Wiley-McLaren TOF mass spectrometer is presented. As
we can see in the lower panels for each mass, the lag time τ causes longer flight
times for ions with negative speed in the first extraction region, but shorter flight
times for these ions over the remainder of their trajectory. At the condition of
d(∆t)
dτ = 0, the thinner solid line and the dashed line cancel out, as shown in the
two gray panels for 1H+ at τ = 100ns and 16O+ at τ = 400ns. These are the time
focusing conditions, and the required lag time is proportional to the square root
of the mass: τ∝pm. Therefore, we can predict that the time focusing condition
for 127I+ will be 1.1µs. The time focusing condition is exactly equivalent to the
best crush imaging condition. Note that the VMI open electrodes cause a slight
deviation of the flight time as shown in figure 2.4 on page 17, so that the τ for
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Figure 4.9: Medium field extraction (ξ = 0.741) for our conventional VMI. See the
caption of figure 4.8 for more details.
the best crushing condition will be slightly shifted. Example and discussion of the
slicing condition using conventional VMI machine will be given on page 70.
For the condition of a strong extraction field, as shown in figure 4.8, the arrival
time spread is very small when there is no lag time (see the first column). As we
can see for the lower masses (H+ and O+ here), the time focusing condition for τ lies
between 0 and 25ns, while for a higher mass such as I+, the time focusing condition
for τ is around 25ns. Therefore, a good slicing condition (i.e. ∆t ≈ 100–200ns) is
easily achieved by employing a lag time τ of a few tens to a few hundred nanosec-
onds. Note that the shape of the image projections onto the ∆t-υx plane for higher
masses such as I+ are skewed when τ is small (a similar effect is found for Br+). A
measurement for the Br+ photo-products using the Kitsopoulos-type machine will
be shown in section 4.4.
For the weak field extraction, as shown in figure 4.10, the time lag is generally
not needed. One should only consider the spread of arrival times as being caused
the turn around time in the first extraction region, as shown in the τ = 0 data in
the first column of figure 4.10. Even so, the simulation here shows that the time
lag still has the ability to enlarge the spread of the arrival time. It should be noted
that the enlargement is due to the flight time in the first region, and that no time
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Figure 4.10: Weak field extraction (ξ = 0.95) designed for the DC slicing. See the
caption of figure 4.8 for more details.
focusing condition can be achieved; i.e. the τ causes the time defocus.
To briefly summarize the simulation, the lag time τ for the Liu- and Suits-type
slicing experiments results in a time defocus, and for the Kitsopoulos-type causes a
time over-focus, while the Eppink-Parker type experiment is the best for achieving
the time focus (see the illustration in figure 4.7 on page 66). This effect is analogous
to the effect of the ξ ratios on the spatial focusing, over-focusing and defocusing as
described in section 2.3.
Time slicing using a conventional VMI apparatus
From the above discussion, we know that the conventional VMI machine has the
ability to perform both crush and slice imaging. Three different cases using the
photodissociation of O2 at 157nm are shown in figure 4.11 on the next page. For
the DC condition (without the time lag), the turn around time has been measured
for the study of OCS at 157nm as described in appendix A.3. We can calculate
that for a DC crush condition VR = 1500V, resulting in tR = 28ns. Using a 100ns
time gate, a good crush image was obtained. For a DC slicing condition VR = 600V,
resulting in tR = 70ns. Using a 14ns time gate, a slice image with the degree of
slicing of 15 was obtained.
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Crush DC slice time-lag slice
Figure 4.11: Time crush and
time slice images of O(1D) from
the photodissociation of O2 at
157nm using conventional VMI.
For the time-lag slicing condition, as we can see in the simulation in figure 4.9,
more than a microsecond lag time is required for O+ using VR = 1500V. The right
image in figure 4.11 shows a slicing condition achieved using τ = 1.5µs; how-
ever, the image was distorted. To understand the distortion, we can calculate
the displacement of the center of the slice before the lag time is ∆sz = υB · τ '
700m/s ·1.5×10–6 s= 1mm, and the displacement in the x-direction is ∆sx = u ·τ=
2175m/s ·1.5×10–6 s= 3.3mm. As described in section 2.2.5, the aberration caused
by ∆sz can be easily decreased by adjusting the ξ ratio; however, the distortion
becomes significant for ∆sx = 3mm. Chestakov et al. in our laboratory [15] have
recently shown that a bigger opening of the ion lens can reduce the distortion ef-
fects. It should be noticed that the quality of the crushing using conventional VMI
has generally been overestimated, especially for high momentum products. Time
lag focusing can provide a higher quality measurement for crush imaging.
4.3.4 Crossed-beam experiment using slice imaging
As described in section 4.2.2, it is difficult to provide a unique solution for the re-
quired density-to-flux transform for a crossed-beam experiment . Liu and cowork-
ers [17] have suggested a clever method that exploits the time slicing technique.
Figure 4.12 on the following page illustrates the transformation from the flux,
nC(v), to the density, nC(v,R, t′ − t). As we can see, in the xy-plane (the left panel),
the products C formed with larger values of υy can no longer be detected. The ‘rib-
bon’ shape of the detection volume R′ is used in order to provide a more uniform
detection, and it is better to place the ribbon along the center of mass direction as
shown in this figure. By the same token, the z-component of the product velocity
is sliced due to the focused detection laser as shown in the right-hand side of this
figure. This is the same as the optical slicing described in section 4.3.2, but with a
different delay time. Consequently, υz is partially optical sliced.
Liu and coworkers removed the complicated partial optical slicing by using time
slicing, so that the density-to-flux transform is reduced to the 2D xy-plane. Thus,
the complicated equation (4.9) on page 59 is simplified such that:
σr =NC(υx,υy)=
NC+ (υx,υy)
S(υx,υy)
, (4.14)
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Figure 4.12: Schematic diagram of the ‘density’ measurement for a crossed-beam
experiment using pulsed molecular beams and pulsed laser sheet. The shaded region
denotes the volume probed by the detection laser.
where S(υx,υy) is a simulated sensitivity function that can be determined if the
spatial and temporal profiles of the molecular beam A: NA(vA, t− t′), the interaction
volume, and the spatial profile of the detection laser: S(R) ≡ S(x, y), have been
measured. The measurement of S(x) has been shown in figure 3.10 on page 49,
and the S(y)-‘ribbon’ can be produced by using a cylindrical lens. Furthermore,
for some systems with a large recoil velocity, it might be necessary to scan the
laser in the y-direction in order to have a broader and uniform ‘ribbon’. Note that
the detection laser is the best propagated along the direction of the center-of-mass
velocity vector, as shown in figure 4.12. This is because more products can be
detected in this geometry and the measured raw distribution will be cylindrically
symmetric.
4.4 3D imaging
3D imaging is an ultimate solution where we can directly recover the original 3D
velocity distribution using I(3)(x, y,∆t) → N+(υx,υy,υz). This section demonstrates
3D imaging using a double exposure camera.
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4.4.1 3D detector
An MCP detector is already a 3D detector: I(x, y, t). It has a sub-nanosecond time
resolution when the electron current is collected by an anode: I(t); however, to
obtain spatial resolution in an imaging experiment, the electron current is trans-
formed into light using a phosphor screen and the resulting image is captured by
a CCD camera I(x, y). The low time resolution of a standard CCD means that the
time resolution is lost. To recover the time information, a 3D imaging method has
been developed using a double exposure camera coupled with a time-resolved event
counting (TREC) method [18], as illustrated in figure 4.13. An event is turned into
light emission by the phosphor screen with a characteristic decay lifetime deter-
mined by the type of phosphor. Once we can measure the two intensities (I1 and
I2) before and after a switching time (t= 0), we can obtain the original arrival time
of the event (ta or tb) using the ratio of intensities measured for the event in the
two frames, RI = I1/I2. The time information is obtained from this ratio using a
calibrated lookup table. The upper panel of figure 4.13 is a simulated raw data
originating from ions striking the detector at different positions and times. As we
can see, event (a) has stronger intensity in frame 1, while event (b) has stronger
intensity in frame 2. Note that events that overlap on the detector (i.e. two ions
striking the same position) cause failure of the RI ratio to time conversion, so that
the total count rate per laser shot must be kept sufficiently low to ensure that ion
events are well separated at the detector.
4.4.2 Calibration
A phosphor screen (PS) of type P46 (90%→10% decay time is 300ns), and a double
exposure CCD camera (LAVISION, modified Imager 3, VGA) was used. The camera
is capable of taking two successive images of the phosphor decay for each event,
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Figure 4.14: Calibration function of the 3D imaging detector, using a double exposure
CCD camera together with a P46 phosphor screen. The raw images shown in the upper
panel are used to derive the calibration functions, where the indicated times are the
camera switching time relative to the laser trigger time. The lower panels are some
representative calibration functions: Φ(x,y)(t) in the left andΦt(x, y) in the right. Watch
movie B.4 on page 181, and see text for details.
due to fast interline transfer on the CCD chip. However, this process is not instan-
taneous (40–60ns per pixel) and not synchronous across the chip, as we can see in
the upper panels in figure 4.14 (up to 100ns).
Similar to the calibration method used in section 3.2.4, signals which are spa-
tially uniform and temporally short and in concert can be used to calibrate the
detector. Here, we used a defocused 260nm laser to illuminate the MCP detector
directly, and the camera switching time (the time at which the camera switched
frames) was scanned relative to the laser trigger time in steps of 2 ns. Both I1(x, y, t)
and I2(x, y, t) were recorded, and the upper panels of figure 4.14 are some repre-
sentative images of the raw calibration functions: I1(x, y) and I2(x, y) for differ-
ent timing. Then, the RI → t calibration curves for each position was prepared:
RI (x,y)(t) = I1(x,y) (t)I2(x,y) (t) , where 0 < R < ∞. In subsequent experiments, the 3D infor-
mation of (x, y,RI ) for an event was recorded by employing the TREC routine and
looking up the RI (x,y)(t) table for each event to determine t. The result is a 3D
image in (x, y, t) coordinates.
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To explore the function RI (x,y)(t) in more detail, we introduce the branching ra-
tio, Φ(x,y)(t)= I1I1+I2 =
R
R+1 . Representative curves are shown in the lower left panel
of figure 4.14. Note that it is mathematically identical to use either the R → t or
the Φ→ t conversion, and the use of the R → t conversion here is due to the sim-
plicity of the calculation. First focusing on the curve Φa, we choose the switching
time at Φa(0)∼ 0.6. Therefore, we can resolve the time of events occurring within
the ±40ns dynamic range of the function Φa(t). However, the curve is not linear,
so that the time resolution is not uniform. Rotating the graph by 90°, we can see
that the slope of t(Φa) is steeper for the time relative to switching time of ∆t < 0,
resulting in a lower time resolution. By the same token, the time resolution for
∆t > 0 is better; however, it vanishes sharply when ∆t > 50ns. This effect of time
resolution will be proven in section 4.4.5. Another effect to be aware of is the non-
synchronous switching time across the detector, as illustrated in the lower right
panel. This limits the usable region to the gray area. To be more clear, the curves
Φa, Φb andΦc and together with the three bars below indicate the resolvable timing
for positions a, b and c. It shows that the intersection region could be very small
(∼40ns). Therefore, choosing the best switching time and confining the image to
the gray area is crucial for a successful experiment. Fortunately, for molecular dy-
namics measurements, a 3D Newton sphere results in the largest time spread in
the center of the image because υz ≈ u, but a small spread near the edges of the
‘ring’, where υz ≈ 0. Thus, measurement of an ion packet with a maximum of 80ns
time spread is possible for this detector.
4.4.3 Experiment
Photodissociation of Br2 at 355nm, in which the Br (2Po1/2) + Br (2Po3/2) channel is the
dominant process [19], was used to demonstrate the 3D imaging. The Kitsopoulos-
type VMI machine [16] as shown in figure 4.7 on page 66, was used in this study1.
Briefly, the molecular beam was produced using a 10Hz Br2/He (3–5%) beam at
1atm stagnation pressure. The Br2 was optically excited at 355nm predominantly
via the perpendicular transition C 1Π(1u)← X 1Σ(0+g ), resulting in an anisotropy
parameter of β = −1. The ground state Br (2Po3/2) atomic product was ionized us-
ing (2+1) REMPI via the Br (5p 2Po1/2) state at 250.407nm. The 355nm photolysis
laser was the third harmonic of a Nd:YAG laser (BMI series 5000), while a tunable
MOPO (master oscillator power oscillator) laser (SpectraPhysics 730DT10) was
used to produce the 250.407nm probe pulse (5ns pulse duration); both lasers were
linearly polarized along the y-axis. The repeller voltage (VR) was 1500V, with a lag
time of τ= 120ns (with respect to the probe laser) while the voltage for the Einzel
lens (VEinzel) was 540V. The whole 81Br+ ion packet was mass-selected by pulsing
the front MCP plate. The electrons from the MCP collided with a phosphor screen,
1The experiments were carried out in IESL, FORTH, Heraklion-Crete.
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and the switching time of the double exposure camera was optimized to the center
of the ion packet.
4.4.4 Results
To visualize the measured 3D image, a single 3D image is numerically sliced by
means of the t-, x- and y-slicing, as shown in figure 4.15 on the facing page. Panel
(a): t-slicing, is identical to the time slicing described in section 4.3.3. As shown in
panel (b): x-slicing and panel (c): y-slicing, we can slice the 3D image in the x and
y directions as well. By the same token, we can not only extract the time crush
(t-crush) but also x- and y-crushes as shown in the bottom of each panel. This is
a fascinating full 3D image, where we can see the β = −1 feature in both the t-
crush and x-crush, while the y-crush is angularly isotropic. A precise analysis can
be carried out on this data, and the technique is likely to be especially helpful for
photodissociation experiments in which alignment or orientation is to be measured,
or to simplify the density-to-flux transform for a crossed beam experiment. It may
also be used for a coincidence experiment.
For an analysis of the form of the 3D VMI, we can construct a 3D picture from
these three crush images. The ‘pancake’ has a concave-convex type shape for the
x-crush and a plano-convex type shape for the y-crush. The (x, y) coordinates are
nicely velocity mapped; i.e. (x, y)= c·(υx,υy); however, the velocity mapping in time,
∆t(υz), is skewed. This skew effect has been simulated, as shown previously in
figure 4.8 on page 68. The x-slices are similar to the simulated one for iodine using
τ= 25ns, while the y-slices are similar to that using τ= 50ns. The unequal shape
in x and y directions (i.e. distortion) could be caused by misalignment of the Einzel
lens used after the extraction field. The time difference of ions from the initial
velocity (υB+υz) to (υB−υz) for this experiment was measured to be 53ns.
4.4.5 Time resolution
The dynamic range and the resolution in time is the most crucial factor in 3D
imaging. From the analysis of the 3D image, the best time resolution is found to be
around 10ns. However, as described in section 4.4.2, the time resolution depends
on the slope of the phosphor decay time. Figure 4.16 on page 78 shows the TOF
spectra extracted from figure 4.15. We can clearly see that the time resolution
decreases gradually from ∆t= 50ns to −50ns.
A time resolution of 1.3 ns for this 3D detector is claimed by Dinu et al. [18];
however, we only achieved >10ns time resolution for the measurement within the
60ns dynamic range. Our 5ns laser pulse duration is the first limiting factor on
the time resolution; however, the biggest limiting factor for this experiment is due
to the intensity ratio to time (RI → t) conversion. Generally, brighter events will
produce better time resolution. One can make the events brighter by increasing
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Figure 4.15: Numerically slicing of the measured 3D image of Br (2Po3/2) products from
the photodissociation of Br2 at 355nm in three different points of view: the t-, x- and
y-slicing. Watch the accompanied movie B.5 on page 181.
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Figure 4.16: Two TOF spectra ex-
tracted from the two y-slices (1) and
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the spacing between the MCPs or enhance the MCP gains by increasing the applied
potentials. The dynamic range could be increased by using phosphor screen with
longer decay time; however, there is a gap in available decay times for commercially
available phosphor screens between 300ns and 3ms.
Appendix: Matlab code for simulating the time slice
%% Simulate the time lag ‘focusing’ and ‘defocusing’
%% and ‘velocity-time image’ using Wiley and McLaren design
%% written by Malcom Wu, March 2006.
clear all; close all;
d1 = 15e-3; % R-E distance (m)
d2 = 21.5e-3; % E-G distance (m)
d3 = 316e-3; % G-D distance (m)
q = 1 * 1.602176e-19; % elementary charge (C)
s0 = 7.5e-3; % ion initial position (m)
VR = 3000; % repeller voltage (V)
xi = 0.95; % VE/VR ratio
V1 = VR*(1-xi); % V1 = VR - VE
V2 = VR*xi; % V2 = VE
vCM=700; % center of mass speed (in z direction)
% i.e. beam speed for our experiment
j=1; % index for plotting
k=7; % # of step for lagged time
for m=[1,16,127]* 1.660538e-27, % H, O, Br (kg)
for i=[1:k],
for u=1000:1000:4000, % recoil speed (m/s)
tau=(i-1)*100e-9, % lagged time (s)
th=[0:pi/100:pi];
vz=cos(th)*u+vCM;
vx=sin(th)*u;
s=s0-vz*tau;
v0=vz; % v0 and vz are identical in this program
%% start calculation-----
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a1 = q*V1/m/d1;
a2 = q*V2/m/d2;
v1 = (v0.^2 + 2*q*s*V1/m/d1).^.5;
v2 = (v1.^2 + 2*q*V2/m).^.5;
t1 = (v1 - v0)./a1 .* 1e9; % calculate t1 (ns)
t2 = (v2 - v1)./a2 .* 1e9; % t2
t3 = d3./v2 .*1e9; % t3
t = t1 + t2 + t3; % total tof
[t1(51),t2(51),t3(51),t(51)] % show t(vCM)
dt1 = t1 - t1(51); % dt1 = t1 - t(vCM)
dt2 = t2 - t2(51); % dt2
dt3 = t3 - t3(51); % dt3
dt = t -t(51); % dt
subplot(6,k,(j-1)*k*2+i,’-’); % plot tof-vx image
plot(dt,vx/1000); % [tof (ns)]
hold on;plot(dt,-vx/1000,’-’); % [vx (km/s)]
end
subplot(6,k,(j-1)*k*2+k+i); % plot dt(vz) relations
plot(vz/1000,dt1,’-’);hold on; % [vz (km/s)]
plot(vz/1000,dt2+dt3,’:’); % [dti (ns)]
plot(vz/1000,dt,’.’);
end
j=j+1;
end
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Part II
Atomic polarization following
the photodissociation of OCS,
SH/SD and O2
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Chapter 5
Product atomic polarization and
related photodissociation
dynamics
Atomic polarization is polarization of atomic angular momentum, which may have
contributions from both orbital and spin angular momenta, and the angular mo-
mentum polarization is a sensitive probe of the detailed photodissociation pathway.
During the last decade the powerful velocity map imaging technique, described in
Part I, has provided the means and the theoretical drive for a deeper understand-
ing of atomic polarization induced by diatomic molecule photodissociation. Atomic
polarization can be easily recognized in the data from many experiments; however,
the range of different theories and parameters used in describing this developing
field often overwhelm the researcher.
This chapter is the introduction for part II of this thesis and defines the pa-
rameters used there. General physical pictures for atomic polarization and related
photodissociation dynamics are drawn here. The aim is to explain complex theo-
ries in as simple language as possible. How and why atoms are aligned/oriented is
described, together with the theoretical models and calculation methods in current
use. Models for predicting atomic polarization used in this thesis are introduced.
Quantum coherence-induced atomic helicity will be briefly introduced as well. Fi-
nally, several useful experimental methods for studying alignment effects will be
described.
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5.1 Polarization: from light to molecules and atoms
Polarization is a basic property of electromagnetic waves, such as light. Light can
be described as a harmonic wave, in which the amplitude of the orthogonal electric
andmagnetic vectors vary in a sinusoidal manner, with exactly the same frequency.
There are two extreme cases: If the two components are in phase, we have linearly
polarized (LP) light. If the two components have exactly the same amplitude and
are 90° out of phase, we have circularly polarized (CP) light. This can be right-hand
circularly polarization (RCP) or left-hand circularly polarization (LCP), depending
on which way the electric vector rotates. All other cases in between are called
elliptically polarized light. If the waves exhibit random polarization, the light is
unpolarized (UP).
Molecules, composed of two or more atoms by chemical bonding, can be polar-
ized as well, in the sense of alignment and orientation. One type of molecular
alignment or orientation is defined by the molecular axis, which depends on the
symmetry of a molecule. For example, O2 can only be aligned, and OH can be either
aligned or oriented. Molecules can be polarized by applying an external field or by
collision with other species (e.g. photons, electrons/ions, atoms/molecules, or sur-
face). Another type of molecular polarization is due to angular momentum |JMJ〉
polarization, which may have contributions from rotational (and spin) angular mo-
mentum. Normally, molecules are randomly polarized. In spectroscopy, we can use
linearly polarized light to probe the degree of polarization of aligned or oriented
molecules. An interesting type of orientation that exists in chemistry is called chi-
rality. A molecule is chiral when it cannot be superimposed on its mirror image,
with the two mirror image forms referred to as enantiomers. In spectroscopy, we
can use circularly polarized light (LCP and RCP) to distinguish the chirality, in a
method called circular dichroism (CD).
Atoms, composed of a nucleus and electrons, can be polarized as well. Ener-
getically, the states of atoms can generally be described by 2S+1LJ . Polarization
can be described by the distributions of MJ magnetic sublevel about a quanti-
zation axis, in terms of the density matrix elements ρMM′ . One type of atomic
polarization is due to a non-statistical distribution of the MJ population (see the
illustration on page 4). This can be described by the diagonal elements (ρMM), in
which alignment has even MJ -state population and orientation has odd MJ -state
populations. Another type of atomic polarization is helicity [1], in which the he-
licity can be chirality or non-chirality. Helicity can be defined as the projection
of spin angular momentum of a particle along the direction of its linear momen-
tum. This definition is broaden to include total angular momentum. The helicity of
atomic state polarization can be described by the off-diagonal terms (ρMM′,M′ 6=M),
but it is easier to interpret atomic helicity in terms of the polarization moments
A
(k)
q [2, 3]. Rakitzis and Zare [4] introduced another similar but very useful set
of parameters, a(k)q (p), for interpreting the polarization of atoms arising from pho-
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todissociation. This set of parameters are described in the molecular frame based
on the axial recoil approximation (i.e. the recoil frame). Under the constraint of
one photon excitation and unpolarized initial state, the component |q| ≤ 2. Thus,
MJ population alignment can be described by the even ranks k of a
(k)
0 (∥), a
(k)
0 (⊥)
and a(k)2 (⊥), and the orientation can be described by the odd ranks k of a
(k)
0 (⊥)
and a(k)2 (⊥). Helicity alignment is non-chiral, which can be described by the even
ranks of a(k)1 (∥,⊥), while helicity orientation is chiral, which can described by the
odd ranks of a(k)1 (∥,⊥). Similar to molecular chirality, atomic chirality can only be
detected by using circularly polarized light.
5.2 Atomic polarization induced by photodissociation
The atomic polarization arising from photodissociation of diatomic molecules has
recently been reviewed by Clark et al. [5]. Van Brunt and Zare [6] have first drawn
out the relations governing the possible polarization of atomic products from the
photodissociation of molecules. The relations are based on the correlation rules
worked out by Wigner and Witmer [7] and by others. We only consider diatomic
molecule photodissociation here:
AB+hν→A+B . (5.1)
For a diatomic molecule the total angular momentum J (exclusive of nuclear spin)
is the vector sum of orbital (L), spin (S) and rotational (R) angular momenta, J =
L+S+R [8]. It is helpful to first introduce the notation applied in this thesis.
This notation simplifies the description of the molecular and atomic bases defined
relative to the molecular-fixed axis. The capital letters L, Λ, S, Σ, J and Ω are
used to describe the angular momenta of the molecular basis, while small letters
l i , λi , si , σi , ji and ωi are used to describe the atomic basis (where the index i =
A or B). Generally, m or m j is used to represent the quantum number MJ for the
projection of an atomic state onto a specific space fixed axis. Note that the small
letters for the atomic states should not be confused with their conventional use for
the quantum numbers for the individual electrons. Sometimes, m about the recoil
velocity axis is used instead of ω about the molecular body-fixed axis, but these
mean the same due to the axial recoil approximation.
“Direct” dissociation is generally well described by the axial recoil approxima-
tion, which assumes that the dissociation takes place much faster than molecu-
lar rotational motion, and that the atoms recoil along the direction in which the
bond was aligned at the instant of photon absorption. Under this approximation,
J = L+S and the Ω quantum number (i.e. the projection of J onto the internu-
clear axis) is conserved during the entire dissociation process. Figure 5.1 on the
next page shows the general ideas. If Russell-Saunders coupling is valid for the
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Figure 5.1: Hund’s case (a) and (c) molecular states and the correlations under the
adiabatic and diabatic models.
separated atoms as well as for the molecule, the following relation holds:
Λ=λA+λB , (5.2)
In this case (see the left panel in figure 5.1), the asymptotic molecular bases |LΛSΣ〉
and atomic bases |lAλAsAσA〉 |lBλBsBσB〉 are directly transformed to each other
based on the possible long range interactions between the separating atoms. The
diabatic model, or sudden recoil limit, assumes that the dissociation is very rapid
with respect to the time scale of the spin-orbit (SO) interaction. Therefore, not
only Ω but also Λ and Σ are good quantum numbers throughout the dissociation
process. The energetic correlations between the asymptotic molecular states de-
noted |LΛSΣ〉 and the molecular states n2S+1Λ in the Frank-Condon (FC) region
are made in accordance with Λ and Σ being conserved. To be more explicit, we can
call this the spin-orbit diabatic or relativistic diabatic model.
Conversely, if the coupling between L and S in the separated atoms is strong
compared to the coupling of L to the internuclear axis, a space quantization of J
rather than L results. Therefore, only Ω is conserved:
Ω=ωA+ωB , (5.3)
In this case (see the right panel in figure 5.1), the asymptotic molecular basis |JΩ〉
and atomic bases | jAωA jBωB〉 are transformed to each other. The direct energetic
correlations between the asymptotic molecular states composed of |JΩ〉 and the
molecular states n (2S+1Λ)Ω in the FC region are a consequence of the adiabatic
model. It is assumed that the motion of dissociation is much slower than the time
scale of the SO interaction during the entire dissociation process. We can more
specifically call this the spin-orbit adiabatic or relativistic adiabatic model. More
details of the diabatic and adiabatic models will be given in section 5.5.
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Now, we can consider atomic polarization effects. To each molecular state of
the molecule AB, there corresponds one or more pairs of states |ωAωB〉 (or |λAλB〉)
for the separated atoms A (2sA+1lA jA ) and B (
2sB+1lB jB ). This is a consequence of
the fact that Ω (or Λ) retains its meaning for all internuclear separations. Since
ω and m are equivalent, molecular dissociation can be viewed as a highly efficient
atomic m-state selector [6], with photolysis of different molecular states yielding
different m-state distributions in the separated atoms. In many cases the m state
distributions are strongly polarized.
Many cases of atomic polarization induced by photodissociation can be simply
explained by considering the above correlation rules. Several cases occur in which a
molecule is excited to a single state, which follows only one correlation curve to the
separated atoms. For these cases, the polarization can be readily determined. An
example is provided by the Cl(2P3/2) + Cl*(2P1/2) products from the photodissociation
of Cl2 via the B state at 470nm [9]. The B← X transition is parallel and results
in Ω= 0. Therefore, ωCl+ωCl* = 0. Because ωCl* =± 12 only, ωCl must populate 100%
of ∓ 12 and 0% of ± 32 . The Cl* atom is thus strongly aligned, in this case with J
preferentially perpendicular to the recoil direction v.
If the excited molecular state correlates with more than one pair of atomic basis
states, the above-mentioned models or quantum calculations are needed. Gener-
ally, lighter molecules [Hund’s case (a) or (b)] follow the diabatic model, and heavier
molecules [Hund’s case (c)] follow the adiabatic model. If neither of the two mod-
els can describe the dynamics, we should use the nonadiabatic model or ab initio
calculation described in the next section. In this thesis, two ‘light’ molecules (O2
and SH/SD) are used to examine these two models. In chapter 7, a simple diabatic
correlation is demonstrated. The photodissociation of SH/SD via the A state has
only one diabatic correlation to the S(1D2) + H/D(2S1/2) channel. The adiabatic cor-
relation will be discussed as well in the context of this system. In chapter 8, the
diabatic and adiabatic correlations for the photodissociation of O2 via the B state
are more complicated, and comparisons of the models with experimental results
will be given.
5.3 Atomic polarization influenced by nonadiabaticity
or coherence
When an excited state correlats with more than one pair of atomic basis states,
the diabatic and/or adiabatic models may fail. In these cases, we should con-
sider nonadiabatic transition probabilities in the molecular region after excitation
since curve crossings may form an important aspect of the dissociation dynam-
ics. The Massey criterion [10] predicts that diabaticity (the sudden recoil limit) is
reached when the time for traversing the SO recoupling zone is small compared
to ħ/∆ESO. However, this model is rather crude for predicting product branching
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ratios. The nonadiabatic transition probabilities for the dynamics between the
FC region and the asymptotic region can be estimated using the Landau-Zener
model, while those in the asymptotic region can be estimated using the Rosen-
Zener-Demkov model [5, 11, references therein]. Van Vroonhoven and Groenen-
boom [12] have recently demonstrated a semi-classical method for calculating the
nonadiabatic transition probabilities in terms of branching ratios for a complex O2
Herzberg system. The nonadiabatic transition probabilities depend on the excess
energy and the corresponding bond distances, and can eventually predict incoher-
ent polarization effects.
Semi-classical calculations ignore coherence for the wave functions. Siebbeles
et al. [13] introduced a full quantum treatment, which can ultimately predict all of
the polarization effects for the atomic photo-products. Applications of this method,
including the calculation of quantum coherence, are now emerging [5, references
therein]. Balint-Kurti et al. [14] have first demonstrated a full quantum calcu-
lation for HF/DF photodissociation. The basis of the Siebbeles treatment is that
all of the physics involved in atomic polarization may be described by a set of dy-
namical functions fk(q,q′) formed from a weighted sum over the photodissociation
transition matrix (T matrix) elements:
fk(q,q
′)=
∑
n,Ω,ωA
n′,Ω′ ,ω′A
(−1)k+ jA+ω′A
(
jA jA k
−ωA ω′A q− q′
)
×T nΩjAωA jBωB
(
T
n′Ω′
jAω
′
A jBωB
)∗
×〈Ψ−n,Ω(R,E)
∣∣dˆq∣∣ΨΩi 〉∗〈Ψ−n′,Ω′ (R,E)′ ∣∣dˆq′ ∣∣ΨΩi 〉 ,
(5.4)
|W ñi
| Wñn
| W ñn' '
AB
A+ B
R
E
| ñjAw wA A'
where the indices q, q′ are the vector spher-
ical harmonic components of the molecular
electric dipole moment with respect to the re-
coil axis (q=∆Ω=Ω−Ωi). For one photon ex-
citation, they can only take the values q = 0
or ±1 corresponding to parallel (∥) and per-
pendicular (⊥) electronic transitions, respec-
tively. It is not necessary to sum over ωB be-
causeΩ=ωA+ωB. Due to the symmetry prop-
erties of the 3- j symbols, q− q′ = ωA −ω′A =
Ω−Ω′. The matrices T nΩ
jAωA jBωB
are the long
range expansion coefficients, and the matrix elements 〈Ψ−
n,Ω(R,E)
∣∣dˆq∣∣ΨΩi 〉 are the
photodissociation transition matrix (T matrix) elements. More of these will be de-
scribed in section 5.5.
The dynamical functions fk(q,q′) contain all of the information on the transi-
tion dipole moments, phases and other aspects of the photodissociation dynamics of
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a particular molecule. Physical parameters such as nonadiabatic transition prob-
abilities and coherence effects may be extracted from these functions. Quantum
coherence means that the wavefunction is combined with various states having a
fixed phase relationship with one another, making them correlated to one another.
As shown in the above figure, classically the two interacting wavefunctions have a
different phase relation in the molecular region because they travel with different
speeds (frequencies), but eventually they have a fixed phase relationship asymptot-
ically as the speeds become the same. This coherence and all physical meanings for
the dynamical functions are more discussed together with the atomic polarization
parameters in the next section.
5.4 Interpreting atomic photoproduct polarization
In order to describe atomic polarization induced by photodissociation, two sets of
parameters, namely the polarization parameters and the anisotropy parameters,
are currently used by experimentalists. They are briefly described in the appendix.
Theoreticians calculate the above mentioned dynamical functions in order to pre-
dict polarization. Table 5.1 on the following page lists the qualitative relations
between the parameters.
5.4.1 Spatial anisotropy
As we can see in row one in table 5.1, the rank zero (k= 0) dynamical functions can
indicate the laboratory frame spatial anisotropy parameter:
β0 =β=
2[ f0(0,0)− f0(1,1)]
f0(0,0)+2 f0(1,1)
, (5.5)
where, the two rank-zero dynamical functions f0(0,0) and f0(1,1) are for parallel (∥)
and perpendicular (⊥) transitions, respectively. The product angular distributions
from photodissociation can be described as follows [15]:
Idis(θ²)= 14pi
[
1+βP2(cosθ²)
]
, (5.6)
where θ² is the angle between the product recoil velocity (v) and the polarization
direction of the linearly polarized light (²), and P2(x) = 12 (3x2 − 1) is the second
Legendre polynomial.
5.4.2 Polarization: alignment and orientation
The alignment/orientation is readily described by the higher ranks k of these pa-
rameters. The even ranks (k = 2n) are the alignment terms, while the odd ranks
(k = 2n+1) are the orientation terms. The alignment/orientation for rows 2 and 3
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Table 5.1: Qualitative relations between the dynamical functions, polarization pa-
rameters, anisotropy parameters, and their dynamical meanings.
Dynamical Dynamical Polarization Anisotropy
meaning function parameter parameter
1. ∥,⊥-transitions f0(0,0), f0(1,1) β β0
2. incoherent fk(0,0) a
(k)
0 (∥) sk , αk
3. incoherent fk(1,1) a
(k)
0 (⊥) sk , αk
4. coherent fk(1,−1) a(k)2 (⊥) ηk
5. coherent fk(1,0) a
(k)
1 (∥,⊥) γk+ iγ′k
in table 5.1 can be directly transformed to the m-state populations (see appendix)
defined by the recoil axis. The alignment/orientation terms in row 4 of table 5.1
can be transformed to the m-state populations, in which the quantization axis are
not the recoil velocity axis anymore. The alignment/orientation terms in row 5 of
table 5.1 cannot be described by the m-state populations, but by helicity. The he-
licity is chiral if k is odd (orientation), while the helicity is not chiral if k is even
(alignment).
5.4.3 Coherence and polarization
As listed in table 5.1, the dynamical functions fk(q,q′) are all incoherent if q = q′
and coherent if q 6= q′. For the set of polarization parameters a(k)q (p), the coherent
terms are those where q = 0 and the incoherent terms are those where q 6= 0. For
the set of anisotropy parameters, sk and αk are the incoherent terms, while ηk and
γk are the coherent terms.
Now, we can discuss the meanings of the dynamical functions. As mentioned
above, f0(0,0) and f0(1,1) are for parallel (∥) and perpendicular (⊥) transitions, re-
spectively. The relative values of these two parameters determine the β anisotropy
parameter. The absolute quantities can be used to calculate the absolute cross
section. If quantum interference exists for either a pure ∥- or ⊥-transition, the in-
terference is described by the quantity f0(0,0) or f0(1,1) as well. This interference
is well-known in spectroscopy, and has been calculated by theoreticians for several
molecules. For example, the dip of the absorption spectrum for O2 due to the in-
terference between the B state and a Rydberg state is described in chapter 8. A
special case is the Fano lineshape for the predissociation due to the interference of
a bound-bound and free-bound transition [16]. This interference between two dis-
sociative states can be thought of as coherence in the asymptotic region; however,
there is no net effect on the atomic polarization. For ⊥-transitions, ∆Ω can be both
±1. The coherence for these two transitions is described by fk(1,−1) and results
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in a non-zero a(k)2 (⊥) value. The a
(k)
2 (⊥) terms come from the asymmetry of the
excited state, and affects the quantization axis [4, 9]. An example is the nonzero
a(k)2 (⊥) value from the photodissociation of Cl2 via the C state at 320nm [9], which
implies that the my = ±3/2 states are 90% populated for the Cl(2P3/2) atom (y axis
is perpendicular to both v and µ). Finally, the coherence of a mixed (∥,⊥) transi-
tion is described by fk(1,0). It determines the helicity of the atomic product, which
is described by a(k)1 (∥,⊥). This also means that the measurement of a
(k)
1 (∥,⊥) can
indicate the phase difference ∆φ between two wavefunctions. An example is the os-
cillations for Im[a(1)1 (∥,⊥)] and Re[a
(2)
1 (∥,⊥)] observed from ICl photodissociation in
the 490–590nm. Studies of atomic polarization caused by coherence are currently
emerging both theoretically and experimentally. Coherence effects are generally
studied as a function of the photon excitation energy. For future study, it will be
very interesting to investigate the atomic polarization induced by the coherence
originating from vibrationally excited molecules as well, since the phase of the
higher vibrational states could play an important role. An example for HI/DI(υ′′ =
0–4) has been calculated recently [17].
5.5 Theoretical treatment
If the diabatic or adiabatic models cannot predict the atomic polarization, a nona-
diabatic model or ab initio calculations are required. The full quantum method
completely specifies the dynamical functions, and the T matrix elements of equa-
tion (5.4) are computed using a time-dependent wave packet formalism [14]. Semi-
classical methods ignore any interference between the wave packages. This means
that the off-diagonal terms of the T matrix are not considered in this method [12].
The above two methods, together with the adiabatic and diabatic models as
well, require a frame transformation in the asymptotic region. Long range inter-
actions (Coulomb and/or spin-orbit interactions) need to be considered. The wave
functions in the long range require an expansion to the atomic states:
Ψ
−
n,Ω(r,R)
R→∞−−−−→
∑
ωA,ωB
T
nΩ
jAωA jBωB
Aˆ | jAωA〉 | jBωB〉 . (5.7)
The expansion is sometimes trivial, and the general concepts have been described
in the previous sections. How to deal with the expansion using two types of molec-
ular bases is described here.
5.5.1 Hund’s case (c) basis and adiabatic model
The full quantum method demonstrated by Balint-Kurti et al. [14] deals with the
Hund’s case (c) molecular basis |nΩ〉 as illustrated in the right panel of figure 5.1
on page 86. In the asymptotic region, we can separate the expansion into two
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steps. The first step is the transformation of the asymptotic molecular wave func-
tion Ψ−
n,Ω(r,R) to the asymptotic molecular basis |JΩ〉:
Ψ
−
n,Ω(r,R)
R→∞−−−−−−−−−−→
(nonadiabatic)
∑
J
|JΩ〉 〈JΩ|nΩ〉 . (5.8)
The expansion coefficients 〈JΩ|nΩ〉 indicate the nonadiabatic transition probabil-
ities. The second step is the transformation from the asymptotic molecular basis
|JΩ〉 to the atomic basis | jAωA〉 | jBωB〉:
|JΩ〉 =
∑
ωAωB
| jAωA〉| jBωB〉〈 jAωA jBωB|JΩ〉 , (5.9)
where 〈 jAωA jBωB|JΩ〉 is a Clebsch-Gordan coefficient. Therefore, the long range
expansion coefficients T nΩ
jAωA jBωB
in this case are calculated by:
T
nΩ
jAωA jBωB
=
∑
nΩ
〈 jAωA jBωB|JΩ〉 〈JΩ|nΩ〉 . (5.10)
For the adiabatic model, the molecular states |nΩ〉 are correlated with the asymp-
totic molecular bases |JΩ〉 energetically, so that only equation (5.9) is needed.
In some cases making this energy correlation is straightforward, while in oth-
ers it requires the knowledge of the long range interaction: the asymptotic forces
(HˆCoul+ HˆSO).
5.5.2 Hund’s case (a) basis and diabatic model
The semi-classical method demonstrated by Vroonhoven and Groenenboom [12]
deals with the Hund’s case (a) molecular basis |(L)ΛSΣ;R〉 as illustrated in the left
panel of figure 5.1 on page 86. This method calculates the wavefunction |(L)ΛSΣ;R〉,
and yields the molecular wavefunction in the asymptotic region |LΛSΣ〉 according
to the scheme:
Ψ
−
n,Ω(r,R)=
∑
LΛSΣ
|(L)ΛSΣ;R〉 cnΩLΛSΣ(R)
R→∞−−−−−−−→
(non-ABO)
∑
LΛSΣ
|LΛSΣ〉 cnΩLΛSΣ , (5.11)
where ABO is the adiabatic Born-Oppenheimer potential. Finally, the case (a)
molecular basis has to be transformed to the case (c) molecular basis using:
|LΛSΣ〉 =
∑
jAωA
jBωB
| jAωA〉 | jBωB〉〈 jAωA jBωB|LΛSΣ〉 , (5.12)
where 〈 jAωA jBωB|LΛSΣ〉 are the recoupling matrix elements:
〈 jAωA jBωB|LΛSΣ〉 =
∑
JΩ
√
[ jA][ jB][L][S]
×〈 jAωA jBωB|JΩ〉 〈JΩ|LΛSΣ〉

lA sA jA
lB sB jB
L S J

(5.13)
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The long range expansion coefficients T nΩ
jAωA jBωB
in this case are given by:
T
nΩ
jAωA jBωB
=
∑
LΛSΣ
〈 jAωA jBωB|LΛSΣ〉 cnΩLΛSΣ . (5.14)
For the diabatic model, the molecular states (2S+1Λ|Ω|) are directly correlated with
the asymptotic molecular bases |LΛSΣ〉 energetically, so that only equation (5.12)
is needed. Making this energy correlation may be straightforward, or it may re-
quire knowledge of the long range Coulomb interaction: HˆCoul.
In the later chapters, both the adiabatic and diabatic models will be used to pre-
dict the S(1D2) and O(1D2) polarization arising from the photodissociation of SH/SD
(A← X ) and O2 (B← X ), respectively.
5.6 Experimental observations
Velocity map ion imaging coupled with REMPI detection schemes provides a pow-
erful tool to study photodissociation and atomic polarization. The observed 3D
angular distributions (Iobs) can be described by the following general expression:
Iobs(θ²,Θ,Φ)= Idis(θ²,φ)× Idet(Θ,Φ), (5.15)
where the angles θ², Θ and Φ describe the orientation of the photofragment’s
laboratory velocity with respect to the photolysis and probe laser polarizations.
Idet(Θ,Φ) is the detection function, and the angular distribution Idis(θ²,φ) contains
not only the photofragment spatial angular distribution Idis(θ²) in equation (5.6),
but also the polarization information. Several methods for image analysis that are
used in this thesis are introduced in this section.
5.6.1 General treatment
As described in chapter 4, the inverse-Abel transform generally cannot be applied if
atomic polarization exists. Two alternative methods (see appendix for more details)
are briefly described here. Vasyutinskii and coworkers [18] use the anisotropy pa-
rameters sk,αk,ηk,γk (see appendix 5.A.1) to describe an orientation or alignment
image M(ρ,φ; Pk; sk ,αk,ηk ,γk) by the expression:
M(ρ,φ)=
∫∞
ρ
g(r)dr√
1−ρ2/r2
[
f
(
sin−1
ρ
r
,φ
)
+ f
(
pi−sin−1 ρ
r
,φ
)]
, (5.16)
where ρ and φ are polar coordinates, r is the length of the photofragment radius
vector, and the function g(r) describes the radial dependence of the 3D distribution.
The function f
(
sin−1 ρ
r
,φ
)
≡ f
(
θ,φ
)
for 0≤ θ ≤ pi2 describes the angular dependence
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of the intensity distribution and can be substituted with a REMPI intensity combi-
nation, wherein the factors Pk or P ck are linestrength factors for the probe transi-
tion for linearly and circularly polarized probe light, respectively. The general idea
for the detection function is given by:
Idet
(
ρkq(Θ,Φ)
)∼ ∑
k,k1,k2
∑
q
Pkρkq(Θ,Φ) . (5.17)
They derived the image basis set for several different experimental geometries
and used these basis sets to fit their experimental images in order to extract the
anisotropy parameters sk,αk,ηk,γk.
Rakitzis and Zare [4] describe the observed 3D signals using the polarization
parameters a(k)q (p) plus the anisotropy parameter β in the following expression (see
appendix 5.A.2):
Iobs(Θ,Φ,θ²)= 1+ f
(
Θ,Φ,θ² ; c; sk; β,a
(k)
q (p)
)
, (5.18)
where c is a constant equal to 1 or − 12 when the pump laser is linearly or circu-
larly polarized, respectively, and sk are the kth order sensitivity factors, which is
normalized to s0 = 1. The detection function is given by:
Idet
(
Θ,Φ,A(k)q
)
=
2n∑
k=0
k∑
q=−k
skA
(k)
q C
k
q(Θ,Φ) . (5.19)
The above sk factors for the REMPI detection can be derived by the formalism of Mo
and Suzuki [19]. They showed that consideration of the virtual states ( je) is only
necessary when j f = ji ( j f and ji are quantum numbers for the final and initial
states, respectively). Otherwise, when j f 6= ji or when using circularly polarized
light, these factors can be worked out easily. The sk( j,∆ j,²) factors have been
explicitly worked out by Rakitzis [20] for k = 2 and 4. Note that the sk and the Pk
are closely related and it is fairly simple to transform between them.
In this thesis, the Rakitzis method is used due to its more intuitive physical
meanings for the polarization parameters a(k)q (p). A general expression for analyz-
ing the data for rank k up to 4 will be provided in chapter 8. For measuring the
alignment parameters, the method is generally simpler and will be described in
the following section.
5.6.2 Extracting atomic alignment parameters for rank k = 4
A relatively simple method to study alignment effects is described here. When both
the dissociation and probe laser polarizations are parallel to the detector plane, the
observed photodissociation images maintain a cylindrically symmetric axis, and
the inverse-Abel transform is applicable. Therefore, the experimental angular dis-
tribution is simplified to:
Iobs(θ)= Idis(θ)Idet(θ) . (5.20)
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The observed angular distributions can be expressed as an even expansion of Leg-
endre polynomials. It can be found after the re-expansion of the result in Legendre
polynomials that:
Iobs(θ; ck)∝
2( j+1)∑
i=0
ciPi(cosθ) , (5.21)
where Pi is the ith Legendre polynomial. For atomic polarization of rank k ≤ 4, we
can write:
Iobs(θ)∝ c0+ c2P2(cosθ)+ c4P4(cosθ)+ c6P6(cosθ) . (5.22)
To describe the measured experimental angular distributions, we generally use the
following equation:
Iobs(θ)∝ 1+β2P2(cosθ)+β4P4(cosθ)+β6P6(cosθ) , (5.23)
where the three parameters βi are the experimental anisotropy parameters (β2 =
c2/c0, β4 = c4/c0 and β6 = c6/c0).
Complete rank 4 alignment parameters
Rakitzis [20] has worked out all of the alignment parameters for rank k = 4 in
terms of the Akq(p) formalism:

c0
c2
c4
c6
=

1
β
0 15
1
5 c
1
5 c 0 0 0 0
c 1 27
2
7 c − 47 c 0 27
p
30
21 c
p
15
21 c
0 0 1835 − 1235 c 335 c 1 2077
p
30
77 c − 6
p
15
77 c
0 0 0 0 0 0 511
2
p
30
33 c
p
15
33 c


β
s2A
2
0(iso)
s2A
2
0(aniso)
s2A
2
1
s2A
2
2
s4A
4
0(iso)
s4A
4
0(aniso)
s4A
2
1
s4A
4
2

, (5.24)
where the constant c is equal to 1 for linearly polarized photolysis light, and − 12 for
circularly polarized photolysis light. The Akq(p) are related to the a
(k)
q (p) by:
a
(k)
0 (∥)= 11+β
[
Ak0 (iso)+Ak0(aniso)
]
, (5.25a)
a
(k)
0 (⊥)= 11−β/2
[
Ak0 (iso)− 12 Ak0(aniso)
]
, (5.25b)
Re
[
a
(k)
1 (∥,⊥)
]
=
√
3
8A
k
1 , (5.25c)
a(k)2 (⊥)= 11−β/2
√
3
32A
k
2 . (5.25d)
Atomic orientation (rank k odd terms) is not included here because it can only be
produced and measured using circularly polarized light. There are in total eight
atomic alignment parameters a(k)q (p) plus one spatial anisotropy parameter (β), but
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only three extractable parameters from an image. In order to extract all 9 param-
eters, images must be generated using either different experimental geometries
or different probe transitions (i.e. different s2 and s4) in order to give a sufficient
number of equations to solve for the a(k)q (p). Due to the simplification offered by
the Abel inversion, Rakitzis [20] suggested several Abel-invertible geometries that
combine linearly (L) and circularly (C) polarized, and unpolarized (U) pump-probe
light. Four combinations can be used: LL, LC (or LU), CL (or UL), and CU/UC.
With different REMPI schemes and the different geometries, all the alignment pa-
rameters may be extracted from a set of Abel-invertible images.
Another set of parameters: state multipole moments
For the semi-classical calculations and the diabatic and adiabatic models, the co-
herent terms are ignored [12]. This means that only the diagonal elements of the
density matrix can have non-zero values and these correspond to the m-state pop-
ulations. The populations p( j,m) are converted to the state multipole moments
ρ(k)0 ( j) (see appendix in the end of this chapter). The detection functions are given
by [12]:
Idet(θ)=
2 j∑
k=0
ρ(k)0
ρ(0)0
IkPk(cosθ) . (5.26)
The Ik factors are the linestrength factors Pk described in equation (5.17) on page 94,
and called the geometrical factor by Mo et al. [19, 21]. Ik are used here instead
of Pk to avoid confusion of Pk(cosθ). For the examples used in this study, I0 :
I2 : I4 = 1 : 4
p
70
49 : − 3
p
14
98 ' 1 : 0.683 : −0.115 for the 1F3 ← 1D2 ionization scheme,
and I0 : I2 : I4 = 1 : −
p
70
14 : − 2
p
14
7 ' 1 : −0.598 : −1.069 for the 1P1 ← 1D2 ionization
scheme. We can combine equation (5.26) above with equation (5.20), resulting in
the equivalent of equation (5.24) but expressed in terms of the state multipole mo-
ments, in which coherence is ignored [22]:

c0
c2
c4
c6
=

1 15β 0
β 1+ 27β 27β
0 1835β 1+ 2077β
0 0 511β


1
ρ(2)0 ( j)
ρ(0)0 ( j)
I2
ρ(4)0 ( j)
ρ(0)0 ( j)
I4
 . (5.27)
Note that if k < 4, the c6 parameter vanishes. A special case is, for example, the
term I4 = 0 for O(3P2) detection, so that c6 = 0 as well. For this case, equation (7.3)
has been presented elsewhere as I(θ)∝ 1+βP2(cosθ)+γP4(cosθ), where β= β2 and
γ = β4. However, we do not suggest using these parameters due to the confusion
of β with the anisotropy parameter in equation (5.6). We can clearly see from
equation (5.27) that β2 is identical to β only if there is either no atomic polarization
or the detection scheme has no sensitivity for the polarization (I2 = I4 = 0).
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If we ignore the coherent terms in equation (5.24), equation (5.27) is equivalent
to equation (5.24) with the relations of
ρ(k)0 ( j)
ρ(0)0 ( j)
Ik = Ak0(iso)sk. More explicitly, when
β= 2, the parameters Ak0(iso)= 12 Ak0(aniso)=a
(k)
0 (∥), and when β=−1, the parame-
ters Ak0(iso)=−Ak0(aniso)=a
(k)
0 (⊥). The incoherent polarization parameters can be
alternatively interpreted by m j populations as shown in the following section.
Polarization: the mj populations
If there is no coherence-induced polarization, the atomic polarization (alignment /
orientation) can be directly described by the m j (i.e. m) populations. The m state
populations are the diagonal elements of the density matrix: p( j,m) = ρmm. Under
the axial recoil approximation, the m (which is now the same as ω) populations are
defined relative to the recoil axis. This is because the A(k)0 are linear combinations
of the diagonal elements (ρmm) of the density matrix only [3, 4] (see appendix).
In this case, the following detection functions, which are more intuitive for experi-
mentalists, are valid:
Idet(Θ; p( j,m))=
j∑
m=0
p( j,m)Fm(Θ) , (5.28)
where Fm(Θ) are the corresponding probe frame angular detectivity functions for
each magnetic sublevel m. Note that it is also possible to use this equation to
analyze the a(k)2 (⊥) parameters. However, the a
(k)
2 (⊥) means that the quantization
axis is not the recoil axis, so that this approach becomes less useful.
We can see the usefulness of this method in the examples used in this thesis.
For the two transitions (1F3 ← 1D2 and 1P1 ← 1D2) used for the 1D2 ionization, the vir-
tual states ( je) need not be considered because j f 6= ji [19]. The detection functions
for 1D2 ionization have been described by Eppink et al. [23], and explicitly worked
out by Dylewski et al. [24]1:
F(
1F←1D)
0 (Θ) = 34 − 310 cos2Θ− 920 cos4Θ , (5.29a)
F
(1F←1D)
1 (Θ) = 710 − 35 cos2Θ+ 310 cos4Θ , (5.29b)
F(
1F←1D)
2 (Θ) = 1340 + 34 cos2Θ− 340 cos4Θ . (5.29c)
F(
1P←1D)
0 (Θ) = 0+3cos2Θ−3cos4Θ , (5.30a)
F(
1P←1D)
1 (Θ) = 12 − 32 cos2Θ+2cos4Θ , (5.30b)
F(
1P←1D)
2 (Θ) = 12 +0cos2Θ− 12 cos4Θ . (5.30c)
1Some factors for the 1F ←1 D transition are mistyped by Dylewski et al.; however, their plots are
identical as shown here.
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Figure 5.2: Angle dependent m-state specific detection functions Fm(Θ) for 1F3 ← 1D2
and 1P1 ← 1D2 and the related observed angular distributions for photo-products with
β=−1 (⊥-transition) and β= 2 (∥-transition)
These angle dependent m-specific ionization functions Fm(Θ) are shown in the top
panel in figure 5.2. Note that F0(Θ)+2[F1(Θ)+F2(Θ)] ≡ constant; i.e. there is no
angle dependence for isotropic m-state populations.
Now, we can interpret the examples of the O(1D2) produced from O2 via a ∥-
transition, and the S(1D2) produced from SH via a ⊥-transition studied in this the-
sis. Since θ ≡ θ² ≡Θ, the observed angular distributions can be written as:
Iobs(θ)= P(υ)
[
1+βP2(cosθ)
][
p(2,0)F0(θ)+ p(2,±1)F1(θ)+ p(2,±2)F2(θ)
]
. (5.31)
The simulated m-specific angular distributions for these two cases are shown in
the lower two rows of figure 5.2. As we can see in the simulated angular distribu-
tions Iobs(Θ) for the β=−1, 1P1 ← 1D2 transition can be used to well distinguish the
contribution of m = 0 from those of m = 1 and 2, but can not distinguish so well
between the contributions of m= 1 and m= 2. The 1F3 ← 1D2 transition can be used
to distinguish the contribution of m = 2 from those of m = 0 and 1, but poorly re-
solve the difference between contributions of m= 0 and m= 1. By the same token,
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for the β = 2 case the 1F3 ← 1D2 transition is more sensitive for m = 0, while the
1P1 ← 1D2 transition is more sensitive for m= 1. In this sense, we can use different
transition schemes or different pump-probe geometries to gain a better resolution.
5.A Appendix: Parameterization
Two sets of parameters for describing the atomic polarization induced by photodis-
sociation are currently used, called anisotropy parameters and polarization param-
eters by Wouters et al. [18]. It requires more text to describe the parameterization,
and only general ideas are given here.
5.A.1 Anisotropy parameters: laboratory frame
Siebbeles et al. [13] introduced the angular momentum state multipoles ρKQ (θ,φ)
to describe the generalized differential cross section: σ jA
m′A;mA
(θ,φ) in the laboratory
frame. The ρKQ (θ,φ) are connected with the dynamical functions by:
ρKQ (θ,φ)= 34pi
√
2K+1
2 jA+1
∑
kd ,qd ,Q ′
∑
q,q′
(−1)K+q′Ekd qd (e)
fK (q,q′)
f0(0,0)+2 f0(1,1)
×
√
2kd +1
(
1 1 kd
q′ −q −Q′
)
DK∗QQ ′(φ,θ,0)D
kd
qdQ
′(φ,θ,0) ,
(5.32)
Anisotropy parameters (sK , αK , ηK , γK and γ′K ) can be derived by the above equa-
tion for different laboratory geometries [18].
5.A.2 Polarization parameters: molecular frame
Rakitzis and Zare [4] provided another set of parameters in the molecular frame,
namely polarization parameters. The spatial distribution D(θ,φ) of an ensemble of
angular momenta J can be described in terms of an expansion in modified spherical
harmonics Ckq(θ,φ):
2
D(θ,φ)=
2 j∑
k=0
k∑
q=−k
A(k)q C
k
q(θ,φ) . (5.33)
However, the A(k)q parameters depend on the angle between polarization of the pho-
tolysis light and the recoil velocity. Therefore, they derived another set of param-
eters a(k)q (p), which is general by including the distribution of the velocity vectors
(i.e. the angular scattering distribution):
D
(
θ,φ,θ² ,β,a
(k)
q (p)
)
=
2J∑
k=0
2∑
q=−2
∑
p
a(k)q (p)F
k
q (θ²,β; p)C
k
q(θ,φ) . (5.34)
2Ckq(θ,φ)=
√
4pi
2k+1 Y
k
q (θ,φ), where Y
k
q (θ,φ) are the spherical harmonics [2].
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When q = 0, p can be (∥) or (⊥), when |q| = 1, p is given by (∥,⊥) only, and when
|q| = 2, p is given by (⊥) only. See section 8.2.2 for more details and an application.
5.A.3 Relations between the parameters
Relations between a(k)q (p) and A
(k)
q are given by [4]:
A(k)0 =
(1+β)cos2θ²a(k)0 (∥)+ (1−
β
2 )sin
2θ²a
(k)
0 (⊥)
1+βP2(cosθ²)
, (5.35a)
A(k)1 = sinθ² cosθ²a
(k)
1 (∥,⊥)/
[
1+βP2(cosθ²)
]
, (5.35b)
A
(k)
2 = (1−
β
2 )sin
2θ²a
(k)
2 (⊥)/
[
1+βP2(cosθ²)
]
, (5.35c)
with A(k)q = (−1)qA(k)∗−q . Note that A(k)0 ≡a
(k)
0 (∥) for a pure parallel transition (β= 2),
and A(k)0 ≡ a
(k)
0 (⊥) for a pure perpendicular transition (β = −1). A lot of relations
and details can be found in reference [3], and only some relations used in this thesis
are listed below. Relations between polarization parameters A(k)q and the density
matrix elements ρm′m are given by:
ρm′m =
∑
k,q
(−1) j+q−m′ (2k+1)[ j( j+1)]
k/2
c(k)〈 j‖J(k)‖ j〉
(
j k j
−m q m′
)
A(k)q , (5.36a)
A(k)q =
c(k)
〈 jm|J2 | jm〉k/2
∑
mm′
ρm′m〈 jm
∣∣J(k)q ∣∣ jm′〉 . (5.36b)
The relations between the state multipole moments ρ(k)q ( j) and the density matrix
elements ρmm′ and the polarization parameters A
(k)
q are given by:
ρ(k)q ( j)=
∑
mm′
(−1) j−m〈 jm j−m′
∣∣kq〉ρmm′ , (5.37)
A(k)q =
(−1)qc(k)
〈 jm|J2 | jm〉k/2
〈 j‖J(k)‖ j〉p
2k+1
ρ(k)−q( j) , (5.38)
Note that the incoherent terms are the diagonal elements of the density matrix
described by p( j,m) ≡ ρmm. The p( j,m) only interconvert with ρ(k)0 ( j) or A
(k)
0 , so that
the conversion is greatly simplified.
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Chapter 6
OCS photodissociation followed
by S(1S) photoionization at
157nm
Atomic sulfur ions (S+) were observed directly by crossing a carbonyl sulfide (OCS)
molecular beam with an F2 laser beam. In this study both S+ ion and electron
images were measured using the velocity map imaging technique. The results
imply that S+ is produced from the well-known photodissociation of OCS at 157nm
leading to the dominant S(1S) + CO(1Σ+) channel, and then the excited S(1S) atom
is directly ionized by another 157nm photon. Correlated vibrationally resolved
angular distributions and internal energy distribution of the CO coproducts are
reported here and compared with previous studies. This experiment yields strong
and sharp S+ images which may be useful for calibrating any imaging or laser
ionization apparatus when using a 157nm laser. A number of technical aspects
relevant to this study, such as corrections for partial slicing and imperfect laser
polarization, will be described in appendix A.
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6.1 Introduction
Prof. John Simons and coworkers have shown that vector properties such as prod-
uct angular momentum polarization reveal many intricate aspects of molecular
photodissociation dynamics [1]. In a pump-probe experiment, a polarized detec-
tion laser can be used to probe the angular momentum distribution of a polarized
atomic product. Over the past few years this has been exploited in great detail [2],
especially in combination with the velocity map imaging technique [3], which mea-
sures the laser polarization dependent angle-velocity distribution of state selected
products. One important but complicating variable, the atomic product angular
momentum polarization, is in the present case absent because we probe a perfectly
spherical atomic 1S electronic state, arising from the photodissociation of carbonyl
sulfide.
Carbonyl sulfide (OCS) is important in atmospheric chemistry and also as a
benchmark molecule for photodissociation dynamics [5]. It is highly stable in the
atmosphere and can be transported into the stratosphere from the troposphere.
Therefore, the photochemistry of OCS molecule in the vacuum ultraviolet (VUV)
1
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Figure 6.1: Absorption spectrum of OCS and assignment of the corresponding transi-
tions, adapted from reference [4].
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becomes important because it may be involved in stratospheric ozone chemistry.
OCS has a linear structure and belongs to the C∞υ point group. The ground state
of OCS (X˜ 1Σ+), with a ...8σ2 2pi49σ23pi4 electronic configuration, has 16 valence
electrons, and is isoelectronic with CO2 and CS2 molecules, etc. The absorption
spectra of these species have been reviewed by McGlynn and coworkers [4]. The
bond lengths of C–S and C–O in OCS are 1.558Å and 1.165Å, and the bond
dissociation energies of C–S and C–O are 3.12 eV and 6.81 eV, respectively. The
absorption spectrum of OCS is shown in figure 6.1 on the facing page. It con-
sists of three distinct transitions with maxima at ∼223.7 nm (1∆←1Σ+), ∼166.7 nm
(1Π←1Σ+), and ∼152.7 nm [6] (1Σ←1Σ+). At shorter wavelengths are Rydberg type
transitions that have been studied by resonance enhanced mulitphoton ionization
(REMPI) [7, 8, 9]. Higher superexcited states have been studied in the 12 – 19 eV
region [10, 11, 12, 13].
Studies of photodissociation in the 222 – 249nm region show that photodissoci-
ation takes place via the bent 11Σ– (11A′′ ) and 11∆ (21A′ ) states, leading to the dom-
inant S(1D) + CO(1Σ+, high J) channel [14, 15, 16, 17, 18, 19, 20, 21, 22, 23].
S(1S) production from OCS has a large quantum yield in the 142– 160nm re-
gion [24], and raising the temperature increases the yields in the falloff region
(157.7 – 170nm) [25]. Photodissociation studies at 157nm have shown that S(1S) +
CO(X 1Σ+) is the dominant channel [26, 27]. Strauss et al. [27] used laser induced
fluorescence (LIF) to measure both S(1S) and CO(X 1Σ+) products and found a CO
vibrational distribution for v= 0 –3 of (1.0) : (1.0) : (0.5) : (0.3). The rotational distri-
bution for each vibrational level was found to be near Boltzmann. Analysis of the
LIF Doppler profiles yielded an angular anisotropy of β= 1.8±0.2. Similar LIF re-
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sults have also been reported in the 150 –155nm region [28]. Recently, photofrag-
ment excitation (PHOFEX) spectroscopy [29, 30] suggested that the S(1S) product
from 157nm excitation arises from a hot band transition from a vibrationally ex-
cited level in the electronic ground state X˜ 1Σ+ to the 21Σ+ excited electronic state.
In this study, atomic sulfur ions (S+) were observed directly from the interaction
of OCS with 157nm F2 laser radiation. Significant concentrations of electrons have
been observed in photolysis of OCS at 157nm [31]. The possibility that 157nm
radiation can ionize S(1S) through an autoionization process has been suggested
previously [32] but not proven experimentally. We investigate this mechanism di-
rectly here. Possible mechanisms for S+ formation are shown in figure 6.2 on the
previous page and are summarized as follows:
(1) OCS(X˜ )+1hν→CO(X )+S(1S)+2.00 eV, (3.1a)
S(1S)+1hν→S∗ → S++e–+0.26 eV, (3.1b)
(2) OCS(X˜ )+2hν→OCS∗ →CO(X )+S∗, (3.2a)
S∗ →S++e–, (3.2b)
(3) OCS(X˜ )+2hν→OCS∗ →OCS+, (3.3a)
OCS++1hν→S++CO . (3.3b)
Mechanism (1) is one photon photodissociation of OCS [27] leading to the predom-
inant S(1S) + CO(X 1Σ+) — channel (3.1a), with the excited state S(1S) product ab-
sorbing another photon to produce S+ [32]. In mechanism (2), OCS absorbs two
photons to reach a repulsive superexcited state (OCS∗) leading to S∗ + CO(X 1Σ+)
(channel (3.2a)), and the superexcited state product (S∗) then autoionizes to pro-
duce S+ (channel (3.2b)) [11, 12]. In mechanism (3), OCS+ is produced by two photon
excitation (channel (3.3a)) [10, 13], and is then photodissociated by absorption of a
third photon (channel (3.3b)).
6.2 Experiment
The experimental details have been described in chapter 3. A single F2 laser was
used to study the photochemistry of OCS. Velocity map images of both S+ ion and
electron products were detected after OCS interacted with the 157nm laser. Pure
or 1% OCS (Matheson) seeded in Ar was used at 1 atm stagnation pressure. Event
counting was used for ion imaging, while sequence summing had to be used for
electron imaging because the signal levels (with background) were too high for
event counting. The raw crush images were inverted using the BASEX method
[33].
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Figure 6.3: S+ image (left panel) and derived speed distribution (right panel) from
the interaction of OCS + 157nm. The assignments correlate to the OCS + 157nm →
CO(X ) + S(1S) channel.
6.3 Results and discussion
In this section, sulfur ion (S+) and electron (e–) velocity map images from the inter-
action of OCS with 157nm F2 laser are described first, and followed by a discussion
of the photodissociation dynamics.
6.3.1 S+ image
Atomic sulfur ions (S+) were detected from the interaction of OCS with the F2 laser.
The S+ products were observed from beams of both neat OCS and 1% OCS seeded
in Ar, using either a focused or unfocused laser beam. The images were not signifi-
cantly different using neat or 1%OCS, indicating that the S+ products are produced
from the OCSmonomer (rather than from a cluster). There were also no significant
differences in the images obtained using a focused or an unfocused laser, implying
that the S+ products from the proposed three photon process (Mechanism (3)) are
not important. Figure 6.3 shows the S+ raw and Abel inverted images, and the de-
rived speed distribution. The image shown here is from 1% OCS seeded in Ar using
a focused laser beam, because this image shows slightly better velocity resolution
than that recorded using neat OCS beam and an unfocused laser. As we can see
from the speed distribution and the assignment, the S+ signals are well correlated
with the OCS + 157nm → S(1S) + CO(X ) channel.
6.3.2 e– image and photoion mass spectrum
The left panel in figure 6.4 on the next page shows the electron image taken using
a beam of pure OCS and the 157nm laser. Only a single channel was observed for
the electron products. The raw image is not perfectly round due to penetration of
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Figure 6.4: Electron images (left panel) and derived speed distribution (right panel)
from the interaction of OCS + 157nm.
the Earth’s magnetic field into our ion optics assembly. The image shown here has
already been corrected for roundness and background subtracted. A representative
raw image is shown in figure 3.13 on page 53.
The photoionization TOF mass spectrum is shown in figure 6.5. The main peak
is at m/e = 32 amu (32S+), with weak peaks at 34 amu (34S+ isotope) and 64 amu (S+2),
and very weak signals at 28 amu (CO+) and 60 amu (OCS+). Other minor peaks
arise from ionization of pump oil in the chamber. The CO+ signals vanished when
the OCS concentration was lowered, indicating that the CO+ might be produced
from (OCS)x clusters. The electron signals from background pump oil and other
scattered-light-induced photoelectrons from metal surfaces inside the chamber can
be subtracted by setting the laser on and off resonance with the molecular beam
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Figure 6.5: Photoion mass spectra at 157nm and two correlated ion images.
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in time. The photoionization mass spectrometry data shows that ∼90of photo-ions
is 32S+T˙herefore, the electron signal is correlated to 32S+ ions. The right panel in
figure 6.4 is the electron speed distribution derived from the inverted image. Due
to the magnetic field penetration of our apparatus, the electron energy uncertainty
is large, with a peak at 0.23±0.05 eV.
The angular anisotropy parameter β extracted from the electron image is 0.61.
Theoretically, it is possible to predict the photoelectron angular distribution I(θ)
for the one-photon ionization [34, 35]. However, we have insufficient information
to do so at this time.
6.3.3 Reaction mechanism of OCS + 157 nm→S+ + CO
OCS+ signals with almost zero recoil energy were indeed very weakly detected:
channel (3.3a) on page 106. However, the only significant electron signal was seen
at ∼ 0.23±0.05 eV, and as we can see from the energy level diagram (figure 6.2),
mechanism (3) is definitely not important for S+ formation. The electron energy is
in agreement with channel (3.1b) on page 106. Therefore, both S+ and e– results
show very good agreement with mechanism (1).
As described in section 3.1.3, the lasing lines of the F2 laser have contributions
from vacuum wavelengths and relative intensities of 82.1% at 157.63094(10) nm,
16.4% at 157.52433(10) nm, and 1.5% at 156.73519(10) nm. The autoionization
cross sections of S(1S) at these wavelengths have been estimated as 1.2×10–18,
5.0×10–18, and 1.1×10–18 cm2, respectively [32]. A bound-bound transition to a long
lived autoionizing state directly resonant with one of the F2 laser wavelengths will
ionize only a subcomponent of the 0.45 cm–1-broad Doppler profile for 2050ms–1 S
atoms, yielding a vertical stripe (Doppler slice) of the full image. However, the ob-
served images (after correction for detector inhomogeneity) show no Doppler selec-
tivity, meaning that the autoionization cross section is essentially constant across
the image [32]. Note that direct ionization (a bound-free transition) will ionize all
product-atom velocity components equally, but McGuire [32] has shown that di-
rect ionization of S(1S) is improbable (σ is on the order of 10–21 cm2) at the F2 laser
wavelength.
The absorption cross section for jet cooled OCS at 157nm is around 1×10–19
cm2 [4, 6]. Photoionization of S(1S) has thus a 10 – 50 times higher cross section
than its production. This suggests that previous LIF detection studies observed
only a fraction of the 1S yield, and that this fraction will be strongly wavelength
dependent in the 165 – 150nm region.
In order to obtain accurate S(1S) speed and angular distributions and compare
with the previous results [27], a number of image corrections were found to be
important and will be described in the following section.
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Figure 6.6: Experimental and simulated product total kinetic energy release distri-
butions of the OCS + 157nm → S(1S) + CO(X )1Σ+) channel. The open circles are the
experimental total kinetic energy distribution, while the dashed curves are simulated
distributions correlated to the different vibrational states of CO products and the solid
curve is the overall sum of the dashed curves.
6.3.4 Product energy distributions and angular distribution
Figure 6.6 shows the experimental and simulated product total kinetic energy re-
lease distribution. Co-product CO rotational states are not resolved in the S+ im-
age. The rotational temperatures for simulation of v = 0 – 3 are taken from ref-
erence [27], where Trot = 1350, 1300, 980, and 770, respectively. The vibrational
distribution for v = 0 –3 can be fit as 0.9, 1, 0.55, and 0.3, respectively, in good
agreement with the measurements of Strauss et al. mentioned earlier [27].
Many factors affect the speed or energy resolution derived from the image [36].
For our apparatus, these include the rotational and vibrational temperature of
the parent OCS molecules, the transverse velocity spread of the molecular beam
(∆υx), the spread in the photolysis laser (F2 laser) photon energy, the ion-electron
recoil velocity arising from the chosen ionization scheme, space charge effects (if
the product ion density is too large), velocity focusing lens aberrations, detector
resolution, and Abel inversion and/or noise-induced errors. Each factor must be
suppressed in order to rotationally resolve the distribution. This is an ongoing
effort in our group. Here, we simply use a Gaussian width of 0.04 eV to simulate
the distribution, as shown in figure 6.6.
The experimental and simulated distributions show good agreement with the
results from Strauss et al. [27]. Figure 6.7 on the next page shows the vibrationally
resolved angular anisotropy extracted from images acquired using both polarized
and unpolarized laser beams. Both show consistent results and the vibrationally
averaged β is measured as 1.96±0.07, somewhat higher than found in the previ-
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Figure 6.7: CO product vibrationally resolved β parameters and vibrational distri-
bution. The β values are derived from the ‘Polarized’ and ‘Unpolarized’ data shown in
figure A.5 on page 175 (same as rows HC and UC in table A.1 on page 176, respectively).
The bar graph is the relative vibrational distribution from the simulation shown in
figure 6.6.
ous study [27]. The maximal value of β = 2 is approached, confirming a previous
conclusion [28] that only a single excited electronic state is involved; i.e. the 11
Σ
+ – 21Σ+ parallel transition. The observed vibrational distribution (figure 6.7) is
slightly hotter than that of Strauss et al. [27] and in accord with the conclusion of
Itakura et al. [28] that energy partitioning into the CO fragment vibration becomes
efficient when the off resonant continuum of the 11Σ+ – 21Σ+ transition is excited at
157nm.
6.4 Conclusion
In this study, we here used the velocity map imaging technique to investigate the
photochemistry of OCS at 157nm. Atomic sulfur ion products (S+) were observed
directly when using a 157nm F2 laser. The results from the S+ ion image and
correlated electron image show that 1 hν photodissociation of OCS take place first,
leading to the dominant S(1S) + CO(X ) channel, and the excited atomic sulfur prod-
uct S(1S) is then ionized by another 157nm photon. The observed S+ and e– images
support the previous study of the S(1S) autoionization process [32] and the elec-
tron angular anisotropy β = 0.61 should give rise to further theoretical analysis.
During the 157nm laser pulse the rate of S(1S) ionization should largely exceed
that of formation, suggesting that caution may be necessary in interpreting data
from experiments in which LIF is used to detect this product. Vibrational resolved
angular distributions and energy distributions of the CO products are reported,
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which show good agreement with a previous study [27], and a more precise β was
measured, 1.96±0.07. An accurate measurement based on a procedure to correct
the raw velocity map images is also demonstrated in this study (see appendix A).
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Chapter 7
Completely polarized S(1D2) from
SH/SD photodissociation via the
A 2Σ+ state.
Ultraviolet (UV) photodissociation of vibrationally excited SH (X 2Π,υ′′=2–7) and
SD (X 2Π, υ′′=3–7) has been studied at 288 and 291nm, using the velocity map
imaging technique to probe the angular and speed distributions of the S(1D2) prod-
ucts. Photodissociation cross sections of the A 2Σ+ ← X 2Π and 2∆← X 2Π transi-
tions have been compared using ab initio calculations at the CASSCF-MRSDCI/aug-
cc-pV5Z level of theory. Both the experimental and theoretical results show that
SH/SD photodissociation proceeds via the repulsive wall of the A 2Σ+ state. The
angular distributions of S(1D2) indicate that the dissociation approaches the sud-
den recoil limit of the A 2Σ+ state, yielding completely polarized fragments. The
atomic S(1D2) products completely populate the m= 0 magnetic sublevel about the
recoil axis; i.e. the total angular momentum is perpendicular to the recoil velocity.
Preliminary results of the S(3PJ=0,1,2) photofragments from the photodissociation of
SH/SD(υ′′ = 0–3) at ∼310nm are also shown in this chapter.
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7.1 Introduction
The mercapto radical (SH) plays an important role in atmospheric chemistry, par-
ticularly in the oxidation of H2S and various other sulfur-containing compounds
[1]. SH is also a key intermediate in combustion processes of sulfur-containing fu-
els, and has recently been observed in interstellar space [2]. The photochemistry
of this radical is therefore of astrochemical importance.
The spectroscopy of the SH radical, and its isotopic variant SD, has been exten-
sively studied over the last decades, both experimentally [3, 4, 5, 6, 7, 8, 9, 10, 11]
and theoretically [12, 13, 14, 15, 16, 17]. The ground X 2Π state electronic config-
uration of SH/SD is 1σ22σ23σ21pi44σ25σ22pi3, and is thus an open-shell system.
As shown in figure 7.1, the first bound electronically excited state, A 2Σ+, is opti-
cally coupled to the ground X 2Π state. It correlates with H/D(2S1/2) + S(1D2) in the
atomic limit. It is crossed by three repulsive curves (4Σ−, 12Σ−, and 4Π), which
lead to the atomic ground state products H/D(2S1/2) and S(3PJ ). Predissociation can
take place through these repulsive states by spin-orbit interactions. Numerous
studies have focused on the predissociative character of the A 2Σ+–X 2Π system,
and both radiative and predissociative lifetimes of SH/SD (A 2Σ+, υ′ = 0–2) have
been determined [13, 17, 18, 19, 20, 21, 22].
Above the dissociation threshold of the H/D(2S1/2) + S(1D2) channel, direct disso-
ciation via the A 2Σ+ state becomes possible. The H/D(2S1/2) + S(1D2) channel also
correlates with the higher repulsive 2∆ and 22Π states, which are optically coupled
to the ground state as well. Because metastable S(1D2) is more reactive than the
S(3PJ) ground state atom, the S(1D2) photodissociation channel is photochemically
important. The O(1D2) atom has already been observed in cometary matter, and is
dominantly produced by OH photodissociation [23]. Based on the relatively high
cosmic abundance of sulfur, it can be expected that S(1D2) is also present in the
interstellar medium. Therefore, photodissociation of SH might play an important
role in interstellar chemistry.
Direct photodissociation of SH has been studied experimentally in the ultravi-
olet (UV) and vacuum ultraviolet (VUV) region. Zhou et al. [24] studied the pho-
todissociation dynamics of jet-cooled SH (X 2Π, υ′′ = 0–2) in the wavelength region
of 216–232nm, and concluded that the UV photolysis of SH mainly proceeds via
the repulsive 12Σ− state. The observed S(3PJ) product fine structure state dis-
tribution indicated that the dissociation approaches the sudden limit of the 12Σ−
state. However, they also noted that nonadiabatic interactions among the repul-
sive 4Σ−, 12Σ−, and 4Π states influence the final S(3PJ) product branching ratios.
No evidence was found for the H(2S1/2) + S(1D2) channel in this wavelength region,
although the excitation energies are sufficient to reach the S(1D2) limit. At 193nm,
Continetti et al. [25] and Hsu et al. [26] investigated the secondary photodisso-
ciation of SH radicals from photolysis of H2S. They concluded that the observed
S(3PJ) and S(1D2) products were most likely coming from direct dissociation via the
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Figure 7.1: Photodissociation of SD (X 2Π, υ′′ = 3) at 288nm via the A 2Σ+ state. The
ab initio potentials, A 2Σ+ ← X 2Π transition dipole moment µx (atomic units), bound
X 2Π (υ′′ = 3) wave function, and continuum A 2Σ+ wave function are calculated in this
study. The 22Π potential is taken from reference [17].
repulsive 12Σ− and 2∆ state, respectively. Chen et al. [27] recently studied the
VUV photodissociation of jet-cooled SH at 121nm, and found that the S(3PJ) prod-
uct fine-structure distribution is significantly different from that in the UV region.
They suggested that the minor S(3PJ) product originates from initial excitation to
the 2∆ or 22Π state, which can couple nonadiabatically with other repulsive states
to produce S(3PJ). The observed production of S(1D2) was found to arise from the
repulsive 22Π state.
Theoretical studies on the direct S(3PJ) and S(1D2) photodissociation channels
of SH have been conducted by Lee et al. [28, 29]. They predicted that the S(3PJ)
and S(1D2) vector properties would show oscillatory variations, due to interference
between the different dissociation pathways. However, these findings seem to con-
tradict the experimental results of Zhou et al. [24], who reported that the S(3PJ)
product fine-structure state distributions and anisotropy parameters are nearly
constant in the energy range of 216–232nm. Other theoretical work has mainly
focused on the predissociative behavior of the A 2Σ+ state, while the range and ac-
curacy of ab initio calculations on direct photodissociation of SH/SD is still limited.
In this study, we have used the velocity map imaging technique to investigate the
direct photodissociation via the A state, starting from vibrationally excited SH/SD
radicals. Ab initio calculations are performed for comparison with the experimen-
tal results. Complete polarization of the S(1D) products was observed, and the
diabatic and adiabatic models are compared in order to understand this effect.
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7.2 Method
7.2.1 Experiment
Experimental study of the photodissociation of free radicals is known to be a chal-
lenging task. The high detection efficiency of the velocity map imaging technique
makes this experiment possible. However, obtaining both high flux density and
high purity is still very difficult for a radical source, which is generally produced
by using a discharge or photolysis. Purity issues often make the experiment impos-
sible, due to large background signals from the parent molecules. Here, we used
a pure SH/SD radical source produced by a discharge and followed by a hexapole
filter. The experimental setup used here has been described elsewhere [30, 31].
More details of this setup are provided in Radenovic´’s thesis [32].
Briefly, a mixture of 25% D2S seeded in Xe was expanded into a vacuum cham-
ber through a pulsed Jordan valve (10Hz). Then, the SD radicals were produced by
a pulsed electrical discharge of ∼3kV (10µs pulse) at the beginning of the super-
sonic expansion. Afterwards, the molecular beam passed through a 1mm skimmer
and only the SD molecules in the X 2Π3/2, J = 3/2, f lambda doublet state were
focused using a 12 cm long hexapole operating at ±10kV. The molecular beam was
finally collimated by the repeller aperture and crossed with a linearly polarized
laser, which was used for both photolysis and detection. This laser beam was gen-
erated by frequency doubling a dye laser (Quanta-Ray PDL-2), which was pumped
by a Nd:YAG laser (Quanta-Ray DCR-11, 10Hz). The laser wavelength was tuned
to either 288.19 or 291.48nm, for (2+1)REMPI detection for S(1D2) products via
S(4p, 1F) and S(4p, 1P), respectively. The pulse energy of the UV radiation was
∼2mJ. Subsequently, the S+ ions were velocity-mapped onto a two-dimensional
imaging detector, which consisted of two micro-channel plates and a phosphor
screen. The two-dimensional crushed image was recorded by a CCD camera (Pix-
elfly), and reconstructed by applying an inverse-Abel transformation [33]. All mea-
surements were repeated several times.
7.2.2 Ab initio calculations
In order to understand the experimentally measured product energy distribution
originating from different SH/SD vibrational states (υ′′), we1 performed ab initio
calculations for the υ′′-dependent photodissociation cross sections. The ab initio
electronic wave functions and potential energy curves of the ground X 2Π state
and excited A 2Σ+ and 2∆ states were calculated with the MOLPRO 2000 quantum
chemistry package [34], using the augmented correlation-consistent polarized va-
lence quintuple-zeta (aug-cc-pV5Z) basis set [35]. The potentials were computed
1In collaboration with Theoretical Chemistry, Radboud University Nijmegen.
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with the internally contracted multireference singles and doubles configuration in-
teraction method (MRSDCI) [36, 37], and corrected for the effect of higher excita-
tions by the Davidson correction [38]. The molecular orbitals were obtained from a
complete active space self-consistent field (CASSCF) [39, 40] calculation, where the
three lowest σ orbitals and the first pix and piy orbital were kept doubly occupied.
The active space consisted of three σ orbitals, one pix, and one piy orbital.
The electronic transition dipole moments of the A 2Σ+ ← X 2Π and 2∆← X 2Π
transitions were calculated at the MRSDCI level in MOLPRO, with the molecular
orbitals taken from a state-averaged CASSCF calculation. The nuclear wave func-
tions and vibrational energies of the bound X 2Π and A 2Σ+ states were obtained
with the sinc-function discrete variable representation (sinc-DVR) method [41, 42],
using a grid in the range of 1 to 12 a0 with a step size of 0.02 a0. The continuum
wave functions of the unbound region of the A 2Σ+ state (above the dissociation
threshold) and the repulsive 2∆ state were computed on the same grid with the
renormalized Numerov method [43]. The photodissociation cross sections of the
A 2Σ+ ← X 2Π(υ′′) and 2∆← X 2Π(υ′′) transitions were then calculated using the
relation [44]:
συ(ν)=
4pi2αhν
3e2
∣∣∣〈Ψ−f (E)∣∣µx(R)∣∣X 2Πx(υ′′)〉∣∣∣2 , (7.1)
where hν is the photon energy, α is the fine-structure constant, e is the elementary
charge,Ψ−
f
(E) is the energy-normalized dissociative nuclear wave function at total
energy E, and µx(R) is the corresponding electronic transition dipole moment.
To evaluate the quality of the computed potentials, the X 2Π vibrational fre-
quencies of SH and SD have been compared with the experimental data from Ram
et al. [10] and Pathak and Palmer [5] respectively, and were found to be accurate
within 0.5%. Experimental frequencies of the A 2Σ+ state are more difficult to de-
termine, due to the occurrence of predissociation. Only the values of ∆G1/2 have
been reported for the A 2Σ+ state of SH and SD [4], which agree within 0.27%
with the computed frequencies. Moreover, the calculated bond dissociation energy
D0 of the SH ground X 2Π state is 29220 cm−1, which is in excellent agreement
with the recent experimental value of 29245±25cm−1 obtained by Zhang and co-
workers [24]. The computed energy difference between S(3P) and S(1D) was found
to be 8912.69 cm−1, which differs 1.44% from the experimental data [45]. The po-
tentials of the A 2Σ+ and 2∆ state have therefore been slightly shifted vertically to
match the experimental S(3P)–S(1D) splitting.
7.3 Results
7.3.1 Calculated photodissociation cross sections
Figure 7.1 on page 117 illustrates the mechanism for photodissociation of SD (X 2Π,
υ′′ = 3) at 288nm, based on the computed potentials and wave functions. It can
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Figure 7.2: Calculated υ′′-
dependent SH/SD photodissoci-
ation cross sections for the S(1D2)
channel in the wavelength region
of 130–350nm. The dashed curves
correspond to the A 2Σ+ ← X 2Π(υ′′)
transition and the solid curves to
the 2∆← X 2Π (υ′′) transition. The
cross sections for X 2Π (υ′′ = 1–8)
are each plotted with an offset
of 0.1×10−18 cm2 for display
purposes.
157nm
~290nm
~310nm
be seen that the largest Franck-Condon overlap for the A 2Σ+ ← X 2Π transition
originates from the inner wall of the ground state to the inner wall of A state. The
repulsive 2∆ state is hardly accessible at this wavelength. Figure 7.2 shows the
calculated photodissociation cross sections of SH/SD for the A 2Σ+ ← X 2Π(υ′′) and
2
∆← X 2Π(υ′′) transitions, both yielding S(1D2). It can be seen that the width of
the cross section peaks for SH is significantly larger than those for SD. Based on
the reflection principle, this broadening is because the vibrational states of SH are
more delocalized than SD.
At the S(1D) REMPI wavelengths of 288 and 291nm, it is evident from figure 7.2
that S(1D2) can only be produced by direct dissociation via the repulsive part of the
A 2Σ+ state, whereas the 2∆← X 2Π transition is dominant in the VUV region. It
is expected that the 22Π state becomes important at even higher energies. These
results are consistent with the work of Continetti et al. [25] and Hsu et al. [26], who
both reported that the S(1D2) + H(2S1/2) dissociation channel at 193nm proceeds via
the 2∆ state. At this wavelength, the contribution from the A 2Σ+ state is negligible
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and the 22Π state should also be insignificant. The recent work of Chen et al. [27]
showed that the S(1D2) product of SH photodissociation at 121nm mainly arises
from the repulsive 22Π state rather than the 2∆ state. Given that the computed
cross sections for the 2∆← X 2Π transition are nearly zero at this high energy, the
22Π state is thus expected to be dominant. In the UV region of 216–232nm, Zhou
et al. [24] found no evidence for the S(1D2) + H(2S1/2) dissociation channel of SH(υ′′ =
0–2), which is also consistent with the calculated cross sections. In this wavelength
region, the cross sections for both the A 2Σ+ ← X 2Π and 2∆← X 2Π transitions are
negligible for the lowest vibrational states.
7.3.2 TKER distributions and vibrational temperature
The first experiment was carried out with a simple discharge source and without
a hexapole state selector. However, the low signal-to-noise ratios due to the back-
ground signals from H2S/D2S made the experiment impossible. One way to solve
this problem is to increase the radical source intensity, and another is to reduce
the background signal. We used the latter approach here by employing a hexapole
filter to focus the radical beam into the interaction region. Figure 7.3 shows the re-
sulting raw images. The central spot in images (a), (b) and (c) originates from cold
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Figure 7.3: Raw velocity map images of S(1D2) from photodissociation of SH/SD mix-
tures at (a), (b) 288nm and (c), (d) 291nm. The S(1D2) fragments were detected by
(2+1) REMPI via S(1F3) and S(1P1), respectively. The right panels are the m-dependent
detection functions (see equations 5.29 to 5.30 on page 97).
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Figure 7.4: Total kinetic energy release (TKER) distributions of SH/SD photodissoci-
ation at 288nm and 291nm derived from the corresponding S(1D2) velocity map images
in figures 7.3. The solid curves are the experimental data, while the dashed curves are
the simulated TKER distributions, based on the cross sections from figure 7.2. The
simulation parameters are given in table 7.1 (see text for details).
S(1D2) produced by the electrical discharge. This feature was not seen in image (d)
due to different discharge conditions. The outer ‘rings’ in the images arise from
S(1D2) fragments with higher velocities, formed from dissociation of SH/SD X 2Π
radicals in different excited vibrational states.
Speed distributions are obtained after applying the inverse-Abel transform.
The speed distributions are calibrated using the S(1D2) signals from two-photon
photodissociation of S2 at 291nm, which is produced by the discharge as well. As
shown in figures 7.4, the total kinetic energy release (TKER) is converted from the
speed distributions. Each peak in the TKER distribution is assigned to a different
initial vibrational level of SH or SD by energy conservation:
TKER= hν+Evib−D0−ES(1D) , (7.2)
where hν is the photon energy, Evib is the internal vibrational energy of SH/SD,
D0 is the bond energy of SH/SD, and ES(1D) is the energy difference between S(
3P)
and S(1D). However, the relative peak intensities as shown in figure 7.4 were not
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Table 7.1: Parameters used for figure 7.4. See text for details.
Tυ′′ (K) rSH/SD Width (m/s) β2 β4 β6
Image (a) 2300 1.7 35 −0.96 0.10 0.08
1F3 Image (b) 2700 1.4 43 −0.92 0.13 0.02
Diabatic −1.32 0.24 0.07
Image (c) 2500 1.2 38 0.24 −1.38 0.46
1P1 Image (d) 2200 0.2 35 −0.48 −1.04 0.64
Diabatic 0 −1.91 0.91
reproduced. To understand this, we compared the results with the calculated pho-
todissociation cross sections for each vibrational state. We eventually understood
that this was due to the ratios of the amount of the SH and SD radicals in the
beam. The relative intensities should be a product of the cross sections and the
original vibrational state populations of SH/SD, if no saturation effect occurs. In
other words, this measurement provides a test for the theoretical photodissocia-
tion cross sections, or an indirect measure of the vibrational state populations of
the SH/SD radical source.
As shown in figures 7.4, the dashed curves are the simulated TKER distribu-
tions based on the A 2Σ+ ← X 2Π(υ′′) cross sections. The curves are fitted as a
function of the vibrational temperature Tυ′′ , SH/SD ratio, and peak width. These
fitting parameters are given in table 7.1. The vibrational temperature is based
on a Maxwell-Boltzmann distribution, and is assumed to be the same for both SH
and SD in each image. As listed in table 7.1, vibrational temperatures for the
SH/SD radical source are found to be 2200–2700K. This finding is consistent with
the work of Radenovic´ et al. [30, 46], in which a vibrational temperature of 1700–
2000K was found for OD using the same experimental setup. The peak width is
35–43m/s (FWHM), which is the experimental velocity resolution. The velocity res-
olution is primarily a consequence of the ion-electron recoil for the REMPI process.
From the analysis, we know that the unreproduced relative peak intensities for dif-
ferent images was due to the varying SH/SD intensity ratio. As listed in table 7.1,
the SH to SD intensity ratios (rSH/SD) were different for these measurements. Only
D2S was used in the gas mixture; however, signals from SH were observed. The
SH arises from H/D-exchange processes between D2S and residual H2O in the gas
line. To solve this problem would requires modifications to the gas line and noz-
zle. Nevertheless, the simultaneous signals from both SH and SD provide valuable
information for a single measurement.
7.3.3 Angular distributions and S(1D2) alignment
The experimental angular distributions are shown in figure 7.5. These curves are
derived from images (a) and (c) in figure 7.3 obtained at 288 and 291nm respec-
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Figure 7.5: Representative angular distributions for (a) 288nm using the
S(1F3)←S(1D2) REMPI scheme and (b) 291nm using the S(1P1)←S(1D2) REMPI scheme.
The angular distributions are derived from the velocity map images in figures 7.3(a)
and 7.3(c), respectively. The solid curves are the experimental data while the dashed
curves are the fitted curves. The dotted curves are from the simulation, based on the
diabatic model. The extracted and simulated anisotropy parameters (βi) are listed in
table 7.1.
tively. The angular distributions for images (b) and (d) are consistent with the
ones above, and the difference is due to the background signals. As described in
chapter 5, we can use the following equation to describe the experimental angular
distributions for S(1D2) products:
Iobs(θ)∝ 1+β2P2(cosθ)+β4P4(cosθ)+β6P6(cosθ) , (7.3)
where the βi are called the experimental anisotropy parameters, and Pi(x) are the
ith Legendre polynomials. The dashed curves in figure 7.5 are the fitted angular
distributions (i.e. the best fit of equation (7.3) to the data). No significant difference
for the angular distributions arising from SH(υ′′) and SD(υ′′) is found. The dotted
curves are the simulated curves for β = −1 (Σ–Π perpendicular transition) and
m = 0 with respect to the recoil axis. The simulation was carried out using the
state multipole moment ρ(k)0 ( j) derived from ω = 0 (i.e. m here under the axial
recoil approximation), and the geometric factors Ik for the REMPI processes. The
fitted and calculated βi are listed in table 7.1. We can see that the experimental
data agree well with the simulated curves.
As described in chapter 5, we can use an alternative method to interpret atomic
alignment directly from the m-state-dependent detection function, if no coherence
involved. This method provides a better intuitive understanding of the experimen-
tally measured angular distributions. As shown in the lower panels in figure 7.3,
the strong dips for images (c) and (d) are due to the dip of the m= 0 detection func-
tion for the 1P1 ← 1D2 transition at 90°. The dips at 90° should be filled in if there
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are contributions from |m| = 1 or 2. No dip at 90° for images (a) and (b) is found
(1F3 ← 1D2), which means that there is no contribution from |m| = 2, while |m| = 0 or
1 is not distinguishable for these images. More details of this method are described
in chapter 5. We can use this method to calculate the angular distributions, which
also results in the dotted curves shown in figure 7.5. The analysis shows that
m = 0 is dominant; i.e. the total angular momentum (J) is aligned preferentially
perpendicular to the recoil velocity (v). This is a key result of this study.
7.4 Discussion
This study shows that the photodissociation of SH/SD at ∼290nm from highly vi-
brationally excited SH/SD takes place, leading to the S(1D2) + H/D(2S1/2) product
channel. In order to understand the other possible channels, S(3PJ) + H/D(2S1/2),
we carried out another set of one laser experiments at ∼310nm with S(3PJ) detec-
tion. The S(3PJ) signals were detected, and these preliminary results are described
in the appendix. The results imply that the S(1D2) + H/D(2S1/2) channel is dominant
when the excess energy is above the second dissociation limit. This agrees with the
results of the ab initio calculations.
In any case, the nonadiabatic transitions which lead to the S(3PJ) + H/D(2S1/2)
channel cannot influence the product polarization for the S(1D2) + H/D(2S1/2) chan-
nel. Here, we used the diabatic and adiabatic models (described in chapter 5) to
describe the observed S(1D2) polarization. Figure 7.6 shows the possible correlation
diagrams using the above mentioned models. To avoid the confusion of S and H/D
and the D and S for the states 1D2 and 2S1/2, respectively, we define A = H (or D)
atom and B = S atom. As shown in the left panel, the diabatic model assumes
the sudden recoil limit, which means that the dissociation motion is much faster
than the spin-orbit interaction. This assumption results in Λ = λA +λB. For this
case, |lAlB〉 = |02〉 and Λ = 0 for the A state, so that |λAλB〉 must be |00〉. Because
lA = 0 (2S) and sB = 0 (1D), the Hund’s case (a) basis can be easily transformed to
the Hund’s case (c) basis to be | jAωA jBωB〉 =
∣∣ 1
2
1
220〉. Therefore, the diabatic model
predicts that the S(1D2) atomic photo-product must be aligned with ω= 0 (λ= 0 as
well due to the singlet state). Due to the axial recoil approximation, we can use
m with respect to the recoil axis instead of ω with respect to the molecular axis to
describe the alignment effect. As shown previously, this result predicts the S(1D2)
alignment in accord with the experimental observation.
Conversely, the adiabatic model assumes that the dissociation motion is much
slower than the spin-orbit interaction. Therefore, only Ω is a good quantum num-
ber and we can use the non-crossing rule. Note that the definition above ignores
any possible crossing by the curves leading to other dissociation channels, because
they do not influence the atomic polarization for this channel. As shown in the right
panel in figure 7.6, Ω= 12 for the A state. Two possible atomic states correlated to
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Figure 7.6: Partial correlation diagrams for the possible SH (same for SD) molecu-
lar states and H(2S1/2) + S(1D2) atomic states. The left panel is the diabatic correlation
described using Hund’s case (a) basis, and the right panel is the adiabatic correlation
described using Hund’s case (c) basis. The dotted lines connect the diabatic and adia-
batic correlations in left and right panels, respectively.
Ω = 12 are | jAωA jBωB〉 =
∣∣1
2
1
220〉 and
∣∣ 1
2 − 1221〉. To make the adiabatic correlations,
we need to know the long range interaction where the two atoms start approach-
ing each other. For this case, only the Coulomb interaction is involved. The ma-
jor Coulomb interaction for D +P atomic states described in the next chapter is
the quadrupole-quadrupole interaction (−1/R5 energy dependence), and for S+P
atomic states is the van der Waals (dispersion) interaction (−1/R6 energy depen-
dence). It is very interesting to understand the adiabatic correlation in this case.
If
∣∣1
2
1
220〉 is the lower state in the asymptotic region, the adiabatic model predicts
the same result as the diabatic model for this photodissociation. The nonadiabatic
transition can yield
∣∣ 1
2 − 1221〉 final products. If the lower state is
∣∣1
2 − 1221〉, the
results of the adiabatic model is completely different from those of the diabatic
model. This result would mean that the diabatic model agrees with the experi-
mental observation, and not the adiabatic model. The theoretical calculation [47]
predicts the latter, indicating that the diabatic model is a better method to predict
atomic polarization for the lighter molecules such as SH. Furthermore, the S(1D2)
polarization does not vary for total excess energies from 0.1 to 0.8 eV for SH, where
the S atom only carries 133 of these energies (0.1–1.2 eV, and
1
17 for SD). This can
provide a test for both the diabatic and adiabatic models. Whether ‘near-threshold’
dissociation approaches the adiabatic model limit retains an interesting question.
If the diabatic model is always valid for SH/SD, it will be a very interesting
system for the study of atomic polarization. As shown in the left panel in fig-
ure 7.6, the 2∆ or 22Π states leads to purely m= 2 or m= 1 for the S(1D2) product,
respectively. As shown in figure 7.2 on page 120, the calculations show that the
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photodissociation cross section for the 2∆← X 2Π(υ′′) transition is large at 157nm.
A previous study [27] showed that the 22Π← X 2Π(υ′′) transition is important at
121nm. Up to now, several studies have observed pure alignment corresponding
to population of the m = 0 sublevel. The above two cases could provide examples
for pure alignment involving the |m| = 1 or 2 sublevels. Furthermore, the hexapole
has selected the Ω = 32 state for the ground X 2Π state of SH/SD. Using circularly
polarized photolysis light could result in the production of a spin polarized H(2S1/2)
atom or an oriented S(1D2) atom.
7.5 Conclusions
S(1D2) products are found following the photodissociation of vibrationally excited
SH and SD at the S(1D2) REMPI wavelengths of 288 and 291nm, using the velocity
map imaging technique. The results indicate that the vibrational temperature of
our SH/SD radical source, produced by an electrical discharge, is ∼2400K. Both
the experimental results and complementary ab initio calculations indicate that
the S(1D2) + H/D(2S1/2) photodissociation channel proceeds through the A 2Σ+ ←
X 2Π transition. The repulsive 2∆ state is predicted to become important at higher
excitation energies. The experimental results show that S(1D2) is strongly aligned
in the m = 0 magnetic sublevel with respect to the recoil axis. In other words, the
total angular momentum (J) of the sulfur atom is perpendicular to the recoil axis
(v). This is consistent with the diabatic model (sudden recoil limit) arising from the
A 2Σ+ state. This study gives rise to a better understanding of photodissociation
induced polarization, and indicates other possible interesting polarization effects
for future study.
Appendix: S(3PJ) from photodissociation of SH/SD at ∼310 nm
The S(3PJ) products are observed from the photodissociation of vibrationally excited
SH/SD at ∼310nm. Figure 7.7 shows the velocity map images for S(3P2), S(3P1) and
S(3P0) at 308.21nm, 310.11nm and 310.83nm, respectively. These wavelengths
correspond to REMPI detection via the 4p, 3P state. As we can see, the S(3P2) +
H/D(2S1/2) is the strongest channel. However, it is interesting to note that the rel-
ative branching ratios for j = 2, 1 and 0 are different. In order to understand the
possible mechanism, we carried out an ab initio calculation for the photodissocia-
tion cross sections using the 12Σ− potential energy curve.
As shown in figure 7.8, the photodissociation cross sections indicate that the
contribution from the 12Σ− ← X 2Π(υ′′) transition is very small at ∼310nm. Com-
paring with figure 7.2 on page 120, we can see that the contribution from the
A 2Σ+ ← X 2Π(υ′′) transition is significant at ∼310nm, for υ′′ ≥ 4 for SD and υ′′ ≥ 3
for SH. From a preliminary analysis, we know that only the most inner ‘ring’ of
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Figure 7.7: Velocity map images of S(3PJ) from the photodissociation of SH/SD at
∼310nm. The left-hand side of each panel is the raw image, while the right-hand side
is its inverted image.
the S(3P2) image comes from SH(υ′′ = 0), while all other ‘rings’ can be assigned for
SD(υ′′). Note that some peaks of SH and SD overlap, and the following description
ignores the possible contributions from SH due to a stronger SD intensity here.
No signal from SD(υ′′ ≥ 4) was found, implying that the S(1D2) + H/D(2S1/2) chan-
nel is dominant. For the S(3P2) image at 308.21nm excitation, two strong peaks
for υ′′ = 0 and 1, a weaker peak for υ′′ = 3 and a very weak peak for υ′′ = 2 were
found. For the S(3P1) image at 310.11nm excitation, a stronger peak for υ′′ = 0,
a weaker peak for υ′′ = 2 and a very weak peak for υ′′ = 1 were found. For the
S(3P0) image at 310.83nm excitation, two weak peaks for υ′′ = 1 and 2 were found.
The measured relative υ′′-dependent photodissociation cross section is highly wave-
length dependent as mentioned above. This indicates that predissociation might
be important. The angular distributions indicate that the dissociation proceeds
through a perpendicular transition, and the possible predissociation takes place
rather rapidly. An interesting point is that the υ′′ = 0 peak for the S(3P1) image
seems more isotropic than all the others. This is expected for slow predissocia-
tion dynamics. To understand the predissociation better theoretically, we should
consider spin-orbit coupling and quantum interference. Resende and Ornellas [17]
have recently performed an extensive theoretical study for the A state predisso-
ciation of SH/SD, and compared their results with previous experimental studies.
For the particular wavelengths used in this study, we have insufficient informa-
tion to make a detailed comparison. An analogous study on the predissociation of
OH/OD via the A state has been recently carried out in our laboratory, using a two
laser pump-probe scheme. To better understand the predissociation dynamics, we
should carry out the same experiment for SH/SD.
However, the three different images may not be due to the wavelength differ-
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~310nm
Figure 7.8: Possible potential energy curves involved for the photodissociation of
SD at ∼310nm (left panel), and the photodissociation cross section for the 12Σ− ←
X 2Π(υ′′) (right panel). µx(R) is for 12Σ− ← X 2Π. Note that two quartet states (4Σ−
and 4Π) are not shown here.
ence of the photolysis light, but due to the energy dependence for the fine structure
branching ratios. In this case, instead of predissociation, the 12Σ− ← X 2Π(υ′′)
transition shown in figure 7.8 is important, and the long range interactions gov-
ern the relative υ′′-dependent branching ratios for the S(3PJ=0,1,2) product. Though
the diabatic model describes the S(1D2) alignment near the threshold fairly well, it
may not predict the S(3PJ) fine structure branching ratios correctly. This has been
observed in the next chapter. At this point, the mechanism is not clear. Further
experimental and theoretical investigations are needed.
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Chapter 8
Extraordinarily polarized O(1D2)
from O2 photodissociation via
the B 3Σ−u state.
Photodissociation in the well-known O2 Schumann-Runge continuum was studied.
Extraordinarily polarized O(1D2) atomic photofragments were observed from the di-
rect photodissociation of O2 at 157nm. The experimental results show a (81±16)%
population in the m = 0 magnetic sublevel (with the projection axis defined along
the photofragment recoil velocity). The O(3PJ=0,1,2) fine structure branching ratios
in the co-fragment were measured to be 1.9±0.4 : 9.7±1.4 : 88.5±1.6. These results
are compared with predictions from diabatic and adiabatic models for photodissoci-
ation. A general expression for the a(k)q (p) polarization parameters up to rank k= 4,
and an intuitive method to ‘see’ atomic polarization in the images is described.
Similar to the study in chapter 7, O(1D2) fragments were also observed from the
photodissociation of vibrationally excited O2 (X 3Σ−g ,υ
′′ = 6–11) at 203.8 nm and
205.5 nm. The results from calculations of the photodissociation cross sections in-
dicate that the dissociation takes place via the B 3Σ−u state as well. This experiment
also shows a strong polarization of the O(1D2) photofragments arising from vibra-
tionally excited parent molecules. Preliminary results of the minor O(3P2) + O(3PJ)
channel from the photodissociation of O2 at 157nm, and the photoelectron images
from the REMPI of O(1D2) and O(3P2) are also presented.
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8.1 Introduction
The oxygen molecule (O2) is undoubtedly one of the most important molecules in
our daily life and in our atmosphere [1]. The photodissociation of O2 is the first
step in oxygen photochemistry in the atmosphere and has been studied extensively.
Even so, fundamental research on O2 is still attractive and challenging because of
the multiplet structure of the molecule, arising from the open outer electronic shell
(1σ2g 1σ
2
u 2σ
2
g 2σ
2
u 1pi
4
u 1pi
2
g). Obtaining a detail understanding of O2 in particular its
structure, spectroscopy and photodissociation dynamics will be key to unraveling
the complex photochemistry of oxygen [2].
The definition of vacuum ultraviolet (VUV) light, wavelengths below 200nm,
is because oxygen absorbs strongly of at the wavelengths. At altitudes of 80–
110km (as introduced in chapter 1), O2 is responsible for blocking VUV wave-
lengths of the solar spectrum from reaching Earth [1]. Earth is shielded from
VUV radiation by molecular oxygen, which converts VUV sunlight into energetic
atomic oxygen fragments high in the atmosphere through the process O2 + hν→
O(1D) + O(3P) + kinetic energy. Here, O(1D) is a metastable state of atomic oxy-
gen lying 1.967 eV above the O(3P) ground state, and the dissociation energy of
O2 is 5.117 eV. Therefore, the energetically available photon energy hν must be
hν> 5.117+1.967= 7.084eV (i.e. λ< 175nm). Figure 8.1 on the next page gives an
overview and summary of the major knowledge relevant to the production of the
O(1D) + O(3P) channel. The absorption process is due to the well-known Schumann-
Runge (SR) transition, B 3Σ−u ← X 3Σ−g , the first, strong, electric dipole allowed
transition of O2. The absorption cross section is shown along with the potential
energy curves (PECs) in figure 8.1. The B← X transition dominates the absorption
spectrum, and is referred to as the Schumann-Runge bands (SRB) and Schumann-
Runge continuum (SRC) in the region from 200–175nm and from 175–130nm,
respectively. The region below 130nm corresponds to excitation of the Rydberg-
Valence (R-V) complexes.
Photodissociation of O2 at 157nm has been studied previously both experimen-
tally and theoretically. Some of the results are illustrated in figure 8.1 and the
major results are summarized below: The absorption cross section at 157nm is
8×10–18 cm2. The dissociation mechanism can be written as follows:
O2(X
3
Σ
−
g ,υ= 0)+hν157nm
k1−→O2(B 3Σ−u )
k11−−→O(1D2)+O(3PJ) Φ= 0.9945 (8.1a)
↘k12
k2−→O2(a3Πu) k22−−→O(3PJ)+O(3PJ) Φ= 0.0055 (8.1b)
where k’s are the rate constants, and the branching ratios are from reference [3].
Sharpless and coworkers [4] have measured the quantum yield for the O(1D) +
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Figure 8.1: Selected potential energy curves (PECs) of O2 (center) and the comparison
with absorption cross section (left) and quantum yields for the O(1D) + O(3P) channel
(right). The dashed PECs converge to the O(3P) + O(3P) asymptote. The dotted PECs
are the diabatic curves (the repulsive valence state, 13Σ−u , and 3p complex) correlated
to the B and E adiabatic curves. See text for more details.
O(3P), channel (8.1a), at 116–177nm (see the right-hand side curve in figure 8.1),
and showed it to be closed to unity from 139–175nm.
Modern photodissociation dynamics techniques allow one-photon dissociation
products of O2 to be detected in a state specific and angular resolved manner. Pho-
todissociation angular distributions can be described as follows [5]:
I(θ)= 1
4pi
[
1+βP2(cosθ)
]
, (8.2)
where θ is the angle between the product recoil velocity (v) and the polarization
direction of the linearly polarized light (ε), P2(cosθ) = 12 (3cos2θ−1) is the second
Legendre polynomial, and the parameter β is known as the anisotropy parame-
ter. In the axial recoil limit, where dissociation is much faster than rotational
motion of the excited parent molecule, β = 2 for a parallel (∥) transition (e.g. the
Σ–Σ or Π–Π transitions for Hund’s case (a) diatomic molecules) and β = −1 for a
perpendicular (⊥) transition (e.g. the Σ–Π transition for Hund’s case (a) diatomic
molecules). Yang and coworkers [3] have used a universal detection (electron im-
pact ionization) technique to show that the yield of the weak O(3P) + O(3P) channel
(channel 8.1b) is 0.0055(5). Not surprisingly, the β value for channel (8.1a) has
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Figure 8.2: Several O(1D2) align-
ment studies and corresponding
absorption cross sections (σ) in
the SRC and R-V spectral regions.
The block squares summarize the
energies of the alignment studies.
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been measured to be 1.98±0.04 (BΣ← XΣ ∥-transition); however, β = 0.92±0.02
has beenmeasured for channel (8.1b). Using this information, it has been predicted
that k1(∥) : k2(⊥) = 1 : 0.0019. Furthermore, this can also be used to predict that
k11 : k12 = 1 : 0.0036. Balakrishnan et al. [6] have shown qualitatively good agree-
ment with the above experiment by theoretically calculating the partial absorption
cross sections of the B 3Σ−u ← X 3Σ−g (shown as the dotted curve in the left-hand
side of figure 8.1) and a3Πu ← X 3Σ−g transitions, and furthermore the spin-orbit
(SO) interactions of B 3Σ−u state with several states converging to the O(
3P) + O(3P)
atomic limit (shown as the dashed PECs in figure 8.1).
As mentioned above, it is clear that 99.45% of product goes to the O(1D) +
O(3P) photodissociation channel following 157nm excitation; however, the multi-
plet state distribution of O(3P) and the polarization (alignment/orientation) of these
two atomic products remain interesting subjects both theoretically and practically.
The branching ratios of the multiplet states of O(3PJ=0,1,2) have been measured by
Huang and Gordon [7] and Matsumi and Kawasaki [8, 9] using laser-induced fluo-
rescence (LIF) and resonance-enhanced multiphoton ionization (REMPI) methods,
respectively. Here, we have remeasured these ratios using the velocity map imag-
ing technique. Eppink et al. [10] have observed a very strong alignment effect
of O(1D) using a two photon detection scheme. Houston and coworkers [11] have
studied these effects in the Rydberg-valence (R-V) transition region. Figure 8.2
illustrates the energy range covered by several O(1D2) alignment studies.
As introduced in chapter 5, photodissociation can be viewed as a highly efficient
atomic m-state (polarized atom) selector [12]. The starting point is a photoexcita-
tion, which takes place in the Frank-Condon (FC) region. There the molecular
states can be described by PECs. The PECs for heavier diatomic molecules, for
example I2, are described using the Hund’s case (c) basis |n,Ω〉, because the SO
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coupling is large. The dynamics generally falls in the limit of adiabaticity or nona-
diabaticity. The PECs for lighter diatomic molecules are generally described us-
ing Hund’s case (a) or (b), and the molecular electronic levels can be described by
2S+1
Λ. DifferentΩ states are degenerate, and Λ and Σ are good quantum numbers
in the FC region. In the long range, atomic polarization is influenced by Coulomb
and/or SO interactions. Progress in the study of photofragment atom polarization
is rapidly expanding. In this study, the dynamics starts from a pure excitation to
the B 3Σ−u state, and the O(
3PJ) fine structure populations and the O(1D2) alignment
are measured, in order to obtain a deeper understanding of the dynamics due to
the long range interactions. The extraordinarily polarized O(1D2) will be used in
the precession study in chapter 9.
8.2 Methods
8.2.1 Experiment
The experimental details have been described in chapter 3. The molecular beam
was produced using pure O2 at ∼1.5 atm stagnation pressure. In some of the ex-
periments, a discharge source was used to create vibrationally excited O2 in order
to study the effects of different internal energy. In order to study the polariza-
tion effects, the O(1D2) products were ionized by two photon resonance transitions
via the autoionization states, 1P1 and 1F3 at 205.473nm and 203.815nm, respec-
tively. To correct for the Doppler effect, the probe laser wavelength was scanned
over the transition to ionize all the product velocities during the acquisition of a
single image. The laser power was carefully maintained to ensure no saturation
effect (a power-of-two dependence). Several photo-electron images have been ob-
tained to prove the absence of such saturation, and the details will be shown in the
appendix at the end of this chapter. The ion signals to be imaged are mass selected
by the detector time gate. For crush imaging conditions, the repeller voltage (VR)
is set to 1500V, and the effective time width of the detector gate is 100ns. For
slice imaging conditions, the repeller voltage VR is 600V and the effective width
of the detector gate is 14ns. Under these slicing conditions, the degree of slicing
is ∼1/8. The background signals produced with pump-only and probe-only laser
pulses were subtracted. Four geometries are used here for measuring alignment:
HHo pump and probe lasers propagating at right angles, both polarized in image
plane (Γ=pi/2, ∆=pi/2, Φ=pi/2).
HVo pump and probe lasers propagating at right angles, pump laser polarized in
image plane, probe laser polarized perpendicular to image plane (along TOF
axis) (Γ=pi/2, ∆= 0, Φ= 0).
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HHc pump and probe lasers counterpropagating, both polarized in image plane
(Γ=pi/2, ∆=pi/2, Φ= 0).
HVc pump and probe lasers counterpropagating, the rest same as HVo.
The angles mentioned above will be described in the following section, and these
four geometries are illustrated together with the images in figure 8.3 on page 143.
An attempt to study the coherence effects of the O(1D) from the photodissoci-
ation of O2 at 157nm was carried out using circularly polarized probe light. The
method to produce and clarify the circular polarization of the detection laser is
described in appendix A. However, it was difficult to measure this effect quanti-
tatively due to the birefringence at 157nm of the optical materials used. Calcium
fluoride (CaF2) is a practical optical material for VUV light, and has been used for
157nm lithography [13]. However, it has been recently noticed as an unwelcome
surprise of the intrinsic birefringence of the CaF2 [14] and the stress induced bire-
fringence [13]. Several experiments in this study have shown that these effects
interfere with the measurement of the O(1D) signals due to the use of CaF2 vac-
uum window. The preliminary results show that coherence effect is not significant
at 157nm excitation.
8.2.2 Polarization analysis
The atomic alignment/orientation has been described in chapter 5. We use the for-
malism developed by Rakitzis and Zare [15]. For O(1D2) atom, j = 2 so that rank
k= 2 j = 4. Rakitzis [16] has worked out the formalism for measuring the complete
alignment parameters (k = 2 and 4) using Abel-invertible images. However, the
geometries used in this study require more complicated analysis due to the trans-
formation from the molecular frame to the laboratory frame. Here1, we extend the
general expression up to rank k= 4.
Briefly, the starting point is to expand the spatial distribution of the photofrag-
ment angular momentum J in the molecular frame as a sum over modified spheri-
cal harmonics Ckq(θ,φ):
D(θ,φ)=
2J∑
k=0
k∑
q=−k
A(k)q C
k
q(θ,φ) , (8.3)
where the modified spherical harmonics are related to the spherical harmonics by
Ckq(θ,φ)=
√
4pi
2k+1 Y
k
q (θ,φ) [17]. In equation (8.3), θ and φ are the polar angles rela-
tive to a z-axis lying along the photofragment velocity vector v and an x-axis lying
in the plane of v and the photolysis polarization vector εphot. It is therefore valid
only for a fixed angle θε between these two vectors. In order to obtain a general
1In collaboration with Dr. Vallance of the Department of Chemistry, University of Oxford.
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expression for the angular momentum polarization that includes the angular scat-
tering distribution of the photofragments, equation (8.3) can be broken up into a
contribution from pure parallel transitions, a contribution from pure perpendicular
transitions, and interference terms between the two. To achieve this separation, a
set of alignment parameters a(k)q (p) is introduced, which are related to the A
(k)
q as
follows:
A(k)0 =
(1+β)cos2θεa(k)0 (∥)+ (1−
β
2 )sin
2θεa
(k)
0 (⊥)
1+βP2(cosθε)
, (8.4a)
A(k)1 = sinθε cosθεa
(k)
1 (∥,⊥)/
[
1+βP2(cosθε)
]
, (8.4b)
A
(k)
2 = (1−
β
2 )sin
2θεa
(k)
2 (⊥)/
[
1+βP2(cosθε)
]
, (8.4c)
with A(k)q = (−1)qA(k)∗−q . The a(k)0 (∥) describe the atomic polarization from processes
involving pure parallel transitions, and the a(k)0 (⊥) and a
(k)
2 (⊥) from perpendicular
transitions, with the a(k)1 (∥,⊥) arising from interference between the two types of
process.
General expression for rank k = 4
For comparison with experimental data, we need to transform the expression into a
laboratory frame. For imaging experiments the most convenient laboratory frame
has z lying along the time-of-flight direction, and x in the plane of z and the pho-
tolysis polarization. We can then define three sets of angles:
(Γ,0) defines the photolysis polarization relative to the laboratory z-axis.
(∆,Φ) defines the probe polarization relative to the laboratory z-axis.
(Ω,Θ) defines the product velocity v relative to the laboratory z-axis.
After transforming between the laboratory frame andmolecular frame coordinates,
and extending the expression in reference [15, equation (16)] to include terms up to
k= 4, the final expression for the measured signal intensity in terms of the a(k)q (p)
parameters is given by:
I =1+ cβC20(γ)
+s1
{
(1− β2 )a
(1)
0 (⊥)C
1
0(δ)C
1
0(γ)+
p
2Re[a(1)1 ]C
1
1(δ)C
1
1(γ)cosφ+ c
√
8
3 Im[a
(1)
1 ]C
1
1(δ)C
2
1(γ)sinφ
}
+s2
{
1
3 (1+β)a
(2)
0 (∥)+2(1−
β
2 )a
(2)
0 (⊥)C20(δ)+ c
2
3
[
(1+β)a(2)0 (∥)− (1−
β
2 )a
(2)
0 (⊥)
]
C20(δ)C
2
0(γ)
+ c
√
8
3Re[a
(2)
1 ]C
2
1(δ)C
2
1 (γ)cosφ+
√
8
3 Im[a
(2)
1 ]C
2
1(δ)C
2
1(γ)sinφ+ c
√
32
3 (1−β/2)a
(2)
2 (⊥)C22(δ)C22(γ)cos2φ
}
+s3
{
(1− β2 )a
(3)
0 (⊥)C30(δ)C30(γ)+
p
2Re[a(3)1 ]C
3
1(δ)C
1
1(γ)cosφ+ c
√
8
3 Im[a
(3)
1 ]C
3
1(δ)C
2
1(γ)sinφ
+ c
√
32
3 (1−
β
2 )a
(3)
2 (⊥)C
3
2(δ)C
3
2(γ)cos2φ
}
+s4
{
1
3
[
(1+β)a(4)0 (∥)+2(1−
β
2 )a
(4)
0 (⊥)
]
C40(δ)+ c
2
3
[
(1+β)a(4)0 (∥)− (1−β/2)a
(4)
0 (⊥)
]
C40(δ)C
2
0(γ)
+ c
√
8
3Re[a
(4)
1 ]C
4
1(δ)C
2
1 (γ)cosφ+
√
8
3 Im[a
(4)
1 ]C
4
1(δ)C
2
1(γ)sinφ+ c
√
32
3 (1−
β
2 )a
(4)
2 (⊥)C42(δ)C22(γ)cos2φ
}
,
(8.5)
140 8. Extraordinarily polarized O(1D2) from O2 photodissociation
where Ckq(θ) ≡ Ckq(θ,0), sk are the REMPI sensitivity factors, and c is a constant
equal to 1 or − 12 when the pump laser is linearly or circularly polarized, respec-
tively. The angles γ, δ, and φ are determined from [18]:
cosγ=cosΩcosΓ+sinΩsinΓcosΘ ,
cosδ=cosΩcos∆+sinΩsin∆cos(Θ−Φ) ,
cosφ=
{
sin2ΩcosΓcos∆+sinΓsin∆cosΦ
−sinΩcosΩ[sin∆cosΓcos(Φ−Θ)+sinΓcos∆cosΘ]
−sin2ΩsinΓsin∆cos(Φ−Θ)cosΘ}/(sinγsinδ) ,
sinφ={cosΩsinΓsin∆sinΦ−sinΩ(sin∆cosΓsin(Φ−Θ)
+sinΓcos∆sinΘ)}/(sinγsinδ) .
(8.6)
Equation (8.5) describes the full 3D distribution of the detected photofragments.
As we can see, there are in total 17 possible a(k)q (p) polarization parameters, with
10 describing alignment and 7 describing orientation. The coherent parameters
a
(k)
1 (∥,⊥) are simplified to be a
(k)
1 here. To obtain an expression for a velocity-map
image, we simply substitute in the appropriate values of the angles Γ, ∆ and Φ to
describe the experimental geometry, and then integrate the distribution over the
z (TOF) axis. This can generally be done analytically by using one or other of the
Jacobians
dz =−υsinΩdΩ ,
dz = υ/(υ2− r2)1/2dυ ,
(8.7)
where υ is the product speed and r is its projection on to the image plane.
Analyzing the crush images
Now that we have analytical expressions for the images measured in each exper-
imental geometry used, we can determine the alignment parameters a(k)q (p) by
carrying out a best-fit to the experimental data. To speed up computation, we re-
duce the 2D fit to a series of 1D fits. This is achieved by recognizing the fact that
for images measured with linearly polarized pump and probe light, the angular
dependence may be expanded as a Fourier cosine series, in which only even terms
are non-zero [19]:
I (r,φ)= c0(r)+ c2(r)cos2φ+ c4(r)cos4φ+ c6(r)cos6φ . (8.8)
For the O(1D2) detection used here, only terms in the sum up to n = 6 need be
retained. The Fourier coefficients cn(r), which are functions of the radial coordinate
r of the image (i.e. the projection of the photofragment velocity onto the image
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plane), may be extracted directly from the experimental images I (r,φ) by carrying
out the appropriate integrals over the angular coordinate φ.
cn(r)=N
∫2pi
0
I (r,φ)cos(nφ) rdφ , (8.9)
where the normalization constant N is equal to 1 when n = 0 and 2 when n > 0.
For the geometries employed, it is straightforward to identify the Fourier coeffi-
cients from the analytical expressions for the images given in Equation (8.10) by
matching terms with Equation (8.8). By carrying out a simultaneous fit of these
analytical expressions for the Fourier coefficients to the corresponding experimen-
tally measured quantities cn(r), with the a
(k)
q (p) as fitting parameters, the align-
ment parameters may be determined. In the current study, involving the 157nm
dissociation of O2, the situation is further simplified by the fact that a pure parallel
transition is involved, such that only the a(2)0 (∥) and a
(4)
0 (∥) alignment parameters
are non-zero.
Analyzing the slice images
For a slice image no integral is required; we simply set Ω = pi/2. Therefore, evalu-
ating equation (8.5) for a specific geometry generally leads to a greatly simplified
expression. For example, the resulting expressions for slice images using the four
experimental geometries defined above are:
IHHo(slice)=
[
3
2 − 316 s2a
(2)
0 (∥)−
3
128 s4a
(4)
0 (∥)
]
+
[
3
2 − 34 s2a
(2)
0 (∥)+
39
256 s4a
(4)
0 (∥)
]
cos2Θ
+
[
− 916 s2a
(2)
0 (∥)+
75
128 s4a
(4)
0 (∥)
]
cos4Θ+ 105256 s4a
(4)
0 (∥)cos6Θ ,
IHVo(slice)=
[
3
2 − 34 s2a
(2)
0 (∥)+
9
16 s4a
(4)
0 (∥)
]
+
[
3
2 − 34 s2a
(2)
0 (∥)+
9
16 s4a
(4)
0 (∥)
]
cos2Θ ,
IHHc(slice)=
[
3
2 + 1516 s2a
(2)
0 (∥)+
57
128 s4a
(4)
0 (∥)
]
+
[
3
2 + 32 s2a
(2)
0 (∥)+
279
256 s4a
(4)
0 (∥)
]
cos2Θ ,
+
[
9
16 s2a
(2)
0 (∥)+
135
128 s4a
(4)
0 (∥)
]
cos4Θ+ 105256 s4a
(4)
0 (∥)cos6Θ ,
IHVc(slice)= IHVo(slice) .
(8.10)
Note that the above equations assume β= 2, which results in IHVc(slice)= IHVo(slice)∝
cos2Θ. The meaning is that slice images using the HV geometries can be used to
determine the spatial anisotropy β if no coherent term exists. We used these ge-
ometries to measure the β value as well.
8.3 Results
8.3.1 Multiplet state distributions of O(3PJ=0,1,2)
Huang and Gordon [7] and Matsumi and Kawasaki [8] have used the LIF and (2+1)
REMPI methods, respectively to investigate the multiplet state distributions of the
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Table 8.1: Fine structure branching ratios of the O(3P j) products for the O(
1D2) +
O(3P j) channel from photodissociation of O2 at 157nm (unit in %).
Huang et al. Matsumi et al. This study Theoretical
J
LIF REMPI (226nm) (226nm) (200nm) Adiabatic Diabatic
0 1.0±0.6 2.4±0.6 1.8±0.3 1.9±0.5 0 31
1 6.0±0.8 12±4 9.0±1.4 10.4±1.4 0 6
2 93.1±1.2 86±5 89.2±1.4 87.8±1.8 100 63
O(3P) product atomic sublevels. However, these two measurements showed differ-
ent results. Later on, Matsumi and Kawasaki [9] carried out an reinvestigation
under lower ion density conditions, showing a better agreement with the data from
Huang and Gordon, as listed in table 8.1.
Here, we remeasured the multiplet state distribution using the VMI technique
with the two different (2+1) REMPI schemes: via 3p 3P and 4p 3P intermediate
states at 226nm and 200nm, respectively. The resonance wavelengths for the
(2+1) REMPI of 3Pj=0,1,2 are 226.23, 226.06 and 225.65nm via 3p 3P and 201.10,
200.96, 200.64nm via 4p 3P. For the angular distributions, a preliminary analy-
sis carried out by fitting the angular distributions to equation (8.2) on page 135
(which ignores alignment) shows that the β values for O(3P0), O(3P1) and O(3P2)
products are 1.94±0.51, 2.24±0.24 and 2.29±0.32, respectively. The β value for
O(3P1) and O(3P2) is slightly greater than 2, indicating that these products might
be aligned. O(3P0) cannot be polarized because j = 0. These results indicated that
a more quantitative study was required into the alignment of the O(3P2) and O(3P1)
photofragments. However, due to the lower angular sensitivity for O(3P) REMPI
schemes, the experiments are more difficult. For the measurement of branching
ratios here, we ignored the alignment effects because the fitting of the experimen-
tal data showed β ≈ 2. The results are listed in table 8.1. The wavelengths of our
laser band were fixed at the center of the Doppler profile. Background signals were
reduced by selecting the signal region of the velocity mapped images. The intensity
of the detection laser was kept low to reduce the saturation effects. Two different
laser intensities were compared and showed consistent results. The uncertainties
were obtained by repeating the experiment 8 times. As we can see in table 8.1, the
results from both REMPI schemes are consistent. They show a good agreement
with the previous measurement as well, and we provide a better precision here.
The comparison with theory will be described in the discussion section.
8.3.2 O(1D2) alignment
Figure 8.3 shows the raw images measured using two ionization schemes, with
four geometries, and using both crush and slice imaging. The definition of HVc o
notation has been described in section 8.2. Two ionization schemes for O(1D2) via
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Figure 8.3: Raw velocity mapped images of O(1D) from the photodissociation of O2 at
157nm. See text for more details.
1F3 and 1P1, together with the crush and slice imaging methods, produce four sets
of images as shown by the four columns in figure 8.3. The relative intensities for
images between the geometries H and V for the probe lasers were each taken 8
times back and forth, in order to have better statistics. The images shown here
have been background subtracted by the signals of pump only and probe only.
As mentioned previously and illustrated in the left-hand side of figure 8.3, the
relative polarization condition for HVc and HVo are identical. Therefore, the result
should be the same, and we can check the consistency of the images in the second
and fourth rows of figure 8.3 before the full analysis. Another useful information
before the full analysis is the four slice images with the HV geometry. As described
in section 8.2.2, there is no detection sensitivity of alignment effects for these four
images; i.e. they directly provide the information for the product angular distribu-
tions of the photodissociation process. The analysis of these four images results in
the anisotropy parameter of β = 2.03±0.03. This is consistent with the results of
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Table 8.2: Alignment parameters a(k)0 (∥) for the O(1D2) atomic products from photodis-
sociation of O2 at 157nm.
Crush data Slice data Average
a(2)0 (∥) −0.605 −0.756 −0.681
a(4)0 (∥) 0.230 0.226 0.228
Table 8.3: m-state populations of the O(1D2) photofragments (unit in %). The values
for the adiabatic model are only from Ω = 0+ and the calculation for Ω = 1 is ongoing
by our theoretician coworker.
Experimental Theoretical|m|
Crush Slice Average Error analysis Adiabatic Diabatic
0 84.7 88.0 86.4 81.0±16.2 12 89
1 −5.8 −0.2 −3.0 0.7±20.2 34 11
2 21.2 12.2 16.8 18.3±12.0 54 0
β = 1.98±0.04 from the previous study using the universal electron impact tech-
nique [3]. It confirms that this process is a pure parallel transition, so that we can
fix β at 2 for the full analysis. Note that the correct β value for the experiment is
critical on the capture of the true middle slice of the Newton sphere. The minimal β
value we measured here was 1.99, and slight off-middle setting of the time-slicing
gate led to a bigger β value.
The full analysis of alignment effects has been described in section 8.2.2. Here,
simultaneous fitting to all crush images and all slice images, respectively, have
been used. The extracted a(k)q (p) alignment parameters are listed in table 8.2,
where only a(k)0 (∥) is non-zero for this system due to the pure parallel character
of the B 3Σ−u ← X 3Σ−g transition. These parameters extracted from the crush and
slice images show good agreement. As described in chapter 5, the a(k)0 (∥) alignment
parameters can be converted to the m-state populations (the diagonal elements of
density matrix ρmm). These are shown in table 8.3. The error analysis (fourth col-
umn of table 8.3) was carried out by the simultaneous fits to various combinations
of the four images for the crush and slice data sets. The populations and approxi-
mate errors were obtained using the mean and standard deviation of the set of val-
ues obtained from the multipole moments. As we can clearly see, the experimental
results show a strong alignment effect indicating that the magnetic sublevel m= 0
is dominantly populated. There is a small population in m= 2 and/or 1 but the un-
certainties are large from this result. The comparison between the experimental
results and the theoretical predictions will be described in the discussion section.
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Figure 8.4: Illustration of the alignment of the O(1D2) photofragments. The left panel
is the bar graph of the experimental m-state populations of the O(1D2) photofragments
about the molecular axis (recoil velocity). The right panel is the simulated electron
densities and the illustration of vector correlations.
Figure 8.4 illustrates the alignment of the O(1D2) photofragments. The illustra-
tion on the right panel shows the unpaired electron density in the polarized O(1D2)
atomic product. The electron densities are more populated along the recoil velocity
axis, where the total angular momentum (J) is predominantly perpendicular to the
recoil velocity (v).
8.3.3 O(1D2) photofragments from vibrationally excited O2
Another approach to studying the photodissociation dynamics in the O2 Schumann-
Runge continuum is to use vibrationally excited O2 precursors, in a similar ap-
proach to that used in chapter 7:
O2(X ,υ
′′ ≥ 6)+hν203/205nm →O(1D)+O(3P) , (8.11)
where one laser (i.e. one color) was used for both the molecular photolysis (one pho-
ton process) and the fragment ionization (two photon process). The vibrationally
excited O2 molecules were produced using a pulsed discharge source of pure O2.
The discharge was produced using a static 2 kV voltage on the discharge ring. Fig-
ure 8.5 shows the raw crush images, their Abel inverted images, and the derived
total kinetic energy release (TKER) distributions. No background subtraction was
used here. A cylindrically symmetric axis for the crush images exists along the
laser polarization (²). Hence, these crush images can be inverted using an inverse-
Abel transform. Two main results are obtained from this experiment: the TKER
distributions and the angular distributions.
The TKER distributions are determined by both the vibrational population dis-
tributions of the O2 (υ′′) precursor and the photodissociation cross section. Fig-
ure 8.6(b) shows the υ′′-dependent populations extracted from the data shown in
figure 8.5. Different intensities are observed for the υ′′ = 8 and 9 for the two im-
ages (1P at 205.5 nm and 1F at 203.8 nm). To understand this, we can assume that
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Figure 8.5: Raw crush images, their inverted images and extracted TKER distribu-
tions from the photodissociation of vibrationally excited O2 at 203.8nm (upper pan-
els) and 205.4nm (lower panels). The related ionization schemes are indicated on the
graph.
the vibrational distributions for both images are the same. Therefore, the differ-
ence arises from the photodissociation cross section at the two wavelengths. The
calculation method for SH has been described in chapter 7. Here, a similar calcu-
lation was carried out using a simple Fortran-based Franck-Condon program. As
shown in figure 8.6(a), the two potential curves and dipole transition moment µ(R)
are taken from reference [20]. Te of the B state curve was shifted to 49800 cm–1
(6.17 eV). Only the diabatic curve for B state is included for this calculation be-
cause the adiabatic curve due to the interaction from Rydberg state is not involved
for the energy range covered in this study. Figure 8.6(c) shows the calculated cross
section. For visualization, we only show the cross sections for υ′′ = 0, 4 and 8. The
absolute cross sections are normalized to the experimental cross section for υ′′ = 0.
The dips for υ′′ = 4 and 8 are due to the nodes of the vibrational wavefunctions
of the ground state. As we can compare these curves with the cross sections for
SH/SD in chapter 7, the peak positions displaced wavelengths compared to the re-
sults obtained for SH/SD. This is mainly because the transition here is not vertical.
For this study, we focus on the two wavelengths as shown in figure 8.6(d). The cal-
culated υ′′-dependent cross sections are rather complicated here. The cut-off for
υ′′ = 6 at ∼208nm is due to the energy limit for the 1D + 3P continuum. The calcu-
lation indicates that the photodissociation cross sections for different vibrational
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Figure 8.6: (a) Diabatic PECs for O2 X and B states and the R-dependent transition
dipole moment for B← X used in the calculation. (b) Experimental vibrational distri-
butions extracted from figure 8.5. (c) and (d) are the calculated vibrational-dependent
photodissociation cross sections. See text for details.
states can vary dramatically when the dissociation wavelength difference is only
1nm. Comparing with the two wavelengths labeled 1P and 1F here, we can see
that the trend for υ′′ = 8 and 9 is opposite to those of other vibrational states. This
agrees very well with the experimental data as shown in panel (b). However, the
calculated cross sections for υ′′ = 7 and 8 are still too low compared with the exper-
imental data. To understand more what causes the disagreement, we need more
information on the original O2 vibrational populations. There are also possible
saturation effects due to the focused photolysis laser. The R-dependent transition
moment used for this calculation is from a 5-power polynomial fit to the µ(R) shown
in panel (a), and it could reduce the calculation accuracy. The peak positions for
the cross section curves are highly sensitive to the energy of the excited state, so
that this experimental data set could eventually provide a test for the accuracy of
the calculated repulsive PECs.
148 8. Extraordinarily polarized O(1D2) from O2 photodissociation
Similar to the S(1D2) atomic polarization study starting from vibrationally ex-
cited SH/SD described in chapter 7, the O(1D2) atomic polarization starting from
vibrationally excited O2 is studied here. As we can see in the images shown in
figure 8.5, the experimental angular distributions indicate that O(1D2) photofrag-
ments are aligned. Comparing these images with the images from the photodis-
sociation of O2(υ′′ = 0) at 157nm (the top-left image of each panel in figure 8.3 on
page 143), the angular distributions are similar. This indicates that the O(1D2)
photofragments are strongly populated in the m = 0 magnetic sublevel as well. A
preliminary analysis shows that the O(1D2) polarization is not significantly depen-
dent on the excess energy. A quantitative analysis is currently ongoing.
8.4 Discussion
8.4.1 Visualizing atomic alignment by experiment
When experimentalists measure a photofragment angular distribution, the dissoci-
ation dynamics may be understood to first order from the value of the β anisotropy
parameter. If the experimental angular distributions cannot be simply described
by a β parameter, it implies that the atoms are polarized. It is generally not very
straightforward to understand in detail how the atomic products are aligned or
oriented by looking at the raw data without further analysis. In particular, ori-
entation is often revealed only by subtractions of images measured in different
geometries. However, it is often quite straightforward to ‘see’ directly the effects
of alignment in the images. As described in chapter 5, if there is no coherence-
induced polarization, the atomic polarization arising from photodissociation under
the axial recoil approximation can be directly represented by the m-state popu-
lations about the recoil velocity. The observed angular distributions can thus be
written as the product of the photofragment angular distribution Idis(θ²) and the
detection sensitivity Idet(Θ; p(m)):
Iobs(θ²,Θ)= Idis(θ²)× Idet(Θ; p(m)) , (8.12)
where the detection sensitivity is dependent only on the angle Θ between the
photofragment velocity and the probe laser polarization. The details for visual-
izing how the atoms align when θ² ≡ Θ have been described in section 5.6. We
extend this method here for cases where Θ does not define the same axis as θ².
In figure 8.7, we compare the m-specific angle-dependent detection functions in
the right panels (taken from figure 5.2 on page 98), and the data in the left panels
(taken from figure 8.3 on page 143). For β = 2, the product angular distributions
have a ∼ cos2θ² dependence. We can focus on the arrow position for the m = 0
curves (solid curves) in the right panel, where the maximum detection sensitivities
of Idet(Θ) are at 90° and 45°(135°) for 1F3 ← 1D2 and 1P1 ← 1D2, respectively. These
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Figure 8.7: Visualization of the atomic photo-product alignment from raw crush im-
ages by m-specific angle-dependent detection functions (see equations 5.29 to 5.30 on
page 97). The dashed curves in the left panels indicate the angles of maximum detec-
tion efficiency for m= 0.
points are indicated in the images (left panel) by the dashed curves. We can im-
mediately see that the signal intensities are strong at these positions, indicating a
large population in the m= 0 substate. For example, the bottom image on the sec-
ond column is more filled in than the top one. On the other hand, we can also check
the angles with the minimum (zero for m = 0) detection sensitivities. We can use
this method to check for |m| = 1 and 2 as well, and thus we can have an idea about
how the atomic products are aligned before doing a numerical analysis. As we can
see for the left two images, the dip at θ² = 0 is not so clear as the right-bottom im-
age. It indicates that there should be some contribution from m= 1 but little from
m= 2. This observation is in good agreement with the diabatic model as discussed
later. However, our full analysis comes out with a slightly different result (more
m= 2) but the error bars are large enough that some population in m= 1 cannot be
excluded. Furthermore, the comprehensive method described above can be applied
for numerically analyzing the data here as well.
8.4.2 Theoretical prediction
As shown in figure 8.1 and described in the introduction section, previous experi-
mental and theoretical studies have shown that after the photoexcitation of O2 at
157nm, more than 99% of O2 is excited to the B 3Σ−u state. Direct dissociation takes
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Figure 8.8: Schematic correlation diagrams for the O2 molecular states and the O(3P)
+ O(1D) atomic states. The left panel is the diabatic correlation described using Hund’s
case (a) basis, and the right panel is the adiabatic correlation described using Hund’s
case (c) basis. The dotted lines connect the diabatic and adiabatic correlations in left
and right panels, respectively. Note that the adiabatic correlation for Ω = 1 is not
shown here.
place predominantly (> 99%), rather than nonadiabatic transitions to the curves
(dashed curves) leading to the O(3P) + O(3P) channel. Therefore, the photodisso-
ciation leads to more than 99% of the O(1D) + O(3P) channel. To understand the
O(1D2) alignment (i.e. m-state population) and the O(3PJ ) fine structure branching
ratios, we can use correlation diagrams. Slater [21] has worked out the correla-
tions between the molecular valence states of O2 and the atomic states. Huang and
Gordon [7] have drawn the possible adiabatic correlations for O(1D) + O(3P) with O2
ungerade states. Here, we2 used both the adiabatic and diabatic models in order
to further understand the dynamics. These two models have been introduced in
chapter 5. Figure 8.8 shows the diabatic and adiabatic correlations considered in
this study.
Diabatic model
The diabatic model, based on the sudden recoil limit, assumes that the dissociation
is very rapid with respect to the SO interaction. Thus, the SO interaction can be
ignored, and the correlation by Slater [21, table A11-4] can be applied here. As
shown in the left panel of figure 8.8, the starting point is the B 3Σ−u state, produced
by photoexcitation. We define |λAλB〉 ≡ |lAλA〉 |lBλB〉, where lA = 1 and lB = 2 for the
P +D atomic limit. Two 3Σ−u states (Λ = 0) are correlated with the three possible
atomic bases: |λA,λB〉 = |1,−1〉, |−1,1〉 and |0,0〉. Due to symmetry constraints, two
Σ
− states are correlated with the two atomic bases φ1 = |00〉 and φ2 = |1,−1〉+|−1,1〉p2 .
2In collaboration with Dr. Groenenboom of the Theoretical Chemistry, Radboud University Nijmegen.
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In order to make the diabatic correlations, we need to know the energy splitting
when the two atoms approach each other from infinity. This can be worked out
by considering the long range Coulomb interaction, as described in appendix 8.A.
The quadrupole-quadrupole interaction is the major Coulomb interaction for the
the P + D state limit in the long range. For the atomic states of Σ− symmetry, the
quadrupole-quadrupole interaction matrix is given by:
V(2,2) ∼ 1
R5
[ −1.0 −0.4
−0.4 0.0
]
. (8.13)
The eigen functions of the two asymptotic molecular states are calculated to be
Ψ1 = 0.94φ1+0.34φ2 and Ψ2 = 0.34φ1−0.94φ2. Under the diabatic model, B 3Σ−u =
Ψ1 and 23Σ−u =Ψ2, so that the populations for |λ| = 0 and 1 are 0.942 = 89% and
0.342 = 11%, respectively. The transformation to the case (c) atomic basis is sim-
plified to be ω = λ+0 = λ, due to the singlet character of 1D2 (σ = 0). Under the
axial recoil approximation, the m projection on the recoil axis is the same as the ω
projection on the molecular axis. Therefore, the alignment is predicted, such that
89% of photofragments are formed in m = 0 and 11% in m = 1. As we can see in
table 8.2 on page 144, this prediction is in good agreement with the experimental
results.
To use the diabatic model for predicting the O(3PJ) fine-structure branching
ratios, we need a frame transformation of the case (a) molecular basis |LΛSΣ〉
given by (see the left panel of figure 8.8):
|LΛSΣ〉 =
∑
λAσA
∑
λBσB
|lAλAsAσA〉|lBλBsBσB〉
×〈lAλAlBλB|LΛ〉〈sAσAsBσB|SΣ〉
(8.14)
to the case (c) atomic fine-structure states | jω〉 given by:∑
λσ
|lλ〉 |sσ〉 〈lλsσ| jω〉 . (8.15)
The transformation requires the recoupling matrix 〈 jAωA jBωB|LΛSΣ〉, which is
described in chapter 5. After working out the transformation, the fine structure
branching ratios for O(3P j) are calculated to be 63 : 6 : 31 for j = 2,1,0, respectively.
As we can compare with the experimental results in table 8.1 on page 142, this
model poorly predicts the O(3P j) fine structure branching ratios though it predicts
fairly well the O(1D2) alignment.
Adiabatic model
Conversely, the adiabatic model assumes that the dissociation motion is much
slower than the SO interaction time during the entire dissociation process. Hund’s
case (c) molecular states are used to describe the relativistic adiabatic PECs. For
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Table 8.4: Adiabatic predictions of
the O(1D2) alignment arising from
threeΩ= 0+ molecular states (unit in
%)
ω B 3Σ−u (1,0
+) 23Πu(2,0+) 33Πu(3,0+)
0 12 88 0
1 34 3 63
2 54 9 37
the electric-dipole-allowed B 3Σ−u ← X 3Σ−g transition studied here, ∆Λ= 0. Because
∆Σ = 0 is the selection rule for Hund’s case (a) molecular states, ∆Ω = 0 here as
well. The X state has statistical populations of 13 and
2
3 for |Ω| = 0+ and 1, respec-
tively. Therefore, the initial Ω populations for the B state may be assumed to take
these values. For the O(3PJ) fine structure branching ratios, we can clearly see in
the right panel of figure 8.8 on page 150 that the adiabatic correlation predicts a
100% population in the O(3P2) + O(1D2) channel. For the prediction of the O(1D2)
alignment, we only demonstrate the adiabatic correlations for Ω = 0+ as shown
in the right panel of figure 8.8. There are three molecular states B 3Σ−u (1,0
+),
23Πu (2,0+) and 33Πu (3,0+) adiabatically correlated with three asymptotic molec-
ular bases (|JΩ〉 =
∣∣00+〉, ∣∣20+〉 and ∣∣40+〉) for the 3P2 + 1D2 atomic limit. We can
work out the energy orders for the three molecular states n,0+ by linear combi-
nation of the three molecular bases |JΩ〉 based on the long range Coulomb inter-
actions. Diagonalizing the quadrupole-quadrupole interaction, we found that the
lowest molecular state 1,0+ = 0.25
∣∣00+〉+0.59 ∣∣20+〉+0.77 ∣∣40+〉. As described in
chapter 5, the atomic basis | jAωA jBωB〉 for O(3P jA=2) + O(1D jB=2) interconverts with
the asymptotic molecular basis |JΩ〉 by:
|( jA jB)JΩ〉 =
∑
ωAωB
| jAωA〉 | jBωB〉〈 jAωA jBωB|JΩ〉 . (8.16)
We can eventually work out the populations of ωB arising from the three molecular
states, as listed in table 8.4. For the complete story, the same calculation should be
performed for |Ω| = 1, and this work is currently ongoing. At this stage, we can see
in the first column of table 8.4 that the adiabatic model poorly predicts the O(1D2)
alignment, but makes a better prediction for the O(3P j) fine structure branching
ratios (100% 3P2 production).
Comparisons
The experimental results, covering 0.08–1.0 eV excess energies, show a strong O(1D2)
alignment, predominantly in the m = 0 sublevel. As described above, the diabatic
model shows good agreement with the O(1D2) alignment, but predicts poorly the
O(3PJ) fine structure branching ratios. The adiabatic model shows poor agreement
with the O(1D2) alignment but predicts better the O(3PJ) fine structure branching
ratios. Interestingly, we can treat the two O(1D) and O(3P) products qualitatively
by applying two extreme models. The good prediction for the O(1D2) alignment
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from the diabatic model may arise because the SO interactions do not influence
the O(1D2) atom due to S = 0 for 1D2. However, the SO interaction cannot be ig-
nored for the O(3PJ). The observation of O(3P1) (10% population) and O(3P0) (2%
population) indicates the nonadiabatic transitions. Huang and Gordon [7] have
discussed this effect using the Massey criteria, and the Landau-Zener and Demkov
models. Lambert et al. [11] have recently measured the O(3PJ=0,1,2) fine struc-
ture branching ratios to be 0.13± 0.18 : 0.32± 0.13 : 0.56± 0.15 at 124.4 nm, and
0.10± 0.07 : 0.24± 0.90 : 0.66± 0.11 at 151.7 nm. This indicates that with higher
excess energies, the dynamics are more nonadiabatic.
Another theoretical approach by Chen [22], who constructed the correlation
diagram for the B 3Σ−u molecular state and the
1D + 3P atomic states arising from
the molecular orbital · · ·2σ2u 1pi3u 1pi3g , shows statistical 3PJ fine structure branching
ratios and 100% of 1D2 in the m = 0 magnetic substate. Recently, Vroonhoven and
Groenenboom [23] have carried out semi-classical calculations for predicting the
O(3P) polarization of the O(3P) + O(3P) channel from photodissociation of O2 in the
Herzberg continuum. The case is simpler here, because the multiplicities of the 1D
+ 3P (45 microstates) is simpler than those of 3P + 3P (81 microstates), and O(1D) and
O(3P) atoms are distinguishable. A similar calculation for the O(1D) + O(3P) channel
from the photodissociation of O2 in the Schumann-Runge continuum should answer
the above questions.
8.5 Conclusions
In this study, we have used the velocity map imaging technique to investigate
the direct photodissociation of O2 via the B 3Σ−u state, the well-known Schumann-
Runge continuum. For detecting polarized photodissociation products, a slice im-
age with a ‘HV’ geometry provides a polarization insensitive measurement for all
different REMPI detection schemes. The result of β = 2.03±0.03 reconfirms the
pure parallel transition for O2 at 157nm excitation. Both VUV photodissociation
of O2(υ′′ = 0) at 157nm, and UV photodissociation of O2(υ′′ = 6–11) at 203.8 nm and
205.5 nm, shows extraordinarily polarized O(1D2) photofragments. The polarized
O(1D2) atoms predominantly populate the m= 0 magnetic sublevel about the recoil
axis; i.e. total angular momentum J is mainly perpendicular to the recoil velocity
v. More precise multiplet state population distributions of O(3PJ) were remeasured,
and show a good agreement with the previous studies. Diabatic and adiabatic mod-
els have been used to better understand the dynamics based on the measured data.
Interestingly, the diabatic model makes a better prediction of the O(1D2) alignment
(89% in them= 0 substate and 11% in the m= 1 substate), but predicts only poorly
the O(3PJ) fine structure branching ratios. Conversely, the adiabatic model predicts
better the O(3PJ) fine structure branching ratios (100%), but dose not agree with the
O(1D2) alignment. Ab initio full quantum or semi-classical calculations should be
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carried out to obtain a deeper understanding of these intriguing dynamics.
Appendices
8.A Long range Coulomb interaction
The multipole expansion of the Coulomb interaction is given by [24, 25]:
Vˆ =
∑
l1l2
m1m2
(−1)l2
(
2L
2l1
) 1
2
×
Qˆ(a)
l1m1
Qˆ(b)
l2m2
Rl1+l2+1
〈l1m1l2m2|L0〉 . (8.17)
The matrix elements are given by:
〈λAλB|Vˆ (l1l2)|λ′Aλ′B〉 = (−1)l2
(
2L
2l1
) 1
2
×
〈lAλA|Qˆ(a)l1m1 |lAλ
′
A〉〈lBλB|Qˆ(b)l2m2 |lBλ
′
B〉
Rl1+l2+1
〈l1m1l2m2|L0〉 , (8.18)
with the atomic moment implicitly defined by the Wigner-Eckart theorem:
〈lλ|Qˆl1m1 |lλ′〉 = (−1)l−λ
(
l l1 l
−λ m1 λ′
)
〈l||Qˆl1 ||l〉 . (8.19)
The quadrupole-quadrupole interaction is the dominant Coulomb interaction for
the D+P atomic states, and the matrix elements are given by:
V(l1=2,l2=2) =
[ 〈φ1|Vˆ |φ1〉 〈φ1|Vˆ |φ2〉
〈φ2|Vˆ |φ1〉 〈φ2|Vˆ |φ2〉
]
, (8.20)
with φ1 = |00〉 and φ2 = |1,−1〉+|−1,1〉p2 . The O(
1D2) quadrupole moment has been de-
scribed in reference [26]. Working out equation (8.20) results in the relation in
equation (8.13) on page 151.
8.B The minor O(3P) + O(3P) channel
The yield of the O(1D) + O(3P) channel is close to unity for the photodissociation
of O2 at 157nm. For the minor O(3P) + O(3P) channel, Yang and coworkers [3]
have measured that the branching ratio is 0.55± 0.05% with an anisotropy pa-
rameter of β = 0.92±0.02. This result indicates that both the B 3Σ−u ← X 3Σ−g and
a3Πu ← X 3Σ−g transitions are involved for this process. As a result, there may be
interesting dynamics and polarization effects observable (eg. coherence effects). It
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Figure 8.9: Preliminary results of the O(3P) + O(3P) channel from the photodissocia-
tion of O2 at 157nm. The outer ring of the right panel is O(3P2) from the O(3P2) + O(3PJ )
channel, while the inner ring is O(3P2) from the O(3P2) + O(1D2) channel (as shown in
the left panel under different experimental conditions).
is also interesting to study the 3PJ fine structure distributions for this channel.
In this study, the weak O(3P) + O(3P) channel was detected using the VMI tech-
nique. Figure 8.9 shows the preliminary results. The left image is the O(1D) +
O(3P) channel with ∼100 times weaker signal intensity, measured by decreasing
the intensities of the laser and molecular beams. Two images for the O(3P) + O(3P)
channel with different Doppler shifts are shown here, implying a nearly isotropic
distribution. To study the angular distribution and fine structure populations re-
quires a full Doppler scan. However, the intensity of the inner ring is two orders of
magnitude higher than the outer one, which we intended to study. It made the ex-
periment difficult because of saturation of the detector when increasing the signal
intensities. For future study, it could be possible to solve this problem by using a
beam stop in front of the detector to block the strong signals of the inner ring.
8.C Photoelectron images from O(1D2) and O(3P2) REMPI
Interesting photoelectron images accompanied this photodissociation study. The
material presented in this appendix is a stake in the ground intended to stimulate
efforts towards a deeper understanding of the REMPI process.
In common with the photodissociation process, there are two main important
parameters for the REMPI process: namely the absolute cross section and the dif-
ferential cross section (i.e. the energy and angular distribution). The absolute cross
section for the (2+1) REMPI process has been briefly described in section 2.4.2.
The energy distributions tell us the branching ratios of the populations of final ion
internal states. They are useful because several competing ionization processes
could take place by applying different laser fluence. The angular distribution of the
photoelectrons from one photon ionization has been described by Copper and Zare
[27, 28], and that from two photon ionization has been described by Reid and Leahy
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Figure 8.10: Raw photoelectron images (left panel) from for different REMPI pro-
cesses for O(1D2) and O(3P2) and the correlated transitions (right panel). The wave-
lengths for processes (a), (b), (c) and (d) are 225.7nm, 200.6nm, 203.8nm and 205.5nm,
respectively.
[29]. Another important parameter for the REMPI processes is the M-dependent
differential cross section of the detected atoms. This provides a powerful tool to
study the polarization effects from the photodissociation. An example has been il-
lustrated in figure 8.7 on page 149. Furthermore, Vasyutinskii and coworkers [30]
have recently pointed out the role of intermediate state polarization for the these
applications. Last but not least, the REMPI lineshape is also important, which
could indicate the lifetime of the intermediate state or the saturation effects.
Here, preliminary results for the differential cross sections from several REMPI
processes of O(3P) and O(1D) atoms are presented. The atomic oxygen precursors
were prepared by the photolysis of O2 at 157nm, described earlier in this chapter.
Several (2+1) REMPI or two photon schemes were used to ionize the O(3P) and
O(1D) atoms in the 200–226nm region, as previously listed in table 3.1 on page 38.
Figure 8.10 shows the raw photoelectron images. The background signals have
been subtracted, and the reasons for the distorted images have been described in
section 3.4.2. From the energy distributions of image (a), we can see that the (2+1)
REMPI of O(2p 3P2) via O(3p 3P2) leads to the production of ground state O+(4S3/2
o)
ions. As we can see in image (b), the (2+1) REMPI of O(2p 3P2) via O(4p 3P2) leads
to the production of O+(4S3/2o ) and O+(2D
o). Images (c) and (d) show that both the two
photon processes of O(1D2) via O(1F3) and O(1P1) lead to the production of O+(4S3/2
o).
We can see in the image on the right-hand side of figure (c) the weak signals corre-
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lated to the production of O+(2Do) ions.
Pratt et al. [31] have first observed the autoionization of the 1P1 and 1F3 lev-
els. Both levels are forbidden to autoionize in the LS coupling scheme. Although
the autoionization rates are very small, both these levels do in fact autoionize into
the 4S3/2o continuum. Our results agree with those from Pratt et al., in which no
O+(2Do) signal was observed from the 1P←← 1D transition, while weak O+(2Do) sig-
nal was observed from the 1F←← 1D transition. Our laser was approximately 4ns,
0.3mJ/Pulse with a spot size of 2×10–5 cm2, resulting in an intensity of 4×109W/cm9.
Pratt et al. observed more of the (2+1) REMPI channel using the same experimen-
tal conditions. In our image data, the very interesting angular distributions were
observed for the first time. The two REMPI schemes for O(3P2) show a quadrate
structure, while the ionization for O(1D2) shows different structures. Reid and
Leahy [29] have described the formalism for the angular distribution. However,
we have insufficient information to analyze our data in detail at this time.
The absolute two-photon absorption and three-photon ionization cross sections
for atomic oxygen have been measured both experimentally [32] and theoretically
[33]. Another useful piece of information is the relative ionization cross sections
for O(1D) via 1P and 1F, and O(3P) via 3p 3P and 4p 3P. The cross section for O(3P)
via 3p 3P has been calculated to be 5.3 times that via 4p 3P [33]. There are several
(3+1) REMPI transitions at ∼276nm for detecting the O(1D) atoms as well [34].
In the future, we can measure the relative detection sensitivities accurately using
the equal amounts of O(1D) and O(3P) produced by the photodissociation of O2 at
157nm.
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Chapter 9
Visualizing the O(1D2) precession
Precession of aligned O(1D2) atoms about an applied magnetic field is studied using
the velocity map imaging technique. This study provides a direct (four dimen-
sional) visualization of atomic precession in detail for the first time. A represen-
tative result is described in detail and more results are demonstrated by means of
the ‘movies’ shown in appendix B. This study may help us to better understand
O2 atmospheric chemistry, and provide a useful tool for studying stereodynamics
involved by aligned atoms.
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9.1 Introduction
The first excited state of the oxygen atom O(1D2) is metastable, emitting the red
doublet at λ= 630.0 and 636.4 nm via the O(1D→ 3P2,1) transition, with a radiative
lifetime of∼110 s [1]. During the course of our efforts to understand the basics of
photodissociation in the Schumann-Runge continuum (SRC), we have uncovered
an extraordinary polarization effect in the O(1D) atom fragments (chapter 8). The
strong alignment persists all the way from threshold to the upper limit of the broad
SR continuum. Precessional motion is well-known in quantum mechanics. In this
chapter, we directly ‘look’ at the atomic precessional motion using the aligned O(1D)
atoms prepared by photodissociation of O2 at 157nm.
As introduced in chapter 1, the maximum solar energy absorption of O2 in the
SRC occurs at altitudes of 80–110km, corresponding quite well with the maximum
in O(1D) daytime emission (dayglow):
O2+hν(λ ≤ 175nm)→O(1D)+O(3P) . (9.1)
In the stratosphere, O(1D) is produced by the well-known ozone (O3) photodissocia-
tion in the Hartley bands:
O3(X˜ 1A1)+hν(200–320 nm)→O(1D)+O2(1∆g) . (9.2)
Dylewski et al. [2] have recently reported a similar O(1D) polarization arising from
O3 photodissociation at 235–305nm, in which m-state populations about the recoil
axis were also peaked at m = 0. O(1D) fragments are preferably aligned with re-
spect to the direction of the incoming sunlight. In order to model the polarization
effects of the dayglow arising from O(1D) in our atmosphere, we must understand
the possible processes that O(1D) may undergo before radiative emission occurs.
O(1D) is lost by quenching in collisions with nitrogen and oxygen:
O(1D)+M kq−→O(3P)+M* , (9.3)
where M = N2 or O2, and kq is the quenching rate constant. At an atmospheric
altitude of 40 km the collisional lifetime is less than 1µs, so that radiation (lifetime
110 s) is very improbable. At ∼80km, the lifetime of O(1D) is on the time-scale of
milliseconds. To understand the dynamics of the quenching of O(1D) and the change
of O(1D) polarization by collision is an ongoing attempt in our laboratory.
Another important effect which affects the O(1D) polarization is the precession
of O(1D) about the Earth’s magnetic field. Classically, one can view the orbital
magnetic moment as precessing at the Larmor frequency around the direction of
the applied magnetic field. For singlet (S = 0) state O(1D), the Larmor frequency νL
is given by [3]:
νL =
µBB
h
, (9.4)
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where µB = eħ2me is the Bohr magneton, and B is the applied magnetic field. We
can calculate the precession frequency to be: νL = 1.400× 106B (µs–1), and the
precessional period to be: 714.5
B
(ns), with the unit of B in Gauss. The Earth’s
magnetic field is 0.3–0.6Gauss so that the precessional period is ∼1µs. The Lar-
mor spin precession has recently been applied for a subfemtotesla multichannel
atomic magnetometer [4]. The properties of polarized radiation affected by the
magnetic fields is also a very interesting subject in interplanetary medium, inter-
stellar medium, circumstellar regions and quasars, and has been recently modeled
by Yan and Lazarian [5] Treffers and Korving [6]. They have studied the preces-
sion induced modulation of fluorescence arising from collision induced alignment.
Precession is also the basis of nuclear magnetic resonance (NMR) spectroscopy.
9.2 Experiment
In this study, we use the velocity map imaging technique to investigate the preces-
sional motion of the strongly aligned O(1D) photofragment, produced by the pho-
todissociation of O2 at 157nm. The precessional motion is visualized in four dimen-
sion (4D) by means of three dimensional (3D) movies, in which 3D Newton spheres
are shown in several velocity-sliced images and the time scales of the movies are
the magnitude of the applied magnetic fields B.
The experimental details have been described in chapter 3, and the optical slic-
ing method used here has been described in section 4.3.2. Two pump-probe delay
times, τ= 80 and 400ns, are used here. Three Helmholtz coils are used to provide
the magnetic fields for studying the precessional motion of the products, and the ar-
rangement of the coils are shown in the photograph, figure 3.2 on page 35. During
the precessional time (i.e. pump-probe delay time τ), all the O(1D) products travel
within ∼1mm (∼ 2.5mmµs–1×0.4µs), and the magnetic field is homogeneous dur-
ing the entire process. Several geometries are used to visualize the precessional
mechanism. Only one representative result is described here, and more results are
presented in ‘movies’, as shown in appendix B.
9.3 Results
Figure 9.1 is the montage of the movie of the O(1D) precession about an applied
magnetic field, taken from the top movie of movie B.6 on page 182(b). Each triplet
of images represents three slices through the 3D scattering distribution at different
values of vz. In the movies, we can see that the magnetic field slightly affects the
O+ ions. The velocity images move with increasing the magnetic field B, but not
significant. The O+ background signals in the beginning of some movies are large,
due to the electron impact ionization of O2. This has been described in chapter 3,
and here we can see that this process is reduced in accord with the increasing of
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Figure 9.1: Montage of the velocity map images of O(1D2) atoms due to the precession
about an applied magnetic field. The strongly aligned O(1D2) atoms are produced by the
photodissociation of O2 at 157nm. Three images in each row corresponds to different
υz , where z is the time-of-flight axis. The detection scheme for O(1D2) is two photon
resonance ionization via the O(1P1) state (at ∼205nm). The photolysis (pump) laser is
unpolarized, while the detection (probe) laser is polarized. The photofragment angular
distribution is Idis ∝ sin2 θ, where θ is respected to the pump laser propagation direc-
tion. The pump-probe delay time τ = 80ns. I is the current used for the Helmholtz
coils, and B is the applied magnetic field which is perpendicular to these images. The
arrows on the images are used to indicate a precessional period.
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Figure 9.2: Vector diagrams for the precessional motion of the O(1D) product about a
magnetic field. (a) is the simulated electron densities and the vector correlations of the
O(1D) product, taken from figure 8.4 on page 145. (b) is the schematic diagram illus-
trating the precessional motion and the vector correlations under an applied magnetic
field. The angle Θ is defined for the detection scheme. See text for more details.
the B field. This is because the unwanted electrons in the system are removed
when the applied magnetic field increases. It is more difficult to fix the quantity of
the magnetic field B and measure the images in accord with the pump-probe delay
time τ, because of the optical slicing. Instead, we fixed the delay time τ = 80ns
and increase the B field. As indicated in figure 9.1, each 3D image is taken with
different applied current I for the Helmholtz coils. The resulting magnetic field was
not accurately measured, and it was estimated to be 0–22Gauss, by the total turns
and distance of the Helmholtz coils. We can see that the angular distributions
of the first 3D image has been ‘rotated’. This is due to the penetrating Earth’s
magnetic field and from other electronics in our laboratory. As we can see, the
rotating axis of these images is tilted and rotated in I = 0–300mA (∼0–7Gauss).
At higher currents, the rotating axis is nicely fixed to the applied magnetic field
axis because this field is much stronger than the background penetrating field.
9.4 Discussion
To understand these images, we can first use the previously mentioned preces-
sional period 714.5
B
= τ(80ns), and predict the magnetic field needed for changing
a period of precession to be ∆B ≈ 9Gauss. As we can see the arrows indicated in
the images shown in figure 9.1, the current for changing a period of precession is
∆I = 500mA (from I = 450 to 950mA), corresponding to an approximate field dif-
ference of ∆B ≈ 11Gauss. This is in good agreement with the above prediction of
the Larmor precessional period. Contrariwise, we can use the precessional period
to calibrate the applied magnetic field. To understand the shapes of these images,
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Figure 9.3: Signal intensities affected by magnetic field B, I(B), and the comparison
with angular distribution I(Θ). The angle Θ in panel is respected to the quantiza-
tion axis z and the probe laser polarization, as illustrated. I(B) is extracted from the
dashed-square region shown in the lower-right, in which in panel (b) is extracted from
the data shown in figure 9.1, and I(B) in (c) is extracted from movie B.7 on page 183.
See text for more details.
we can use the vector diagram shown in figure 9.2. As determined in chapter 8,
we know that the aligned O(1D) dominantly populated m = 0 with respect to the
recoil velocity v (see figure 9.2a). Angular momentum J precess about an external
magnetic field B. Figure 9.2(b) shows the net effect of this precessional motion,
which can be described by the rotation of the quantization axis z about the mag-
netic field B. This rotation changes the angle Θ, defined by the quantization axis
z and the probe laser polarization ²probe. According to equation (5.30a) on page 97,
the detected intensities changed in the relation of Idet ∝ cos2Θ−cos4Θ for them= 0
component. To deeper understand this effect, we can focus on the signals within
certain solid angles as shown in figure 9.3. The scattering signals are selected in
the z-direction by optical slicing and in the xy-plane by the dashed square. The
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signals are in good agreement in the predicted curve shown in panel (a), exclud-
ing those corresponding to low magnetic field due to the penetrating fields. This
demonstrates an alternative method to measure the O(1D) alignment. We can see
that the populations in m = 1 and/or 2 exist from the qualitative analysis (com-
paring the curves shown in figure 9.3). By the same token, we can use the above
mentioned method to explain all the ‘movies’ shown in appendix B.4. Note that
precession cannot be ‘seen’ when ²probe ∥B (watch the second movie of movies B.6(b)
on page 182), or k ∥ B for circularly polarized detection laser (watch the third and
fourth movies of movies B.6(a)).
9.5 Conclusions
Precession of aligned O(1D) atoms in an applied magnetic field is studied. This
study provides an intuitive vision of fundamental quantum mechanics. We demon-
strate an alternative method to probe the aligned atomic photofragment. Further
modeling could predict O(1D) polarization phenomena in our atmosphere. Now we
can ‘control’ the aligned O(1D) atom using a magnetic field. This allows us to study
the important quenching by inelastic collision (or changing of the polarization by
elastic collision) of aligned O(1D) by O2 and N2 on the level of magnetic substate,
and this study is ongoing in our laboratory.
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Appendix A
Correcting ‘imperfect’ images
A.1 Possible factors causing ‘imperfect’ images
Several factors affect the quality and accuracy of an image. These factors can
bias both the speed distributions and the angular anisotropy parameter (β). The
effects are generally negligible for a single channel (single ‘ring’) image; however,
they cause significant disturbances for the lower kinetic energy channels. This is
because noise propagates from higher to lower kinetic energy (i.e. from outer ‘ring’
to inner ‘ring’ of imaging due to the 3D→2D projection). These factors together
with some solutions are listed as follows:
Degree of laser polarization directly affects the measurement of the angular
distribution. Figure A.1 on the following page shows a scheme to check
the degree of circular polarization after a λ/4 plate. Circular polarization is
achieved when these peaks have the same intensity. However, a vacuum win-
dow may slightly change the purity of the polarization, and this was noticed
during the measurement of the possible minor O(1D2), described on page 138.
A similar approach can be used to check the linear polarization after a λ/2
plate by directly measuring the output polarization using the reflection of a
Brewster angle. The impurity of the linear polarization for our laser is gen-
erally less than 2%. However, it is difficult to directly measure the degree of
polarization of the 157nm laser. Section A.4 provides a method to do this,
and corrects the results using the photodissociation images themselves.
Background signals not only affect the angular distribution but also the speed
distribution. The failure of the Abel inversion is caused especially when these
background signals are not cylindrically symmetric. If they are not negligi-
ble, a background subtraction should be carried out.
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Figure A.1: Schematic diagram for checking the degree of circular polarization. The
example in the right panel is a result of elliptical polarization, coming out of the Berek
compensator. The retardation index of the Berek compensator I = 3.4 at the angle of
the peaks results in a perfect circular polarization for λ = 200nm.
S/N ratios affect the inversion algorithm, with noise producing ‘center line’ in
the inverted image, and causing a distortion in the angular distribution. A
comparison [1] of several algorithms shows that BASEX [2] and iteration [3]
methods are least sensitive to noise.
Distortion due to lens aberration is described in section 2.2.5. It is especially
serious for electron imaging (e.g. figure 3.13 on page 53) and time-lag exper-
iments because the trajectories in these cases often exceed the 10% filling
factor of the VMI lens. One can modify the lens to solve the distortion intrin-
sically or use a mathematical correction for the raw images.
3D detector sensitivity has been described in section 3.2.4 The analysis shows
that the position sensitivity of the detector indeed affects the angular dis-
tribution, and it can be calibrated by the measured 2D sensitivity function
S(x, y). The effects of a none-square time gate function S(t) for crush imaging
and the degree of time slice imaging will be discussed here.
An example of correction procedure is described in the following sections.
A.2 Crushing and slicing using conventional imaging
A set of sample images, for the study described in chapter 6, is shown in figure A.2
on the facing page. Background signals have been subtracted and the images are
corrected for the position dependent sensitivity function of the detector, S(x, y), as
shown in figure 3.6 on page 42. No distortion is significant for these images. Images
in figure A.2 were taken using different laser polarization geometries and different
detector gate widths. Column PC are ‘crush’ images taken using the ‘wide’ gate
condition. However, due to the sensitivity function S2(t) shown in figure 3.6, they
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Figure A.2: S(1S) product images from impurely polarized (A and B) and unpolar-
ized (U) photolysis light using time crush (C), partial crush (PC), and partial slice (PS)
imaging methods. Images labeled as PC are taken using the non-uniform ‘wide’ detec-
tor time gate (∼100ns), while images labeled as PS are with the ‘narrow’ gate (14ns),
and images labeled as C are summation of images labeled as PS over entire ion cloud
in the time domain. The dashed line regions are used to extract the ∼1D profiles shown
in figure A.3 on the next page. The empty spot with a wire in the image is due to the
beam block in front of the detector.
are imperfect crushes, and here we call them partial crushes (PC). Column PS are
slice images taken using a ‘narrow’ gate (S1(t) in figure 3.6) to slice the center part
of the arrival product ions. We call them here partial slices (PS) because the arrival
time spread is not large enough to result in narrow slices by this gate. The perfect
crush images (C) as shown in the left panels in figure A.2 are taken by scanning
the narrow gate through the entire product signals. A perfect slicing condition was
not reachable in this study due to the limitation of the apparatus (the perfect slice
is provided by the inverted image of the perfect crush).
How to extract the turn around time and the degree of polarization will be
described in sections A.3 and A.4, respectively. Finally, evaluation of the correction
procedures will be given in section A.5.
A.3 Turn around time measurement
The arrival time spread of the product ions is determined by the ion turn round
time (tR) described in equation (2.14) on page 19 for an ideal electric field between
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Figure A.3: Comparison between TOF profiles (Dashed line) and velocity (υy) profiles
(Solid line). Upper panels are from the impurely polarized laser while lower panels are
from the unpolarized laser. Left panels are 1D projections from the 3D Newton spheres
(3D → 1D) while right panels approach to direct 1D detection (∼1D). The profiles are
derived from the images in figure A.2 on the previous page, and horizontal scales are
normalized to the peak positions.
two parallel plates. For this apparatus, the ratio ξ for the VMI condition is 0.741,
the spacing d =15mm and the ions have unit charge. By substituting these pa-
rameters we can obtain:
tR = c
mυz
VR
(ns) , (A.1)
where the units of m, υz, and VR are amu, m/s, and volt, respectively, and the
conversion factor c is calculated to be 1.21 assuming an ideal parallel plate field.
As we can calculate from the speed distribution shown in figure 6.3 on page 107,
the S+ product mean speed (υz) is ∼ 2050m/s. The mass of S+ is 32amu and the
repeller voltage used is VR = 1500V. The ion turn around time can therefore be
calculated to be tR =53ns.
The arrival time spread was experimentally measured by scanning the narrow
gate through the product ion cloud. Figure A.3 shows one dimensional (1D) profiles
for the products when using a impurely polarized and an unpolarized laser beam.
Images AC and UC in figure A.2 on the previous page are projected from the 3D
sphere I(υx,υy,υz) to the 2D Image I(υx,υy), and the images are then projected to
1D profiles I(υy) as shown in the left panels in figure A.3. Note that we compare
these profiles (the lower left panel in figure A.3) with the Doppler profiles (figure 4
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in reference [4]), which are equivalent observation but we have a better velocity
resolution. The TOF profiles (Dashed curves in left panels) are the 3D sphere pro-
jected to TOF: in the upper left panel, I(t) = ∑υx,υy APS(υx,υy)(t) while in the lower
left panel, I(t) = ∑υx,υy UPS(υx,υy)(t). Solid curves in the right panels in figure A.3
are the ∼1D velocity profiles taken from the dashed line regions shown in images
APS and UPS in figure A.2. The dashed curves in the right panels in figure A.3 are
taken from the gray square regions in figure A.2 are the equivalent regions as for
the ∼1D velocity profiles but through the time domain. In the ∼1D profiles, the
TOF spread between two peaks is 44ns, which corresponds to the velocity spread
(2×2050m/s). Thus, the velocity and TOF profiles can be normalized and compared
together as shown in figure A.3. They are in good agreement, and the broader TOF
profiles are due to the 14ns gate width.
The measured ion arrival time spread is the same as the turn around time (tR)
in equation (A.1) on the preceding page. Hence, the turn around time is measured
as tR = 44ns and is smaller than the calculated tR = 53ns for ideal parallel plates
due to the distorted electric field in z direction. We can obtain the coefficient in
equation (A.1), yielding a handy value of c= 1.0 for this apparatus. Equation (A.1)
on the facing page is thus useful for calculating the arrival time spread before
carrying out an experiment.
A.4 Extracting the degree of laser polarization from the
images
The extinction ratio1 (TP : TS), for the 157nm thin film polarizer (TFP, LaserOptik)
is ideally greater than 40. Here, we define the ‘impurity’ of the laser polarization to
be f with respect to the intensity of the desired polarization. Therefore, the trans-
mission of an unpolarized 157nm after passing through the TFP has an impurity
of f = TS
TP
= 140 = 2.5%, the reciprocal of the TFP extinction ratio. The degree of
polarization (ρ) is defined by:
ρ = I∥− I⊥
I∥+ I⊥
= 1− f
1+ f . (A.2)
We can calculate the degree of polarization for the above case to be ρ ≈ 95%. How-
ever, the degree becomes lower if the TFP surface becomes ‘dirty’.
The S(1S) images using different polarization geometries can be used to extract
the degree of polarization of the photolysis light. The photodissociation angular
distribution arising from photolysis with unpolarized light can be separated into
1The ratio of the transmitted power of the wave polarized in the plane of incidence (P-polarization) to
those perpendicular to the plane of incidence (S-polarization).
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Figure A.4: Image B ′C(r,θ) in the polar coordinate (upper panel), transformed from
image BC(x, y) in figure A.2. The angle θ is defined with respect to y-axis. The lower
panel is the angular profile averaged between both two dashed lines in the upper panel.
two linear components having the following relations:
A = a(H+ f V),
B = b( fH+V),
U = 12 (H+V),
(A.3)
where H and V are images from perfect linearly polarized photolysis light in the
y and z directions, respectively. The key to extracting the normalization factors a
and b, and the impurity f is to use the angular distributions of the B images in
figure A.2 on page 171. It is indeed difficult to see the angular anisotropy directly
from the B(x, y) images. However, it becomes clear if they are transformed to po-
lar coordinates (upper panel in figure A.4). The angular anisotropy for the outer
rings is shown in the lower panel of figure A.4. Because of the large anisotropy of
the S(1S) products (β ∼ 2), there are much fewer contributions of isotropic signals
from the polarization in the z direction, so that the anisotropic signals from the
contributions of the impure polarization in the y direction are sensitive. There-
fore, images B can be used as a probe for extracting the impurity f ; i.e. making
the profile shown in the lower panel in figure A.4 ‘flat’ by subtracting images A
or U. For crushed images, the relation UC = AC +BC is fulfilled and the relations,
BC −0.10UC ∝VC, BC −0.05AC ∝VC, was found to produce an isotropic angular dis-
tribution (∼VC). Therefore, the factors are worked out as a= b= 0.95, and f = 0.05.
However, for the partially crushed images, the relations can not be extracted be-
cause the non-uniform time gate were not always in exactly the same position for
the ion clouds. For the partially sliced images, the relations UPS = 0.79APS+0.21BPS,
BPS −0.18UPS ∝ VPS, and BPS −0.22APS ∝ VPS were found. The factors then can be
calculated to be a= 0.6, b= 3.76a= 2.24, and f = 0.06.
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Figure A.5: Two ‘perfect’ images HC and UC from polarized and unpolarized photolysis
light, respectively; together with the inverted images, HC(inv) and UC(inv). The cylindrically
symmetric axis for inversion is along the laser polarization axis (y or E) for HC and
along the laser propagation axis (x) for UC.
The impurity factor f is consistent for both measurements, and the average is
0.055. Therefore, we can calculate the extinction ratio of the TFP to be 18, and
the degree of polarization of the photolysis source to be ρ = (1− f )/(1+ f ) = 90%.
Furthermore, we can use the extracted impurity f to recover the pure H images to
be HC = AC −0.05BC (as shown in figure A.5), and HPS = APS −0.015BPS. However, it
is difficult to recover an accurate HPC because the timing of the non-uniform gate
was difficult to be set the same. Roughly, HPC =APC−0.1BPC was used for the further
comparisons.
A.5 Comparison of ‘perfect’ and ‘imperfect’ images
Images HC and UC are called here ‘perfect’ images from polarized and unpolarized
photolysis light, respectively. They can be Abel inverted as shown in figure A.5.
Note that the cylindrical symmetric axis for Abel inversion is the laser polariza-
tion direction for polarized photolysis light (upper panels), but becomes the laser
propagation direction for unpolarized photolysis light (lower panels). The speed
and angular distributions can be derived from these inverted images.
The imperfect images are in principle not Abel invertible due to the lack of
a cylindrical symmetry axis. However, they were inverted here to compare the
effect of the imperfection. Table A.1 on the next page contains comparisons of the
anisotropy parameters (β) derived from the perfect and imperfect images. First
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Table A.1: Comparison of vibrational resolved anisotropy parameters (β) derived from
‘perfect’ and ‘imperfect’ imagesa. The β values are the weighted average over peaks for
different CO vibrational states and the last column is for the entire signals.
CO (υ)
Image
0 1 2 3
Total
AC 1.87(10) 1.93(6) 2.01(9) 1.62(13) 1.90(6)
APC 1.79(24) 1.80(4) 1.87(5) 1.60(8) 1.80(8)
APS 1.79(12) 1.88(3) 1.93(1) 1.91(1) 1.88(4)
HCa 1.89(10) 1.96(7) 2.09(11) 1.80(14) 1.95(7)
HPC 1.82(25) 1.85(5) 2.00(13) 1.96(11) 1.88(10)
HPSb 1.81(12) 1.90(3) 1.97(2) 1.96(1) 1.91(4)
UCa 1.97(7) 1.98(4) 2.02(14) 1.75(20) 1.97(7)
UPC 1.89(12) 1.97(2) 2.03(16) 2.28(48) 1.98(15)
UPSb 1.90(3) 1.84(1) 1.75(2) 1.61(1) 1.79(2)
aHC and UC are called ‘perfect’ images while the rest are ‘imperfect’ images.
bThe β values from partial slice images are derived directly without Abel inversion.
of all, if the images were not corrected by the detector sensitivity function S(x, y),
the derived β values (not shown here) fluctuate strongly and yield a bias to higher
values (β > 2), especially for the inner weak ring β(υ = 3). For the effects from
the depolarization of photolysis light, we can simply see the β values derived from
A images (impurely polarized) are consistently lower than those from H images
(perfect polarized). This is due to the isotropic contribution to the image from the
V geometry. Comparing a non-uniform crush (PC) with a uniform crush (C), β
values from PC fluctuate irregularly, especially for υ = 3. For the partially sliced
(PS) images, the errors gradually propagate from the outer to the inner rings. Note
that the β values extracted from the HPS image increase from outer to inner rings
but those from the UPS image decrease. This is because for the partial slice the 2D
projection of the outer Newton sphere I(υx1 ,υy1 ,υzi ) is partially summed into the
ideal slice I(υx1 ,υy1 ,0). The trend can be explained by reference to the HC and UC
images in figure A.5 on the preceding page. The ‘unwanted’ angular distribution of
I(υx1 ,υy1 ;υzi > 0) for the partial slice image is more anisotropic for ‘Polarized’, and
more isotropic for ‘Unpolarized’.
Comparing the speed distributions from imperfect to perfect images, the im-
perfect crush (PC in figure A.2 on page 171) could give positive or negative errors,
which are errors propagated from the inversion of the outer ring. The effect is
negligible for A (impurely polarized) and H (polarized) images but strong for U (un-
polarized) images. This is due to the fact that the signal arrival time spread for U
is broader. The imperfect slicing effects have been described by Shiu et al. [5], who
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Figure A.6: Illustration of the degrees of
slicing using the speed distributions.
found that in order to obtain a correct branching ratio for two discrete channels, as
an empirical rule-of-thumb the slicing ratio (∆tslice image/∆tfull image) must be less than
1/3. However, this rule cannot be applied to a signal which has a near continuous
distribution. The time slice (∼ 1/4) of image (PS) shown in figure A.2 on page 171 is
not thin enough to select the center part of the Newton sphere without interference
from outer Newton sphere signals.
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Appendix B
Movies
“Movies” can vividly present sophisticated images, by two dimensions in the plane
plus the time dimension. This appendix provides the complementary “movies” for
the figures shown in this thesis. This appendix is only meaningful in the electronic
version.1 ,2
1For playing the movies in the PDF electronic version, Windows® or Mac OS® versions of Adobe®
Reader, later than version 6, is required. The embedded movies can also be extracted and saved to
disk from within Readers which support file attachments.
2This is a part of Shiou-Min Wu’s PhD thesis, Radboud University Nijmegen, 2007. The PDF version of
the thesis is included in the CD-ROM, and a HTML version of the movies is also available therein.
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Movie B.1: O2 molecular beam profile. The time scale of this movie is ∆y. This movie
is correlated with the upper panel of figure 3.9 on page 48.
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Dx = 1mm
Movie B.2: Laser focusing profile. The time scale of this movie is ∆x, while in fact the
lens is moved instead of scanning the molecular beam (dashed circles). This movie is
the raw data for figure 3.10 on page 49.
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Movie B.3: Doppler scanning: laser frequency profile as a probe to scan the photodis-
sociation product. The time scale of this movie is ∆λ (i.e. ∆ν). This movie is correlated
with figure 4.3 on page 61.
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B.3 3D imaging
B.3.1 Calibration function
Frame1
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(a) I1 and 2(x, y,∆t) (b) RI (x, y,∆t)
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Movie B.4: Calibration function of the 3D imaging detector. The time scale of these
two movies is the switching time (∆t). These movies are correlated with figure 4.14 on
page 74.
B.3.2 Numerical slicing of the 3D image
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Movie B.5: Movie presentations of the 3D image as shown in figure 4.15 on page 77,
using the t-, x- and y-slicing methods. The time scales of these movies are ∆t, ∆x and
∆y, respectively.
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B.4 Precession of O(1D) about an applied magnetic field
Two different pump-probe delay times and several geometries are used to study
the precession of O(1D2) with respect to an applied magnetic field B. Movies B.6–
B.8 are pseudo 3D velocity map images, where the three images for τ = 80ns and
the seven images for τ = 400ns are produced by optical slicing, each representing
different υz (TOF direction). The key point to watch in these movies is the B-field
axis, where the signals rotate about this axis. The rotation axis for the beginning of
each movies is not fixed to the B-field indicated here, due to the penetrating Earth
magnetic field. See chapter 9 in details.
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Probe
45
45
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Movie B.6: Precession of O(1D2) atoms about an applied magnetic field. The strongly
aligned O(1D2) atoms are produced by the photodissociation of O2 at 157nm. The pho-
tolysis light is unpolarized, while the polarization of the detection light (205.5nm) is
as illustrated. The pump-probed delay time τ= 80ns. The time scale of these movies is
the magnetic field B. The higher background signal seen in the beginning of movie (b)
is due to the electron impact ionization.
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Movie B.7: Precession of O(1D2) atoms about an applied magnetic field, with τ= 80ns.
See the caption of movie B.6 for more details.
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Movie B.8: 3D views of the precession O(1D2) about the applied magnetic field, taken
from movies B.6 and B.7. Note that the indications of the B field and probe laser
directions here are schematic.
Summary
The scope of this thesis, entitled “Imaging the photodissociation dynamics of OCS,
SH and O2: a guide to experimental design and atomic polarization”, is twofold:
one, development and applications of the velocity map imaging (VMI) technique;
the other, investigation of atomic polarization arising from the photodissociation
of small molecules. A general introduction is given in chapter 1, and the rest is
divided into: Part I (chapters 2–4), Part II (chapters 5–9), and Appendices.
Part I, experimental development and applications, starts with evaluating the
VMI experiment (chapter 2). First, why VMI is chosen out of several unique tech-
niques is described. To evaluate this technique, analytical and numerical simu-
lations, including time of flight, velocity magnification, time-crushed/sliced imag-
ing, velocity aberrations, velocity resolution, spatial map imaging (SMI) and sig-
nal rate (including one-photon photodissociation and two-photon photoionization
rates), has been systematically carried out. This analysis provides essential knowl-
edge for the key elements that an ‘imager’ pursues. In chapter 3, the experimen-
tal setup used in this thesis, together with its operation, is described in detail.
Several useful accessories, namely photoion time-of-flight (TOF) mass spectrome-
try, resonance-enhanced-multiphoton-ionization (REMPI) spectroscopy, and appli-
cations of SMI, are demonstrated. Some preliminary VMI studies on the photodis-
sociation and photoionization of small molecules at 157nm are also described. All
of the above in chapter 3 can also be viewed as proofs of the simulations in chap-
ter 2. Chapter 4 extends the materials in chapter 2, on the basis of crush (a projec-
tion of the three-dimensional velocity distribution to a two dimensional, 3D→2D),
slice (direct two-dimensional, 2D, projection) and full three-dimension (3D) imag-
ing, in which detailed analyses and examples are given. Figure 4.1 deserves to be
mentioned here: it gives a summary of all the experimental techniques described
in this thesis. A basic treatment of crush imaging and the reconstruction meth-
ods are briefly described. Slice imaging is categorized as ‘Doppler slicing’, ‘optical
slicing’ and ‘time slicing’. The first two slicing methods are determined in the ion-
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ization stage, while the third is produced by time-slicing the arriving ion packet.
Doppler-free imaging is also demonstrated. A uniform optical slicing and a good
crush condition using time-lag focusing are used for the first time. 3D imaging is
certainly the ultimate solution. A 3D image is demonstrated; however, technical
limits need to be overcome for further applications.
Part II, atomic polarization following the photodissociation of OCS, SH/SD and
O2, starts by introducing product atomic polarization and related photodissociation
dynamics (chapter 5). This chapter goes from the simple to the complex, covering
the general knowledge of the emerging theoretical and experimental techniques,
and the methods used in the following chapters are described in detail here. In
chapter 6, unexpected structured S+ signals were observed in the photoexcitation
of carbonyl sulfide (OCS) at 157nm. The S+ signals have been shown to arise from
the photodissociation of OCS followed by photoionization of S(1S0). This study is
an example where the product polarization is purely isotropic, because the total
angular momentum J= 0 for S(1S0). In chapter 7, completely polarized S(1D2) from
the photodissociation of SH(υ′′ = 2–7) and SD(υ′′ = 3–7) has been observed at 288
and 291nm. The mechanism is clarified by comparison with ab initio calculations.
Atomic S(1D2) photofragment is produced via the A 2Σ+ state. The S(1D2) product
is aligned, in which the total angular momentum J is perpendicular to the recoil
velocity v. The experimental results are well predicted by the diabatic model. In-
terestingly, the S(3PJ) products behave differently, and the mechanism is not well
understood yet. In chapter 8, a thorough study of the photodissociation of O2 via
the B 3Σ−u state is presented. Several geometries were used to understand the po-
larization of O(1D2) products arising from the photodissociation of O2 at 157nm. For
the analysis, a general expression using the a(k)q (p) polarization parameters up to
rank k= 4 is given. The analysis shows that the angular momentum J of the O(1D2)
product is aligned predominantly perpendicular to the recoil velocity v. Another
approach, the photodissociation of O2 (υ′′ ≥ 6) at 203 and 205nm, shows consistent
results. Similar to the SH study in chapter 7, the diabatic model describes the
O(1D2) alignment fairly well, but poorly describes the O(3PJ) fine-structure branch-
ing ratios. Preliminary results of the O(3P) + O(3P) channel and several accompany-
ing REMPI photoelectron images have also been presented in this chapter. Finally,
the precessional motion of the O(1D2) photo-products in an applied magnetic field
has been visualized in chapter 9, by means of the “movies”. This also provides
an alternative method to study atomic polarization arising from photodissociation,
and leads to further studies on the stereodynamics involved by polarized atoms.
In the appendices, problems leading to ‘imperfect’ images are pointed out in ap-
pendix A, and a correction procedure used for the OCS study (chapter 6) is demon-
strated. Thanks to modern computer technology, several fascinating “movies” are
embedded in this thesis (electronic version). In order to maintain the integrity of
the ‘traditional’ paper version, all these movies are group into appendix B.
Samenvatting
De opzet van dit proefschrift, getiteld “Imaging the photodissociation dynamics
of OCS, SH and O2: a guide to experimental design and atomic polarization”, is
tweeledig: enerzijds de ontwikkeling en toepassingen van de velocity map imaging
(VMI) techniek, anderzijds het onderzoek naar atomaire polarisatie, geïduceerd
door fotodissociatie van kleine moleculen. Een algemene introductie is in hoofd-
stuk 1 gegeven en de rest is verdeeld in Deel I (hoofdstukken 2–4), Deel II (hoofd-
stukken 5–9) en Appendices.
Deel I, experimental development and applications, begint met een evaluatie
van het VMI experiment (hoofdstuk 2). Allereerst wordt beschreven waarom VMI
is gekozen uit verschillende bijzondere technieken. Om de VMI methode te eval-
ueren zijn diverse analytische en numerieke simulaties, waaronder time-of-flight,
snelheidsvergroting, time-crushed/sliced imaging, snelheidsafwijkingen, snelheid-
sresolutie, spatial map imaging (SMI) en signaalsterkte (waaronder één-foton fo-
todissociatie en twee-foton fotoionisatie sterktes), systematisch uitgevoerd. Deze
analyse levert essentiële kennis over de hoofddoelen die een ‘imager’ nastreeft. In
hoofdstuk 3 wordt de experimentele opstelling die gebruikt is in dit proefschrift,
samen met de werking ervan, in detail beschreven. Verschillende nuttige meth-
odes, namelijk fotoion time-of-flight (TOF) massaspectrometrie, resonance-
enhanced-multiphoton-ionization (REMPI) spectroscopie en SMI toepassingen, wor-
den ook gedemonstreerd. Daarnaast zijn enkele voorgaande VMI studies naar
fotodissociatie en fotoionisatie van kleine moleculen bij 157nm beschreven. Het
bovengenoemde in hoofdstuk 3 kan ook beschouwd worden als een bewijs voor de
simulaties in hoofdstuk 2. Hoofdstuk 4 geeft een uitbreiding van het materiaal in
hoofdstuk 2, op basis van crush (een projectie van de driedimensionale snelheids-
distributie naar een tweedimensionale, 3D→2D), slice (directe tweedimensionale,
2D, projectie) en volledige driedimensionale (3D) imaging, waarin gedetailleerde
analyses en voorbeelden worden gegeven. Afbeelding 4.1 verdient hier vermeld te
worden: het geeft een samenvatting van alle experimentele technieken beschreven
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in dit proefschrift. Crush imaging en de reconstructie methodes zijn ook kort
beschreven. Slice imaging is gecategoriseerd als ‘Doppler slicing’, ‘optische slic-
ing’ en ‘time slicing’. De eerste twee slice methoden worden bepaald in het ion-
isatiestadium, terwijl de derde is gevormd door ‘time slicing’ van de aankomende
ionen. Doppler-free imaging is ook gedemonstreerd. Een uniforme optische slic-
ing en een goede crush conditie door middel van time-lag focusing zijn voor de
eerste keer gebruikt. 3D imaging is zeker de ultieme oplossing. Een 3D beeld
is gedemonstreerd, maar technische beperkingen moeten nog overwonnen worden
voor verdere toepassingen.
Deel II, atomic polarization following the photodissociation of OCS, SH/SD
and O2, begint met een introductie over atomaire polarisatie en aanverwante fo-
todissociatie dynamica (hoofdstuk 5). Dit hoofdstuk gaat van eenvoudig naar com-
plex, en beschrijft de algemene kennis over de huidige theoretische en experi-
mentele technieken. Daarnaast zijn de methodes die in de volgende hoofdstukken
worden gebruikt in detail beschreven. In hoofdstuk 6 zijn onverwachte, gestruc-
tureerde S+ signalen in de fotoexcitatie van carbonyl sulfide (OCS) bij 157nm geob-
serveerd. Het is aangetoond dat de S+ signalen ontstaan door fotodissociatie van
OCS, gevolgd door fotoionisatie van S(1S0). Deze studie is een voorbeeld waarbij
de productpolarisatie puur isotroop is, omdat het totale draaiimpulsmoment J = 0
voor S(1S0). In hoofdstuk 7 is volledig gepolariseerd S(1D2) van fotodissociatie van
SH (υ′′ = 2–7) en SD (υ′′ = 3–7) waargenomen bij 288 en 291nm. Het mechanisme
is opgehelderd door de resultaten te vergelijken met ab initio berekeningen. Het
atomaire S(1D2) fotofragment is via de A 2Σ+ toestand geproduceerd. Daarnaast is
het S(1D2) product aligned, waarbij het totale draaiimpulsmoment J loodrecht op
de recoil snelheid v staat. De experimentele resultaten zijn goed voorspeld door
het diabatische model. Opmerkelijk is dat de S(3PJ) producten zich anders gedra-
gen, en het mechanisme daarvan is nog niet goed begrepen. In hoofdstuk 8 wordt
een grondige studie naar de fotodissociatie van O2 via de B 3Σ−u toestand gepre-
senteerd. Verschillende geometrieën zijn gebruikt om de polarisatie van de O(1D2)
producten, voortkomend uit fotodissociatie van O2 bij 157nm, te begrijpen. Voor de
analyse is een algemene uitdrukking gegeven in termen van de a(k)q (p) polarisatie
parameters tot en met rang k = 4. De analyse toont dat het draaiimpulsmoment
J van het O(1D2) product overwegend loodrecht op de recoil snelheid v staat. Een
ander experiment, de fotodissociatie van O2 (υ′′ ≥ 6) bij 203 en 205nm, levert con-
sistente resultaten. Vergelijkbaar met de SH studie in hoofdstuk 7 voorspelt het
diabatische model de O(1D2) alignment redelijk goed, maar de O(3PJ) fijnstructuur
branching ratios zijn slecht beschreven. Voorgaande resultaten van het O(3P) +
O(3P) kanaal en enkele bijbehorende REMPI foto-elektron images worden ook in
dit hoofdstuk gepresenteerd. Ten slotte is in hoofstuk 9 de precessie-beweging van
het O(1D2) fotoproduct in een aangelegd magnetisch veld gevisualiseerd, door mid-
del van de “films”. Dit levert ook een alternatieve methode om atomaire polarisatie
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te bestuderen die voortkomt uit fotodissociatie, en leidt tot verdere studies naar de
stereodynamica betrokken bij gepolariseerde atomen.
In appendix A worden problemen genoemd die leiden tot ‘onvolmaakte’ images,
en een correctie-procedure die gebruikt is in de OCS studie (hoofdstuk 6) wordt
gedemonstreerd. Dankzij moderne computertechnologie zijn enkele fascinerende
“films” in dit proefschrift (elektronische versie) vastgelegd. Om de integriteit van
de “traditionele” papieren versie te handhaven, zijn al deze films gegroepeerd in
appendix B.
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