Abstract: Face detection and recognition technology has shown a steep development in the field of scientific research and is subsequently harvesting growing interest from the industry, which in fact can be confirmed seeing numerous implementations in forms of commercial applications such as autofocus in digital cameras, human computer interfaces in smartphones, or even video surveillance cameras in airports. In response to this growing interest and willingness to implement this technology of face detection and face recognition technology, this paper will provide the readers with fundamental knowledge of how face detection essentially works and ought to help the readers to establish a foothold in developing own ideas using face detection technology. The main purpose of this research paper is to introduce several significant principles of current face-detecting methods such as active shape model (ASM), active appearance model (AAM) and constrained local models (CLM) in a comprehensive manner and to provide some insight on closely related topics such as principal component analysis and eigenfaces. In this paper, we will also present selected examples of implementations of above mentioned face-detecting methods via open-source software applications such as of xFacetracker and FaceSubstitution with openFrameworks.
Introduction
Face detection technology is considered to be one of the most popular area of research. Advances in computer vision research make it possible for various implementations of the face technology, for instance in video-surveillance cameras, human-machine interfaces, in-vehicle infotainment systems, etc. This paper is composed under the following concept. In Section 2, prior to introducing the face-detecting methods, we will describe some selected fundamental preliminary research topics which are critical in understanding the concept of shape analysis-based methods of face detection. Preliminary topics include the statistical shape analysis, principal component analysis (PCA), and eigenfaces. For each of these topics, we will provide definitions, mathematical concepts, and visual aids in form of graphs or pictures. Building on the preliminaries, in Section 3 we will focus on actual face-detection algorithms, the active shape model (ASM), and the active appearance model (AAM). Following, the constrained local models (CLM) will be explained with comparisons to the prior mentioned face detection methods (ASM, AAM). In Section 4, we examine and analyse some of the more interesting and contemporary implementations of CLMs in form of open-source javascript application libraries and openFrameworks applications such as 'clmtrackr' (by Audun Mathias Oygard), 'ofxFaceTracker' (by Kyle McDonald), and 'FaceSubstitution' (by Arturo Castro and Kyle McDonald). Section 5 concludes this tutorial paper with cogitation in further possible applications where CLM can be used and explore feasible prospects in several areas such as the entertainment and multimedia industry.
Statistic shape analysis

Procrustes analysis
To explain statistical shape analysis, we have to know the definition of shape. Kendall defines shape as "all the geometrical information that remain when location, scale and rotational effects are filtered out from an object" (Kendall, 1984) . I.e., shape is invariant to Euclidean similarity transformations such as rotation, translation and dilation. This means that for a true shape representation, we need to filter out the location of the shape by translation, the scale by dilation, and the rotational effects by offsetting the rotations. After offsetting the transformation factors, different shapes can be compared by calculating the Procrustes shape distance (PSD) (Cootes et al., 2000) , which is a least-squares type shape metric that requires two aligned shapes with one-to-one point correspondence, and is also a numerical representation of the similarity between the given shapes. A smaller PSD value between two shapes means that the shapes are more similar to each other. E.g., let the following be a vector representation of a shape with n landmark points.
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Then, the PSD P d between two shapes X α and X β is as follows.
The Procrustes analysis can be simply summarised as follows. 
Principal component analysis
The Procrustes analysis in 2.1 is a very popular and often used form of statistical shape analysis. However, it has a major drawback that it requires a lot of processing power the larger the set of image data grows, since every landmark point -regardless of its significance of variation -is being processed. In cases where there exists a rather large dataset of images, it is therefore useful to take advantage of the PCA to alleviate the strenuousness of the whole process (Cootes et al., 2000) . The significance for using PCA is to reduce the number of processing points (landmark points of the shapes) while keeping the loss of important information to a minimum. To achieve this, the landmark points have to be ordered in significance of variation to the mean shape. Landmark points that are closer to the mean are considered more meaningful. These components are said to principal, because they represent important landmark features of the original shape. Some of the less important components, which are essentially comparable to noise, can be therefore omitted from the analysis, which saves processing time. For example, suppose we have a dataset of m images (shapes), with n landmark points each.
Let the original dataset be S, such that
Since we are interested in how much each component deviates from the original, we create a new dataset S′, such that 
After calculating the m × n dimensional covariance matrix C of the new set S′, the next step is to obtain the eigenvectors ξ i and eigenvalues λ i of C. Now, the eigenvector with the highest eigenvalue is the principal component of the entire dataset. The processing speed now depends on the size of the feature vector, i.e., the number of the remaining datasets. For precision, it is better to retain most of the original dataset. On the other hand, if speed is an important issue, it is practical to retain only a small number of the original datasets. The PCA requires several mathematical steps such as computing the covariance matrix, singular value decomposition, extracting eigenvectors and eigenvalues, etc. However, since this tutorial paper focuses more on introducing fundamental concepts, mathematical details will be presented in another more detailed tutorial paper.
Eigenfaces
Suppose that the image dataset we have consists of people's faces. Running the PCA with the given dataset of face images will yield eigenvectors that represent faces, hence the name 'eigenfaces' (Turk and Pentland, 1991) . Producing eigenfaces such that it makes sense requires a few pre-processing steps. First, the face images have to be normalised so that the eyes and the mouths line up exactly. Secondly, all images should have the same pixel resolution. After the pre-processing, it follows the same steps as the PCA.
3 Face-detecting algorithms
Active shape model
The ASM is a form-fitting method to match new images with prior models based on statistic shape analysis and was developed by Cootes and Taylor (1995) (Cootes et al., 2000) . It uses the statistical approach, because this makes it much easier to determine if variations in the test images are either plausible or not. Also, the interpretation of new images based on a statistic analysis of trained images has the advantage that the algorithm can be applied to various cases since it only references the given training examples. The basic idea of ASM is that, given a sample image, the ASM algorithm allows the parameters of the given shape to converge to the trained image. Suppose there are n landmark points set and there are s training examples using the vector representation as in (1). By applying PCA to the data and reducing the dimension of components we get 1, 2, 3, ,
where P = (P 1 , P 2 , …, P t ) P j eigenvectors of the covariance matrix.
 is a set of variables that determines the shape of X j . Now, we can apply the ASM algorithm as follows. Convergence is reached when an additional iteration does not cause any significant variation in the pose parameters.
Active appearance model
Thanks to the simplicity of the ASM, it is a relatively fast face-detecting method, however, it is considered not to be robust enough when introducing new images and sometimes does not provide an optimal fit. The AAM (Cootes and Taylor, 2001) updates the model parameters more effectively and efficiently. While using the shape model as in ASM, the AAM method also combines it with a texture model which includes patterns of intensity or colours (Cristinacce and Cootes, 2004) . The basic algorithm for AAM is as shown in Figure 3 . 
Constrained local model
The concept of the CLM is to detect specific feature points that are based on common knowledge (Cristinacce and Cootes, 2006) . In the case of face detection, the usual arrangement and shape of the human eyes and eyebrows, nose mouth for example, all can be used as feature points to identify a human face. As in ASMs and AAMs, the implementation of CLM consists of two steps, to build a suitable model by training sample images and to search and fit the found model to new images. Beside the shape model based on statistical shape analysis and PCA, the CLM architecture integrates also a patch model. Patches are local features such as the eyes, nose, mouth and so on. The patch model describes the most likely form of the patches. Figure 4 shows the abstract of the CLM algorithm. A patch model of eyes would most likely include a geometrical description equivalent to "look for oval shapes with circular pupils in the center". To build template patches for the feature points of the human face, CLM uses linear support-vector machines. To train the SVM, positive examples and negative examples are being fed to the SVM. As a result, a decision boundary between positive/negative examples is being created, i.e., when being fed with a new image, it uses these boundaries to determine whether the patch is existent or not. 
FaceSubstitution
FaceSubstitution is another interesting face-tracking project of Kyle McDonald in collaboration with Arturo Castro (https://github.com/arturoc/FaceSubstitution/). The FaceSubstitution runs in openFrameworks environment with the before mentioned ofxFaceTracker as an add-on. Given an image or video feed from the camera, it detects the face using ASM via ofxFaceTracker. If a face is being detected from the input feed, the user can drag photo images of other faces right into the screen, and the program searches the image for a face. If a correct face can be found, i.e., landmark points of the new image are identified, then it matches the landmarks of the face from the camera feed with the face of the dragged-in image and projects the image face onto the original face. Below are screenshots of some examples using FaceSubstitution with several images of various people. 
clmTrackr
clmTracker is a face tracking application in form of a javascript library developed by Audun Mathias Oygard (https://github.com/auduno/clmtrackr/). As its name suggests, it implements the CLM algorithm for tracking faces as shown in Figure 8 . Similar to FaceSubstitution, it fits facial models to faces from a video or image source. The author provides several examples of implementations on his website, each of them worth trying out. One of the examples involves substituting the face of an input source via camera feed or video with a face which can be selected from a drop down menu (http://auduno.github.io/clmtrackr/examples/facesubstitution.html). Another interesting example worth mentioning is the real-time face deformation example (http://auduno.github.io/clmtrackr/examples/facedeform.html). As you can see below in Figure 9 , it is possible to adjust different parameters which mostly represent the distances from facial components, i.e., patches.
Figure 9
Real-time face deformation example using clmTrackr, chrome web-browser (see online version for colours)
Conclusions
As of today, face detection technology remains as one of the most important topics regarding security and identification systems. In combination of drone technology as it is being researched numerously, it will have an enormous impact on our society regarding urban surveillance and privacy. Not only that, face detection algorithms as introduced in this paper, will help the current development of advanced driver assistant systems (ADAS) in commercial vehicles. For instance, it will be more efficient in terms of recognising the state of the driver because it makes it possible to read facial expressions such as closed eyes for a longer time period while driving(gaze-tracking), excessive yawning, which indicate that the driver might be in a tired state physically.
In future works, we will go further on the mathematical details of the algorithms, and also look for performance improving solutions for real-time emotion detection.
