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I. INTRODUCTION
It is well known that relay terminal cooperation can improve the performance of a wireless network considerably [1] - [4] . A source terminal, several relay terminals, and a destination terminal constitute a cooperative network, where the relay terminals relay the signals from Manuscript the source terminal to the destination terminal. Because the destination terminal may receive different signals from several relay terminals simultaneously, some mechanism is needed to prevent or cancel the interference among these signals.
A simple solution is the so-called repetition-based cooperative strategy, which was proposed in [3] . In this strategy, only one relay terminal is allowed to transmit the signals at every time slot. Consequently, no interference exists at the destination terminal, and hence, the decoding process is single-symbol maximum likelihood (ML) decodable. 1 Furthermore, it has been shown that the repetition-based cooperative strategy could achieve the full diversity order K, where K is the number of relay terminals. Due to its single-symbol ML decodability and full diversity order, the repetition-based cooperative strategy was used and studied in many papers [4] , [6] - [10] . However, the repetition-based cooperative strategy has very poor bandwidth efficiency. It is easy to see that the data-rate 2 of the repetition-based cooperative strategy is 1=K. Recently, many researchers noticed that the use of distributed space-time codes could improve the bandwidth efficiency of cooperative networks [11] - [13] and many practical distributed space-time codes were proposed [14] - [17] . However, none of those codes were single-symbol ML decodable in general. 3 In [18] , Hua et al. investigated the use of the generalized orthogonal designs in cooperative networks. It is well-known that the generalized orthogonal designs can achieve the single-symbol ML decodability and full diversity [19] , [20] . However, when the generalized orthogonal designs were directly used in cooperative networks, the orthogonality of the codes was lost, and hence, the codes were not single-symbol ML decodable any more [18] . Very recently, Jing et al. used the existing orthogonal and quasi-orthogonal designs in cooperative networks [21] . But, the codes proposed in [21] were not single-symbol ML decodable in general. To the best of our knowledge, distributed space-time codes which achieve both the single-symbol ML decodability and the full diversity order have never been designed. This motivated our work.
In this correspondence, we first consider the distributed orthogonal space-time block codes (DOSTBCs) in the amplify-and-forward cooperative networks. The DOSTBCs achieve the single-symbol ML decodability and the full diversity order. However, systematic construction of the DOSTBCs is very hard due to the fact that the covariance matrix of the noise at the destination terminal is nondiagonal in general. Therefore, we restrict our interests to a subset of the DOSTBCs, which result in a diagonal noise covariance matrix at the destination terminal. We refer to the codes in this subset as the row-monomial DOSTBCs and derive an upper bound of the data-rate of the row-monomial DOSTBC. Compared to the repetition-based cooperative strategy, the row-monomial DOSTBCs achieve approximately twice higher data-rate, while having the same decoding complexity and diversity order. Furthermore, systematic construction methods of the row-monomial DOSTBCs are developed. We prove that the codes generated by the systematic construction methods achieve the upper bound of the data-rate when the number K of relays and/or the number N of information-bearing symbols are even. 1 A code or a scheme is said to be single-symbol ML decodable, if its ML decoding metric can be written as a sum of several terms, each of which depends on at most one transmitted symbol [5] . 2 In this correspondence, the data-rate of a cooperative strategy or a distributed space-time code is defined as the average number of symbols transmitted by the relay terminals per time slot, i.e., its value is equal to the ratio of the number of transmitted symbols to the number of time slots used by the relay terminals to transmit all these symbols. 3 The schemes proposed in [15] would be single-symbol ML decodable only if the space-time code it used was single-symbol ML decodable. The fundamental difference between [15] and this correspondence is that the decode-and-forward protocol is considered in [15] ; while, we consider the amplify-and-forward protocol in this correspondence.
The rest of this correspondence is organized as follows. Section II describes the cooperative network considered in this correspondence. In Section III, we define the DOSTBCs and show that they achieve the single-symbol ML decodability and the full diversity order. In Section IV, the row-monomial DOSTBCs are first defined and an upper bound of the data-rate of the row-monomial DOSTBC is then derived. Section V presents the systematic construction methods of the rowmonomial DOSTBCs. We present some numerical results in Section VI and then conclude this correspondence in Section VII.
Notations: Bold upper and lower letters denote matrices and row vectors, respectively. Also, diag[x 1 ; . . . ; x K ] denotes the K 2K diagonal matrix with x 1 ; . . . ; x K on its main diagonal; 0 k 2k the k 1 2k 2 all-zero matrix; I I IT 2T the T 2T identity matrix; [1] k the kth entry of a vector; [1] k ;k the (k 1 ; k 2 )th entry of a matrix; ( 1 ) 3 the complex conjugate; ( 1 ) H the Hermitian; ( 1 ) T the transpose. For two real numbers a and b, dae denotes the ceiling function of a; bac the floor function of a; mod(a; b) the modulo operation. For two sets S 1 and S 2 , S 1 0 S 2 denotes the set whose elements are in S 1 but not in S 2 .
II. SYSTEM MODEL
Consider a cooperative network with one source terminal, K relay terminals, and one destination terminal. Every terminal has only one antenna and is half-duplex. Denote the channel from the source terminal to the kth relay terminal by h k and the channel from the kth relay terminal to the destination terminal by f k . h k and f k are spatially uncorrelated complex Gaussian random variables with zero mean and unit variance. We assume that the destination terminal knows the instantaneous values of the channel coefficients h k and f k by using training sequences; while the source and relay terminals have no knowledge of the instantaneous channel coefficients.
At the beginning, the source terminal transmits N complex-valued symbols over N consecutive time slots. 4 Let s s s = [s1; . . . ; sN ] denote the symbol vector transmitted from the source terminal, where the power of s n is E s . Assume the coherence time of h k is larger than N ; then the received signal vector y y y k at the kth relay terminal is y y y k = h k s s s + n n n k , where n n n k = [n k;1 ; . . . ; n k;N ] is the additive noise at the kth relay terminal and it is uncorrelated complex Gaussian with zero mean and identity covariance matrix. All the relay terminals are working in the amplify-and-forward mode and the amplifying coefficient is E r =(1 + E s ) for every relay terminal, where E r is the transmission power at every relay terminal. 5 In order to construct a distributed space-time code, every relay terminal multiplies y y y k and y y (f k n n n k A A A k + f k n n n 3 k B B B k ) + n n nD (2) where n n n D = [n D;1 ; . . . ; n D;T ] is the additive noise at the destination terminal and is uncorrelated complex Gaussian with zero mean and identity covariance matrix. 6 
then we can rewrite (2) in the following way:
y y y D = w w wX X X + n n n:
Because the matrix X X X contains N information-bearing symbols s 1 ; . . . ; s N and it lasts for T time slots, the data-rate of X X X is equal to N=T . 7 From (5), it is easy to see that the mean of n n n is zero and the covariance matrix R R R of n n n is given by
III. DISTRIBUTED ORTHOGONAL SPACE-TIME BLOCK CODES
In this section, we will first define the DOSTBCs. Then, in order to evaluate the diversity order of the DOSTBCs, some properties of A A A k and B B B k are presented. Lastly, we show that the DOSTBCs can achieve the full diversity order.
From ( 
where C is the set containing all the possible symbol vector s s s. Inspired by the definition of the generalized orthogonal designs [20] , [22] , we define the DOSTBCs in the following way. 2) The matrix X X X satisfies the following equality:
6 Note that we assume that there is no direct link between the source and destination terminals. The same assumption has been made in many previous publications [14] - [17] . Furthermore, we assume perfect synchronization among the relays as in [4] , [14] - [18] . Synchronization is a critical issue for the practical implementation of cooperative networks; but it is beyond the scope of this correspondence. 7 Considering the N time slots used by the source terminal to transmit the symbol vector s s s, the overall data-rate of the entire transmission scheme is N=(N + T). In this correspondence, because we focus on the design of X X X, we will use the data-rate N=T of X X X as the metric to evaluate the bandwidth efficiency, as we have mentioned in Section I.
where D D Dn = diag[jh1j 2 Dn;1; . . . ; jhKj 2 Dn;K], and D n;k are nonzero for k = 1; . . . ; K.
Substituting (9) into (8), it is easy to show that the DOSTBCs are single-symbol ML decodable. 8 Furthermore, the DOSTBCs can also achieve the full diversity order K. Before presenting the proof, we first derive some fundamental properties on A A A k and B B B k , which will be used throughout this correspondence. For convenience, we define that a matrix is column-monomial (row-monomial) if there is at most one nonzero entry on every column (row) of it.
Lemma 1: If a DOSTBC X X X in variables s 1 ; . . . ; s N exists, its associated matrices A A A k and B B B k ; 1 k K, have the following properties.
1) A A
A k and B B B k cannot have nonzero entries at the same position.
Proof: The proof of the first two properties is similar with the proof of Property 3.2 in [23] . The proof of the fourth property is similar with the proof of [22, Prop. 1] . The proof of the third property is given in the following. When k 1 6 = k 2 , according to (9) , [ 
Note that h k and h k can be any complex numbers. Thus, in order to make (10) hold for every possible value of h k and h k , the following equalities must hold: 
By using Lemma 1 of [24] , we have the third property.
The diversity order of the DOSTBCs is given in the following lemma. After evaluating the diversity order of the DOSTBCs, a natural question is how to systematically construct the DOSTBCs. Unfortunately, the systematic construction method has not been found yet. We note that the major hindrance comes from the fact that the noise covariance matrix R R R in (7) is not diagonal in general. In the next section, thus, we will consider a subset of the DOSTBCs, whose codes result in a diagonal R R R.
IV. ROW-MONOMIAL DISTRIBUTED ORTHOGONAL SPACE-TIME BLOCK CODES
In this section, we first show that, if A A A k and B B B k are row-monomial, the covariance matrix R R R becomes diagonal. Then we define a subset of the DOSTBCs, whose associated matrices A A A k and B B B k are row-monomial, and hence, we refer to the codes in this subset as the row-mono- 8 The first term in (8) can be written as 0<f ( s + s )g, where and are independent of s . By (9), the second term in (8) can be decomposed into a sum of terms that only depend on js j . Therefore, (8) does not contain the terms s s ; s s s s , or s s ; n 6 = n , which implies the single-symbol ML decodability [5] , [20] . when N = 2l; K = 2m + 1 min 2l+1 2lm+2m+l+1 ; 2l+1 2lm+2l+m+1 ; when N = 2l + 1; K = 2m + 1 (12) mial DOSTBCs. Last, an upper bound of the data-rate of the row-monomial DOSTBC is derived.
As we stated in Section III, the nondiagonality of R R R makes the systematic construction of the DOSTBCs very hard. Thus, we restrict our interests to a special subset of the DOSTBCs, where R R R is diagonal. In the following, we show that the diagonality of R R R is equivalent with the row-monomial condition of A A A k and B B B k . (7) is a diagonal matrix if and only if
Proof: See Appendix B.
Based on Theorem 1, we define the row-monomial DOSTBCs in the following way. Proof: See Appendix C.
Lemma 3 is crucial to find the upper bound of the data-rate of the row-monomial DOSTBC. According to Definition 2 , if X X X is a rowmonomial DOSTBC, there are two types of nonzero entries in it: 1) the entries containing 6h k s n or the multiples of it by j; 2) the entries containing 6h 3 k s 3 n or the multiples of it by j. In the following, we will refer to the first type of entries as the nonconjugate entries and refer to the second type of entries as the conjugate entries. Lemma 3 implies that any column in X X X can not contain more than one nonconjugate entry or more than one conjugate entry. However, one column in X X X can contain one nonconjugate entry and one conjugate entry at the same time. Therefore, the columns in X X X can be partitioned into two types: 1) the columns containing one nonconjugate entry or one conjugate entry; 2) the columns containing one nonconjugate entry and one conjugate entry. In the following, we will refer to the first type of columns as the Type-I columns and refer to the second type of columns as the Type-II columns. For the Type-II columns, we have the following lemma.
Lemma 4: If a row-monomial DOSTBC X X X in variables s 1 ; . . . ; s N exists, the Type-II columns in X X X have the following properties. 1) The total number of the Type-II columns in X X X is even.
2) In all the Type-II columns of X X X , the total number of the entries containing sn or s 3 n ; 1 n N , is even.
Proof: See Appendix D.
Since the data-rate of X X X is defined as N=T , improving the data-rate of X X X is equivalent to reducing the length T of X X X , when N is fixed. Furthermore, we note that a Type-II column contains two nonzero entries; while a Type-I column contains only one nonzero entries. Therefore, if all the nonzero entries in X X X are contained in the Type-II columns, the data-rate of X X X achieves the maximum value. Unfortunately, in some circumstances, not all the nonzero entries in X X X can be contained in the Type-II columns. In those circumstances, in order to reduce T , we need to make X X X contain nonzero entries in the Type-II columns as many as possible. Based on this and Lemmas 3 and 4, we derive an upper bound of the data-rate of the row-monomial DOSTBC and the result is given in the following theorem. Proof: See Appendix E.
Because the data-rate of the repetition-based cooperative strategy is just 1=K, the data-rate of the row-monomial DOSTBC is approximately twice higher than that of the repetition-based cooperative strategy according to (12) . As we stated before, these are the data-rates of the transmission from the relays to the destination. On the other hand, we can also consider the overall data-rate of the cooperative network, i.e., the data-rate of the entire transmission from the source terminal to the destination terminal. For example, when N and K are both even, it is not hard to see that the overall data-rate of the cooperative networks using the row-monomial DOSTBCs is 2=(2 + K ). On the other hand, the overall data-rate of the repetition-based cooperative strategy is 1=(1 + K ), which is always smaller than 2=(2 + K ) for nonnegative K . Thus, we can conclude that the row-monomial DOSTBCs always have better bandwidth efficiency than the repetition-based cooperative strategy. Note that the better bandwidth efficiency of the row-monomial DOSTBCs is achieved without losing the single-symbol ML decodability or the full diversity order.
But we notice that the upper bounds of the data-rates of the rowmonomial DOSTBCs decrease when K increases. For a large cooperative network, the row-monomial DOSTBCs will not have good bandwidth efficiency. Therefore, although the row-monomial DOSTBCs are designed for a cooperative network with an arbitrary K , it may be preferable to implement them only for a cooperative network with a small K . When K is large, we may improve the bandwidth efficiency by relaxing the constraint of single-symbol ML decodability. Furthermore, when K is larger, it is harder to achieve good synchronization among the relay terminals.
V. SYSTEMATIC CONSTRUCTION OF THE ROW-MONOMIAL DOSTBCS ACHIEVING THE UPPER BOUND OF THE DATA-RATE
In this section, we present the systematic construction methods of the row-monomial DOSTBCs. For given N and K , we use X X X (N; K ) to denote the code generated by the systematic construction method. There are four different cases depending on the values of N and K .
A. N = 2l and K = 2m
For convenience, we will use A A A k (:; t 1 : t 2 ) to denote the submatrix consisting of the t1th, t1 + 1th, 111 ; t2th columns of A A A k . Similarly, B B B k (:; t 1 : t 2 ) denotes the submatrix consisting of the t 1 th, t 1 + 1th, 
The proposed systematic construction method of the row-monomial DOSTBCs achieving the upper bound of (12) is as follows.
Construction I:
Initialization: Set p = 1. Set A A A k = B B B k = 0 N 21 ; 1 k K, where 1 means that the length of the matrices is not decided yet. Step 2: Set p = p + 1. If p m, go to Step 1; otherwise, go to
Step 3.
Step Step 4: Calculate X X X(N; K) through (4) by using the matrices A A A k and B B B k obtained in Steps 1-3, and end the construction.
The following lemma shows that Construction I generates the rowmonomial DOSTBCs achieving the upper bound of (12) for any even N and K. By (4), the length of X X X(N; K) is T and it is the same as that of A A A k and B B B k . Therefore, the value of T is mN, and hence, the data-rate of X X X(N; K) is 1=m.
For example, when N = 4 and K = 4, the code constructed by Construction I is given by (16) shown at the bottom of the page and it achieves the upper bound of the data-rate 1=2.
B. N = 2l + 1 and K = 2m
This case is equivalent with the case that N = 2l and K = 2m if s N is not considered. Based on this, the proposed systematic construction method of the row-monomial DOSTBCs achieving the upper bound of (12) is as follows.
Construction II:
Step 1: Neglect s N and construct a K 22lm matrix X X X 1 in variables s 1 ; . . . ; s N 01 by Construction I.
Step 2: Form a K 2 K diagonal matrix X X X2 = diag[h 1 s N ; . . . ; h K s N ]:
Step 3: Let X X X(N; K) = [X X X 1 ; X X X 2 ] and end the construction.
Because the length of X X X 1 and X X X 2 is 2lm and K, respectively, the length of X X X(N; K) is 2lm + K. Thus, the data-rate of X X X(N; K) is (2l + 1)=(2lm + K), which is exactly the same as the upper-bound of (12) .
C. N = 2l and K = 2m + 1
This case is equivalent with the case that N = 2l and K = 2m if the Kth relay terminal is not considered. Based on this, the proposed systematic construction method of the row-monomial DOSTBCs achieving the upper bound of (12) is as follows:
Construction III:
Step 1: Neglect the Kth relay terminal and construct a 2m 2 2lm matrix X X X1 by Construction I. and end the construction.
Because the length of X X X1 and x x x2 is 2lm and N , respectively, the length of X X X(N; K) is 2lm + N . Thus, the data-rate of X X X(N; K) is 1=(1 + m), which is exactly the same as the upper-bound of (12).
D. N = 2l + 1 and K = 2m + 1
For this case, the proposed systematic construction method of the row-monomial DOSTBCs is as follows:
Construction IV: Part I:
Initialization: Set p = 0 and S = fs 1 ; . . . ; s N g.
Step 1: Neglect s 1+mod(p;N) and construct a 2 2 2l matrix X X X (p) in variables S 0 fs 1+mod(p;N ) g by Construction I.
Step 2: Set p = p + 1. If p < m, go to Step 1; otherwise, go to
Step 3: Let X X X 1 = [diag[X X X (0) ; . . . ; X X X (m01) ]; 0 122lm ] and proceed to Part II. Part II:
Initialization: Set p = 0; S (K) = S, and c = 1. Construct a K 21 matrix X X X2 with all zero entries, where 1 means that the length of X X X2 is not decided yet.
Step 1: Set [X X X 2 ] 2p+1;c equal to h 3 2p+1 s 3 1+mod(p;N ) .
Step 2: If S (K) = , set c = c + 1 and go to Step 4.
Step 3: Choose the element with the largest subscript from S (K) and denote it by smax. Let [X X X2]K;c equal to hKsmax and set c = c + 1. Let [X X X 2 ] 2p+1;c and [X X X 2 ] K;c be equal to h 3 2p+1 s 3 max and 0h K s 1+mod(p;N ) , respectively. Set S (K) = S (K) 0 fs max ; s 1+mod(p;N ) g and c = c + 1.
Step 4: Set p = p + 1. If p < m, go to Step 1; otherwise, set p = 0 and proceed to Step 5.
Step 5: Let [X X X 2 ] 2p+2;c equal to h 2p+2 s 1+mod(p;N ) .
Step 6: If S (K) = , set c = c + 1 and go to Step 8.
Step 7: Choose the element with the largest subscript from S (K) and denote it by s max . Let [X X Fig. 1 . Comparison of the row-monomial DOSTBCs, the repetition-based cooperative strategy, the distributed linear dispersion codes in [17] , and the quasiorthogonal distributed space-time codes in [21] , N = 4; K = 4.
[X X X 2 ] 2p+2;c and [X X Step 8: Set p = p + 1. If p < m, go to Step 5; otherwise, discard the all-zero columns at the tail of X X X2, build X X X(N; K) = [X X X1; X X X2], and end the construction.
For any odd N 9 and K 9, we have confirmed that the codes generated by Construction IV achieve the upper bound of (12) indeed. In general, however, it is hard to prove that Construction IV can generate the row-monomial DOSTBCs achieving the upper bound of (12) for any odd N and K.
VI. NUMERICAL RESULTS
In this section, we compare the performance of the proposed code X X X(4; 4), the repetition-based cooperative strategy, the distributed linear dispersion codes in [17] , and the quasi-orthogonal distributed space-time codes in [21] . We plot the average Bit Error Rate (BER) against the average Signal to Noise Ratio (SNR) per bit, where the average SNR per bit equals to the ratio of Er to the logarithm of the size of the modulation scheme. Furthermore, the optimum power allocation proposed in [17] is adopted, i.e., E s = KE r . The comparison results are given in Fig. 1 . It can be seen that the performance of the row-monomial DOSTBCs is much better than that of the repetition-based cooperative strategy in the whole SNR range. The performance gain of the row-monomial DOSTBCs is more impressive when the bandwidth efficiency is 2 b/s/Hz. Furthermore, because the BER curves of the row-monomial DOSTBCs are parallel with those of the repetition-based cooperative strategy, the row-monomial DOSTBCs indeed achieve the full diversity order K. Compared to the distributed linear dispersion codes in [17] and the quasi-orthogonal distributed space-time codes in [21] , the row-monomial DOSTBCs have worse performance. However, the row-monomial DOSTBCs have much less decoding complexity, because they are single-symbol ML decodable.
VII. CONCLUSION
We have first studied the DOSTBCs and showed that the DOSTBCs are single-symbol ML decodable and have the full diversity order K. Then, further investigation has been given to the row-monomial DOSTBCs and an upper bound of the data-rate of the row-monomial DOSTBC has been derived. Compared to the repetition-based cooperative strategy, the row-monomial DOSTBCs achieve approximately twice higher data-rate without losing the single-symbol ML decodability or the full diversity order. Furthermore, systematic construction methods of the row-monomial DOSTBCs have been developed. When N and/or K are even, we have proven that the codes generated by the systematic construction methods always achieve the upper-bound of the data-rate. When N and K are both odd, the proof has not been found; but we have confirmed that the codes generated by the systematic construction method achieve the upper-bound of the data-rate for N and K up to 9. 
APPENDIX
where k is the phase of h k . Consequently, we have y y y D =w w wX X X + n n n from (6) . Whenw w w is given, the mutual information between y y y D andX X X is given by [26] , the following inequalities hold:
can be seen from (7) and the first two properties in Lemma 1. Furthermore, we have [26] max(R R
where the last inequality is from (7) and the first two properties in Lemma 1.
In [27] , it has been shown that 1 + K k=1 jf k j 2 is independent of E, i.e., 1 
where the last step is because T K andX X X is full rank. In [27] , it has been shown that the average outage probability of (A7) decays with E as fast as 1=E K . Therefore, the average outage probability of the cooperative networks using the DOSTBCs decays with E as fast as 1=E K , i.e., the full diversity order K is achieved.
APPENDIX B PROOF OF THEOREM 1
The sufficient part is easy to verify. We only prove the necessary part 
Because (B3) and (B4) contradict with each other, we can conclude that any row of A A A k cannot contain two nonzero entries. Furthermore, in the same way, it can be easily shown that any row of A A A k cannot contain more than two nonzero entries, and hence, A A A k is row-monomial. Similarly, we can show that B B B k is row-monomial, which completes the proof of the necessary part.
APPENDIX C PROOF OF LEMMA 3
The proof is by contradiction. We assume that the t 0 th column of 
APPENDIX D PROOF OF LEMMA 4
If no Type-II column exists in X X X, it is trivial that the number of the Type-II columns in X X X is even. If there is one Type-II column in X X X, without loss of generality, we assume that the t1th column in X X X is a there must be another Type-II column, for example the t2th column, t 1 6 = t 2 , which contains 0h k s n and h 3 k s 3 n on the k 1 th and k 2 th row, respectively. 9 Therefore, the Type-II columns in X X X always appear in pairs, and hence, the total number of the Type-II columns in X X X is even.
For convenience, we will refer to any entry in X X X that contains sn or s 3 n as the s n -entry. If no s n -entry exists in the Type-II columns of X X X , it is trivial that the total number of s n -entries in the Type-II columns of X X X is even. If there is one sn -entry in a Type-II column of X X X , we assume it contains s n without loss of generality. From the proof of the first property in Lemma 4, we can see that there must be an s n -entry in another Type-II column and it contains s 3 n . Therefore, in the Type-II columns of X X X , the s n -entries always appear in pairs, and hence, the total number of the s n -entries in the Type-II columns of X X X is even.
APPENDIX E PROOF OF THEOREM 2
For convenience, we will refer to any entry in X X X that contains s n or s 3 n as the sn -entry. Let U denote the total number of nonzero entries in X X X ; V n the total number of s n -entries in X X X ; W k the total number of nonzero entries in the kth row of X X X . Obviously, U = N n=1 V n = K k=1 W k . According to the fourth property in Lemma 1, at least one
B k ]n;t is nonzero, 1 n N and 1 k K .
Thus, every row of X X X has at least one s n -entry, 1 n N . On the other hand, by the row-monomial condition of A A A k and B B B k , every row of X X X has at most two sn -entries, where one contains sn and the other contains s 3 n . Therefore, every row of X X X contains at least N and at most 2N nonzero entries, i.e., N W k 2N; 1 k K . For the same reason, we have K V n 2K; 1 n N . Consequently, we have N K U 2N K . Case I: N = 2l and K = 2m. When N = 2l and K = 2m; U N K = 4lm. Because a pair of Type-II columns contains 4 nonzero entries, at least d4lm=4e pairs of Type-II columns are needed to transmit all the nonzero entries. Since T is the total number of columns in X X X , we have the following inequality: Case II: N = 2l + 1 and K = 2m. When N = 2l + 1 and K = 2m, without loss of generality, we assume W 1 ; . . . ; W w are even and W1+w ; . . . ; W2m are odd, where 1 w 2m. We first have U N K = 4lm + 2m. Furthermore, because W k is even for 1 k w; W k N + 1 = 2l + 2. Consequently, U 4lm + 2m + w. On the other hand, because the Type-II columns always appear in pairs, the kth row of X X X ; w + 1 k 2m, must contain at least one Type-I column;
otherwise, W k will be even, which violates our assumption. Therefore, there are at least 2m0w Type-I columns in X X X and they contain 2m0w nonzero entries. Because a pair of Type-II columns contains 4 nonzero entries, the rest nonzero entries need at least d(4lm+2m+w0(2m0 w))=4e pairs of Type-II columns to transmit. Therefore, we have the following inequality: T 2m 0 w + 2 4lm + 2m + w 0 (2m 0 w) 4 (E3) 2m 0 w + 4lm + 2m + w 0 (2m 0 w) 2 (E4) 9 The t th column will produce a term 0h s h s [ 
Case III: N = 2l and K = 2m + 1. When N = 2l and K = 2m + 1, without loss of generality, we assume V1; . . . ; Vv are even and V v+1 ; . . . ; V 2l are odd, where 1 v 2l. We first have U N K = 4lm + 2l. Furthermore, because Vn is even for 1 n v; V n K +1 = 2m+2. Consequently, U 4lm+2l+v. On the other hand, because the total number of s n -entries in the Type-II columns of X X X is even, at least one sn -entry, v +1 n 2l, is in a Type-I column;
otherwise, V n will be even, which violates our assumption. Thus, there are at least 2l 0v Type-I columns in X X X and they contain 2l 0v nonzero entries. Because a pair of Type-II columns contains 4 nonzero entries, the rest nonzero entries need at least d(4lm + 2l + v 0 (2l 0 v))=4e
pairs of Type-II columns to transmit. Therefore, we have the following inequality: 
