Utilizando técnicas econométricas sugeridas pela literatura de ciclos comuns, este artigo estuda os movimentos comuns de curto e de longo prazo dos países pertencentes ao BRICS. Apesar das suas diferenças, nos últimos 20 anos as relações comercias entre os BRICS se fortaleceram, sugerindo um possível componente comum entre os ciclos dos países membros. Os nossos resultados suportam essa hipótese. A evidência também é válida entre os BRICS e algumas economias desenvolvidas, como os Estados Unidos e o bloco de países que formam a Zona do Euro.
Introduction
3 Emerging economies tend to be more volatile than the developed, and in particular they use to suffer larger real output and investment losses during recessions. In Kose & Prasad (2010) we can see empirical evidence about this. 4 For example, after a 30-year period of fast growth, Japan's per capita GDP was 75% of the US in 1980, and South Korea reached 46% in 1994. 5 The pace of Brazil's expansion was similar to what had been experienced by Japan in the same period and China between 1978 and 2008. 6 See Veloso et al. (2013) .
phy, poverty levels, and aggregate demand and supply structure 7 . China is by far the largest economy -with a GDP measured at PPP of US$ 16.1 trillion in 2013 -, and South Africa the smallest, the only BRICS economy with a GDP lower than US$ 1 trillion. Given the dimensions of its economy, we could say that the main force of the BRICS is China 8 . It is the second largest economy in the world, the largest consumer of energy and minerals, the world's largest exporter of goods and services and the second largest importer, the second largest recipient of FDI flows, and the country with the largest stock of international reserves 9 . Economic integration within the bloc is primarily through the trade channel, taking advantage of the complementarity between commodity exporters -Brazil, Russia and South Africa -and commodity importers -China and India. With the exception of Brazil, BRICS economies are open to international trade flows of goods and services, showing an average trade flow to GDP ratio above 50%, similar to open developed economies. China is the world's largest exporter and Russia is the eighth largest. China is the second largest importer of the world and India the eighth largest 10 .
Intragroup trade linkages have been rising at a fast pace, taking advantage of some sources of complementarity among them. Brazil, Russia and South Africa are major commodity exporters, China is world's largest commodity importer, and India is also a major buyer. China is the largest manufacturer in the world, while India is a large exporter of services. Therefore, complementarity is likely to be a major factor influencing rising intragroup trade linkages. Table 1 presents the intra BRICS trade for 2000 and 2013. From 2000 to 2013, there was a clear evolution of trade among BRICS countries. China was the 12th largest importer of Brazil, which had 2% of its exports destined to China, while Brazil was only the 26th largest importer of China, which had 0.5% of its exports destined to Brazil. For 2013, there was a different picture. China jumped to the main destination for Brazilian exports, receiving 19% of Brazilian exports, and Brazil became the 16th largest importer of China. In 2013, China was also the main destination for Russian exports, the second largest for South African exports, and the third largest for the exports of India.
With varying degrees, BRICS are relatively open to inbound and outbound flows of capital, both portfolio and FDI. Their FDI inflows and outflows to the rest of the world surged to US$ 389 billion in 2012 from US$ 70 billion in 2000. China is becoming a global investor, beginning to recycle its current 7 Furthermore, there are diverse experiences with market-oriented economies, which may contribute to magnify the differences in macroeconomic performance. For instance, Russia abandoned communism almost 25 years ago, but the country still has not been able to build robust institutions to allow for the flourishment of democracy and a market economy free from heavy state intervention. China is still ruled by communism, but has a vibrant private sector and has recently officially declared market forces to play a dominant role in its economy. 8 Chinese GDP is responsible for 54% of the BRICS aggregate GDP. The size of its economy is more than twice India's GDP, and almost five times Brazil and Russia as well. The South African economy, the smallest partner, had a GDP of US$ 662 billion, only 2% of the group. China contributes with some 70% of the BRICS investment and exports. 9 Chinese investment in human capital is also noteworthy. In Freeman & Huang (2015) we can see that China became the world's largest producer of science and engineering graduates (masters and PhDs), the second largest spender on R&D and the second largest producer of scientific papers. 10 Brazil is an exception among the BRICS, as it is one the most closed economies in the world. Trade flows of goods and services reach only 28% of Brazil's GDP, the lowest in Latin America. As evidenced by Kose & Prasad (2010) , since the mid-1980s, common global disturbances became less important in explaining international business cycles fluctuations. Given the increasing trade and financial linkages among the BRICS, it is likely that the business cycles of the BRICS tend to show common features instead of being just synchronized with global or developed economies cycles.
3 Joint Short-and Long-Run Restriction for Dynamic Systems using VAR Models
Parts of the material in this section come from the Appendix of Issler & Vahid (2001) and from the discussion in Issler et al. (2014) . Here, we present useful definitions of the concepts used to measure the degree of comovement in observed data. They include long-run comovement (cointegration) and short-run comovement (common cycles). Engle & Issler (1995) and Issler & Vahid (2001) present previous applications of the techniques discussed in this section. For an in-depth theoretical discussion of these issues, see Engle & Granger (1987) and Vahid & Engle (1993) , respectively, for cointegration and common cycles. Theoretical extensions of the standard common-cycle case can be found in Hecq et al. (2006) and Athanasopoulos et al. (2011) . Assume that y t is a n-vector of I(1) BRICS countries data, with the stationary (MA (∞)) Wold representation given by:
where C (L) is a matrix polynomial in the lag operator, L, with C (0) = I n , ∞ j=1 C j < ∞ . The vector ǫ t is a n × 1 a multivariate white noise process. We can rewrite Equation (1) as:
where and, in particular, C * 0 = I n − C (1). Integrating both sides of Equation (2), disregarding an initial condition y 0 , we get:
11 United Nations Conference on Trade and Development (UNCTAD) estimates that the stock of FDI outflows intra BRICS is only 2.5% of their total stock of FDI. Indian FDI outflows into the other BRICS is about 3.2% of India's total FDI, 2.2% for China and Russia and Brazil have only 0.3%.
Equation (3) is the multivariate version of the Beveridge-Nelson trend-cycle representation (Beveridge & Nelson 1981) . The series y t are represented as sum of a Martingale part T t = C (1)
t−1 s=0 ǫ t−s , which is called the "trend", and a stationary and ergodic part C t = C * (L) ǫ t , which is called the "cycle". Definition 1. The variables in y t are said to have common trends (or cointegrate) if there are r linearly independent vectors, r < n, stacked in an r × n matrix α ′ , with the following property 12 :
Definition 2. The variables in y t are said to have common cycles if there are s linearly independent vectors, s ≤ n − r, stacked in an s × n matrixα ′ , with the property that:
Thus, cointegration and common cycles represent restrictions on the elements of C (1) and C * (L), respectively.
We now discuss what role these restrictions play on the dynamic autoregressive representation of y t . We assume that y t is generated by a Vector Autoregression (VAR). Note that VARs are the working horses of time-series econometric analysis. They have been applied extensively for reduced-form and structural-form estimation and forecasting, since they fit most macroeconomic and financial data fairly well:
where the autoregressive matrix polynomial is
If elements of y t cointegrate, then the matrix
Γ i must have less than full rank. In this case, Engle & Granger (1987) showed that the system (4) can be written as a Vector Error-Correction model (VECM) as:
12 This definition could alternatively be expressed in terms of an n × r matrix γ, such that:
The Granger-Representation Theorem (Engle & Granger 1987) shows that if the series in y t are cointegrated, α and γ in Equation (5) below satisfy:
C (1) γ = 0, and,
where γ and α are full rank matrices of order n × r, r is the rank of the cointe-
For our purposes, testing for cointegration will be used to verify whether BRICS countries data share common trends (or have long-run comovement). Testing for common trends among y t will use the maximum-likelihood approach in Johansen (1991) .
A key issue to assure that inference is done properly in this case is to estimate the lag length of the VAR (4) consistently, i.e., to estimate p consistently. When data have common cycles as well as common trends, Athanasopoulos et al. (2011) showed that some popular information criteria do not have an appropriate small-sample behavior, and that a combination of traditional information criteria and criteria with data-dependent penalties can estimate the lag length consistently for VARs with common trends and cycles. An alternative to way to infer p is to perform diagnostic testing to rule out the risk of underestimation of p, which leads to inconsistent estimates for the parameters in (5). Vahid & Engle (1993) show that the dynamic representation of y t may be further restricted if there are white noise independent linear combinations of the series ∆ y t , i.e., that the ∆ y t share common cycles. To see this, recall that the cofeature vectorsα ′ i , stacked in an s × n matrixα ′ , eliminate all serial correlation in ∆ y t , i.e. lead toα ′ ∆ y t =α ′ ǫ t . Therefore, they should restrict the elements of (5) as follows:
Hecq et al. (2006) have labelled the joint restrictions (6) and (7) as strongform serial-correlation common features (SCCF), whereas they call only imposing restrictions (6) as weak-form SCCF. For the latter, notice that we only inherit an unpredictable linear combination of ∆ y t once we control for the long-run deviations α ′ y t−1 . Hence,
We now continue the discussion of common cycles in the case of strongform serial-correlation common features, since the weak-form case can be immediately inferred from it. As is well known, cofeature vectors are identified only up to an invertible transformation 13 . Without loss of generality, considerα to have an s dimensional identity sub-matrix:
Now,α ′ ∆ y t =α ′ ǫ t constitute s equations in a system. Completing the system by adding the unconstrained VECM equations for the remaining n − s elements of ∆ y t , we obtain, 13 The same is true regarding cointegrating vectors. We are only able to identify a subspace of
where and γ respectively, corresponding to the bottom n − s reduced form VECM equations.
It is easy to show that (9) parsimoniously encompasses (5). Since
it is possible to recover (5) from (9). Notice however that the latter has s · (np + r) − s · (n − s) fewer parameters. Assuming that y t share common trends and cycles leading to (9), we test for common cycles using a canonical-correlation approach once we determine what the lag length of the VAR, i.e., p, is. We proceed as follows:
1. Compute the sample squared canonical correlations between {∆ y t } and
where n is the number of variables in the system.
Test whether the first smallest s canonical correlations are jointly zero
by computing the test statistic:
which has a limiting χ 2 distribution with s (np + r) − s (n − s) degrees of freedom under the null, where r is the number of cointegrating relationships. The maximum number of zero canonical correlations that can possibly exist is n − r.
3. Suppose that s zero canonical correlations were found in the previous step. Use these s contemporaneous relationships between the first differences as s pseudo-structural equations in a system of simultaneous equations. Augment them with n − s equations from the VECM and estimate the system using full information maximum likelihood (FIML).
The restricted VECM will be the reduced form of this pseudo-structural system.
4. The case where we have weak-form restrictions, in step 1 above, we compute the sample squared canonical correlations between (∆y
. The rest of the steps remain identical.
GMM Based Common-Cycle Tests
One possible drawback of the canonical-correlation approach is that it assumes homoskedastic data, and that may not hold for BRICS countries data collected at high frequency. In this case, a GMM approach is more robust, since inference can be conducted with Heteroskedastic and Auto-Correlation (HAC) robust estimates of variance-covariance matrices of parameter estimates. Regarding common cycles, the system with n-equations in (9) can be estimated by GMM. The vector of instruments comprise the series in α ′ y t−1 ,
, collected in a vector Z t−1 . GMM estimation and testing exploit the following moment restriction:
. . .
i.e., the orthogonality between all the elements in v t and all the elements in Z t−1 . The test for common cycles is an over-identifying restriction test -the J test proposed in Hansen (1982) -which has an asymptotic χ 2 distribution with degrees of freedom equal to the number of over-identifying restrictions. The over-identifying restrictions test checks whether the errors of the system are orthogonal to all the instruments in Z t−1 . Thus, it checks whether the exclusions of the elements of Z t−1 in the first s equations are appropriate. Heuristically, since the cyclical behavior (serial correlation behavior) of the data ∆ y t is captured by Z t−1 , this test verifies whether the linear combinations in these s equations have no serial correlation, i.e., are unpredictable. Therefore, it is a test of common serial correlation or common cycles. If two series have a common cycle, their impulse response functions are colinear, making their response to shocks proportional and therefore, similar. Here, contrary to the canonical correlation approach above, we can deal with heteroskedasticity of unknown form by employing the HAC robust estimates for the variancecovariance matrix of sample means counterparts of (9) S T using the Newey & West (1987) procedure. The parameters estimated by GMM, stacked in a vector θ, comprise all parameters inα * ′ and all parameters in the matrices Γ * * 1 , Γ * * 2 , . . . Γ * * p−1 , and in γ * . If we want to test for weak-form SCCF, the only additional twist is that now v t takes the form:
4 Empirical analysis
BRICS Countries Data
In testing for common cycles within BRICS countries, we employ data from several sources at different frequencies. The data used cover the great recession that started in 2008. During this period, growth rates fell sharply and, thus, these series contains outliers. Our approach here is to employ econometric techniques that allow for estimation and testing using robust methods. A good example is the use of GMM -based estimation, when the variance-covariance matrix of sample moments are estimated using heteroskedasticity and autocorrelation consistent (H.A.C.) or "robust" methods. This yields consistent and optimal estimates in large samples, which can be used in testing for synchronicity of cycles for BRICS countries.
In that regard, we employ as large a sample as we could possibly use in the time-series dimension. Hence, events like the Great Recession would have a diluted influence on parameter estimates, and H.A.C. robust methods would allow the proper weighting of existing moment conditions. For example, we employ monthly industrial production from 2000M02:2014M09 -a total of 177 observations; monthly exports and imports from 1995M01:2014M09 -a total of 237 observations. These are relatively large samples from a timeseries perspective. Even when we employ quarterly observations, we use the largest possible sample: for household consumption and government expenditures, we used the period 1995Q1 to 2014Q2, a total of 78 observations. Table 2 presents the correlation matrix for the GDP growth rate. Except for India, BRICS countries have correlation around 0.5. Russia-South Africa and Russia-Euro zone have the highest correlation of the sample -with 0.72 and 0.66, respectively. The correlations involving India are close to zero and, furthermore, some of them have a negative correlation.
A visual analysis can illustrate the high correlation between Russia and South Africa. Figure 1 presents the growth rate of GDP of Russia and South Africa.
The growth rate of household consumption is presented in Table 3 . Brazil, Hong Kong, Russia and South Africa correlate around 0.2, only South Africa and Brazil have correlations below 0.1. United State and Euro zone have negative correlation to Brazil, Russia and South Africa. Table 4 presents the correlation of the growth rate of industrial production. 
Bivariate Analysis: Cointegration and Common Cycles for BRICS Countries
We start our investigation of the presence of common cycles for BRICS countries data by initially fitting a VAR in levels with unforecastable errors, such as (4). It is key here not to under-parameterize the VAR model, since this leads to misspecification and invalidates inference. Bivariate cointegration leading to (5) is investigated using the technique in Johansen (1991) . Results are not reported here in full. Conditional on the potential existence of cointegration, we then perform a GMM based common-cycle test expoiting (10) -a J-statistic over-identifying restriction test proposed in Hansen (1982) . If the null of validity of the over-identifying restrictions is not rejected, we then find a common cycle among the pair of countries under investigation. In Table 5 , we present the results of common trends and/or common cycles for each pair of countries. Results of common-cycle tests for GDP are presented in Table 5 . At 5% or 10% significance -the usual levels -, we find common cycles for every country pair -for both strong and weak-form common cycles. Results for country pairs involving India must be regarded with some care, since the serial dependence of the growth rate of India's GDP is very weak. Indeed, India's (logged) GDP can be reasonably well approximated by a random walk with drift. So, growth cycles are unpredictable in this case. Only Brazil-China, Brazil-Índia and China-Russia have a common trend, as indicated by the cointegration vector.
In Table 5 we also present the results of common cycle and common trend for the countries of BRICS and the United State and the Eurozone group. Tests indicate that there are cycles common to all pairs of countries and that only China-Eurozone has common trend.
For a more careful analysis, we will study whether there are common cycles and a common trend for the GDP components: household consumption, government expenditures, investment, exports and imports. Table 6 presents the results for household consumption. Despite the sketchiness of consumption data, results show a similarity of cyclical consumption growth among all countries for which we have data, which is in line with our findings from GDP. The Russia-South Africa pair has common cyles at 5 % while the remaining pairs of BRICS countries have common cycles at 10 % significance. Tests for Euro zone and the United state also indicate, for all pairs, common cycles at 5%. When we look for 10% significance, only South Africa-Eurozone do not have common cycles. The results for weakform SCCF confirm the results for strong-form at 10%.
Among the BRICS countries, we do not find long-term relationships for the series of consumption. Brazil-Eurozone, Hong Kong-Eurozone and RussiaEurozone showed long-term relationships. Investment results are presented in Table 7 . Again, all pairs of countries indicate common cycles at 5% significance. Besides that, the series of BrazilRussia and Russia-South Africa cointegrate according to the test proposed by Johansen (1991) .
The government expenditures also follow the same line of the results for the GDP. States, there is no common cycles at 10%, but we accept the hypothesis of common cyles at 5% significance. Despite the abstence of strong form SCCF at 10% for Brazil-United States pair, we accept the hypothesis of common cycles for the weak form at 10%. Tables 9 and 10 present, respectively, results for Imports and Exports at the monthly frequency. We get a completely different picture here: with the exception of three cases 14 , there is no common cycle among Exports and Imports for pairs of BRICS countries. This result holds even when we test weakform SCCF. The results of exports for Brazil-Russia can be explained because both countries are commodity exporters and the analyzed period matches the commodities boom.
Finally, we study the monthly data of industrial production. Since we want to compare results between commodities super cycle period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) and its previous period, Table 11 Panel A shows that, at 10 % significance only the pairs Brazil-India, IndiaRussia and Russia-South Africa have no common cycles. Of these, RussiaSouth Africa presents common cycles at 5 %. We can also see that the rejection of the hypothesis of common cycles to pairs that include India is not inherent only to the countries of BRICS. Tests for India-USA, India-Eurozone and India-World also reject the hypothesis of common cycles at 10 %. This con- Notes: GMM estimation using Equation (11) for Strong-form SCCF and the analogue equation for Weak-form SCCF. Robust Standard Errors (HAC) are in parentheses and p-values are in brackets. * * * , * * , * denote significance at 1 percent, 5 percent, and 10 percent levels, respectively. Notes: GMM estimation using Equation (11) clusion holds for Brazil-India and India-Eurozone even when we tested the weak-form common-cyclical features. If we apply the same tests using the 1995M08:2000M01 sample (Panel B), we find some different results. There was strong evidence of synchronicity of IND-RUS, RUS-ZAF and RUS-US pairs.
An interesting point to note is that we can not make a qualitative analysis of short-term dynamics associated with series. In Table 4 , the pairs involving India had higher correlation than the other pairs of BRICS. In particular, the correlation between Brazil-India was the second largest correlation between the BRICS (0.17); however, as we have seen, Brazil-India does not have common cycles. Table 12 presents the correlation between cycles 16 of industrial production growth rates. Although the correlation between the growth rate is low between the BRICS, the correlation cycles of this series is high. Moreover, we can also note that the correlation of cycles between the BRICS and other groups of countries are closer than the correlation between the growth rate. Figure 2 confirms the results of common cycles tests for the Brazil-South Africa pair. Although, visually, the series does not appear to have short-term relationships (Figure 2(a) ), when we separate the cycle parts we see that there is a relationship between the cycles of the series (Figure 2(b) ).
Multivariate Analysis: Cointegration and Common Cycles for BRICS Countries Data
In this section, we will do the tests for common cycles for the BRICS. As we have a small sample, we could not make the common test cycles between the BRICS and other groups of countries. Besides that, the analysis is only made for the GDP series, household consumption and industrial production. The challenge of this section remains to properly estimate the common cyclical-feature restrictions. We have a similar picture of bivariate analyses. We find common cycles among the BRICS for the three series described above. Industrial Production and real GDP has 4 cofeatures vectors, while household consumption has 3 cofeatures vectors. These results indicate that the shortterm dynamics between the members of the BRICS group has a common component 17 . Table 13 presents the results for the multivariate test. Only the GDP series presented a long-term relationship as shown by the error correction vector.
The common-cycle-feature restrictions bring better econometric treatability for the series, because the number of parameters to be estimated is less than the model without restrictions. For example, for industrial production, the vector autoregressive (VAR) without restriction with 3 lags have 80 parameters to be estimated. When the restrictions are incorporated, the number of parameters falls from 80 to 24. Figure 3 illustrates the cycles of industrial production obtained through the Hodrick-Prescott filter and helps to visualize the result of common cycles displayed in 
Conclusion and Further Research
In this paper, we propose studying the possible similarities among BRICS countries by using an integrated approach that models the short and the longrun behaviors of member countries jointly. Specifically, we employ tests of synchronicity of cycles of key economic variables of the BRICS countries, put forward by the common-trend and common-cycle approach of Engle & Kozicki (1993) , Vahid & Engle (1993 , 1997 , Engle & Issler (1995) , Issler & Vahid 17 Note that the result for the household consumption series must to be interpreted with some caution, since, for the period under review, we have data only for Brazil, Hong Kong, Russia and South Africa. (2001, 2006) , Vahid & Issler (2002) , Hecq et al. (2006) , and Athanasopoulos et al. (2011) . In this setup, non-stationary economic series are decomposed into an integrated trend component and a stationary and ergodic cyclical component, where their properties can be jointly investigated in a unified multivariate setting based on vector autoregressive (VAR) models. Trends and cycles can be common to a group of series being modelled, and these common features can be removed by independent linear combination. Our exaustive econometric tests found that BRICS countries have similar gross domestic product (GDP), consumption, investment, and industrial production cycles, which is in line with previous evidence comparing emerging and developed economies; see, for example, the initial results in Calvo et al. (1993) , Engle & Issler (1993) , and, recently, the results in Aiolfi et al. (2011) . Our evidence also shows synchronicity between BRICS countries and advanced economies -a result not usually found in the literature. We believe the latter to be a consequence of the choice of sample period in this paperdata mostly from 2000 on, or from 1995 on. As we had covered a period of greater economic integration -globalization -it is possible that the economies of most countries analyzed here became more integrated and, therefore, they appear to be more synchronized.
