We consider the problem of routing in a delay tolerant network (DTN) in the presence of path failures. Previous work on DTN routing has focused on using precisely known network dynamics, which does not account for message losses due to link failures, buffer overruns, path selection errors, unscheduled delays, or other problems. We show how to split, replicate, and erasure code message fragments over multiple delivery paths to optimize the probability of successful message delivery. We provide a formulation of this problem and solve it for two cases: a 0/1 (Bernoulli) path delivery model where messages are either fully lost or delivered, and a Gaussian path delivery model where only a fraction of a message may be delivered. Ideas from the modern portfolio theory literature are borrowed to solve the underlying optimization problem. Our approach is directly relevant to solving similar problems that arise in replica placement in distributed file systems and virtual node placement in DHTs. In three different simulated DTN scenarios covering a wide range of applications, we show the effectiveness of our approach in handling failures.
INTRODUCTION
Several issues related to the handling of data communications in the presence of interruptions and heterogeneity have been raised by recent work in the area of delay tolerant networking (DTN) [7] . DTNs are characterized by a lack of consistent endto-end paths due to interruptions that may be either planned or unplanned. Selecting routing paths is considered to be the most challenging problem in such networks. Previous work in DTN routing addresses this problem in cases when the link up/down periods, capacities, and delays are known in advance [8] .
If such information is not known with certainty, or if links may drop or corrupt messages that are in transit, the effectiveness of these approaches will likely suffer. Many real-world Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SIGCOMM'05, August 22-26, 2005 , Philadelphia, Pennsylvania, USA. scenarios exhibit exactly these problems. For example, consider a scenario in which mobile entities (called data MULEs [18, 25] ) are used to carry data through the network. As the physical path of a MULE through the environment may not be fully known, messages on a MULE may expire before reaching their destinations. Other causes of data loss in DTNs include link transmission errors, message drops due to insufficient buffer space, or failure of a node along the path. In this work, we take a step towards understanding the best techniques available to cope with path failures in DTNs.
In many transport protocols, reliability is achieved using acknowledgments and retransmissions. Due to the intermittent nature of DTNs, timely feedback may not be possible and therefore retransmission schemes may be of limited efficacy. A more attractive approach is to use replication (redundancy) and send identical copies of a message simultaneously over multiple paths to mitigate the effects of a single path failure [9, 21] . This is in contrast to retransmission schemes which typically wait for a message to be lost before sending another copy. At the same time, erasure coding techniques have long been used to cope with partial data loss efficiently [3] . A natural question to investigate is whether erasure coding techniques can be beneficial in DTN context as well.
Applying erasure coding to DTNs turns out to be an interesting and non-trivial exercise. The path model in a DTN is substantially different than in traditional erasure coding applications, as a DTN path is available for a short period of time and has a finite volume to carry data. Furthermore, messages have a finite lifetime (deadline) before they expire which adds another dimension to the problem. Our first contribution is a full characterization of these issues by formulating an optimization problem to cope with path failures and uncertainties. The problem is to determine an optimal allocation of erasure code blocks over multiple paths to maximize the probability of successful message delivery. This allocation problem is challenging and has some surprising results.
We show through both derivations and simulations that there is no simple "one size fits all" answer to the question of whether erasure coding is beneficial. We outline three different "regimes" based on the underlying path failure probabilities and redundancy used. Using ideas from modern portfolio theory [1] , we propose an efficient algorithm to solve the above problem and demonstrate its efficacy as compared to simple replication and other heuristics in three different DTN scenarios. In carrying out this investigation, we were surprised by the complex nature of many of the issues involved. We now present some motivating examples to illustrate these complexities.
Replication and Erasure Coding
Consider the topology shown in Figure 1 . Assume that transmissions over each edge succeed or fail independently with a certain probability, and that all failures are Bernoulli (i.e., if an edge succeeds all the data is received, otherwise nothing is received). Given a message to be transmitted from the source to the destination, our objective is to determine which paths to use to maximize the probability of successful reception.
We assume that an erasure coding algorithm can be used to encode a message into a large number of code blocks, such that if a fraction 1/r or more of the code blocks is received, the message can be decoded. The parameter r determines the degree of redundancy and is called the replication factor. In this example r is two. Thus, if at least 50% of the code blocks are received, the message can be decoded. The allocation problem is to determine the optimal fraction xi of the erasure code blocks that should be sent on the i th path. Figure 1 illustrates five different scenarios of edge success probabilities and the corresponding optimal allocations.
In the first scenario, all paths have the same success probability of .80. The optimal approach is to allocate the code blocks equally among all four paths. With this allocation, the success probability is 9728. If we were to not employ erasure coding and instead simply send two copies of the message over two paths (any two), the success probability would be 1 − (.2) 2 = .96. Informally, by spreading code blocks over more paths, we reduce the chance that failures of a few specific paths causes messages to be lost.
In the second scenario, even though the path probabilities are different, the optimal allocation is still to assign an equal number of code blocks to each path. It may be surprising that it is not beneficial to send more code blocks on paths with higher probability. However, the overall success probability is a function of the number of subsets of paths that contain at least 1/r of the code blocks. If the algorithm were to send more than a quarter of the code blocks on the higher probability paths P 1 and P 2, then together P 3 and P 4 would be allocated less than 50% of the code blocks, and if only paths P 3 and P 4 are successful, the message could not be successfully decoded. This shows the complex combinatorial nature of this problem. Interestingly, if the path failure behavior is partial (not Bernoulli), the optimal allocation can be different (Section 4).
The third scenario illustrates how the optimal allocation depends on the absolute value of the path probabilities, not solely on the relative probabilities between paths. Here, each path succeeds with equal probability (as in scenario 1), yet the optimal allocation is to place 50% of the blocks on any two of the four paths. The success probability of this allocation is 1 − (.6) 2 = 0.84. If the allocation were spread equally as in the previous example, then the probability that at least two of the four paths succeed is
8208. This example shows that when individual paths are less reliable, it is better to carry the code blocks on fewer paths. This allocation is equivalent to a simple replication scheme in which identical copies of the original message are sent on the two paths. This result also depends on the number of paths available, as with more choices, equal allocation among all paths is better. We discuss this property in Section 3.
Finally, by comparing the fourth and fifth allocation scenarios, we illustrate the effect of path dependency. Paths P 3 and P 4 share a common edge e5 and are thus dependent when e5 has a success probability less than 1.0. In both scenarios all paths have an equal success probability of 0.81. When the paths are independent (scenario 4), the optimal allocation is to spread code blocks equally. However, when paths are dependent (scenario 5), the benefits of using both P 3 and P 4 are reduced since they both fail if the common edge e5 fails. The optimal allocation is to choose any two of the paths, except for P 3 and P 4 together. These examples illustrate that even for simple topologies determining the optimal allocation can be complex. The optimal allocation is determined not only by the path probabilities, but also on the number of paths, the replication factor, path dependencies and the failure model.
Related Problems
We now briefly present two open problems from other areas which are similar to our allocation problem. Other related areas are discussed in Section 10.
The first problem is of optimal replica placement in a large scale distributed data management system. The goal is use redundancy to minimize the probability of data loss. Encouragingly, some basic studies show the advantages of using erasure coding with replication [23, 16] . Our work is a generalization of this basic problem and, as we will show, outlines the range of cases in which erasure coding may or may not be beneficial.
A related problem exists in mapping of virtual nodes to physical nodes in a distributed hashtable (DHT). Assume that there are N virtual nodes. By definition, a DHT is consistent only if at least K (K < N) virtual nodes are available. The mapping problem is to determine on which physical servers should the virtual nodes be mapped to maximize the probability that the DHT remains consistent.
ALLOCATION PROBLEM FORMULATION
We now formulate the allocation problem in a DTN context. A DTN network can be considered as a time-variant set of contacts (a contact is defined as an opportunity to send data). The maximum amount of data that can be transmitted on a contact is termed the contact volume, and is defined as the product of the contact duration and the link bandwidth during that duration. A path is defined as a sequence of contacts. The path volume is the minimum contact volume of all contacts of the path.
Messages are transferred along a path in a store-and-forward manner. If the next-contact (or next-hop) is unavailable, messages are buffered until the contact becomes available or the message expires. For a given message, there will typically be several paths that can be used to deliver it to the destination. We use the term feasible paths to denote all paths to the destination which have a delay less than the lifetime of a message. This approach allows us to treat delay as a constraint, rather than an optimization metric. Feasible paths are discussed again later in this section when discussing optimization metrics.
As mentioned in the introduction, path failures may result from a variety of problems that may be difficult to characterize precisely. To capture this uncertainty, we represent the outcome of a message transmission over path i using a random variable Si. Si is defined as the fraction of the data sent on path i that is received at the destination. Each Si takes values ranging from 0 (no data received) to 1 (all data received). Although the examples in Figure 1 assumed each Si is Bernoulli, in general Si can have any probability distribution. With these definitions, we now formally state our optimization problem.
Formal Problem Definition:
Consider a node s sending a message of size m to node d, and let there be n feasible paths from s to d. For each path i, let Vi be the volume of the path, and let Si be a random variable that represents the fraction of data successfully transmitted on path i.
Assume that an erasure coding algorithm can be used (with a replication factor r) to generate b = (mr)/l code blocks of size l such that any m/l code blocks can be used to decode the message. 
Explanation of the formulation
The number of code blocks received over the i th path is the random variable bxiSi, where b = mr l is the total number of code blocks generated. The total number of code blocks received over all paths are, therefore, Y = È n i=1 bxiSi. The message can be decoded if at least b/r code blocks are received. Therefore, maximizing the probability that Y ≥ b/r is same as maximizing the probability that Y ≥ r −1 , where
th path has maximum volume Vi (i.e., at most Vi bytes can be sent over it), so it can carry at most Vi/l code blocks. If two paths share a common contact, we assume that the bandwidth is pre-allocated to each path. When expressed as a fraction of the total number of code blocks, this corresponds to an upper bound (ui) for the i th path. ui =
. This constraint will be called the volume constraint, and the constraint È n i=1 xi = 1 will be called the normalization constraint.
Optimization Metrics
Several metrics can be used to characterize performance in our problem, including message delay, probability of successful delivery, bandwidth overhead, etc. The replication factor r in the formulation captures the bandwidth overhead. By using a higher replication factor, we can achieve lower delay and higher success probability at the expense of increased bandwidth overhead. For example, flooding achieves the smallest possible delay at the cost of high bandwidth overhead. In some cases, delay and success probability can be in competition, as in the choice between a highly reliable, long-latency path and a lossy but low-latency path.
In our formulation, we have chosen to fix the replication factor and the maximum delay as constraints, and then try to maximize the probability of delivery. In the presence of unreliable paths, maximizing the chance of a message arriving "on time" is preferable to minimizing the transit time if the message arrives at all. Attempting to minimize delay and maximize delivery probability simultaneously presents a challenging multidimensional optimization problem. In particular, even computing the average delay for a given allocation is hard because it depends on the precise combination of which paths were successful.
Finally, note that by using feasible paths we are able to capture delay constraints. To find feasible paths, we assume that the routing algorithm selects only those paths that have delay less than the message lifetime. The routing algorithm presented in prior work [8] satisfies this requirement. If there are paths that may meet the delay constraint only with a certain probability p (p < 1), then those paths are included by scaling the corresponding Si by a factor of p.
Why is this problem hard?
Despite a relatively straightforward formulation, the optimization problem as described above is quite complex. The random variable Y is a convolution of multiple distributions and does not have a closed form expression for arbitrary Si. In the special case where all the Si can be approximated by Gaussians, then Y also has a Gaussian distribution, and we are able to obtain closed form results. On the other hand, if the Si are Bernoulli, then optimizing P (Y ≥ r −1 ) becomes hard because of the combinatorics involved. We are currently investigating the computational complexity of the problem. As a preliminary result, we have proved that computing P (Y ≥ r −1 ) for given xi is NP-hard [17] .
BERNOULLI (0-1) PATH FAILURES
We now address the allocation problem when path failures are Bernoulli. This represents a complete success or failure case for paths: when a path fails, all the messages sent on it are lost; when a path succeeds, all the messages sent on it are successfully received. This model is appropriate for many failures that occur in real-world scenarios, such as message expiration due to long delays, contact failures, node failures, etc.
Si are identical and independent (IID)
We first examine a simplified case when the random variables Si are IID and there are no volume constraints. The observations in this section lay the foundation for the more general examination in subsequent analysis. Let there be n paths, each with a success probability p. Consider the following family of allocation strategies, where the k th strategy is defined by:
Strategy k splits the code blocks equally among the first k paths (for simplicity we assume that k is a multiple of r) and ignores the rest of the paths. The term split denotes that code blocks from the original message will be spread equally over multiple paths.
k measures the degree of splitting. By comparing performance of strategies for different k we can gauge whether splitting is beneficial. Let P(k) denote the probability of success for the k th allocation strategy. It is the probability that at least k/r out of the first k paths succeed, which is: Here, ∃ ko, such that ∀k > ko, P(k + 1) > P(k), hence it is beneficial to split only if k is sufficiently large.
The lines are decreasing and asymptotically approach 0. In this case, ∀k, P(k + 1) < P(k), hence it is never beneficial to split on more than r paths. Intuitively, a larger k is equivalent to more trials of a random experiment with success probability p. If p > .5, then the odds are in favor of success, and more trials reduces the variance and increases the overall probability. This behavior for large k can also be deduced from the weak law of large numbers. Similarly, if p < .5, then the odds of success are reduced with more trials.
Further evaluation with different values of r also shows a similar characterization into these three regimes. However, the three regimes are defined by the product pr, rather than the absolute value of p. For all values of r, case 1 corresponds to values of p such that pr > 4 3 , case 2 occurs when 1 < pr ≤ 4 3 , and case 3 occurs when pr ≤ 1.
1 Details and proofs are covered in the technical report [17] .
Si are different
We now turn our attention to the case when paths may have different and dependent probabilities. Our solution approach uses a Mixed Integer Program (MIP) to capture the objective function P rob(Y > r −1 ). We start with a few definitions. Given n paths, there are 2 n possible outcomes corresponding to the different combinations of successful paths. Let the possible outcomes be numbered 0 . . . (2 n − 1). The binary representation of an n-bit integer j can be used to encode the success of the j th outcome in the 1 The value 4 3 can be understood relatively easily when r = 2. following manner. Define cji to be 1 if the binary representation of j has a 1 at the i th position and 0 otherwise. Let cji encode whether the i th path was successful in the j th outcome:
Let wj denote the probability that the j th outcome occurs, i.e., P rob(∩ n i=1 Si = cji). Note that wj is an input to the formulation as it is a function of the underlying path probabilities. For the case when the paths Si are independent, wj is given by
Recall that ui represents the path volume constraint and is also an input to the formulation. If paths are dependent, we need the joint probability distribution of Si's to determine wj .
To capture the probability corresponding to the j th outcome, we define a binary variable yj. The variable yj is 1 only if the xi's are chosen such that the sum of xi corresponding to the successful paths in the j th outcome is greater than or equal to 1/r. We now formulate the MIP.
Equation 3 captures volume constraints ui on path pi (Section 2) on xi. Equation 4 captures the fact that all the xi should sum up to 1.0. Finally, note that the objective function of the formulation P rob(Y > r −1 ) can be rewritten as:
This is because all the 2 n outcomes are mutually exclusive and exhaustive. Therefore, the objective function has a term yj wj for the j th outcome.
The formulation has an exponential number of constraints (2 n ) and uses integer variables. This is not surprising given that even computing P rob(Y > r −1 ) is NP-hard [17] . If paths are dependent, the description of the input (wj ) itself may be exponential in n. Despite these difficulties, we were able to use this formulation to solve problems with n as large as 16 using the CPLEX optimization suite [5] in typically less than 15 minutes. 2 The MIP formulation also allows us to gain insight into simple examples such as those discussed in the introduction. For many cases with larger n, we used the MIP approach on the best 16 paths to get a lower bound on the solution. We can also ignore the integrality constraints on yj and convert the MIP to a linear program which can be solved much more efficiently. This will give us an upper bound on the solution.
PARTIAL PATH FAILURES
We now consider the case when Y can be approximated by a Gaussian distribution. If n is moderately large, we can use the central limit theorem to argue that Y can be approximated by a Gaussian distribution. This approximation, however, requires that the mean and the variance of each individual term xiSi be very small relative to the mean and the variance of Y . For our application, this means that as long as the path probabilities have comparable mean and variance, this approximation is reasonable. Also, if Si can be captured by a Gaussian distribution, then Y is also Gaussian because a linear combination of Gaussian random variables is also Gaussian.
We approach this case in two steps. First, we show that maximizing P rob(Y > r −1 ) is equivalent to maximizing the Sharpe-Ratio . We then apply results from the economic theory literature to maximize this ratio.
New objective function
If Y is Gaussian with mean µY and variance σ 2 Y , then:
is the Gaussian error function and is strictly increasing. Therefore, maximizing P rob(Y > r −1 ) is equivalent to maximizing the argument of the erf function,
. This is a significant simplification (compared to the Bernoulli case) because the objective function has a closed form expression in terms of the mean and the variance of Y . Recall that Y = È n i=1 xiSi and hence, we can express µY and σY as:
Here, pi is the success probability for the i th path (E[Si]) and σij is the covariance between Si (i th path) and Sj (j th path).
The ratio
is called the Sharpe-Ratio [1] , and plays an important role in the theory of allocating assets in investment portfolios. It measures the expected added return per unit of added risk. We now investigate how to maximize it. 2 The CPLEX solver was configured to accept any solution which was within 1% of the optimal solution. CPLEX was run on a 2-processor Xeon (3.2GHz) machine with 2 GB of RAM. 
Maximizing the Sharpe-Ratio (
Maximizing the Sharpe-Ratio is a natural exercise in asset management, and we adopt the related economic terminology by first formulating a standard portfolio optimization problem:
Consider an investor who has the choice to invest in n assets. The return on the i th assets is described by a random variable
Si. Given a utility function that represents the interests of the investor, in what proportion should she invest her wealth on various assets to maximize her utility function.
The vector of allocation weights (amount invested in each asset) is called a "portfolio," and is represented by (x1, x2 . . . x k ). In these terms, different assets correspond to different paths in a DTN, and xi becomes the amount of traffic assigned to each path. We seek to maximize a utility function, which for DTN will mean trying to maximize the probability that a message can be successfully decoded from its code blocks when transported over lossy paths. For Gaussian failures this is same as maximizing a portfolio's return while minimizing its risk and is captured by the Sharpe-Ratio.
To optimize the Sharpe-Ratio, we recall the notion of an efficient frontier, proposed by Markowitz [1] . The efficient frontier represents all the portfolios which have the "highest return for a given risk" or, equivalently, the "lowest risk for a given return."
3 Risk is measured by σY . Figure 3 shows an example efficient frontier. It is easy to see that the portfolio that maximizes the Sharpe-Ratio also lies on the efficient frontier. This is because the Sharpe-Ratio has the mean in the numerator and the variance in the denominator. 4 Our problem is now reduced to finding a point on the efficient frontier that maximizes the Sharpe-Ratio. Geometrically, this is the tangent from the point (0, 1/r) to the efficient frontier, as shown in Figure 3 .
To find a portfolio that maximizes the Sharpe-Ratio, we use a simple numerical search on the efficient frontier. It can be shown that under mild conditions the Sharpe-Ratio function is concave. This allows us to do an efficient one dimensional search over the efficient frontier. 5 The complexity of this approach is 3 A point (σ1, µ1) on the efficient frontier is obtained by solving the following quadratic optimization problem: Minimize σ1 2 , where σ
È n j=1 xixjσij, Subject to:
È n j=1 xj = 1, and 0 ≤ xi ≤ ui 4 For now, assume that the numerator is positive for the optimal allocation. The case when the numerator is always negative occurs when paths have very low probability and is less interesting. This also guides us that the replication factor should be large enough to make (µY − 1/r) positive. 5 A one dimensional search is based upon finding a point for
, where I is the number of iterations in the numeric search and n 6 is the complexity of solving a convex quadratic optimization problem. This numerical approach will be referred to as the Markowitz Numeric algorithm.
Approximation for optimizing the Sharpe-Ratio
We now present an efficient approximation to optimize the Sharpe-Ratio. The key observation is that if we remove the constraints that bound the value of xi (0 ≤ xi ≤ ui), a closed form solution can be obtained. The following equation gives a portfoliox ≡ (x1, x2 . . . xn) that maximizes the Sharpe-Ratio.
x =V −1 (rp −1)
Here,V is the covariance matrix, i.e vij = σij ,p is the ndimensional vector of the path probabilities and1 is the unit vector of dimension n. The derivation of the optimal point is discussed elsewhere [1] . The above solution is obtained by assuming that the numerator of the Sharpe-Ratio is positive. This assumption does not hold true if all paths have low probability of success. This is similar to our discussion in the Bernoulli case when p < 1/r, and splitting has no benefits. For such cases, we take the greedy approach of maximizing µY by choosing paths with the highest pi, subject to the volume constraints. Note that, when the pi are different the product max(µY ) r represents the same concept as the product pr (when p are identical, as in Section 3).
Equation 5 requires solving a set of n linear equations and has complexity O(n 3 ). The solution is greatly simplified if we assume that the paths are independent. When paths are independent,V is a diagonal matrix and if we letŴ =V −1 , then wii = 1/vii. Using equation 5,
The above solution is quite elegant. It states that for the i th path, xi should be proportional to the path's excess probability (pi − 1/r) and inversely proportional to the path's variance. The proportionality constant is determined by observing that
The above formula may lead to assignments of the xi that do not satisfy the volume constraints. Algorithm 1 is a simple normalization algorithm devised to enforce the volume constraints. If any xi is negative, it is set to zero and if xi > ui, it is set to ui. This approach, i.e., using Equation 5 followed by the normalization algorithm, will be referred to as the Markowitz algorithm and is summarized as Algorithm 2.
Sharpe-Ratio for Other Distributions
Although the argument that optimizing the Sharpe-Ratio maximizes the P rob(Y > r −1 ) relies on the Gaussian assumption, we now discuss why maximizing the Sharpe-Ratio is a good approach for other distributions as well. The numerator in the Sharpe-Ratio denotes the average amount of data that is received in excess of what is required to decode the message (1/r). If the standard deviation of Y (denominator) is small, the probability that Y deviates from its mean is also small, by Chebyshev's inequality. Therefore, if the numerator is positive, i.e., µY > 1/r, it is reasonable to minimize the standard deviation (thereby maximizing the Sharpe-Ratio). The ratio captures both the excess return and the risk of not obtaining which the slope of the function is close to zero.
Normalization algorithm
while l > 0 do 9: t = arg maxi∈1..n{pi |xi < ui} 10: (nlog(n) ). the expected return. It gives us one way of systematically approaching the problem. The beauty of this approach is that it accounts for complex aspects such as path correlations and is computationally efficient.
Markowitz algorithm

EVALUATION
In an effort to better understand the problem we are attacking, and the benefits of the mathematical approach we have discussed, we evaluate different techniques in three simulation scenarios. The first scenario examines DTN routing over data MULEs, where paths are independent and data loss is Bernoulli due to message expiration when MULEs get delayed. We then move on to DTN routing over a set of city buses, where paths are multi-hop and dependent. Finally, we discuss a large sensor network scenario, where there are many paths and losses are partial in nature. Our main goal is to evaluate the performance differences between using simple replication and the erasure coding based Markowitz approach.
Performance Metric
The basic performance metric used is the failure probability (F P ) for a message, defined as 1 − P rob(Y > r −1 ). For simulations in which multiple messages are transmitted, we consider the distribution of F P , also referred to as the failure rate (F R).
Allocation Techniques Considered
Simple Replication (SRep) In this technique, identical copies of a message are sent over the r highest probability paths. No erasure coding is used. This approach effectively does a greedy allocation by considering only the best paths. Its complexity is O(n).
All the following techniques use erasure coding and differ in how they allocate code blocks to different paths.
Simple Replication with Coding (SRep-Code)
Here, an equal proportion of erasure code blocks are sent over the r highest probability paths. Normalization algorithm is used to enforce volume constraints. This has the same performance as SRep when the path failure model is Bernoulli and the contact volume is sufficient for an entire message.
Proportional (Prop)
This is a simple heuristic in which allocation is proportional to the path probability xi = 
Markowitz Numeric (MkwNu)
This is the numeric method for maximizing the Sharpe-Ratio, as discussed in Section 4.2. It requires solving a series of quadratic optimization problems with O(n) constraints.
Markowitz (Mkw)
This is the efficient approximation for maximizing the SharpeRatio, as discussed in Section 4.
The computational complexity of this approach is O(nlog(n)) if Si are independent and O(n 3 + nlog(n)) otherwise. Although the Markowitz approach is derived under a Gaussian path failure model, it is applicable as an approximation for other failure models (see Section 4.4).
Mixed Integer Programming (MIP)
MIP is the optimal technique when the failure model is Bernoulli (see Section 3.2) and acts as yardstick for Bernoulli failures; unfortunately, it has exponential complexity. Our current implementation uses CPLEX and and we were able to solve for problem sizes as large as 16.
DATA MULE SCENARIO
In our first evaluation scenario, we consider the case in which mobile entities (called MULEs) are used to "carry" data from the source to the destination [9, 18, 25] . For example, in a sparse sensor network, Data-MULEs roam in the environment, retrieving data from the sensor(s) when they are physically close to them (via limited-range radios), and then transporting the data to an access-point, potentially located far away from the source.
For this experiment, we assume that MULEs do not forward messages to each other, and therefore, different MULEs act as independent forwarding nodes from the source to the destination. A message may expire if a MULE takes a long time to reach the destination. If the MULE mobility is random, it is hard to predict whether a MULE will deliver the data on time. This unpredictability makes the problem of selecting the best forwarding MULE(s) hard. By replicating data on multiple independent MULEs, the probability is increased that at least one MULE will reach the destination in time. In this scenario, message expiration due to delayed MULEs is the only cause of data loss. In other simulation scenarios we investigate the implications of multiple hops and other sources of data loss.
In this scenario, the path failure model is Bernoulli: either the MULE arrives on time at the destination and delivers all the # of MULEs (→) (n) data or the message expires and no data is transmitted. The probability that the i th path is successful is pi = P rob(Di ≤ T ), where Di is the delay distribution of using the i th MULE and T is the message expiration time. The delay distribution Di is highly dependent on the environmental parameters, such as the topology, MULE velocity, radio range, mobility model, etc. In our simulations, each node records a contact history for each MULE along with the last time that MULE contacted the destination. This history is used to estimate the delay distribution.
Simulation Setup and Parameters
For the purposes of this section we use the following mobility model. We assume a planar environment with a dimension of 1km x 1km, with a single source and a single destination at opposite corners of the environment. Messages are generated once per hour, the message size is 10KB, the contact bandwidth is 100Kbps, and the storage capacity for MULE is 1MB. For these default settings, the message can be transmitted completely during a single contact with MULE. The effect of splitting due to small contact volume (relative to the message size) is considered in Section 6.2.
Each MULE follows a random waypoint mobility model, and unless otherwise specified, the MULE velocity is 10m/s (36 km/h). The radio range is 25m, and contact occurs whenever a MULE moves within range of a node. With these settings, the average value of delay is approximately 120 minutes. With this setup, we can create different delivery probabilities p (given by P rob(D ≤ T )) by varying the relationship between the data deadline T (default is two hours) and/or changing the MULE velocities.
In the next few sections we evaluate and compare different replication techniques for various aspects of this scenario.
MULE Density
We now demonstrate the effect of the MULE density on the failure probability (FP) by varying the number of MULEs in the environment. All MULEs have the default velocity (10m/s), so they have approximately the same probability of success for a given deadline T . Table 1 shows the FP for three scenarios with deadlines of 80, 120, and 200 minutes (corresponding to p = 0.41, 0.61, 0.86, respectively). We keep r fixed at two, so these choices illustrate three "regimes" based on the product p · r. 1. In this regime, splitting is harmful. The optimal allocation is thus to send a full copy of the message on the best two MULEs. This is the approach of SRep, and both the MIP and Markowitz identify this optimal allocation. However, Prop (proportional allocation) splits the data equally among all the MULEs and, as expected, has poor performance which gets worse as the number of MULEs increase. The second regime corresponds to the case when p · r is only slightly greater than 1 (the "gray zone" when p = .61). In this case, when the number of paths is small (≤ 16), the splitting-based techniques (Markowitz, Prop, MIP) have the same or slightly worse performance than SRep. However, as n increases, the benefits of increased splitting become evident, and Markowitz has close to zero failure probability when n is 64. Finally, MIP has the same allocation as SRep when there are only a few paths, but employs splitting as the number of MULEs increase. However, even with only eight MULEs, the absolute difference between Markowitz and MIP is small.
The third regime is the case when p · r is significantly greater than 1 (p = .86). In this case, all techniques achieve good performance, which is intuitive because all MULEs are generally "good bets". Furthermore, with a large number of MULEs, the techniques that use erasure coding can achieve a near-zero failure probability. In contrast, SRep will require a very large replication factor to achieve such low failure probabilities. This could be important in situations when very high assurance of delivery is required.
Forced Splitting
In this section, we scale the message size to demonstrate the effects of being forced to split a message to fit onto a contact. SRep handles this constraint by splitting the message into the largest fragments that can fit over a single contact and then choosing the best paths for each fragment sequentially. Note that Markowitz, MIP, and Prop already account for volume constraints. Table 2 shows the results of these experiments. We first observe that the performance of SRep drops sharply as the message size increases. This is because, in SRep, at least one copy of every distinct fragment must be received to successfully reconstruct the message. The probability of receiving all the fragments decreases exponentially as the number of fragments increase. The larger the message size, the the larger the number of fragments, which explains the decrease in FR as overall message size increases.
The performance of Markowitz is not affected by forced splitting. This is because for p = .61, Markowitz spreads the code blocks equally over the paths, and thus obeys the contact volume constraint.
Finally, when splitting is required, SRep is greatly enhanced by erasure coding (SRep-Code). Interestingly, the performance here improves with a larger message size, simply because the contact volume constraint forces more splitting and SRep-Code approaches the equal-split allocation that is done by Markowitz. This shows that if fragmentation is required, erasure coding is almost essential for good performance.
Fast and Slow MULEs
We now consider the case where paths have different success probabilities. To construct such a scenario, we introduce two kinds of MULEs: "fast" MULEs with a velocity of 10m/s and "slow" MULEs at 5m/s. Recall that the only way data is lost in this experiment is by message expiration. Thus, slower MULEs will tend to lose data more often than faster ones. We fix the total number of MULEs at 16, the replication factor at 2, and the deadline at two hours. These settings correspond to p = .76 for the fast MULEs and p = .28 for the slow ones. We vary the slow MULEs to fast MULEs to understand how different techniques adapt to a heterogeneous set of MULEs.
As shown in Table 3 , SRep has a relatively constant failure probability of 6% as long as there are at least two fast MULEs, but jumps to 52% when all the MULEs are slow. In contrast, Prop is incapable of adapting to the mixture of path probabilities, and demonstrates notably worse performance when more than half the MULEs are slow. Finally, we see that the optimal MIP solution and Markowitz take advantage of as many fast MULEs as possible, and therefore obtain a much better FP when there are many fast MULEs. As the number of slow MULEs increases, the FP gradually degrades to approach that of simple replication, until there are no more fast MULEs, when the FP similarly jumps to 52%. We also considered other mixtures of path success probabilities, and find that Markowitz performs well in all cases.
Tolerance to Probability Estimation Errors
In this experiment, we discuss the impact of imperfect knowledge of the path delivery probabilities on performance of the various allocation techniques. This is an important consideration for real-world deployment of DTN systems, because path probabilities will generally need to be estimated and will not be completely accurate. We estimate path success probabilities by using a history of observations for each MULE; naturally, the accuracy of these predictions depends on the number of observations. In this experiment, we vary the number of samples used to estimate path probabilities and compare the reliable delivery performance. We divide 16 MULEs equally into four types, with velocities of 15, 12.5, 10, and 7.5m/s, respectively (corresponding to p = .81, .73, .61, and .47, respectively). We then examine five configurations (10, 20, 50 , 100, and 1000) of the number of samples used to make the probability estimate. For each configuration, we ran 100 simulations with different random seeds and therefore potentially different estimates of the underlying probabilities. Figure 4 shows failure rates for SRep, Markowitz, and Prop for different number of samples. For each technique, the line indicates the median failure probability along with the 5 th percentile and the 95 th percentile (of the results from the 100 runs) to show the variability. The MIP had similar behavior as Markowitz and is omitted.
When only a few samples are used (NS-10 case), it is likely that some slow MULEs will be mistakenly identified as fast ones and vice-versa. Therefore, techniques such as SRep and Markowitz that aggressively use path probabilities to guide decisions will be adversely affected by errors in probability estimation; this is clear from high variability in the failure rates.
Having more samples leads to a more accurate estimate of the probabilities and improved performance for both SRep and Markowitz. Markowitz converges faster than SRep. This is because SRep will choose only two MULEs that it thinks have the highest probability. If only a few samples are used to estimate probabilities, it may choose the wrong MULEs. Markowitz, on the other hand, will split code blocks among a larger number of MULEs; it needs only a rough idea of which MULEs are fast and which are slow. Somewhat surprisingly, Prop is only marginally affected by the number of samples, and reveals good performance even with large estimation error. This is because it spreads data over all paths. Even with a large estimation error, it will send data on both the high and low probability paths, and therefore achieve reasonable performance. In fact, for this case, even a naïve technique that allocates equal code blocks among all paths (ignoring path probabilities) has performance similar to Prop.
BUS NETWORK SCENARIO
Now we consider the San Francisco city bus network scenario, as presented in previous work [8] . In this scenario, 20 city buses are equipped with radio transceivers to move data. Although the buses act as MULEs, this scenario has significantly different properties from the previous MULE scenario. Here, path failures are not independent because a given destination is serviced by a small number of bus routes. Therefore, it is possible that multiple paths to that destination use the same bus contact, introducing dependency between the paths.
Prior work assumed that buses always deliver messages with probability one [8] . We extend that scenario by adding a failure model in which all data transmissions during a contact may fail with a fixed probability. Such failures might occur because of channel contention, large unpredictable delays in bus movements (resulting in timeouts), or buffer overflows. Although in many ways similar to the MULE scenario, this case differs in four important ways:
• Buses follow published routes and this can be used to determine an efficient path. Unlike the MULE scenario, such a delivery path may be multi-hop, complicating the scenario.
• Paths or buses may suffer complete outages, resulting in all messages held in the failed bus to be discarded, irrespective of their timeouts. In the previous scenario, messages were discarded only on expiration.
• Paths are dependent and this requires a solution approach which can incorporate this dependency among paths.
• The solution space for path selection is significantly richer. That is, messages with different sources, sinks, departure times, and expiration times may be assigned completely different paths and replication strategies. In the previous scenario, delivery of all messages was constrained to a homogeneous set of MULEs.
Simulation Setup
The bus mobility is assumed to follow the published city schedule. We assume a radio bandwidth of 400kbps and a radio range of 100 meters. Each simulation examines a 12 hour duration. For each hour, 20 messages are sent between a random pair of buses at a random start time within the hour. The message size is 10KB, each bus has 1MB of storage, and the message expiration time was set to six hours. Contact success probability was chosen between 0.8 and 1.0, and made available to the allocation technique. The average path delivery probability, however, is .643 because paths are multi-hop. The path failure model is still Bernoulli. To apply Markowitz we need to compute the covariance matrix (V ). We compute Vij (Cov(Si, Sj)) as follows.
Consider two paths i and j and let Cq denote the set of contacts common between the two paths. Let Ci and Cj be the set of contacts that exclusively belong to path i and j respectively.
The dynamic Dijkstra algorithm (ED) presented in [8] is used to find multiple path(s) between two buses within a given deadline. Taking all messages into account, the number of paths for a message to be delivered ranges from 16 to 60, with a median of 34. For most messages, there are a few high probability paths and many more (longer) ones of low probability. Furthermore, many of these paths contain common buses, so they have dependent delivery probabilities. The probability dependence can be summarized in terms of the average correlation coefficient (ρ), which is 0.2. Though it is not immediately obvious how this statistic corresponds to probability of delivery, we note that a value ofρ = 0 would imply independent paths, andρ = 1 implies completely dependent paths. simulated messages. In all cases, the MIP technique produces the optimal solution with the tightest range. 7 Examining the less expensive techniques, when r = 2, SRep performs slightly better than Markowitz. The average path success probability in this scenario is around .6, and so the product p · r is in the "gray zone". The effectiveness of splitting over multiple paths is further reduced because of dependencies among paths.
As we increase r, Markowitz shows a faster improvement than SRep. The difference between Markowitz and SRep when comparing the 95 th percentile FR is substantial. For example, when r = 4, Markowitz has almost half the failure rate as SRep. The most surprising revelation, however, is that even for higher replication factors, when comparing the median failure rates, Markowitz is only marginally better than SRep. Due to the dependencies between paths and the limited number of viable path alternatives, there is not much room for Markowitz to improve in many cases. At the same time, for some messages, paths are independent and Markowitz utilizes the path diversity to achieve better performance.
While Markowitz-Numeric and Markowitz have different performance, the differences are not generally significant. To understand the importance of accounting for correlations, we consider a modified version of Markowitz (labeled MkwIg) that ignores any correlations between paths, and note that its performance is notably degraded. This highlights the importance of systematically incorporating correlations. As a final note, we see that Proportional performs worse in all cases.
In summary, the benefits of using erasure coding are limited because of dependencies among paths. In many cases, simple replication will likely be sufficient, and the complexity of the erasure coding based techniques may not be justified. However, if very high assurance is required, using erasure coding techniques allows us to increase the "nines" of delivery success (i.e., go from a success probability of .9 to one of .99).
SENSOR NETWORK SCENARIO
In this section, we briefly discuss some early results obtained by applying our ideas to address the reliable communication problem in a multi-hop dense sensor network scenario. This scenario is different from the previous two cases as it represents a case of partial failures. We consider a loss model in which packet loss occurs because of poor channel quality. Poor channel quality may be the result of obstacles, interference, hidden terminal problems, multi-path effects, etc. Every link is characterized by a success probability, which is the probability that 7 For computation tractability MIP uses only the best 16 paths. a transmitted packet is received successfully at the receiver. If multiple code-blocks are sent over a contact opportunity, then the resultant behavior can be approximated by a binomial distribution [24] . This is different from the previous two scenarios where Si were Bernoulli. We also assume that the sensors sleep periodically with a low duty cycle to save energy [19] . This causes frequent disconnection in the network and it represents an instance of a DTN where no immediate feedback may be possible.
Simulation Setup and Parameters
Our simulation topology is borrowed from a real 97 node deployment of a sensor network in an office lab environment [15] . The sensor nodes are placed in a 40x16 foot grid with a grid size of 8ft. We use prior results to characterize packet loss based on distance [24] . The basic routing algorithm used was a minimum-cost algorithm. Edge costs were defined based on the distance between the endpoints of edges. The algorithm was extended to find the k best edge-disjoint paths. We found that the average number of paths from a node to the base-station was 7, and the path loss rates ranged from 0.4 to 0.6. This is consistent with an ongoing study to measure path loss rates for that network [15] . r was chosen to be two. 
Results
The mean failure rates for different techniques and the percentiles (5 th , 50 th and the 95 th ) are shown in Figure 6 . As expected, SRep has significantly higher failure rates (95%). This is natural because we only receive fragments of a message over the two paths, and since erasure coding is not used, at least one copy of each fragment is needed to be able to reconstruct the message. This is similar to the situation in the MULE scenario where splitting occurs (Section 6.2). We again use SRep-Code to understand the effect of a greedy allocation technique which works by sending code blocks on the best r paths. SRep-Code has a significantly better performance with a failure rate of only 2.88%. The Markowitz approach again gives additional benefits, more evident in terms of higher percentiles. For example, the 80 th percentile (i.e., for 20% of the messages) failure probability for Markowitz was less than two percent and more than six percent for SRep-Code.
SUMMARY OF RESULTS
The three scenarios are interesting because they exhibit a range of network scales and path failure models. The MULE scenario considers single-hop, uncorrelated delivery paths without volume constraints. The SFO city bus scenario uses multihop, correlated paths with volume constraints. Finally, the sensor network scenario has a large number of disjoint routing paths available, allowing us to explore partial path failures.
One consistent theme throughout our results is the existence of three operating regimes (based on the concept of the product p · r) that profoundly affect the best choice. Figure 7 shows the classification of the efficacy of the different techniques in these different regimes.
The first question we addressed is to determine the benefits of erasure coding in the various regimes. When paths have lower probability (regime 1), erasure coding does not provide additional benefits over simple replication, regardless of the number of available paths. In the second regime, the situation is slightly more complex, as the benefits of erasure coding are only evident when there are many paths on which to split code blocks. Finally, in the third regime, while all techniques achieve high success probabilities, the erasure coding based techniques can approach a near-perfect success rate.
An encouraging result is that our Markowitz technique is able to handle all three regimes and performs close to optimal in most cases. Using the Sharpe-Ratio as an alternate objective function turned out to be efficient and effective in capturing complex aspects such as path dependencies. While simple heuristics like the proportional approach may do well in certain situations, in others they have notably worse performance. Finally, for the case of partial path failures and forced splitting due to limited contact volume, the use of erasure coding is a clear win.
RELATED WORK
Use of replication to improve reliability in a DTN context has been suggested in recent work [8, 9] . To our knowledge, this work is the first attempt to systematically examine how replication and erasure coding can be used to combat uncertainties, lack of information, and failures in DTN scenarios. We now discuss various related fields from which we draw our techniques.
Portfolio Theory
Modern portfolio theory has a vast literature and an extensive survey is not possible here. The theory of efficient frontiers and utility maximization was developed by Henry Markowitz in the late 1950s. The concept of the Sharpe-Ratio was proposed by William Sharpe, in the context of stock-market equilibrium and optimal investment when a bank provides a risk free rate r. Markowitz and Sharpe (along with Merton Miller) won the Nobel Prize for Economics in 1990 for this work.
To our knowledge, numerical search is the only method for maximizing the Sharpe-Ratio if there are volume constraints. However, unconstrained optimization is covered in detail in several sources [1, 13, 6] . Furthermore, the existence of a unique maximum on the efficient frontier and the various approaches for finding it using numerical methods are also covered in prior work [13, 20] .
Optimizing the utility function P rob(Y > c) for general distributions is not well studied due to the complex nature of the distribution of Y . Most of the literature focuses on concave utility functions expressed in terms of the mean and the variance of the return Y [1, 6] . Some approaches discuss the minimization of the shortfall probability P rob(Y < c) [6] . However, this work also assumes that Y has a Gaussian distribution.
Waterfilling in Gaussian channels
A problem related to ours arises in communication theory, where a fixed power budget is allocated to maximize the total capacity of a set of parallel Gaussian noise channels. The optimal amount of power allocated to each channel is roughly proportional to the difference between the computed water-level and the noise level of the channel [4] .
Recent work in multiple antenna channels looks at similar problems where the objective is to find the capacity of multihop wireless ad-hoc networks [2] . Here, the formulation focuses on optimizing the expected value of a linear combination of random variables; therefore convex optimization techniques can be used. These approaches cannot be used in our case because the objective is a step function and therefore neither concave nor convex.
FEC, Erasure Coding, Internet Routing
Several different erasure coding techniques such as ReedSolomon codes and Tornado codes [14] have been developed, and the various tradeoffs are described elsewhere [12] . The different coding techniques differ primarily in their computational complexity and bandwidth overhead. For this paper, the choice of exact erasure coding algorithm is not important.
There are several well known cases in which erasure codes are used to cope with packet transmission failures [3, 12, 10] . Much of this work is in the context of multicast video or data transmission, and therefore generally sends a continuous sequence of code blocks over a single path. Furthermore, in these contexts, the communication path is assumed to be always available with relatively constant capacity. For these reasons, the problem of choosing the best allocation among a set of paths with different reliability does not appear in these settings.
Combinatorial Optimization
The scenarios in which path failures are modeled as Bernoulli is at heart a combinatorial optimization problem. However, to our knowledge the problem has not been investigated in detail. The problem of computing P rob(Y > c) is discussed in literature dealing with reliability of k−out-of−n systems [11] , where systems fail if more than k components fail. The work focuses on computing P rob(Y > c) for a given configuration and not on optimizing P rob(Y > c). We believe that the problem raised here presents an interesting avenue for future work.
CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we investigate the problem of improving the probability of successful message delivery in DTNs with path failures by applying a combination of erasure coding and replication. Although erasure coding is a well-known technique to address failures in traditional networks, the notions of path failures and volume constraints in DTNs significantly alter the best solution approaches. With attention paid to these differences, we formulate the optimal allocation problem of erasure code blocks over multiple paths. Solving this problem, even for the simple case of Bernoulli failures, turns out to be a challenging task. To do so, we used a mixed integer program. Unfortunately, it has too high a computational complexity to be practically useful, but it does serve as a yardstick to evaluate other methods.
Our primary solution technique relies on ideas from modern portfolio theory. This allows us to optimally solve the problem for a Gaussian failure model and gives us good approximations for other cases. In spite of a complex derivation, the final algorithm is simple and elegant. It is quite general and accounts for path dependencies and volume constraints. Through simulations of various DTN scenarios, we demonstrate that this approach offers significant benefits over simple heuristics such as greedy and proportional allocation and works well in most scenarios. Interestingly, a similar problem arises in two other contexts; replica placement in wide-area storage systems and virtual node mapping in distributed hash tables (DHTs). The ideas presented here should provide useful insights for these problems as well.
This paper is only a first step in understanding the reliability issues in DTN. Our formulation assumes that the underlying probabilities remain constant over time. Violations of this assumption present additional challenges we have not addressed here, and some form of adaptation might be required to handle dynamic conditions.
In investigating the combinatorial version (Bernoulli case) of our problem, we were unable to compute optimal solutions at any large scale. Efficient approximation algorithms (e.g. using Chernoff bounds) present an encouraging avenue of exploration for this and related problems. Another interesting direction would be to alter the optimization criteria. One possibility would be to to optimize the replication factor given constraints on delivery probabilities. The analysis included here provides hints along these lines, but this direction is still wide open.
Finally, we have some experience with the impact of erasure coding on the delay distribution of message delivery in opportunistic DTN networks, which we discuss separately in [22] . This is another potentially rich direction for future work.
