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Abstract 
Dissolved inorganic nitrogen (DIN) are typically the main focus of nutrient management strategies; however, some 
studies have found that dissolved organic nitrogen (DON) can be the dominant form of total nitrogen (TN) in several 
Australian estuaries and catchments. To better understand nitrogen cycling and explore the relationships between 
measured groundwater DON and environmental factors, thirteen machine learning (ML) techniques were compared 
in this study. DON was simulated under two scenarios using a range of input variables:  1) detailed nutrient data 
with landscape and sampling factors, and 2) limited nutrient data with landscape and sampling factors. Most of the 
tested ML algorithms more accurately predicted DON than when it was estimated from the difference between TN 
and DIN. Some models show greater adaptability to different modelling conditions, with only a few approaches able 
to predict with high accuracy using limited input variables (scenario 2). From the models tested, bagged mars, cubist 
and random forest were selected as optimal. Sample depth, sampling date and specific surface water area were the 
important non-nutrient input variables for DON prediction, which reveals the significant effect of surface 
environmental factors and seasonality on groundwater DON. 
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1. Introduction 
The negative effects of nitrogen enrichment in coastal catchments and their waterways has been widely 
documented. Typically, dissolved inorganic nitrogen (DIN) forms are the main focus of nutrient management 
strategies; however, several studies have found that dissolved organic nitrogen (DON) can be the dominant form of 
total nitrogen (TN) in selected Australian estuaries and catchments [1,2]. In these studies, DON has been observed 
to also be relatively bioavailable and readily mineralized into inorganic forms by microbes during its subsequent 
transit in downstream estuaries and streams. This additional DIN import can have large impacts on estuarine 
systems [3], especially in the Swan-Canning estuary (SCE), Western Australia, where nitrogen is the limiting factor 
for phytoplankton growth [4], and many environmental problems such as increased occurrence of hypoxia and fish 
kills  were aggravated by excessive organic matter and nutrient loading [5,6]. 
The sources of DON remain unclear but the important role of the groundwater system in organic nitrogen (ON) 
storage and transport has been previously reported [7–9]. This is particularly true on the Swan Coastal Plain (SCP) 
in Western Australia where shallow groundwater (water depth < 10 m below ground level) extends across large 
regions. This groundwater system may interact strongly with surface processes due to shallow groundwater depth 
and highly permeable sandy soils. Nitrogen in the groundwater system is therefore readily transported to the surface 
water system and contributes to the deterioration of surface water quality [10]. 
 In order to quantify DON dynamics and identify key source areas, hydrological-biogeochemical models could be 
used, but these models typically require large detailed datasets to assign the boundary conditions and model 
parameters to reflect spatial heterogeneity [11]. This kind of dataset is generally expensive and complicated to 
acquire. In the absence of data, key parameters, conditions or constants are often simplified, and in addition much 
uncertainty remains around DON biogeochemistry. Therefore, the accuracy of these hydrological-biogeochemical 
models may be compromised because of simplification and large uncertainty.  
 In parallel, advanced machine learning (ML) algorithms have driven the development of a plethora of new 
hydro-informatics models for prediction of environmental system behaviour. Unlike traditional process-based 
models, an empirical or ML model does not describe the physical processes of the system but purely simulates data 
relationships [12], and can be used to tease out poorly understood interactions. However, there has been a rapid 
expansion in the number and operation of various ML algorithms, making it difficult to identify the best approach in 
particular application contexts, and currently their suitability for DON prediction in groundwater is unclear. The 
objectives of this paper are therefore to compare ML methods for DON prediction in the shallow groundwater 
system of the SCP, and to explore the relationships between DON and environmental factors.  
2. Materials and Methods 
Our study area is the Superficial formations of the SCP groundwater system in southwestern Australia, which is 
overlain by numerous surface water sub-catchments, and supports a variety of vegetation and soil types. The climate 
is Mediterranean with two-thirds of the annual rainfall occurring during winter (June–September) and long hot and 
dry summers. Many streams and surface drainage networks within the SCP are naturally ephemeral but can become 
perennial in urban areas when they intersect rising groundwater tables that may occur in response to changing 
hydrological regimes [7]. 
Table 1 shows the input variables that were used for this study. The nutrient data were collected by the Western 
Australian Department of Water from 2006 to 2014. Sampling condition data were recorded when the samples were 
collected. Nutrient data and sampling condition data can be sourced from Water information report system 
(wir.water.wa.gov.au). Soil type, land use and vegetation type were extracted using ArcGIS spatial mapping.  
        Table 1. Variable list. 
Variable type Variable name   
Nutrient DOC, TN, NH4+, NOx- 
Landscape Soil, land use, vegetation 
Hydrological conditions Catchment, groundwater subarea, surface water subarea 
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Sampling conditions Sampling date, sample depth, pH, temperature 
2.1. Regression models 
Thirteen commonly used ML models were selected for testing (Table 2) and divided into five groups: (1) tree-
based and rule-based models (random forest, conditional inference random forest, generalized boosted models and 
cubist); (2) kernel-based machine learning models (Gaussian process with linear kernel, Gaussian process with 
radial basis function kernel, support vector machines with linear kernel and support vector machines with radial 
basis function kernel); (3) generalized stepwise linear regression models (generalized linear model with stepwise 
feature selection, multivariate adaptive regression spline and bagged multivariate adaptive regression spline); (4) 
neural network models (artificial neural networks); and (5) instance-based model (K-nearest neighbors). More 
detailed descriptions of these models can be found in the references cited in Table 2. 
 Table 2. Model names and parameters. 
Model Tuning parameter R package Reference 
Random forest (RF) Number of trees randomForest [13,14] 
Cubist Committees, neighbors Cubist [15,16] 
Conditional inference random forest (Cforest) Number of trees party [17,18] 
Gaussian process with linear kernel (GPL) None kernlab [19,20] 
Gaussian process with radial basis function kernel (GPR) Sigma kernlab [19,14] 
Support vector machines with linear kernel (SVML) Cost kernlab [21,22] 
SVM with radial basis function kernel (SVMR) Sigma, cost kernlab [23,24] 
Generalized linear model with stepwise feature selection (GLM) None MASS [25] 
Multivariate adaptive regression spline (Mars) Number of prunes, degree earth [25,14] 
Bagged mars Number of prunes, degree earth [25,14] 
Artificial neural networks (ANNs) Size, decay nnet [25] 
K-nearest neighbors (KNNs) Number of neighbors  caret [25,14] 
Generalized boosted models (GBM) Trees, interaction depth, shrinkage, node gbm, plyr [25] 
 
2.2. Model calibration and evaluation 
In groundwater, where particulate nitrogen is considered to be negligible, DON is often estimated as the 
difference between TN and DIN; to avoid confusion we denote this as DONcal. In our study, DON was defined as 
the difference between filtered total nitrogen (FTN) and dissolved inorganic nitrogen (DIN). We used the root mean 
square error (RMSE) and R2 between DONcal and DON as the benchmark for model comparison and selection. To 
test the models’ abilities to generalize prediction, all the models were simulated under two variable scenarios: 1) 
training with all variables in Table 1, and 2) training just with TN and other non-nutrient variables. All the 
modelling and statistics work were carried out in R (v3.2.4). 
There are 401 groundwater samples in this study which were divided into a training set (60%) and testing set 
(40%). Fig. 1 shows the process of model calibration and evaluation. Repeated ten-fold cross validation was applied 
during model training to avoid over-fitting. Parameters were tuned for each model to improve model performance. 
For example, a group of number of trees were test for random forest. To find out the optimal input variable 
combination for each model, recursive feature elimination was applied for all except the models containing built-in 
feature selection (e.g. tree-based or rule-based models). This calibration and evaluation was repeated five times. 
Finally, the mean RMSE and R2 of the thirteen models (for the testing dataset) was compared for optimal model 
selection.  
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Fig. 1. Workflow of model of calibration and evaluation. 
3. Results and discussion  
3.1. Which models are suitable for groundwater DON prediction? 
The RMSE and R2 of the thirteen models using the testing dataset are presented in Fig. 2. and compared relative 
to DONcal. Under scenario 1, most of the models have lower RMSE than DONcal except ANNs but only five 
models (GLM, Mars, SVML, GPL and cubist) have higher R2 than DONcal. All models have lower errors under 
scenario 1 than that under scenario 2, indicating that nutrient data can improve model performance. This is of course 
expected as DON is part of TN and related to the other nutrient data (DON=TFN-DIN), explaining why all the 
models performed better under scenario 1. But the models performed differently when nutrient data were excluded 
in the training process. Mars had the lowest error and highest R2 under scenario 1 but these values significantly 
changed under scenario 2; this behavior was also found in other three models (SVML, GPL and GLM). Specifically, 
eight models have lower RMSE than DONcal but only cubist had a similar R2  to DONcal under scenario 2. RMSE 
reflects the model bias and R2 shows the coefficient of determination between the simulated value and observed 
value; since DONcal computes DON by neglecting PN in the calculation, it is biased and has a relatively high 
RMSE but also a high R2.  
Mars and GLM are generalizations of the linear model while SVML and GPL used a linear kernel inside the 
model structure. When nutrient data was included within the training dataset, the linear kernel-based models or 
generalized linear models captured the relationship between DON and the variables. However, this linear 
assumption may not be appropriate under scenario 2, when complex non-linear relationships likely exist between 
DON and the landscape or hydrological data. This may explain why these four models exhibit large differences in 
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RMSE and R2 between the two scenarios. Hinge functions were used in Mars to simulate non-linearities and 
interactions between variables. This appeared to work to some degree, with Mars having the lowest error and 
highest R2 among these four models.  
                  
      
                             Fig. 2. Predicted RMSE (left) and R2 (right) of the thirteen models under scenario 1 and 2, compared to DONcal. 
Other models exhibit small differences in RMSE and R2 across the two scenarios (e.g. bagged mars, RF and 
SVMR in Fig. 2). All the tree-based or rule-based models (cubist, RF, GBM and Cforest) have the smallest 
differences between the two scenarios. These kinds of models divide the dataset into different subgroups, according 
to different conditions, and find a constant or regression model for each subgroup. Important variables can be 
revealed from the appearance of different variables in the split conditions. Tree-based models were firstly introduced 
as a single tree, using a constant for each leaf [26]. This structure may oversimplify data relationships and 
sometimes exhibit under-fitting. To improve model flexibility and predictability, some re-sampling methods (e.g. 
bootstrap or boosting) were proposed as part of the model training process [27]. Bootstrap methods randomly re-
sample the training dataset with replacements to obtain the same sized dataset as the original training dataset. The 
model is re-trained for this bootstrap dataset and its performance assessed against the data not included in the 
bootstrap dataset. This process is repeated for B times, producing B bootstrap datasets and B re-trained models. The 
averaged or weighted results of B re-trained models is calculated as the final result. This re-sampling method can 
increase model robustness but sometimes reduces the model interpretability. For example, important variable values 
can be found in the split conditions of a regression tree but these values are difficult to be identified from random 
forest since there may be 200 or 500 regression trees inside the random forest. Such re-sampling methods can also 
be applied to other kinds of model. Bootstrap aggregating was used in bagged mars to build a more adaptive model 
than Mars. The high performance of bagged mars relative and tree-based models (Fig. 2) highlights the effectiveness 
of re-sampling methods.  
Instance-based models (e.g. KNNs and cubist) also showed good performance (Fig. 2). KNNs predicts new 
samples using the k-closest samples from the training set, based on Euclidean or other distance. Cubist combines a 
tree-based model structure, re-sampling methods and instance-based methods together, to deal with continuous class 
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learning problems. This model has a conventional decision-tree structure, but a linear function instead of a constant 
was used for each leaf. Using model tree algorithms, cubist takes nearest-neighbors into consideration when 
predicting new samples. Unlike SVM or ANNs, instance-based models can be easily interpreted. The low error of 
instance-based models indicates that near samples have similar response to environmental factors.   
Figure 3 shows the results of cubist and bagged mars on the testing dataset under scenario 2. Most of the data 
exhibit low or medium DON concentrations (0 to 2.5 mg/L). The training set (60%) and testing set (40%) were 
randomly selected. Only four data points in the testing set were higher than 3.0 mg/L. This highlights that most of 
the training data also exhibited low or medium concentrations. As a result, the models demonstrated good 
predictability (low error and high R2) for low concentrations but compromised predictability (high error and low R2) 
for high concentrations. Similar results were also found for the other models. However, we are more concerned 
about high concentration DON because they are more likely to aggravate surface water quality problems than low 
concentration DON. Therefore, more balanced dataset is required to fully capture relationships for all range of DON. 
 
 
Fig. 3. Predicted results of cubist (left) and bagged Mars (right) on testing set under scenario 2. 
It is plausible to select an optimal model for future use, based on the lowest error and highest R2. However, these 
models may have different performance and adaptability when applied to a new dataset. For example, Mars has the 
lowest error under scenario 1 but had relatively high error under scenario 2. Other models (e.g. cubist and bagged 
mars) are more adaptive when applied to the limited nutrient dataset. Moreover, some model outputs are easily 
interpreted (e.g. cubist and KNNs) while for some models it is challenging to find environmental explanations for 
their parameters or model structure (e.g. SVM). Therefore, predicted error, model adaptability and interpretability 
should all be considered when selecting optimal models. In this study, high interpretability and low errors were 
consistent. Bagged mars, cubist and random forest were therefore selected as the optimal models because of their 
high flexibility and predictability.    
3.2. Which variables are important for DON prediction? 
Recursive feature elimination was used to find out the best variable combination for each model, except those 
models with built-in feature selection methods. The optimal variable combination was selected for each model and 
the combination may vary between different models. Table 3 shows the first five important variables of selected 
models under the two scenarios. Dissolved organic carbon (DOC) was more important than TN in bagged mars and 
RF. Both DON and DOC have strong negative correlation with surface water subarea (Pearson's correlation = -0.403 
and p-value <<0.001 and Pearson's correlation = -0.432 and p-value << 0.001, respectively). They also have similar 
density distribution under certain surface water subareas (results are not shown). This suggests that DOC and DON 
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may be similarly sourced from certain surface water subarea. Nutrient data can reduce model error and increase R2  
but NH4
+ and NOx
- were only identified as important in the cubist algorithm. The lower importance of NH4
+ and 
NOx
- may explain the small difference in error and R2 of bagged mars and RF between the two scenarios. Cubist 
heavily relies on nutrient data under scenario 1, but also has the capability of capturing the complex relationships 
with limited nutrient data under scenario 2.  
           Table 3. First five important variables of selected models in two scenarios . 
Model RMSE R2 Important variables  Data 
Cubist 0.227 0.897 TN, DOC, NH4+, NOx-, sampling date  Scenario 1 
Cubist 0.275 0.849 TN, vegetation, sampling date, sample depth, catchment Scenario 2 
Bagged mars  0.242 0.882 DOC, TN, temperature, pH, soil Scenario 1 
Bagged mars 0.262 0.887 TN, groundwater subarea, sample depth, land use, sampling date Scenario 2 
RF 0.272 0.856 DOC, TN, sample depth, vegetation, surface water subarea Scenario 1 
RF  0.282 0.858 TN, surface water subarea, vegetation, sample depth, sampling date Scenario 2 
 
Sampling date, sample depth and surface water subarea were the most important non-nutrient variables identified 
by the selected models. The importance of the sampling date hints at a seasonal change in DON dynamics, however 
there is no statistical significance in the correlation between them (Pearson's correlation = -0.049 and p-value = 
0.323). DON has a significant negative correlation with sample depth (Pearson's correlation = -0.355 and p-value << 
0.001), indicating that DON concentrations are higher in shallower groundwater samples. This strong negative 
relationship suggest that DON is affected more by surface environmental factors and explains the importance of 
surface water subarea and catchment. 
Land use and soil did not appear as consistently important variables (except in bagged mars), which supports 
previous conclusions that DON concentrations were not directly affected by human activities [28], but contradicts 
other work that suggests that land use does have an impact on DON export [29]. Land use and soil type were 
transformed into index in model training process which is likely to lose some information. This may explain the less 
importance of land use and soil and the contradiction. More detailed investigation is required into the interaction 
between groundwater DON and land use. The importance of these landscapes, as well as the hydrological and 
sampling condition variables reveal the complex relationships between DON and other factors. 
4. Conclusions 
Thirteen machine learning models were compared for the prediction of groundwater DON under two sets of input 
variables. Most of the tested machine learning algorithms were more accurate than approximation of DON from TN 
and DIN. Despite high R2, DONcal has a relatively high bias. Some models were more adaptive to different 
modelling conditions while other models have low adaptability. Bagged mars, cubist and RF were selected as the 
optimal models. Compared to the other models, they demonstrated good generalization capability to different data 
conditions as well as high interpretability. Sample depth, sampling date and surface water subarea were important 
for DON prediction which reveals the interaction between the groundwater system, the surface environment and the 
seasonal changes in DON. Models under scenario 1 had lower RMSE and higher R2 than models under scenario 2. 
However, nutrient data is more expensive to collect than landscape or hydrological data and very often groundwater 
nutrient data is limited to total nutrients. Therefore, scenario 2 may be a more practical application for groundwater 
managers, and this study provides a useful method for estimation of groundwater DON using a limited dataset. More 
data scenarios should be tested to ascertain the flexibility of cubist, bagged mars and RF to different modelling 
conditions. Based on these findings an improved conceptual model can be built to better understand the role of 
different environmental factors in shaping DON dynamics and hotspots, according to their importance as identified 
by the models. 
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