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Abstract
Lattice current algebras were introduced as a regularization of the
left- and right moving degrees of freedom in the WZNW model. They
provide examples of lattice theories with a local quantum symmetry
Uq(G). Their representation theory is studied in detail. In particular,
we construct all irreducible representations along with a lattice analogue
of the fusion product for representations of the lattice current algebra.
It is shown that for an arbitrary number of lattice sites, the representa-
tion categories of the lattice current algebras agree with their continuum
counterparts.
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1 Introduction
Lattice current algebras were introduced and first studied several years ago
(see [2], [13] and references therein). They were designed to provide a lattice
regularization of the left- and right-moving degrees of freedom of the WZNW
model [30] and gave a new appealing view on the quantum group structure
of the model. In spite of many similarities between lattice and continuum
theory, fundamental relations between them remain to be understood. In this
paper we prove the conjecture of [2] that the representation categories of the
lattice and continuum model agree.
1.1 Lattice current algebras. Lattice current algebras are defined over a dis-
cretized circle, i.e., their fundamental degrees of freedom are assigned to N
vertices and N edges of a 1-dimensional periodic lattice. We enumerate ver-
tices by integers n(modN). Edges are oriented such that the nth edge points
from the (n− 1)st to the nth vertex. Being defined over lattices of size N , the
lattice current algebras come in families KN , N a positive integer. A precise
definition of these (associative *-)algebras KN is given in the next section. We
shall see that elements of KN can be assembled into (s×s)− matrices, Jn and
Nn, n ∈ ZmodN , with KN -valued matrix elements such that
1
JnR
2
Jn+1 =
2
Jn+1
1
Jn , R
′ 1Jn
2
Jn =
2
Jn
1
JnR ,
R′
1
N nR
2
N n =
2
N nR
′ 1N nR , (1.1)
2
N n
1
Jn =
1
JnR
2
N nR
′ ,
1
Jn
2
N n−1 = R
2
N n−1R
′ 1
Jn .
To explain notations we view the matrices Jn, Nn as elements in End(V )⊗KN ,
where V is an s-dimensional vector space. In this way Jn =
∑
mn,ς ⊗ ln,ς
determines elements mn,ς ∈ End(V ) and ln,ς ∈ KN which are used to define
1
Jn =
∑
mn,ς ⊗ e⊗ ln,ς ,
2
Jn =
∑
e⊗mn,ς ⊗ ln,ς
where e is the unit in End(V ). Similar definitions apply to Nn. Throughout
the paper we will use the symbol σ for the permutation map σ : End(V ) ⊗
End(V )→ End(V )⊗End(V ), and application of σ to an objectX ∈ End(V )⊗
End(V ) is usually abbreviated by putting a prime, i.e. X ′ ≡ σ(X). The
matrix R = R(h) ∈ End(V ) ⊗ End(V ) which appears in eqs. (1.1) is a one-
parameter solution of the Yang Baxter Equation (YBE). Such solutions can
be obtained from arbitrary simple Lie algebras.
The lattice Kac-Moody algebra KN depends on a number of parameters,
including the “Planck constant” h in the solution R(h) of the YBE and the
“lattice spacing” ∆ = 1/N . A first, nontrivial test for the algebraic relations
(1.1) comes from the classical continuum limit, i.e., from the limit in which h
and ∆ = 1/N are sent to zero. Using the rules
Nn ∼ 1−∆η(x) , Jn ∼ 1−∆j(x) , R ∼ 1 + iγhr
1
with x = n/N , γ being a deformation parameter and the standard prescription
{., .} = lim
h→0
i
[., .]
h
to recover the Poisson brackets from the commutators, one finds that
{
1
j (x),
2
j (y)} =
γ
2
[C,
1
j (x)−
2
j (y)]δ(x − y) + γCδ′(x− y) ,
{
1
η (x),
2
η (y)} =
γ
2
[C,
1
η (x)−
2
η (y)]δ(x − y) ,
{
1
η (x),
2
j (y)} =
γ
2
[C,
1
j (x)−
2
j (y)]δ(x − y) + γCδ′(x− y) .
Here C is the Casimir element C = r + r′ = r + σ(r). For clarity, let us
rewrite these relations in terms of components. When we express C = ta ⊗ ta
and j(x) = ja(x)t
a in terms of generators ta of the classical Lie algebra, the
relations become
{ja(x), jb(y)} = γf
c
abjc(x)δ(x − y) + γδabδ
′(x− y)
{ηa(x), ηb(y)} = γf
c
abηc(x)δ(x − y)
{ηa(x), jb(y)} = γf
c
abjc(x)δ(x − y) + γδabδ
′(x− y)
The f cab
′s are the structure constants of the Lie algebra, i.e., [ta, tb] = f cabt
c.
We easily recognize the first equation as the classical Poisson bracket of
the left currents in the WZNW model. Furthermore, the quantity jR(x) ≡
jL(x) − η(x) Poisson commutes with jL(x) ≡ j(x) and satisfies the Poisson
commutation relations of the right currents, i.e.,
{
1
j R(x),
2
j R(y)} = −
γ
2
[C,
1
j R(x)−
2
j R(y)]δ(x − y)− γCδ′(x− y) ,
{
1
j R(x),
2
j L(y)} = 0 . (1.2)
Hence we conclude that the lattice current algebra as described in eqs. (1.1)
is the quantum lattice counterpart of the classical left and right currents.
One would like to establish a close relationship between the lattice current
algebra and its counterpart in the continuum model. A first step in this
direction is described in this paper. We find that the representation categories
of the lattice and the continuum theory coincide. For this to work, it is rather
crucial to combine left- and right-moving degrees of freedom. For instance,
the center of the lattice current algebra with only one chiral sector changes
dramatically depending on whether the number of lattice sites is odd or even.
The only *-operation known for such algebras [26] is constructed in the case
of Uq(sl(2)) and does not admit straightforward generalizations. However, no
such difficulties appear in the full theory. It therefore appears to be rather
unnatural to constrain the discrete models to one chiral sector.
1.2 Main results. In the next section we use the methods developed in [4]
to provide a precise definition of lattice current algebras. In contrast to the
2
heuristic definition we use in this introduction, our precise formulation is ap-
plicable to general modular Hopf algebras G, in particular to Uq(G), for an
arbitrary semisimple Lie algebra G. The main result of Section 3 provides
a complete list of irreducible representations for the lattice current algebras
KN .
Theorem A (Representations of KN ) For every semisimple modular Hopf
algebra G and every integer N ≥ 1, there exists a lattice current algebra KN
which admits a family of irreducible ∗-representations DIJN on Hilbert spaces
W IJN . Here the labels I, J run through classes of finite-dimensional, irreducible
representations of the algebra G.
The two labels I, J that are needed to specify a representation of KN cor-
respond to the two chiralities in the theory of current algebras. In fact, the
algebra K1 is isomorphic to the quantum double of the algebra G [21] and the
pairs I, J label its representations. These results are in agreement with the
investigation of related models in [22].
Next, we introduce an inductive limit K∞ of the family of finite dimen-
sional algebras KN . It can be done using the block-spin transformation [13]
KN → KN+1.
Under this embedding, every irreducible representation of KN+1 splits into a
direct sum of irreducible representations of KN . It appears that the represen-
tation DIJN+1 always splits into several copies of the representation D
IJ
N . Thus,
representations of the inductive limit K∞ are in one to one correspondence
with representations of K1 (or KN for arbitrary finite N).
In order to be able to take tensor products of representations of the lattice
current algebras, we introduce a family of homomorphisms
ΛN,M : KN+M−1 → KN ⊗KM
which satisfy the co-associativity condition
(id⊗ ΛM,L) ◦ ΛN,L+M−1 = (ΛN,M ⊗ id) ◦ ΛM+N−1,L.
Let us notice that the co-product ΛN,M is supposed to provide a lattice
counterpart of the co-product defined by the structure of superselection sectors
in algebraic field theory [9], [10], [27], [28].
By combining the co-product ΛN,M with the block-spin transformation we
construct a new co-product ∆N : KN → KN⊗KN which preserves the number
of sites in the lattice (see subsection 4.3). This co-product is compatible
with the block-spin transformation and, hence, it defines a co-product for the
inductive limit K∞:
∆∞ : K∞ → K∞ ⊗K∞.
Our second result concerns tensor products of representations of the lattice
current algebra K∞.
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Theorem B (Representation category of the lattice current algebra) The
braided tensor categories of representations of the lattice current algebra K∞
with the co-product ∆∞ and of the Hopf algebra K1 with the co-product ∆1
coincide.
In principle, our theory must be modified to apply to Uq(G), q
p = 1. It is
well known that Uq(G) at roots of unity is not semi-simple. This can be
cured by a process of truncation which retains only the “physical” part of
the representation theory of quantized universal enveloping algebras. The
algebraic implementation of this idea has been explained in [4] and can be
transferred easily to the present situation. We plan to propose an alternative
treatment in a forthcoming publication.
2 Definition of the Lattice Current Algebra
Our goal is to assign a family of lattice current algebras (parametrized by
the number N of lattice sites) to every modular Hopf-*-algebra G. Before we
describe the details, we briefly recall some fundamental ingredients from the
theory of Hopf algebras.
2.1 Semisimple, modular Hopf-algebras. By definition, a Hopf algebra is a
quadruple (G, ǫ,∆,S) of an associative algebra G (the “symmetry algebra ”)
with unit e ∈ G, a one-dimensional representation ǫ : G → C (the “co-unit”), a
homomorphism ∆ : G → G⊗G ( the “co-product”) and an anti-automorphism
S : G → G (the “antipode”). These objects obey a set of basic axioms which
can be found e.g. in [1]. The Hopf algebra (G, ǫ,∆,S) is called quasitriangular
if there is an invertible element R ∈ G ⊗ G such that
R ∆(ξ) = ∆′(ξ) R for all ξ ∈ G ,
(id⊗∆)(R) = R13R12 , (∆⊗ id)(R) = R13R23 .
Here ∆′ = σ ◦∆, with σ : G ⊗ G → G ⊗ G the permutation map, and we are
using the standard notation for the elements Rij ∈ G ⊗ G ⊗ G.
For a ribbon Hopf-algebra one postulates, in addition, the existence of a
certain invertible central element v ∈ G (the “ribbon element”) which factor-
izes R′R ∈ G ⊗ G ( here R′ = σ(R)), in the sense that
R′R = (v ⊗ v)∆(v−1)
(see [24] for details). The ribbon element v and the element R allow us to
construct a distinguished grouplike element g ∈ G by the formula
g−1 = v−1
∑
S(r2ς )r
1
ς ,
where the elements riς come from the expansion R =
∑
r1ς ⊗ r
2
ς of R. The
element g is important in the definition of q-traces below.
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We want this structure to be consistent with a *-operation on G. To be
more precise, we require that
R∗ = (R−1)′ = σ(R−1) , ∆(ξ)∗ = ∆′(ξ∗), (2.1)
and that v, g are unitary 1. This structure is of particular interest, since it
appears in the theory of the quantized universal enveloping algebras Uq(G)
when the complex parameter q has values on the unit circle [18].
At this point we assume that G is semisimple, so that every representation
of G can be decomposed into a direct sum of finite-dimensional, irreducible
representations. From every equivalence class [I] of irreducible representations
of G, we may pick a representative τ I , i.e., an irreducible representation of
G on a δI -dimensional Hilbert space V
I . The quantum trace trIq is a linear
functional acting on elements X ∈ End(V I) by
trIq(X) = Tr
I(Xτ I(g)) .
Here TrI denotes the standard trace on End(V I) with TrI(eI) = δI and g ∈ G
has been defined above. Evaluation of the unit element eI ∈ End(V I) with
trIq gives the quantum dimension of the representation τ
I ,
dI ≡ tr
I
q(e
I) .
Furthermore, we assign a number SIJ to every pair of representations τ
I , τJ ,
SIJ ≡ N (tr
I
q ⊗ tr
J
q )(R
′R)IJ with (R′R)IJ = (τ I ⊗ τJ)(R′R) ,
for a suitable, real normalization factor N . The numbers SIJ form the so-
called S-matrix S. Modular Hopf algebras are ribbon Hopf algebras with an
invertible S-matrix 2.
Let us finally recall that the tensor product, τ ✷× τ
′, of two representations
τ, τ ′ of a Hopf algebra is defined by
(τ ✷× τ
′)(ξ) = (τ ⊗ τ ′)∆(ξ) for all ξ ∈ G .
In particular, one may construct the tensor product τ I ✷× τ
J of two irreducible
representations. According to our assumption that G is semisimple, such
tensor products of representations can be decomposed into a direct sum of ir-
reducible representations, τK . The multiplicities N IJK in this Clebsch-Gordan
decomposition of τ I ✷× τ
J are called fusion rules.
1Here we have fixed ∗ on G ⊗ G by (ξ ⊗ η)∗ = ξ∗ ⊗ η∗. Following [18], we could define
an alternative involution † on G ⊗ G which incorporates a permutation of components, i.e.,
(ξ ⊗ η)† = η† ⊗ ξ† and ξ† = ξ∗ for all ξ, η ∈ G. With respect to †, ∆ becomes an ordinary ∗
-homomorphism and R is unitary.
2If a diagonal matrix T is introduced according to TIJ = ̟δI,Jd
2
Iτ
I(v) (with an appro-
priate complex factor ̟), then S and T furnish a projective representation of the modular
group SL(2,Z).
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Among all our assumptions on the structure of the Hopf-algebra (G, ǫ,∆,S)
(quasi-triangularity, existence of a ribbon element v, semisimplicity of G and
invertibility of S), semisimplicity of G is the most problematic one. In fact it
is violated by the algebras Uq(G) when q is a root of unity. It is sketched in [4]
how “truncation” can cure this problem, once the theory has been extended
to weak quasi-Hopf algebras [18].
Example: (Hopf-algebra Zq) We wish to give one fairly trivial example for
the algebraic structure discussed so far. Our example comes from the group
Zp. To be more precise, we consider the associative algebra G generated by
one element g subject to the relation gp = 1. On this algebra, a co-product,
co-unit and an antipode can be defined by
∆(g) = g ⊗ g , S(g) = g−1 , ǫ(g) = 1 .
We observe that G is a commutative semisimple algebra. It has p one-
dimensional representations τ r(g) = qr, r = 0, . . . , p − 1, where q is a root
of unity, q = e2pii/p. We may construct characteristic projectors P r ∈ G for
these representations according to
P r =
1
p
p−1∑
s=0
q−rsgs for r = 0, . . . , p − 1 .
One can easily check that τ r(P s) = δr,s. The elements P
r are employed to
obtain a nontrivial R-matrix,
R =
∑
r,s
qrsP r ⊗ P s .
When evaluated with a pair of representations τ r, τ s we find that (τ r ⊗
τ s)(R) = qrs. The R-matrix satisfies all the axioms stated above and thus
turns G into a quasitriangular Hopf-algebra. Moreover, a ribbon element
is provided by v =
∑
q−r
2
Pr. We can finally introduce a ∗-operation on
G such that g∗ = g−1. The consistency relations 2.1 follow from the co-
commutativity of ∆, i.e. ∆′ = ∆, and the property R = R′. A direct
computation shows that the S-matrix is invertible only for odd integers p.
Summarizing all this, we have constructed a family of semisimple ribbon Hopf-
*-algebras Zq, q = exp(2πi/p). They are modular Hopf-algebras for all odd
integers p.
2.2 R-matrix formalism. Before we propose a definition of lattice current
algebras, we mention that Hopf algebras G are intimately related to the objects
Nn, n ∈ ZmodN, introduced in eq. (1.1). To understand this relation, let us
introduce another (auxiliary) copy, Ga, of G and let us consider the R-matrix
as an object in Ga ⊗G. To distinguish the latter clearly from the usual R, we
denote it by N±,
N− ≡ R
−1 ∈ Ga ⊗G , N+ ≡ R
′ ∈ Ga ⊗ G .
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Quasi-triangularity of the R-matrix furnishes the relations
∆a(N±) =
2
N ±
1
N ± , R
2
N +
1
N − =
1
N −
2
N +R , (2.2)
R
2
N ±
1
N ± =
1
N ±
2
N ±R .
Here we use the same notations as in the introduction, and ∆a(N±) = (∆ ⊗
id)(N±) ∈ Ga ⊗ Ga ⊗ G. The subscript a reminds us that ∆a acts on the
auxiliary (i.e. first) component of N±. To be perfectly consistent, the objects
R in the preceding equations should all be equipped with a lower index a to
show that R ∈ Ga⊗Ga etc.. We hope that no confusion will arise from omitting
this subscript on R. The equations (2.2) are somewhat redundant: in fact,
the exchange relations on the second line follow from the first equation in the
first line. This underlines that the formula for ∆a(N±) encodes information
about the product in G rather than the co-product 3. More explanations of
this point follow in Subsection 2.3.
Next, we combine N+ and N− into one element
N ≡ N+(N−)
−1 = R′R ∈ Ga ⊗ G .
From the properties of N± we obtain an expression for the action of ∆a on
N ,
∆a(N) =
2
N +
1
N +(
1
N −)
−1(
2
N −)
−1
= R−1
1
N +
2
N +R(
1
N −)
−1(
2
N −)
−1
= R−1
1
N +(
1
N −)
−1R
2
N +(
2
N −)
−1
= R−1
1
N R
2
N .
As seen above, the formula for ∆a(N) encodes relations in the algebra G and
implies, in particular, the following exchange relations for N :
R′
1
N R
2
N = R′R∆a(N) = R
′∆′a(N)R
=
2
N R′
1
N R .
This kind of relations first appeared in [23]. We used them in the introduction
when describing the objects Nn assigned to the sites of the lattice. Thus we
have shown that, for any modular Hopf-algebra G, one may construct objects
N obeying the desired quadratic relations.
The other direction, namely the problem of how to construct a modular
Hopf-algebra G from an object N satisfying the exchange relations described
3The co-product ∆ of G acts on N± according to ∆(N±) = (id ⊗ ∆)(N±) = N±N˜± ∈
Ga ⊗ G ⊗ G. Here N± [N˜±] on the right hand side of the equation have the unit element
e ∈ G in the third [second] tensor factor
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above, is more subtle. To begin with, one has to choose linear maps π : Ga → C
in the dual G′a of Ga. When such linear forms π ∈ G
′
a act on the first tensor
factor of N ∈ Ga ⊗ G they produce elements in G:
π(N) ≡ (π ⊗ id)(N) ∈ G for all π ∈ G′a .
π(N) ∈ G will be called the π-component of N or just component of N . Under
certain technical assumptions it has been shown in [6] that the components
of N generate the algebra G. In this sense one can reconstruct the modular
Hopf-algebra G from the object N .
Lemma 1 [6] Let Ga be a finite-dimensional, semisimple modular Hopf alge-
bra and N be the algebra generated by components of N ∈ Ga ⊗N subject to
the relations
1
N R
2
N = R∆a(N) ,
where we use the same notations as above. Then N can be decomposed into a
product of elements N± ∈ Ga ⊗N ,
N = N+N
−1
− such that
∆(N) ≡ N+N˜N
−1
− ∈ Ga ⊗N ⊗N
ǫ(N) ≡ e ∈ Ga , S(N±) ≡ N
−1
± ∈ Ga ⊗N
define a Hopf-algebra structure on N . Here, the action of ∆, ǫ,S on the second
tensor component of N,N± is understood. In the equation for ∆(N), N+, N
−1
−
are supposed to have a trivial entry in the third component while N˜ =
∑
nς ⊗
e⊗Nς with e being the unit in N and N =
∑
nς ⊗Nς ∈ Ga ⊗N . As a Hopf
algebra, N is isomorphic to Ga.
Let us remark that the ∗-operation in G induces a ∗-operation in N which
looks as follows:
N∗+ = N−. (2.3)
In our definition of the lattice current algebras below, we shall describe
the degrees of freedom at the lattice sites directly in terms of elements ξ ∈ G,
instead of working with N (as in the introduction).
The δI -dimensional representations τ
I of Ga ∼= G furnish a δI × δI -matrix
of linear forms on Ga. When these forms act on the first tensor factor of N ,
we obtain a matrix N I ∈ End(V I)⊗ G of elements in G,
N I ≡ τ I(N) = (τ I ⊗ id)(N) .
These matrices will turn out to be useful.
Example: (R-matrix formalism for Zq) Let us illustrate all these remarks
on the example of G = Zp. Recall that R =
∑
qrsP r ⊗ P s and that Zp has
only one-dimensional representations given by τ r(g) = qr. Evaluation of the
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objects N± in representations τ
r produces elements N r± = (τ
r ⊗ id)(N±) ∈
C⊗Zq ∼= Zq. Explicitly, they are given by
N r+ =
∑
qrsPs = g
r and N r− =
∑
q−rsPs = g
−r .
Together with the property (τ r ⊗ τ s)∆ ∼= τ r+s the relations (2.2) become
g±(r+s) = g±sg±r , qrsgsg−r = g−rgsqrs .
For N ∈ Zq ⊗Zq we find
N =
∑
q2rsPr ⊗ Ps and N
r = g2r .
As predicted by the general theory, the elements N r ∈ Zq generate the algebra
Zq when p is odd.
2.3 Definition of KN . Next, we turn to the definition of the lattice current
algebras KN associated to a fixed modular Hopf algebra. Before entering the
abstract formalism, it is useful to analyse the classical geometry of the discrete
model. Our classical continuum theory contains two Lie-algebra valued fields,
namely η(x) and j(x). To describe a configuration of η, for instance, we have
to place a copy of the Lie-algebra at every point x on the circle. On the
lattice, there are only N discrete points left and hence configurations of the
lattice field η involve only N copies of the Lie algebra. When passing from
the continuum to the lattice, we encode the information about the field j(x)
in the holonomies along links,
jn = Pexp(
∫
n
j(x)dx) .
Here
∫
n denotes integration along the n
th link that connects the (n−1)st with
the nth site. The classical lattice field jn has values in the Lie group. Let
us remark that, even at the level of Poisson brackets, the variables jn can
not be easily included into the Poisson algebra. The reason is that jn’s fail
to be continuous functions of the currents. Therefore, we should regularize
the Poisson brackets (or commutation relations) of the lattice currents. This
regularization is done in the most elegant way with the help of R-matrices.
This consideration explains an immediate appearance of the quantum groups
in the description of the lattice current algebras.
In analogy to the classical description of the lattice field η, the lattice cur-
rent algebras contain N commuting copies of the algebra G or, more precisely,
KN contains an N -fold tensor product G
⊗N of G as a subalgebra. We denote
by Gn the subalgebra
Gn = e⊗ . . . ⊗ G ⊗ . . .⊗ e ⊂ G
⊗N
where G appears in the nth position and all other entries in the tensor product
are trivial. The canonical isomorphism of G and Gn ⊂ G
⊗N furnishes the
homomorphisms
ιn : G → G
⊗N for all n = 1, . . . , N.
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We think of the copies Gn of G as being placed at the N sites of a periodic
lattice, with Gn assigned to the n
th site. In addition, the definition of KN
will involve generators Jn, n = 1, . . . , N . The generator Jn sits on the link
connecting the (n − 1)st with the nth site.
Definition 1 The lattice current algebra KN is generated by components
4 of
Jn ∈ Ga ⊗ KN , n = 1, . . . , N, along with elements in G
⊗N . These generators
are subject to three different types of relations.
1. Covariance properties express that the Jn are tensor operators transform-
ing under the action of elements ξm ∈ Gm like holonomies in a gauge
theory, i.e.,
ιn(ξ)Jn = Jn∆n(ξ) for all ξ ∈ G
∆n−1(ξ)Jn = Jnιn−1(ξ) for all ξ ∈ G (2.4)
ιm(ξ)Jn = Jnιm(ξ) for all ξ ∈ G,m 6= n, n− 1 modN .
The covariance relations (2.4) make sense as relations in Ga ⊗ KN , if
ιn(ξ) ∈ Gn ⊂ KN is regarded as an element ιn(ξ) ∈ Ga ⊗KN with trivial
entry in the first tensor factor and ∆n(ξ) ≡ (id ⊗ ιn)∆(ξ) ∈ Ga ⊗ Gn ⊂
Ga ⊗KN .
2. Functoriality for elements Jn on a fixed link means that
1
Jn
2
Jn = R∆a(Jn) (2.5)
This is to be understood as a relation in Ga ⊗ Ga ⊗ KN where ∆a :
Ga ⊗KN → Ga ⊗ Ga ⊗KN acts trivially on the second tensor factor KN
and R = R ⊗ e ∈ Ga ⊗ Ga ⊗ KN . The other notations were explained
in the introduction. We also require that the elements Jn possess an
inverse J−1n ∈ Ga ⊗KN such that
JnJ
−1
n = e, J
−1
n Jn = e . (2.6)
3. Braid relations between elements Jn, Jm assigned to different links have
to respect the gauge symmetry and locality of the model. These principles
require
1
Jn
2
Jm =
2
Jm
1
Jn if n 6= m,m± 1modN,
1
JnR
2
Jn+1 =
2
Jn+1
1
Jn (2.7)
R denotes the element R⊗ e ∈ Ga ⊗ Ga ⊗KN as before.
4Recall that a component of Jn is an element π(Jn) ≡ (π ⊗ id)(Jn) in the algebra KN .
Here π runs through the dual G′a of Ga.
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The lattice current algebra KN contains a subalgebra JN generated by
components of the Jn only. They are subject to functoriality (2.) and braid
relations (3.). The subalgebra JN admits an action of G
⊗N (by generalized
derivations) such that the full lattice current algebra KN can be regarded
as a semi-direct product of JN and G
⊗N with respect to this action. Our
covariance relations (1.) give a precise definition of the semi-direct product.
Let us briefly explain how Definition 1 is related to the description we used
in the introduction. The relation of the Hopf algebras Gn and the objects Nn
has already been discussed. Our covariance relations in eq. (2.4) correspond
to the exchange relations between N and J in the third line of eq. (1.1). They
can be related explicitly with the help of the quasi-triangularity of R, using
the formula N = R′R. We have, for instance,
2
N n
1
Jn = (e⊗ (R
′R)n)
1
Jn =
1
Jn [(id⊗∆n)(R
′R)]213
=
1
Jn R(e⊗ (R
′R)n)R
′ =
1
JnR
2
N nR
′ ,
where we use the notation (R′R)n = (id ⊗ ιn)(R
′R) ∈ Ga ⊗ Gn and R =
(R ⊗ e) ∈ Ga ⊗ Ga ⊗ KN as usual. [.]213 means that the first and the second
tensor factors of the expression inside the brackets are exchanged. For finite-
dimensional semisimple modular Hopf algebras G, Lemma 1 implies that one
could define KN using the objects Nn ∈ Ga⊗Gn ⊂ Ga⊗KN instead of elements
η ∈ G⊗N . The generators Nn would have to obey the exchange relations stated
in eq. (1.1) and
1
N nR
2
N n = R∆a(Nn) .
The functoriality relation for Jn did not appear in the introduction. But
we can use it now to derive quadratic relations for the Jn in much the same
way as has been done for N , earlier in this section. Indeed we find
R′
1
Jn
2
Jn = R
′R∆a(Jn) = R
′∆′a(Jn)R
=
2
Jn
1
Jn R .
This exchange relation is the one used in the introduction to describe the
lattice currents Jn. When the first two tensor factors in this equation are
evaluated with representations of Ga ∼= G one derives quadratic relations for
the KN -valued matrices
JIn ≡ (τ
I ⊗ id)(Jn) ∈ End(V
I)⊗KN .
As we discussed earlier in this section, elements in the algebra KN can
be obtained from Jn with the help of linear forms π ∈ G
′
a. To understand
functoriality properly one must realize that it describes the “multiplication
table” for elements π(Jn) ∈ KN . If we pick two linear forms π1, π2 ∈ G
′
a on
Ga, the corresponding elements in KN satisfy
π1(Jn)π2(Jn) = (π1 ⊗ π2)(R∆(Jn)) .
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We can rewrite this equation by means of the (twisted) associative product ∗
for elements πi ∈ G
′
a,
(π1 ∗ π2)(ξ) ≡ (π1 ⊗ π2)(R∆(ξ)) .
It allows us to express the product π1(Jn)π2(Jn) in terms of the element
π1 ∗ π2 ∈ G
′
a,
π1(Jn)π2(Jn) = (π1 ∗ π2)(Jn) for all π1, π2 ∈ G
′
a .
Remark: It may help here to invoke the analogy with a more familiar sit-
uation. In fact, the Hopf algebra structure of G induces the standard (non-
twisted) product · on its dual G′,
(π1 · π2)(ξ) ≡ (π1 ⊗ π2)(∆(ξ)) for all ξ ∈ G .
Let us identify π ∈ G′a with the image π(T ) = (π ⊗ id)(T ) of some universal
object T ∈ Ga ⊗ G
′ and insert T into the definition of the product ·,
π1(T )π2(T ) ≡ (π1 ⊗ π2)(∆a(T )) = (π1 · π2)(T ) .
Here and in the following we omit the · when multiplying elements π(T ). The
derived multiplication rules for components of T ∈ Ga ⊗ G
′ are equivalent to
the following functoriality
1
T
2
T = ∆a(T )
and imply RTT-relations: R
1
T
2
T =
2
T
1
T R .
Such relations are known to define quantum groups, and hence our variables
Jn describe some sort of twisted quantum groups. This fits nicely with the
nature of the classical lattice field jn. As we have noted earlier, the latter
takes values in a Lie group.
We saw above that the definition of a product for components of Jn im-
plies the desired quadratic relations. The converse is not true in general, i.e.
functoriality is a stronger requirement than the quadratic relations. In the
familiar case of Uq(sl2) for example, functoriality furnishes also the standard
determinant relations which are usually “added by hand” when algebras are
defined in terms of quadratic relations. Due to functoriality we are thus able
to develop a universal theory which does not explicitly depend on the specific
properties of the Hopf algebra G.
We have shown that the mathematical definition of KN represented in this
section agrees with the description used in the introduction. The algebra KN
now appears as a special example of the “graph algebras” defined and studied
in [4] to quantize Chern-Simons theories. This observation will enable us to
use some of the general properties established there.
The most important one among such general properties is the existence of
a *-operation. On the copies Gn, a *-operation comes from the structure of
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the modular Hopf-*-algebra G. Its action can be extended to the algebra KN
by the formula
J∗n = S
−1
n J
−1
n Sn−1 , (2.8)
where Sn = (id ⊗ ιn)[∆(κ
−1)(κ ⊗ κ)R−1] ∈ Ga ⊗ Gn ⊂ Ga ⊗ KN . Here ιn :
G → Gn ⊂ KN is the canonical embedding, and the central element κ ∈ G
is a certain square root of the ribbon element v, i.e. κ2 = v (cp. [4] for
details). Let us note that the formula (2.8) can be rewritten using the elements
Nn,± ∈ Ga ⊗ Gn constructed from the R-element according to
Nn,+ ≡ (id ⊗ ιn)(R
′) , Nn,− ≡ (id⊗ ιn)(R
−1) .
The conjugate current is expressed as
J∗n = (κn−1κn)
−1 N−1n,−J
−1
n Nn−1,− (κn−1κn) . (2.9)
Here κn−1 = ιn−1(κ), κn = ιn(κ). In order to verify the property (J
∗
n)
∗ = Jn,
one uses the following identities:
v−1n−1Jnvn−1 = vaN
−1
n−1Jn , v
−1
n Jnvn = v
−1
a JnNn,
where va is the ribbon element in the auxillary Hopf algebra Ga. The ribbon
elements v at different lattice sites generate automorphisms of the lattice
current algebra which resemble the evolution automorphism in the quantum
top [3].
Example:(The U(1)-current algebra on the lattice) It is quite instructive to
apply the general definition of lattice current algebras to the case G = Zq.
Recall that Zq is generated by one unitary element g which satisfies g
p = 1.
Representations τ s of G were labeled by an integer s = 1, . . . , p−1, and τ s(g) =
qs with q = exp(2πi/p). We can apply the one-dimensional representations τ s
to the current Jn ∈ Ga⊗KN to obtain elements J
s
n = τ
s(Jn) = (τ
s⊗ id)(Jn) ∈
KN . Functoriality becomes
JsnJ
t
n = q
tsJs+tn ,
where we have used that (τ s ⊗ τ t)∆a(ξ) = τ
s+t(ξ) and (τ s ⊗ τ t)(R−1) = q−st
(s + t is to be understood modulo p). The relation allows to generate the
elements Jsn from J
1
n ∈ KN . Observe that J
0
n is the unit element e in the
algebra KN . From the previous equation we deduce that the p
th power of the
generator J1n is proportional to e,
(J1n)
p = qp(p−1)/2Jpn = q
p(p−1)/2e .
This motivates us to introduce the renormalized generators wn = q
(1−p)/2J1n ∈
Kn which obey w
p
n = e. In the following it suffices to specify relations for the
generators wn and gn = ιn(g) of KN . The covariance equations (2.4) read
gnwn = qwngn , wngn−1 = qgn−1wn
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since (τ1 ⊗ id)∆(g) = qg. The exchange relations for currents become
wnwn+1 = q
−1wn+1wn .
The identity ∆(κ−1)(κ⊗ κ)R−1 = e⊗ e with κ =
∑
q−r
2/2Pr finally furnishes
w∗n = w
−1
n .
At this point one can easily recognize the algebra of wn’s as the lattice U(1)-
current algebra [12].
2.4 The right currents. Let us stress that there is a major ideological difference
between our discussion of lattice current algebras and the work in [4]. In the
context of Chern Simons theories, the graph algebras were introduced as aux-
iliary objects, and physical variables of the theory were to be constructed from
objects assigned to the links, i.e. from the variables Jn. Here the Jn’s rep-
resent only the left-currents, and we expect also right- currents to be present
in the theory. They are constructed from the variables Jn and the elements
ξn ∈ Gn and hence give a physical meaning to the graph algebras. We define
a family of new variables JRn ∈ Ga ⊗KN on the lattice by setting
JRn = N
−1
n,−J
−1
n Nn−1,+ .
The JRn turn out to provide the right currents in our theory. For the rest of
this section we will use the symbol JLn to denote the original left currents Jn.
Proposition 2 (Right-currents on the lattice) With JRn ∈ Ga ⊗ KN defined
as above, one finds that
1. the elements JRn and J
L
m commute for arbitrary n,m,
1
JRn
2
JLm =
2
JLm
1
JRn ;
2. the elements JRn satisfy the following exchange and functoriality rela-
tions
2
J
R
n+1R
1
J
R
n =
1
J
R
n
2
J
R
n+1 , (2.10)
2
J
R
n
1
J
R
n = R∆a(J
R
n ) . (2.11)
(Here we are using the same notations as in the definition of the lattice
current algebra above.)
If we denote the subalgebra in KN generated by the components of left
currents JLn by J
L
N and, similarly, use J
R
N to denote the subalgebra generated
by components of JRn , the result of this proposition can be summarized in the
following statement: JRN and J
L
N form commuting subalgebras in KN , and J
R
N
is isomorphic to (J LN )op. Here the subscript op means opposite multiplication.
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Both statements have their obvious counterparts in the continuum theory (cp.
Eq. (1.2)).
Example: (The right U(1)-currents) We continue the discussion of the U(1)-
current algebra on the lattice by constructing the right currents. Our general
theory teaches us to consider
wRn = gnw
−1
n gn−1 .
Here gn = N
1
n,+ = ιn(g) and gn−1 = N
1
n−1,− = ιn−1(g). The reader is invited
to check that these elements commute with wLn = wn.
2.5 Monodromies. In the continuum theory one is particularly interested in
the behavior of the chiral fields gC(x) = P exp(
∫ x
0 j
C(x)dx) under rotations by
2π, i.e. the monodromy of gC . Here and in the following, C stands for either
L or R. The monodromy of gC is determined by the expression
mC = P exp(
∮
jC(x)dx).
Due to the regularizing effect of the lattice, left and right monodromies,
ML,MR, are relatively easy to construct and control for our discrete cur-
rent algebra. They are obtained as an ordered product of the chiral lattice
holonomies JLn or J
R
n along the whole circle, i.e.
ML = v1−Na J
L
1 J
L
2 · · · J
L
N and (2.12)
MR = v1−Na J
R
N · · · J
R
2 J
R
1 . (2.13)
When we derive relations for the monodromies, it is convenient to include the
factors involving va = v⊗e ∈ Ga⊗KN . The definition in terms of left and right
currents produces elementsML andMR in Ga⊗KN . Their algebraic structure
differs drastically from the properties of the currents Jn. We encourage the
reader to verify the following list of equations:
1
M LR
2
M L = R∆a(M
L) ,
2
MRR
1
MR = R∆a(M
R) ,
∆0(ξ)M
L =ML∆0(ξ) , ∆
′
0(ξ)M
R =MR∆′0(ξ)
for all ξ ∈ G and with ∆′0(ξ) = (id⊗ι0)(∆
′(ξ)) = (id⊗ι0)(σ◦∆(ξ)). The func-
toriality relations are familiar from Subsection 2.2 and imply that the algebra
generated by components of the monodromy ML or MR is isomorphic to G
or Gop. There are several places throughout the paper where this observation
becomes relevant for a better understanding of our results.
As usual, we may evaluate the elements MC in irreducible representations
of Ga. This results in a set of KN valued matrices M
C,I ≡ (τ I ⊗ id)(MC).
Their quantum traces
cIC ≡ tr
I
q(M
C,I)
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are elements in the algebra KN which have a number of remarkable properties.
First, they are central elements in the lattice current algebra KN , i.e. the c
I
C
commute with all elements A ∈ KN . Even more important is that c
I
R, c
I
L ∈ KN
generate two commuting copies of the Verlinde algebra [29]. Explicitly this
means that
cICc
J
C =
∑
N IJK c
K
C and (c
K
C )
∗ = cK¯C
for C = R,L. Here and in the following K¯ denotes the unique label such that
NKK¯0 = 1, and 0 stands for the trivial representation τ
0 = ǫ. If the S-matrix
SIJ = N (tr
I
q ⊗ tr
J
q )(R
′R) is invertible, and N is suitably chosen, the linear
combinations
χIC =
∑
J
NdISIJ¯c
J
C
provide a set of orthogonal central projectors in KN , for each chirality C =
R,L, i.e.,
χICχ
J
C = δIJχ
I
C , (χ
I
C)
∗ = χIC
Proofs of all these statements can be found in [4]. We will see in the next sec-
tion that products χILχ
J
R provide a complete set of minimal central projectors
in the lattice current algebra or, in other words, they furnish a complete set
of characteristic projectors for the irreducible representations of KN .
Example: (The center of the lattice U(1) current algebra) In terms of the
variable wn = q
(1−p)/2J1n = −q
1/2J1n (cf. Subsection 2.3 for notations), the
definition of the monodromy ML,1 = (τ1 ⊗ id)(ML) becomes
ML,1 = (−1)Nq3N/2−1w1w2 · · ·wN ∈ KN .
In this particular example, the quantum trace is trivial so that c1L =M
L,1. It
is easily checked that c1L commutes with all the generators wn, gn ∈ KN and
that it satisfies
(c1L)
p = c0L = e .
Of course, this relation follows also from the formula crLc
s
L =
∑
N rst c
t
L = c
r+s
L .
Similar considerations apply to the right currents.
2.6 The inductive limit K∞. So far, the lattice current algebras KN depend on
the number N of lattice sites, and one may ask what happens when N tends to
infinity. A mathematically precise meaning to this question is provided by the
notion of inductive limit. The latter requires an explicit choice of embeddings
of lattice current algebras for different numbers of lattice sites. They will
come from some kind of inverse block-spin transformation [13].
Suppose we are given two lattice current algebras KN and KN+1 with
generators Jn, n = 1, . . . , N and Jˆm,m = 1, . . . , N + 1 respectively. The
embeddings of G into KN or KN+1 will be denoted by ιn or ιˆm. An embedding
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γN : KN → KN+1 is furnished by
γN (Jn) = Jˆn for all n < N,
γN (JN ) = v
−1
a JˆN JˆN+1 and
γN (ιn(ξ)) = ιˆn(ξ) for all n < N ,
γN (ιN (ξ)) = ιˆN+1(ξ) .
The intuitive idea behind γN is to pass from KN to KN+1 by dividing the
N th link on the lattice of length N into two new links, so that we end up
with a lattice of length N + 1. Observe that γN maps the monodromies
M ∈ Ga ⊗KN to Mˆ ∈ Ga ⊗ KN+1, and, consequently, the same holds for our
projectors χIL, χ
J
R ∈ KN and χˆ
I
L, χˆ
J
R ∈ KN+1,
γN (χ
I
L) = χˆ
I
L , γN (χ
J
R) = χˆ
J
R . (2.14)
Since the set of numbers N is directed, the collection of KN , together with
the maps γN , forms a directed system, and we can define the inductive limit
K∞ ≡ lim
N→∞
KN .
By definition, K∞ =
⋃
N KN/ ∼ where two elements AN ∈ KN and AN ′ ∈ KN ′
are equivalent, iff AN is mapped to AN ′ by a string of embeddings γM , i.e.,
AN ′ = γN ′−1 ◦ . . . ◦ γN+1 ◦ γN (AN ). For the lattice U(1)-current algebra, a
detailed investigation of this inductive limit was performed in [5].
We have chosen to define the block-spin transformation by dividing the
N th link of the lattice. Now we introduce another block spin operation by
dividing the 1st link of the lattice:
γ˜N (Jn) = Jˆn+1 for all n > 1,
γ˜N (J1) = v
−1
a Jˆ1Jˆ2 and
γ˜N (ιn(ξ)) = ιˆn+1(ξ) for all n .
Notice that the two block-spin operations ‘commute’ with each other: γ˜N+1 ◦
γN = γN+1 ◦ γ˜N . While the map γN is used in the definition of the inductive
limit, we reserve γ˜N for the definition of the co-product for lattice current
algebras (see Section 4).
3 Representations of the Lattice Current Algebra
The stage is now set to describe our main result on the representation theory
of the lattice current algebras. We will begin with a much simpler problem
of representing two important subalgebras of KN . Their representations will
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serve as building blocks for the representation theory of the lattice current
algebra KN .
3.1 The algebra U . The lattice current algebras KN contain N − 1 non-
commuting holonomies Uν , ν = 1, . . . , N − 1,
Uν ≡ v
1−ν
a J1 · · · Jν ∈ Ga ⊗KN .
The objects Uν commute with all elements in the symmetry algebras Gn,
except the ones for n = 0 and n = ν. These properties of Uν remind us of
holonomies in a gauge theory, which transform nontrivially only under gauge
transformations acting at the endpoints of the paths. Together, the elements
in G0 ⊗Gν ⊂ KN and the components of Uν generate a subalgebra, Uν , of the
lattice current algebra KN . These subalgebras Uν ⊂ KN are all isomorphic
to the algebra U which we investigate in this subsection. We begin with a
definition of U .
Definition 3 The algebra U is the *-algebra generated by components of ele-
ments U,U−1 ∈ Ga ⊗ U together with elements in G0 ⊗ G1 such that
1
U
2
U = R∆a(U) ,
ι1(ξ)U = U∆1(ξ) , ∆0(ξ)U = Uι0(ξ)
and U−1 is the inverse of U . Here we use the same notations as in Subsection
2.3. In particular, ι0,1 denote the canonical embeddings of G into G0⊗G1. The
∗-operation on U extends the ∗-operation on G0 ⊗ G1 ⊂ U , so that
U∗ = S−11 U
−1S0 .
Here Si = (id⊗ιi)(∆(κ
−1)(κ⊗κ)R−1) ∈ Ga⊗U for i = 0, 1, and κ is a certain
central square root of the ribbon element, as before.
The algebra U admits a very nice irreducible representation, D, which is
constructed by acting with elements in U on a “ground state” |0〉. The state
|0〉 may be characterized by the following (invariance-) properties
ιi(ξ)|0〉 = |0〉ǫ(ξ) for all ξ ∈ G i = 0, 1
where ǫ is the trivial representation (co-unit) of G. Here and in the following
we neglect to write the letter D when elements in U act on vectors. Since
we are dealing with a unique representation of U , ambiguities are excluded.
While the preceding formula means that |0〉 is invariant under the action of
G0⊗G1, the components of U ∈ Ga⊗U create new states in the carrier space,
ℜ, of the representation D,
|π〉 ≡ π(U)|0〉 = (π ⊗ id)(U)|0〉 ∈ ℜ
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for all π ∈ G′a. In particular, one identifies |ǫ〉 = |0〉 because ǫ(U) = U
0 = e.
We can think of the vectors |π〉 as coming from a universal object u ∈ Ga⊗ℜ,
i.e.,
|π〉 ≡ π(u) = (π ⊗ id)(u) .
In other words, u = U |0〉. A complete description of the representation D on
ℜ is given in the following proposition.
Proposition 4 (Representation of U) There exists an irreducible *-represen-
tation D of the algebra U on a carrier space ℜ such that
1
U
2
u = R∆a(u) ,
(e⊗ ι1(ξ))u = u(ξ ⊗ e) , (e⊗ ι0(ξ))u = (S(ξ)⊗ e)u .
Here u ∈ Ga ⊗ ℜ and ∆a(u) = (∆ ⊗ id)(u). The representation space ℜ
contains a unique invariant vector |0〉 ∈ ℜ.
Proof: The formulas for the action of U on ℜ follow from u = U |0〉 ∈
Ga ⊗ ℜ by using the invariance of |0〉 under the action of ι1(ξ) and ι0(ξ). In
particular, we have that
1
U
2
u =
1
U
2
U |0〉 = R∆a(U)|0〉
= R∆a(u) and
(e⊗ ι1(ξ))u = U∆1(ξ)|0〉 = U |0〉(id ⊗ ǫ)(∆(ξ))
= u(ξ ⊗ e) .
To derive the action of G0 on ℜ we rewrite the equation Uι0(ξ) = ∆0(ξ)U
according to
ι0(ξ)U = (S(ξ
1
ς )⊗ e)U(e ⊗ ι0(ξ
2
ς )) .
Here we have inserted the expansion ∆(ξ) = ξ1ς ⊗ ξ
2
ς and used some stan-
dard Hopf-algebra properties of the antipode S. Then one proceeds as in the
computation of ι1(ξ)u to obtain the last formula claimed in Proposition 4.
Observe that the formulas in the preceding Proposition define an action
– not a co-action – of the algebra U on the representations space ℜ. Again,
it is important to keep in mind that the co-product ∆ in the first formula of
Proposition 4 acts on the first tensor factor Ga of u ∈ Ga ⊗ℜ. In terms of the
multiplication ∗ in G′ (cf. Subsection 2.3) one has that
π1(U)|π2〉 = |π1 ∗ π2〉
for all π1, π2 ∈ G
′. Consequently, the components π(U) act on ℜ as some
kind of (twisted) multiplication operators. Furthermore, the matrix elements
of uI = τ I(u) ∈ End(V I) ⊗ ℜ span a δ2I -dimensional subspace of ℜ which is
invariant under the action of G0⊗G1 ⊂ U . With the help of Proposition 4 we
deduce
ι1(ξ)u
I = uIτ I(ξ) , ι0(ξ)u
I = τ I(S(ξ))uI
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for all ξ ∈ G and with ιi(ξ) = (e
I ⊗ ιi(ξ)), where e
I is the unit element in
End(V I). The two formulas furnish the following decomposition of ℜ into a
direct sum of G0 ⊗ G1-modules,
ℜ ∼=
⊕
I
Vˇ I ⊗ V I , (3.1)
where Vˇ I is dual to V I and the sum extends over the classes of irreducible rep-
resentations of G. Vˇ 0 ⊗ V 0 ⊂ ℜ coincides with the one-dimensional subspace
spanned by |0〉. All these features of the representation space ℜ resemble
those of the algebra of square-integrable functions on a Lie-group G with its
characteristic action of left and right invariant vector fields. This similarity is
not too surprising and can be traced back to the analogy between the objects
U and T . In Subsection 2.3, T was found to satisfy “RTT - relations” which
are the key ingredient in the deformation theory of groups G.
Mainly for technical reasons we finally look at a certain subalgebra D of
U and its action on ℜ.
Lemma 2 Let D be the subalgebra of U which is generated by elements ξ ∈ G1
and components of U . When the representation D of U is restricted to D ⊂ U
it furnishes an irreducible representation D of D on ℜ.
Proof: To prove this Lemma we show that every vector |π〉 in the repre-
sentation space ℜ is cyclic under the action of D. Since ℜ contains the cyclic
vector |0〉, our task simplifies to the following problem: show that for every
|π〉 ∈ ℜ there is a representation operator Api ∈ D(D) such that Api|π〉 = |0〉.
For the proof it is crucial to find the projector on |0〉 in D(D). It is con-
structed from the minimal central projector P 0 ∈ G that corresponds to the
trivial representation ǫ = τ0. By definition, P 0 satisfies τ I(P 0) = δI,0, so that
ι1(P
0)|π′〉 = |0〉π′(P 0)
holds for all π′ ∈ G′. The other ingredient we need below is a distinguished
element µ ∈ G′ – called the right integral of G – with the properties
(µ⊗ id)∆(ξ) = µ(ξ) , µ(P 0) = 1 .
Now we choose ξpi ∈ G such that π(ξpi) = 1. A short technical computation
shows that
(e⊗ ξ0)∆(P
0) = (S(u−1ξ0)⊗ e)R∆(P
0) ,
where u = g−1v ∈ G and g was introduced in Subsection 2.1. We abbreviate
η0 ≡ S(u
−1ξ0) and regard η0 as a map from G to G acting by left multiplication
so that µ ◦ η0 makes sense as an element in G
′. Let us define
Api ≡ ι1(P
0)(µ ◦ η0)(U) .
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The following calculation proves that Api|π〉 = |0〉 and hence completes the
proof of the lemma.
Api|π〉 = ι1(P0)(µ ◦ η0)(U)|π〉
= ι1(P0)|(µ ◦ η0) ∗ π〉
= |0〉((µ ◦ η0) ∗ π)(P0)
= |0〉(µ ⊗ π)((η0 ⊗ e)R∆(P0))
= |0〉π(ξ0)µ(P
0) = |0〉 .
The algebra D is a semidirect product of G and its dual G′, the latter being
supplied with the twisted product ∗ that we discussed in Subsection 2.3. In
this light, D appears as a close relative of the deformed cotangent bundle T ∗qG
over a group G which differs from the structure of D only through the use of
the standard product · in G′.
Example: Let us continue our tradition and illustrate the theory with the
example G = Zq. The algebra U is then generated by the unitary elements
g0, g1 and w satisfying
wp = 1 , g1w = qwg1 , wg0 = qg0w
and g0 commutes with g1 (cf. Subsection 2.3 for further details). States in ℜ
are created from a ground state |0〉 with invariance properties
g1|0〉 = |0〉 and g0|0〉 = |0〉.
Through iterated application of w on |0〉 we may produce p linearly indepen-
dent vectors
|r〉 ≡ wr|0〉 ∈ ℜ for r = 0, . . . , p− 1 .
Specializing the proof of Proposition 4 to our example, we obtain
g1|r〉 = q
rwrg1|0〉 = q
r|r〉
and similarly for g0. This shows that the one-dimensional subspace spanned
by |r〉 corresponds to the summand Vˇ r ⊗ V r in the decomposition (3.1) of ℜ.
The subalgebra D of U is generated by g = g1 and w, with Weyl commutation
relations
wg = qgw
and gp = e = wp. It acts irreducibly on the p-dimensional space ℜ.
3.2 The algebra K. Before we deal with the general situation, it is helpful to
study the simplest example of a lattice current algebra for which the lattice
consists of only one (closed) link and one site, i.e., the case N = 1. Strictly
speaking, K1 has not been defined above. So we must first give a definition.
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Definition 5 (The algebra K) The *-algebra K ≡ K1 is generated by compo-
nents of M,M−1 ∈ Ga ⊗K and elements ξ ∈ G with the following relations
1
MR
2
M = R∆a(M) ,
∆(ξ)M = M∆(ξ) for all ξ ∈ G
M−1 is the inverse of M , so that M−1M = e = MM−1. The action of ∗ is
extended from G to K by the formula
M∗ = S−1M−1S ,
where S = ∆(κ−1)(κ⊗ κ)R−1, as before.
Components π(M) of the monodromyM can be represented on the carrier
spaces V I of the representations τ I of G. This is accomplished by the formula
DI(π(M)) = (π ⊗ τ I)(R′R) ∈ End(V I)
for all linear forms π ∈ G′a on Ga. An equivalent universal formulation without
reference to linear forms π is
DI(M) = (id⊗ τ I)(R′R) ∈ Ga ⊗ End(V
I) .
Indeed, one may check that such an action on V I is consistent with the func-
toriality of M , i.e., with the first relation in Definition 5,
DI(
1
MR
2
M ) = (id⊗ id⊗ τ I)[R′13R13R12R
′
23R23]
= (id⊗ id⊗ τ I)[R′13R
′
23R12R13R23]
= (id⊗ id⊗ τ I)[R12R
′
23R
′
13R13R23]
= (id⊗ id⊗ τ I)[R12(∆⊗ id)(R
′R)]
= R(∆a ⊗ id)(D
I (M)) .
From our discussion in Subsections 2.4, 2.5 we know already that Ga ⊗ K
contains not only the left monodromyML =M but also the right monodromy
MR = N−1− M
LN+ ∈ Ga ⊗K with
N+ = R
′ , N− = R
−1 .
Here N± are regarded as elements in Ga ⊗ G ⊂ Ga ⊗ K, as before. Since
the components of ML and MR commute, they can be represented on spaces
V I⊗V J such that the right/left-monodromies act trivially on the first/second
tensor factor, respectively. This action of left and right monodromies on
W IJ ≡ V I ⊗ V J
can be extended to an action of the entire algebra K. Actually, the algebra K
is isomorphic to the Drinfeld double of G [23, 21].
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Proposition 6 (Representations of K) The algebra K has a series of irre-
ducible *-representations, DIJ , defined on the spaces W IJ . Explicitly, the
action is given by
DIJ(M) = (id⊗ τ I)(R′R) ,
DIJ(ξ) = (τ I ✷× τ
J)(ξ) = (τ I ⊗ τJ)(∆(ξ)) .
Here DIJ(M) ∈ Ga ⊗ End(V
I) is regarded as an element of Ga ⊗ End(W
IJ)
with trivial action on the second tensor factor V J in W IJ .
Proof: To check the representation property is left as an exercise to
the reader. It may be helpful to consult Theorem 12 of [6]. Irreducibility
follows from the fact that the action of the monodromies on the spaces V I is
irreducible (cf. Lemma 1 of [6]).
Example: For G = Zq, the definition of K furnishes an algebra with genera-
tors c = c1L and g such that
cp = 1 , gp = 1 and cg = gc .
Some explanation can be found at the end of Subsection 2.5. The abelian
algebra K has one-dimensional representations, Dst, on spaces W st labeled by
two integers s, t = 0, . . . , p− 1,
Dst(c) = qs , Dst(g) = qs+t ,
where q = exp(2πi/p). For comparison with the general formulas in Proposi-
tion 6, one should keep in mind that g is a generator of the algebra G while c
coincides with the element τ1(M) ∈ K, up to a scalar factor.
3.3 Representations of KN . In representing the full lattice current algebras
KN it is convenient to pass to a new set of generators: Let us define elements
Uν ∈ Ga ⊗KN , ν = 1, . . . , N − 1, as above by
Uν ≡ v
1−ν
a J1 · · · Jν .
Then the Uν , together with M ≡M
L and the elements ξ ∈ Gn, n = 1, . . . , N,
generate KN . They obey the following relations
1
U ν
2
U ν = R∆a(Uν) ,
1
MR
2
M = R∆a(M) ,
R′
1
U ν
2
Uµ =
2
U µ
1
U ν for 1 ≤ ν < µ ≤ N − 1 ,
R′
1
U ν
2
M =
2
MR
′ 1
U ν , (3.2)
∆0(ξ)M = M∆0(ξ) for ξ ∈ G ,
ιν(ξ)Uν = Uν∆ν(ξ) for ξ ∈ G ,
∆0(ξ)Uν = Uνι0(ξ) for ξ ∈ G .
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We infer that KN contains (N − 1) copies of the algebra U generated by
Uν ,Gν ,G0 and one copy of the algebra K generated by M ≡ M
L and G0.
These subalgebras do not commute, but the non-commutativity is felt only
by Uν ,M and G0. In any case, the exchange relations motivate us to look for
representations of the lattice current algebra KN on spaces
W IJN ≡ ℜ
⊗N−1 ⊗W IJ . (3.3)
To state the formulas we introduce the notation Dν , ν = 1, . . . , N − 1, which
stands for the representation D of the algebra Uν on the ν
th factor of the
tensor product (3.3), i.e., for every X ∈ Uν ,
Dν(X) = id1 ⊗ . . .⊗ idν−1 ⊗D(X)⊗ idν+1 ⊗ . . . ⊗ idN−1 ⊗ Id ,
where idµ acts as the identity on the µ
th factor ℜ in W IJN , and Id is the
identity on W IJ . Similarly, DIJ denotes the action of the subalgebra K ⊂ KN
on the last factor W IJ in W IJN .
The map ι0 embeds elements of G into all the subalgebras Uν of the lattice
current algebra KN . Hence G acts on each tensor factor ℜ in W
IJ
N indepen-
dently with the help of representations Dν . We employ the co-product ∆ on
G to obtain a family ϑν , ν = 1, . . . , N, of G-actions on W
IJ
N . In the following,
ϑ1 is the trivial representation, ϑ1 = ǫ, and
ϑν(ξ) = (D1✷× . . . ✷× Dν−1)(ι0(ξ)) ⊗ idν ⊗ . . . idN−1 ⊗ Id
for all ξ ∈ G. The symbol ✷× denotes the tensor product of representations.
With these conventions we are prepared to define representations of KN
on W IJN . The essential idea is borrowed from the well known Jordan-Wigner
transformation. In fact, in writing the actions of our generators on W IJN we
have to relate the Uν ’s and M (which obey non-trivial exchange relations
among each other) to the operators Dν(Uν) and D
IJ(M). The latter act on
different tensor factors inW IJN and hence commute. In analogy with the ‘tail’-
factors
∏n
i=0 σ
3
i of the Jordan-Wigner transformation, we will employ tails of
R-matrices to express the Uν in terms of Dν(Uν) and M in terms of D
IJ(M).
Related constructions appear in Majid’s ‘transmutation theory’ (see e.g. [19]).
Theorem 7 (Representations of KN ) The algebra KN has a series of irre-
ducible *-representations DIJN realized on the spaces W
IJ
N given in equation
(3.3). In the representation DIJN , the generators of KN act as
DIJN (Uν) = (id ⊗ ϑν)(R
−1)Dν(Uν) ,
DIJN (M) = (id ⊗ ϑN )(R
−1)DIJ(M)(id ⊗ ϑN )(R) ,
DIJN (ιν(ξ)) = Dν(ιν(ξ)) for ν = 1, . . . , N − 1 , ξ ∈ G ,
DIJN (ι0(ξ)) = (ϑN ⊗D
IJ)(∆0(ξ)) for all ξ ∈ G .
Every *-representation of KN can be decomposed into a direct sum of the
irreducible representations DIJN .
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Proof: The proof is similar to the one of Theorem 15 in [6]. Although we
do not present the details, we stress that the factors (id ⊗ ϑν)(R
±1) produce
“tails of R-elements” which are responsible for the correct exchange relations
of Uν ,M in the representations D
IJ
N . From the definition of ϑν and quasitri-
angularity of R we infer (for ν > 1)
(id⊗ ϑν)(R
−1) = R−112 R
−1
13 . . . R
−1
1ν .
Here it is understood that the second tensor factor of R1µ is represented on
the µth factor ℜ in W IJN with the help of Dν ◦ ι0. A simple example suffices
to illustrate how nontrivial exchange relations between Uν ,M arise in our
representations
DIJN (R
′
12
1
U 1
2
U 2) = R
′
12D1(
1
U 1)R
−1
23 D2(
2
U 2)
= R′12(R
′
12)
−1R−123 D1(
1
U 1)D2(
2
U 2)
= R−123 D2(
2
U 2)D1(
1
U 1)
= DIJN (
2
U 2
1
U 1) .
These equations are to be understood as equations in Ga ⊗ Ga ⊗ End(W
IJ
N ).
To reach the second line, we insert the exchange relation of U1 with elements
ι0(ξ) and quasi-triangularity of R
−1. Then we use that the images of D1 and
D2 commute.
Irreducibility of the representations DIJN follows from the case N = 1 which
we have treated in Subsection 3.2, together with Lemma 2 of Section 3.1.
It is quite instructive to evaluate the projectors χKL χ
L
R (defined at the end
of Subsection 2.5) in the representations DIJN . The answer is given by (cf. [6])
DIJN (χ
K
L χ
L
R) = δI,KδJ,L .
As we have promised above, the elements χKL χ
L
R are characteristic projectors
for the irreducible representations of the lattice current algebra KN .
The representation theory described here survives the limit in which N
tends to infinity. With the help of our embeddings γN : KN → KN+1 (see
Section 2.6) we can define an action DIJN+1 ◦ γN of the lattice current algebra
KN on W
IJ
N+1. It is, of course, no longer irreducible, so that W
IJ
N+1 decom-
poses into a direct sum of irreducible representations of the algebra KN . The
observations made in the preceding paragraph combined with formula (2.14)
furnish an isomorphism
W IJN+1
∼=W IJN ⊗ℜ
of KN modules, with ℜ being a multiplicity space of the reduction. In par-
ticular, all the irreducible subrepresentations of the KN -action on W
IJ
N+1 are
isomorphic to DIJN . This implies that the inductive limit for the directed sys-
tem (KN , γN ) splits into independent contributions coming from the simple
summands of KN . Since inductive limits of simple algebras are simple, we
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conclude that K∞ possesses irreducible representations D
IJ
∞ on W
IJ
∞ . As for
the algebras KN , the labels I, J run through the classes of irreducible repre-
sentations of G.
Example: (Representations of the U(1)-current algebra) To discuss the rep-
resentation theory of the U(1)-current algebra, we introduce the generators
vν = q
(ν−1)/2w1 · · ·wν ∈ KN
which agree with U1ν = (τ
1⊗ id)(Uν), up to a scalar factor. The whole algebra
KN is generated from the elements gν ∈ Gν ⊂ KN , the monodromy c ∈ KN
and the holonomies vν ∈ KN such that
gνvν = qvνgν , vνg0 = qg0vν ,
vνvµ = q
−1vµvν for ν < µ ,
gp0 = g
p
ν = c
p = vpν = 1 for all ν = 1, . . . , N − 1
and c commutes with every other element. Vectors in the carrier space of DstN
are denoted by
|r1, r2, . . . , rN−1〉s,t ,
where rν , s, t = 0, . . . , p − 1. We can easily define an action of our generators
on such states,
vν |r1, . . . , rν , . . . , rN−1〉s,t = q
r1+...+rν−1 |r1, . . . , rν + 1, . . . , rN−1〉s,t ,
gν |r1, . . . , rν , . . . , rN−1〉s,t = q
rν |r1, . . . , rν , . . . , rN−1〉s,t ,
g0|r1, . . . , rN−1〉s,t = q
r1+...+rN−1+s+t|r1, . . . , rN−1〉s,t ,
c |r1, . . . , rN−1〉s,t = q
s|r1, . . . , rN−1〉s,t .
The numerical factor on the right hand side of the first line is an example
of the “tail of R-elements” discussed above. A similar term usually appears
in the action of monodromies M but is absent here. It can be seen that the
contributions from (id⊗ϑN )(R
−1) and (id⊗ϑN )(R), which occur in the general
expression of DIJN (M), cancel for D
st
N (c), since all irreducible representations
τ r of Zq are one-dimensional.
From the experience with conformal field theories we expect that the diag-
onal representation
⊕
DI¯IN on the Hilbert space H ≡
⊕
I W
I¯I
N is particularly
relevant. Here we just wish to remark that this representation can be realized
by a very natural construction. Indeed, it was observed (cf. [4]) that algebras
such as KN admit a distinguished invariant linear functional ω : KN → C,
ω(
1
J
I1
1 . . .
N
J
IN
N ξ) = ǫ(ξ)δI1,0 . . . δIN ,0
for all ξ ∈ Gn, n ∈ ZmodN and J
I
n = (τ
I ⊗ id)(Jn), as usual. When the
quantum dimensions dI are positive, this functional is positive and hence
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furnishes – by the GNS construction – a Hilbert space Hω together with a
representation π of KN on Hω. If |0〉ω denotes the GNS vacuum, states in Hω
are obtained from
1
J
I1
1 . . .
N
J
IN
N |0〉ω .
The formula shows that Hω is isomorphic to the diagonal sum H =
⊕
I W
I¯I
N
∼=
ℜ⊗N . An explicit evaluation of cIR,L on Hω establishes an isomorphism of the
two spaces as KN modules.
Proposition 8 The GNS-representation arising from the state ω : KN → C
is unitarily equivalent to the diagonal representation
⊕
I W
I¯I
N of the lattice
current algebra.
The quantum lattice analog of the group-valued local fields of the WZNW
model act in this diagonal representation [2, 8].
4 Product of Representations
All continuous current algebras are equipped with a trivial co-product which
can be written for Fourier modes of currents j(n) as
∆(j(n)) = j(n)⊗ 1 + 1⊗ j(n). (4.4)
From the point of view of CFT this co-product is not satisfactory, because
it changes the central charge of representations. In the framework of CFT,
the central charge is characteristic of the model, and one must define a new
co-product which preserves it. Such a co-product is provided by the structure
of CFT [15], [20]:
∆zCFT (j(n)) = j(n)⊗ 1 + 1⊗
∑
k≤n
Cnk z
n−kj(k). (4.5)
Here Cnk ≡ n!/k!(n−k)! are binomial coefficients. Observe that the co-product
∆CFT is not symmetric and explicitly depends on the parameter z. The aim
of this section is to introduce a lattice counterpart of ∆CFT .
4.1 Co-product for lattice current algebras. Because lattice current algebras
are labelled by the number of lattice sites, it is not necessary that both current
algebras on the right hand side of the co-product correspond to chains of the
same length. We shall define a family of embeddings
ΛM,N : KN+M−1 → KM ⊗KN (4.6)
for any N andM . The homomorphisms ΛM,N determine an action of KN+M−1
on the tensor products W IJM ⊗W
KL
N of representation spaces for KM and KN .
Pictorially, ΛM,N corresponds to gluing two closed chains of length M and
N by identifying some site of the first chain with some site of the second
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chain. In this way, the co-product ΛM,N explicitly depends on the positions
of the identified points. This property is similar to the z-dependence of ∆zCFT .
Below, we always assume that the enumeration starts from the gluing points,
so that this extra parameter does not show up in our formulas; in the same
fashion one can put e.g. z = 1 in the continuum theory.
After gluing we cut the resulting eight-like loop at the middle point and
get one connected chain of length N +M − 1. Similarly to ∆zCFT , the co-
product ΛM,N depends on the order in which M and N appear. Next, we
present the constructive description of ΛM,N .
Let us denote the left currents of KN by J
β
n , n = 1, . . . , N, and similarly
by Jαm,m = 1, . . . ,M, the left currents of KM . J
β
n and J
α
m are regarded as
elements in G ⊗ KM ⊗KN with the property
1
J αm
2
J βn =
2
J βn
1
J αm
for all n,m. In addition to the left currents, we need N+M commuting copies
of the symmetry algebra G to generate KM ⊗KN .
With these notations we can define the announced embedding
ΛM,N : KN+M−1 → KM ⊗KN .
It maps the generators Jρ, ρ = 1, . . . , N +M − 1, of KN+M−1 in the following
way to generators of KM ⊗KN :
ΛM,N(Jρ) =


Jαρ for ρ = 1, . . . ,M − 1
JαMN
α
−J
β
1 for ρ =M
Jβρ−M+1 for ρ =M + 1, . . . , N +M − 2
JβN (N
α
−)
−1 for ρ = N +M − 1
(4.7)
where Nα± = N
α
0,±. For elements ξ ∈ G, we define
ΛN,M (ιρ(ξ)) =


ιαρ (ξ)⊗ e for ρ = 1, . . . ,M − 1
e⊗ ιβρ−M+1(ξ) for ρ =M, . . . ,N +M − 2
(ια0 ⊗ ι
β
0 )(∆(ξ)) for ρ = N +M − 1
(4.8)
where e means the unit element in KM or KN .
Proposition 9 The map ΛM,N : KN+M−1 → KM ⊗KN defined through eqs.
(4.7) and (4.8), is an algebra homomorphism.
One can prove this proposition by directly verifying the defining relations for
KN+M−1. In order to justify calling ΛM,N a co-product, we need some kind of
co-associativity. For lattice current algebras this holds in the following form.
Proposition 10 The family of homomorphisms ΛM,N satisfies the following
property
(id⊗ ΛN,L) ◦ ΛM,L+N−1 = (ΛM,N ⊗ id) ◦ ΛM+N−1,L. (4.9)
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Applying our formulas for ΛM,N twice to the generators of KL+M+N−2 one
easily sees that the homomorphisms on the left and on the right hand sides of
(4.9) coincide.
Let us notice that along with the co-product Λ one can introduce a co-
product Λ˜ defined by
Λ˜M,N (Jρ) =


Nβ+J
α
ρ for ρ = 1
Jαρ for ρ = 2, . . . ,M − 1
JαM (N
β
+)
−1Jβ1 for ρ =M
Jβρ−M+1 for ρ =M + 1, . . . , N +M − 1
(4.10)
and Λ˜M,N acts on elements ξ ∈ G according to eq. (4.8) with the ∆ in the last
line being replaced by ∆′. These two co-products Λ and Λ˜ are ‘intertwined’
by the ∗-operation. To make a precise statement we introduce an element
K ∈ KM ⊗ KN by the expression K = Λ˜M,N(ι0(κ))(ι
α
0 (κ) ⊗ ι
β
0 (κ))
−1. With
this notation we have
ΛM,N (x)
∗ = K−1 Λ˜M,N (x
∗) K (4.11)
for all x ∈ KN+M−1. This property is similar to (2.1) where the ∗-operation
intertwines ∆ and ∆′ and, in fact, it reduces to the latter on elements ξ ∈
Gn ⊂ KN+M−1.
4.2 Special cases. There are important special cases of the maps ΛM,N which
we would like to consider in more detail. First, observe that the map
Λ1,1 : K1 → K1 ⊗K1 (4.12)
satisfies the co-associativity condition
(id⊗ Λ1,1) ◦ Λ1,1 = (Λ1,1 ⊗ id) ◦ Λ1,1. (4.13)
This is a specification of equation (4.9) for the case of L = M = N = 1. We
conclude that the map ∆1 = Λ1,1 furnishes a co-product for the algebra K1.
It has been recently shown [21] that as a Hopf algebra K1 is isomorphic to the
Drinfeld double of G. In particular, this implies existence of an R-matrix for
the Hopf-algebra K1.
As we know (see Section 3), the algebra K1 is generated by the elements
ξ ∈ G and by the universal element M ∈ G ⊗ K1. Irreducible representations
of K1 are labelled by the pairs (I, J) of irreducible representations of G. This
implies that as an algebra K1 is isomorphic to G ⊗ G (see also [23] where an
isomorphism of quasi-triangular Hopf algebras is described).
There is another interesting special choice of chain lengths N and M :
Λ1,N : KN → K1 ⊗KN . (4.14)
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The co-associativity condition (4.9) adapted to this case reads
(id⊗ Λ1,N ) ◦ Λ1,N = (Λ1,1 ⊗ id) ◦ Λ1,N . (4.15)
This shows that Λ1,N also provides a co-action of the Hopf algebra K1 on KN .
Such a structure has been noticed already in [2]. We shall see that it permits
us to establish a one-to-one correspondence between representations of KN
and K1.
Our last remark on the properties of ΛM,N concerns the inductive limit
K∞. Using the block-spin embeddings KN → KN+1, one can construct a
commutative diagram:
ΛM,N : KN+M−1 → KM ⊗KN
↓ ↓
ΛM,N+1 : KN+M → KM ⊗KN+1
(4.16)
Commutativity (4.16) ensures that the sequence of homomorphisms ΛM,N
defines homomorphisms
ΛM,∞ : K∞ → KM ⊗K∞. (4.17)
Then equation (4.9) implies the co-associativity for ΛM,∞:
(id⊗ ΛN,∞) ◦ ΛM∞ = (ΛM,N ⊗ id) ◦ ΛN+M−1,∞. (4.18)
Thus, ΛM,∞ provides a co-module structure for K∞ with respect to the family
KM . In particular, K∞ is a co-module over K1.
4.3 Implications for representation theory. The co-product ΛM,N yields a
notion of tensor product for representations of the algebras KM and KN .
Definition 11 The representation D of the algebra KN+M−1 is called a ten-
sor product of the representations DM of KM and DN of KN if it acts on the
tensor product of the corresponding vector spaces WM ⊗WN according to the
following formula:
D(x) = (DM ⊗DN )ΛM,N (x) (4.19)
for all elements x of the lattice current algebra KN+M−1. The resulting rep-
resentation will be denoted by DM ✷× DN .
We would like to analyse the structure of this new tensor product. We denote
by 0 the trivial representation of the symmetry Hopf algebra.
Proposition 12 For anyM and N and for arbitrary labels I and J of the rep-
resentations of the symmetry algebra the following representations of KM+N−1
are isomorphic:
DIJM+N−1 ≃ D
IJ
M ✷× D
00
N ≃ D
00
N ✷× D
IJ
M . (4.20)
In this sense, tensoring with the vacuum representation D00N is trivial.
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To prove this proposition one first checks that on the spacesW IJM ⊗W
00
N and
W 00N ⊗W
IJ
M the central elements of KM+N−1 have eigenvalues corresponding
to the representation DIJM+N−1. Then one checks that the dimensions of all
these spaces coincide with the dimension of W IJM+N−1. This completes the
proof.
Observe that the tensor product of representations that we have intro-
duced, relates representations of different algebras. For instance, if we take
N =M , we obtain a representation of the algebra K2N−1 on the tensor prod-
uct of representation spaces of KN . The idea now is to embedd the algebra
KN into K2N−1 with the help of the block spin maps γ˜M ,
γ˜2N−1,N := γ˜2N−2 ◦ . . . ◦ γ˜N+1 ◦ γ˜N : KN → K2N−1 .
In this way we may represent the algebra KN on tensor products of its own
representation spaces. The resulting representation certainly has a huge com-
mutant and is not appropriate to describe the representation theory of KN .
We shall define a certain projection operator PαN ∈ KN ⊗KN that projects to
more interesting subrepresentation.
The construction of PαN proceeds as follows. Notice that the lattice current
algebra KN contains N − 1 local projectors pi ∈ Gn ⊂ KN where n runs from
1 to N −1. They are uniquely determined by the property ιi(ξ)pi = ǫ(ξ)pi for
all ξ ∈ G. An explicit formula for pi in terms of the objects Ni can be obtained
along the lines of Subsection 2.5. When Ni replaces the monodromy M then
we obtain pi instead of χ
0. These projectors pi commute with each other, i.e.,
pipj = pjpi for all i, j so that their product defines again a projector PN ,
PN :=
N−1∏
i=1
pi ∈ KN .
From the defining relations of KN it is fairly obvious that PN commutes with
N0 and the monodromy M . In the following, P
α
N will denote the projector
PN ⊗ e ∈ KN ⊗KN and similarly P
β
N = e⊗ PN ∈ KN ⊗KN .
With these objects at hand, we are now able to define a new co-product
∆N for the algebra KN ,
∆N (x) := P
a
N ΛN,N (γ˜2N−1,N (x)) for all x ∈ KN . (4.21)
It is easy to check that ∆N defines a homomorphism because γ˜2N−1,N and
ΛN,N are homomorphisms and the projector P
α
N commutes with the image of
ΛN,N ◦ γ˜2N−1,N : KN → KN ⊗ KN . Let us also mention that ∆N (PN x) =
PβN∆N (x) so that the co-associativity of ∆N follows from that of ΛN,M ,
(∆N ⊗ id)∆N (x) = (id⊗∆N )∆N (x) for all ξ ∈ KN .
In deviation from the standard properties of co-products, ∆N is not unit pre-
serving, i.e., ∆N (e) 6= e ⊗ e ∈ KN ⊗ KN (e ∈ KN denotes the unit element),
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and there is no one-dimensional trivial representation of KN . The role of the
co-unit is actually played by the vacuum representation D00N of KN . Such al-
gebraic properties are characteristic for weak Hopf-algebras [7] and the closely
related weak quasi-Hopf algebras of [18].
Notice, that the co-product ∆N is compatible with the block spin oper-
ation: (γN ⊗ γN )∆N = ∆N+1γN . This property is ensured by the fact that
two block spin operations γN and γ˜N commute with each other (see Section
2). Thus, one can define an operation ∆∞ : K∞ → K∞ ⊗K∞ which provides
a co-product for the inductive limit of lattice current algebras.
We would finally like to compare the representation category of KN with
that of K1. To this end notice that the formula
DIJN ≃ D
IJ
1 ✷× D
00
N (4.22)
provides a one-to-one correspondence between representations of K1 and KN
for arbitrary N . In fact, this implies the same kind of correspondence for
representations of K1 and K∞. Because KN is semisimple, for all N , the
isomorphism (4.22) induces a map
FN (D1) = DN (4.23)
which assigns to each representation D1 of the algebra K1 a representation
DN of the algebra KN .
To describe the properties of the map F, it is convenient to use the lan-
guage of the theory of categories (see e.g. [17]). It is clear that the map FN is
invertible and that it defines a co-variant tensor functor mapping the category
of representations of the Hopf-algebra K1 into the category of representations
of the lattice current algebras KN . Actually, on the image of P
α
N , the tensor
product of representations of KN defined through ∆N is isomorphic to the
representation obtained with the help of the co-action Λ1,N . Since tensor op-
erators for the latter may be trivially identified with tensor operators of the
quasitriangular Hopf-algebra K1, the functor FN provides an equivalence of
braided tensor categories. In the limit N → ∞ we arrive at the following
conclusion.
Theorem 13 The functor F establishes an isomorphism between representa-
tions the Hopf algebra K1 and the lattice current algebra K∞ which is compat-
ible with a co-products of K1 and K∞ and establishes an equivalence of braided
monoidal categories.
We can view this fact as the lattice analogue of a theorem in [16], [14]
on the equivalence of tensor categories corresponding to quantum groups and
current algebras. Here the algebra K∞ replaces the current algebra, and
K1 = G⊗G is the direct product of two quantum groups corresponding to two
chiral sectors. From this point of view, finding an exact relationship between
lattice and continuum current algebras emerges as a challenging problem.
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