Something that is still missing, but strongly needed, in collaborative grid environments is a stable, flexible and dynamic resource management. This management should optimise collaboration and cooperation among several resources keeping resources constraints, preconditions and rules. This paper presents how to achieve these objectives, by means of a Collaborative Awareness Management (CAM) model. CAM optimises resources collaboration, promotes resources cooperation and responds to the specific demanded circumstances. This paper also describes how this model works in some specific examples and scenarios, emphasising on how the WS-CAM Rules-Based Management Application has been designed, implemented, and validated to accomplish these purposes.
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Motivation
The concept of grid computing came into existence primarily as a manner of sharing computational loads among multiple heterogeneous resources, across administrative boundaries, to be able to afford highly performance computing problems by virtual computer architecture.
However, grid computing developed rapidly into a way of sharing virtually any resource that is available on any machine on the grid. In fact, grids are now used to share not only computational power but also disk space, data and applications.
Grid computing intends "to provide flexible, secure and coordinated resource sharing among dynamic collections of individuals, institutions and resources." (Foster et al., 2001) in a dynamic, stable, flexible and scalable network without geographical, political or cultural boundaries, offering real-time access to heterogeneous resources and still offering the same characteristics of the traditional distributed networks. However, which kind of 'sharing' rules should be applied?, when?, and why? Which are going to be the conditions to share theses resources? In short, something that is still missing but needed is: how to manage the grid resources according to set of rules. These rules, defined by each of the component of this 'dynamic' infrastructure, will allow having 'management policies' for grid environments.
Having a look to all these questions, the key issue to be achieved seems to be the definition of 'sharing' rules, and then, the question to be raised is how to define these rules. This paper presents how the grid resources could be managed by integrating a rules engine with Collaborative Awareness Management (WS-CAM). Grid computing and business rules are natural allies as they can benefit mutually. The use of business rules gives business agility in terms of being able to change the way the systems responds when circumstances demand it. Grid gives agility in terms of being able to add or remove capacity, impacting throughput and performance, as and when required. A combined system, as the one we are going to present in this paper, offers capacity agility and behavioural agility.
In this paper, we firstly give an overview of resources management, awareness, business rules and rules engine in grid environments. Subsequently, we describe how WS-CAM has been designed: analysing the factors that can make possible the resources management; re-defining and reinterpreting the set of key concepts introduced by the Spatial Model of Interaction (SMI); and introducing a set of new functions to manage the grid resources in a collaborative and cooperative way. Next sections explain how WS-CAM works in some specific examples and scenarios, presenting also how the WS-CAM application has been designed and implemented to manage the grid resources in collaborative/cooperative grid environments.
Related work
Resource Management is one of the basic pillars of the grid computing, together with the Information Services and Data Management. In fact, resources take a fundamental role on grid computing, such as is described in the definition of Open Grid Services Architecture (OGSA) (Foster et al., 2002) .
Managing resources in a large scale environment involves critical aspects in a grid, such as scheduling, discovery, load balancing or fault tolerance. Several approaches have addressed all these topics. However, as far as we know, there are not any awareness-based systems used to deal with the management of resources. Krauter et al. (2002) present a taxonomy of grid resource management systems, according to different attributes, namely, organisation within the grid, resource model, namespace organisation, QoS support, resource information store organisation, resource discovery, resource dissemination, scheduler organisation, state estimation, rescheduling and scheduling policy. This paper also classifies some of the most known resource management according to the defined taxonomy. We describe the most relevant resource management systems for grid below.
The Globus Toolkit is the standard 'de facto' tool for grid environments (Globus, 2007) . Within this huge project developed by the Globus Alliance and other partners, the Monitoring and Discovery System (MDS) (Fitzgerald et al., 1997; MDS, 2007) constitutes a set of services to monitor and discover services and resources on a grid environment. MDS follows the publish/subscribe model:
• MDS collects information and then publishes it as resource properties
• MDS monitors resources, keeping track of resource attributes and notifying subscribers as soon as an attribute value has been modified.
Nimrod/G (Buyya et al., 2000) is a resource management and scheduling system intended to grids. The resource management and scheduling techniques used in Nimrod/G are based on economy and market models. Its implementation is based on Globus, although it can be extended to be used with other middlewares (for instance, Legion (Chapin et al., 1999) has also been used for resource discovery).
Condor (Thain et al., 2005) , and SGE (Gentzsch, 2001 ) are batch-queuing systems, whose aim is to manage resources within a single organisation, that is, they are mainly oriented to computer farms or clusters.
GridWay (Montero et al., 2006 ) enables large-scale sharing of computing resources, such as clusters, servers or supercomputers. This approach provides a metascheduler since it manages different Local Resource Management systems, such as Condor or SGE. GridWay is a Globus project.
Most of the complex requirements imposed on grid environments are behavioural and functional, and could be associated to formal requirements that could be discovered as part of a gathering process during the initial stages of a project. In fact, Business rules or business rulesets could be defined as a set of "operations, definitions and constraints that apply to an organisation in achieving its goals" (BRE, 2002) . Business rules produce knowledge. They can detect that a situation has occurred and raise a business event or even create higher level business knowledge.
Business rules engines helps manage and automate business rules, registering and classifying all of them; verifying their consistency and even inferring new rules. There are mainly two different types of rule engines: production/inference and reactive rule engines. The biggest difference between these types is that rule engines with production rules infer knowledge while reactive rule engine only reacts, automatically, when a certain rule is called.
From all the possible Rules Engines, such as Haley, Oracle Rules Engine, Common Knowledge, OpenRules, Business Rules Management System (BRMS), JBoss Rules and so on (BRE, 2002), we have selected JBoss Rules (Drools) for achieving our purposes. Drools is a Rule Engine but it is more correctly classified as a Production Rule System. The term 'Production Rule', a kind of Rule Engine and also Expert System (JBoss, 2007) The brain of a Production Rules System is an Inference Engine that is able to scale to a large number of rules and facts; the engine is able to schedule hundreds of thousands of facts that are eligible for execution at the same time through the use of a 'conflict resolution' strategy, making decisions based on, quickly, reliably and repeatedly.
Drools implements the Rete algorithm and its descendents, such as Drools' ReteOO. The Rete algorithm, an efficient pattern matching algorithm for implementing production rule systems, was designed by Forgy (1974) , and later elaborated Forgy (1979 Forgy ( , 1982 . Due to this algorithm, Drools provides speed and scalability beyond what is practical to achieve and maintain by hand.
WS-CAM: Collaborative Awareness Management
WS-CAM, which allows to manage awareness in collaborative grid environments, has been designed based on the extension and reinterpretation of the SMI (Benford and Fahlén, 1993) , an awareness model designed for Computer Supported Cooperative Work (CSCW) (see Figure 1 ). This reinterpretation, open and flexible enough, merges all the OGSA (Foster et al., 2002) features with theoretical principles and theories of multi-agents systems, to create a collaborative and cooperative grid environment within which it is possible to manage different levels of awareness. WS-CAM is based on a set of key concepts, some of them coming from the SMI, and it allows the interaction in Computer Supported Cooperative Work (CSCW) environments where a spatial metric can be identified (Benford and Fahlén, 1993) .
Given a grid environment containing a set of resources and a T task which needs to be solved in this environment, if this task is made up by a set of tuples (p i , r i ):
• p i are the processes needed to solve the T task in the system. These processes could be related to power, disk space, data and/or applications
• r i are requirements needed to solve each of these p i processes.
WS-CAM intends to solve the T task in a collaborative and, if possible, cooperative way, by means of a set of key concepts:
• Focus. It can be interpreted as the subset of the space on which the user has focused his attention with the aim of interacting with. This selection will be based on different parameters and characteristics -such as power, disk space, data and/or applications-depending on the T requirements. Given a resource in the system, its focus would contain, at least, the subset of resources that are composing the Virtual Organisation (VO)-collection of geographically dispersed individuals who work on joint projects or common tasks (Panteli and Dibben, 2001 ) -in which this resource is involved but it could be modified and oriented towards any other VO, if needed.
• Nimbus. It is defined as a tuple (Nimbus = (NimbusState, NimbusSpace)) containing information about:
• The state of the system (NimbusState) will be evaluated in a different way depending on the characteristic in which we are interested. In this sense, if the key issue is the computational power, then the NimbusState will be evaluated based on two parameters: the computational power of the own resource (Herrero et al., 2006a) and the number of tasks that are being executed in that moment.
• The subset of the space in which a given resource projects its presence (NimbusSpace).
As for the state of system (NimbusState), the 'projection' of this state will present different properties depending on T task to be solved, such as load of the system, disk space, data information stored/processed, processes/applications to carry out, etc. For each of these characteristics the NimbusState could have three possible values: Null, Medium or Maximum. The NimbusState gets the Maximum value when the node has at its disposal all its resources to solve the T task, Medium if the node has at its disposal only a part of its resources to solve the T task, and Null if the node has not resources at its disposal to solve the T task. The NimbusSpace will determine those machines that could be taking into account in the collaborative process.
• Unidirectional awareness of interaction.
(AwareInt R1->R2 ). This concept will quantify the degree, nature or quality of asynchronous unidirectional interaction between distributed resources. This awareness could be Full, Peripheral or Null (Herrero et al., 2007) AwareInt A→B (A, B) = Full when
Peripheral aware of interaction if
• Bidirectional awareness of interaction (AwareInt). This concept will quantify the degree, nature or quality of asynchronous bidirectional interaction between distributed resources.
• Aura. Sub-space which effectively bounds the presence of a resource within a given medium and which acts as an enabler of potential interaction. It can delimit and/or modify the focus, the nimbus (NimbusSpace) and therefore the awareness.
WS-CAM, moreover, extends the key concepts of the SMI, introduce new concepts such us:
• Interactive Pool. This function returns the set of resources interacting with a given resource in a given moment
• Task resolution. This function determines if there is a service in the resource B, being NimbusState(B)/=Null, such that could be useful to execute T (or at least a part of this task).
TaskResolution (B,T) = {(p i , s)}
where s is the 'score' to carry out p i in the B resource, being its value within the range [0, ∞): 0 if the B resource fulfils all the minimum requirements to carry out the process p i ; once the B resource fulfils the all the minimum requirements to carry out the process p i , the higher is the surplus over these requirements, the higher will be the value of this score.
This concept would also complement the Nimbus concept, because the NimbusSpace only determines those machines that could be taking into account in the assignment process because they are not overloaded yet. However, the Task Resolution determines which of these machines can contribute effectively to solve T or, at least, a part of this task.
• Collaborative organisation. This function will take into account the set of resources determined by the Interactive Pool function and will return only those in which it is more suitable to execute the task T (or at least one of its processes p i ). This selection will be made by means of the TaskResolution function.
WS-CAM has already being applied to different contexts. One of these applications has been the system load balancing. For this specific application, the first implementation of WS-CAM, named AMBLE (Herrero et al., 2007 ) (see Figure 2) , was tested in real Collaborative Grid Environments with different objectives and purposes getting very successful results (Herrero et al., 2006a (Herrero et al., , 2006b (Herrero et al., , 2006c (Herrero et al., , 2008 . As far as we know, none of the last WS specifications offers functionalities useful enough as to create awareness models in a grid environment. In the same way, none of the last WS specifications offers specific functionalities to manage different levels of awareness in collaborative grid environments. 
WS-CAM: resource management
This section introduces an example to describe, step by step, how WS-CAM works to manage the grid resources in collaborative/cooperative grid environments.
Let us assume a System (S) bounded by the a 1 aura (S a1 ). This system contains eight resources:
Sub-space which effectively bounds the presence of a resource within a given medium and which acts as an enabler of potential interaction. It can delimit and/or modify the focus, the nimbus (NimbusSpace) and therefore the awareness.
Let us also consider that the E resource intends o solve the T task. If this task contents four different processes 
Nimbus(F, T) = (Medium, {D, E, F})
Taking into account the previous values, the WS-CAM will calculate the awareness of interaction among them:
Only those resources whose awareness of interaction with E was Full will be part of the Interactive Pool of E.
InteractivePool(E) = {B, C, D, E, F}
As their nimbus state is: Let us consider a business organisation made up by several departments and sub-departments in which there are different local rules to use resources. These rules are executed by the information technology department. As the guidelines for sharing resources need to be modified, continuously, with the time and they also need to lead an indeterministic system, such as WS-CAM, due to the decentralised broker it provides, the complexity of the problem is high. This complexity is even bigger as we should also consider the complexity associated to the fact of managing a distributed computing system, and even more due to the growth of functional requirements, quality of services and the increase of heterogeneous resources.
Basically, due to the rapidly growing complexity, to enable their further growth, IBM started in 2001 the Autonomic Computing initiative (IBM, 2007) , which aim of creating self-managing computer systems (computer systems which manage their own operation without human intervention). Autonomic Computing defines four functional areas: Self-Configuration (Automatic configuration of components); Self-Healing (Automatic discovery, and correction of faults); Self-Optimisation (Automatic monitoring and control of resources to ensure the optimal functioning with respect to the defined requirements); and Self-Protection (Proactive identification and protection from arbitrary attacks).
From these four functionalities, WS-CAM endows collaborative/cooperative grid environments with three of them, Self-Configuration, Self-Optimisation and Self-Healing to work properly without human intervention.
WS-CAM self-configuration
To provide the autonomous configuration of its components, CAM offers three different services: self-deployment of services, self-awareness and self-parameter configuration.
As the characteristic of Self-deployment of services is inherent to the CAM model, before describing self configuration, it is important to introduce few more details about how services are deployed in CAM.
• Self-deployment of services. From all the resources available in the environment it can determined which resources can offer specific services as well as the services' auto-deployment, if necessary. If these services have not been deployed in the destination resource in advance, these services will be propagated in the environment toward its final destination.
If the service is not compatible with the resource in which a process has to be executed, that process will never be assigned to that resource for execution purposes. The CAM model only assigns processes to resources if these processes can be executed in those resources (this compatibility is controlled by means of the TaskResolution function). It is also possible to include temporal advantages based on some planning rules to deploy and remove specific services. For example, the same resource can offer the service 'salary calculation' for batch systems at night, while it also offers the service 'risk variable' during the day. WS-CAM is able to update, in real time, this temporal self-deployment.
• Self-awareness. A resource can be aware of those resources, in its surroundings, which could be useful to carry out a specific task, and vice-versa, it can also be aware of those resources for which it could be useful.
The self-awareness will manage the CAM key concepts in order to achieve the most suitable interaction in the environment. Let us imagine, for example, a given resource (R) having a number (N) of resources belonging to its focus such that each of them is able to execute a specific process (p)
Let us also assume the working load of these resources is high and therefore none of their NimbusSpace is Null. If latter, CAM self-self configuration will extend its aura to extend R's focus, catching new resources in the environment with the aim of having effective awareness of interaction among resources in the environment.
• Self-parameter configuration. A resource could be able to modify any of its parameters (such as focus, nimbus, aura, etc.) by means of a set of rules or by making use of this service. In this way, in the previous example the self-parameter configuration would be in charge of increasing the aura with the aim of increasing the interaction potential in the environment.
WS-CAM self-optimisation
To provide the best quality of service and control of resources, ensuring the optimal function with respect to the defined requirements, WS-CAM offers the following services:
• Self-parameter optimisation. As the Collaborative Resolution History (CRH) registers all the collaborations carried out among resources in the environment, this service is in charge of optimising the value of the parameters to assure an optimal interaction.
If a given resource (R 1 ) has to extend its aura from a value of one to a value of two in order to have an effective interaction with R 2 and its services (aura(R 1 , R 2 ) = 2), the next time R 1 requires the execution of a similar task, it will adapt its aura (by means of the self-parameter configuration) to aura(R 1 , R 2 ) = 1, including R 2 inside its nimbus from the beginning. This logic optimises the CAM load-balancing algorithm, bringing auras closer if the information stored in the CRH -about previous interactions between resources -is favourable. This logic has also be extended to a higher level, i.e., if both resources (R 1 and R 2 ) have cooperated successfully during the last three hours, then the Coop_R 1 _R 2 attribute will have a HIGH value (Coop_R 1 _R 2 = HIGH), and the aura(R 1 , R 2 ) will decrease to a lower value (aura(R 1 , R 2 ) = 1). Once the resource has been identified, it will also deploy the corresponding service.
WS-CAM self-healing
WS-CAM offers the following service to complement the WS-CAM Self-Optimisation:
• Self-Proactive discovery. If several resources are collaborating/cooperating and the "Self-parameter optimisation" service detects that a resource (A) is getting overloaded, the 'self-Proactive discovery' service will determine, from all the resources available in the collaborative organisation, which of them would be most suitable to execute, if possible, some of the processes that A is running, automatically deploying the corresponding services, reducing A's load and ensuring the optimal function of the system.
These three functionalities of WS-CAM attempt to reduce the effort associated with the complexity of the system, reducing responding and recovering time in very dynamic environments and scenarios, as presented in this paper.
As for the evaluation of the model according to its autonomous computing properties, it has been based on the flexibility of the model to create a set of rules for managing the configuration of the environment according to three fundamental components of the model (see Figure 6 ): the configuration agent, the CAM Data Extension properties and attributes CAM Data Extension (CDE) and the CRH. The combination of these three components allows CAM to manage an open distributed environment by means of the autonomic computing directresses.
As it can be appreciated in Figure 3 , the CRH registers all the collaborations that are carried out among resources in the environment. The configuration agent will take into account this information in order to establish the most suitable set of administrative rules allowing the environment's auto-optimisation and auto-configuration.
These rules can access the properties and attributes of each of the resources via the configuration agent by means of the CDE interface, which has been specifically designed for this purpose in the CDE. The CDE properties are inherent to the resources themselves -as they refer to issues specific to each of the resources, such as operating system, disk space, etc., -and they are only accessible for reading purposes. On the other hand, the CDE attributes are logic elements which are determined by means of administrative rules, such as Department = Mathematics.
WS-CAM rules-based management architecture
As it is possible to appreciate in Figure 3: • Each of the resources publishes its computational (such as i.e.: CPU, memory, programs or services) and administrative (such as i.e., department or category) properties and attributes (WS-DataExtension).
• The resources involved in this management will be able to receive information about how these parameters (properties and attributes) have been defined once it has been published. In the same way, they will receive information about their corresponding modifications.
• CAM will keep a historic with all those collaborations that were successfully carried out in the environment with the aim of being taking into account for future collaborative/cooperative task -selecting automatically, the resource more suitable to carry out a single task and/or the resource more suitable for a Collaborative/Cooperative task (i.e., the more effective) -as well as for optimising purposes (by means of the optimisation agent)
• The optimisation agent will check the information stored in the 'historic' of the system, analysing the role that each of the resources involved in a collaborative task played in task's resolution. An example of this optimisation could be, i.e.. "if B ∈ Focus (A) but A did not use the B's services in past 80% collaborative task, then remove B from the A's Focus". This optimisation could be automatic (executed automatically) or semi-automatic (a warning message is sent, but the control is transferred to the system administrator).
• The configuration agent will be endowed with a set of rules to trigger the corresponding modifications in the system. These rules could be classified as configuration and optimisation rules. An example of configuration rules could be:
"All the nodes belonging to the manufacturing department with, at least, 2GB of memory will be available for the whole grid from Monday to Friday, form 1 to 8 am." This rule modifies the Focus, the Nimbus and therefore the Awareness of the system. 
WS-CAM rules-based management application
WS-CAM provides a highly configurable environment for managing resource sharing rules through its key concepts. These rules will allow the automatic configuration of the key concepts -Focus, Nimbus and Awareness-, getting therefore the more appropriated Collaborative Organisation to solve the T task in a given moment. This section firstly describes how WS-CAM RulesBased Management handles awareness in the scenario presented previously (Section 4). This section also presents how the WS-CAM Rules-Based Management Application (Figure 4 ) implements all the WS-CAM functionalities to optimise a collaborative/cooperative management.
In the previous example, where S a1 = {A, B, C, D, E, F , G}, let us assume that the E resource intends to solve the T task, T = {(p 1 , r 1 ), (p 2 , r 2 ), (p 3 , r 3 ), (p 4 , r 4 )} by using the following rule: Let us also consider T = {p1, p2, p3, p4} wants to carry out the T task, which also requires some specific disk space properties to manage the data information, the NimbusState of each of this resources could have three possible values (Null, Medium or Maximum) depending on the resource's properties
Combining NimbusState and NimbusSpace, the Nimbus of each of these resources will be:
Taking into account the previous values, as well as Focus(E) = {B, C}, the WS-CAM will calculate the awareness of interaction among them:
InteractivePool(E) = {B}
As their nimbus state is:
If the task resolution is:
Then the Collaborative Organisation:
CollaborativeOrganisation(E, T) = {B} will not be able to solve the T task, and the rules engine will automatically increase the aura (a 1 a 2 ), modifying the focus, the nimbus ( Taking into account the previous values, as well as Focus(E) = {B, C, M, N}, the WS-CAM will calculate the awareness of interaction among them:
InteractivePool(E) = {B, M, N}
NimbusState ( The WS-CAM Rules-Based Management usefulness has been validated by means of the WS-CAM Rules-Based Management Application, as follows (see Figure 4) . This application implements all the functionalities of the WS-CAM model, allowing handling the resources rules and filters by means of its web interface (Figure 3 ) and verifying that CAM optimise the management by means of these rules. 
Conclusion and ongoing work
Grid computing and business rules are natural allies as they can benefit mutually. The use of business rules gives business agility in terms of being able to change the way systems responds when circumstances demand it. Grid gives agility in terms of being able to add or remove capacity, impacting throughput and performance. A combined system, as the one we presented in this paper, offers capacity agility and behavioural agility. WS-CAM manages grid resources by means of a business engine with, having therefore something that is still missing, but strongly needed: a flexible and dynamic resource management for collaborative/cooperative grid environments. WS-CAM manages awareness of interaction by means of a set of rules, optimising the resources collaboration, promoting the resources cooperation in the environment, and responding to the specific demanded circumstances. This paper also describes how WS-CAM works in some specific examples and scenarios, presenting also how the WS-CAM Rules-Based Management Application has been designed, implemented, and validated to optimise the resources management the grid resources in collaborative/cooperative grid environments by means of a set of pre-established rules.
Currently we are working on the WS-CAM Ontology-Based Management Application which integrates an extension the WS-CAM model, based on the Third Party Awareness Model, which an ontologies-based management for collaborative/cooperative grid environments.
