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Abstract
We consider the problem of streaming principal component analysis (PCA) when the observations
are noisy and generated in a non-stationary environment. Given T , p-dimensional noisy observations
sampled from a non-stationary variant of the spiked covariance model, our goal is to construct the best
linear k-dimensional subspace of the terminal observations. We study the effect of non-stationarity by
establishing a lower bound on the number of samples and the corresponding recovery error obtained
by any algorithm. We establish the convergence behaviour of the noisy power method using a novel
proof technique which maybe of independent interest. We conclude that the recovery guarantee of the
noisy power method matches the fundamental limit, thereby generalizing existing results on streaming
PCA to a non-stationary setting.
1 Introduction
Principal component analysis is one of the most extensively studied methods for constructing linear
low-dimensional representation of high-dimensional data. Modern applications such as privacy pre-
severing distributed computations (Hardt and Roth (2013)), covariance estimtion of high-frequency data
(Chang et al. (2018),Aı¨t-Sahalia et al. (2010)), detecting power grid attacks (Bienstock and Shukla (2018),
Escobar et al. (2018)) etc. require design of sub-linear time algorithms with low storage overhead. Ex-
isting work on PCA has focused on design and analysis of single-pass (streaming) algorithms with near-
optimal memory and storage complexity assuming stationarity of the underlying data-generating process.
However, physical systems generating data for such applications undergo rapid evolution. For example,
dynamic market behaviour leads to time-series data with volatile covariance matrices. Our understanding
of such physical system crucially relies on accurate estimation of the data generating space. This moti-
vates the design of memory and storage efficient algorithms for analyzing dynamic data. In this work,
we consider the streaming PCA problem under the relaxed assumption of non-stationarity of the data
generating process.
The streaming PCA problem is concerned with constructing a linear low-dimensional representation
of the observed data {xt}Tt=1, in a single pass over the dataset with the goal of recovering the best top-k,
1 ≤ k ≤ p, dimensional space representing the observations. We consider the streaming PCA problem
when the observations are sampled from a spiked covariance model and relax the assumption of station-
arity of the data generating distribution. Hence, the observations {xt}Tt=1 are sampled from a Gaussian
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distribution with a time-varying covariance AtA
⊤
t such that ‖AtA⊤t − At−1A⊤t−1‖2 ≤ γ, 0 < γ < 1
and processed in blocks of size B where xt. Define the spectral gap as δ = inft>0 sk(AtA
⊤
t + σ
2I) −
sk+1(AtA
⊤
t + σ
2I) where, sk(M) is the k-th largest singular value of matrixM. Our goal is to propose
a memory and storage efficient algorithm to recover the best k-dimensional approximation of the last ob-
served block of data. We define this problem as non-stationary streaming PCA. When γ = 0, we recover
the streaming PCA problem.
1.1 Our Contributions
For non-stationary streaming PCA we study the following:
• Price of non-stationarity: When the observations are sampled from a non-stationary variant
of the spiked covariance model (equation 2) we establish the fundamental performance lim-
its of any algorithm for non-stationary streaming PCA. In section 2 we derive lower bounds
on the expected recovery error, R(δ, T, γ) for any given values of T (the number of collected
samples), rate of rotation γ, the spectral gap δ and any algorithm ψ. Theorem 2.1 establishes
R(δ, T, γ) = Ω((γ
δ
)1/3(σ
2(σ2+δ)
δ2
)1/3 + ( 1√
T
)(σ
2(σ2+δ)
δ2
)1/2
)
. Unlike the stationary case, for the non-
stationary case we observe a phase transition in the recovery error as we collect more samples. We
show that when the observations are O(γ−2/3), the error decreases as the inverse of the square root
of the number of observations so far. However, the recovery error beyond these observations stag-
nates to O(γ1/3) and doesn’t decrease any further upon collecting more samples. In Theorem 3.2,
we show that the noisy power method (algorithm 1) can guarantee O(γ1/3) error when there are
sufficient number of samples.
• Optimal algorithm and analysis: The noisy power method (algorithm 1) is a memory efficient and
storage optimal algorithm for the streaming PCA problem (Mitliagkas et al. (2013)). In section 3
we show that in addition to being memory and storage optimal, it also achieves the fundamental
performance limit for the non-stationary streaming PCA problem. However, there are no simple
adaptations of existing proof strategies for the non-stationary problem.
To recover the true subspace spanned by the top-k singular vectors of A for the streaming PCA
problem, one needs to mitigate the effect of sampling noise and ensure that each iteration im-
proves the estimate of the true subspace. The sampling noise can be controlled using concentration
of measure techniques and the estimates improve after every iteration since all the observations
provide information about the same underlying space. Existing works such as Allen-Zhu and Li
(2017) and Hardt and Price (2014) provide an in-depth analysis of the convergence behaviour of
the noisy power method based on this general strategy.
In the non-stationary case in addition to bounding tails from time-varying distributions, there is also
the challenge of tracking time-varying spaces which generate the observations. A straightforward
generalization of conventional proof strategies to the non-stationary problem is not possible since
existing methods require that the distance between the true subspace spanned by top-k singular
vectors and the subspace estimated every iteration decreases. Under the non-stationary model,
however, the improvement in estimate after every iteration cannot be guaranteed, especially during
the initial phase with the random initialization, since the data-generating space rotates and small
improvements in estimates maybe negated by the larger rotations. To circumvent this issue, we
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introduce a new proof technique based on analyzing the singular value and singular vectors of
product of matrices. Precisely, we study the singular values and the left singular vectors of the
product
(M(L) + E(L))(M(L− 1) + E(L− 1)) · · · (M(1) + E(1)),
where M(l) is the true covariance matrix at the l-th iteration and E(l) is the noise matrix because
of the sampling from time-varying distributions.
We analyze the convergence behaviour of the noisy power method in theorem 3.2. Using lem-
mas 3.2 and 3.3, we bound singular vectors and singular values of the iterates of the noisy power
method and the data-generating subspaces. It turns out that the top-k left singular vectors of the
matrix product are very close to the top-k left singular vectors ofM(L) and the k-th largest singu-
lar value is much greater than the k+1-th largest singular value, when δ is large enough compared
to the spectral norm of the noise matrices and γ. We also recover the results for streaming PCA in
corollary 3.1.
1.2 Comparison with existing work
This paper introduces non-stationary streaming PCA. To the best of the our knowledge, there are no
known results for this problem. Past work has exclusively focused on the stationary variant of this prob-
lem. Corollary 3.1 guarantees ε-accuracy withO
(
p log(p/ε)
ε2δ2 log(φ)
)
samples (where φ is an intricate function of
ǫ, γ, δ, see A.2) for the streaming PCA problem. It should be noted that although we make assumptions
about the spectral norm of the noise matrices, unlike previous work we do not make explicit assump-
tions on the amount of overlap between the noise matrix and the subspace to be recovered. We instead
constraint the ratio of the kth and (k + 1)th largest singular values to facilitate our proof technique.
When the observations are sampled from a generic distribution Hardt and Price (2014) guarantee ε
accuracy with O( ksk(A)
ǫ2(sk(A)−sk+1(A))3 ). For the special case of the spiked covariance model, they require
O(pk (s1(A)+σ)6
ǫ2(sk(A))6
)
samples. Balcan et al. (2016) improve upon the guarantees of Hardt and Price (2014)
by reducing the spectral gap to difference between the k-th largest singular value and q-th largest singular
value k ≤ q ≤ p.
The best known convergence results for the streaming PCA problem are by Allen-Zhu and Li (2017).
They establish fundamental performance limits and provide the first spectral-gap free global conver-
gence guarantee for streaming PCA using Oja’s algorithm. Their lower bound for the case when ob-
servations are sampled from the spiked covariance model is Ω( sk(A)
(sk(A)−sk+1(A))
√
T
) as compared to our
Ω
( (sk+1(A)sk(A))1/2
δ
√
T
)
. For Oja’s algorithm, they show that O
( ∑k
i=1 sk(A)
(sk(A)−sk+1(A))2 (
1
ǫ
+ k)
)
samples are suffi-
cient for ǫ-accurate recovery. They also provide the first spectral-gap free analysis for the streaming PCA
problem. A spectral-gap free analysis for the non-stationary streaming PCA problem remains an open
question.
1.3 Other Related Work
Existing literature on streaming PCA focusses on the stochastic gradient descent based methods or the
power method. The power method with a random n × k initial matrix is well studied in Halko et al.
(2011). Some variants of the power method e.g., Golub and Van Loan (2012) and Musco and Musco
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(2015), enhance the convergence speed for the same target error ε. Oja and Karhunen (1985) was the
first work to propose a stochastic approximation based approach for recovering the top eigenvector of a
matrix. Recently, Li et al. (2018) analyze Oja’s algorithm for recovering the top eigenvector as a stochas-
tic approximation iteration. For recovering the top eigenvector, Shamir (2016a) provide a gap-dependent
analysis which was made gap-independent in Shamir (2016b). The iterative eigenvector computation
schemes are instances of stochastic approximation based solution for this problem (Arora et al. (2012)).
Most literature on stochastic approximation assumes stationarity of the objective function in the opti-
mization problem. Besbes et al. (2015) were the first to consider a non-stationary variant of stochastic
approximation methods. They focus on convex optimization problems and focus on providing statistical
guarantees rather than designing efficient algorithms.
1.4 Notation and preliminaries
We fix notations and preliminaries used throughout the main body of the paper. Vector spaces are denoted
with blackboard bold letters Rn representing the n-dimensional euclidean space and Sn−1 represents the
n-dimensional sphere. Matrices are denoted by bold upper case letters and vectors are denoted by bold
lower case letters. For a matrix M ∈ Rm×n we use the following notations. Let M⊤ be the transpose
of the matrix M and si(M) be the i
th largest singular value. Let Mi denote the i
th column of M,
mi,j be the (i, j)
th element of M and Mi:j,k:l denote the sub-matrix of M consisting of elements from
row i to j and columns k to l of the matrix M. The singular value decomposition of M is defined as
SVD(M) = UDV⊤, where, UU⊤ = Im×m,VV⊤ = In×nU ∈ Rm×m,D ∈ Rm×n,V ∈ Rn×n. D is
a diagonal matrix with its ith diagonal element given by si(M). We assume without loss of generality
that the singular values and respective singular vectors are ordered from largest to smallest. U, D and
V represent the left singular vectors, the diagonal matrix of singular values and the right singular vector
of the matrix in context. λi(M) represents the i
th largest eigen value of the matrix M. Let span(M)
denote the range (column space) of M and let b(M) represent an orthonormal basis of span(M) when
m > n. This can be defined as the column space of M(M⊤M)−1/2 or can be obtained through a
QR decomposition of M. The precise use of b(·) throughout the manuscript will be clear from the
context. Let M⊥ denote the projection matrix of the orthogonal complement of range of M given by
M⊥ = I−M(M⊤M)−1M⊤. The spectral gap ofM is defined as the difference between the kth and the
(k+1)th largest singular value ofM denoted by δ(M) = sk(M)−sk+1(M). In absence of ambiguity we
use, δ = ǫ
2
δ(M). We use
∏T
t=1M
(t) = M(1)M(2) . . .M(T ). We define the distance between the column
space of M ∈ Rn×k and N ∈ Rn×k as d(M,N) = ‖b(M)⊤N⊥‖2. d(M,N) is the projection distance
on the Grassmannian manifold,Gr(k, n) (manifold of all k-dimensional subspaces of Rn) (section 2.5 in
Golub and Van Loan (2012) and lemma A.1). All constants C appearing in our results are independent
of the problem parameters.
The spiked covariance model assumes that observations are lifted from a low-dimensional space and
corrupted with high-dimensional Gaussian noise. Let xt ∈ Rp and k, k < p be the rank of the low-
dimensional space. According to a spiked covariance model, xt is generated as:
xt = Azt +wt, i = 1 : T, zt ∼ N (0k×1, Ik×k), wt ∼ N (0p×1, σ2Ip×p), A ∈ Rp×k (1)
The vectors zt ∈ Rk are independent and identically distributed, sampled from a multivariate Gaussian
distribution with zero mean and identity covariance. The homoskedastic noise vectors wt ∈ Rp are also
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independent and identically distributed with zero mean and covariance, σ2Ip×p. Samples drawn from a
spiked covariance model follow a Gaussian distributionN (0,AA⊤ + σ2I).
We incorporate non-stationarity by allowing the underlying subspace A to rotate slowly with time.
This subspace rotation characterized by parameter γ is incorporated by allowing the space spanned by its
left singular components to rotate slowly. Hence, we assume that xt is generated as:
xt = Atzt +wt, ∀ t = 1 : T, zt ∼ N (0k×1, Ik×k), wt ∼ N (0p×1, σ2Ip×p), At ∈ Rp×k (2)
‖AtA⊤t −At−1A⊤t−1‖2 ≤ γ, ∀ t = 2 : T
We focus on finite-sample recovery guarantees as the performance measure of our algorithms. We are
interested in retrieving the column space spanned by the block of observations in the last iteration. Let
Q(L) represent the output of the noisy power method after L iterations. The recovery error is expressed
as the the distance between the column spaces of the underlying space and the outputQ (theorem 2.6.1 in
Golub and Van Loan (2012)). Therefore, after L iterations our performance metric is ‖U⊤1:k(L−1)Q⊥‖2,
whereU1:k(L− 1) are the left singular vectors of true covariance matrix of {xt}LBt=(L−1)B . Given desired
tolerance ǫ, our goal is to establish conditions for ‖U⊤1:k(L− 1)Q⊥‖2 ≤ ǫ.
2 Lower Bound
In this section, we establish fundamental performance limits of any algorithm ψ for the non-stationary
streaming PCA problem when the observations are sampled from (2) i.e., xt ∼ N (0,AtA⊤t + σ2I). To
construct the lower bound we consider the family of sequence of matrices A(δ, γ, T ) defined as:
A(δ, γ, T ) ={(A1,A2, . . . ,AT ) : sk(AtA⊤t ) ≥ δ, δ > 0, ∀ t = 1 : T ; ‖AtA⊤t −At−1A⊤t−1‖2 ≤ γ,
0 < γ < 1, ∀ t = 2 : T}
Let U1:k(AT ) be the top-k left singular vectors of AT . Consider the class of algorithms Ψ which
estimate U1:k(AT ) from observations x1,x2, . . . ,xT and for ψ ∈ Ψ let the estimate be denoted by
ψ(x1,x2, . . . ,xT ). The probability measure induced over the space of observations x1,x2, . . . ,xT by the
sequenceA1,A2, . . . ,AT is given by:
PA1,A2,...,AT (x1 ∈ ζ1,x2 ∈ ζ2, . . . ,xT ∈ ζT ) = ΠTt=1PAi(xi ∈ ζi)
where, {ζt}Tt=1 is a sequence of measurable sets in R. The minimax risk associated with the problem of
inferring U1:k(AT ) from observations x1,x2, . . . ,xT is:
Rδ,γ,T = inf
ψ∈Ψ
sup
(A1,A2,...,AT )∈A(δ,γ,T )
E
(
d
(
U1:k(AT ), ψ(x1,x2, . . . ,xT )
))
where the expectation is taken with respect to PA1,A2,...,AT (·).
We establish the lower bound onRδ,γ,T using a two hypotheses test. In order to establish the bound it is
sufficient to lower bound the minimax probability of error (section 2.2 in Tsybakov (2009)) in recovering
the top-k singular vectors when the observations are generated from family of Gaussian distributions
whose covariance are the sum of matrices in two suitably choosen sequences in A(δ, γ, T ) and σ2I. We
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bound the minimax probability of error using lemma A.2 and the KL-divergence between the product
distribution generated by these sequences. Consider the following two hypotheses for this purpose:
H0 : (A(0)1 ,A(0)2 , . . . ,A(0)T ), A(0)t ∈ Rp×k ∀ t = 1, 2, . . . , T
H1 : (A(1)1 ,A(1)2 , . . . ,A(1)T ), A(1)t ∈ Rp×k ∀ t = 1, 2, . . . , T
where,
A
(0)
t =
√
δ

1 0 . . . 0
0 1 . . . 0
...
0 0 . . . 1
0 0 . . . 0
...
0 0 . . . 0

and A
(1)
t =
√
δ

1 0 . . . 0
0 1 . . . 0
...
0 0 . . . cos(θt)
0 0 . . . sin(θt)
...
0 0 . . . 0

∀ t = 1, 2, . . . , T
where θt = max
{
0, sin−1(2s)− (T − t) sin−1
(
γ
δ
)}
, ∀ t = 1, 2, . . . , T and
s =
(γ
δ
) 1
3
(
σ2(σ2 + δ)
δ2
) 1
3
+
1√
T
(
σ2(σ2 + δ)
δ2
) 1
2
.
We note the following about the proposed hypothesesH0 andH1:
1. The sequence {A(0)t }Tt=1 and {A(1)t }Tt=1 are in A(δ, γ, T ).
2. For {A(1)t }Tt=1, we have ‖A(1)t A(1)⊤i −A(1)t−1A(1)⊤t−1 ‖2 ≤ | sin(θt − θt−1)|, ∀ t = 2, . . . , T
3. For the sequences {A(0)t }Tt=1 and {A(1)t }Tt=1, we have ‖A(1)t A(1)⊤t −A(0)t A(0)⊤t ‖2 ≤ | sin(θt)|, ∀ t =
1, 2, . . . , T
We establish the lower bound for the non-stationary streaming PCA problem in theorem 2.1 using
lemma A.2. In order to apply lemma A.2 we bound the KL-divergence between the product distribu-
tions of observations generated usingH0 andH1 by a constant in lemma 2.1.
Theorem 2.1 (Lower Bound). Given T observations, rate of change γ and the spectral gap δ such that
γ
δ
< 1. For any algorithm ψ the minimax estimation error between any two sequences of matrices
{Mt}Tt=1 and {Nt}Tt=1 belonging to A(δ, γ, T ) is given by:
Rδ,γ,T = Ω
((γ
δ
) 1
3
(
σ2(σ2 + δ)
δ2
) 1
3
+
1√
T
(
σ2(σ2 + δ)
δ2
) 1
2
)
.
Proof. The theorem follows from lemma A.2. We verify the necessary conditions for the generic reduc-
tion scheme outlined in section 2 (also see section 2.2 in Tsybakov (2009)). The application of lemmaA.2
relies on applicability of the generic scheme. We then verify the conditions required for lemma A.2 and
conclude the result. To this end we need to ensure the following:
1. d(A
(0)
N ,A
(1)
N ) ≥ s
6
2. {A(0)t }Tt=1, {A(1)t }Tt=1 ∈ A(δ, γ, N)
3. KL(P‖Q) ≤ α <∞
The first two properties follow from the construction detailed in section 2. The third property is estab-
lished in lemma 2.1 with α = Cδ
4
σ2(σ2+δ2)
. Putting this into lemma A.2, for minimax probability of error
we have,
pe,1 ≥ 1
4
exp
(
− Cδ
4
σ2(σ2 + δ2)
)
and therefore:
Rδ,γ,N ≥ spe,1 ≥ s
4
exp
(
− Cδ
4
σ2(σ2 + δ2)
)
Lemma 2.1 (Bound on KL-divergence). Let P,Q denote the measure corresponding to the joint dis-
tribution generated by the sequence {A(0)t }Tt=1 and {A(1)t }Tt=1 belonging to A(δ, γ, T ) through the non-
stationary spiked covariance model (equation 2). Then,
KL(P‖Q) = O(1).
Proof sketch Using the properties of the Gaussian distribution and A(δ, γ, T ), the KL-divergence
between P and Q is O( δ2
σ2(σ2+δ)
∑T
t=1 sin
2(θt)
)
. The sequence A
(0)
t and A
(1)
t is carefully constructed so
that the distance between the column space of the sequence of matrices so that
∑T
t=1 sin
2(θt) is bounded
by a parameter-independent constant.
The bound on Rδ,γ,T in theorem 2.1 exhibits a phase transition phenomenon with the first term repre-
senting the effect of non-stationarity. Initially, Rδ,γ,T decreases with the rate of 1/
√
T . However, when
T ≥ (γ
δ
)− 2
3
(
σ2(σ2+δ)
δ2
) 1
3
, the first term of Rδ,γ,T dominates the second term and Rδ,γ,T becomes indepen-
dent to the number of samples T . This also validates our intuition that in a dynamic environment past
information quickly becoming stale. For the streaming PCA problem, we recover the fundamental limit
as Ω(σ(σ
2+δ)1/2
δ
√
T
) (γ = 0 in theorem 2.1).
3 Non-Stationary Streaming PCA
The noisy power method (alogrithm 1) is an iterative algorithm for computing the top-k eigen vectors
of a given matrix. It is initialized with a random k-dimensional basis of Rp,Q(0) ∈ Rp×k (line 3 in algo-
rithm 1). Each iteration computes a representative orthogonal basis upon observing a new block of data,
Q(l+1) = b
(
( 1
B
∑lB
t=(l−1)B xtx
T
t )Q
(l)
)
(line 7 in algorithm 1), where b(M) denote an orthonormal matrix
whose columns span the column space of M (e.g. it can be computed through the QR decomposition of
M).
We begin by considering the problem of recovering the top-k singular vectors of a symmetric matrix
A ∈ Rp×p using the power method. Let SV D(A) = UDV⊤. Starting with a random initial matrix
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Algorithm 1 Noisy Power Method
1: Input: x1,x2, . . . ,xT , block size: B, iterations: L =
T
B
, accuracy: ǫ
2: Output: Q(L)
3: Q(0) ← p× k random matrix
4: for l=0:L-1 do
5: N(l+1) ← 0
6: for t=lB+1:(l+1)B do
7: N(l+1) ← N(l+1) + 1
B
xtx
⊤
t Q
(l)
8: end for
9: Q(l+1) is an orthonormal basis for span(N(l+1)) (e.g., obtained through QR decomposition)
10: end for
Q(0), in the lth iteration the power method computes, Q(l+1) = b(AQ(l)). The column space of Q(L) is
equivalent to the column space ofALQ(0) since,
Q(L) = b(A(b(A . . . (b(AQ(0))))))
= ALQ(0)R(1)R(2) . . .R(L)
where, R(l) is the Rk×k matrix computed each time from the QR decomposition of AQ(l). Hence,
d(U1:k,Q
(L)) = d(U1:k,A
LQ(0)). We analyze the distance between the output of the power method
Q(L) and the space spanned by A, d(U1:k,A
LQ(0)) from the singular values of AL. In theorem 3.1, we
quantify the decrease in the error in estimation of the top-k singular vectors of A. After each iteration
of the power method, the desired singular vector U1:k are amplified by at least sk(A) where as the
remaining are amplified by at most sk+1(A). Since the power iterations start with a random initialization
Q(0) ∈ Rp×k, we have (Hardt and Price (2014)): s1(Q(0)Uk+1:p)
sk(Q(0))U1:k
≤ p2. Theorem 3.1 bounds the distance
between the top-k singular vectors ofA(L) as:
d(U1:k,A
(L)Q(0)) ≤ sk+1(A)
L
sk(A)L
s1(U
⊤
k+1:pQ
(0))
sk(U
⊤
1:kQ
(0))
Therefore,
‖U⊤1:kQ(L)⊥ ‖2 ≤ p2
( sk(A)
sk+1(A)
)L
Theorem 3.1 (Perturbation by multiplication). LetM ∈ Rm×n and SV D(M) = UDV⊤. LetN ∈ Rn×k
(m ≥ n ≥ k) and Y = MN. Assume, sk(M) > 0 and sk(V⊤1:kN) > 0. Then,
d(U1:k,Y) ≤ sk+1(M)
sk(M)
s1(V
⊤
k+1:nN)
sk(V⊤1:kN)
Proof sketch Bounding the distance between the column spaces of U1:k and the outputY is equiva-
lent to bounding the largest singular value of the projection of the space orthogonal toU1:k ontoY. This
projects MN onto the space spanned by the last k + 1 right singular vectors U⊤k+1:n. The projection of
MN onto the (k + 1) right singular vectors is bounded using lemma A.5.
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We now establish the convergence behaviour of the noisy power method (algorithm 1) in presence
of noise and non-stationarity. We observe T = LB vectors in blocks of size B, {{xt}lBt=(l−1)B}Ll=1. For
all l = 0, 2, . . . , L − 1 let E(l) be the deviation of the empirical covariance from the expected empirical
covariance of the vector at the end of every block of computationM(l) = E(xlBx
⊤
lB):
1
B
lB∑
t=(l−1)B
xtx
⊤
t = E(xlBx
⊤
lB) + E(l)
= AlBA
⊤
lB + σ
2I+ E(l)
= M(l) + E(l) (3)
In presence of non-stationarity: (i) we need to bound for sampling noise from time-varying distributions
‖E(l)‖ and (ii) analyse the distance between the time-varying underlying subspaces and the output of
the noisy power method. In lemma 3.1, we obtain a bound on the spectral norm of the noise matrix
using concentration inequalities to bound the spectral norm of the noise matrix due to sampling from
time-varying distributions.
Lemma 3.1 (Spectral norm of noise). Given 0 < γ < 1, spectral gap δ, observations {xt}Tt=1 generated
according to 2 with {At}Tt=1 ∈ A(δ, γ, T ), with probability 1− 1T ,
max
1≤l≤L
‖E(l)‖2 ≤
√
Cp log(T )
B
+
Bγ
2
.
We now bound the distance between the output of the noisy power method and the time varying un-
derlying subspaces. LetM(L) = ∏Ll=1(M(l) + E(l)). The output of the noisy power method (algorithm
1) is equivalent to computing an orthonormal basis for the product M(L)Q(0). In order to analyse the
convergence behaviour we bound the distance between the output of the noisy power method, Uˆ1:k(L)
and the subspace to be recovered, U1:k(L) However, due to non-stationarity there doesn’t exist a fixed
reference subspace with respect to which we can bound these distances. In lieu of a fixed reference sub-
space, we identify a sequence of (n− k) and k dimensional subspaces of Rn, arising from the observed
vectors {{xt}lBt=(l−1)B}Ll=1, such that the sequence of k-dimensional subspaces remains close to the un-
derlying subspace every iteration and the first subspaces of the sequences are mutually orthogonal. We
identify this sequence of k and n− k dimensional subspaces, through the column space of a sequence of
matrices {N(l)}Ll=1 ∈ Rn×(n−k) and {W(l)}Ll=1 ∈ Rn×k such that span(N(1)) is orthogonal to span(W(1)).
We need to ensure that the the identified k-dimensional subspaces are close to the true subspace and their
distance from the subspace estimates of the noisy power method is not too large. We also need to en-
sure that the identified (n − k)-dimensional subspaces are far from the true subspace and the estimates
of the noisy power method. Then, using the sequence of identified subspaces as a reference we can re-
late the distance between the Uˆ(L) and U1:k(L). We formalize this idea in theorem 3.2 to establish the
convergence behaviour of the noisy power method for non-stationary streaming PCA.
Before stating the construction of the sequence of subspaces and the convergence analysis we state
our assumptions. LetU(l)D(l)U(l)⊤ be the singular value decomposition ofM(l)), δ(l) = sk(M(l))−
sk+1(M(l)) and δ = inf l≥0 δ(l). By equation 2 and triangle inequality we have that:
‖M(l)−M(l + 1)‖2 ≤ Bγ ∀ l ≥ 0
9
Let η = Bγ
δ−Bγ . Using Davis-Kahan sin θ theorem (lemma A.3), we have:
d(U1:k(l),U1:k(l + 1)) ≤ η for all ∀ l ≥ 0.
For all l ≥ 0 we have sk(M(l)) ≥ δ + σ2 and sk+1(M(l)) = σ2. Note that when δ ≥ 18σ2, for
16(Cp log(T ))
1
3
γ
1
3
δ
≤ ε ≤ 1
4
, with
B =
64Cp log(T )
ε2δ2
,
with probability 1− 1
T
, for all l = 1, 2, . . . , L the following holds:
A.1 ‖E(l)‖2 ≤ ∆ where ∆ = ε4δ
A.2 φ > 1 where φ := inft≥0
(δ+σ2)−∆/
√
1−(ε+η)2
σ2+∆
(1− (ε+ η)2)
A.3 σ
2+0.75δ
σ2+0.25δ
≥ (ε+η)
√
1−ε2
ε
√
1−(ε+η)2
A.4 ε > 1
32
η
Theorem 3.2, lemma 3.3 and lemma 3.2 are based on assumptions A.1, A.2, A.3 and A.4.
Theorem 3.2 (Iteration). Assume that δ ≥ 1
8
σ2. Let Û denote the output of the noisy power method
(algorithm 1) when the observations {xt}Tt=1 are sampled from the non-stationary spiked covariance
model (equation 2). For 16(Cp log(T ))
1
3
γ
1
3
δ
≤ ε ≤ 1
4
, there exists a block size B = 64Cp log(T )
ε2δ2
such that
‖Û1:k(L)U⊤k+1:n(L)‖2 ≤ ε+O
( √
pφ−L
√
p−√k − 1
)
with probability 1− cΩ(p−k+1) − exp(−Ω(p)).
Proof sketch We use lemma 3.2 to identify and iteratively construct the sequence {N(l)}Ll=1 to ensure
thatN(l) has small overlap generating the observations in the lth iteration and the space spanned by top-k
singular vectors generating those observations. Consequently, the column space ofM(L)N(1) lies in the
column space of Uk+1:n(L) and the largest singular value of the product ofM(L) and N(1) is decreases
exponentially i.e.
span(M(L)N(1)) ⊆span(Uk+1:n(L)) and ‖M(L)N(1)‖2 ≤
L∏
t=1
(
δ + σ2√
1− (ε+ η)2
)
(4)
Similarly, using lemma 3.3 we identify and iteratively construct the sequence {W(l)}Ll=1. We ensure that
for all 0 ≤ l ≤ L, the column space of W(l+1) is ǫ away from U1:k(l) and the least singular value of
M(L)W(1) is at least √1− (ǫ+ η)2(δ + σ2)) − ∆. Therefore, the distance between the true underly-
ing space U1:k(L) and M(L)W(1) is less than ǫ and the least singular value of the product M(L)W(1)
increases exponentially i.e.
d(M(L)W(1),U1:k(L)) ≤ε and sk
(M(L)W(1)) ≥ L∏
t=1
(√
1− (ε+ η)2(δ + σ2)−∆
)
(5)
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We bound the distance between U1:k(L) and Uˆ1:k(L) throughM(L)W(1). The construction ensures
that the distance between U1:k(L) andM(L)W(1) is at most ǫ. Due to the power iterations, the distance
between Uˆ1:k(L) andM(L)W(1) is identical to the distance betweenM(L)Uˆ1:k(0) andM(L)W(1). We
can bound the distance between M(L)W(1) and M(L)Uˆ1:k(0) by projecting M(L)Uˆ1:k(0) onto space
spanned byN(1) and its orthogonal complement and using properties 4 and 5.
The sequences of subspaces {N(l)}Ll=1 and {W(l)}Ll=1 in theorem 3.2 are identified using lemma 3.2
and lemma 3.3 respectively. Beginning with N(L+1) = Uk+1:n(L), in order to establish property 4,
it is necessary to ensure that in every iteration 0 ≤ l ≤ L, span((M(l) + E(l))N(l)) ⊆ N(l) and
s1((U1:k(l))
⊤N(l)) ≤ ε and s1
(
(M(l) + E(l))N(l)) ≤ σ2+∆√
1−(ε+η)2 . Lemma 3.2 we show that, if
(M(l) + E(l))x is almost orthogonal to U1:k(l), then x has to be almost orthogonal to U1:k(l) thereby
facilitating the iterative construction of {N(l)}Ll=1.
Lemma 3.2 (Orthogonal projection after perturbation). Let M ∈ Rn×n be a positive definite matrix and
SVD(M) = UDU⊤. Let 0 < k < n and let Y be the set of Y ∈ Rn×(n−k) matrices with orthonormal
columns such that s1
(
U⊤1:kY
) ≤ ε+ η with ε ≤ 1
4
. Under the conditions of theorem 3.2, for every given
Y ∈ Y there exists a n× (n− k) orthonormal matrixN such that
span
(
(M+ E)N) ⊆ span (Y) , s1 (U⊤1:kN) ≤ ε, (6)
s1
(
(M+ E)N) ≤ (σ2 +∆)√
1− (ε+ η)2 . (7)
Proof sketch The proof of existence of the orthonormal n×(n−k)matrixN is involved and is estab-
lished case-by-case depending on the rank of (M+ E). The second claim follows since assumption A.3
constraints the ratio of singular values of projection of any vector in the column space of (M+E)N onto
U⊤1:k and U
⊤
1:k. To obtain the third claim from the second claim project the column space of (M + E)N
onto the column space ofU⊤1:k and its orthogonal complement and note that column space ofY are almost
orthogonal to those ofU1:k and ‖U⊤k+1:n(M+ E)‖2 ≤ sk+1(M) + ∆
To identify the sequence {W(l)}Ll=1, we first identify W(1) as the space orthogonal to N(1). To
guarnatee property 5 we must show for all 0 ≤ l ≤ L, sk((M(l) + E(l))W(l)) ≥
√
1− (ε+ η)2(δ +
σ2)−∆ and d(U1:k(l),W(l+1)) ≤ ε. This is established with the help of lemma 3.3 which shows that the
span of a matrix W upon multiplication with (M(l) + E(l)) remains close to the span of U1:k(l) if the
span of matrixW is close to the linear span of the top-k singular vectorsU1:k(l).
Lemma 3.3 (Projection after perturbation). LetM ∈ Rn×n be a positive semi-definite matrix, SVD(M) =
UDU⊤ andW be a n×k matrix which consists of orthonormal vectors. When ε ≤ 1
4
and d (U1:k,W) ≤
ε+ η, under the conditions of theorem 3.2,
sk ((M+ E)W) ≥
√
1− (ε+ η)2(δ + σ2)−∆ and
d (U1:k, (M+ E)W) ≤ ε.
Proof sketch The first claim can be established by observing that the maximum singular value of
the product EW is ∆ and sk(U1:kW) ≤
√
1− (ǫ+ η)2. To establish the second claim, we show that
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distance of the space orthogonal to the span of (M + E)W from U1:k is at most 1 − ǫ2. This follows
by carefully controlling the ratio of length of projection of vector x in the column space of (M + E)W
onto the spaces spanned by the top-k singular vectors of M and its orthogonal complement through
assumption A.3.
Theorem 3.2 shows that the noisy power method can achieve a recovery error of O(γ
1/3
δ
) which is
order-wise identical with respect to γ and δ to the fundamental limit of Ω(γ
1/3
δ
) established in theo-
rem 2.1. The non-stationary streaming PCA problem reduces to the streaming PCA problem for γ = 0.
For the streaming PCA problem we guarantee ε-accurate recovery with O
(
p log(
√
p−√k−1√
p
)
ε2δ2 log(φ)
)
samples in
corollary 3.1.
Corollary 3.1 (Streaming PCA). Let δ ≥ 1
8
σ2, ǫ ≤ 1
4
, ‖E(l)‖2 ≤ ǫ4(sk(A) − sk+1(A)) and
sk+1(A) > sk(A)
(
2−ǫ2−√1−ǫ2√
1−ǫ2
)
. Let Uˆ denote the output of the noisy power method (algorithm 1) when
the observations {xt}Tt=1 are sampled from a spiked covariance model (equation 1), with B = 64Cp log(T )ε2δ2 ,
we have
‖Uˆ1:k(L)U⊤k+1:n(L)‖2 ≤ ǫ+O
( √
pφ−L
√
p−√k − 1
)
with probability 1− cΩ(p−k+1) − exp(−Ω(p)).
4 Conclusion and Future Work
In this paper we propose non-stationary streaming PCA. We establish fundamental limits on the perfor-
mance of any algorithm for this problem and illustrate a phase transition phenomenon characterizing the
effect of non-stationarity. We also establish that the noisy power method achieves the fundamental limit
for this problem. An interesting future direction would be to make provide a spectral spectral-gap free
analysis of this problem.
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A Appendix
A.1 Preliminary Results
We begin by collecting some preliminary results results which are used extensively throughout the proofs
and aid in keeping the manuscript self-contained.
Lemma A.1 (Theorem 2.6.1, Golub and Van Loan (2012)). Let S1 and S2 be two subspaces of R
n, such
that dim(S1)=dim(S2). We define the distance between these two subspaces by dist(S1,S2)=‖P1 −P2‖2,
where Pi, i = 1, 2 is the orthogonal projection onto Si, i = 1, 2. Suppose: W = [W1
k
W2
n−k
], Z = [Z1
k
Z2
n−k
]
are n× n orthonormal matrices. If S1 = ran(W1) and S2 = ran(Z1) then,
dist(S1, S2) = ‖W⊤1 Z2‖2 = ‖Z⊤1 W2‖2
Lemma A.2 (Theorem 2.2 (iii), Tsybakov (2009)). Let P andQ be probability measures on a measurable
space (Ω,F). IfKL(P‖Q) ≤ β <∞, then,
pe,1 ≥ max
(1
4
exp(−β),
1−
√
β
2
2
)
Given a matrixM and a subset S ∈ R, let PM(S) denote the orthogonal projection onto the subspace
spanned by eigenvectors ofM corresponding to those eigenvalues that lie in S.
Lemma A.3 (Davis-Kahan sin(θ) theorem; Theorem VII.3.1, Bhatia (2013))). Let A,B ∈ Rn×n, S1 =
[a, b] and S2 = R\[a− δ, b+ δ]. Let P1 := PA(S1),P2 := PB(S2), then for every unitary invariant norm
‖P1P2‖2 ≤ 1δ‖P1(A−B)P2‖2 ≤ 1δ‖A−B‖2.
This can equivalently be stated as:
For given symmetric matricesA,B with singular value decompositionA = UDU andA+B = UˆDˆUˆ,
then,
‖U1:kU⊤1:k − Uˆ1:kUˆ⊤1:k‖2 ≤
‖B‖2
sk(A)− sk+1(A) + ‖B‖2
Lemma A.4 (Weyl’s Theorem). For anyA,B ∈ Rm×n, si(A+B) ≤ si(A) + s1(B)
Lemma A.5 (Matrix-norm Inequality). Let M ∈ Rm×n andN ∈ Rn×r then
‖MN‖2 ≤ ‖M‖2‖N‖2
where, ‖M‖2 = supx∈Sn−1 ‖Mx‖2. Further, if the rank of matrix is at least k then,
‖MN‖k ≥ ‖M‖k‖N‖k
Lemma A.6 (Theorem 2.1 in Vershynin (2012)). Consider independent random vectors x1,x2, . . . ,xn
in Rp, n ≥ p from a sub-gaussian distribution with parameter 1. Then ∀ α > 0 with probability 1−α we
have ‖ 1
n
∑n
i=1 xix
⊤
i − E(xix⊤i )‖2 ≤ C
√
p log(2/α)
n
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A.2 Results from the main text
Lemma 2.1 (Bound on KL-divergence). Let P,Q denote the measure corresponding to the joint dis-
tribution generated by the sequence {A(0)t }Tt=1 and {A(1)t }Tt=1 belonging to A(δ, γ, T ) through the non-
stationary spiked covariance model (equation 2). Then,
KL(P‖Q) = O(1).
Theorem 3.1 (Perturbation by multiplication). LetM ∈ Rm×n and SV D(M) = UDV⊤. LetN ∈ Rn×k
(m ≥ n ≥ k) and Y = MN. Assume, sk(M) > 0 and sk(V⊤1:kN) > 0. Then,
d(U1:k,Y) ≤ sk+1(M)
sk(M)
s1(V
⊤
k+1:nN)
sk(V⊤1:kN)
Lemma 3.1 (Spectral norm of noise). Given 0 < γ < 1, spectral gap δ, observations {xt}Tt=1 generated
according to 2 with {At}Tt=1 ∈ A(δ, γ, T ), with probability 1− 1T ,
max
1≤l≤L
‖E(l)‖2 ≤
√
Cp log(T )
B
+
Bγ
2
.
Theorem 3.2 (Iteration). Assume that δ ≥ 1
8
σ2. Let Û denote the output of the noisy power method
(algorithm 1) when the observations {xt}Tt=1 are sampled from the non-stationary spiked covariance
model (equation 2). For 16(Cp log(T ))
1
3
γ
1
3
δ
≤ ε ≤ 1
4
, there exists a block size B = 64Cp log(T )
ε2δ2
such that
‖Û1:k(L)U⊤k+1:n(L)‖2 ≤ ε+O
( √
pφ−L
√
p−√k − 1
)
with probability 1− cΩ(p−k+1) − exp(−Ω(p)).
Lemma 3.2 (Orthogonal projection after perturbation). Let M ∈ Rn×n be a positive definite matrix and
SVD(M) = UDU⊤. Let 0 < k < n and let Y be the set of Y ∈ Rn×(n−k) matrices with orthonormal
columns such that s1
(
U⊤1:kY
) ≤ ε+ η with ε ≤ 1
4
. Under the conditions of theorem 3.2, for every given
Y ∈ Y there exists a n× (n− k) orthonormal matrixN such that
span
(
(M+ E)N) ⊆ span (Y) , s1 (U⊤1:kN) ≤ ε, (6)
s1
(
(M+ E)N) ≤ (σ2 +∆)√
1− (ε+ η)2 . (7)
Lemma 3.3 (Projection after perturbation). LetM ∈ Rn×n be a positive semi-definite matrix, SVD(M) =
UDU⊤ andW be a n×k matrix which consists of orthonormal vectors. When ε ≤ 1
4
and d (U1:k,W) ≤
ε+ η, under the conditions of theorem 3.2,
sk ((M+ E)W) ≥
√
1− (ε+ η)2(δ + σ2)−∆ and
d (U1:k, (M+ E)W) ≤ ε.
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Corollary 3.1 (Streaming PCA). Let δ ≥ 1
8
σ2, ǫ ≤ 1
4
, ‖E(l)‖2 ≤ ǫ4(sk(A) − sk+1(A)) and
sk+1(A) > sk(A)
(
2−ǫ2−√1−ǫ2√
1−ǫ2
)
. Let Uˆ denote the output of the noisy power method (algorithm 1) when
the observations {xt}Tt=1 are sampled from a spiked covariance model (equation 1), with B = 64Cp log(T )ε2δ2 ,
we have
‖Uˆ1:k(L)U⊤k+1:n(L)‖2 ≤ ǫ+O
( √
pφ−L
√
p−√k − 1
)
with probability 1− cΩ(p−k+1) − exp(−Ω(p)).
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A.3 Proof of lemma 2.1
Let the distributions induced by {A(0)t }Tt=1 and {A(1)t }Tt=1 be given by P and Q repestively. Then,
KL(P‖Q) (i)=
T∑
t=1
(
log
|Σ(1)t |
|Σ(0)t |
− p+ Tr(Σ(1)−1t Σ(0)t )
)
(ii)
=
T∑
t=1
log
(
|A(1)A(1)⊤t + σ2I|
|A(0)A(0)⊤t + σ2I|
)
− p+ Tr
(
(A
(1)
t A
(1)⊤
t + σ
2I)−1(A(0)t A
(0)⊤
t + σ
2I)
)
(iii)
=
T∑
t=1
−p + Tr
( 1
σ2
(
I− 1
(σ2 + δ)
A
(1)
i A
(1)⊤
i
)
(σ2I+A
(0)
t A
(0)⊤
t )
)
(iv)
=
T∑
t=1
−p + Tr
( 1
σ2
(
σ2I+A
(0)
t A
(0)⊤
t −
σ2
(σ2 + δ)
A(1)A
(1)⊤
t −
1
(σ2 + δ)
A(1)A
(1)⊤
t A
(0)
t A
(0)⊤
t
))
(v)
=
1
σ2
T∑
t=1
Tr
(
A
(0)
t A
(0)⊤
t −
σ2
σ2 + δ
A(1)A(1)⊤ − 1
(σ2 + δ)
A(1)A
(1)⊤
t A
(0)
t A
(0)⊤
t
)
(vi)
=
1
σ2
T∑
t=1
Tr
(
A
(1)
t A
(1)⊤
t −
σ2
σ2 + δ
A(1)A(1)⊤ − 1
(σ2 + δ)
A(1)A
(1)⊤
t A
(0)
t A
(0)⊤
t
)
(vii)
=
1
σ2
T∑
t=1
Tr
( δ
σ2 + δ
A
(1)
t A
(1)⊤
t −
1
σ2 + δ
A(1)A
(1)⊤
t A
(0)
t A
(0)⊤
t
)
(viii)
=
1
σ2(σ2 + δ)
T∑
t=1
Tr
(
A
(1)
t A
(1)⊤
t
(
δI−A(0)t A(0)⊤t
))
(ix)
=
δ2
σ2(σ2 + δ)
T∑
t=1
‖U(1)t U(1)⊤t (I−U(0)t U(0)⊤t )‖22
(x)
=
δ2
σ2(σ2 + δ)
T∑
t=1
‖U(1)t U(1)⊤t −U(0)t U(0)⊤t ‖22
(xi)
=
δ2
σ2(σ2 + δ)
T∑
t=1
sin2(θt)
(xii)
= O(1)
where, (i), (ii) follow since the distributions are Gaussian and property of conditional entropy. (iii)
follows by observing that the eigenvectors of (A
(1)
t A
(1)⊤
t + σ
2I)−1 are same as those ofA(1)t A
(1)⊤
t + σ
2I
and the eigenvalues are (δ + σ2)−1. (v) follows since Tr(I) = p, (vi) follows since Tr(A(1)t A
(1)⊤
t ) =
Tr(A
(0)
t A
(0)⊤
t ) = kδ. (ix) follows since A
(1)
t A
(1)⊤
t and I −A(0)t A(0)⊤t are projection matrices and (x)
follows by lemma A.1. (xi) follows by the property of the sequences {A(1)t }Tt=1 and {A(0)t }Tt=1 and (xii)
follows from lemma A.7.
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Lemma A.7. Given T, γ, δ such that γ
δ
< 1. Let φT = sin
−1(2s), φγ = sin(
γ
δ
) and θt = max
{
0, φT −
(T − i)φγ
}
. For sequences {A(0)}Tt=1 and {A(1)}Tt=1 generated by hypothesis H0 and H1 there exists a
finite positive constant C independent of T, γ, δ such that
∑T
t=1 sin
2(θt) ≤ Cσ2(σ2+δ)δ2
A.4 Proof of lemma A.7
Recall that φγ = sin
−1 γ
δ
and φT = sin
−1(2s), θt = max
{
0, φT − (T − i)φγ}, 0 ≤ i ≤ T . By Taylor
expansion we have that
φγ = sin
−1
(γ
δ
)
=
γ
δ
+O
((γ
δ
)3)
(8)
Simplifying the given expression, (9)
T∑
t=0
sin2(θt) ≤
∫ θT
θ0
sin2(φT − xφγ)dx ≤ 1
φγ
∫ θT
θ0
sin2 y dy ≤ 1
φγ
(
(θT − θ0)
2
−
(
sin(2θT )− sin(2θ0)
)
4
)
≤ 1
2φγ
(
(θT − θ0)
2
− sin(θT − θ0) cos(θT + θ0)
)
(10)
Note that θN = φN . We consider the following cases:
1. Case 1: N > φ
−2/3
γ
(
σ2(σ2+δ)
δ2
) 1
3
.
With φN = O
(
φ
1/3
γ
)
we have Nφγ > φ
1/3
γ > φN . Hence, θ0 = 0.
1
φγ
(
(θN − θ0)
2
− sin(θN − θ0) cos(θN + θ0)
2
)
=
2φN − sin(2φN)
4φγ
=
2φN −
(
2φN +O
(
φ3N
))
4φγ
= O
(φ3N
φγ
)
= O
(σ2(σ2 + δ)
δ2
)
2. Case 2: N < φ
−2/3
γ
(
σ2(σ2+δ)
δ2
) 1
3
By the assumptions of this case and the definition of s,
N∑
i=0
sin2(θt) < N sin
2(φN) < N(2s)
2 = O
(σ2(σ2 + δ)
δ2
)
.
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A.5 Proof of Theorem 3.1
D(U1:k,Y)
(i)
= D(Y,U1:k)
(ii)
= ‖((MN)⊤MN)−1/2(MN)⊤Uk+1:nU⊤k+1:n‖2
(iii)
≤ ‖((MN)⊤MN)−1/2‖2‖N⊤M⊤Uk+1:nU⊤k+1:n‖2
(iv)
≤ ‖N
⊤M⊤U˜k+1:n‖2
sk(MN)
(v)
=
‖N⊤V⊤k+1:nDk+1:n‖2
sk(MN)
(vi)
≤ sk+1(M)‖N
⊤Vk+1:n‖2
sk(MN)
(vii)
≤ sk+1(M)
sk(M)
s1(V
⊤
k+1:nN)
sk(V⊤1:kN)
where, (i), (ii) (iii) follow from symmetry and definition of the distance operator and Cauchy-Schwarz
inequality. (iv) follows from the singular value decomposition of MN and noting that the columns of
Uk+1:n are orthonormal. Precisely, letG = N
⊤M⊤Uk+1:n, x ∈ Rk then,
‖x⊤GU⊤k+1:n‖2 = ‖y⊤Uk+1:n‖2 = ‖y⊤‖2 = ‖x⊤G‖2
This also follows from lemma A.5. (v) and (vi) follow from the singular value decomposition ofM and
lemma A.5. (vii) can be obtained as follows:
sk(MN)
(vii).(a)
= sk(MV1:kV
⊤
1:kN+MVk+1:nV
⊤
k+1:nN)
(vii).(b)
≥ sk(MV1:kV⊤1:kN)
(vii).(c)
≥ sk(MV1:k)sk(V⊤1:kN)
(vii).(d)
≥ sk(M)sk(V⊤1:kN)
where, (vii).(a) follows since I = V1:kV
⊤
1:k +Vk+1:nV
⊤
k+1:n. Observe thatMV1:kV
⊤
1:k =
∑k
i=1 σiuiv
⊤
i
and MVk+1:nV
⊤
k+1:n =
∑n
j=k+1 σjujv
⊤
j have orthogonal columns, implying that for any c ∈ Rk, y =
Hc and z = H′c, y and z are orthogonal, where H = AV1:kV⊤1:kX and H
′ = AVk+1:nV⊤k+1:nX, H ∈
Rm×k,H′ ∈ Rm×k. Since N has k columns, by the definition of the least singular value: sk(H +H′) =
minx∈Sk−1 ‖(H + H′)x‖2. By Pythagoras theorem, ‖Hx + H′x‖22 = ‖Hx‖22 + ‖H′x‖22 ≥ ‖Hx‖22 ≥
sk(H) ∀ x ∈ Sk−1 leading to (vii).(b). To obtain (vii).(c) let D = AV1:k and D′ = V⊤1:kX, D ∈
Rm×k,D′ ∈ Rk×k. SinceN has k columns, by the definition of the least singular value we have:
sk(DD
′) = min
x∈Sk−1
‖DD′x‖2 = min
y∈Rk
‖Dy‖2
‖y‖2 ‖y‖2, y = ‖D
′x‖2
Further, ‖y‖2 ≥ sk(D′) and therefore, sk(DD′) ≥ sk(D)sk(D′). Finally, (vii).(d) follows by the
singular value decomposition ofM.
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A.6 Proof of Lemma 3.1
For all 1 ≤ l ≤ L,we have,
lB∑
i=(l−1)B+1
xix
⊤
i = E
(
xlBx
⊤
lB
)
+
1
B
lB∑
i=(l−1)B+1
(
xix
⊤
i − E(x⊤lBx⊤lB)
)
= E
(
xlBx
⊤
lB
)
︸ ︷︷ ︸
M(l)
+
1
B
lB∑
i=(l−1)B+1
(
xix
⊤
i − E(xix⊤i ) + E(xix⊤i )− E(xlBx⊤lB)
)
︸ ︷︷ ︸
E(l)
By lemma A.6, there exists a constant C such that with probability at least 1- 1
T 2
we have:
∥∥∥ 1
B
lB∑
i=(l−1)B+1
(
(xix
⊤
i − E(xixi)) + (E(xix⊤i )− E(xlBx⊤lB)
)∥∥∥
2
≤
∥∥∥ 1
B
lB∑
i=(l−1)B+1
(
xix
⊤
i − E(xixi)
)∥∥∥
2
+
∥∥∥ 1
B
lB∑
t=(l−1)B+1
(
E(xix
⊤
i )− E(xlBx⊤lB)
)∥∥∥
2
≤
√
Cp log(T )
B
+
Bγ
2
.
From the union bound and the above inequality, with probability 1− 1
T
,
max
1≤l≤L
‖E(l)‖2 ≤
√
Cp log(T )
B
+
Bγ
2
A.7 Proof of Theorem 3.2
We split the proof of theorem 3.2 into two steps. In the first step, using lemma 3.3 and 3.2 we identify
an appropriateN(1) andW(1). Then, in the second step we bound the distance between the output of the
noisy power method and the span ofN(1) andW(1).
Step 1: Identifying N(1) and W(1)
In this step we identify N(1) and W(1) using a sequence of matrices {N(l),W(l)}L+1t=1 , Nl ∈
Rn×(n−k), Wl ∈ Rn×k from the observed vectors {{xi}(l+1)Bi=lB }Ll=1. We construct the sequence
{N(l)}1≤t≤L+1,N(l) ∈ Rn×(n−k) so that the following is satisfied:
N.1 N(L+1) = Uk+1:n(L)
N.2 span((M(l) + E(l))N(l)) ⊆ span(N(l+1)) for all 1 ≤ l ≤ L
N.3 For all 1 ≤ l ≤ L,
s1
(
(U1:k(l))
⊤N(l)
) ≤ ε and s1 ((M(l) + E(l))N(l)) ≤ sk+1(M(l)) + ∆√
1− (ε+ η)2 . (11)
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N.4 s1
(
(U1:k(l − 1))⊤N(l)
) ≤ ε+ η for all 1 ≤ l ≤ L.
To show the existence of {N}L+1l=1 satisfying N.1, N.2, N.3 and N.4 we use lemma 3.2 and backward
mathematical induction.
Base case: At t = L + 1, N(L+1) = Uk+1:n(L) , therefore N.4 holds from the model assumption
‖(Uk+1:n(l))⊤U1:k(l − 1)‖2 ≤ η. Other conditions are required for t ≤ L and henceN(L+1) exists.
Inductive Hypothesis: Assume that there existsN(l+1) satisfying N.1- N.4. We show that there exists
an N(l). Define N(l) to be the matrix identified as W in lemma 3.2 with A = M(l), E = E(l) and
Y = N (l+1). Then, lemma 3.2 shows thatN(l) satisfies N.2 and N.3. Further, since
s1(U1:k(l − 1)N(l)) (i)=‖U1:k(l − 1)U⊤1:k(l − 1)− (I−N(l)(N(l))⊤)‖2
(ii)
≤‖U1:k(l − 1)U⊤1:k(l − 1)−U1:k(l)U⊤1:k(l)‖2 + ‖U1:k(l)U⊤1:k(l)− (I −N(l)(N(l))⊤)‖2
(iii)
≤ η + ε
where, (i) follows from lemma A.1, (ii) follows from triangle inequality and (iii) follows since
‖(Uk+1:n(l))⊤U1:k(l − 1)‖2 ≤ η.
Therefore, there exists {N(l)}1≤l≤L+1 such that N(L+1) satisfies N.1 and for 1 ≤ l ≤ L, N(l) we have
N.2, N.3, and N.4. From the properties N.1, N.2, and N.3 of {N(l)}1≤l≤L+1 we have,
span(M(L)N(1)) ⊆span(Uk+1:n(L)) and ‖M(L)N(1)‖2 ≤
L∏
t=1
(
sk+1(M(l)) + ∆√
1− (ε+ η)2
)
. (12)
The first inequality above follows from N.2. The second inequality in 12 is obtained from N.3 by
applying the following argument L times: for y ∈ Rn,y(l) = (M(l) + E(l)) y, we have, ‖y(l)‖2 ≤
sk+1(M(l)+∆)√
1−(ε+η)2 .
Next, we define the sequence {W}L+1i=1 ,Wi ∈ Rn×k as follows:
W.1 W(1) ∈ Rn×k be a matrix consisting of orthonormal vectors such that ‖(W(1))⊤N(1)‖2 = 0.
W.2 W(l+1) = (M(l) + E(l))W(l) for all 1 ≤ l ≤ L.
From N.4 and the triangle inequality, we have d(U1:k(1),W
(1)) ≤ ε + η and for all 1 ≤ l ≤ L,
lemma 3.3 then implies that:
CW.1 sk
(
(M(l) + E(l))W(l)) ≥√1− (ε+ η)2sk(M(l))−∆.
CW.2 d(U1:k(l),W
(l+1)) ≤ ε and since, ‖U1:k(l)⊤U1:k(l− 1)‖2 ≤ η, we have d(U1:k(l),W(l)) ≤ ε+ η.
From CW.1 and CW.2, we have
d(M(L)W(1),U1:k(L)) ≤ε and sk
(M(L)W(1)) ≥ L∏
t=1
(√
1− (ε+ η)2sk(M(l))−∆
)
. (13)
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This establishes the existence and properties of the sequence {N(l),W(l)}Ll=1. We now use this charac-
terization to bound the distance between the k-dimensional subspace of Rn andM(L)Q(0). Since, N.3
bounds the distance between the (n− k) dimensional subspace of Rn andM(L)Q(0), we consider bound
the distance betweenM(L)Q(0) andW(1).
Step 2: Distance between actual and recovered spaces
Now, we upper bound the distance between the output of the power method Uˆ1:k(L) and the last
n − k − 1 singular vectors of the true underlying subspace Uk+1:n(L), d(U1:k(L), Û1:k(L)). From the
triangle inequality we have,
d(U1:k(L), Û1:k(L)) ≤ d(U1:k(L),M(L)W(1)) + d(M(L)W(1), Û1:k(L)). (14)
From 13, we have
d(U1:k(L),M(L)W(1)) ≤ ε. (15)
To bound the second term in the RHS of 14 consider the following,
d(M(L)W(1), Û1:k(L)) (i)=
∥∥∥(M(L)W(1))⊥Û1:k(L)∥∥∥
2
(ii)
=
∥∥∥(M(L)W(1))⊥M(L)Û1:k(0)((M(L)Û1:k(0))⊤M(L)Û1:k(0))−1/2∥∥∥
2
(iii)
≤
∥∥∥(M(L)W(1))⊥M(L)Û1:k(0)‖2‖((M(L)Û1:k(0))⊤M(L)Û1:k(0))−1/2∥∥∥
2
(iv)
≤
∥∥∥(M(L)W(1))⊥M(L)Û1:k(0)∥∥∥
2
sk(M(L)Û1:k(0))
(v)
=
∥∥∥(M(L)W(1))⊥M(L)N(1)(N(1))⊤Û1:k(0)∥∥∥
2
sk(M(L)Û1:k(0))
(vi)
≤
∥∥(M(L)W(1))⊥∥∥2 ∥∥M(L)N(1)∥∥2 ∥∥∥(N(1))⊤Û1:k(0)∥∥∥2
sk(M(L)Û1:k(0))
.
where, (i) follows by substituting the definition of distance function and (ii) follows by observing
that due to the power iterations Û1:k(L) is an orthonormal basis of M(L)Û1:k(0) and therefore can
be written as b(M(L)Û1:k(0)). (iii) follows by using Cauchy-Schwarz inequality for matrix norms
inequality. (iv) follows by noting that ‖((M(L)Û1:k(0))⊤M(L)Û1:k(0))−1/2‖2 = 1‖M(L)Û1:k((0)‖2 ≤
1
sk(MLÛ1:k(0))
. To obtain (v), decompose the numerator of (iv) as (M(L)W(1))⊥M(L)Û1:k(0) =
(M(L)W(1))⊥M(L)(W1W⊤1 +N1N⊤1 )M(L)Û1:k(0) and note that by orthogonality of (MLW(1))⊥ and
(M(L)W1), (MLW(1))⊥(M(L)W1)W⊤1 Û1:k(0) = 0. Finally, (vi) follows from the repeated application
of Cauchy-Schwarz inequality for matrix norms. Further, When sk(M(L)W(1))sk((W(1))⊤Û1:k(0)) −
22
∥∥M(L)N(1)∥∥
2
∥∥∥(N(1))⊤Û1:k(0)∥∥∥
2
> 0,
d(M(L)W(1), Û1:k(L))
(vii)
≤
∥∥M(L)N(1)∥∥
2
∥∥∥(N(1))⊤Û1:k(0)∥∥∥
2
sk(M(L)W(1))sk((W(1))⊤Û1:k(0))− ‖M(L)N(1)‖2
∥∥∥(N(1))⊤Û1:k(0)∥∥∥
2
(viii)
≤
‖M(L)N(1)‖
2
‖(N(1))⊤Û1:k(0)‖
2
sk(M(L)W(1))sk((W(1))⊤Û1:k(0))
1− ‖M
(L)N(1)‖
2
‖(N(1))⊤Û1:k(0)‖
2
sk(M(L)W(1))sk((W(1))⊤Û1:k(0))
(ix)
≤
φ−L
‖(N(1))⊤Û1:k(0)‖
2
sk((W(1))⊤Û1:k(0))
1− φ−L ‖(N
(1))⊤Û1:k(0)‖
2
sk((W(1))⊤Û1:k(0))
,
(16)
(vii) follows since ‖(M(L)W(1))⊥‖2 = 1 since (M(L)W(1))⊥ is a projection matrix and (ix) stems from
(12) and (13).
Putting (15) and (16) onto (14), we have
d(U1:k, Û1:k) ≤ ε+min
1, 2φ−L
∥∥∥(N(1))⊤Û1:k(0)∥∥∥
2
sk((W(1))⊤Û1:k(0))
 . (17)
Further, by lemma 2.5 in Hardt and Price (2014), we have
‖(N(1))Û1:k(0)‖2
sk(W(1)Û1:k)(0)
≤ c
√
p
√
p−√k − 1
with probability 1− cΩ(p−k+1) − e−Ω(p). Therefore when,
L >
log
(
c
√
p√
p−√k−1
)
log(φ)
we have,
d(U1:k, Û1:k) ≤ ε+O(
φ−L
√
p
√
p−√k − 1)
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A.8 Proof of Lemma 3.2
We first show that for any positive definite matrix M ∈ Rn×n, E ∈ Rn×n and Y ∈ Y , there exists
orthonormal matrixN ∈ Rn×(n−k) such that span ((M+ E)N) ⊆ span (Y) as follows:
1. WhenM+E is a full-rank matrix, span ((M+ E)N) = span (Y)withN = basis ((M+ E)−1Y).
2. When the rank of M + E is r ≤ k, every N such that (M + E)N = 0 satisfies that
span
(
(M+ E)N) = ∅ ⊆ span (Y).
3. Assume that the rank of M + E is r, k < r < n. We identify N in parts by identifying the first
(r−k) columns and then the remaining columns. Let (M+E) = U˜D˜V˜⊤ andY⊤U˜1:r = UˆDˆVˆ⊤
be the singular value decomposition of (M+ E) andY⊤U˜1:r respectively.
Observe that Y has (n − k) columns and U˜1:r has r columns and these vectors form a basis for
(n−k) dimensional subsapce and r dimensional subspace ofRn respectively. Since (n−k)+r > n,
the column spaces of Y and U˜1:r overlap on a subspace of dimension at least r − k. Therefore,
we can find (r − k) orthonormal vectors in this shared subspace, say, v1,v2, . . . ,vr−k ∈ Rn. For
1 ≤ j ≤ r, let xj ∈ Ri be such that
U˜1:rxj = vj
i.e. xj = U˜
⊤
1:rvj . Thus the xj are orthonormal, and since {vj}r−kj=1 are orthonormal and contained
in the column space of Y, for 1 ≤ j ≤ r we have 1 = ‖Y⊤vj‖2 = ‖Y⊤U˜1:rxj‖2 = ‖U˜1:rxj‖2.
Thus, {xj}r−kj=1 are right-singular vectors of Y ⊤U˜1:r with singular value 1 (which is the maximum
singular value of Y ⊤U˜1:r) and therefore without loss of generality, they are the first r− k columns
of VˆY . To identify these vj we use the above paragraph, that is to say,
{vj}r−kj=1 = U˜1:r−k(Vˆ)1:r = (M+ E)(V˜D˜−1)1:r(Vˆ)1:r−k.
Hence, since the vj are spanned by the columns ofY,
(M+ E)(V˜D˜−1)1:i(Vˆ)1:i−k ⊆ span (Y) .
Define {z}r−ki=1 to be an orthonormal basis of the column space of (V˜D˜−1)1:r(VY )1:r−k i.e.
{z}r−ki=1 = b((V˜D˜−1)1:r(VY )1:r−k). The first r − k columns ofN are defined to be {z}r−ki=1 .
At this point we have identified only r − k columns for N. The remaning (n − i) columns are
picked from the null space of (M+ E). A vector x in the null space (M+ E)x = 0 is also a right
singular vector of (M + E) whose singular value is 0. Since M + E has rank r, there are n − r
right singular vectors of M+ E with zero singular value and we use them to define the remaining
r − k columns ofN.
Thus, when
N =
[
b
(
(V˜D˜−1)1:i(VˆY )1:i−k
)
, V˜i+1:n
]
,
we have span
(
(M+ E)N) ⊆ span (Y)
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We establish the second part of (6) by contradiction. To show that
s1
(
U⊤1:kN
) ≤ ε if span ((M+ E)N) ⊆ span (Y) ,
we will show that if
x ∈ span(N), ‖x‖2 = 1, and
∥∥U⊤1:kx∥∥ > ε then (M+ E)x /∈ span (Y)
When
∥∥U⊤1:kx∥∥ > ε,
‖U⊤1:k(M+ E)x‖2
(i)
≥‖U⊤1:kMx‖2 − ‖U⊤1:kEx‖2
>sk(M)ε−∆ and
‖U⊤k+1:n(M+ E)x‖2
(ii)
≤‖U⊤k+1:nMx‖2 + ‖U⊤k+1:nEx‖2
≤sk+1(M)
√
1− ε2 +∆.
(i) and (ii) follows from triangle inequality for matrix norms. ‖U⊤1:kY‖2 ≤ ε + η is equivalent to
‖U⊤1:kv‖2
‖U⊤k+1:nv‖2
≤ ε+η√
1−(ε+η)2 for any unit-norm v ∈ span(Y ). Thus, using (i) and (ii), we obtain (M+E)x /∈
span(Y) since (iii) follows from the assumption of the lemma.
ε√
1− ε2
sk(M)−∆/ε
sk+1(M) + ∆/
√
1− ε2 ≥
ε√
1− ε2
0.75sk(M) + 0.25sk+1(M)
0.25sk(M) + 0.75sk+1(M)
(iii)
>
ε+ η√
1− (ε+ η)2 .
We can derive (7) from (6) as follows:
s1
(
(M+ E)N)
(iv)
= sup
y∈Rn−k:‖y‖2=1
∥∥(M+ E)Ny∥∥
2
(v)
≤ sup
y∈Rn−k:‖y‖2=1
∥∥U⊤k+1:n(M+ E)Ny∥∥2√
1− (ε+ η)2
(vi)
≤
∥∥U⊤k+1:n(M+ E)∥∥2√
1− (ε+ η)2
(vii)
≤ sk+1(M) + ∆√
1− (ε+ η)2 ,
(iv) to (v) follows since (M + E)Ny ∈ span(Y ), ‖U⊤1:k(M + ENy)‖2 ≤ (ε + η)‖(M + E)Ny‖2,
‖U⊤k+1:n(M + E)Ny‖22 = ‖(M + E)Ny‖22 − ‖U⊤1:k(M + E)Ny‖22 therefore, ‖(M + E)Ny‖22 ≤
‖U⊤k+1:n(M+E)Ny‖22
(1−(ε+η)2) . (v) to (vi) follows since N has orthonormal columns and (vii) follows from (6)
where we have
∥∥U⊤k+1:n(M+ E)∥∥2 ≤ sk+1(M) + ∆.
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A.9 Proof of Lemma 3.3
First, we show that sk ((M+X)W) ≥
√
1− (ε+ η)2sk(M)−∆.
sk ((M+ E)W)
(i)
≥ sk
(
U⊤1:k(M+ E)W
)
(ii)
≥ sk
(
U⊤1:kMW
)− ‖EW‖2
(iii)
≥ sk (M) sk
(
U⊤1:kW
)− ‖EW‖2
(iv)
= sk (M)
√
1− (ε+ η)2 − ‖EW‖2 .
(i) follows since, I = U1:kU
⊤
1:k +Uk+1:nU
⊤
k+1:n. (ii) follows since
‖A+B‖k ≤ ‖A‖k + ‖B‖2
withA = U⊤1:k(M+ E)W and B = −U⊤1:kEW. (iii) follows from singular value decomposition of M
and noting that M is positive semidefinite and lemma A.5. To obtain (iv), let columns of W˜ represent
the space orthogonal to column space of W and note that both W and W˜ have orthonormal columns.
Then,
‖x⊤U⊤1:k(W + W˜)‖22 = ‖x⊤U⊤1:kW‖22 + ‖x⊤U⊤1:kW˜‖22 = 1
and therefore,
min
x∈Sk−1
‖x⊤U⊤1:kW‖22 = 1− max
x∈Sk−1
‖x⊤U1:kW˜‖22 = 1− (d(U1:kW˜))2
(iv) now follows from the definition of largest singular value and the assumptions on the lemma.
We now prove that d (U1:k, (M+ E)W) ≤ ε or equivalently sk(U1:k, b((M + E)W))2 ≥ 1 − ε2,
since
d (U1:k, (M+ E)W) =s1
(
U⊤1:kb((M+ E)W)⊥
)
=
√
1− sk
(
U⊤1:kb((M+ E)W)
)2
.
Further,
sk
(
U⊤1:kb((M+ E)W)
)2
(vi)
= min
x∈Sk−1
‖U⊤1:k(M+ E)Wx‖22
‖(M+ E)Wx‖22
(vii)
= min
x∈Sk−1
‖U⊤1:k(M+ E)Wx‖22
‖(M+ E)Wx‖22
(viii)
= min
x∈Sk−1
‖U⊤1:k(M+ E)Wx‖22
‖U⊤1:k(M+ E)Wx‖22 + ‖U⊤k+1:n(M+ E)Wx‖22
To obtain (vi) note that by definition of b((M+ E)W) and (M+ E)W share the same column space
and therefore, ∀ x ∈ Rk, ∃ y ∈ Rk such that b((M+ E)W)x = (M+E)Wy‖(M+E)Wy‖2 , (vi) then follows from the
definition of the largest singular value. (vii) and (viii) follow by projecting (M+ E)W onto the column
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spaces ofU1:k andUk+1:n and noting that ‖Uy‖2 = ‖y‖2 whenU has orthonormal columns. Using this
decomposition it now suffices to show:
min
x∈Sk−1
‖U⊤1:k(M+ E)Wx‖22
‖U⊤1:k(M+ E)Wx‖22 + ‖U⊤k+1:n(M+ E)Wx‖22
≥ 1− ε2 (18)
To obtain (18) observe that its left hand side is of the form minx∈Sk−1
p
1+p
with p =
‖U⊤1:k(M+E)Wx‖2
‖U⊤k+1:n(M+E)Wx‖2
and it monotonically increases in p and therefore the minimum is attained at the smallest possible value
of p. Therefore, we bound p from below as
min
x∈Sk−1
‖U⊤1:k(M+ E)Wx‖2
‖U⊤k+1:n(M+ E)Wx‖2
(viii)
≥ sk(M)−∆/
√
1− (ε+ η)2
sk+1(M) + ∆/(ε+ η)
√
1− (ε+ η)2
ε+ η
(ix)
>
√
1− ε2
ε
,
where (viii) stems from the fact that for all given unit vector x ∈ Rk,
‖U⊤1:k(M+ E)Wx‖2 ≥‖U⊤1:kMWx‖2 − ‖U⊤1:kEWx‖2
≥sk(M)
√
1− (ε+ η)2 −∆ and
‖U⊤k+1:n(M+ E)Wx‖2 ≤‖U⊤k+1:nMWx‖2 + ‖U⊤k+1:nEWx‖2
≤sk+1(M)(ε+ η) + ∆
and (ix) can be obtained from the definition of ∆ and the assumption ε ≤ 1
4
. Substituting, p >
√
1−ε2
ε
gives the desired lower bound in lemma 18.
A.10 Proof of Corollary 3.1
For γ = 0, assumptions A.1-A.4 become ǫ ≤ 1
4
, ‖E(l)‖2 ≤ ǫ4(sk − sk+1) and sk+1(A) >
sk(A)
(
2−ǫ2−√1−ǫ2√
1−ǫ2
)
. The block size B can be obtained as
√
Cp log(2/α)
B
= ǫδ
4
, B =
(
4Cp log(2/α)
ǫδ
)2
.
Putting into theorem 3.2 we get the result.
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