The objective of this paper is to develop a strategy system in a robot soccer system with cooperative ability which is improved by self-learning. A reinforcement learning method based on the zero-sum game theory is developed in this paper. It enforces learning systems to choose an appropriate strategy complying with the opponent's actions. In order to achieve the purpose of cooperation, the system consists of two sub systems, one is a role assignment system, and the other is a reinforcement learning system
INTRODUCTION
Cooperation is an important topic in Multi-Agent Systems (MAS). The System aims to provide both principles for construction of complex systems involving many agents and mechanisms for coordination of independent agents' behaviors. Although many existing systems apply the MAS techniques, the systems presented here are biased towards those that use reinforcement learning approaches.
The robot soccer is a nice test platform for implementing and testing of strategies and concepts. There are currently two different robot soccer contests, Federation of International Robot soccer Association (FIRA) [3] and RoboCup. We use the FIRA 5-vs-5 simulation program to be our test platform. This paper is organized as follows: Section 2 is the learning algorithms about this paper. We introduce reinforcement learning, game theory, and our Zero-Sum-Q( ) algorithm. In Section 3, we discuss the structure of our strategy system and two sub systems, the role assignment system and the reinforcement learning system. Section 4 is the results of this paper. We compare the results between different algorithms.
LEARNING ALGORITHM FOR ZERO-SUM GAMES
A soccer game is a kind of zero-sum Markov games. One tries to maximize it own scores but the opponent tries to minimize it. As well, the opponent tries to maximize their scores and the agent must minimize it. This situation is always observed in game theory and regarded as a zero-sum games. Therefore, game theory is introduced into our strategy system which is learnt by reinforcement learning.
In a typical reinforcement-learning model [4] , an agent is connected to its environment via perception and action. On each step of interaction the agent receives as input, i, some indication of the current state, s, of the environment; the agent then chooses an action, a, to generate as output. The action changes the state of the environment and the value of this state transition are communicated to the agent through a scalar reinforcement signal, r. The agent's behavior, B, should choose actions that tend to increase the long-run sum of values of the reinforcement signal, r. It can learn to do this over time by systematic trial and error, guided by a wide variety of algorithms.
Zero-sum games model situations where two agents, called players, control some dynamic system, and both have opposite objectives. One player wishes typically to minimize a cost which has to be paid to the other player.
To briefly illustrated Q-learning [4, 5] , some additional notation is introduced. Let Q*(s, a) be the expected discounted reinforcement of taking action a in state s, then continuing by choosing actions optimally. Note that V*(s) is the value of s assuming the best action is taken initially, and so . Q*(s, a) can hence be written recursively as:
It is noted that, since V , is inferred as an optimal policy.
Zero-Sum-Q( )
In the two-player zero-sum game, one agent takes the action according to its opponent's action. On the other hand, This opponent also do its best action as it can. It is a dilemma for both. If one wants to win the game in this situation, it needs to take the best action as possible. This means that before an agent chooses an appropriate action, it needs to consider what action the opponent's might take first. The original Q-learning rule is .
(2) Variables from the environment are: the state, s; the action, a; the action set, A; a learning rate, , the discount factor, , and the reward, r. The original equation tries to maximize the Q-value in the future and only consider the action what we take. So, it uses to update its Q(s, a). In the game theroy, because we need to consider the opponent's action o, we use O to denote the opponent's action set. We redefine . Finally, we get the equation.
The concept of eligibility traces is applied to the learning algorithm. Eligibility traces are one of the basic mechanisms of reinforcement learning. For example, in the popular TD( ) algorithm, the refers to the use of an eligibility trace. Almost any temporal-difference (TD) methods, e.g., Q-learning and Sarsa, can be combined with eligibility traces to obtain a more general method that may learn more efficiently.
An eligibility trace is a temporary record of the occurrence of an event, such as the visiting of a state or the taking of an action. The trace marks the memory parameters associated with the event as eligible for undergoing learning changes. When a TD error occurs, only the eligible states or actions are assigned credit or blame for the error. Thus, eligibility traces help bridge the gap between events and training information. Like TD methods themselves, eligibility traces are a basic mechanism for temporal credit assignment.
For all no terminal states s, where is the discount rate and is the parameter. Henceforth we refer to as the trace-decay parameter. (4) In some cases significantly better performance can be obtained by using a slightly modified trace known as a replacing trace. It is based on a theory that if a state is visited and then can be revisited before the trace has fully decayed to zero. With accumulating traces, the revisit causes a further increment in the trace, driving it greater than 1, whereas with replacing traces, the trace is reset to 1. Formally, a replacing trace for a discrete state s is defined by The way we use eligibility traces is just as it used in TD( ), except that the method is different; we use the replace-trace method. The algorithm is defined by:
This algorithm is called Zero-Sum-Q( ) since it is essentially identical to the standard Q-learning algorithm with a zero-sum game theory and eligibility traces. Figure 2 shows the complete algorithm in pseudo code.
Accumulating trace Times of state visits
Replacing trace Figure 1 .
Accumulating and replacing traces.
COOPERATIVE STRATEGY SYSTEM
In the robot soccer game, there are too many information received by a robot in the same time. If it uses all of these, the dimensionality of the state space in the learning system must become unreasonable huge. Role assignment is a good choice to reduce the number of state. Each role just uses the information that it needs. This can much reduce the number of state. Until s is terminal Figure 2 . The Zero-Sum-Q( ) algorithm.
Strategy system architecture
There are two subsystems in our strategy system. The first one is the role assignment system [7, 8] . It assigns the roles for robots. The second one is the reinforcement learning system [5, 9, 10] . It determines actions for robots according to their roles.
Role assignment system
The role of each robot changes along the time. Four kinds of role is designed, which are Attacker, Goalkeeper, Helper, and Defender, respectively. roles assigned to robots in a sequential order of Attacker, Goalkeeper, Helper, Defender. Attacker is assigned toa robot that is nearest the ball and also in the correct side of the ball to be the attacker. The goalkeeper's work is to stay in front of the goal and follow the ball's Y-coordinate position under rules. Therefore, the robot that is nearest to our goal is assigned as the goalkeeper.
There are three kinds of formation for helpers. The role of helper is assigned to robots that are nearest to the two positions of formation. The learning system to applied to determine a formation. The defender needs to move to the position where is a best spot for the goalkeeper to stop the opponent's shoot. The robot that is not yet assigned any role yet turns out to be defender and uses the learning system to determine its position.
Reinforcement Learning System
In the learning system, two sub systems is developed. One is for the helpers; the other is for the defender. Two systems are almost akin, since they use the same method to partition states and have the same number of actions. The difference is what they learn.
The most important information in a robot soccer game is the information about the ball. They are ball's position, speed and direction. We use linear tile-coding function approximation (also known as CMACs [11] ). Therefore, we partition the game field into 6*9 = 54 blocks to indicate the ball's position, eight directions to indicate the ball's direction, and two speed level to indicate the ball's speed. We also consider who is nearest to the ball; it is our robot or opponent's robot.
Each learning system has three actions to choose. The system of helpers maps three actions to three different formations. The system of defender maps three actions to three different positions. The helpers have three different formations to choose. They are the formation of attack, the formation of normal, and the formation of defense. These formations are generated according to the attacker's position. As well, the defender has three different positions to choose. These positions are generated according to the ball's position.
A robot needs to know the opponent's action in he proposed Zero-Sum-Q( ) algorithm. But in a real robot soccer game system, it is difficult to aware what action its opponents actually choose. However, the positions of the opponents can be regarded as a kind of the action set of the opponent.
Two learning systems have different rewards. The rewards of helpers' learning system are:
Get Point: get reward +1 Lose Point: get reward -1 Become the Attacker: get reward +0.5 The rewards of defender's learning system are:
Lose Point: get reward -1 Become the Attacker: get reward +1
EXPERIMENTS
This section demonstrates the performance of the proposed Zero-Sum-Q( ) learning algorithm using the FIRA 5-vs-5 simulation program. We compare learning results between Q( )-learning, minimax-Q and Zero-Sum-Q( ).
Three different teams for each learning algorithm are trained. Each team is trained against a hand code C opponent. The hand code C opponent is a C program wrote by us. It is a rule-based strategy with good basic behaviors.
The following charts show the scores of games. There are two kinds of line in the chart. The saw-tooth-like line is the scores we get in each game and the smooth line is the tendency of it. This trend-line (smooth line) gives us the main idea of the scores. We can clearly know that if the learning algorithm works. Q( )-learning vs. hand code C Figure 3 shows the results of Q( )-learning vs. hand code C opponent. We can see the trend-line is increased form 2 to 4. The learning result is good. After learning, the opponent's scores are decreased and our scores are increased. minimax-Q vs. hand code C Figure 4 shows the results of minimax-Q vs. Lingo opponent. We can see that the trend-line stays in 3. The scores are neither increased nor decreased. The learning effect on our strategy system does not come into view. Figure 5 shows the results of Zero-Sum-Q( ) vs. hand code C opponent. Compare with the results of strategy using Q( )-learning and minimax-Q. We can see that the result of strategy using Zero-Sum-Q( ) is better than the result of strategy using Q( )-learning and also better than the result of strategy using minimax-Q. Because the hand code C opponent is "smart". It will always do its best action. The Zero-Sum-Q( ) algorithm is designed for this kind of situation. When the opponent is smarter, the algorithm is more useful. The scores we get are increased and the opponent's scores are decreased.
Zero-Sum-Q( ) vs. hand code C

CONCLUSIONS
A proposed reinforcement learning approach is successfully used in the FIRA robot soccer system. The Zero-Sum-Q( ) algorithm played an important role in this learning system. The learning system has two sub learning systems. One is used to choose a formation for the helpers. The other one is used to choose a position for the defender. The role assignment of robots is dynamic. The role of each robot is changeable. It changes according to the situation on the game field.
