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Abstract
We study the orthogonal group Om of m × m matrices over the field of two elements and give applica-
tions to the theory of binary self-dual codes. We show that O2n acts transitively on the self-dual codes of
length 2n. The subgroup O(1)2n , consisting of all elements in O2n having every row with weight congruent
to 1 mod 4, acts transitively on the set of doubly even self-dual codes of length 2n. A factorization theorem
for elements of Om leads to a result about generator matrices for self-dual codes, namely if G = [I | A] is
such a generator matrix with I = identity, then the number of rows of G having weight divisible by 4 is
a multiple of 4. This generalizes the known result that a self-dual doubly-even code exists only in lengths
divisible by 8.
The set of inequivalent self-dual codes is shown to be in one-to-one correspondence with the H− Pm
double cosets in Om for a certain subgroup H. The analogous correspondence is given for doubly-even
codes andH(1) −Pm double-cosets inO(1)m for a certain a groupH(1). Thus the classification problem for
self-dual codes is equivalent to a classification of double-cosets.
The subgroups of Om generated by the permutation matrices and one transvection are determined in the
Generator Theorem. The study of certain transvections leads to two results about doubly-even self-dual
codes: (a) every such a code with parameters [2n,n, d] with d  8 is obtained by applying a transvection to
a doubly-even code with parameters [2n,n, d − 4] which has some special properties related to a vector of
weight 6; (b) every such code with minimum distance at least 16 is a neighbor of a singly-even, self-dual
code which has a single word of minimum weight 6. A construction is given for such singly-even codes of
length 2n based on the existence of codes of length 2n− 6 having special properties.
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1. Introduction
In this paper we prove some new results about the orthogonal group over F2 and apply this
to the study of self-dual binary codes. We also give new proofs of some known results in this
subject. Here is a summary of the paper by sections.
In Section 2 we collect and prove some old results about the classification of symmetric ma-
trices over F2 under the equivalence relation S ∼ ASAT with nonsingular A.
In Section 3, we consider the group Om of m×m orthogonal matrices and its subgroup O(1)m
consisting of the orthogonal matrices with every row having weight congruent to 1 modulo 4.
The coset representatives ofO(1)m inOm are found explicitly and their form leads to the following
corollaries.
Corollary 5. For any positive integer m, and A ∈Om, the number of rows of A having weight
congruent to 3 mod 4 is a multiple of 4.
Corollary 6. If the generating matrix of a self-dual code C has the form G= [In |A], then every
row has weight congruent to 0 or 2 modulo 4 and the number of rows with weight congruent to
0 modulo 4 is a multiple of 4.
This generalizes the result that a doubly-even self-dual code exists only in lengths divisible
by 8.
In Sections 4 and 5 we show that the action of Om is transitive on the self-dual codes and the
action of O(1)m is transitive on the doubly-even self-dual codes. In each case the stabilizer of a
code is given and the number of codes (of either type) is computed as an index, giving alternate
proofs of results of Pless and MacWilliams–Sloane–Thompson.
In Section 6 we describe the subgroup N of GLm(F2) that stabilizes every self-dual code and
the subgroup S of GLm(F2) that permutes the set of self-dual codes. The order of N is 22m−3
and S = NOm. Analogous results hold for the doubly-even codes with O(1)m in place of Om.
Proofs in this section are only outlined.
In Sections 7 and 8 we study the transvections Tu :x → x + (x · u)u for vectors u of even
weight. These are important since the group generated by a transvection and all permutation
matrices is usuallyOm orO(1)m depending on the congruence of wt(u) modulo 4. The exceptional
cases are discussed fully including the isomorphisms Sym(6) ∼=O5 and Sym(8) ∼=O(1)7 .
In Sections 9 and 10 we apply some ideas of the previous sections to the construction of
doubly-even self-dual codes of length 2n and show that all such codes having minimum dis-
tance at least 16 can be obtained as neighbors of a singly-even, self-dual code having exactly
one element of weight 6. We also show that every doubly-even self-dual code with parameters
[2n,n, d] having d  8 is a transform by some Tu, with wt(u) = 6, of a doubly-even self-dual
code [2n,n, d − 4] having some restrictive conditions related to u.
Notation. We will use the following notation throughout:
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basis e1, . . . , en where ei = (0, . . . ,0,1,0, . . .) has a 1 in the ith position.
1 is the vector of all 1s; 1n is used if the length of the vector is not obvious.
For vectors v and w in F(n)2 , v ∗ w denotes the coordinate wise product, namely the vector
having 1 in the location where both v and w are 1.
Pn is the group of n× n permutation matrices, sometimes denoted by just P .
Ir is the r × r identity matrix.
Jn is the n× n matrix with all entries equal to 1 or more simply just J .
For any rectangular matrix A, AT denotes its transpose.
For x, y ∈ F(n)2 , the inner product is defined by x · y = xyT .
The weight wt(x) of x is the number of nonzero coordinates in x.
A code is doubly-even if every codeword has weight divisible by 4.
|S| is the number of elements in the set S.
2. Symmetric matrices
Let B〈x, y〉 = 〈x, y〉 be a symmetric bilinear form on W = F(n)2 , i.e.
〈x, y〉 = 〈y, x〉 and 〈x + z, y〉 = 〈x, y〉 + 〈z, y〉, x, y, z ∈ W.
We review the classification of symmetric bilinear forms subject to the relation that two bilin-
ear forms B〈x, y〉 and C〈x, y〉 are equivalent if there is a nonsingular matrix A that satisfies
B〈xA,yA〉 = C〈x, y〉, for all x, y ∈ W.
The Gram matrix of B is G = [B〈ei, ej 〉] and for any x, y ∈W we have
B〈x, y〉 = xGyT .
The form B is called nonsingular if G is a nonsingular matrix, equivalently: B〈x,w〉 = 0 for
all w ∈W if and only if x = 0.
The radical of B is the set of all w ∈ W such that B〈x,w〉 = 0 for all x ∈ W . For a subspace
V of W we denote by V ⊥ the set of all w ∈ W with B〈w,V 〉 = 0.
The following are standard facts about bilinear forms over any field.
Lemma 1. If B is a symmetric bilinear form on W and if M is a subspace of W such that the
restriction of B to M is nonsingular, then W = M ⊕M⊥.
Lemma 2. Let B be a symmetric bilinear form on W . Then W = W0 ⊕ rad(W) where W0 is a
nonsingular subspace of W .
We say B is a hyperbolic form (sometimes called alternating) if B〈x, x〉 = 0 for every x ∈ W .
Theorem 1. If B is a hyperbolic form on W then the Gram matrix of B is equivalent to
diag[d, . . . , d,0,0, . . . ,0], where d =
[
0 1
1 0
]
.
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B is a nonsingular hyperbolic form then the dimension of W is even.
Proof. Let W = W0 ⊕ rad(W) so that W0 is nonsingular. It is sufficient to show that W0 has a
basis with Gram matrix equal to diag[d, . . . , d]. Pick any x = x1 in W0 with x1 
= 0. Then there
is some x2 with B〈x1, x2〉 = 1. The two-dimensional space M = F2x1 + F2x2 has Gram matrix
d and W0 equals M ⊕M⊥. Since M⊥ still satisfies the condition B〈m,m〉 = 0 we may finish by
induction. 
Next we turn to the nonhyperbolic spaces.
Theorem 2. Let B be a symmetric bilinear form on W and assume there is an element w ∈ W
with B〈w,w〉 = 1. Then there is a basis of W whose Gram matrix is the diagonal matrix
Er = diag[1, . . . ,1,0, . . . ,0] =
[
Ir 0
0 0
]
,
where n− r is the dimension of the radical of W . In particular, if B is a nonsingular, nonhyper-
bolic form, then there is a basis of W whose Gram matrix is the identity In.
Proof. Let B〈w,w〉 = 1 so that F2w is a nonsingular subspace of W . Then W = F2w ⊕w⊥. If
w⊥ has an element w2 with B〈w2,w2〉 = 1, we may repeat this to get
W = F2w ⊕ F2w2 ⊕
(
w⊥ ∩w⊥2
)
.
After a finite number of steps we reach
W = F2w ⊕ F2w2 ⊕ · · · ⊕ F2wr ⊕M,
where M is a hyperbolic space and r is as large as possible. It is not difficult to prove that
M = rad(W) to complete the proof. 
Theorem 3. Let M be a symmetric n× n matrix of rank r with entries in F2.
(1) If all diagonal entries of M equal 0 then r = 2k is even and there is a nonsingular matrix A
such that
AMAT = diag[d, . . . , d,0, . . . ,0], k blocks equal to d =
[
0 1
1 0
]
.
(2) If at least one diagonal entry on M is nonzero, then there is a nonsingular n × n matrix A
such that
AMAT =
[
Ir 0
0 0
]
.
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then B〈ei, ei〉 = 0 for each i. But at characteristic 2, this implies B〈x, x〉 = 0 for every x ∈ W .
Thus W is a hyperbolic space and for suitable basis, the Gram matrix has the form indicated with
d on the diagonal by Theorem 1.
If M has a diagonal entry equal to 1, then the space is not hyperbolic and for a suitable basis
the Gram matrix is an identity block of size equal to the rank by Theorem 2. 
Corollary 1. (Albert [1], Lempel [6]) Let M be a symmetric n × n matrix with entries in F2.
Then there is a factorization BBT = M with B an n × s matrix. If M has at least one nonzero
diagonal entry then a factorization exists with s  n. If all diagonal entries of M are 0 then
a factorization exists with s  n + 1. In case M is a nonsingular hyperbolic matrix, there is a
factorization with s = n+ 1 and no smaller value of s is possible.
Proof. This result was first proved by Albert [1], independently by Lempel [6]; later MacWil-
liams [7] gave a different proof. The proof given here is different than these.
If M has a nonzero diagonal entry then there is a nonsingular A with AMAT = Er by The-
orem 2. Set B = A−1Er to get M = BBT . Suppose M has all diagonal entries 0. First suppose
that M is nonsingular. There is a nonsingular A such that (1) of the preceeding theorem holds
with n = 2r . Let X be the n× n+ 1 matrix
X =
⎡
⎢⎢⎣
1 1 0 · · · 0 0
0 1 1 · · · 0 0
...
...
0 0 0 · · · 1 1
⎤
⎥⎥⎦ .
Then AMAT = XXT and B = A−1X solves the required equation with s = n + 1. If a smaller
value of s is possible then s = n because M is nonsingular. In this case the inner product 〈x, y〉 =
(xB)(yB)T is equivalent to the nonhyperbolic form x · y and also equivalent to the hyperbolic
inner product xMyT = (xB)(yB)T , an impossibility. If M is singular then there is a nonsingular
A such that (1) of the preceeding theorem holds with 2r < n. Hence there is an n×2r +1 matrix
X with AMAT = XXT and once again B = A−1X gives the solution with s = 2r + 1 n. 
Remark. Nonsingular hyperbolic spaces arise in a fairly natural way. SupposeX is a subspace of
F
(n)
2 such that 1
n lies in X and X ⊆X⊥. Then there is a well-defined dot product on the quotient
space X⊥/X given by
(a +X ) · (b +X )= a · b.
This product makes X⊥/X a nonsingular hyperbolic space. It is hyperbolic because all elements
in X⊥ have even weight as their dot product with 1 is 0. Thus (a +X ) · (a +X ) = a · a = 0 for
all a ∈X⊥.
We now obtain the following “connection” statement.
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If the dimensions of X⊥/X and Y⊥/Y are equal, then there is a linear isomorphism
φ : X
⊥
X →
Y⊥
Y
such that
φ(a +X ) · φ(b +X )= a · b.
Proof. The remarks above and the equality of the dimensions imply that X⊥/X and Y⊥/Y are
nonsingular hyperbolic spaces of the same dimension. The uniqueness of such spaces implies the
existence of a linear isomorphism between them which preserves the dot products. 
This idea will be used to construct self-dual codes in Section 10.
3. Codes and subgroups
Three groups are used in the presentation to follow; the orthogonal group, a group containing
it and one of its subgroups.
(1) On = {A ∈ GL(n,F2): AAT = In} (Orthogonal Group).
(2) Γn = {A ∈ GL(n,F2): AAT has all diagonal entries equal to 1}.
(3) O(1)n is the set of all A ∈On such that every row of A has weight congruent to 1 modulo 4.
It is a standard fact that On is a group. Here are two alternate characterizations of Γn, the first
of which makes it obvious that Γn is a group.
Proposition 1.
(1) The set Γn is the subgroup of GL(n,F2) consisting of all A such that A1T = 1T .
(2) Γn is the set of elements of GL(n,F2) having no row with even weight.
Proof. For A ∈ Γn, the inner product of the ith row of A with itself is the i, i entry of AAT
and so equals 1. Thus each row of A has odd weight and A1T = 1T . Conversely if B is any
nonsingular matrix with B1T = 1T , then every row of B has odd weight and B ∈ Γn. Thus Γn is
the subgroup of GLn(F2) fixing 1T . 
Theorem 4. For a positive integer n, the orders of the groups On and Γn are given by:
(1) for n = 2k, |On| = 2k2 ∏k−1i=1 (22i − 1);
(2) for n = 2k + 1, |On| = 2k2 ∏ki=1(22i − 1);
(3) |Γn| = 2n(n−1)/2∏n−1i=1 (2i − 1).
Proof. The order of On is well known, see [7] for example.
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elements of F(n)2 it follows that [GLn : Γn] = 2n − 1. The order of Γn is then found from the
formula for the order of GLn. 
For any positive integer m, every matrix U in Om has all its rows of odd weight and O(1)m is
the subset of all such U having every row of U of weight congruent to 1 modulo 4. Clearly O(1)m
contains the permutation matrices, Pm. We will prove that O(1)m is a subgroup of Om but first we
need a lemma that will also be used later.
Lemma 3. Let v1, . . . , vr be vectors satisfying vi · vj = 0 if i 
= j . Then
wt(v1 + · · · + vr) ≡ wt(v1)+ · · · + wt(vr ) (mod 4).
In particular, if each vi has the same weight  modulo 4, then for any subset T ⊆ {1,2, . . . , r}
we have
wt
(∑
i∈T
vi
)
≡ |T | (mod 4).
Proof. If v1 · v2 = 0, then the vector v1 ∗ v2 has even weight and
wt(v1 + v2)= wt(v1)+ wt(v2)− 2 wt(v1 ∗ v2) ≡ wt(v1)+ wt(v2) (mod 4).
The more general statement follows by induction since vj is orthogonal to the sum v1 +
· · · + vj−1. The second statement is a special case of the first. 
Corollary 3. If A ∈O(1)m and v ∈ F(m)2 then
wt(vA) ≡ wt(v) (mod 4).
Proof. The rows a1, . . . , am of A are mutually orthogonal vectors of weight congruent to 1 mod-
ulo 4. If T is the set of coordinates where v has a 1 then
vA=
∑
i∈T
ai and wt(vA) ≡ |T | = wt(v) (mod 4),
by Lemma 3. 
Theorem 5. The set O(1)m is a subgroup of Om.
Proof. Take any A,B ∈O(1)m . Since Om is a finite group, we need only show that AB ∈O(1)m .
Each row ai of A has weight congruent to 1 modulo 4. The ith row of AB is aiB which has
weight congruent to 1 modulo 4 by the previous corollary, and so AB ∈O(1)m . 
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To find the order ofO(1)m we will need to know the number of vectors having weight congruent
to 1 modulo 4. Some other binomial coefficient sums will be needed later so we also mention
them here.
Lemma 4. For a positive integer m the number of vectors in F(m)2 having weight congruent to
1 modulo 4 is
N(m) =
(m−1)/4∑
j=0
(
m
4j + 1
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
28k−2 if m = 8k,
24k−1(24k + 1) if m = 8k + 1,
24k(24k + 1) if m = 8k + 2,
24k(24k+1 + 1) if m = 8k + 3,
28k+2 if m = 8k + 4,
24k+1(24k+2 − 1) if m = 8k + 5,
24k+2(24k+2 − 1) if m = 8k + 6,
24k+2(24k+3 − 1) if m = 8k + 7.
(1)
In addition,
m/4∑
j=0
(
m
4j
)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
24k−1(24k−1 + 1) if m = 8k,
24k−1(24k + 1) if m = 8k + 1,
28k if m = 8k + 2,
24k(24k+1 − 1) if m = 8k + 3,
24k+1(24k+1 − 1) if m = 8k + 4,
24k+1(24k+2 − 1) if m = 8k + 5,
28k+4 if m = 8k + 6,
24k+2(24k+3 + 1) if m = 8k + 7.
(2)
The remaining two binomial coefficient sums are determined by the relations
[m/4]∑
j=0
(
m
4j + 3
)
= 2m−1 −
[m/4]∑
j=0
(
m
4j + 1
)
,
[m/4]∑
j=0
(
m
4j + 2
)
= 2m−1 −
[m/4]∑
j=0
(
m
4j
)
.
Proof. To evaluate N(m) we use the polynomial
f (x) = (1 + x)
m − 1
x
=
m∑
i=1
(
m
i
)
xi−1.
Then
g(x) = f (x)+ f (−x) = 2
m∑
i=1
(
m
i
)
xi−1 = 2
(m−1)/2∑
j=0
(
m
2j + 1
)
x2j .i odd
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g(x)+ g(ix) = 4
(m−1)/4∑
j=0
(
m
4j + 1
)
x4j .
The definitions of f and g yield
N(m) =
(m−1)/4∑
i=0
(
m
4i + 1
)
= g(1)+ g(i)
4
= 1
4
(
2m − 1 + 1 + (1 + i)
m − 1
i
+ (1 − i)
m − 1
−i
)
= 1
4
(
2m + 2m/2(−i)
[(
1 + i√
2
)m
− (1 − i√
2
)m
])
.
The element ζ = (1 + i)/√2 is a primitive 8th root of unity satisfying ζ 2 = i, ζ 3 = iζ . Let ζ¯ =
complex conjugate of ζ . The terms in the above formula that must be evaluated are given by
(−i)(ζm − ζ¯ m)=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 if m ≡ 0,4 (mod 8),√
2 if m ≡ 1,3 (mod 8),
2 if m ≡ 2 (mod 8),
−√2 if m ≡ 5,7 (mod 8),
−2 if m ≡ 6 (mod 8).
This leads us to the formulation of N(m) as stated in the theorem.
For the second set of equations we proceed in a similar fashion using f (x) = (1 + x)m to
obtain
4
m/4∑
j=0
(
m
4j
)
= f (1)+ f (−1)+ f (i)+ f (−i) = 2m + 2m/2
[(
1 + i√
2
)m
+
(
1 − i√
2
)m]
.
The individual cases m ≡ j (mod 8), 0 j  7, are easily computed. 
The numbers N(m) have to be slightly modified for use in the expression of the order ofO(1)m .
Let N1(m) be the function defined by
N1(m) =
{
N(m)− 1 if m ≡ 1 (mod 4),
N(m) otherwise.
Proposition 2. The order of the group O(1)m satisfies the recurrence∣∣O(1)m ∣∣= N1(m)∣∣O(1)m−1∣∣ if m 5
with initial conditions |O(1)m | = m! for 1m 5.
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orthonormal basis of F(m)2 . So we need only count the number of such ordered bases. The sum of
all the vectors in an orthonormal basis is 1. In particular, 1 itself is never part of an orthonormal
basis, except in the trivial case of a space of dimension 1. We begin the selection of an orthonor-
mal basis by taking v1 to be any of the N1(m) vectors in F(m)2 with weight congruent to 1 mod 4
avoiding 1 in the case that m ≡ 1 (mod 4).
The next step is to show that the (m − 1)-dimensional space v⊥1 has an orthonormal basis of
vectors of weight congruent to 1 mod 4. If wt(v1) = 1 then this assertion is obvious as v⊥1 has a
basis of vectors with weight 1. Suppose wt(v1) = 4r + 1. Then 4r + 1 <m because v1 
= 1.
Note that the 4r + 2 × 4r + 2 matrix I + J4r+2 is nonsingular as (I + J4r+2)2 = I since
J 24r+2 = 0. All the rows of I + J4r+2 have weight 4r + 1 and give a basis of F(4r+2)2 . Adjoin
to each row of I + J4r+2 a string of m − (4r + 2) 0s so that the 4r + 2 vectors so obtained
are linearly independent and span the space of all vectors with entries only in the first 4r + 2
coordinates. If v1 has its support in the first 4r + 1 coordinates, we may obtain a set of 4r + 2
linearly independent vectors, v1, . . . , v4r+2 that span the space of vectors with support in the first
4r + 2 coordinates. Extend this set to a full orthonormal basis of F(m)2 by using the appropriate
coordinate vectors ei of weight 1. When v1 has its support in a different set of coordinates, the
analogous argument may be made by permuting the coordinates. Hence there is at least one
orthonormal basis v1, v2, . . . , vm consisting of vectors with weight congruent to 1 mod 4. Let X
be the (m− 1)×m matrix having v2, . . . , vm as its rows.
Now let b1, . . . , bm−1 be any orthonormal basis of F(m−1)2 consisting of vectors with weight
congruent to 1 mod 4. We map this basis to a basis of v⊥1 by the rule
φ :bi → biX.
Since XXT = Im−1, it follows that φ(a) · φ(b) = a · b for all a, b ∈ F(m−1)2 . This linear mapping
of F(m−1)2 onto v⊥1 has the property: wt(φ(bi)) ≡ wt(bi) (mod 4) by Lemma 3. Thus the order of
O(1)m is the N1(m) times the order of O(1)m−1.
For values of m 5, the only allowable vectors with weight congruent to 1 mod 4 are the vec-
tors of weight 1. Hence only the permutation matrices lie inO(1)m and the group has order m!. 
To express the order of O(1)m as a product we use the recurrence formula for the order, as well
as the recurrence |Om| = (2m−1 − 1)2m−2|Om−2| for the order of Om to determine the index
[Om :O(1)m ]. For even m we have
[Om :O(1)m ]= 22m−4(2m−2 − 1)(2m−4 − 1)N1(m)N1(m− 1)N1(m− 2)N1(m− 3)
[Om−4 :O(1)m−4].
The value of the denominator depends on the congruence class of m modulo 8. Evaluation of
these products yields the following index recurrences:
[O8k+6 :O(1)8k+6]= 24[O8k+2 :O(1)8k+2];
[O8k+4 :O(1)8k+4]= 22(24k+1 − 1)4k−1 [O8k :O(1)8k ];(2 − 1)
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[O8k−4 :O(1)8k−4].
For odd m a slightly different recurrence arises, namely
[Om :O(1)m ]= 22m−6(2m−1 − 1)(2m−3 − 1)N1(m)N1(m− 1)N1(m− 2)N1(m− 3)
[Om−4 :O(1)m−4].
The value of the denominator depends on the congruence class of m modulo 8. Evaluation of
these products yields the following index recurrences:
[O8k+7 :O(1)8k+7]= 22(24k+3 + 1)(24k+1 − 1)
[O8k+3 :O(1)8k+3];
[O8k+5 :O(1)8k+5]= 22(24k+2 − 1)(24k + 1)
[O8k+1 :O(1)8k+1];
[O8k+3 :O(1)8k+3]= 22(24k+1 − 1)(24k−1 + 1)
[O8k−1 :O(1)8k−1];
[O8k+1 :O(1)8k+1]= 22(24k + 1)(24k−2 − 1)
[O8k−3 :O(1)8k−3].
After iterating these recurrences and taking advantage of the telescoping behavior of the multi-
pliers, we obtain the exact values of the indices using the initial conditions [O4 :O(1)4 ] = 2 and
[O2 :O(1)2 ] = 1 = [O3 :O(1)3 ], which are easily verified.
These observations give the index of O(1)m in Om.
Proposition 3. The index of O(1)m in Om, for a positive integer m = 8k + r , is given by:
[O8k+7 :O(1)8k+7]= 24k+2(24k+3 + 1); [O8k+3 :O(1)8k+3]= 24k(24k+1 − 1);[O8k+6 :O(1)8k+6]= 28k+4; [O8k+2 :O(1)8k+2]= 28k;[O8k+5 :O(1)8k+5]= 24k+1(24k+2 − 1); [O8k+1 :O(1)8k+1]= 24k−1(24k + 1);[O8k+4 :O(1)8k+4]= 24k+1(24k+1 − 1); [O8k :O(1)8k ]= 24k−1(24k−1 + 1).
Lemma 4(2) now provides a more succinct statement of this index.
Corollary 4. [Om :O(1)m ] =∑j (m4j).
Let h be a positive integer with 4hm and let E4h be the matrix
E4h =
[
I4h + J4h 0
0 I
]
. (1)m−4h
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wt
(
ri(E4h)
)= {4h− 1 if 1 i  4h,
1 if 4h+ 1 i m,
where we have written ri(A) = the ith row of the matrix A.
Theorem 6. Each coset BO(1)m with B ∈Om, equals PE4hO(1)m for some permutation matrix P
and some integer h with 4hm. If P and Q are permutation matrices such that PE4hO(1)m =
QE4tO(1)m then h= t and P−1QE4h = E4hP−1Q. In particular, when the permutation matrices
are identified with permutations of {1, . . . ,m}, P−1Q permutes the elements of {1, . . . ,4h} and
of {1 + 4h, . . . ,m}.
Proof. Let A and B be inOm. If rj (B) has weight congruent to  mod 4, then, for any C ∈O(1)m ,
rj (B)C also has weight congruent to  mod 4, by Lemma 3. Consequently A ∈ BO(1)m implies
wt(ri(A)) ≡ wt(ri(B)) (mod 4) for each i.
For any subset X ⊆ {1,2, . . . ,m}, with |X| = 4h, there is a permutation matrix P ∈Om for
which rj (PE4h) has weight congruent to 3 mod 4 if and only if j ∈ X; more simply, P just
rearranges the rows of E4h so that rows of weight 4h− 1 land with row numbers in X. There are(
m
4h
)
possible choices for X and so there are
(
m
4h
)
cosets PE4hO(1)m with matrices having exactly
4h rows of weight congruent to 3 mod 4. These cosets are all different because all elements in
a fixed coset have exactly the same rows with weight congruent to 3 mod 4. As h ranges over
h = 1,2, . . . , [m/4] we obtain ∑h (m4h) distinct cosets PE4hO(1)m . By Corollary 4, this accounts
for all the cosets of O(1)m in Om and so every coset of O(1)m equals some PE4hO(1)m . If P and
Q are permutation matrices with PE4h and QE4t in the same coset of O(1)m , then h = t , as the
number of rows with weight congruent to 3 mod 4 is determined by the coset, and P−1QE4h has
its rows of weight congruent to 3 mod 4 in the same positions as those rows for E4h, namely in
the positions {1, . . . ,4h}. Hence P−1Q permutes this set and its complement. It is easy to verify
that P−1QE4h = E4hP−1Q. 
This information about the cosets of O(1)m in Om give rise to a factorization theorem.
Theorem 7. Let B be an element ofOm and suppose that r of the rows of B have weight congru-
ent to 3 mod 4. Then r = 4h and B = PE4hA for some P ∈ Pm and A ∈O(1)m . If there is another
such representation B = QE4hA1 then Q−1P is a permutation matrix that commutes with E4h
and PA = QA1. When permutation matrices are identified with permutations of {1, . . . ,m},
Q−1P permutes the elements of the two subsets {1, . . . ,4h} and {4h+ 1, . . . ,m} and so Q−1P
is a block matrix with blocks compatible with the blocks of E4h.
This computation can restated in the language of double cosets.
Theorem 8.
(1) The number of distinct double cosets PmXO(1)m in Om is 1 +[m/4] and they are represented
by taking X = E4h with 0 4hm.
(2) |PmE4hO(1)m | =
(
m
)|O(1)m |.4h
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C ∈O(1)m and therefore the number of rows with weight 3 (mod 4) is a multiple of 4.
Corollary 5. For A ∈ Om, the number of rows of A having weight congruent to 3 mod 4 is a
multiple of 4.
This corollary may be applied to give a new result about generating matrices of self-dual
codes.
Corollary 6. If the generating matrix of a self-dual code C has the form G = [In |A], then every
row has weight congruent to 0 or 2 modulo 4 and the number of rows with weight congruent to
0 modulo 4 is a multiple of 4.
Proof. The matrix A is orthogonal because C is self-dual and a row of G has weight 0 modulo 4
if and only if the corresponding row of A has weight congruent to 3 modulo 4. The number of
such rows is a multiple of 4 by the preceding corollary. 
This result implies the following well-known theorem that is usually proved using invariant
theory of finite groups. See Gleason’s Theorem [7, p. 602].
Corollary 7. If there exists a self-dual, doubly-even code of length 2n then 2n is divisible by 8.
Proof. Such a code is equivalent to a code C having an n × 2n generating matrix G = [In | A].
The condition that C is self-dual and doubly-even implies that each of the n rows of G has weight
divisible by 4. Corollary 6 implies that n is divisible by 4. 
4. Action ofO2n on the set of self-dual codes
Let C be a self-dual code in F(2n)2 . The group GL = GL(2n,F2) operates transitively on the
subspaces of dimension n; in particular every self-dual code equals CA for some A ∈ GL. One
goal of this section is to show that the orthogonal group acts transitively on the set of self-dual
codes. We will also describe the stabilizers and use this information to parameterize the set of
self-dual codes.
C-Orthogonal bases
Definition. Let C be a self-dual subcode of F(2n)2 . A basis x1, . . . , xn, y1, . . . , yn = {xi, yj } of
F
(2n)
2 is called a C-orthogonal basis if the following conditions hold:
(4.1) x1, . . . , xn is a basis of C;
(4.2) xi · yj = δij for 1 i, j  n;
(4.3) yi · yj = δij for 1 i, j  n.
Here δij = 0 if i 
= j and = 1 if i = j . We now prove existence.
Theorem 9. For any self-dual subcode C of F(2n), there is a C-orthogonal basis of F(2n).2 2
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product, there exists elements b1, . . . , bn in F(2n)2 such that
ai · bj = δij . (3)
One may verify that the 2n elements {aj , bj } give a basis of F(2n)2 .
Next consider how these basis elements may be changed while still retaining (3). Let A be a
nonsingular matrix such that the elements aiA give a basis of C and
aiA · bjA = δij . (4)
There are n× n matrices α = [αij ], β = [βij ], γ = [γij ] such that
aiA =
∑
j
αij aj , biA=
∑
j
βij bj +
∑
j
γij aj .
Condition (4) is equivalent to the matrix equation αβT = In. Thus any nonsingular β may be
used and α is then uniquely determined.
Now consider how the dot products of the bi are affected by the change of basis. Let G =
[bi · bj ] be the Gram matrix of the vectors bi . The Gram matrix Gnew = [biA · bjA] is related to
G by the condition
Gnew = βGβT + βγ T + γβT .
The basis {aiA,bjA} will be a C-orthogonal basis if Gnew = In. We show this will occur for
suitable β,γ . If G were a hyperbolic matrix, then b · b = 0 for every linear combination b of
the bi . But then (b+ a) · (b+ a)= 0 for every linear combination a of the ai and it would follow
that x · x = 0 for every x in F(2n)2 . This is impossible and so G is not a hyperbolic matrix.
Suppose G is already nonsingular. Then, by Theorem 5, there is a nonsingular matrix β such
that βGβT = In and we may take γ = 0 to achieve Gnew = In.
For singular G, it is sufficient to show there exists β and γ such that Gnew is nonsingular so
the previous case may be applied. If G has rank r(< n) there is (by Theorem 5) a nonsingular
matrix β such that
βGβT =
[
Ir 0
0 0
]
= Er.
It is necessary to select γ so that Er + βγ T + γβT is nonsingular. First assume that n− r = 2m
is an even integer. Let H be the matrix having its first r rows 0 and the remaining part of the
matrix is obtained by inserting m diagonal blocks d = [ 0 11 0 ]. Then
Er +H =
⎡
⎢⎢⎣
Ir
d
. . .
⎤
⎥⎥⎦d
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the lower m positions. If we now set γ = L(β−1)T then
Gnew = βGβT + βγ T + γβT = Er +LT +L,
which is nonsingular.
In the case n− r is odd, and r  1, the same idea can be applied with one small change. Let
H have its first r − 1 rows equal to 0 and diagonal blocks equal to d in it last n + 1 − r rows.
Then H = L+LT for a lower triangular matrix and
Er +H =
⎡
⎢⎢⎢⎢⎣
Ir−1
D
d
.. .
d
⎤
⎥⎥⎥⎥⎦ ,
where D = [ 1 11 0 ]. This is again nonsingular and we finish as in the previous case. The proof is
complete. 
This is the tool needed to show that the orthogonal group acts transitively on the set of self-
dual codes.
Theorem 10. Let C and C′ be self-dual subcodes of F(2n)2 . Then there is an orthogonal matrix B
with CB = C′. Conversely for any B ∈O2n, CB is also self-dual. In other words, O2n acts tran-
sitively on the set of self-dual codes of length 2n.
Proof. Let V be the self-dual code with basis vi = ei + en+i for 1  i  n. A V-orthogonal
basis consists of {vi, ei}, 1  i  n. Now let C be another self-dual code and let {ui,wi} be a
C-orthogonal basis. The matrix A that satisfies viA = ui , eiA = wi has the property that vA ·
xA= v · x for all elements v, x ∈ F(2n)2 . This is equivalent to vAAT xT = vxT for all v, x ∈ F(2n)2
and AAT = I2n follows. Thus there are orthogonal matrices A,B with VA = C and VB = C′
so that C(A−1B) = C′ and A−1B ∈ O2n. Conversely if B ∈O2n and x, y ∈ C, then xB · yB =
x · y = 0 and so CB is self-dual. 
Stabilizer of a self-dual code
For a self-dual code C we describe the stabilizer
St (C) = {A ∈ GL(2n,F2): CA = C}
and the orthogonal stabilizer
H(C) = St (C)∩O2n
by using a C-orthogonal basis {ci, xi}. Let S be the matrix whose ith row is ci for i  n and xj
for i = n+ j . Note that SST = [ 0 I ].I I
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A = S−1
[
β 0
γ α
]
S,
where α, β , γ are n× n matrices with α and β nonsingular. Furthermore, A ∈H(C) if and only
if α ∈ Γn, αβT = In and γ satisfies the equation
In = ααT + αγ T + γ αT .
Proof. [Γn is defined in Section 3.] We have selected S so that eiS, 1  i  n, is a basis of C;
thus A is in St (C) if and only if
eiSA = ciA=
n∑
j=1
βij ejS;
the effect of A on the other basis elements is arbitrary and can be expressed as
ei+nSA= xiA=
n∑
j=1
γij ejS + αij en+j S.
Then SAS−1 = [ β 0γ α ], with α and β nonsingular.
Now suppose that A ∈O2n ∩ St (C) =H(C). Then aA · bA = a · b for any vectors a, b. The
conditions ci · xj = δij hold if and only if αβT = In. The conditions xi · xj = δij hold if and only
if
In = ααT + αγ T + γ αT . (2)
The matrix X +XT , with X = αγ T , has only 0s on the diagonal. Thus ααT has only 1s on the
diagonal and α ∈ Γn.
Conversely, if the matrix A is defined using an α ∈ Γn and a γ that satisfies (2) then A
preserves the dot products of the basis and so A is in O2n. It is necessary to show that for
any given α ∈ Γn, there is such a γ . In fact, we find all such γ . From the definition of Γn, the
matrix ααT has only 1s on the diagonal. It can be written as
ααT = In +L+LT , (3)
where L = L(α) is the lower triangular matrix obtained by setting all entries on, and above the
diagonal of ααT equal to 0. Then all that is required is αγ T = L or γ = LT (α−1)T . 
Using the notation of the proof of Theorem 11, we determine the order of H(C) by finding all
matrices M that satisfy ααT = In+M+MT . These are M = L+Y with Y = YT any symmetric
matrix. Hence γ = (LT + Y)(α−1)T for Y = YT gives all solutions and the order of H(C) is the
order of Γn times the number of symmetric matrices.
Corollary 8. For any self-dual code C in F(2n)2 the order of H(C) is 2n(n+1)/2|Γn|.
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(1) If a matrix A carries a self-dual code C into itself, then there is an element B ∈ O2n with
cA = cB for all c ∈ C if and only if 1A = 1.
(2) A basis c1, . . . , cn of a self-dual code C can be extended to a C-orthogonal basis of F(2n)2 if
and only if c1 + · · · + cn = 1.
Proof. First observe that if B is any orthogonal matrix, then 1B = 1 so in particular, any orthog-
onal B in St (C) leaves 1 fixed. Next we prove the first half of (2). Let V be the self-dual code with
basis vi = ei + en+i so that {vi, ei} is a V-orthogonal basis. Let {ci, xi} be a C-orthogonal basis.
Then the transformation B satisfying viB = ci and eiB = xi is an orthogonal transformation and
∑
i
ci =
∑
i
viB =
(∑
i
vi
)
B = 1B = 1.
Thus the sum of the C-basis elements in a C-orthogonal basis equals 1.
Now suppose A is an element of St (C) and 1A= 1. Use the notation of the previous theorem
to see that ciA =∑j βij cj and so
1A=
∑
j
(∑
i
βij
)
cj = 1 =
∑
j
cj .
By the linear independence of the ci we conclude
∑
i βij = 1 for every j . Thus the column sums
of β are all 1 and so the row sums of βT are all 1. Thus βT ∈ Γn and so also α = (β−1)T ∈ Γn.
By the form of the elements in H(C), there is a γ with B = S−1[ β 0γ α ]S and B ∈H(C). Both A
and B have the same action on C and B is orthogonal.
For the converse of (2) assume ∑ ci = 1. Let {xi, yi} be a C-orthogonal basis. Let A be a
nonsingular 2n × 2n matrix that carries C onto itself by the rule ciA = xi . This can be car-
ried out by an orthogonal matrix, by part (1), so assume that A is already orthogonal. Then
{xiA−1, yiA−1} = {ci, yiA−1} is a C-orthogonal basis extending {ci}. 
Now we count the number of self-dual subcodes of F(2n)2 . For the remainder of this section
we let V be the self-dual code with basis ei + en+i for 1 i  n and H=H(V).
Corollary 10. (See [10].) The number of self-dual codes of length 2n is
[O2n :H] =
n−1∏
i=1
(
2i + 1).
Proof. Since O2n is transitive on the set of self-dual codes, the number of distinct self-dual
codes is the index [O2n :H]; the orders of these groups have already been determined and their
quotient is as indicated. 
This well-known result of V. Pless is also proved in [8,9].
Next we “count” the inequivalent self-dual codes. Let P = P2n. An H − P double coset
HUP is the union of all cosets HUQ, with Q ∈ P . We now show that there is a one-to-one
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dual codes.
Theorem 12. Let C = VU be a self-dual subcode of F(2n)2 with U ∈O2n. Then every code equiv-
alent to C has the form VU ′ with U ′ ∈ HUP and conversely every U ′ ∈ HUP yields a code
VU ′ equivalent to C. The number of equivalence classes of self-dual codes of length 2n equals
the number of H−P double cosets in O2n.
Proof. Two subcodes C and C′ of F(2n)2 are equivalent if and only if there is a permutation matrix
P ∈ P with C′ = CP . Thus VU is equivalent to VW , with U,W ∈ O2n, if and only if there
is a permutation matrix P with VUP = VW . This is equivalent to UPW−1 ∈ St (V). Since the
product is also inO2n this is equivalent to saying UPW−1 ∈ St (V)∩O2n =H. Thus UP ∈HW
and HUP =HWP . Conversely we have for any H ∈H, and P ∈ P that VHUP = VUP is
equivalent to VU . 
• Thus the intractable problem of classifying the inequivalent self-dual codes is equivalent to
the intractable problem of determining representatives of the H−P double cosets in O2n.
Automorphism groups of the self-dual codes may be described in these terms. For C ⊆ F2n2 ,
we define A(C) to be the set of permutation matrices P for which CP = C.
Theorem 13. Let C = VU with U ∈O2n. Then A(C) =P ∩U−1HU .
Proof. A permutation matrix P is in A(C) if and only if VUP = VU which is equivalent to
UPU−1 ∈H. Thus P is in P ∩U−1HU and conversely. 
Corollary 11. For U ∈O2n, the number of codes equivalent to C = VU is
[P :A(C)]= [P :P ∩U−1HU].
Finally we record the mass formula expressed in terms of these groups and subgroups. [See
Handbook of Codes [11].]
Corollary 12.
∑
inequiv C 1|A(C)| = |O2n||P2n||H| , where the sum is taken over representatives of the
equivalence classes of self-dual codes.
Proof. The total number of self-dual codes is [O2n :H]; each double coset HUP counts [P :
P ∩ U−1HU ] equivalent codes corresponding to the double coset containing U . Thus the total
number of codes is expressed as
[O2n :H] =
∑
HU
1 =
∑
HUP
[P : P ∩U−1HU]= ∑
HUP
|P|
|P ∩U−1HU | =
∑
inequiv
C
|P|
|A(C)|
which implies the asserted equation. 
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We consider codes of length 2n and assume that n is divisible by 4 so that doubly-even self-
dual codes exist in length 2n. We denote the ith row of a matrix B by ri(B) and, as before, V is
the self-dual code with generator matrix [In | In].
Lemma 5. Let A ∈O2n and suppose VA is a doubly-even self-dual code. Then VA = VB some
B ∈O2n satisfying
wt
(
ri(B)
)≡ {1 (mod 4) for 1 i  n,
3 (mod 4) for n < i  2n.
Proof. A generating matrix for VA is given by
G = [In | In]A = [A1 +A2 |A3 +A4] = [A1 |A3] + [A2 | A4], where A=
[
A1 A3
A2 A4
]
and the block matrices in A are all n × n. Since the code is doubly-even, every row of G has
weight divisible by 4. We conclude, for each i  n,
0 ≡ wt (ri(A)+ rn+i (A))≡ wt (ri(A))+ wt (rn+i (A)) (mod 4).
The second congruence holds by Lemma 3. Every row of an orthogonal matrix has odd weight so
one of the two rows, ri(A) and rn+i (A) has weight ≡ 1 and the other has weight ≡ 3 modulo 4.
We can arrange row i to have weight ≡ 1. The permutation matrix Pi obtained by interchanging
rows i and n + i in the identity matrix, is an element of St (V) and, in fact, vPi = v for all
v ∈ V . Thus VA= VPiA and we may assume that row i has weight ≡ 1 modulo 4. After making
suitable exchanges we achieve VA= VB with the first n rows of B having weight ≡ 1 modulo 4
and the remaining rows have weight congruent to 3 mod 4, as required. 
Define
E = E2n =
[
In 0
0 In + Jn
]
.
Then E22n = I2n as n is even and E2n = ET2n so that E2n ∈O2n.
Note that VE2n is a doubly-even code.
Theorem 14. If C is a doubly-even self-dual code of length 2n then there is a matrix B ∈O(1)2n
such that C = V(EB). Conversely for any B ∈ O(1)2n , the code V(EB) is doubly-even and self-
dual.
Proof. We saw just above that a doubly-even self-dual code C equals VA where A ∈O2n and the
first n rows of A have weight congruent to 1 mod 4 while the last n rows have weight congruent
to 3 mod 4. We show that EA ∈O(1)2n . Let R′ be the sum of the last n rows of A; then row n+ i
of EA equals rn+i (A) + R′ which is the sum of n − 1 of the last n rows of A. This row has
weight ≡ (n− 1)(−1) ≡ 1 (mod 4) because 4 | n. The first n rows of EA equal the first n rows
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follows with B = EA. 
One then obtains the following count.
Corollary 13. O(1)2n acts transitively on the set of doubly-even self-dual codes of length 2n; the
number of such codes is the index [O(1)2n :O(1)2n ∩E−1St (V)E].
For simplicity, let us define
H(1)(C) = St (C)∩O(1)2n .
Note that E−1St (V)E = St (VE), so the index in the previous corollary may be expressed as
[O(1)2n :H(1)(VE)].
We have previously defined H=O2n ∩ St (V); note that E ∈O2n so that
H(1)(VE)=O(1)2n ∩E−1St (V)E =O(1)2n ∩E−1
(O2n ∩ St (V))E =O(1)2n ∩E−1HE.
It is necessary to determine the elements in E−1HE having all rows with weight ≡ 1 (mod 4).
The notation used in the previous section will be used here also. In particular, V is the repetition
code with generator matrix [I | I ] and a V-orthogonal basis consists of {ei + en+i , ei}, 1 i  n.
Let X be the matrix having this basis as its rows so that
X =
[
In In
In 0
]
.
A matrix A lies in St (V) is and only if
XA=
[
β 0
γ α
]
X
for some nonsingular n× n matrices α and β . Such an A lies in H= St (V)∩O2n if and only if
(5.1) α ∈ Γn;
(5.2) αβT = In; and
(5.3) ααT + γ αT + αγ T + In = 0.
For any α ∈ Γn, the solutions of (5.3) are determined by γ αT = L(α)+ S where L = L(α) is
the lower triangular matrix such that ααT +L+LT = In and S is any symmetric matrix.
The self-dual code VE is doubly-even. The stabilizer of VE is St (VE) = E−1St (V)E. Our
next result describes the elements of St (VE)∩O(1)2n using this parameterization.
Proposition 4. Let the matrix A ∈ St (V) be determined as above by α ∈ Γn and a symmetric
matrix S. Then B = E−1AE lies in St (VE) ∩O(1)2n if and only if the following condition holds:for any i with 1  i  n, the i, i diagonal element sii of S is 1 if the ith row of α has weight
congruent to 3 mod 4 and sii = 0 if the ith row of α has weight congruent to 1 mod 4.
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B = E−1X−1
[
β 0
γ α
]
XE =
[
γ + α γ (I + J )
(I + J )(α + β + γ ) (I + J )(β + γ )(I + J )
]
.
First consider the rows in the upper half of this matrix. For 1 i  n, the ith row of B is
ri(B) =
[
ri(γ )+ ri(α), ri(γ )+ ri(γ )J
]
.
For any 1 × n row vector λ we have
λJ = λ1T 1 = (λ · 1)1 =
{
0 if wt(λ) is even,
1 otherwise.
In the following we use the formula wt(x+y)= wt(x)+wt(y)−2 wt(x ∗y) and the abbreviation
θi for ri(θ) for any n× n matrix θ :
wt
(
ri(B)
)= wt(γi)+ wt(αi)− 2 wt(γi ∗ αi)+
{
wt(γi) if wt(γi) even,
n− wt(γi) otherwise,
=
{2 wt(γi)+ wt(αi)− 2 wt(γi ∗ αi) if wt(γi) even,
n+ wt(αi)− 2 wt(γi ∗ αi) otherwise.
We are only interested in the weight mod 4; n is divisible by 4 and so is 2 wt(γi) in the case
wt(γi) is even. Thus, in each case,
wt
(
ri(B)
)≡ wt(αi)− 2 wt(γi ∗ αi) (mod 4).
The term 2 wt(γi ∗ αi) will be 0 or 2 mod 4 so we only need determine the parity of wt(γi ∗ αi).
This is determined by the i, i entry of the matrix γ αT . We have that wt(ri(B)) is 1 mod 4
precisely when either wt(αi) is 1 mod 4 and the i, i entry of γ αT is 0, or wt(αi) is 3 mod 4 and
the i, i entry of γ αT is 1.
By our parameterization, we have γ αT = L(α) + S. Since L(α) is lower triangular, the i, i
entry of γ αT equals the i, i entry of S. Thus the first n rows of B have weight 1 mod 4 precisely
under the stated conditions imposed on S.
Now we must examine the last n rows of B . We assume that the first n rows have weight
congruent to 1 mod 4. We may write the lower rows of B as the n× 2n matrix
[
(I + J )(α + β + γ ), (I + J )(β + γ )(I + J )]= (I + J )[α + β + γ, (β + γ )(I + J )]
= (I + J )R,
where
R = [α + β + γ, (β + γ )(I + J )].
We will show that each row of R has weight 3 mod 4. It will then follow from Lemma 3 that the
last n rows of B all have weight 1 mod 4. For 1 i  n we have
ri(R) =
[
ri(α + γ + β), ri(β + γ )(I + J )
]
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wt
(
ri(R)
)= wt(αi)+ wt(γi + βi)− 2 wt(αi ∗ (γi + βi))
+
{
wt(γi + βi) if wt(γi + βi) even,
n− wt(γi + βi) otherwise.
Reading this mod 4 produces, in either case,
wt
(
ri(R)
)≡ wt(αi)− 2 wt(αi ∗ (γi + βi)) (mod 4).
As in the previous case, we need only determine wt(αi ∗ (γi + βi)) (mod 2), which, in turn, is
determined by the i, i entry of (β + γ )αT . Since αβT = In, we have, using (5.2) above, that
(β + γ )αT = In + γ αT = In +L(α)+ S,
and the proof is completed as in the previous case. 
Corollary 14. The index [St (VE)∩O2n : St (VE)∩O(1)2n ] equals 2n.
Proof. An element B of St (VE)∩O2n is uniquely determined by a pair {α,S} with α ∈ Γn and
S an arbitrary symmetric matrix. In order that B lie in O(1)2n , the matrix α can be any element of
Γn but S is restricted; its diagonal elements are uniquely determined by α. Hence the number of
choices for S is the number of symmetric n× n matrices with a given diagonal, a number which
is 1/2n times the total number of symmetric matrices. 
Corollary 15. The 2n elements of the form
c(M) = E−1X−1
[
I 0
M I
]
XE
with M an arbitrary n×n diagonal matrix, form a subgroup and provide a set of representatives
of the cosets of St (VE)∩O(1)2n in St (VE)∩O2n.
Proof. In the proof of Proposition 4, using A = I , we saw that the element c(M) lies in
H(1)(VE2n) if and only if M = 0. The relevant condition is that mjj = 0 when wt(rj (I )) = 1.
All the c(M) lie in St (VE) ∩O2n and form a subgroup. They necessarily lie in distinct cosets
of St (VE)∩O(1)2n and their number is the index 2n. 
We may now give the count of the doubly-even self-dual codes in a manner analogous to that
for the self-dual codes.
Corollary 16. (MacWilliams, Sloane, Thompson [9]) The number of doubly-even self-dual codes
of length 2n (for n a multiple of 4) is
[O(1)2n : St (VE)∩O(1)2n ]= 2
n−2∏
i=1
(
2i + 1).
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We compute this as
[O(1)2n :H(1)(VE2n)]= [O2n :H(1)(VE2n)][O2n :O(1)2n ] =
[O2n :H]|H|/|H(1)(VE2n)|
[O2n :O(1)2n ]
= 2
n−2∏
i=1
(
2i + 1). 
We obtain the mass formula in terms of these groups and subgroups.
Corollary 17.
∑
inequiv C 1|A(C)| =
|O(1)2n |
|P2n||H(1)(VE2n)| , where the sum is taken over representatives
of the distinct equivalence classes of doubly-even, self-dual codes.
Just as in the general case, we obtain a parametrization of the inequivalent doubly-even self-
dual codes. We write
H(1) = St (VE2n)∩O(1)2n .
Theorem 15. Let C = VE2nU be a doubly-even self-dual subcode of F(2n)2 with U ∈O(1)2n . Then
every code equivalent to C has the form VE2nU ′ with U ′ ∈H(1)UP and conversely every U ′ ∈
H(1)UP yields a code VU ′ equivalent to C. The number of inequivalent double-even self-dual
codes of length 2n equals the number of H(1) −P double cosets in O(1)2n .
Proof. The proof is analogous to the proof of Theorem 12 using O(1)2n in place of O2n. 
• Thus the intractable problem of classifying the inequivalent doubly-even self-dual codes is
equivalent to the intractable problem of determining representatives of the H(1) −P double
cosets in O(1)2n .
6. Stabilizer of all self-dual codes
The results in this section are not used in the remainder of the paper so only a brief sketch of
the proofs is offered. Complete proofs may be found in the preprint [5].
The general linear group, GL2n, permutes the set of n-dimensional subspaces of F(2n)2 and so
the subset of GL2n that carries the set of self-dual codes into itself is a subgroup containing O2n;
the subset of elements that fix every self-dual code is a normal subgroup. We use the following
notation for these groups:
S = {A ∈ GL2n(F2): WA is self-dual for every self-dual code W ⊂ F(2n)2 },
N = {A ∈ GL2n(F2): WA=W for every self-dual code W ⊂ F(2n)2 }.
Clearly S and N are subgroups of GL with N ⊆ S . We have already seen that O2n ⊆ S . We will
be more precise. We first determine N .
Lemma 6. A nonsingular matrix A lies in N if and only if for every vector v of even weight
either vA= v or vA= v + 1.
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each element ofN sends any intersection of self-dual codes into itself and {0, v,1, v+1} is such
an intersection. 
Next we parameterize the nonsingular matrices with this property. For any a, b ∈ F(2n)2 let
A(a,b) = I + aT 1 + 1T b.
Then A(a,b) is nonsingular if and only if both wt(a) and wt(b) are even.
Theorem 16. The groupN consists of all A(a,b) for which wt(a) and wt(b) are even. The order
of N is 24n−3.
Here are some properties whose proofs are left to the reader.
Proposition 5. Let a, b, c, d be vectors of even weight. The elements A(a,b) of N satisfy the
following:
(1) A(a,b)A(c, d) = A(a + c, b + d)A(0,1)b·c;
(2) A(a,b)T = A(b,a);
(3) A(a,b)A(a, b)T = A(a + b, a + b);
(4) A(a,b) = A(a,b)T if and only if a = b or a = b + 1;
(5) A(a,b)A(0,1) = A(1 + a, b).
Now we obtain the description of S , the group that permutes the self-dual codes among them-
selves.
Theorem 17. The subgroup S of GL2n(F2) that permutes the set of self-dual codes is a product
S = N O2n with N the normal subgroup of S that stabilizes every self-dual code. The index
[S :O2n] = 22n−2; the intersectionN ∩O2n has order 22n−1 and consists of the elements A(a,a)
and A(a,a+1) with wt(a) even. The distinct cosets ofO2n in S equal A(a,0)O2n with a running
through the set of even weight vectors having e1 ·a = 1 (first coordinate of a equals 1). The action
of O2n on N is given by C−1A(a,b)C = A(aC,bC) for C ∈O2n.
Proof. IfW is self-dual, thenWB is self-dual if and only if BBT ∈ St (W), the stabilizer ofW .
For B ∈ S , WB is self-dual for every self-dual W and so BBT ∈N =⋂W self-dual St (W). The
element BBT inN is a symmetric matrix and so equals A(a,a) or A(a,a+1) for some a of even
weight. However the matrix A(a,a + 1) has all diagonal elements 0 and so it cannot equal BBT
for any nonsingular B (Corollary 1). Hence BBT = A(a,a). We have already seen the property
that A(a,a) = A(a,0)A(a,0)T and so A(a,0)−1B lies inO2n. That is B ∈A(a,0)O2n ⊆NO2n
proving that S =NO2n.
The remaining parts are left to the reader. 
Remark. The group N is a extra-special 2-group [3] in the sense that its commutator subgroup
equals its center which is cyclic of order 2 and modulo its center, it is elementary abelian. Every
element in N with order 4 has the same square, namely the central element A(1,0) = I + J .
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rest of this section that 2n is divisible by 8.
We use the following notation:
SII = {A ∈ GL2n: WA is a doubly-even code for every doubly-even code W},
NII =
{
A ∈ GL2n: WA=W for every doubly-even code W ⊂ F(2n)2
}
.
We first show that the subgroup of GL that stabilizes every doubly-even code is the same N that
stabilizes every self-dual code. The following facts are used to carry out the proof.
Lemma 7.
(i) The intersection of all doubly-even codes equals {0,1}.
(ii) If v is a vector of weight divisible by 4 but v 
= 0,1, then the intersection of all doubly-even
codes containing v is {0,1, v, v + 1}.
Proof. The first statement can be proved using the fact that the intersection of all doubly-
even self-dual codes is invariant under P2n; the second statement follows from the fact that
the intersection of all doubly-even self-dual codes containing v is invariant under the group of
permutation matrices that leave v invariant. 
Theorem 18. The group NII fixing every doubly-even, self-dual code equals N , the subgroup
fixing every self-dual code. The subgroup SII of GL2n(F2) that permutes the set of doubly-even
codes is a product SII =NO(1)2n . The index [SII :O(1)2n ] = 22n−2; the intersection N ∩O(1)2n has
order 22n−1 and consists of the elements A(a,a) with wt(a) ≡ 0 (mod 4) and A(a,a + 1) with
wt(a) ≡ 2 (mod 4). There are 22n−2 distinct cosets of O(1)2n in SII represented as A(a,0)O(1)2n
with a running through the set of even weight vectors having e1 · a = 1 (first coordinate of a
equals 1).
Proof. The definitions imply N ⊆NII . Equality follows because every even vector is a sum of
doubly-even vectors.
Now let B ∈ SII so thatWB is doubly-even wheneverW is doubly-even. We know thatWB is
self-dual if and only if WBBT =W . Thus BBT ∈N and, as in the singly-even case considered
above, there is a vector a of even weight such that X = A(a,0)−1B ∈O2n and also preserves the
set of doubly-even codes. If there is no row in X with weight congruent to 3 mod 4 then X ∈O(1)2n
and B ∈NO(1)2n and we are done. Suppose then X has at least one row, say x1 = r1(X), of weight
congruent to 3 mod 4 and (at least) 3 rows, say x2, x3, x4, of weight congruent to 1 mod 4. Then
by Lemma 3 we have
wt(x1 + x2 + x3 + x4) ≡ wt(x1)+ wt(x2)+ wt(x3)+ wt(x4) ≡ 2 (mod 4).
But then (e1 + e2 + e3 + e4)X has weight congruent to 2 mod 4, in conflict with the assumption
that X preserves all doubly-even codes. Thus our assumption cannot hold and there cannot be 3
rows of X having weight congruent to 1 mod 4. If there are r rows of weight congruent to 1 mod 4
(r < 3) then 2n−r rows have weight congruent to 3 mod 4. By Corollary 5, 4 divides 2n−r . Our
assumption in this section is that 4 divides n and so 4 divides r . Since r < 3 it follows that r = 0
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lies in N and
A(1,0)X = X + J2n ∈O(1)2n .
It follows that our original B ∈ SII lies in NO(1)2n in all cases. This proves the first part of the
theorem.
Now we turn to the index computations. Suppose a and b are vectors of even weight and
A(a,b) ∈ O(1)2n . By examining the row weights, we find that all rows of A(a,b) have weight
congruent to 1 mod 4 only for a = b if wt(a) ≡ 0 (mod 4) and a = b + 1 if wt(a) ≡ 2 (mod 4).
Thus for every a of even weight, there is exactly one choice of b that puts A(a,b) ∈O(1)2n . Hence
|N ∩ O(1)2n | = 22n−1. It follows that |SII | = 22n−2|O(1)2n |. The distinct cosets of O(1)2n in SII are
represented by the distinct cosets of N ∩O(1)2n in N . These are as described in the final statement
of the theorem. 
7. Transvections
In this section we consider orthogonal transformations of order 2 determined by a vector of
even weight.
Definition. Let u ∈ F(m)2 be a vector of even weight. The transvection determined by u is the
transformation Tu :x → x + (x · u)u for all x ∈ F(m)2 .
Proposition 6 (Properties of transvections). Let u and w denote vectors of even weight. Then:
(1) Tu is an orthogonal transformation.
(2) T 2u = I , the identity transformation.
(3) If u ·w = 0 then TuTw = TwTu.
(4) If A ∈Om, then A−1TuA= TuA.
(5) For all v ∈ u⊥, vTu = v.
Proof. The computations follow directly using the definitions. 
Matrix form
The matrix of Tv in the standard basis may be expressed as
Tv = Im + vT v.
If v1, . . . , vt are mutually orthogonal vectors of even weight, then
Tv1Tv2 · · ·Tvt = Im +
t∑
i=1
vi
T vi .
We will use this observation to determine the order of the group T (C) generated by all Tc,
with c running through a self-orthogonal code C.
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generated by all Tc, c ∈ C, is an elementary abelian group of order equal to 2n(n+1)/2.
Proof. T (C) is abelian, by property (3); since it is generated by elements of order 2, it is an
elementary abelian group. To describe the matrix of an arbitrary product Tw1 · · ·Tws for elements
wi ∈ C let X be the s × n matrix having wi as its ith row. Then the product of the Twi has matrix
Tw1 · · ·Tws = Im +wT1 w1 + · · · +wTs ws = Im +XTX.
Let c1, . . . , cn be a basis of C and let α = [αij ] the s×n matrix expressing the wi in this basis;
that is wi =∑j αij cj . Then
X =
⎡
⎣
∑
α1j cj
...∑
αsj cj
⎤
⎦=∑
j
⎡
⎣α1j...
αsj
⎤
⎦ cj = n∑
j=1
αjcj ,
where αj denotes the j th column of α. Then XTX is computed as
XTX =
(∑
j
cTj α
T
j
)(∑
k
αkck
)
=
∑
j,k
cTj α
T
j αkck.
To simplify further we write αTj αk = ajk and observe that this is the j , k entry of the symmetric
n× n matrix αT α. Thus
Tw1 · · ·Tws = In +
∑
j,k
ajkc
T
j ck, where α
T α = [ajk].
By Corollary 1, every symmetric n× n matrix may be expressed as αT α so the group T (C) has
order 2n(n+1)/2, the number of n×n symmetric matrices. In fact one may take α to be s × s with
s  n+ 1. 
This additional fact gives the following corollary.
Corollary 19. If C is a self-orthogonal code of dimension n then every element in T (C) is a
product of at most n+ 1 transvections Tc, c ∈ C.
Remark. The bound cannot be improved in this corollary when n is even. There is an n+ 1 × n
matrix α such that αT α is a hyperbolic, nonsingular n × n matrix. Such a matrix cannot be
expressed as βT β for any n× n matrix β .
Corollary 20. If C is a self-dual code in F(2n)2 then T (C) is a normal abelian subgroup of
St (C)∩O2n having order 2n(n+1)/2.
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Let m be any positive integer. We will show that Om is generated by transvections. More
precisely, we determine the groups Ku = 〈Pm,Tu〉 generated by all permutation matrices and
one additional transvection. In most cases, Ku is Om or O(1)m . The exceptional cases occur when
m is small or when m− wt(u) is small. We will consider all cases.
Lemma 8. The group Pm of all m×m permutation matrices is generated by the m− 1 transvec-
tions Tui where ui = ei + em for 1 i m− 1.
Proof. Tui is the transposition exchanging ei and em and these transpositions generate the whole
symmetric group. 
Theorem 19 (Generation Theorem). Let Ku denote the subgroup 〈Pm,Tu〉 of Om generated by
all m×m permutation matrices and the transvection Tu for some vector u of even weight.
(a) If 1m 3, then Ku =Om =Pm.
(b) If wt(u) = m (even), and m 4 then Ku ∼=Pm × 〈Tu〉 has order 2 ·m!.
(c) If wt(u) = 4 and m> 4 or if wt(u) ≡ 0 (mod 4) and 4wt(u)m− 3, then Ku =Om.
(d) If wt(u) = 6 and m> 6 or if wt(u) ≡ 2 (mod 4) and 6wt(u)m− 3, then Ku =O(1)m .
(e) If wt(u) = m− 1 (m odd), then Ku ∼= Sym(m+ 1)∼=Pm+1.
(f) If wt(u) = m − 2 (m even), then Ku = Pm · D where D is an abelian normal subgroup
of Ku of exponent 2. The order of D is 2m−1 if m/2 is odd and 2m−2 if m/2 is even. Also
Pm ∩D = Im so that the order of Ku is |D|m!.
Proof. A consideration of the orders of the groups shows Om = Pm for m  3. For m  4,
m even and u = 1m we find QTu = TuQ for all Q ∈ Pm. Moreover Tu /∈ Pm so the order of
〈Pm,Tu〉 is 2 ·m! and Ku ∼=Pm × 〈Tu〉, proving (b).
Before considering the remaining cases, we remind the reader that 1 is left fixed by every
element of Om (because all rows and columns have odd weight) and so the orbit of 1 under any
subgroup of Om has length one and therefore 1 is not contained in any orbit of length greater
than one. For the analogous reason, 1 is not a row of any orthogonal matrix.
Now we turn to statement (c). We first consider the case wt(u) = 4 < m. For a permutation
matrix P we have P−1TvP = TvP , so if Tv ∈Ku for one vector v of weight s, then Ku contains
Tw for all vectors w of weight s by the transitivity of Pm on the vectors of a given weight.
In particular we may assume u= e1 + e2 + e3 + e4.
Next we assert that the Ku-orbit
e1Ku = {e1g: g ∈Ku}
of e1 contains all vectors of odd weight, except 1 in the case that m is odd.
It is sufficient to show that e1Ku contains a vector of weight s for every odd s < m. Clearly
e1Ku contains e1 of weight 1. It also contains e1Tu = e2 + e3 + e4 of weight 3. Now assume
it contains a vector of weight 2t − 1 with 2t − 1  m − 3. The orbit contains v = e4 + e5 +
· · · + e2t+2, a vector of weight 2t − 1 having one coordinate in common with u. Then
vTu = u+ v = e1 + e2 + e3 + e5 + · · · + e2t+2
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Now let A ∈Om. The first row e1A of A is a vector of odd weight not equal to 1 so there is
some g ∈Ku with e1A = e1g and so Ag−1 has first row equal to e1. Since Ag−1 is an orthogonal
matrix, the inner product of row 1 with any other row is 0. Thus the first column of Ag−1 has 0
in every row but the first. It follows that
Ag−1 =
[
1 0
0 A1
]
, A1 ∈Om−1. (4)
If m − 1 > 4 then we may apply induction to conclude Om−1 equals the group generated by
all m − 1 × m − 1 permutation matrices and a transvection Tu′ with u′ a vector of weight 4. It
follows by induction that diag[1,A1] is in this subgroup and hence Ag−1 ∈ Ku. Thus A ∈ Ku
and the proof of (c) is complete in the case wt(u) = 4 and m 6. For the case m = 5, we have to
show that O4 is the group 〈P4, Tw〉 generated by P4 and a transvection Tw with wt(w) = 4. But
case (b) may be applied to show the order of 〈P4, Tw〉 is 2 · 4! = 24 · 3 which is also the order
of O4. Thus statement (c) is proved for wt(u) = 4.
For a vector u of even weight, let
M(u) = {v ∈ F(m)2 : v has even weight and Tv ∈Ku}.
Note that M(u) is closed under the action v → vg for g ∈ Ku so, in particular, uP ∈ M(u) for
all P ∈ Pm and vTu ∈ M(u) for all v ∈ M(u) and if M(u) contains a vector of weight s, then it
contains all vectors of weight s.
We now show that M(u) contains a vector of weight 4. Assume wt(u) = 4s > 4. Since 4s 
m − 3, there is a vector w of weight 4s having exactly 4s − 3 coordinates in common with u.
Then wTu = w + u is a vector of weight 6. Since every vector of weight 6 is in M(u), we may
select v to have weight 6 and exactly 5 coordinates in common with u. Then
u1 = vTu = v + u
has weight 4s − 4 and lies in M(u). Repeat using u1 in place of u to eventually reach a vector v
in M(u) having weight 4. Then Om =Kv by the case already completed and Kv ⊆Ku ⊆Om, so
that (c) holds.
Now consider statement (d). Assume first that wt(u) = 6 and m> 6 since the case m = 6 is
covered in (b). Note that the matrix of Tu has 6 rows of weight 5 and m− 6 rows of weight 1 so
that Tu ∈O(1)m . Of course Pm ⊆O(1)m so that Ku ⊆O(1)m . We show equality in a way similar to the
previous case except that here we will show that the orbit e1Ku contains every vector of weight
congruent to 1 mod 4, except 1 in the case m is 1 mod 4. We may assume u = e1 + · · · + e6.
Clearly e1Ku contains e1 and e1Tu = e2 +· · ·+e6 giving vectors of weights 1 and 5, respectively.
Suppose we have produced a vector v of weight 4k + 1 in e1Ku and that 4k + 5 <m. Apply a
suitable permutation to v so that we may assume
v = e6 + e7 + · · · + e4k+6 ∈ e1Ku.
Then wt(v) = 4k + 1, v · u= 1 and so
vTu = v + u= e1 + · · · + e5 + e7 + · · · + e4k+6
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congruent to 1 mod 4 up to weight m − 1. Now let A ∈ O(1)m and e1A = v. The first row of
A has weight congruent to 1 mod 4 so there is some g ∈ Ku with Ag−1 in the form given by
Eq. (4) except that A1 ∈ O(1)m−1 because both A and g are in O(1)m . If m − 1 > 6 then we may
apply induction to argue that A1 is in the subgroup of Ku generated by the group of permutation
matrices fixing e1 (a copy of Pm−1) and T ′u with u′ = e2 + · · · + e7. Then we argue Ag−1 ∈Ku
and finally A ∈Ku.
In the case m = 7 we get A1 ∈O(1)6 . The order of O(1)6 equals 25 · 32 · 5 = 2 · 6!. This is the
order of 〈P6, Tw〉 with w = 16 so the groups are equal and the proof of (d) is complete in case
wt(u) = 6. For the case 6  wt(u) = 4s + 2  m − 3 we show that M(u) contains a vector of
weight 6. There is a vector w ∈ M(u) of weight 4s + 2 that has 4s − 1 coordinates in common
with u. Then wTu = w + u ∈ M(u) and has weight 6. It follows that Kw = O(1)m ⊆ Ku ⊆ O(1)m
and the proof of (d) is complete.
For the proof of statement (e), we let ui = ei + 1. Then ui has even weight m − 1 = 2r and
Tui is in Ku for each i m. We have the following multiplication rules for 1 i < j m that
are verified using the definitions:
Tui Tuj Tui = Pij or equivalently Tui Tuj = PijTui
where Pij is the permutation matrix that exchanges ei and ej but leaves all other ek fixed; that is
Pij is the transposition (i, j) when permutations are written as cycles.
Every element is a product Q1TuiQ2Tuj · · · with the Qk ∈ Pm. This can be rewritten using
the relations
TuQ= QTuQ
and the fact that the ui are permuted by Pm to collect all the permutations to the left. Then any
remaining products Tui Tuj are rewritten as PijTui . Eventually the arbitrary product is reduced to
either a permutation matrix or a permutation matrix times one of the Tui . We conclude:
Every g in 〈Pm,Tu〉 lies in one of the Pm-cosets Pm or PmTui for 1 i m.
These m+ 1 cosets are distinct for every matrix in Pm has only columns of weight 1 whereas
every matrix in PmTui has the ith column of weight 1 and all other columns of weight m − 1.
Hence the order of Ku is m! times m + 1, the order of the symmetric group Sym(m + 1). To
see that the group is actually isomorphic to Sym(m + 1) we represent it as permutations of the
m + 1 cosets of Pm by multiplication on the right. This provides a homomorphism of Ku into
Sym(m + 1). Isomorphism will follow if we prove no non-identity element of Ku leaves every
coset fixed. Suppose g ∈Ku and PmTui g =PmTui for each i and also Pmg =Pm. Then g ∈Pm
and Tui g = gTuig . It follows that uig = ui . Thus (ei + 1)g = eig + 1 = ei + 1 and so eig = ei
for every i. Thus g = I and statement (e) is proved.
Finally we prove (f). In this case m = 2r + 2 and wt(u) = 2r so u is a vector with exactly
two 0 entries. Let
uij = ei + ej + 1, i 
= j,
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i 
= j . We let Pij denote the permutation matrix obtained by exchanging rows i and j in the
identity matrix. Thus Pij is the transposition exchanging ei and ej and fixing all other ek . Finally
we introduce the generators of the group D:
dij = Pij tij , 1 i 
= j m.
Lemma 9. The group D = 〈dij : 1  i 
= j  m〉 is an elementary abelian normal subgroup
of Ku.
Proof. The proof relies on the relations between the tij :
(1) tij tpq = tpq tij if i, j , p, q are four distinct elements;
(2) tij tiq = Pjqtij = tiqPjq if i, j , q are three distinct elements.
To prove (1) note that uijTupq = uij + (uij · upq)upq = uij and so tpq tij tpq = tij by Proposi-
tion 6(4). The same idea applies to (2) except that uij · uiq = 1 so that
uijTuiq = uij + (uij · uiq)uiq = uij + uiq
= ei + ej + 1 + ei + eq + 1 = ej + eq .
After taking into account the equation Tej+eq = Pjq , we get (2).
Next we determine how the permutation matrices act on the tij .
If P is a permutation matrix such that eiP = ep and ejP = eq , then the relation uijP = upq
implies P−1tijP = tpq . Thus conjugation by a permutation matrix permutes the tij just as the
permutation acts on the subscripts. Note also that P−1PijP = Ppq so the transpositions are also
permuted in the obvious way.
It is now straight-forward to verify that the dij commute with each other and that the group
they generate is normalized by Pm. Conjugation by Tu is conjugation by one of the tij which has
the same effect as conjugation by Pij . Thus D is normal in Ku. 
Later we will need the relation
dij diq = djq if i, j, q are distinct. (5)
This follows because dij diq = Pij tijPiq tiq = PijPiq tqj tiq = PijPiqPij tqj = Pjqtjq = djq .
We will obtain some additional information about D in preparation for computing its order.
Let X be a subset of [m] = {1,2, . . . ,m} with even order |X| = 2k. Partition X into two-
element subsets
X = {i1, j1} ∪ · · · ∪ {ik, jk}
and let
d(X)=
k∏
disjs .s=1
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on X and not on the particular partition; this is accomplished by describing the matrix of d(X).
Write σ(X)=∑i∈X ei . Note that since |X| = 2k, we get
k∑
s=1
uisjs =
k∑
s=1
(eis + ejs + 1) =
(∑
i∈X
ei
)
+ k1 = σ(X)+ k1.
To compute the matrix of d(X) we need to determine epd(X) for every index p. For starters,
we have
epdij = epPij tij =
{
ep + uij if p, i, j are distinct,
ej if p = i.
We also need upqdij = upq when the four indices are distinct. It follows that for p /∈X,
epd(X)= ep +
k∑
s=1
uisjs = ep + σ(X)+ k1.
For p ∈ X, let {p,q} = {ik, jk} be the two-element subset in the partition of X that contains p.
Then write d(X)= d ′dpq with d ′ the product of the dij that do not involve p, to get
epd(X)= epd ′dpq =
(
ep +
k−1∑
s=1
uisjs
)
dpq
= eq +
k−1∑
s=1
uisjs
= eq + σ(X)+ upq + k1 = eq + σ(X)+ (ep + eq + 1)+ k1
= ep + σ(X)+ (k + 1)1.
So we find d(X)= Im +B where the matrix B = B(X) has the pth row rp(B) given as
rp(B) =
{
σ(X)+ (k + 1)1 if p ∈X,
σ(X)+ k1 if p /∈X, where |X| = 2k.
In particular d(X) depends only on X and not the particular partition used to define it. This is
the crucial step in the following argument designed to show that the group D is a homomorphic
image of a subgroup of the group of all subsets of [m].
Let R denote the collection of all subsets of [m] = {1,2, . . . ,m} so that R is a group with
operation of symmetric difference defined by: for X,Y ∈ R, X⊕Y is the subset of elements that
lie in either X or Y but not both. The subset Re of R consisting of all subsets of [m] with an even
number of elements is a subgroup of order 2m−1.
Lemma 10. The map Re → D defined by X → d(X) is a homomorphism of Re onto D. It is
one-to-one if m/2 is odd and has kernel of order 2 if m/2 is even.
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X = X0 ∪ (X ∩ Y), Y = Y0 ∪ (X ∩ Y) (disjoint unions).
Form a partition into two-element subsets of X ∩ Y and extend it to partitions of X and Y by
taking partitions of X0 and Y0. One sees then, by the independence of partitions
d(X)= d(X0)d(X ∩ Y) and d(Y ) = d(Y0)d(X ∩ Y).
Then
d(X)d(Y ) = d(X0)d(X ∩ Y)d(Y0)d(X ∩ Y) = d(X0)d(Y0)= d(X0 ∪ Y0) = d(X ⊕ Y).
We used here that d(M)2 = I for any set M and d(X0)d(Y0) = d(X0 ∪ Y0) because X0 and Y0
are disjoint sets. Thus we have the homomorphism property in the case |X ∩ Y | is even.
Suppose |X ∩ Y | is odd. Select a ∈ X ∩ Y , x ∈ X, but x /∈ X ∩ Y and y ∈ Y but y /∈ X ∩ Y .
There are partitions of X and Y given by
X = X0 ∪ {x} ∪ (X ∩ Y), Y = Y0 ∪ {y} ∪ (X ∩ Y).
Let X∩Y = {a}∪Z (disjoint union). Note that |X0|, |Y0|, and |Z| are even. Partition X into two-
element subsets using {a, x} as one subset and the others from partitions of X0 and Z. Similarly
partition Y using {a, y} and subsets of Y0 and Z. Then
d(X)= d(X0)daxd(Z), d(Y ) = d(Y0)dayd(Z)
and so
d(X)d(Y )= d(X0)d(Y0)daxday.
Equation (5) above implies daxday = dxy and so
d(X)d(Y )= d(X0)d(Y0)dxy = d
(
X0 ∪ Y0 ∪ {x, y}
)= d(X ⊕ Y),
verifying that d preserves the operation in all cases. The map is onto because d({i, j}) = dij so
all generators are in the image of d .
Now suppose that X is in the kernel so that d(X) = I . If there is some index p ∈ [m] but
p /∈ X then row p of d(X) + Im is σ(X) + 12 |X|1 and this must be 0. Thus σ(X) = 12 |X|1. If|X|/2 is even then σ(X) = 0 and X is the empty set, by definition of σ(X). If |X|/2 is odd
then σ(X) = 1 and X = [m]. But this is impossible because we assumed there was some p /∈ X.
Hence every index p is in X and we get the conclusion that X = [m], anyway. Every row of
d(X) + Im equals σ(X) + ( 12 |X| + 1)1 which must equal 0. Since |X| = 2k = m, σ(X) 
= 0 so
k + 1 must be odd and k is even. Equivalently m is divisible by 4 and d([m]) = Im. 
This determines the group D as we have a homomorphism from Re onto D with kernel of
order 1 or 2. If X ∈ Re and d(X) ∈ Pm, then every row of d(X) has weight 1. However if
2 |X|<m, no row of d(X) has weight 1. Thus D ∩Pm = Im, and |Ku| = |D| ·m!.
This completes the proof of (f) and the Generation Theorem. 
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the following group isomorphisms.
Corollary 21.
(i) O6 =P6 ·D with D an elementary abelian normal subgroup of order 25 such that
P6 ∩D = 1.
(ii) O(1)8 =P8 ·D with D an elementary abelian normal subgroup of order 26 such that
P8 ∩D = 1.
(iii) O5 ∼= Sym(6).
(iv) O(1)7 ∼= Sym(8).
Proof. For statement (i), use m= 6 and wt(u) = 4 and the Generation Theorem parts (c) and (f).
Similarly parts (d) and (e) give a proof of (ii); parts (c) and (e) with m = 5 prove statement (iii)
and (iv) follows from parts (d) and (f) using m= 7. 
Some parts of the theorem on the generation of Om and O(1)m , along with the transitivity of
these groups on the self-dual codes, gives rise to the following corollary.
Corollary 22.
(I) If C and D are self-dual codes of length 2n then there exists a permutation matrix P and
vectors u1, . . . , us , each with weight 4, such that
CTu1 · · ·Tus =DP.
Moreover every transform CTu1 · · ·Tus of C is a self-dual code.
(II) If C and D are doubly-even self-dual codes of length 2n then there exists a permutation
matrix P and vectors u1, . . . , us , each with weight 6, such that
CTu1 · · ·Tus =DP.
Moreover every transform CTu1 · · ·Tus of C is a doubly-even self-dual code.
Proof. We prove (II), the proof of (I) is similar. Since O(1)2n is generated by all permutation
matrices and the transvection Tu with wt(u) = 6, any element of O(1)2n is a product
P1TuP2Tu · · ·TuPs
for some permutations matrices Pi and some s. The equation P−1TuP = TuP allows the permu-
tations to “move past” the Tu at the expense of replacing u with a vector of the same weight.
Hence all the Pi can be moved to the left side of the product with the effect of changing the
vectors into other vectors of the same weight. In other words, an arbitrary element of O(1) can2n
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P1Tu1Tu2 · · ·Tus
using only one permutation and some number of transvections made with vectors of the same
weight. The transitivity of O(1)2n on the doubly-even self-dual codes implies the result. 
9. Searching for doubly-even codes
From an algebraic view, the most interesting codes are the doubly-even self-dual codes. The
Generation Theorem implies that every such code can be obtained by repeated application of
transvections Tu with vectors u of weight 6 and a permutation matrix to a fixed doubly-even self-
dual code. We are led to examine this more closely and find two places to look for doubly-even
codes. The first is to apply some Tu to a code with minimum distance d − 4 and the second is as
a neighbor of a singly-even code with some special properties.
Theorem 20. Assume D is a doubly-even self-dual code with parameters [2n,n, d] for d  8.
Then there is a vector u ∈ F(2n)2 with wt(u) = 6 and a doubly-even self-dual code C with para-
meters [2n,n, d − 4] such that D = CTu. Moreover,
(∗) every x ∈ C with weight d − 4 meets u in exactly one coordinate;
(∗∗) no word x ∈ C with weight d meets u in exactly 5 coordinates.
Conversely, if C and u have properties (∗) and (∗∗) then D = CTu is doubly-even with mini-
mum distance d .
Proof. Select a word x ∈ D with wt(x) = d and then select a vector u of weight 6 to satisfy
wt(x ∗ u) = 5. Then wt(xTu)= d − 4. Let C =DTu. The elements of DTu have the form
cTu =
{
c if c · u= 0,
c + u if c · u= 1, c ∈D.
In the first case, wt(c) d because c ∈D. In the second case the weight of c+u is wt(c)+6−e,
with e = 2,6, or 10 because c · u = 1 implies the weight of the overlap c ∗ u is odd . Thus the
minimum distance in DTu is d − 4 and a minimum weight word arises as y = cTu when c ∈D,
wt(c) = d , and wt(c∗u) = 5. Since y = c+u, it follows that wt(y ∗u) = 1, proving (∗). Suppose
y ∈ C has weight d and meets u in 5 coordinates. Then yTu = y + u has weight d − 4. But
yTu ∈ CTu = D (because T 2u = 1) and the minimum distance in D is d , a conflict. Hence (∗∗)
holds. The existence of D implies the stated properties of C.
Now suppose C is a doubly-even code and vector u of weight 6 satisfies (∗) and (∗∗). Then
D = CTu is doubly-even. A minimum weight word c ∈D equals c = xTu with x ∈ C. If wt(x) =
d − 4, then x ∗ u has weight 1 so wt(c) = wt(x) + 6 − 2 = d . If wt(x) = d then wt(x + u) < d
only when wt(x ∗ u) = 5, which is not allowed. If wt(x) d + 4 then wt(x + u) d . Hence the
minimum weight in D is d . 
Corollary. If D is a doubly-even self-dual code with minimum distance d = 4t + 4, t  1, there
exists a doubly-even self-dual code V with minimum distance 4, and vectors u1, . . . , ut of weight
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distance 4i + 4. Each minimum weight word in Vi meets ui in exactly one coordinate.
We will also obtain codes of length 2n from special codes of length 2n − 6 using a standard
idea commonly referred to as shadow theory [2].
Suppose E is a singly-even self-dual code and E0 is the subcode of doubly-even elements in E .
Then there are exactly three codes properly between E0 and E⊥0 , one is E itself and the other two
are called the neighbors of E . We show here that every doubly-even code arises as a neighbor of
a singly-even code and that the singly-even code can be restricted to have exactly one word of
minimum weight (assuming 2n is at least 72). In addition, the singly even code can be obtained
from a shorter code with special properties.
Proposition 7. Let C,D and u be as in Theorem 20 and let E0 = C ∩ D. Then C and D are
neighbors of the singly-even self-dual code
E = E0 + F2u.
If the minimum distance of D is at least 16 then the singly-even code E has exactly one minimum
weight word and its weight enumerator begins
WE (B) = 1 +B6 +m1Bd−6 +m2Bd−2 + · · · + (higher powers)
where m1 is the number of words of weight d in D that cover u and m2 is the sum of the number
of words inD having weight d and overlap 4 with u and the number of words inD having weight
d + 4 that cover u.
Proof. The elements of E0 are the elements of D which are orthogonal to u and, since wt(u) = 6
is even, E is a self-dual code. Clearly E is singly even, as it contains u, and the elements of E0
are doubly-even because they lie in D. Thus C and D are neighbors of E .
The elements in E0 all have weight at least d . The elements in E outside of E0 equal a sum
c + u with c ∈ E0 which has weight wt(c + u) = wt(c) + 6 − 2e where e = wt(c ∗ u) must be
even and at most wt(u) = 6. The possibilities for the weight of c+ u are 6 (for c = 0) and d + 6,
d + 2, d − 2 or d − 6 when wt(c) = d . The number of words in E having weight d − 6 is the
number of words in D having weight d and covering u. A word c + u can have weight d − 2 if
wt(c) = d and wt(c ∗ u) = 4 or if wt(c) = d + 4 and c covers u. 
It seems unusual that E has only one word of minimum weight. Such a code begs for some
further investigation which we take up in the next section.
If D72 is the putative doubly-even self-dual code with parameters [72,36,16] then E is a
singly-even self-dual code with D72 as one neighbor and weight enumerator
WE (Y ) = 1 + Y 6 +mY 10 + (8910 + 5m)Y 14 + (126 489 + 32m)Y 16 + (1 215 005 − 90m)Y 18
+ (9 073 680 − 320m)Y 20 + (52 128 219 + 406m)Y 22 + (231 394 475 + 1440m)Y 24
+ (802 952 286 − 925m)Y 26 + (2 198 708 160 − 3840m)Y 28
+ (4 782 282 868 + 1143m)Y 30 + (8 301 628 731 + 6720m)Y 32
+ (11 541 281 895 − 540m)Y 34 + (12 877 875 296 − 8064m)Y 36 + · · · ,
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tion is obtained using the recursion formula in [4] from which the overlap polynomial F (u) =∑
c∈DXwt(c)−wt(c∗u)Ywt(c∗u) is obtained and reproduced in [5]. Also see the end of the next
section.
Remark. For C as above, the maximum number of mutually disjoint minimum weight words
is 6, since every minimum weight word has exactly one coordinate in the weight 6 vector u. If
such a set of disjoint minimum weight words does exist, then 6(d − 4) 2n and d  (2n/6)+ 4.
This bound is very close to the Mallows–Sloane bound which asserts
d  4
[
2n
24
]
+ 4.
10. Codes with one minimum word
We consider a self-dual code E having exactly one word u of minimum weight 6. We show
how E may be constructed from the projection E ∗ u of E into the support of u and E ∗ u¯, the
projection into the complement. This is a very general construction that can be applied in other
situations, so we state it in greater generality.
Let r and s be positive integers, X ⊂ F(r)2 and Y ⊂ F(s)2 two self-orthogonal codes, containing
1r and 1s respectively, such that X⊥/X and Y⊥/Y have the same dimension. By Corollary 2,
there exists an isomorphism
φ :
X⊥
X →
Y⊥
Y
with the property that
φ(x1 +X ) · φ(x2 +X ) = x1 · x2
for all x1, x2 ∈X⊥.
Consider the code
C = C(X ,Y, φ) = {(x, y) ∈X⊥ ×Y⊥: φ(x +X ) = y +Y}.
Proposition 8. The code C(X ,Y, φ) = C is self-dual with length r + s.
Proof. First we show that C ⊆ C⊥. Take (x1, y1), (x2, y2) ∈ C. Then
(x1, y1) · (x2, y2) = x1 · x2 + y1 · y2 = x1 · x2 + φ(x1 +X) · φ(x2 +X)= x1 · x2 + x1 · x2 = 0.
Next we show that C⊥ ⊆ C. Let (a, b) ∈ C⊥. For any x ∈X we have (x,0) ∈ C so
0 = (x,0) · (a, b) = x · a
which implies a ∈ X⊥. Similarly b ∈ Y⊥. Now let c ∈ Y⊥ be an element such that φ(a +X ) =
c+Y . Then (a, c) ∈ C and also (a, b), (a, c) ∈ C⊥ so that (0, b− c) ∈ C⊥. For any w ∈ Y⊥, there
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(v,w) · (0, b − c) = 0 = w · (b − c).
It follows that b − c ∈ Y⊥⊥ = Y . Thus
φ(a +X ) = c +Y = b +Y
proving that (a, b) ∈ C, as required. 
Now we use this idea to produce E . The projection of E onto the support of u is the coordinate-
wise product map x → x ∗u; similarly x → x ∗ u¯ is the projection onto the complement u¯ = u+1
of u. Let
Iu = E ∩ E ∗ u and Iu¯ = E ∩ E ∗ u¯.
It is a standard fact that if E is self-dual, then I⊥u = E ∗ u and similarly for u¯. We will write the
elements of E as pairs (a, b) ∈ E ∗ u× E ∗ u¯.
Lemma 11. There is an isomorphism φ :E ∗ u/Iu → E ∗ u¯/Iu¯ such that an element (x, y) ∈
E ∗ u× E ∗ u¯ belongs to E if and only if φ(x + Iu)= y + Iu¯.
Moreover φ(x1 + Iu) · φ(x2 + Iu)= x1 · x2.
Proof. First define a map θ as follows: for (x, y) ∈ E let θ(x) = y + Iu¯ so that θ is a function
from E ∗u to E ∗ u¯/Iu¯. Note that θ is well defined because (x, y), (x, y′) ∈ E imply (0, y − y′) ∈
E ∩ E ∗ u¯ = Iu¯ so that y + Iu¯ = y′ + Iu¯. One easily checks that θ is a homomorphism of vector
spaces and that its kernel is Iu. Thus θ induces an isomorphism φ as required. The final statement
of the lemma holds because E is self-dual. 
Now use the fact that wt(u) = 6 and u is the only nonzero element of weight 6 or less in E .
Then
Iu = E ∩ E ∗ u= F2u
is one-dimensional. Its dual E ∗ u (in the 6-dimensional space) is the space of even vectors with
support contained in the support of u. Thus E ∗ u/Iu is 4-dimensional and so E ∗ u¯/Iu¯ is also
4-dimensional.
We now show that the space Iu¯ determines the weight distribution of E and obtain some
additional information. Now let
Y = Iu¯.
Assume that n is divisible by 4 and note that Y is a code of length 2n − 6 satisfying the
following conditions:
(10.1) Y ⊂ Y⊥ ⊆ F2n−62 ;
(10.2) 12n−6 ∈ Y so that Y⊥ is an even code;
(10.3) the dimension of Y⊥/Y is 4.
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and E6 be the even vectors in F(6)2 . By Corollary 2, there is an isomorphism
φ :E6/〈u〉 → Y⊥/Y
that preserves the dot products; φ((a +〈u〉) · (b+〈u〉)) = a · b. By Lemma 11, one such isomor-
phism is used to obtain E as
E = {(a, b) ∈E6 ×Y⊥: φ(a + 〈u〉)= b +Y}.
We may take the view that Y is selected first satisfying (10.1)–(10.3) and then E is constructed
as indicated.
Then E is a self-dual code. Although different choices for the isomorphism φ might produce
different codes, the next result shows they all have the same weight distribution and its neighbors
are always doubly-even and self-dual.
Let WE (A,B) denote the weight enumerator polynomial for E .
Theorem 21. Let Y ⊂ F2n−62 be a code satisfying (10.1)–(10.3) and let E = C(E6,Y, φ) be
constructed as above. Then:
(1) The weight enumerator WE (A,B) is determined by WY (A,B) independent of the choice of
isomorphism φ, and
WE (A,B) =
(
A6 +B6)WY (A,B)+ (A2B4 +A4B2)(WY⊥(A,B)−WY (A,B)).
(2) The two neighbors of E are doubly-even, self-dual codes exchanged by the transformation
Tu with u = (16,0).
Proof. There are 16 cosets bi + Y of Y in Y⊥. Let b0 = 0 and Wi = Wi(A,B) the weight
enumerator of the coset bi +Y . Then W0 = WY and
WY⊥ = W0 +W1 + · · · +W15.
The elements of E are described as follows: For i 
= 0 there is an ai ∈ E6 of weight 2 such that
(ai, bi + y) and (ai + u,bi + y) are in E , for every y ∈ Y ; in addition, E contains the elements
(0, y) and (u, y), y ∈ Y . The contribution of these elements to the weight enumerator of E is
described as follows:
{
(0, y)
}→ A6W0(A,B),{
(u, y)
}→ B6W0(A,B),{
(ai, bi + y)
}→ A4B2Wi(A,B),{
(u+ ai, bi + y)
}→ A2B4Wi(A,B)
from which we conclude
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(
A2B4 +A4B2) 15∑
i=1
Wi(A,B)
= (A6 +B6)W0(A,B)+ (A2B4 +A4B2)(WY⊥(A,B)−W0(A,B)).
Since the weight enumerator of Y⊥ is determined by that of Y it follows that WE is determined
by WY as stated in the theorem. This proves the first statement.
To prove the second statement we note that for any even code X with weight enumerator
WX (A,B), the set X0 of doubly-even elements in X has weight enumerator
WX0(A,B) =
1
2
[
WX (A,B)+WX (A, iB)
]
where i2 = −1. The proof of the second statement will depend on showing that the doubly-even
elements in E⊥0 do not all lie in E0. The MacWilliams relation
WX⊥(A,B) =
2n
|X |WX
(
A+B√
2
,
A−B√
2
)
will be used. Let E00 = (E⊥0 )0 denote the set of doubly-even elements in E⊥0 .
We have
WE⊥0 (A,B) =
2n
|E0|WE0
(
A+B√
2
,
A−B√
2
)
= WE
(
A+B√
2
,
A−B√
2
)
+WE
(
A+B√
2
,
i(A−B)√
2
)
= WE (A,B)+WE
(
A+B√
2
,
i(A−B)√
2
)
.
Here we used the fact that WE is invariant under the MacWilliams transformation because
E = E⊥.
Since E⊥0 is an even code, the doubly-even elements E00 in E⊥0 have weight enumerator
WE00(A,B)
= 1
2
(
WE⊥0 (A,B)+WE⊥0 (A, iB)
)
= 1
2
WE (A,B)+ 12
[
WE
(
A+B√
2
,
i(A−B)√
2
)
+WE (A, iB)+WE
(
A+ iB√
2
,
iA+B√
2
)]
= WE0(A,B)+
1
2
(
WE
(
A+B√
2
,
i(A−B)√
2
)
+WE
(
A+ iB√
2
,
iA+B√
2
))
.
The sum of the two terms enclosed in parenthesis is nonzero as we now show by evaluating at
A= B . Writing ζ = (1 + i)/√2 (a primitive 8th root of unity) allows the value to be written as
1
(
WE
(
2A√ ,0
)
+WE (ζA, ζA)
)
= 1((√2A)2n + (ζA)2nWE (1,1))= 2nA2n.2 2 2
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= WE0 and so the doubly-even elements in E⊥0 do not all lie in E0. Note that
we used the assumption that 4 divides n to conclude ζ 2n = 1.
So there is a doubly-even element w in E⊥0 that is not in E0 and the code C = E0 + 〈w〉 is a
doubly-even self-dual neighbor of E . In particular C 
= E because E is singly-even. Thus w is not
orthogonal to E but is orthogonal to E0. Hence w cannot be orthogonal to u so wTu = w+ u is a
doubly-even vector not in C. So D = CTu is the second doubly-even code that is a neighbor of E .
This completes the proof of statement (2). 
The results of this section give a procedure to obtain every doubly-even code of length 2n and
minimum distance at least 16; of course it depends on finding suitable Y of length 2n − 6. It is
not clear that the slight shortening of the length can be put to practical use. For example, finding
the putative D72 code depends on finding a code Y with parameters [66,31, δ] (δ = 10 or 12)
and satisfying conditions (10.1)–(10.3) above. In general, the minimum distance in C or D is not
readily computed from that of Y or Y⊥ since there is the unknown element w. However, in the
case of D72, we can give the weight distribution of Y and Y⊥, up to one parameter. We also give
WE00 − WE0 to illustrate the proof of Theorem 21(2) showing that the element w can be taken
to have weight 12 (if m 
= 78) or 16. These computations are based on the overlap polynomial
mentioned at the end of Section 9.
WY (B) = 1 +B10m+B14(4620 − 10m)+B16(51 909 +m)+B18(398 255 + 45m)
+B20(2 359 500 − 10m)+B22(10 604 880 − 120m)+B24(36 362 040 + 45m)
+B26(96 293 736 + 210m)+B28(198 678 480 − 120m)
+B30(321 105 928 − 252m)+B32(407 882 475 + 210m)+ · · · ,
WY⊥(B) = 1 +B10m+B12(4290 + 15m)+B14(74 910 + 5m)+B16(798 369 − 149m)
+B18(6 361 355 − 105m)+B20(37 867 830 + 665m)
+B22(169 730 730 + 555m)+B24(581 535 240 − 1755m)
+B26(1 540 545 336 − 1590m)+B28(3 179 241 780 + 3030m)
+B30(5 137 995 148 + 2898m)+B32(6 525 714 195 − 3570m)+ · · ·
+B56m+B66,
WE00(B)−WE0(B) = B12(468 − 6m)+B16(241 104 + 8m)+B20(18 096 936 + 244m)+ · · · .
Here m is the number of weight 16 elements in D72 that cover u.
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