Nanopores offer a unique capability of sensing and manipulating single molecules in a label-free manner. In a typical nanopore measurement, an insulating membrane separates two chambers containing an electrolyte solution; analyte molecules in the solution are electrophoretically driven across the barrier *via* a nanometer-scale aperture contained in the membrane. A characteristic transient drop in the ionic conductance of the pore is observed for each passing molecule, which is used to determine its identity. Over the past decade, nanopore-based techniques have shown great promise in a wide range of biophysical and biomedical applications, including DNA,^[@ref1],[@ref2]^ RNA,^[@ref3]^ and protein sequencing;^[@ref4]−[@ref6]^ drug discovery;^[@ref7]^ single-molecule biophysics;^[@ref8],[@ref9]^ and proteomics.^[@ref10]−[@ref13]^

Due to the stochastic nature of single-molecule detection using nanopores, many discrete molecular observations are required in order to obtain statistically significant data for a sample. Multiplexed detection from an array of sensors can considerably speed up measurements, thereby reducing the molecular/biological sample requirement. Furthermore, the ability to introduce sensors tailored for different molecules on a single device can afford complex mixture analysis at unprecedentedly small volumes. However, a critical requirement for this is that each pore in the sensor array is monitored independently, which in the case of electrical detection requires advanced microfluidics and integrated circuitry. Indeed, various schemes have been proposed and demonstrated for multiplexed detection, which include optical approaches,^[@ref14]−[@ref19]^ field effect/tunneling-based detection,^[@ref20]−[@ref26]^ and fluid wells connected to electrode arrays.^[@ref27]−[@ref29]^ Nonoptical approaches to reading multiple pores, namely, tunneling-based or fluid wells, are both limited by the need for a network of parallel electrodes and/or fluid conduits that lead to macroscale contacts. On-board amplifiers can alleviate the space requirements of integration, although a recent review estimated that a cost-effective integration would be limited to 1000 amplifiers in a 600 mm^2^ chip area.^[@ref30]^ For comparison, in the Ion Torrent device, a similar sized chip can accommodate a million measurement chambers,^[@ref31]^ three orders-of-magnitude higher than on-board amplified nanopore circuits. Moreover, such nanopore array systems are comprised of two array chips that require alignment, one for circuitry and another for fluidics. Therefore, despite recent demonstrations of devices with arrays of 16 α-hemolysin nanopores,^[@ref27]^ 16 glass nanopore channels,^[@ref28]^ and an 8-channel α-hemolysin platform,^[@ref29]^ scaling up of the nanosensor and its readout is more space-consuming than the sensor itself.

In contrast, optical methods for multiplexed detection have made it possible to simultaneously observe optical signals in nanopores using labeled molecules.^[@ref14]−[@ref19]^ However, the need for labeling the sample is restrictive, and detection is plagued with false negatives due to sample bleaching and imperfect labeling. Recently, a method was developed for monitoring ion flow through individual protein channels.^[@ref32]−[@ref34]^ In this method, Ca^2+^ sensitive fluorescent dyes are used to monitor changes in Ca^2+^ concentration in the immediate vicinity of membrane channels. On the basis of this method, theoretical studies on ion channels have suggested that Ca^2+^-based approaches can yield signal-to-noise ratios \>10:1 at a millisecond time resolution.^[@ref35]^ Parallel optical readout of multipore ionic currents at these time resolutions is attractive for emerging nanopore applications, particularly for enzyme-driven DNA sequencing applications.^[@ref36]−[@ref39]^ For these reasons, this approach has been adopted within the ion channel community for localizing and imaging the ionic current through multiple channels simultaneously.^[@ref40]^ Although this appears to be a viable strategy for parallelization of nanopore measurements, the only attempt, to our knowledge, to utilize the fluorescent sensing of ionic current through nanopores was made by Heron and co-workers.^[@ref41]^ However, this study provided only limited insight into the feasibility of the optical detection of ionic current in nanopore experiments, as no biomolecular translocation data was reported, optical imaging was performed at only 100 fps, and the high Ca^2+^ concentrations used were incompatible with most enzymatic applications. Finally, the approach was limited to lipid-embedded protein channels in a total-internal reflection fluorescence (TIRF) mode, which sets restrictions on the pore size range and the geometry of the setup.

Here we present the first example of Ca^2+^-based epifluorescence detection of unlabeled DNA molecules passing through an array of solid-state nanopores. Using a flow channel underneath the membrane, we flow Ca^2+^ dye solution and detect ion currents through pores as small as 1.8 nm in diameter at millisecond time-resolutions. We demonstrate that the spacing between adjacent pores can be as small as a few micrometers, yielding the pore density on a chip comparable to that of Ion Torrent's device and at least 100× higher than any existing nanopore array device. Notably, we have performed these experiments at Ca^2+^ concentrations in which many biological motors, such as the DNA polymerase ϕ29 often utilized in sequencing applications, remain active (see [SI](#notes-1){ref-type="notes"}). The ionic current information accessed by optical methods is equivalent to that found electrically, and therefore, our method paves the way for large-scale parallelization of a wide range of nanopore measurements.

Results and Discussion {#sec2}
======================

Our system is composed of one or more nanopores formed in a thin insulating silicon nitride membrane, suspended on a silicon chip frame ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}a, [Materials and Methods](#sec4){ref-type="other"}). The chip is mounted in a custom fluidic cell that permits simultaneous electrical and optical measurements of ionic current through a nanopore. The cell is equipped with channels for embedding Ag/AgCl electrodes on either side of the chip and exchanging buffer on the analyte *cis* side. To gain optical access to the membrane, the *cis* side of the chip is covered with a glass coverslip and then the cell is mounted on an inverted microscope with an oil immersion high NA objective (Nikon 60×/1.49). The *cis* chamber is filled with a solution of 0.4 M KCl, 1 mM EDTA, 65 μM EGTA, 10 mM Tris buffered to pH 7.9, and 6.5 μM of Ca^2+^-sensitive fluorescent dye Fluo-8 (unless otherwise noted) ([Figure [1](#fig1){ref-type="fig"}](#fig1){ref-type="fig"}c). The opposite *trans* chamber of the cell is filled with a buffer containing 0.4 M KCl, 65 mM CaCl~2~, and 10 mM Tris buffered to pH 7.9.

![Simultaneous electrical and optical readout of ionic current in nanopores. (a) Schematic of the measurement setup. Both chambers of the experimental cell are equipped with Ag/AgCl electrodes for the electrical recording of the ionic current through the pore. (b) Zoomed-in view of the nanopore area. The optical detection of the ionic current is achieved by adding Ca^2+^ ions to the top (*trans*) chamber and Ca^2+^ ionophore to the bottom (*cis*) chamber of the cell. (c) Chemical structure of the ionophore. A voltage across the membrane drives Ca^2+^ ions to the *cis* side where they complex with the ionophore, resulting in fluorescence signal. The fluorescence intensity is proportional to the Ca^2+^ concentration and, thus, the flow of ions through the pore. Subsequently, a drop in the ionic current during a translocation event can be simultaneously detected from the decrease in the fluorescence intensity (d).](nn-2014-04551d_0001){#fig1}

This system allows us to apply an electric field across the membrane and electrophoretically drive charged molecules across the pore. The cumulative flow across all pores in the system is monitored electrically by sampling the ionic current across the chip using an Axon Axopatch 200B patch-clamp amplifier. The distinctive feature of this system is the ability to optically monitor the flow of Ca^2+^ ions across each individual pore in parallel. As Ca^2+^ ions are driven across the pore, they form a complex with the calcium sensitive Fluo-8 fluorescent dye molecules. This fluorescent dye is excited by the 488 nm line of an argon-ion laser and exhibits an increase in fluorescent intensity of more than 100× upon binding to Ca^2+^. The flow of Ca^2+^ ions can then be inferred by sampling the fluorescence levels at the site of each nanopore. To reduce background fluorescence, EGTA and EDTA agents were added to the *cis* chamber to chelate the remaining Ca^2+^ and Mg^2+^ ions.

The intensity of the localized fluorescent signal in the immediate vicinity of each pore is proportional to the Ca^2+^ flux through the pore and remains constant as long as the steady flow of ions and ionophores is maintained. A disruption of the ionic flow due to the presence of an analyte molecule in the pore results in an instantaneous reduction in fluorescence intensity. Thus, this technique optically accesses the same current information as patch-clamp experiments. This implies that all nanopore-based applications that rely on electrical ionic current measurements may be supplanted by optical current measurements. It is noteworthy that the optical readout of the ionic current possesses an advantage over the electrical measurements as it can be scaled up to multiple nanopores with ease. Moreover, in contrast to traditional fluorescent microscopy approaches, this approach is label-free.

Similar to other fluorescent reporter molecules, Fluo-8 is prone to photobleaching upon exposure to laser excitation. [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a shows the exponential decay of the fluorescence intensity over time with a time constant τ ≈ 1.6 s, available from the fit. This implies that the fluorescent signal drops 5% over 80 ms or 50% in 1.1 s due to photobleaching. A brief calculation suggests that at these time scales diffusion alone is unable to warrant a supply of fresh dye molecules and prevent signal loss. We assume the diffusion constant (*D*) for the dye to be that of fluorescein, *D* ≈ 420 nm^2^/μs,^[@ref42]^ and that 2*D* diffusion away from the laser spot can be described by ⟨*x*^2^⟩ = 4*Dt*, then the displacement *x* = 20 μm in ∼240 ms. The laser spot size used is of the order of 50 μm in diameter, which implies that with no flow a dye molecule is exposed to illumination for at least 600 ms. However, if we pump buffer through the *cis* chamber at a rate of 100 μL/min, dye molecules remain illuminated for as short as 12.5 ms, given the distance between the glass and the chip, 0.2 mm, and the channel width of 2 mm. [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}a demonstrates that such flow rate is sufficient to maintain the fluorescence intensity within 95% of its maximum for prolonged ion current measurements.

![(a) The effect of flow on the intensity of the optical signal. When no flow is present, intensity decays exponentially due to photobleaching of the dye. (b) Power spectral density of the optical signal as a function of bandwidth for 0, 200, and 500 mV applied voltages across the membrane. (c) SNR as a function of bandwidth for the indicated laser powers.](nn-2014-04551d_0002){#fig2}

Nanopore noise power spectral density (PSD) for the optical signal readout at different voltages is presented in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}b. At frequencies below 100 Hz, all traces display 1/*f*-type noise, followed with a relatively flat region up to 1 kHz. Because optical sensing assesses the same phenomenon as patch-clamp measurements, namely, transport of ions through a pore, we anticipate nanopore noise for both readouts to be of the same nature. The low 1/*f* flicker noise has been recently shown to arise from fluctuations in the number of charge carriers in a solid-state pore.^[@ref43]^ The Johnson noise arising from thermal fluctuations in the nanopore resistance dominates 1/*f* noise at higher frequencies (100 Hz to 1 kHz range). For 1 kHz sampling rate, the noise of the optical signal is negligibly affected by applying 200 mV bias; however, it increases 1.6 times when 500 mV is applied.

Although an increase in laser power can lead to the excitation of a larger volume of sample, and consequently higher optical signal, it may also result in higher noise, thus compromising the overall signal-to-noise ratio (SNR). We define SNR = ⟨*I*~O~⟩/*I*~noise,RMS~, where ⟨*I*~O~⟩ is the mean of the optical signal and *I*~noise,RMS~ = (∫~0~^BW^*S*~I~ d*f*)^1/2^ is the root-mean-square current noise, where BW is the bandwidth. We find that SNR can be improved by raising the laser power, as shown in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}c; an increase in laser power from 12 to 20 mW leads to an improvement of SNR from 7.6 to 9.9. Furthermore, \>7 independent measurements in various pores have showed a stable SNR value of 8.9 ± 2.2 (1 kHz sampling rate, 400 mV bias, 20 mW laser power). We anticipate that the use of high laser power densities can result in pore heating^[@ref44]^ and surface charge effects^[@ref45]^ that may negatively impact the SNR, although the data in [Figure [2](#fig2){ref-type="fig"}](#fig2){ref-type="fig"}c indicates that we are well below this regime.

To assess the parallelization potential of optical readout as well as the correlation between electrical and optical signals, we studied optical signal response to changing voltage, an analogue of *I*--*V* curves. Arrays of 800 × 800 nm-thinned regions were patterned onto the membrane sides of our chips, to assist in optical localization of nanopores. In addition, it has been previously shown that the thinning of membranes can increase signal amplitude for biomolecule detection.^[@ref46]^[Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a displays an SEM image of a typical nanopore array used in these experiments. Three nanopores with similar ∼3 nm diameters were drilled in the thinned regions indicated in the figure. The inset of [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}a shows a transmission electron microscopy image of a typical 3 nm diameter pore.

![Simultaneous optical readout of ionic current through multiple nanopores. (a) Scanning electron microscopy (SEM) image of the chip with four locally thinned regions and with a 3 nm pore drilled in three of them (color-coded). The inset is a transmission electron microscopy (TEM) image of a typical pore. (b) Cumulative ionic current (*I*~E~) and individual fluorescence intensity (*I*~O~) responses from 3 pores to voltage in the ±0.2 V range (65 mM of CaCl~2~ in *trans* and 6.5 μM of Fluo-4 in *cis* chamber). Bottom panel illustrates the evolution of fluorescence signal at the pores with voltage.](nn-2014-04551d_0003){#fig3}

[Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}b shows an example of simultaneous optical and electrical measurements of ionic flow through 3 nanopores as the voltage is repeatedly swept from −200 to +200 mV. The figure clearly shows that when a positive bias is applied a proportional increase in fluorescence can be observed at the location of any open pores, while a negative bias yields no increase in intensity as expected. The bottom panel of [Figure [3](#fig3){ref-type="fig"}](#fig3){ref-type="fig"}b shows that no crosstalk is observed for an array of ∼3 nm diameter nanopores with ∼4 μm spacing, and it is important to note that the spacing can be further reduced as the nanopore diameter is reduced. In all experiments, the ionic current varies linearly with voltage, and similarly it can be seen that the fluorescent intensity from each pore varies linearly with voltage. Linear fits to the data yield the value of nanopore resistance. The resistance obtained from these measurements is 39.6 MΩ across all three pores.

To demonstrate the single molecule sensing ability of this system, a chip containing a single nanopore, ∼2.7 nm in diameter and ∼2 nm in effective thickness, was assembled as previously described, and a 1 nM concentration of 1000 bp dsDNA was added to the *cis* chamber buffer. Buffer was pumped through the *cis* chamber at a steady rate of 100 μL/min to minimize signal loss due to photobleaching. [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}a shows the resulting optical and electrical traces, with fluorescent intensity on the left axis and the ionic current on the right axis. For these traces a +200 mV bias was applied, optical data was collected at 4.8 kHz and down-sampled to 1 kHz, while electrical data was collected at 20 kHz and low pass filtered to 10 kHz.

![Optical *vs* electrical dsDNA translocation detection. (a) Continuous optical and electrical traces of events for 1000 bp dsDNA at 200 mV (65 mM of CaCl~2~ in *trans* and 6.5 μM of Fluo-8 in *cis* chamber) and examples of event fits are shown in (b). Optical data is collected at 4.8 kHz and down-sampled to 1 kHz and electrical data is collected at 20 kHz and low pass filtered to 10 kHz. Contour plots of events from a subset of the 200 mV data detected (c) electrically and (d) optically (population 1 represents DNA translocation events and population 2 are DNA collisions). Both contour plots display data from 226 events. Histograms of (e) electrically and (f) optically detected events at applied potentials of 200 and 250 mV. (g) Correlation between dsDNA translocation times detected electrically *t*~E~ and optically *t*~O~ in the range 1.5--15 ms (blue open circles represent experimental data and red dashed line is a fit with a slope of 1.001 ± 0.001 and an intercept of 0 ms). The data here consists of 294 events collected over the course of 3 different experiments with 3 different pores that varied in size from 2.5 to 3.0 nm. Note that the 95% prediction band overlaps with the curve fit (dashed red line).](nn-2014-04551d_0004){#fig4}

The presence of a translocating analyte molecule within the pore causes characteristic transient drops in both optical intensity and ionic current. The changes in ionic current (Δ*I*) and fluorescent intensity (Δ*I*~0~) are proportional to the number of ions the molecule excludes from the pore. The duration of the event, or dwell time (*t*~d~), is defined by the amount of time the molecule resides in the pore. Both traces were analyzed and the dwell time measurements for each translocation event were extracted. Corresponding current drop values were extracted from electrical traces, and corresponding optical intensity drops were extracted from optical traces. Analysis was performed using the open source data analysis software OpenNanopore from the Radenovic lab at EPFL.^[@ref47]^ Examples of analyzed optical and electrical events are shown in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}b and longer traces of concatenated analyzed events can be found in [Supporting Information](#notes-1){ref-type="notes"}, Figure S1. [Figures [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}c shows a contour plot for the translocation events detected electrically and [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}d shows the corresponding data from optical measurements. A comparison of the two contour plots shows good agreement between dwell times for the translocation populations. [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}e shows histograms for the log of the dwell time values observed in electrical measurements; data is presented for applied biases of 250 and 200 mV. Corresponding optical histograms are displayed in [Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}f. Gaussian fits to these histograms are displayed to estimate the peaks of the distributions. For 200 mV, electrical measurements indicate a most likely dwell time of 7.6 ms, while optical measurements suggest this value is 7.5 ms. For an applied voltage of 250 mV, the most likely dwell time observed electrically is 4.3 ms, whereas optically this value is 4.4 ms.

To further quantify the correlation between the two signals, we plotted observed electrical dwell time values against optical dwell time values for 294 events over 3 different single pore experiments ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}g). A perfect correlation between these two signals would result in the data forming a straight line with a slope of 1. A least-squares regression analysis of the data produced a line with a slope of 1.001 ± 0.001. These results show a strong correlation between optical and electrical measurements, once again implying that optical measurements are able to access the same information as conventional nanopore experiments.

Electrical measurements suggest the presence of two distinctive populations of events ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}c). On the basis of the ionic current blockades Δ*I*~E~/*I*~E~^Open^ of 0.72 ± 0.06 (1) and 0.18 ± 0.09 (2) (see histogram fits in [Supporting Information Figure S2](#notes-1){ref-type="notes"}), we assign population 1 to DNA translocation events, whereas population 2 presumably corresponds to collisions. Interestingly, the collision population 2 is completely missing in the optical scatter plot ([Figure [4](#fig4){ref-type="fig"}](#fig4){ref-type="fig"}d). Moreover, according to the optical measurements, DNA molecules block a smaller fraction of the ionic current with Δ*I*~O~/*I*~O~^Open^ comprising 0.56 ± 0.15. Since the optical readout is selective to Ca^2+^ ions, both of these discrepancies may be related to the difference in how Ca^2+^ and monovalent ions interact with DNA.^[@ref48]^

Notably, optical measurements maintain a high signal-to-noise ratio during DNA translocation; this ratio can be defined as SNR~DNA~ = Δ*I*~O~/*I*~noise,RMS~, where Δ*I*~O~ is the drop in the optical intensity upon translocation of DNA. For 5 independent measurements, SNR~DNA~ = 7 ± 1.5 for a bias of 400 mV and 1 kHz sampling rate.

To display the scalability of this technique, an array of 3 sub-2 nm pores was drilled in a silicon nitride membrane and the system was assembled as before. For this experiment, 153 nt ssDNA was added to the previously described *cis* chamber buffer for a final concentration of 8 nM. A voltage bias of 400 mV was applied across the membrane, electrophoretically driving DNA molecules across all open pores. A representative electrical current trace can be seen in [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}a. The multiple distinct levels that can be observed correspond to analyte molecules translocating through different combinations of the three open pores. However, electrical measurements only describe the collective behavior of the system and are unable to provide the information about individual pores. In contrast, optical readout of the ionic current allows us to trace every change in the electrical current to a specific pore ([Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}b). [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"}c shows the optical signals from the pores over the course of 13 changes in the electrical current trace. A movie of the optical signal is included as [Supporting Information](#notes-1){ref-type="notes"}.

![Simultaneous detection of ssDNA translocation events through multiple pores. (a) Cumulative electrical trace of 153 nt-long ssDNA translocation events thru 3 sub-2 nm pores at the applied potential of 400 mV. (b) Zoomed-in region of the electrical trace with a multilevel event accompanied by the optical traces for each pore (65 mM of CaCl~2~ in *trans* and 6.5 μM of Fluo-8 in *cis* chamber). (c) Fluorescence intensity images of the pores averaged over the corresponding frames.](nn-2014-04551d_0005){#fig5}

Conclusion {#sec3}
==========

In conclusion, we have demonstrated a method for parallelized solid-state nanopore ion current measurements that require no additional fabrication steps, embedded electrodes, or compartmentalized on-chip fluidics. To our knowledge, this is the first report of optical, label-free characterization of biomolecular translocation at millisecond time resolution using an array of synthetic nanopores. Our method uses fluorescence measurements to optically access the same information that can be attained through electrical current measurements. This technique may be of particular importance when low salt concentration is necessary, as all optical measurements here were performed with only 65 mM of CaCl~2~. Notably, this concentration of calcium is compatible with the ϕ29 polymerase used in certain nanopore sequencing platforms^[@ref36],[@ref39]^ (see [Supporting Information](#notes-1){ref-type="notes"} for details). If the desired system does not require such proteins, the calcium concentration used may be easily increased to attain a higher signal-to-noise ratio. This system may also be useful for simultaneously characterizing translocation dynamics of an analyte molecule through various pore diameters, as pores of varying sizes can be easily incorporated into the platform. We note that our system used epi-fluorescence illumination and an electron-multiplying CCD (emCCD) for detection, both of which can be improved upon in a more dedicated system by choosing the appropriate conditions (*e.g.*, sheet illumination and APD array detection). Finally, under the appropriate illumination/detection conditions, scaling up to a large array of small pores (which can be slow using TEM-based fabrication)^[@ref49]^ should be possible using recently demonstrated pore arrays that were fabricated using a scanning ion beam.^[@ref50]^

Materials and Methods {#sec4}
=====================

Schematics of the nanopore fluidic cell and experimental setup are shown in [Supporting Information Figure S4](#notes-1){ref-type="notes"}. Nanopores were fabricated in ultrathin silicon nitride membranes as described previously.^[@ref46]^ Briefly, a 500-μm-thick silicon wafer with ⟨100⟩ crystal orientation and 2.5 μm of thermal oxide was coated with 100 nm of low-stress chemical vapor deposition silicon nitride (SiN). Standard UV photolithography was used to pattern square openings on one side of the wafer, through which the nitride and oxide were etched using SF~6~ plasma. The photoresist was stripped, and an anisotropic etch followed by removal of the oxide layer resulted in ∼30 μm × 30 μm free-standing windows on the reverse side of the wafer.

A film of poly(methyl methacrylate) (PMMA) was spun onto the membrane side of the window, and electron-beam lithography was used to pattern an array of small square openings of 800 nm × 800 nm or smaller 1.5--3 μm apart. SF~6~ plasma etch locally thinned the SiN in these regions to ∼20 nm to increase the signal while maintaining the membrane's mechanical integrity. The PMMA was removed by incubation in acetone. A single nanopore or an array of nanopores was drilled through the thinned regions (no more than a pore per thinned region) of the SiN membrane using a JEOL 2010F transmission electron microscope. Fabricated pores were 1.5--10 nm in diameter, depending on the application.

The nanopore chip was cleaned in piranha acid using a procedure described previously.^[@ref51]^ After rinsing and drying of the chip, it was immediately mounted onto a custom-designed PEEK fluidic cell using silicone elastomer. The cell contains PEEK screws that allow pressure connection to syringe pumps to enable buffer flow at controlled rates. The silicone was painted over and around the membrane-facing side of the chip leaving \<4 mm^2^ area around the membrane, and a piranha-cleaned, rinsed and dried \#1 glass coverslip was pressed against the chip. Homemade Ag/AgCl electrodes were immersed in each chamber of the cell and connected to an Axon 200B headstage. All measurements were taken in a dark Faraday cage. Electrical and optical signals were acquired using custom LabVIEW software. The analog current signal from the amplifier was low-pass filtered at 10 kHz and fed to a DAQ card, which sampled the data at 100 kHz/16 bit.

For all experiments, unless otherwise specified, membranes were epi-illuminated by feeding a 20 mW, 488 nm laser power beam (Coherent Sapphire) to the back of an inverted microscope (Olympus IX71) and through an oil immersion high NA objective (Nikon 60×/1.49). High-bandwidth fluorescence detection was achieved using an emCCD camera (Andor, iXon Ultra 897) in crop mode, which allowed frame rates of 2000--4800 frames/s. Synchronization between the electrical and optical signals was achieved by connecting the camera TTL pulse to the main DAQ board (PCI-6630, National Instruments) used for the acquisition of the electrical signal. The fluorophore molecules in the *cis* chamber were continuously replenished by pumping at a flow rate of 100 μL/min.

Custom MATLAB code was used for background subtraction, image filtering, and extraction of fluorescent intensity. Current traces and optical intensity traces were analyzed using the OpenNanopore software^[@ref47]^ to obtain dwell time and current blockage of events.

Scheme of experimental setup, phi29 extension assay in Ca^2+^, optical data, and movie of array from [Figure [5](#fig5){ref-type="fig"}](#fig5){ref-type="fig"} (avi file). This material is available free of charge *via* the Internet at <http://pubs.acs.org>..
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