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Abstract
In a previous paper we gave sufficient conditions for a system of delay differential equations to present
Bautin-type bifurcation. In the present work we present an example of delay equation that satisfies these
conditions.
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1. Introduction
In [5] the system of delay differential equations
x˙(t) = A(α)x(t) + B(α)x(t − r) + f (x(t), x(t − r),α),
x(s) = φ(s), s ∈ [−r,0], (1)
with x(t) = (x1(t), . . . , xn(t)) ∈ Rn, α = (α1, α2) ∈ R2, A(α), B(α) n × n real matrices, is
considered. Here f = (f1, . . . , fn) is continuously differentiable on its domain of existence,
D ⊂ R2n+2. It is also assumed that f (0,0, α) = 0 and the differential of f in the first two
vectorial variables, calculated at (0,0, α) is equal to zero. φ belongs to the Banach space
C([−r,0],Rn).
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Bautin-type bifurcation.
Bautin bifurcations are degenerated Hopf bifurcations. As it is known [4] for two-dimensional
systems of ODEs depending on a scalar parameter α, Hopf bifurcation around a branch of equi-
librium points appears when there is a certain value of the parameter, α0, at which:
– a pair of purely imaginary eigenvalues of the linear part exists,
– the real part of the eigenvalues (that is zero at α0) has non-zero derivative at α0,
– the first Lyapunov coefficient at α0 is non-zero.
The first Lyapunov coefficient is a number defined as follows. The two-dimensional system
of real equations is written as a single complex equation
z˙ = g(z, z¯, α),
and the first Lyapunov coefficient, l1(α), is defined in terms of the coefficients (up to the third
degree) of the series
g(z, z¯, α) =
∑
j+k2
1
j !k!gjk(α)z
j z¯k
(see (6) below).
Now, also for an ODEs system, let us assume that the parameter α is bi-dimensional. When
l1(α0) = 0 and a second Lyapunov coefficient, l2(α) (that is defined in terms of the coefficients
up to the fifth degree terms of the above series—see Section 6.2), is non-zero at α0, the Bautin
bifurcation takes place [4]. It is characterized by the appearance, for the parameters in a neigh-
borhood of α0, of two limit cycles (one inside the other).
By using the reduction of problem (1) to its central manifold, we extended in the main theorem
in [5] the above ideas to the class of systems of delay differential equations (1).
The problem that arised after this theorem was proved, was whether there is any delay equation
that satisfies its hypotheses, or not.
In this paper we present a scalar differential delay equation that satisfies the hypotheses of our
theorem.
We set below the theoretical frame we used and our result, as a starting point for the rest of
the paper.
2. Theoretical frame
Let us consider the solutions of the equation
det
(
λI − A(α) − eλrB(α))= 0,
where I is the n-dimensional unity matrix. These are the eigenvalues of the infinitesimal gener-
ator of the linearized problem obtained from (1) (see [1,2]). Let us consider the hypothesis:
(H1) There is an open set U in the parameter plane such that for every α ∈ U , there is a pair
of complex conjugated simple eigenvalues λ1,2(α) = μ(α) ±iω(α), with the property that
there is α0 ∈ U such that λ1,2(α0) = ±iω(α0) = ±iω0, with ω0 > 0, and there is ε > 0
such that for every α ∈ U , μ(α) > −ε, while all other eigenvalues λ have Reλ < −ε.
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This is usually expressed by the hypothesis dμ
dα
(α0) = 0, but in our case it will be covered by
hypothesis (H2) below.
Let ϕ1(α), ϕ2(α)(= ϕ¯1(α)) ∈ C([−r,0],Rn) be the two eigenvectors corresponding to λ1(α)
respectively λ2(α) (these are simple eigenvalues). Let also M{λ1,2(α)} be the space spanned by
ϕ1(α), ϕ2(α).
For the values of α ∈ U such that μ(α) > 0 there is a two-dimensional local invariant
manifold, the unstable manifold of the equilibrium point 0 (see [1,2,6]). For α0 there is a two-
dimensional local central manifold. In both cases the manifold is the graph of a differentiable
application wα defined on M{λ1,2(α)}. We denote the local invariant manifold by Wloc(α).
The restriction of Eq. (1) to the invariant manifold for the values of α mentioned above is
z˙(t) = λ1(α)z(t) + ψ1(α)(0)f
([
Sα(t)φ
]
(0),
[
Sα(t)φ
]
(−r),α), (2)
where ψ1(α) is a certain eigenvector of the adjoint problem [1,3].
If we take φ ∈ Wloc(α), then Sα(t)φ ∈ Wloc(α) and thus
Sα(t)φ(s) = z(t)ϕ1(s) + z¯(t)ϕ¯1(s) + wα
(
s, z(t), z¯(t)
)
. (3)
This implies that f ([Sα(t)φ](s), [Sα(t)φ](s − r),α) is a function of z, z¯ and it can be written
as a series of powers as
f
(
Sα(t)φ(s), Sα(t)φ(s − r),α
)= ∑
j+k2
1
j !k!Fjk(s,α)z
j z¯k. (4)
Then we can write ψ1(α)(0)f ([Sα(t)φ](0), [Sα(t)φ](−r),α) also as a function of z(t), z¯(t),
namely
ψ1(α)(0)f
([
Sα(t)φ
]
(0),
[
Sα(t)φ
]
(−r),α)= g(z(t), z¯(t), α), (5)
and
g
(
z(t), z¯(t), α
)= ∑
j+k2
1
j !k!gjk(α)z(t)
j z¯(t)k.
Equation (2) becomes
z˙(t) = λ1(α)z(t) +
∑
j+k2
1
j !k!gjk(α)z(t)
j z¯(t)k.
For this equation we can study Bautin bifurcation as in [4]. We consider the first and second
Lyapunov coefficients defined in [4], that are functions of gij . We remind that
l1(α0) = 12ω20
Re
(
ig20(α0)g11(α0) + ω0g21(α0)
)
, (6)
while l2(α0) is a much more complicated expression.
We also define
ν1 = μ(α)
ω(α)
, ν2 = l1(α),
and ν = (ν1, ν2). Let us consider the following hypothesis:
(H2) l1(α0) = 0, l2(α0) > 0, and the map (α1, α2) → (ν1, ν2) is regular at α0.
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Theorem. If (H1), (H2) are satisfied for Eq. (1), then at α0 a Bautin-type bifurcation takes place.
That is there is a neighborhood U1 of α0 in the α plane having a subset V ∗ (with α0 as a
limit point) with the property that for every α ∈ V ∗, the restriction of problem (1) to the unstable
manifold has two limit cycles (one interior to the other).
3. The scalar equation
Let us consider the equation
x′ = ax(t − r) + x2(t) + cx(t)x(t − r), (7)
with r = π2 . We will study the equation around the equilibrium solution x(t) = 0.
Define α = (a, c). The linear part of (7) is
x′ = ax(t − r). (8)
Let us consider the function
η(s) =
{−a, s = −r
0, s ∈ (−r,0]. (9)
We observe that, by defining
Lϕ =
0∫
−r
ϕ(s) dη(s),
and xt (s) = x(t + s) for s ∈ [−r,0], Eq. (8) may be written as
x′ = Lxt .
4. The eigenvalues
The characteristic equation is λ − ae−λr = 0, where λ = μ + iω and it is equivalent to the
system of two equations with unknows μ, ω:
μ − ae−μr cosωr = 0,
ω + ae−μr sinωr = 0.
These are equivalent with
ω = ±
√
a2e−2μr − μ2, (10)
cos
√
a2e−2μr − μ2r = μ
a
eμr . (11)
We see that at a0 = −1, r = π2 the pairs μ = 0, ω = ±1 are solutions of the above equations.
In order to study Eq. (11) we define y = μr , and obtain the new equation
cos
√
a2r2
e2y
− y2 = y
ar
ey, (12)
that accepts the solution y = 0 for a0 = −1.
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Proposition 1. There is a open neighborhood V−1 of a0 = −1 such that for every a ∈ V−1, there
is a pair of complex conjugated simple eigenvalues λ1,2(a) = μ(a) ±iω(a) such that for every
a ∈ V−1, μ(a) > − 18 , and all other eigenvalues λ have Reλ < − 18 .
Proof. We consider the function
G(a,y) = cos
√
a2r2
e2y
− y2 − y
ar
ey,
and we observe that G(−1,0) = 0 and
∂G
∂y
=
a2r2
e2y
+ y√
a2r2
e2y
− y2
sin
√
a2r2
e2y
− y2 − y + 1
ar
ey,
∂G
∂y
(−1,0) = π
2
+ 2
π
> 0.
The implicit functions theorem implies the existence of: differentiable a neighborhood W−1
of −1, a neighborhood W0 of 0 and an unique, function y :W−1 → W0 such that G(a,y(a)) = 0
for every a ∈ W−1, and y(−1) = 0.
Thus
μ(a) = 1
r
y(a), ω(a) = ±
√
a2
e2y(a)
− y(a)
2
r2
and we find the eigenvalues
λ1,2(a) = 1
r
y(a) ± i
√
a2
e2y(a)
− y(a)
2
r2
.
For a0 = −1, y(a0) = 0, we have
√
a2r2
e2y
− y2 = π2 . Let us denote by m a positive integer such
that
1
4 r
2
e2
π
m
−
(
π
m
)2
> 0, e
π
m <
4
3
.
There is a neighborhood of −1, Wm−1 ⊂ W−1 such that for a ∈ Wm−1, y(a) ∈ (− πm, πm). We
shall take V m−1 = (− 32 ,− 12 ) ∩ Wm−1. This implies√
1
4 r
2
e2
π
m
−
(
π
m
)2

√
a2r2
e2y(a)
− y(a)2 
√
9
4
r2e
2π
m = 3π
4
e
π
m < π
for a ∈ V m−1.
We consider the equation
a2r2
e2y
− y2 = 0
and denote by yr(a) its positive solution. We look for solutions of (11) only at the left of yr(a),
since only there the expression
√
a2r2
2y(a) − y(a)2 is real.e
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∂G
∂y
>
a2r2
e2y
+ y√
a2r2
e2y
− y2
sin
√
a2r2
e2y
− y2 − y + 1
ar
ey −y + 1
ar
ey > 0.
Thus, there are no other solutions at the right of 0, besides y(a), for a ∈ V m−1.
Now, for y ∈ (− π
m
,0), a ∈ V m−1,√
π2
16
−
(
π
m
)2

√
a2r2
e2y
− y2  3π
4
e
π
m < π.
We choose m = 16 and denote the neighborhood V 16−1 by V−1. Then, for a ∈ V−1,√
π2
16
−
(
π
16
)2
=
√
15π
16
 π
6
,
π
6

√
a2r2
e2y
− y2  π
and thus
∂G
∂y
(a, y) =
a2r2
e2y
+ y√
a2r2
e2y
− y2
sin
√
a2r2
e2y
− y2 − y + 1
ar
ey
> −y + 1
ar
ey
 2
− π16 + 1
3r
ey > 0.
Hence we have no solutions with μ− π16 r−1 = − π16 2π = − 18 besides μ(a) = 2π y(a).
To summarize, for each a ∈ V−1 we have the following:
– there is a pair of simple eigenvalues of (12), namely
λ1,2(a) = 2
π
y(a) ± i
√
a2
e2y(a)
− y(a)
2
r2
with y(a) defined above,
– μ(a) > − 18 ,
– all other eigenvalues λ have Reλ < − 18 ,
– for a0 = −1, λ1,2(a0) = ±i. 
It follows that the hypothesis (H1) is satisfied by our equation.
5. The eigenvectors at a0
The eigenvectors [2] corresponding to λ1,2(a0) are ϕ1(s) = eis , ϕ2(s) = e−is , s ∈ [−r,0], and
we denote by M{λ1,2(a0)} the eigenspace spanned by them.
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denote by M∗{λ1,2(a0)} the space spanned by {φ1, φ2} in C([0, r],Rn).
We define the bilinear form (χ(.), ϕ(.)) :M∗{λ1,2(a0)} × M{λ1,2(a0)} → C,
(
χ(.), ϕ(.)
)= χ¯ (0)ϕ(0) −
0∫
−r
θ∫
0
χ(ξ − θ)ψ(ξ) dξ dη(θ),
with η defined by (9).
Let the numbers eij be defined by eij = (φi(.), ϕj (.)). We find that the matrix E =
(eij )1i,j2 is
E =
[ 2+πi
2 0
0 2−πi2
]
.
The vectors ψ1,ψ2 given by(
ψ1
ψ2
)
= E−1
(
φ1
φ2
)
(13)
have the property (ψi, ϕj ) = δij .
By (13) ψ1(s) = 22+πi eis , s ∈ [0, r], and ψ1(0) = 2 2−πi4+π2 .
6. The Bautin-type bifurcation in the central manifold
We consider a0 = −1, when the dynamical system admits a two-dimensional local center
manifold, that we denote Wcloc(c). Everywhere below, the dependence of α = (a, c) becomes
dependence of c only.
Obviously, we have for every φ ∈ C([−r,0],R),
f
([
Sc(t)φ
]
(s),
[
Sc(t)φ
]
(s − r), c)= [Sc(t)φ](s)[Sc(t)φ](s)
+ c[Sc(t)φ](s)[Sc(t)φ](s − r). (14)
By writing wc(s, z(t), z¯(t)) as a series of powers of z and z¯,
wc(s, z, z¯) =
∑
j+k2
1
j !k!wjk(s, c)z
j z¯k, (15)
and inserting (15) and (3) in (14), we can obtain the coefficients Fjk of (4) (here depending
on (s, c)).
Since
f
(
Sc(t)φ(0), Sc(t)φ(−r), c
)
=
[
z(t)ϕ1(0) + z¯(t)ϕ¯1(0) + 12w20(0)z
2 + w11(0)zz¯ + 12w02(0)z¯
2 + · · ·
]
×
[
z(t)ϕ1(0) + z¯(t)ϕ¯1(0) + 12w20(0)z
2 + w11(0)zz¯ + 12w02(0)z¯
2 + · · ·
]
+ c
[
zϕ1(0) + z¯ϕ¯1(0) + 12w20(0)z
2 + w11(0)zz¯ + 12w02(0)z¯
2 + · · ·
]
×
[
zϕ1(−r) + z¯ϕ¯1(−r) + 1w20(−r)z2 + w11(−r)zz¯ + 1w02(−r)z¯2 + · · ·
]
,2 2
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F20 = 2(1 − ic),
F11 = 2,
F02 = 2(1 + ic).
By the definition of the function g, (5), and of the coefficients gjk ,
gjk = ψ1(0)Fjk = 2 2 − πi4 + π2 Fjk. (16)
Hence, by the above relations, g20, g11, g02 are determined.
Now we look for the second order terms in the series of powers defining wc, (15). Differential
equations for them are found from the relation [5,6]
∂
∂s
∑
j+k2
1
j !k!wjk(s, c)z
j z¯k
=
∑
j+k2
1
j !k!gjk(c)z
j z¯kϕ1(s) +
∑
j+k2
1
j !k! g¯jk(c)z¯
j zkϕ¯1(s)
+ ∂
∂t
∑
j+k2
1
j !k!wjk(s, c)z
j z¯k,
by equating the terms containing the same powers of z(t) and z¯(t). The conditions for the deter-
mination of the integration constants are obtained from [5,6]
d
dt
∑
j+k2
1
j !k!wjk(0, c)z
j z¯k +
∑
j+k2
1
j !k!gjk(c)z
j z¯kϕ1(0) +
∑
j+k2
1
j !k! g¯jk(c)z¯
j zkϕ2(0)
= −
∑
j+k2
1
j !k!wjk(−r, c)z
j z¯k +
∑
j+k2
1
j !k!Fjkz
j z¯k.
Thus, we find for w20(s, c),
w′20 = 2iw20(s, c) + g20(c)eis + g¯02(c)e−is ,
2w20(0, c)i + g20(c) + g¯02(c) = −w20(−r, c) + 2 − 2ic,
and by solving the equation we have
w20(s, c) = w20(0, c)e2is − 1
i
g20(c)
(
eis − e2is)− 1
3i
g¯02(c)
(
e−is − e2is),
w20(0, c) = 2(1 + 2i)15(4 + π2)
[(
4 − 3π2)+ 8c + i(8 − 4c + 3π2c)].
For w11(s, c),
w′11 = g11(c)eis + g¯11(c)e−is ,
w11(−r) = w11(0) + ig11(α)(i + 1) + ig¯11(α)(i − 1),
from where
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(
eis − 1)+ ig¯11(c)(e−is − 1),
w11(0) = 2π
2 − 4
4 + π2 + g11(c)(1 − i) + g¯11(c)(1 + i).
The relation w02 = w¯20 holds true.
6.1. The first Lyapunov coefficient
We are now able to calculate Fjk (and thus gjk) with j + k = 3.
We find
F30 = 3c
(
w20(−r) − w20(0)i
)+ 6w20(0), F03 = F¯30,
F21 = 2c
(
w11(−r) − iw11(0)
)+ 4w11(0) + c(w20(−r) + w20(0)i)+ 2w20(0),
F12 = F¯21,
while gjk are given by (16).
These allow us to calculate the first Lyapunov coefficient, (6):
l1(c) = 15(4 + π2)
[
(8 − 12π)c2 + (72 − 28π)c + 144 − 16π]. (17)
We impose the condition
l1(c) = 0 ⇔ (8 − 12π)c2 + (72 − 28π)c + 144 − 16π = 0.
The two solutions of this equations are
c1 = 18 − 7π +
√
36 + 212π + π2
2(3π − 2) ≈ 1.52799,
c2 = 18 − 7π −
√
36 + 212π + π2
2(3π − 2) ≈ −2.06554.
We thus found two values of the parameter c for which degenerate Hopf bifurcation takes
place.
6.2. The second Lyapunov coefficient
The second Lyapunov coefficient at the values c1, c2 of the parameter c has the form [4]
12l2(ci) = 1
ω0
Reg32 + 1
ω20
Im
[
g20g¯31 − g11(4g31 + 3g¯22) − 13g02(g40 + g¯13) − g30g12
]
+ 1
ω30
{
Re
[
g20
(
g¯11(3g12 − g¯30) + g02
(
g¯12 − 13g30
)
+ 1
3
g¯02g03
)
+ g11
(
g¯02
(
5
3
g¯30 + 3g12
)
+ 1
3
g02g¯03 − 4g11g30
)]
+ 3 Im(g20g11) Img21
}
+ 1
ω40
{
Im
[
g11g¯02
(
g¯220 − 3g¯20g11 − 4g211
)]
+ Im(g20g11)
[
3 Re(g20g11) − 2|g02|2
]}
,
where gij are evaluated at ci , i = 1 or i = 2.
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Hence, we have to calculate gjk(c1) for j + k = 4 and g32. In order to do this, we calcu-
late wjk , with j + k = 3. For w30, the equation is
w′30(s) = 3iw30(s) + g30eis + g¯03e−is + 3w20(s)g20 + 3w11(s)g¯02,
with the condition
w30(−r) = −3w30(0)i − 3w20(0)g20 − 3w11(0)g¯02 − g30 − g¯03
+ 3c1
(
w20(−r) − w20(0)i
)+ 6w20(0).
The values obtained after solving the above equations, are
w30(0) = .327626 − 5.115802i, w03(0) = w¯30(0),
w30(−r) = −14.190120 − 5.277852i, w03(−r) = w¯30(−r).
For w21, we have
w′21(s) = iw21 + g21eis + g¯12e−is + 2w20(s)g11 + w11(s)(g20 + 2g¯11) + w02(s)g¯20
and
w21(−r) + iw21(0) = −2w20(0)g11 − 2w11(0)g¯11 − w11(0)g20
− w02(0)g¯02 − g21 − g¯12 + F21. (18)
In this case, after solving the differential equation above, the second equation for obtaining
w21(−r) and w21(0) reads
w21(−r) + iw21(0) = F21 − F21 84 + π2 + 2g11e
−ir
−r∫
0
w20(τ )e
−iτ dτ
+ e−ir
[
(g20 + 2g¯11)
−r∫
0
w11(τ )e
−iτ dτ + g¯02
−r∫
0
w02(τ )e
−iτ dτ
]
.
(19)
The system (18), (19) is not determined. It is to be seen whether it is compatible or not.
We have to compare the right-hand sides of (18) and (19). We first notice that
g21 + g¯12 = 84 + π2 F21.
Then, we find by direct calculations that
I1 =
−r∫
0
w20(τ )e
−iτ dτ = w20(−r) + iw20(0) − irg20 + g¯02,
I2 =
−r∫
0
w11(τ )e
−iτ dτ = −w11(−r) − iw11(0) + irg11 − g¯11,
I3 =
−r∫
w02(τ )e
−iτ dτ = 1
3
[−w02(−r) + iw02(0) + irg02 − g¯20],0
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−2ig11I1 + 2w20(0)g11 = 0,
−i[g20 + 2g¯11]I2 + (2g¯11 + g20)w11(0) = 0,
−ig¯02I3 + w02(0)g¯02 = 0.
This leads to the conclusion that the right-hand sides of (18) and (19) are equal, and thus, the
system in w21(−r), w21(0) is compatible. We will then take w21(0) = 0 and it follows that
w21(−r) = −2w20(0)g11 − 2w11(0)g¯11 − w11(0)g20
− w02(0)g¯02 − g21 − g¯12 + F21.
Then w12(0) = 0 and w12(−r) = w¯21(−r).
We are now able to compute gjk , with j + k = 4.
Firstly we compute Fjk , with j + k = 4:
1
24
F40 = 13w30(0) +
1
4
w20(0)2 + c1
(
1
6
w30(−r) − 16 iw30(0) +
1
2
w20(0)
1
2
w20(−r)
)
,
1
6
F31 = c1
(
1
2
w21(−r) + 16w30(−r) +
1
6
iw30(0) + 12w20(0)w11(−r)
)
+ w11(0)12w20(0) +
1
3
w30(0) + w20(0)w11(0),
1
4
F22 = c1
[
1
2
w12(−r) + 12w21(−r) +
1
4
w20(0)w02(−r) + w11(0)w11(−r)
+ 1
4
w02(0)w20(−r)
]
+
[
1
2
w20(0)w02(0) + w11(0)w11(0)
]
.
We obtain, by using (16):
g40 = −70.452908 + 32.020324i, g04 = .804019 + 77.383894i,
g31 = −13.491939 − 6.450063i, g13 = 11.553771 + 9.494531i,
g22 = 4.485812 − 7.046298i.
The only gjk still to be computed in order to be able to evaluate l2(c1) is g32. Since
F32 = 6w22(0) + 4w31(0) + 6w20(0)w12(0) + 12w11(0)w21(0) + 2w02(0)w30(0)
+ c[3w22(−r) + 2w31(−r) + +3w20(0)w12(−r) + 6w11(0)w21(−r)
+ w02(0)w30(−r) + w30(0)w02(−r) + 6w21(0)w11(−r)
+ 3w12(0)w20(−r) + 2w31(0)i + 3w22(0)(−i)
]
,
we have to compute w22(0), w22(−r), w31(0), w31(−r).
The equations for w22(s) are
w′22 = g22eis + g¯22e−is + 2w20(s)g12 + 2w02(s)g¯12
+ 2w11(s)(g21 + g¯21) + w30(s)g02 + w03(s)g¯02
+ w21(s)(4g11 + g¯20) + w12(s)(g20 + 4g¯11),
and
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(
2w20(0)g12 + 2w11(0)g¯21 + 2w11(0)g21 + 2w02(0)g¯12
+ w30(0)g02 + 4w21(0)g11 + w21(0)g¯20 + w12(0)g20
+ 4w12(0)g¯11 + w03(0)g¯02 + g22 + g¯22
)
+ 4w12(0) + 4w21(0) + 2w20(0)w02(0) + 4w11(0)w11(0)
+ c[2w12(−r) + 2w21(−r) + 2(−i)w12(0) + 2iw21(0)
+ w20(0)w02(−r) + 4w11(0)w11(−r) + w02(0)w20(−r)
]
,
while those for w31(s) are
w′31 = 2w31i + g31eis + g¯13e−is + 3w20(s)g21 + w11(s)g30
+ 3w11(s)g¯12 + w02(s)g¯03 + 3w30(s)g11
+ 3w21(s)g20 + 3w21(s)g¯11 + 3w12(s)g¯02,
and
2w31(0)i + w31(−r) = −
(
3w20(0)g21(α) + 3w11(0)g¯12(α) + w11(0)g30(α)
+ w02(0)g¯03 + 3w30(0)g11 + 3w21(0)g20
+ 3w21(0)g¯11 + 3w12(0)g¯02 + g31 + 3g¯13
)
+ c[3w21(−r) + w30(−r) − 3iw21(0) + iw30(0)
+ 3w20(0)w11(−r) + 3w11(0)w20(−r)
]
+ [6w21(0) + 2w30(0) + 6w20(0)w11(0)].
After computations
w22(−r) = 4.864870928,
w22(0) = −43.85187247,
w31(−r) = −6.41714235 − 18.89415271i,
w31(0) = 17.94690049 + 2.001612024i.
For g32 we found the value
g32 = 28.68605342 + 128.6141166i.
Now we can compute l2(c1). We find
l2(c1) = 13.08553919.
Hence l2(c1) > 0. We are now able to assert and prove
Proposition 2. Hypothesis (H2) is satisfied by Eq. (7).
Proof. The only part of hypothesis (H2) that still has to be checked, is that the map (a, c) →
(ν1, ν2) is regular at (−1, c1), where ν1 = μ(a)ω(a) , ν2 = l1(a, c). We have
∂(ν1, ν2)
∂(a, c)
=
(
(
μ(a)
ω(a)
)′ 0
∂ ∂
)
.∂a
l1(a, c) ∂c l1(a, c)
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ω(a)
)′|a=−1 = μ′(a)ω(a)−μ(a)ω′(a)ω2(a) |a=−1 = μ
′(−1)
ω(−1) = μ′(−1). By taking the derivative
of the equation for μ, (11), with respect to a, and by evaluating the result in a = −1, we find
μ′(−1) = 0.
The form of l1, and the fact that the equation l1(−1, c) = 0 has two distinct solutions show
that ∂
∂c
l1(−1, c1) = 0.
It follows that ∂(ν1,ν2)
∂(a,c)
|(−1,c1) = 0, hence the conclusion. 
Since all the hypotheses of the theorem presented in Introduction are satisfied, we may for-
mulate the following result.
Proposition 3. Equation (7) presents a Bautin-type bifurcation at (a0, c0) = (−1, c1).
Following the same path as for l2(c1), we find l2(c2) < 0. In this situation, as is shown in [4],
the two limit cycles (one interior to the other) that should appear by the Bautin bifurcation for
Eq. (2), exist for some zone of the quadrant ν1 < 0, ν2 > 0. But ν1 < 0 ⇔ μ(a, c) < 0, and
we have no theorem to assert the existence of a bi-dimensional invariant (stable) manifold that
is tangent to M{λ1,2(α)}. That is why the restriction l2(α) > 0 is among the hypotheses of our
theorem.
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