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Introduction
Contexte
L'interopérabilité est une notion cruciale pour le développement de technolo-
gies dans l'informatique moderne. Elle rend son accès transparent et universel pour
tous les utilisateurs, et ce sans prise en compte des moyens utilisés pour accéder
à la technologie. L'informatique moderne se déﬁnit comme une panoplie de logi-
ciels couvrant des applications extrêmement variées, qui communiquent localement
et à distance avec un ensemble hétérogène de matériels informatiques. L'interopé-
rabilité ne concerne ainsi que le comportement externe de chaque système et non
ses mécanismes internes. Dans ce contexte, un logiciel est interopérable si ses inter-
faces de communications sont intégralement connues et normalisées, de manière à ce
qu'il puisse fonctionner sur l'ensemble des systèmes existants ou futurs, et ce sans
restriction d'accès ou de mise en ÷uvre.
L'utilisation de Machines Virtuelles est le moyen le plus répandu pour rendre
un logiciel interopérable avec les systèmes informatiques. Une Machine Vir-
tuelle déﬁnit une interface de communication unique et abstraite (virtuelle) entre
un logiciel et le système informatique, de telle sorte que ce même logiciel puisse
être déployé de manière transparente sur n'importe quel système disposant d'une
Machine Virtuelle. Le logiciel est dit portable : il n'est plus composé d'une suite
d'instructions dédiées à une machine précise, mais d'un langage universel (le by-
tecode) compris par un interpréteur intégré à la machine (la Machine Virtuelle).
Le rôle d'une Machine Virtuelle est donc de traduire un programme décrit par un
langage universel en un langage dédié à une machine spéciﬁque.
La déﬁnition d'un langage universel nécessite d'identiﬁer les propriétés com-
munes à tous les systèmes informatiques. Jusqu'à peu, un système informatique
conventionnel pouvait être déﬁni comme un matériel doté d'un processeur et d'un
système d'exploitation réalisant l'interface entre les propriétés d'un matériel d'exécu-
tion et d'un logiciel. Le comportement d'un programme est déﬁni par ses concepteurs
grâce à des langages impératifs de programmation qui décrivent les opérations à réa-
liser en termes de séquences d'instructions capables de modiﬁer l'état du programme.
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Lors de l'exécution de ce programme, la suite d'instructions impératives d'un pro-
gramme communique couche après couche dans le système jusqu'au processeur.
Tandis que la complexité et la forme générale des processeurs ont fortement
évolué au cours des années, la structure de base des processeurs n'a que peu changé.
Un processeur charge un ensemble d'instructions d'une application et les exécute
séquentiellement ; les données requises ou générées par le calcul de ces instructions
sont stockées depuis et vers une mémoire de stockage. Les performances en exécution
d'une application sont liées à la fréquence d'horloge du processeur et au nombre
d'instructions traitées à chaque coup d'horloge, de tel sorte qu'une augmentation
continuelle de la fréquence d'horloge implique de meilleures performances
d'exécution sur les applications sans qu'aucune modiﬁcation ne soit nécessaire
sur le programme. Puisque les principes d'une programmation impérative sont à la
fois familiers et directement intégrés dans l'architecture des microprocesseurs, un
langage universel peut suivre la logique d'une programmation impérative et la seule
abstraction d'un programme se situe sur le jeu d'instruction utilisé.
Cependant, les contraintes de dissipation thermique sur les processeurs usuels
plafonnent aujourd'hui leurs fréquences d'utilisation autour de 4 GHz. Ainsi, la pa-
rallélisation des instructions est devenue la nouvelle voie de développe-
ment pour accélérer le traitement des applications. En conséquence, on observe au-
jourd'hui un nombre croissant de processeurs dans les machines. Le modèle impératif
de programmation d'applications, parfaitement adapté à la description séquentielle
d'instructions, devient alors inadapté pour exprimer le parallélisme entre les instruc-
tions d'une application. Pour ces nouvelles architectures, la déﬁnition d'un langage
universel nécessite ainsi un nouveau paradigme de programmation capable
de prendre en compte l'accroissement du nombre de ressources de calculs
disponibles sur les machines.
Un nouveau mode de description des normes
L'interopérabilité est également cruciale dans la description des normes et parti-
culièrement celles du monde informatique. En eﬀet, comment organiser une norme
pour que l'interopérabilité visée soit à la fois le plus facilement accessible et le plus
viable possible ? Le groupe de travail MPEG répond à ce problème par la déﬁnition
d'une nouvelle norme de description d'application, la norme de Codage Vidéo Re-
conﬁgurable (MPEG Reconﬁgurable Video Coding ou RVC), faisant abstraction
de l'architecture des machines. Cette nouvelle norme est utilisée dans le cadre
MPEG pour la description d'applications fondées sur ses normes de codage vidéo.
La description des normes MPEG était auparavant uniquement textuelle, ce qui
soumettait souvent l'application de ses normes sur des plates-formes réelles à l'inter-
Table des matières 9
prétation du concepteur. Pour réduire les défauts d'interprétation mettant en défaut
l'interopérabilité, le consortium MPEG a décidé de joindre aux normes une des-
cription explicite de son application sous la forme d'un code de référence en C. Le
langage C étant un modèle impératif de programmation, ces logiciels de référence
se révèlent peu adaptés à des machines composées de nombreuses ressources de cal-
culs, comme les circuits logiques programmables et les architectures multi-c÷urs. La
norme MPEG RVC établit un nouveau modèle de description de logiciels de
référence à la fois adapté aux applications de traitement du signal et proche de sa
description textuelle. Ce modèle de description apporte ainsi une approche visuelle
de programmation par graphe de ﬂux de données où chaque opération re-
présente un sommet de graphe et où les arcs représentent le ﬂux de données entre
les opérations. La représentation du parallélisme sur les opérations devient alors
explicite et permet une abstraction de l'architecture d'exécution des plates-formes
ciblées.
De nombreux outils ont été par la suite développés pour transformer les logiciels
de référence abstraits fournis par MPEG RVC en des applications concrètes capables
de s'exécuter sur plates-formes réelles. Cependant, il n'existe aucune application
de cette modélisation abstraite dans le cadre d'une Machine Virtuelle.
Contributions
L'objectif des recherches eﬀectuées au cours de cette thèse est de déterminer dans
quelle mesure l'utilisation de graphes de ﬂux de données conforme à la norme MPEG
RVC peut répondre à la problématique actuelle de langage universel pour Machine
Virtuelle. Dans ce but, nous développons un nouveau langage universel pour
Machines Virtuelles, fondé sur les graphes de ﬂux de données et capable d'abstraire à
la fois les jeux d'instructions des machines et leurs architectures. Ce nouveau langage
nécessite la conception d'une nouvelle Machine Virtuelle, dite Machine Virtuelle
Universelle (MVU), capable de traduire et d'exécuter ce nouveau langage universel
sur un ensemble hétérogène de plates-formes.
Le contexte MPEG permet de déﬁnir une application directe de ce nouveau
type de MVU. En eﬀet, la norme MPEG RVC fournit un ensemble de logiciels de
référence pour les décodeurs vidéo, fondé sur le principe de description universelle
par graphe ﬂux de données. La MVU peut utiliser les applications MPEG RVC,
préalablement traduites en langage universel, pour pouvoir exécuter en l'état une
même description sur un large panel de machines. Par l'encapsulation de l'application
de décodeur à l'intérieur d'un ﬂux codé, une MVU devient alors un Décodeur
Universel (DU). Un DU a l'avantage de supprimer les incompatibilités qui peuvent
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exister entre un ﬂux codé et un décodeur intégré à une machine. Concrètement, un
décodeur dynamique signiﬁe également la ﬁn du développement et de l'installation de
décodeurs spéciﬁques aux machines, avec une simplicité et une transparence accrues
pour les utilisateurs de contenus. Elle permet ﬁnalement de diminuer l'obsolescence
des machines dédiées au décodage numérique (Smartphone, décodeur TNT, etc.)
Organisation de la thèse
Le développement d'une MVU nécessite de comprendre les concepts clefs des
Machines Virtuelles classiques . Nous présentons au chapitre 1 le principe des
Machines Virtuelles existantes, à savoir un modèle de représentation, de compilation
et d'exécution. Cette présentation permet d'identiﬁer leurs faiblesses et d'argumenter
sur l'intérêt qu'apporte l'utilisation d'un modèle de représentation par graphes
de ﬂux de données. Un graphe de ﬂux de données nécessite également une nouvelle
sémantique de programmation pour décrire ses opérations. Nous présentons
ainsi une nouvelle syntaxe de description de programme ﬂux de données appelée
CAL Actor Language (CAL). Nous établissons une liste des outils capables de
comprendre et d'interpréter le langage CAL, ce qui nous permet de conclure
sur ce chapitre qu'aucune Machine Virtuelle n'a réellement été développée
pour tirer parti de tous ses avantages.
Le chapitre 2 déﬁnit le cadre applicatif et normatif de la MVU. Nous
présentons les enjeux du groupe de normalisation MPEG RVC ainsi que ses dif-
férents composants. Nous décrivons également les applications actuellement dispo-
nibles dans MPEG RVC et nous introduisons ainsi notre première contribution : la
modélisation par graphe ﬂux de données d'un décodeur conforme à la norme
MPEG-4 partie 10, mieux connu sous le nom d'Advanced Video Coding (AVC) ou
H.264. Nous terminons enﬁn ce chapitre par une présentation du fonctionnement
du décodeur universel proposé.
Nous avons fait le choix de partir d'une Machine Virtuelle existante pour son
augmentation à la prise en charge de graphe de ﬂux de données. Ce choix est motivé
par le constat qu'une Machine Virtuelle existante dispose d'une large portabilité sur
les machines ; une portabilité équivalente sur la MVU serait impossible à atteindre
par le développement complet d'une nouvelle Machine Virtuelle spéciﬁque à la MVU.
Le chapitre 3 présente les contributions théoriques de cette thèse pour
l'adaptation des Machines Virtuelles existantes vers un support du mo-
dèle de programmation par graphe de ﬂux de données. La première phase
d'adaptation consiste à déﬁnir un langage universel, que nous nommons Représen-
tation Canonique et Minimale (RCM). La RCM se fonde à la fois sur l'archi-
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tecture abstraite des graphes ﬂux de données et à la fois sur le jeu d'instructions
abstrait des Machines Virtuelles. Nous proposons ensuite un ensemble de trans-
formation de la RCM pour rendre sa représentation conforme au modèle de
programmation des MV. La description explicite du parallélisme dans un graphe
ﬂux de données nécessite son adaptation selon le nombre de ressources disponibles
sur une machine donnée. Dans ce but, nous déﬁnissons un modèle d'adaptation pour
l'ordonnancement des opérations de la RCM d'une application sur un nombre
de processeur donné. Ces trois éléments déﬁnissent les quatre concepts clefs de la
MVU, à savoir une représentation, une adaptation, une compilation et une exécution.
Les deux dernières sections de ce chapitre présentent deux optimisations dédiées à
la RCM. La première optimisation est un nouveau modèle d'ordonnancement
hiérarchique pour améliorer les performances de la MVU sur des machines do-
tées d'un nombre réduit de ressources de calculs. La deuxième optimisation ajoute
la capacité de recompilation partielle à la MVU, aﬁn de réduire les temps de
compilation de la MVU lors du changement d'applications.
Dans le chapitre 4, nous appliquons nos contributions théoriques pour le déve-
loppement de la MVU sur une Machine Virtuelle existante. Il existe de
nombreuses Machines Virtuelles développées pour des langages et des besoins diﬀé-
rents. La première étape de développement de la MVU consiste donc à sélectionner
une Machine Virtuelle dont les caractéristiques sont proches des besoins de la
MVU. La deuxième phase de développement concerne la génération d'une RCM
adaptée au modèle de programmation de la Machine Virtuelle sélectionnée. Nous
développons ensuite le schéma architectural mis en ÷uvre pour le dévelop-
pement de la MVU. Nous intégrons ﬁnalement laMVU dans l'environnement
multimédia GPAC aﬁn de déﬁnir un nouveau décodeur universel, capable de re-
cevoir un ﬂux multimédia codé et de créer dynamiquement l'application appropriée
pour décoder ce ﬂux. Nous terminons ce chapitre par une analyse des perfor-
mances sur l'ensemble des outils développés dans cette thèse. Le résultat de cette
analyse montre que les applications de la MVU sont portables, performantes et
adaptées au traitement parallèle.
Le chapitre 5 conclut ces travaux en rappelant les principaux résultats. Enﬁn,
pour faire suite à ces travaux, nous proposons des perspectives de recherche qui
nous semblent importantes.
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Chapitre 1
Machine Virtuelle : vers la
parallélisation
Les ordinateurs modernes peuvent être considérés comme l'une des structures de
machine les plus complexes élaborées par l'homme. Ce niveau de complexité n'aurait
pu être atteint sans la division des tâches réalisées par ce système en un ensemble
de niveaux d'abstraction avec des interfaces bien déﬁnies. Un niveau d'abstraction
permet de séparer un système en couches de mise en ÷uvre (implementation layer),
masquant les détails bas-niveau d'un niveau d'abstraction et simpliﬁant ainsi la
conception de composants sur les couches de mise en ÷uvre supérieures.
Une Machine Virtuelle (MV) peut être considérée comme le logiciel déﬁnissant
la couche de mise en ÷uvre supérieure entre un ordinateur et les logiciels applicatifs.
Son but est de fournir une interface connue, unique et virtuelle sur tous les systèmes
informatiques aﬁn que le fonctionnement d'un logiciel ne soit pas dépendant de son
environnement d'exécution. Les caractéristiques de cette interface virtuelle sont pri-
mordiales pour obtenir un fonctionnement optimal entre un logiciel et l'ensemble
hétérogène d'environnement d'exécution disponible sur les ordinateurs. Ainsi, il de-
vient évident qu'une présentation sur l'architecture des MV nécessite également une
présentation sur l'architecture des ordinateurs au sens large du terme.
Les interfaces des MV actuelles ont cependant peu évolué depuis leurs créa-
tions [Gol74]. La parallélisation du traitement des applications imposée par les ar-
chitectures d'exécutions des machines actuelles apporte une nouvelle problématique
aux MV. Nous présentons dans ce chapitre une solution pour faire évoluer les MV
vers une nouvelle interface, fondée sur la description par graphe ﬂux de données et
donc adaptée au traitement parallèle d'applications.
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1.1 Machine Virtuelle : principes
Les MV actuelles sont le résultat de nombreux travaux investigués par les déve-
loppeurs de systèmes d'exploitation, de langages de programmation, de compilateurs
et de matériels informatiques. Bien que chaque MV possède des caractéristiques dif-
férentes selon la solution qu'elle apporte à un problème, le concept et la technologie
employée sont identiques d'une MV à une autre.
Il existe ainsi deux grandes familles de MV : les MV de systèmes et les MV de
processus [Cra06]. Les premières fournissent une plate-forme complète d'exécution
capable de supporter le fonctionnement des systèmes d'exploitation (SE). Les se-
condes sont, elles, spéciﬁquement conçues pour fonctionner sur un SE et exécuter
une unique application. Bien que les travaux eﬀectués pour cette thèse puissent être
bénéﬁques à ces deux familles de MV, nous limitons notre étude au point de vue
applicatif des MV, et donc aux MV de processus. Nous présentons ainsi dans cette
section les caractéristiques communes à toutes les MV de processus aﬁn d'identiﬁer
les propriétés de leurs interfaces qui limitent les possibilités de traitements parallèles
des applications.
1.1.1 Architecture d'une machine virtuelle
Pour comprendre ce qu'est une MV, il est nécessaire de décrire une Machine
au sens informatique. Une Machine se réfère à un système, logiciel et matériel, qui
exécute un processus. Une Machine se compose d'une architecture avec des interfaces
et des fonctionnalités qui lui sont propres.
Le processus décrit le comportement d'une partie ou de la totalité d'une appli-
cation sous la forme d'un code, composé de registres et d'instructions. Le but d'une
MV est d'isoler au maximum le code d'un processus de son contexte d'exécution
pour le généraliser à un grand nombre d'architecture. Nous illustrons une machine
d'exécution composée d'une architecture matérielle et d'un Système d'Exploitation
(ﬁgure 1.1).
Une machine s'organise en couches de mise en ÷uvre (implementation layer), le
Système d'Exploitation (SE) étant une couche logicielle primordiale d'une machine
informatique. Une couche de mise en ÷uvre permet de déﬁnir un niveau d'abstraction
commun à plusieurs architectures matérielles, en masquant les détails d'une mise en
÷uvre spéciﬁque. L'architecture externe du processeur (Instruction Set Architecture
ou ISA), initiée dans [ABB64], désigne la limite entre les couches matérielles et les
couches logicielles d'une machine. L'ISA comprend notamment un jeu d'instruc-
tions, un ensemble de registres, une organisation de mémoire, des entrées/sorties,
des modalités de support de processeurs multiples, etc.
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sur une pile mais seulement à partir et vers des registres. Les types de registres sont
généralement évalués depuis les instructions, e.g. le type i32 indique que le registre
stocke un entier.
%0 = load i32* @var // charge une variable globale
%1 = add i32 %0, 1 // ajoute 1 à var
store i32 %1, i32* @var // stocke dans une variable globale
Figure 1.9  Exemple d'instructions LLVM.
L'avantage d'une RTM par rapport aux architectures zero-address est que les
transferts entre registres sont plus eﬃcaces que les transferts depuis et vers une
pile d'exécution [Mye77]. Les piles d'exécution étant trop larges pour être contenues
sur le processeur, elles sont généralement embarquées dans la mémoire principale
de la machine. L'inconvénient des RTM provient de la relative complexité de mise
en ÷uvre de leurs MV [SM77]. Les processeurs ayant, en pratique, un nombre de
registres internes très limité, une MV intègre des techniques avancées d'allocation et
de gestion dynamique de registre, alors qu'une architecture zero-address se repose
uniquement sur le fonctionnement de sa pile d'exécution.
1.1.4 Limites des modèles traditionnels de programmation
Les MV déﬁnissent un environnement d'abstraction des architectures matérielles
et des SE, permettant à une application d'être exécutée de manière similaire sur
un ensemble hétérogène de plates-formes. L'exécution du bytecode suit aujourd'hui
encore les principes introduits par le P-Code, P-Code qui hérite lui-même des prin-
cipes de la programmation impérative et procédurale du Pascal. Ces modèles de
programmation étaient alors parfaitement adaptés à une exécution sur des machines
à processeur unique. Les processeurs subissaient des augmentations continuelles de
fréquence d'horloge et de nombreuses améliorations sur le parallélisme de leurs jeux
d'instructions, de telle manière que les applications s'exécutaient plus vite sur une
nouvelle génération de processeurs sans qu'aucune modiﬁcation ne soit nécessaire au
niveau de l'application.
Désormais, les machines favorisent les architectures multi-c÷urs aﬁn de gérer
au mieux les problèmes de puissance dissipée liés aux fréquences d'horloge des pro-
cesseurs. Les architectures matérielles actuelles (serveurs, systèmes informatique et
embarquées) sont aujourd'hui fondées sur des architectures à plusieurs processeurs ;
processeurs qui eux-mêmes se fondent sur des architectures où le nombre de c÷urs
est en constante augmentation. Elles ont un impact extrêmement important sur le
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mode d'exécution des applications. Le recours à un traitement parallèle de l'appli-
cation est maintenant incontournable pour en tirer parti.
Traitement parallèle d'une application par concurrence
Les MV contemporaines doivent donc être capables de s'adapter à la fois à des
ISA et des SE distincts, mais aussi à une exécution sur un nombre de processeurs
spéciﬁque. Ainsi, nous déﬁnissons le terme d'exécution scalable comme la capacité
d'une MV à s'adapter au nombre de processeurs d'une machine. Cette exécution
scalable doit tenir compte de l'existence dans un programme de plusieurs piles sé-
mantiques permettant une exécution séparée de ses tâches sur un nombre donné de
processeur. L'application doit alors pouvoir exposer un grand nombre de concurrence
pour ainsi moduler son traitement en fonction des ressources disponibles.
Il existe dans une application trois types de concurrence [SL05] :
 la concurrence disjointe : des tâches concurrentes qui ne communiquent et
n'interagissent pas entre elles,
 la concurrence compétitive : un ensemble de tâches concurrentes qui entrent en
compétition pour l'accès à certaines ressources partagées (e.g. un port d'en-
trées/sorties, zone mémoire),
 la concurrence coopérative : un ensemble de tâches concurrentes qui coopèrent
et qui échangent des données pour atteindre un objectif commun.
Les problèmes induits par la concurrence se manifestent dans les cas d'utilisation
compétitive et coopérative, i.e. lors d'interactions entre les processus.
Les premières approches de traitement parallèle sur les applications se fondent
sur une analyse automatique des modèles de programmation traditionnels pour en
extraire les parties pouvant s'exécuter en concurrence [BENP93]. Ces analyses ont
pour but de diviser l'ordre total d'une suite d'instructions en un ensemble d'entités
concurrentes et à ordre partiel. Chacune de ces entités peut alors travailler sur une
pile d'exécution isolée. Cependant, l'indéterminisme provoqué par l'exécution rend
extrêmement complexe la détection des accès partagés entre plusieurs entités [Lee06].
La capacité de détection de concurrence de ces analyses est au ﬁnal très limitée.
Il est communément admis qu'une véritable scalabilité d'exécution ne peut être
actuellement atteinte que par une description explicite de la concurrence dans une
application, faite par le développeur de l'application [Lee06].
La concurrence exprimée par threads
Les langages populaires de programmation pour MV HLL (e.g. JVM et CLR)
permettent d'exprimer la concurrence dans une application par l'utilisation de
threads [ISO00]. Les threads sont des processus indépendants d'un programme se
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leur utilisation ne simpliﬁe que partiellement la programmation de tâches concur-
rentes [Lea00]. Parmi ces solutions, la programmation par modèle ﬂux de données
oﬀre une abstraction simple, ﬁable et intuitive pour la modélisation de la concur-
rence, adaptée aux applications de traitement de signal.
1.2 La programmation dédiée ﬂux de données
Le principe ﬂux de données se réfère à la fois à un modèle de programma-
tion [LP95] et à une famille d'architectures de processeurs fondée sur ce mo-
dèle [AN90]. Nous nous intéressons dans cette section à la modélisation ﬂux de
données comme alternative aux threads de MV pour exprimer la concurrence de
tâches.
Un modèle ﬂux de données est une abstraction sur les tâches d'une application
réalisant un traitement de signal. Son application vise les systèmes dits réactifs, i.e.
qui réagissent continuellement à un ﬂux de données en entrée et qui produisent un
ﬂux de données de données en sorties. Ce domaine est large, il concerne notamment
les applications de ﬁltrage, de compression, de transmission et de prédiction de
données, de contrôle sur des systèmes continus, etc. [BB93]. Une modélisation ﬂux
de données permet à de telles applications d'être décomposées en une collection
d'opérations qui communiquent ensemble. Elles sont identiﬁables à l'aide de graphes
permettant une représentation visuelle du ﬂux de données passant aux travers de
ces opérations.
1.2.1 Représentation par graphe ﬂux de données
Un graphe ﬂux de données (ﬁgure 1.12) est la modélisation d'un programme ﬂux
de données où les sommets représentent les opérations à eﬀectuer et les arcs repré-
sentent les données qui circulent entre les opérations. Les données sont transportées
aux travers des arcs par des jetons (tokens), déﬁnies comme une donnée insécable.
Un graphe à ﬂux de données est un couple G = (V,E) où :
 V est l'ensemble des sommets (les opérations) du graphe,
 E ⊆ V × V est l'ensemble des arcs (les communications) reliant les sommets
du graphe.
Un arc est un couple e = (i, j), i est l'extrémité initiale de e et j est l'ex-
trémité ﬁnale de e. On note src(e) = i et dst(e) = j. L'ensemble des arcs
forme un ensemble partiellement ordonné sur les opérations qui reﬂète leurs dé-
pendances de données. L'ensemble des prédécesseurs d'un sommet j est déﬁnit
par pred(j) = {i ∈ V | (i, j) ∈ E}. Réciproquement, l'ensemble des successeurs d'un
sommet i est déﬁnit par succ(i) = {j ∈ V | (i, j) ∈ E}.









      	
 ﬂ 
 
   y = (a+ b)× (a− b)





























































































   
  ﬁ

























































































 /   
 
















    	








































28 Machine Virtuelle : vers la parallélisation
de communications sont unidirectionnels, de taille inﬁnie et de type First In First
Out (FIFO). Kahn démontre que le réseau de processus résultant, le Kahn Process
Network ou KPN, possède un comportement déterministe et que l'ordre d'exécution
des processus du réseau n'aura donc pas d'inﬂuence sur le résultat en sortie. Un
KPN peut ainsi être modélisé par des processus séquentiels qui écrivent et lisent
depuis et vers les canaux de communication.
Nous déﬁnissons ici la notation utilisée par Kahn [Kah74] pour décrire le com-
portement d'un KPN. Les FIFO d'un KPN transportent une séquence de jetons
déﬁnie comme X = [x1, x2, ...] où xi est un jeton. Une FIFO ne contenant aucun
jeton correspond à une séquence vide notée ⊥. Lorsqu'une séquence X précède une
séquence Y , par exemple X = [x1, x2] et Y = [x1, x2, x3], nous notons X v Y .
L'ensemble de séquences de jeton possible est noté S et Sp est l'ensemble des
p-uplet d'une séquence, en d'autres termes, [X1, X2, ..., Xp] ∈ Sp. Par exemple, S2
peut correspondre à s1 = [[x1, x2, x3],⊥] ou encore à s2 = [[x1], [x2]]. La longueur
d'une séquence est donnée par |X|. Similairement, la longueur d'un élément s ∈ Sp
est notée |s| = [|X1|, |X2|, ..., |Xp|]. Par exemple, |s1| = [3, 0] et |s2| = [1, 1].
Un processus au sens de Kahn à m entrées et n sorties est une fonction continue
et monotone :
F : Sm → Sn
La monotonie indique qu'une variation sur la taille d'une séquence de jetons en
son entrée ne provoque qu'une même variation de taille sur la séquence de sortie,
sans modiﬁcation sur les valeurs des jetons. C'est une propriété primordiale car elle
permet de garantir à un processus de produire une séquence de jetons sans attendre
la réception complète d'une séquence de jetons en entrées. Elle rend donc possible
le traitement ininterrompu d'un ﬂux de jetons sur des canaux de communication de
tailles ﬁnies (Boundedness of channels). Kahn démontre que le comportement global
du réseau est déduit du plus petit point ﬁxe des fonctions continues. Le plus petit
point ﬁxe d'une fonction monotone étant unique [Tar55], le réseau ne peut avoir
qu'un seul comportement possible.
Un KPN s'ordonnance par une écriture non-bloquante depuis une FIFO et une
lecture bloquante [KM77] vers les FIFO. Une écriture non-bloquante signiﬁe qu'un
processus ne doit pas être suspendu lors d'une écriture sur une FIFO de sortie pleine.
Une lecture bloquante signiﬁe qu'un processus doit être suspendu lorsqu'aucune don-
née n'est présente sur l'une de ses FIFO d'entrée. L'exécution d'un KPN nécessite
donc l'introduction d'un environnement de suspensions et de reprises de tâches, que
l'on peut aisément modéliser par des primitives de synchronisme de threads. L'uti-
lisation d'un modèle KPN supprime cependant l'indéterminisme que peut causer
l'utilisation directe de threads.
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Réseau d'acteurs
Dennis [Den74] étend les principes introduits par le KPN avec la notion d'acteur.
Un acteur est un processus particulier d'un KPN composé d'une fonction de tir et de
règles de tir (ﬁring rules). La composition d'acteurs dans un graphe ﬂux de données
forme un Dataﬂow Process Network (DPN). Son but est de supprimer l'utilisation
de l'environnement de suspension et de reprises de tâches propres au KPN, car il
induit généralement un surcoût important lié à la commutation répétée de contextes
entre processus.
Lee [LP95] déﬁnit un acteur ﬂux de données à m entrées et n sorties comme le
couple (f,R) où :
i - R ∈ Sm est un ensemble de m-uplets de jetons déﬁnissant les règles de tir,
ii - f : R → Sn est la fonction de tir qui associe une règle de tir à un n-uplet de
jetons en sortie.
Un acteur peut avoir N règles de tirs :
R = [R1,R2, ...,RN ].
Une fonction de tir peut être exécutée si et seulement si au moins une des règles
de tir est satisfaite. Une règle de tir Ri déﬁnit la consommation sur les entrées d'un
acteur comme un ensemble ﬁni de motifs (patterns) où chaque pattern est aﬀecté à
l'une des m entrées de l'acteur :
Ri = [Pi,1, Pi,2, ..., Pi,m] ∈ Sm.
Un pattern Pi,j déﬁnit une séquence acceptable de jetons sur une entrée j, elle
est satisfaite si et seulement si Pi,j v Xj. Si Pi,j = ⊥, le pattern d'une règle de
tir i est satisfait pour n'importe quelle séquence de jeton sur j. Si Pi,j = [∗], cette
séquence est satisfaite pour n'importe quelle séquence de jeton contenant au moins
un jeton. Une dernière déﬁnition précise que seule une règle de tir peut être valide
pour une séquence donnée en entrée :
∃!r ∈ R, ∀s ∈ Sm tel que r v s.
Un acteur ﬂux de données s'exécute par la vériﬁcation de l'ensemble de ses règles
de tirs, et par le tir des fonctions correspondantes lorsqu'une règle est valide. Contrai-
rement au KPN, un réseau d'acteurs ﬂux de données ne nécessite pas de lecture blo-
quante, un environnement de suspension et de reprise de tâches n'est donc plus une
nécessité pour son exécution. Cette propriété permet de réduire le nombre de threads
et de primitives de synchronisation nécessaires à l'exécution globale de l'application.
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1.2.3 Modèles de Calcul de graphe ﬂux de données
Cette section présente une taxonomie de modèles de calcul (Models of Compu-
tation ou MoC) permettant de modéliser diﬀérents types de comportement d'un
DPN.
Un acteur de DPN possède par défaut un comportement dynamique (Dynamic
Dataﬂow ou DDF), peu d'hypothèses peuvent être eﬀectuées sur l'ordre d'exécution
de l'ensemble des acteurs. Les règles de tirs de chaque acteur doivent alors être
testées aﬁn de déterminer un ordre d'exécution sur leurs fonctions de tir.
Les MoC permettent de restreindre le comportement dynamique des acteurs
par un ensemble de règles réduisant leurs expressivités, mais apportant plus
d'analysabilité sur le comportement général du DPN. Il est alors possible de réa-
liser une série d'optimisation sur l'exécution du DPN. La ﬁgure 1.13 illustre les









Figure 1.13  Comparaison de l'expressivité et de l'analysabilités des Modèles de
Calcul de graphe ﬂux de données.
Le modèle ﬂux de données synchrones (Synchronous DataFlow ou SDF) est le
modèle DPN le moins expressif mais il est aussi le plus populaire du fait de son
analysibilité. Il existe dans la littérature un grand nombre de MoC. Le lecteur peut se
référer à [LSV97] pour obtenir une étude exhaustive sur ces modèles. Nous présentons
ici les modèles généraux de MoC, qui nous serons utiles dans la suite de cette thèse.
Modèle ﬂux de données synchrones
Un acteur de modèle ﬂux de données synchrones (SDF) [LM87a,LM87b] est un
acteur qui ne contient qu'une seule règle d'exécution [LP95], valable pour toutes
les valeurs possibles des jetons en son entrée. Le nombre de jetons consommés et
produits à chaque tir de l'acteur est donc ﬁxe.
Ainsi, un graphe SDF peut se représenter par un 5-uplet G = (V,E, pi, χ, δ) où :
 V est l'ensemble des acteurs du graphe
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 
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 

  e  src(e)
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 
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Une représentation sous forme de hiérarchie PSDF permet à la couche supérieure
du graphe d'être conforme au modèle SDF, tandis que les sous-graphes inférieurs
possèdent des comportements localement synchrones (local synchrony) [BBM01].
Ces comportements localement synchrones permettent un ensemble d'hypothèses
sur le comportement de ces sous-graphes selon la valeur de leurs paramètres.
Une représentation d'application par PSDF est généralement complexe à mettre
en ÷uvre car elle nécessite d'identiﬁer de manière stricte diﬀérents comportements
sur les algorithmes. De ce fait, elle est plus couramment utilisée comme une repré-
sentation intermédiaire de MoC dans un DPN capable de modéliser dans un unique
graphe des comportements SDF, CSDF et BDF.
1.3 CAL Actor Language (CAL)
Un DPN représente les opérations d'un graphe à la manière de boites noires,
dont les seules parties visibles sont les connexions aux ports d'entrées/sorties des
acteurs. La description des acteurs doit cependant respecter les consignes ﬁxées par
le DPN et éventuellement d'un MoC, à savoir une ou plusieurs règles de tir, une
fonction de tir, des ports d'entrées/sorties, un état et des paramètres. L'ensemble
de ces éléments déﬁnit une syntaxe abstraite pour la conception d'acteurs appelée
programmation orientée acteur (actor-oriented design) [LLN09]. Il existe plusieurs
manières de déﬁnir cette syntaxe : par programmation graphique, par exemple fondée
sur le XML [DIHK+08], par langages généralistes de programmation objet utilisant
des APIs spéciﬁques, comme SystemC [IEE06] pour le C++ et Ptomely [BHLM02]
pour le Java, ou encore par langage orienté acteur, comme StreamIt [TKP02] et le
CAL Actor Langage (CAL) [BHLM02].
Parmi ces dernières solutions, le langage CAL a une sémantique simple et concise
dédiée exclusivement à la description de comportements DPN. Ce langage se fonde
sur le constat que, comparé aux langages de programmation généralistes, un langage
dédié à un domaine spéciﬁque (les Domain-Speciﬁc Languages ou DSL) oﬀre aux
utilisateurs une notation et une abstraction plus appropriées pour la modélisation
de systèmes [EJ01,EJ03b]. Ainsi, le langage CAL fut créé en 2003 aﬁn de remplacer
les descriptions Java d'acteurs dans l'environnement de développement Ptomely
II [Wer02].
CAL est donc un DSL pour la représentation DPN, et plus précisément pour la
description du comportement de ses acteurs à un haut niveau d'abstraction. Il vise
à accroître la portabilité et la réutilisation des descriptions d'acteurs en isolant les
spéciﬁcités liées à l'utilisation d'un langage spéciﬁque, d'une interface de program-
mation (Application Programming Interface ou API) ou encore d'une plate-forme de
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développement.
1.3.1 Principes et structures
Le langage d'acteur CAL est une représentation explicite des entités d'un acteur
DPN, ce langage possède donc une sémantique fondée sur la consommation/produc-
tion de données depuis/vers les ports, sur la représentation de règles de tir et sur le
changement d'état d'acteur. La ﬁgure 1.18 présente la syntaxe globale d'un acteur.
Cette syntaxe, sous une notation générique où l'élément ∗ désigne un ensemble pos-
siblement vide, ? représente un ou aucun élément et () les sémantiques du langage
concernées par ces éléments.
acteur ← actor nom (paramtres) ports ==> ports : prototype
(v ;)∗ variable d'états
a∗ actions
priority fsm structures de contrôles
end
Figure 1.18  Syntaxe globale d'un acteur CAL.
Le prototype d'un acteur (actor) décrit successivement le nom d'un acteur, sa
signature et optionnellement ses paramètres. Les paramètres d'un acteur sont des
constantes internes à l'acteur ﬁxées à l'instanciation par un graphe ﬂux de données.
La ﬁgure 1.19 est un exemple de prototype d'un acteur quant, possédant une entrée
I, une sortie O et un paramètre signed.
actor quant(bool signed) int I ==> int O :
Figure 1.19  Prototype d'un acteur CAL.
L'exécution d'un acteur s'eﬀectue selon une séquence d'étapes élémentaires ap-
pelées actions. Elles sont déﬁnies dans le corps de l'acteur. Les états d'un acteur
sont représentés par un ensemble de variables d'états et éventuellement d'un auto-
mate ﬁni (Finite State Machine ou FSM ) et de priorité (priority). Le corps d'un
acteur peut être vide ou contenir des déclarations de variables, des fonctions, des
procédures, des priorités et, au maximum, un automate ﬁni.
1.3.2 Déclaration des variables d'états
Les variables d'états d'un acteur peuvent déﬁnir soit des constantes soit des
variables de stockage d'un état de l'acteur. Elles sont obligatoirement typées. Dans
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ce but, CAL déﬁnit un ensemble de type : int et uint pour les entiers signés et non-
signés, bool pour les booléens, ﬂoat pour les nombres à virgule ﬂottante, string pour
les chaines de caractères et Llist pour les tableaux d'entiers. La ﬁgure 1.20 déﬁnit
la syntaxe de déclaration pour les variables d'états et la ﬁgure 1.21 représente trois
exemples de déclaration possibles.
v ← type nom ((=|:=) e)? déﬁnition d'une variable
e ← littéral expression
| op e opération unaire
| e op e opération binaire
| if (e) then e else e end condition
| [es (: for type name in e)? ] générateur de liste
es ← e (, e)∗ liste d'expressions
Figure 1.20  Syntaxe de déclaration de variables.
Les variables d'états sont uniquement assignées à des expressions (e). Une assi-
gnation par = indique que la variable est aﬀectée une fois pour toute à l'expression.
Elle déﬁnit donc une constante. A l'inverse, une assignation par := indique que cette
expression a un état initial, elle peut donc être ensuite utilisée pour stocker un état
de l'acteur. Le mot clef size est optionnel et déﬁnit une taille stricte sur des types
entiers.
// Constante
uint MAGIC_NUMBER = 0x1F8B;
// Variable d'état
uint(size =8) bits;
// Variable d'état dotée d'un état initial
uint num_bits := 0;
Figure 1.21  Exemple de déclaration de variables d'états.
Les expressions CAL (ﬁgure 1.20) sont sans eﬀet de bord ; i.e. une expression
ne peut ni modiﬁer une variable ni écrire en mémoire. Ce type d'expression est
à opposer aux langages de programmation impérative où les expressions sont ca-
pables d'incrémenter des pointeurs ou d'appeler une procédure changeant l'état du
programme.
La syntaxe des expressions inclut : la référence aux variables (possiblement in-
dexée en cas de liste), des opérations unaires et binaires, ainsi qu'une structure
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conditionnelle de type if/then/else. Un générateur de liste permet la création d'un
ensemble d'expressions par l'application d'une boucle de type for. La ﬁgure 1.22 est
un exemple d'initialisation de variable d'état BufferRbsp à un ensemble [0, 0, 0, 0].
List(type: uint , size =4) BufferRbsp := [0: for int s in 0 .. 3];
Figure 1.22  Déclaration d'une liste d'expressions.
1.3.3 Structure d'une action
Une action déﬁnit une fonction à appliquer sur un ﬂux d'entrée. Elle est donc
l'unique point d'entrée pour le tir de l'acteur. Durant le tir d'une action, une séquence
ﬁnie de jetons est consommée, une séquence ﬁnie de jetons est produite, l'état interne
de l'acteur peut être modiﬁé et la séquence de sortie peut alors être dépendante de
l'état courant. La ﬁgure 1.23 présente la syntaxe d'une action.
a ← (label :)? action entres ==> sorties signature
(guard es)? garde
(var v (, v)∗)? variables
(do s∗)? corps
end
Figure 1.23  Syntaxe d'un action.
La signature d'une action déﬁnit le nombre de jetons consommés et produits sur
les ports d'une action. Elle représente donc une règle de tir de l'acteur. Le corps
d'une action déﬁnit la fonction de tir à exécuter lorsque cette règle de tir est valide.
Lors de l'exécution d'une action, une variable est allouée à chaque port d'entrée
représentant la/les valeur(s) du/des jeton(s) consommé(s). Une variable est aﬀectée
à chaque port de sortie, représentant la/les valeur(s) à produire. Les ports concernés
sont identiﬁés par un nom déﬁni dans la signature de l'acteur.
s ← if (e) then s ∗ (else s∗)? end structure conditionnelle
| while (e) do s ∗ end boucle while
| nom([es])∗ := e; assignement
| (nom([es])∗ :=)? fonction(es); appel de fonction
Figure 1.24  Instructions d'action CAL.
La déclaration d'un port dans la signature d'entrée d'une action entraîne une
consommation de jetons et le stockage de sa valeur sur une variable. Inversement,
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la déclaration d'un port dans la signature de sortie d'une action entraîne une pro-
duction de jetons depuis la valeur d'une variable. La sémantique optionnelle repeat
permet d'étendre la consommation/production d'une action à plusieurs jetons de-
puis une liste de valeurs. Enﬁn, une action possède éventuellement un label pour
son identiﬁcation au sein de l'acteur. A titre d'exemple, la ﬁgure 1.25 décrit l'ac-
tion decim d'un acteur CAL. Cette action réalise une décimation d'ordre 2 par la
consommation de deux jetons sur l'entrée I et la production d'un unique jeton sur
la sortie O. CAL autorise un acteur à avoir de multiples actions permettant ainsi
l'expression de l'indéterminisme dans le comportement de l'acteur. Par ailleurs, une
action particulière nommée initialize permet de déﬁnir le comportement de l'acteur
à l'initialisation.
decim: action I :[u] repeat 2 ==> O: [u[0]] end
Figure 1.25  Description d'une action réalisant une décimation d'ordre 2 en RVC-
CAL.
Le corps déﬁnit le comportement d'une action par une série d'instructions. La
ﬁgure 1.24 déﬁnit la syntaxe de ces instructions. Une action peut appeler des procé-
dures ou des fonctions déﬁnies en dehors de l'action. Une fonction CAL est composée
de paramètres d'appel, de variables locales et d'une valeur de retour. La ﬁgure 1.26
est un exemple de fonction retournant le résultat de l'addition de ses paramètres a
et b.
function addition(int a, int b) --> int : a + b end
Figure 1.26  Déclaration d'une fonction réalisant l'addition entre le paramètre a
et b.
Une fonction est sans eﬀet de bord, i.e. qu'elle ne peut ni accéder à une variable
d'état ni la modiﬁer. Une procédure diﬀère d'une fonction par sa capacité d'exécution
avec des eﬀets de bord possibles sur l'état de l'acteur. Elle ne possède cependant pas
de valeur de retour.
1.3.4 Structure de contrôle sur les actions
Lors de l'exécution de l'acteur, une seule action peut être tirée à la fois. La
présence de multiples actions nécessite donc la mise en place de plusieurs mécanismes
de sélection :
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 Les gardes : sont des mécanismes de contrôle permettant l'exécution condi-
tionnelle d'une action, en fonction de l'état d'un acteur ou de la valeur d'un
jeton en entrée d'un port.
 Un automate ﬁni : permet de réguler l'évolution de l'état d'un acteur par une
série de transitions sur les actions.
 Priorités : visent à lever l'indéterminisme que peut provoquer deux règles de
tirs valides sur deux actions distinctes. L'action tirée est alors déterminée selon
son ordre de priorité.
CAL permet la description d'une application en utilisant diﬀérents niveaux d'abs-
traction (actions, guards, FSM, priorités et enﬁn graphes ﬂux de données). Chacune
de ces abstractions permet de modéliser un comportement précis sur l'enchainement
de fonctions de tir. Deux fonctions d'une application ayant une forte dépendance de
données ne doivent pas être décrites sous la forme de deux acteurs séparés, car cette
description induirait un grand nombre de connexions superﬂues dans le graphe. L'uti-
lisation d'un automate ﬁni permet de spéciﬁer un ordre séquentiel ou conditionnel
sur le déroulement des actions. La priorité est généralement utilisée pour modéliser
des comportements dépendant du temps et des conditionnements sur les actions.
La ﬁgure 1.27 est un exemple d'acteur réalisant une décimation d'ordre 2 par
l'utilisation d'un automate ﬁni. L'acteur est composé d'une entrée R et d'une sortie
R2. L'automate ﬁni impose l'action a0 à être exécutée lors du premier tir de l'acteur.
Le tir de l'action entre une consommation sur R. L'action a1 est ensuite exécutée
en un second tir. Elle réalise alors la copie de son entrée R sur la sortie R2.
actor Downsample () bool R ==> bool R2 :
a0: action R:[ r ] ==> end
a1: action R:[ r ] ==> R2:[ r ] end
schedule fsm s0:
s0 (a0) --> s1;
s1 (a1) --> s0;
end
end
Figure 1.27  Acteurs CAL réalisant une décimation d'ordre 2.
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1.3.5 Polymorphisme d'un acteur CAL
Le langage d'acteur CAL peut être utilisé pour la spéciﬁcation d'opérations dans
un DPN, ce qui inclut également les MoC présentés en section 1.2.3. En eﬀet, le
langage CAL est fondé sur la sémantique générale du DPN avec en plus la possibi-
lité d'exprimer l'indéterminisme, qui est un modèle très général. Le comportement
d'un acteur CAL peut également être catégorisé comme dépendant du temps (time-
dependent) ou non (time-independent). Un acteur time-independent est monotone
et déterministe, ce qui garantit qu'un acteur produit les même résultats peu importe
son environnement et ses périodes de tirs. Cet acteur peut ainsi être modélisé par
un KPN avec lecture bloquante. A l'inverse, un acteur time-dependent peut avoir un
comportement diﬀérent selon les temps d'arrivée des jetons, il est alors impossible
de décrire son comportement par un KPN.
Le langage CAL permet également de restreindre son expressivité pour la mo-
délisation d'acteur SDF, CSDF et au PSDF. Ces choix sont alors spéciﬁés par le
concepteur lors de la description de l'acteur. Par exemple, l'acteur en ﬁgure 1.27 est
un acteur qui a un sens dans le modèle CSDF ; l'exécution de l'acteur implique une
première phase d'exécution où l'action a0 consomme 1 jeton et une deuxième phase
d'exécution où l'action a1 consomme et produit 1 jeton.
1.4 Environnement de conception, d'analyse et de
compilation de modèles ﬂux de données
On trouve de nombreux outils dans les environnements de conception de sys-
tème de traitement de signal se fondant sur la programmation graphique par modèle
ﬂux de données. Nous citerons notamment les environnements de programmation
Khoros [RW91], Signal Processing Worksystem [BL91], DSP Station [WDVC+94] ;
MATLAB et son interface visuelle Simulink [SD97] étant l'environnement de concep-
tion le plus populaire. Une étude complète sur ces environnements de programmation
graphiques est disponible dans [Hil92]. Ces environnements fournissent un ensemble
complet d'outils, capable de concevoir, d'interpréter ou de compiler des représenta-
tions ﬂux de données. La compilation de ces modèles se réalise alors vers des langages
procéduraux standards comme le C ; vers du code assembleur pour des processeurs
de type DSP [PHLB95] ; ou vers des spéciﬁcations de mises en ÷uvre d'architecture
ﬂux de données sur silicium [DMCG+90].
Cependant, bien que ces environnements se revendiquent comme des variations de
sémantique pour la programmation ﬂux de données, ils n'ont que peu de concordance
avec une réelle sémantique de DPN [LP95]. Le modèle de programmation CAL est
Environnement de conception, d’analyse et de compilation de modèles ﬂux de
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XML Language-Independent Model (XLIM) [Xil07]. XLIM est un langage de type
XML pour une représentation générique de modèle impératif de programmation.
XLIM permet ainsi, à l'instar des compilateurs modernes, de simpliﬁer la trans-
formation de modèle ﬂux de données par l'utilisation d'un unique front-end (CAL
vers XLIM) [MFA01] vers plusieurs backends. OpenDF intègre un backend pour la
transformation d'une représentation XLIM vers une représentation HDL et Verilog
pour des plates-formes matérielles (OpenForge) [JMP+11]. Il intègre également un
backend développé dans le cadre du projet ACTORS 1 qui traduit une représen-
tation XLIM vers une représentation C pour des plates-formes logicielles et plus
particulièrement des plates-formes ARM [vP11].
Parallèlement à OpenDF, Cal2C [RWR+08] est un compilateur complet de pro-
gramme CAL vers une représentation SystemC [IEE06] dédiée aux plates-formes
logicielles. L'application de référence pour l'ensemble de ces générateurs est une des-
cription propriétaire du décodeur MPEG-4 Simple Proﬁle (SP) réalisée dans le cadre
du projet OpenDF [JMP+11,WRN09]. Par ailleurs, il existe d'autres outils de com-
pilation liés à l'environnement CAL, mais supportant une variante de ce langage
normalisé par MPEG dans MPEG RVC. Nous consacrerons le chapitre suivant à
cette norme et ces outils.
1.4.2 Analyse d'un programme CAL
Plusieurs outils d'analyse gravitent autour de l'environnement OpenDF. Ils sont
principalement développés dans le cadre du projet ACTORS pour l'analyse d'acteurs
CAL [Luc11] :
 Cal Static Analyzer (CSA) : un outil de classiﬁcation CAL dont le but est
de restreindre le comportement dynamique des acteurs par diﬀérents MoC.
 Cal Dynamic Analyzer(CDA) : un analyseur d'applications CAL qui injecte
des codes d'analyse dans les acteurs pour une analyse à l'exécution.
 ProﬁCal (PC) : un analyseur de données sur les jetons produits et consommés
pendant l'exécution d'une application CAL.
 CrossCal (CC) : un outil de métrique tirant parti de l'ensemble des outils
d'analyse du projet ACTORS. Il permet d'extraire les actions, les chemins
critiques et la taille des données échangées entre acteurs sur un programme
CAL.
 WeightCAL (WC) : un outil de gestion des temps d'exécution alloués à cha-
cune des actions d'un acteur en vue de son optimisation.
Un outil de codesign est également en cours d'élaboration dans le cadre de ce
projet permettant la modélisation d'interfaces de communication entre des mises en
1. Site oﬃciel du projet ACTORS : http ://www.actors-project.eu
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nouvelle couche de mise en ÷uvre qui rehausse l'ABI des MV. Nous la représentons
ﬁgure 1.30 et nous désignons cet ensemble commeMachine Virtuelle Universelle
(MVU). Dans une MVU, la représentation ﬂux de données d'une application est le
bytecode d'une application invitée. La première couche de MV conﬁgure le modèle
ﬂux de données pour que son exécution soit adaptée à la fois au nombre de c÷urs de
la machine et à la fois à la V-ISA de la MV. Cette application est ensuite exécutée
par une MV conventionnelle qui peut alors exécuter ce modèle selon ses capacités.
Cette nouvelle architecture possède de nombreux avantages qui n'existent ni dans
les MV actuelles ni dans les outils CAL :
 une scalabilité d'exécution : l'expression explicite de la concurrence dans un
modèle ﬂux de données permet d'adapter le traitement parallèle d'une appli-
cation sur un nombre théoriquement illimité de processeurs,
 une transparence d'exécution : une représentation ﬂux de données est unique
et ne contient aucune information d'architecture et de SE. Ces informations
sont ajoutées sur la plate-forme hôte durant la conﬁguration de modèle,
 une sécurité d'exécution : le modèle DPN est une manière simple et intuitive
pour garantir la suppression de l'indéterminisme que peut causer l'utilisation
de threads.
Un point important pour permettre de justiﬁer l'utilisation d'une MVU est d'en
trouver une application concrète. Dans le chapitre suivant, nous introduirons la
norme MPEG RVC dédiée à la représentation ﬂux de données. Cette norme est dotée
d'applications réelles où l'utilisation d'une MVU prend tout son sens. Le chapitre 3
présente les contributions théoriques nécessaires à la réalisation d'une MVU. Enﬁn,
le chapitre 4 applique ces contributions théoriques sur une MV concrète, permettant
de tester en pratique les gains obtenus par l'utilisation d'une MVU.
Chapitre 2
Un cadre normatif de modélisation
ﬂux de données : MPEG RVC
MPEG 1 Reconﬁgurable Video Coding (RVC), développée en 2005, établit un pre-
mier cadre normatif à la représentation des modèles ﬂux de données. Son objectif
est de fournir un formalisme de spéciﬁcation de normes MPEG de codage et dé-
codage vidéo, fondé sur les graphes ﬂux de données et sur un dérivé normalisé du
langage CAL : le langage RVC-CAL. Ce formalisme permet une représentation mas-
sivement parallèle des algorithmes de traitement qui composent un décodeur. Il est
donc adapté à une mise en ÷uvre sur des plates-formes aussi bien logicielles que
matérielles. Ce formalisme représente une première approche normative pour notre
problématique de MVU. En outre, de nombreuses applications dans le contexte du
décodage vidéo sont déjà opérationnelles.
Ce chapitre présente l'environnement de spéciﬁcation MPEG RVC. La section 2.1
introduit les fonctionnalités et les objectifs de cette norme pour la représentation
de décodeurs MPEG. La section 2.2 fait le point sur les applications actuellement
disponibles. Enﬁn, nous introduisons en section 2.3 l'intérêt de l'application d'une
MVU dans le contexte MPEG RVC.
2.1 Vers un nouveau processus de normalisation
ﬂux de données de décodeurs
Le consortium MPEG développe des normes de compression, de décompression,
de traitement et de codage de contenu vidéo et audio. Créé en 1988, il a produit
cette même année la norme MPEG-1 pour le codage vidéo, puis les normes MPEG-2
en 1994 et MPEG-4 en 1998 permettant des taux de compression plus élevés pour
1. Moving Picture Experts Group, groupe de travail de l'ISO et de la CEI
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des champs d'application plus larges. L'annexe A présente un bref historique du
processus de normalisation et les spéciﬁcités des normes vidéo. La multiplication des
normes de codage ainsi que leur complexité grandissante ont contribué à rendre leurs
descriptions textuelles relativement opaques pour les utilisateurs dans l'industrie. En
eﬀet, la mise en ÷uvre conforme de décodeurs à ces normes requiert des experts du
domaine MPEG et des temps de développement de plus en plus longs, freinant
l'adoption de nouvelles technologies normatives.
Dans le même temps, l'usage du multimédia a considérablement évolué. L'essor
de la communication numérique (e.g. la télévision numérique) et l'arrivée de nou-
veaux terminaux multimédia (e.g. le Smartphone) ont étendu les applications de
la représentation numérique de contenu multimédia. Le marché du multimédia est
devenu hautement concurrentiel et de nombreux acteurs développent leurs propres
technologies comme solutions alternatives à celle de MPEG. Par ailleurs, les termi-
naux multimédias doivent désormais supporter de nombreux formats de compression
et être capables de suivre les évolutions technologiques aﬁn de ne pas retomber trop
rapidement en obsolescence.
Conscient de ces nouveaux déﬁs, le groupe MPEG fait évoluer son approche de la
normalisation. Il s'agit tout d'abord du développement de normes de codage libres
de droit, capables de concurrencer des formats ouverts (e.g. Theora de Xiph.org ou
VP8 annoncé par Google). Cette évolution passe également par la réorganisation des
outils normalisés au sein des normes MPEG-1, 2 et 4 vers des normes MPEG-A (Mul-
tiMedia Application Formats), MPEG-B (Systems Technologies), MPEG-C (Video
Technologies), MPEG-D (MPEG Audio Technologies), MPEG-E (MultiMedia Midd-
leware), MPEG-H (High Eﬃciency Video Coding), MPEG-M (eXtensible Middle-
ware), MPEG-U (Rich Media User Interface), MPEG-V (Information Exchange with
Virtual Worlds). Ces dernières fournissent des solutions clé-en-main pour mieux ci-
bler les besoins des industriels. MPEG Reconﬁgurable Video Coding (RVC), norma-
lisée au sein de MPEG-B partie 4 [ISO09] et MPEG-C partie 4 [ISO08c], s'inscrit
dans cette nouvelle philosophie de normalisation.
2.1.1 La norme MPEG RVC : fonctionnalités
MPEG RVC, lancée en 2005, est un nouveau formalisme normatif de spéciﬁcation
de décodeurs vidéo. Son but est de déﬁnir un nouveau kit de composants logiciels
pour le développement, la mise en ÷uvre et l'adoption de solutions de codage vi-
déo favorisant la ﬂexibilité et la réutilisation [MAR10]. La ﬁgure 2.1 schématise
les objectifs de MPEG RVC. MPEG RVC vise à remplacer les actuels logiciels de
référence décrits en C ou HDL par des représentations abstraites (Abstract Decoder
Model ou ADM). Rappelons que les logiciels de référence ont été initialement ad-
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ADM dans MPEG RVC est donc une modélisation de décodeur de cette combinaison
par graphe de ﬂux de données. Les sommets représentent les algorithmes de décodage
et les arcs les dépendances de données entre les sommets. Les acteurs composant les
sommets de ce graphe sont des représentations conformes aux opérations d'un modèle
DPN. Ils représentent l'instanciation d'un outil de codage (les unités fonctionnelles
ou FU), sélectionné parmi une bibliothèque d'outils normalisés (Video Tool Library
ou VTL). Les avantages [MAR10] d'une représentation par ADM sont de quatre
ordres :
1. Programmation par langage dédié : Une programmation suivant un mo-
dèle ﬂux de données permet aux développeurs de codeurs/décodeurs de se
focaliser sur les algorithmes de compression plutôt que sur les détails de mise
en ÷uvre bas-niveau sur une plate-forme.
2. Granularité de parallélisme : La programmation par modèle ﬂux de don-
nées permet une exploitation aisée du parallélisme dans les programmes. Une
conﬁguration de décodeur dite abstraite met donc l'accent sur l'aspect trans-
formationnel de cette représentation. Son but est de fournir un grand nombre
d'informations sur les propriétés de l'application qui seront par la suite sélec-
tionnées en fonction de la plate-forme cible.
3. Réutilisation : Un grand nombre de technologies de codage est commun à
plusieurs normes. Ces technologies, bien que similaires, sont bien souvent re-
déﬁnies dans chaque standard. Par l'ajout au ﬁl de l'eau d'outils de codage
normalisé, MPEG RVC permet de simpliﬁer l'évolution d'une norme sans re-
prendre une normalisation dans son ensemble.
4. Modularité : L'intégration de nouveaux outils de codage plus eﬃcaces au
sein d'un décodeur est simpliﬁée par la forte encapsulation des outils de co-
dage d'une description. Une représentation sous la forme de diagramme ﬂux
de données permet aux conﬁgurations de décodeur d'être modulaires et de
favoriser la reconﬁguration par la simple modiﬁcation de la topologie de son
réseau.
Une spéciﬁcation qui prône la modularité, la convivialité, la concurrence et la
réutilisation est un bien meilleur point de départ à la fois pour accélérer l'adoption
et la normalisation de nouvelles technologies et pour faciliter le processus de déve-
loppement d'un décodeur. MPEG RVC fournit un ensemble de solutions clé-en-main
pour la mise en ÷uvre de décodeurs au sein de plates-formes favorisant le support
de multiples normes de codage, réduisant les temps de développement et facilitant
l'évolution des terminaux aux futures technologies.
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2.1.2 Structure de la norme MPEG RVC
D'un point de vue technique, MPEG RVC (ﬁgure 2.2) se présente sous la forme
d'une bibliothèque d'outils de codage, d'un langage de description de décodeur et du
langage de description de la syntaxe de ﬂux binaire (bitstream) (Bitstream Syntax
Description Language ou BSDL). Nous nous concentrons sur les aspects de cette
norme ayant trait à la modélisation par graphe ﬂux de donnée. Le langage de des-















Modèle de Décodeur Abstrait (ADM)
Configuration de décodeur
Figure 2.2  Structure de la norme MPEG RVC.
La bibliothèque d'outils de codage
La bibliothèque d'outils de codage, appelée Video Tool Library (VTL), est en
cours de normalisation dans le cadre de MPEG-C partie 4 [ISO08c]. Elle a pour but
de fournir un ensemble d'outils de codage vidéo, les FUs, normalisés par MPEG.
Une FU est spéciﬁée par une description textuelle normalisée (ﬁgure 2.1) et par
une description de référence en RVC-CAL, dont les spéciﬁcités sont données dans le
chapitre suivant. Une FU est identiﬁée dans la VTL par son nom. Le nom d'une FU
précise les fonctionnalités suivantes :
 Le rôle d'une FU spéciﬁe son utilité dans une conﬁguration de décodeur comme
outil de codage (Algo) ou comme outil de gestion (MGNT).
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 L'identiﬁant décrit l'action réalisée ou, dans le cas d'un outil de codage, le
nom de l'algorithme normalisé au sein de MPEG.
 Les informations de propriétés et de tailles sont optionnelles et présentent
des informations sur le type de données à traiter comme la luminance ou la
taille de bloc de données.
 Le standard, s'il existe, indique à quelle norme une FU se réfère.
 La version indique le nombre de révisions appliqué à cette FU.
FU Name Identiﬁe une FU selon la convention :
role_identifiant_proprits_taille_standard_version.
Description Description textuelle de la fonctionnalité d'une FU comprenant
éventuellement un algorithme décrivant l'opération à réaliser.
Cette description doit être succincte, une description plus précise du
comportement de cette FU étant donnée dans un code de référence RVC-CAL
en amendement de MPEG-C.
Proﬁles@levels Le ou les proﬁls et niveaux auxquels cette FU peut être appliquée.
Input/Ouput
Name Token
Nom de Fournit l'identiﬁant du type de données entrant et sortant de la FU.
l'entrée/sortie Cette identiﬁant se réfère à une liste de type donnée en tableau 3 de MPEG-C.
Parameter (optional)
Name Description Range
Identiﬁant Impact du paramètre sur le comportement d'une FU. Gamme de valeurs
du paramètre du paramètre.
TABLEAU 2.1  Description textuelle d'une FU dans MPEG-C partie 4.
A titre d'exemple, la FU nommée Algo_IDCT2D_ISOIEC_23002_1 repré-
sente la DCT inverse de la norme MPEG-4 part 2 Simple Proﬁle, normalisée au
sein de ISO/IEC FDIS 23002-2 [ISO08b]. Sa description dans MPEG-C est fournie
en tableau 2.2. Cette FU est composée d'une entrée X et d'une sortie Y , toutes deux
associés à un identiﬁant Block. Il indique que la transformation par DCT de cette
FU s'applique à un bloc de 8x8 pixels.
La mise en ÷uvre des FUs à partir des spéciﬁcations textuelles n'est pas nor-
mative. Les FUs peuvent être implantées sous forme logicielle, matérielle ou bien
sous forme de composant (boîte noire) pourvu qu'elles restent conformes aux spé-
ciﬁcations MPEG-C (e.g. même entrées/même sorties). La description des FUs sous
forme de logiciel de référence est écrite à l'aide du langage d'acteur RVC-CAL.
Le langage de référence RVC-CAL
Le langage d'acteur RVC-CAL est normalisé en annexe D de la norme MPEG-
B partie 4 [ISO09], comme sous-ensemble du langage CAL. Il est utilisé comme
langage de référence dans MPEG RVC pour la description de FUs normalisées.
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FU Name Algo_IDCT2D_ISOIEC_23002_1
Description This module computes the 8x8 Inverse Discrete Cosine Transform (IDCT) deﬁned as










with u, v, x, y = 0, 1, 2, ..., N − 1
where x, y are spatial coordinates in the sample domain
u, v are coordinates in the transform domain
C(u), C(V ) = 1√
2
for u, v = 0
otherwise it inputs a list of 64 coeﬃcients and outputs a list of 64 decoded coeﬃcients.










TABLEAU 2.2  Description textuelle de la DCT inverse dans MPEG-C partie 4.
La restriction de RVC-CAL à une sous-partie de CAL vise à l'optimisation des
mises en ÷uvre ﬂux de données. Il faut que RVC-CAL conserve le haut niveau
d'abstraction propre au langage CAL. RVC-CAL réduit cependant l'expressivité sur
les types, les opérateurs et sur les fonctionnalités non-exploitables sur plates-formes
matérielles. Le typage RVC-CAL est limité aux types primitifs (bool, int, uint) et
étendus (List, String). Chaque taille de type doit être déﬁnie par une valeur size.
Chaque liste indique la taille de ces éléments ainsi que le nombre d'éléments qu'elle
contient. Une représentation RVC-CAL garantit donc une génération de codes ayant





int(size =16) Width , int(size =16) Size)
end
Figure 2.3  Procédure native pour l'aﬃchage d'image en RVC-CAL.
RVC-CAL dispose de fonctionnalités en cours de normalisation dans MPEG-B
partie 4, destinées à faciliter la description de FU. Ces extensions sont les suivantes :
1. Les packages : peuvent être optionnellement associés à la déclaration d'un
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acteur pour sa déﬁnition dans un ensemble structuré d'acteurs. Les packages
sont utilisés dans MPEG RVC pour désigner une liste de proﬁls de décodeur
auxquels une FU peut être appliquée.
2. Les procédures natives : permettent l'interaction de programmes générés de-
puis un modèle RVC-CAL avec d'autres programmes. Ce sont des interfaces de
programmation (Application Programming Interfaces ou APIs) fournies sous
la forme d'un ensemble de procédures RVC-CAL sans eﬀet de bords qui com-
muniquent avec des bibliothèques logicielles ou matérielles. Ces procédures
sont généralement utilisées lors de la lecture de ﬁchier ou lors de l'aﬃchage
d'une image. La ﬁgure 2.3 est un exemple de procédure native pour l'aﬃchage
d'une image de largeur Width et de taille Size sous la forme luminance (Y )
et chrominance (U, V ).
3. Les Units : sont une collection de fonctions RVC-CAL sans eﬀet de bords
utilisée au travers de plusieurs FUs. Leur importation se réalise en début de
code source, à la manière des imports en Java, pour être ensuite utilisée dans
les actions d'un acteur.
package MPEG.Common;
import std.util.Math .*;
actor Algo_Add(int(size =10) Min , int(size =10) Max)
int(size =9) X, int(size =9) Y ==> int(size =10) Z :
action X:[x], Y:[y] ==>
Z:[ clip_i32(x+y , Min , Max)]
end
end
Figure 2.4  Acteur Algo_Add normalisé dans MPEG-C.
La ﬁgure 2.4 représente le code source RVC-CAL de l'acteur Algo_Add nor-
malisé dans MPEG-C. Il est composé successivement de sa déclaration dans un
package (MPEG.Common), d'un import d'une collection de Units (std.util.Math.* )
et du prototype de l'acteur avec ses entrées, sorties et paramètres typés. L'acteur
Algo_Add est composé d'une action réalisant l'ajout de x et de y provenant de ses
entrées X et Y vers sa sortie Z. Cette addition est écrêtée sur une échelle de valeurs
Min et Max par l'appel de la fonction clip_i32. Cette fonction est déclarée dans
une unit du package std.util.Math.
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Description de décodeur
Un ADM représente une mise en ÷uvre d'un proﬁl de décodeur par l'instan-
ciation des FUs dans un graphe ﬂux de données. A un ADM correspond donc une
conﬁguration de décodeur de caractéristique proﬁl@level déﬁnie dans une norme
MPEG. L'interconnexion entre les diﬀérents outils de codage est représentée sous
la forme d'un graphe orienté par une FU Network Description (FND). Une FND
est une description en langage XDF (Xml Dataﬂow Format), normalisé en annexe
A de la norme MPEG-B partie 4 [ISO09]. Elle forme un réseau de descriptions de
ports d'entrées / sorties de FU, et des connexions entre ces ports. Le réseau peut
également disposer de ports d'entrées / sorties pour être connecté au sein d'autres








Figure 2.5  Conﬁguration de décodeur RVC.
La ﬁgure 2.5 est une représentation d'une conﬁguration de décodeur selon les
principes déﬁnis par la norme MPEG-B partie 4. La représentation équivalente de
ce réseau sous forme XDF est fournie dans le tableau 2.3. Une conﬁguration de dé-
codeur est un graphe orienté où les sommets sont des instances d'acteurs (Instance)
sélectionnées parmi une liste de FU (Class). Une instance est déﬁnie par son attribut
id et un acteur par son attribut name selon les spéciﬁcations de MPEG-C partie
4 [ISO08c]. Une instance peut optionnellement assigner les paramètres d'une FU.
Une FND déﬁnit trois types d'arc de connexion : entre (1) instances (Connec-
tion), (2) une entrée de décodeur et une entrée de FU (input), (3) une sortie de
FU et une sortie de décodeur (output). La source (src-port) et la destination (dst-









Connections <Connection src="FU A" src -port="B" dst="FU B" dst -port="D"/>
<Connection src="FU A" src -port="C" dst="FU B" dst -port="E"/>
Entrée <input src="FU A" src -port="A"/>
Sortie <output src="FU B" src -port="F"/>
TABLEAU 2.3  Description XDF d'une conﬁguration.
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La norme MPEG-B partie 4 n'impose pas l'utilisation de FUs normalisées dans
MPEG-C partie 4. Des FUs non-normatives, dites propriétaires, peuvent être inté-
grées à une description MPEG-B partie 4, dès lors que leurs principes d'exécution
restent conformes aux principes d'un acteur ﬂux de données (encapsulation de don-
nées, règles de tirs). La ﬁgure 2.6 est un exemple d'utilisation de conﬁguration de
décodeur selon les principes établis par MPEG-B partie 4. Le décodeur de type 1 est
à la fois conforme à MPEG-B partie 4 et à MPEG-C partie 4 par l'utilisation de FUs
provenant uniquement de la VTL normalisée dans MPEG-C partie 4. Les décodeurs































Figure 2.6  Exemple d'utilisation de la norme MPEG-B.
2.2 Les solutions technologiques de MPEG RVC
La norme MPEG RVC permet de déﬁnir une nouvelle approche graduelle de
normalisation au gré des normalisations des nouveaux outils dans la norme MPEG-
C partie 4. Nous illustrons cette évolution de la norme en ﬁgure 2.7. Cette ﬁgure
permet également de placer les étapes de contribution de cette thèse.
Un point important du langage RVC-CAL est que son paradigme correspond à un
sous-ensemble de MPEG RVC. Les outils présentés section 1.4 sont donc également
compatibles avec une représentation de décodeur conforme à la norme MPEG-B
partie 4. Par l'utilisation de ces outils, une description RVC de décodeur peut être
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distribuées sous licence libre 3.
2.2.1 L'environnement de développement Open RVC-CAL
Compiler
L'environnement de développement Open RVC-CAL Compiler (Orcc) est un En-
vironnement de Développement Intégré(IDE) pour la création, l'édition, la transfor-
mation, l'analyse et le débogage d'ADM. Il regroupe un éditeur de réseau XDF fondé
sur Graphiti 4, un éditeur d'acteurs RVC-CAL fondé sur XText [EV06], ainsi qu'un
compilateur et des outils d'analyse pour les ADM.
Le compilateur intégré à Orcc fut créé à la suite des travaux réalisés sur le
compilateur Cal2C [RWR+08]. Orcc étend les concepts développés dans CAL2C
pour créer un environnement de compilation dédié à MPEG RVC et à son langage
RVC-CAL, vers des représentations logicielles (Java, C++, C) et matérielles (VHDL,
















Figure 2.8  Infrastructure du compilateur d'Orcc.
Le compilateur de l'environnement de développement Orcc se construit autour
d'une RI spéciﬁque au langage RVC-CAL. La ﬁgure 2.8 illustre les back-ends dispo-
nible dans Orcc. Contrairement à OpenDF et à sa RI XLIM, la RI utilisée dans Orcc
est conservatrice en termes de structure et de sémantique sur l'acteur RVC-CAL ori-
ginel. Cette RI conserve donc une structure sous forme d'actions et de contrôle sur
les actions. Le corps des actions est cependant décomposé sous forme d'instructions
load et store et sous forme Static Single Assignement (SSA), facilitant la transfor-
mation vers d'autres langages [RWZ88]. Les choix de conception de cette RI sont
discutés dans [Wip10]. Un backend XLIM permet également la génération d'une RI
XLIM à partir de la RI d'Orcc aﬁn d'être compatible avec les outils OpenForge et
XLIM2C.
Orcc est en outre complété d'un interpréteur de RI permettant la simulation
et le débogage d'ADM RVC. Cet interpréteur constitue la base des méthodes de
3. Ces applications sont disponibles à l'adresse : http ://orc-apps.sourceforge.net/
4. Plus d'information sur le projet graphiti sont disponibles sur le site : http ://graphiti-
editor.sf.net








Figure 2.9  Classiﬁcation d'acteurs pour leurs transformations.
classiﬁcation d'acteurs RVC-CAL présentées dans [WR10]. Ces méthodes de classi-
ﬁcation (ﬁgure 2.9) restreignent les modèles d'exécution des acteurs RVC-CAL dans
les MoCs présentés en chapitre 1. La classiﬁcation permet la sélection de méthodes
d'optimisations et de transformations spéciﬁques à un modèle donné selon le com-
portement d'un acteur classiﬁé et la génération de code cible [WR10].
2.2.2 MPEG-4 Partie 2 Simple Proﬁle
Les FUs normalisées dans MPEG-C partie 4 provenant de la norme MPEG-4
partie 2 Simple Proﬁle ont permis la création de trois conﬁgurations distinctes. La
première est une mise en ÷uvre de référence normalisée par MPEG et n'utilisant
donc que des FUs normalisées dans MPEG-C partie 4. Les deux autres conﬁgurations
sont des mises en ÷uvres propriétaires : l'une réalisée par Xilinx et optimisée pour
une génération matérielle de code, l'autre réalisée dans le cadre du projet ACTORS 5
et optimisée pour une génération logicielle de code.
La conﬁguration développée par Xilinx a été créée aﬁn de prouver l'intérêt d'une
modélisation RVC-CAL alliée à une génération de code OpenForge [JMP+11]. Son
développement a été réalisé quatre fois plus rapidement qu'un décodeur entièrement
écrit à la main en VHDL. Par ailleurs, le code synthétisé par OpenForge surpasse les
générateurs HDL commerciaux avec des performances en décodage 1,6 plus rapide
qu'une description Register Transfer Level (RTL) tout en occupant 20% moins de
taille de programme sur un FPGA.
La conﬁguration développée par Ericsson est une version optimisée de la conﬁ-
guration de référence MPEG. C'est une application de référence pour une synthèse
logicielle optimale par le générateur XLIM2C [vP10]. Les optimisations de cette ap-
plication concernent notamment le parallélisme de l'application par la séparation
5. Site du projet ACTORS : http ://www.actors-project.eu
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du décodage sur trois composantes (chrominance/luminance) et la réduction des
goulots d'étranglement sur les algorithmes de Cosinus Discret Inverse (IDCT). On
trouve des études exhaustives appliquées à ces conﬁgurations pour la synthèse logi-
cielle [RWR+08,WRN09] et matérielle [JMP+11,SSNR10,JMP+08,TMDM09], pour
l'application de techniques d'ordonnancement [BSL+08, BLL+11], pour une exécu-
tion en multi-c÷ur [GJB+09,BGS+09], d'analyse de régions statiques [GJRB11] ou
une génération partielle de son parseur depuis une représentation BSD [LDL+08].
















Figure 2.10  Schéma synoptique du décodeur MPEG-4 Simple Proﬁle.
La conﬁguration étudiée ici est la mise en ÷uvre de référence tirée de l'annexe B
de la norme MPEG-C partie 4 [ISO08c]. Nous divisons cette description en plusieurs
niveaux de hiérarchie, représentant chacune des fonctionnalités de ce décodeur. La
ﬁgure 2.10 est le sommet de cette hiérarchie. Cette vue est synoptique car elle re-
groupe un réseau d'acteurs en un seul acteur et un ensemble de données en une seule
représentation de port (MV , BTY PE, B et TEX). Chaque acteur de ce réseau re-
présente donc un autre réseau d'acteurs à un niveau de hiérarchie inférieur.
Le réseau parseur permet l'extraction des informations nécessaires au décodage
d'une séquence depuis un ﬂux binaire codé. Il réalise la lecture dans le ﬂux, le déco-
dage entropique et l'extraction des informations vers les acteurs texture decoder et
motion compensation. Le réseau décodage de texture permet de décoder les résidus
B d'une prédiction spatiale ou temporelle, déﬁnie selon les informations de BTY PE.
Le réseau compensation de mouvement permet la réalisation d'une prédiction tem-
porelle d'après un vecteur de mouvement MV issu du parseur et de l'erreur de
prédiction TEX issue du décodeur de texture.
L'information de BTY PE regroupe les jetons de données normalisées dans
MPEG-C partie 4 [ISO08c] sous le nom d'ACODED, ACPRED, MOTION ,
V OPMODE et QUANT . L'entrée de ce réseau est modélisée par l'entrée IN .
L'image résultant du processus de décodage est produite sur la sortie Y UV .
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Structure générale de la mise en ÷uvre
Le réseau CBP s'inspire des travaux eﬀectués sur les conﬁgurations de décodeur
MPEG-4 SP présentées dans la section précédente. Il est élaboré de manière à ex-
primer un maximum de parallélisme et de modularité entre les diﬀérentes tâches
du processus de décodage. La ﬁgure 2.14 représente le schéma synoptique de la vue
hiérarchique supérieure du réseau. Il comprend cinq blocs principaux représentant
des réseaux d'acteurs : un parseur, un décodeur de la luminance d'une image (Y ),
































Figure 2.14  Vue générale du décodeur MPEG-4 Advanced Video Coding.
Le réseau parseur possède un fonctionnement équivalent au parseur décrit dans
la section précédente. Il réalise la lecture dans le ﬂux par extraction d'unités Network
Abstraction Layer (NAL), le décodage entropique (CABAC ou CAVLC) et l'extrac-
tion des informations vers les acteurs de décodages des composantes couleurs. Les
fonctionnalités de chacune de ces fonctionnalités sont détaillées dans [WSBL03]. Les
informations transmises par le parseur sont regroupées en quatre catégories : les
coeﬃcients des résidus des composantes couleurs (COEFY , COEFCb , COEFCr), le
vecteur de compensation de mouvement (MV ), le mode de prédiction (PREDselect)
et le gestionnaire de contrôle de mémoire (MMCO).
Le décodage AVC d'une composante luminance/chrominance ne nécessite aucun
partage de données avec les autres composantes luminance/chrominance. Elles sont
donc séparées en trois réseaux d'acteurs distincts, aﬁn d'expliciter cette concurrence.
Chacun de ces réseaux possède une structure interne équivalente décomposée en trois
fonctionnalités : le réseau de prédiction spatiale et temporelle, le réseau de transfor-
mée inverse des coeﬃcients de résidu et le réseau de construction et de stockage des
images.
Le réseau de prédiction
La norme MPEG-4 partie 10 possède de nombreux modes de prédiction spa-
tiale ou temporelle selon le proﬁl utilisé. Dans le cas du proﬁl CBP, il existe deux






















Figure 2.15  Décodage des composantes luminance/chrominance.
modes de prédiction spatiale et un mode de prédiction temporelle : la prédiction spa-
tiale INTRA_4X4, la prédiction spatiale INTRA_16x16 et le mode de prédiction
temporelle INTER_P . Le passage à un proﬁl supérieur FREXT nécessite l'ajout
des modes de prédiction spatiale INTRA_8x8 et le mode de prédiction temporelle
INTER_B. Un point important du réseau de prédiction AVC est donc d'obte-


























Figure 2.16  Prédictions du décodeur MPEG-4 Advanced Video Coding.
La ﬁgure 2.16 illustre l'organisation de ces modes de prédiction. L'entrée
PREDselect agit comme un déclencheur sur les trois réseaux de prédiction
(INTRA_4X4, INTRA_16x16 et INTER_P ). L'acteur Mgnt_select_3 sélec-
tionne les données parmi l'une de ces entrées (X0, X1, X2) et les transmet sur
sa sortie X selon la valeur de Mb_Type. L'entrée RD transmet les valeurs de
pixels précédemment décodées d'une prédiction spatiale ou temporelle. Dans une
prédiction spatiale, ces valeurs permettent l'extrapolation des pixels du bloc courant,
de taille 4 × 4 pour une prédiction INTRA_4X4 et 16 × 16 pour une prédiction
INTRA_16X16, selon une direction et selon la valeur de pixel se trouvant sur les
bords du bloc courant. Dans une prédiction temporelle, elle transmet les valeurs des
pixels d'une région prise sur une image de référence.
Transformée inverse
La structure du réseau transformée inverse du résidu de prédiction AVC est simi-
laire au réseau de décodage de texture de MPEG-4 SP. Cependant, cette transformée
est ici exacte et s'applique sur des blocs de taille 4× 4. Le passage d'un proﬁl à un
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Complexité du décodeur et développement futur
Le développement du proﬁl CBP de la norme MPEG-4 partie 10 s'est déroulé
sur huit mois. Six mois ont suﬃ pour obtenir une première version fonctionnelle de
ce décodeur capable de décoder un grand nombre de séquence de validation MPEG.
Nous illustrons tableau 2.4 une comparaison entre la mise en ÷uvre de référence
de la norme MPEG-4 partie 2 SP et notre développement en ligne de code source
(Source Lines Of Code ou SLOC). Ces résultats montrent que le décodeur AVC est
deux fois plus complexe que la mise en ÷uvre de référence de MPEG-4 SP.
Acteurs Parseur Décodeur
SLOC SLOC
MPEG-4 SP 27 960 2900
MPEG-4 AVC 45 1980 3900
TABLEAU 2.4  Comparaison des mises en ÷uvre du décodeur MPEG-4 partie 2
SP et MPEG-4 partie 10 AVC en ligne de code source (SLOC).
Les travaux présentés ont par la suite été repris pour le développement du proﬁl
FRExt de la norme MPEG-4 partie 10. Ces travaux ont permis de valider ce réseau,
car peu de changement sont eﬀectuées sur sa topologie. Par ailleurs, plus 60% des
acteurs sont réutilisés entre ces deux conﬁguration. Les objectifs du développement
du proﬁl FRExt est, à plus long termes, de modéliser l'extension SVC de la norme
MPEG-4 partie 10 [SMW07] sur la base des travaux présentés.
2.3 Machine Virtuelle et MPEG RVC
La norme MPEG RVC répond aux besoins de MPEG en terme de normalisation
de décodeur et surtout aux exigences actuelles du marché du multimédia. Elle per-
met une implantation rapide de décodeur, conforme aux normes MPEG et adaptée à
un large éventail d'architectures. Pourtant, nous pouvons observer que la plupart des
outils disponibles dans MPEG RVC (cf. section 1.4 et section 2.2) se concentrent
uniquement sur l'analyse et la génération de code. Aucun travail n'existe réelle-
ment pour mettre en avant les fonctionnalités dynamiques d'un ADM dans MPEG
RVC. Les outils de synthèses permettent une génération de décodeur ﬁgée par le
concepteur de décodeur, perdant lors de cette transformation un grand nombre de
propriétés de l'ADM source et excluant toute possibilité de reconﬁguration.
MPEG-RVC n'exploite donc pas à l'heure actuelle de décodeur dynamique, illus-
tré en ﬁgure 2.19. Un décodeur dynamique permet la réception et la génération à la
volée d'un processus de décodage, en fonction d'une description de décodeur et d'un
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lequel il s'exécute. Un décodeur dynamique est donc capable de gérer n'importe quel
contenu vidéo dès que les instructions de décodage y sont associées. Cet environne-
ment permet au serveur d'adapter ses méthodes de compression selon le canal de
transmission et les propriétés du contenu, le récepteur ne nécessite ni mise à niveau
ni récupération à l'avance du décodeur à utiliser.
Les instructions OneCode exploitent une syntaxe dédiée à l'environnement One-
Codec, la Decoder Description Syntaxe (DDS) [PKB+09]. Elle représente un en-
semble de primitives bas-niveau indépendant de toute plate-forme pour la représen-
tation de décodeur. L'exécution d'instructions OneCode est impérative, à l'image
des langages de programmation traditionnels. Un processus de décodage en DDS
correspond à l'exécution séquentielle d'un ensemble de fonctions, chacune de ces
fonctions est la représentation atomique d'un processus de codage. La ﬁgure 2.21 est
la représentation d'une fonction sous forme DDS.
re turn type Function Name( input parameters )
{
Dec la ra t i on de v a r i a b l e s
Constantes
. . .
I n s t r u c t i o n s OneCode
. . .
r e turn parameter
}
Figure 2.21  Description d'une fonction en DDS.
L'utilisation du langage DDS, spéciﬁque à l'environnement OneCodec, implique
l'utilisation d'une MV dédiée. Un lecteur OneCodec incorpore le moteur d'exécution
Universal Video Decoder (UVD) [KPBR10] capable de conﬁgurer et reconﬁgurer un
décodeur à la volée. L'UVD fonctionne à la manière d'un interpréteur et transcrit
chaque instruction en DDS en instruction compréhensible par la plate-forme cible.
Cette phase d'interprétation de code implique des performances en exécution d'un
processus de décodage plus faible qu'une compilation et une exécution statique de
ce même processus [RBKF08]. Les applications actuellement disponibles dans l'en-
vironnement OneCodec sont une représentation sous forme OneCode de deux trans-
formations de macro-blocs 8x8, une DCT et une transformée de Haar [RBdFK08].
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2.3.2 Apport d'une Machine Virtuelle Universelle
L'environnement OneCodec possède plusieurs caractéristiques le rendant inadap-
tés pour supporter des descriptions MPEG RVC dans un contexte dynamique :
 le choix de la transmission d'une description de décodeur sous forme d'instruc-
tions OneCode propriétaires exclut toute possibilité d'utilisation d'un langage
normalisé dans MPEG-B partie 4,
 la syntaxe DDS, proche de la sémantique du langage C, perd la notion de
granularité de parallélisme et d'outil de codage propre à la représentation ﬂux
de données,
 le DDS implique le développement d'une MV spéciﬁque, tâche coûteuse en
main-d'÷uvre et peu propice à remplacer les MV existantes,
 la perte de la notion d'outil de codage impose également la transmission d'une
description complète de décodeur à chaque ﬂux codé, ce qui induit inévitable-
ment un surcoût sur la taille globale de la vidéo à compresser.
Ce dernier point est primordial dans un environnement de transmission multi-
média où la taille des données à transmettre est un critère essentiel pour l'évaluation
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Figure 2.22  Support de VTL normative, propriétaire et hybride. [ISO09]
La première contribution de cette thèse est la déﬁnition d'une structure de déco-
deur dynamique fondé à la fois sur les principes de décodeur normalisé dans MPEG-B
partie 4 et sur les capacités d'un lecteur déﬁni dans l'environnement OneCodec. Un
décodeur dynamique compatible avec MPEG-B partie 4 doit :
1. conserver la séparation entre réseau de décodeur et outil de codage,
2. être modulaire pour permettre la création de décodeur composée d'outil de
codage normatif et/ou propriétaire (ﬁgure 2.22),
La composition dynamique de réseau de décodeur nécessite l'utilisation d'une
MV, associée à une prise en charge des modèles d'exécution de diagramme ﬂux de
données. La transformation d'une description RVC en un code exécutable par la
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machine cible se doit d'être légère et adaptée à l'unité d'exécution. Cette nouvelle
structure de décodeur dynamique compatible avec les descriptions RVC ouvre la
voie à de nouvelles fonctionnalités dans MPEG RVC. Le modèle d'exécution d'un
décodeur doit être choisi dynamiquement selon la plate-forme ciblée et les propriétés
d'une conﬁguration de décodeur. La notion d'outil de codage étant conservée jusqu'à
la plate-forme d'exécution, une reconﬁguration à la volée peut être appliquée sim-
plement par la détection de topologie dans le réseau d'un décodeur. Enﬁn, MPEG
RVC dispose de nombreuses applications pour valider l'ensemble de nos approches.
2.4 Conclusion
Nous avons présenté dans ce chapitre les éléments clés qui structurent la norme
MPEG RVC. Cette norme se fonde sur une représentation ﬂux de données de dé-
codeur normalisé dans MPEG pour pallier aux faiblesses des anciennes descriptions
C de leurs logiciels de référence. Cette représentation se divise en deux normes
distinctes : la norme MPEG-B partie 4 normalisant sa représentation et la norme
MPEG-C partie 4 normalisant ses outils de codage. Ces deux normes ajoutent les
notions d'abstraction d'architecture et de réutilisation d'outils, deux concepts fon-
damentaux dans le domaine de la représentation d'applications. Au commencement
de cette thèse, les seules conﬁgurations disponibles conformes à MPEG-B partie 4
sont des mises en ÷uvre de la norme MPEG-4 partie 2. L'une de nos contributions
est une nouvelle conﬁguration de décodeur conforme à la norme MPEG-4 partie 10.
Cette conﬁguration permet de valider l'approche MPEG RVC, ce décodeur ayant été
fonctionnel en approximativement huit mois, ce qui est peu au vu de la complexité
de mise en ÷uvre de cette norme.
Le principal outil disponible dans MPEG RVC est l'outil de synthèse Orcc. La
faiblesse de cet outil, identiﬁée dans cette thèse, est qu'elle ne génère que des re-
présentations ﬁgées de décodeurs. Cette représentation ﬁgée supprime, lors de sa
mise en ÷uvre, toute possibilité de reconﬁguration de sa représentation selon les
propriétés d'une machine ou selon ses besoins. Nous introduisons ainsi une réponse
à cette problématique de reconﬁguration par l'utilisation d'un décodeur dynamique,
se fondant sur l'utilisation d'une MV capable de mettre en ÷uvre des descriptions
ﬂux de données d'applications sur des plates-formes. Le chapitre suivant développe
les contributions théoriques liées à la mise en ÷uvre de cette nouvelle MV, que nous
nommons Machine Virtuelle Universelle. Le caractère universel de cette MV est
justiﬁé par l'ajout d'une nouvelle abstraction clef pour les architectures de machines
actuelles, à savoir l'abstraction de l'architecture d'exécution.
Chapitre 3
Génération et exécution dynamique
pour modèle ﬂux de données
Ce chapitre présente les contributions théoriques de cette thèse pour le dévelop-
pement d'une MVU. Ces contributions se divisent en quatre parties.
La section 3.1 présente une nouvelle structure d'adaptation pour la construction
d'une MVU. Cette structure se fonde sur les MV existantes et ajoute une couche
d'adaptation pour le support de la programmation par modèles ﬂux de données. Nous
présentons donc une contribution majeure de cette thèse : lemoteur de conﬁguration,
dont le rôle est de traduire une représentation par modèle ﬂux de données en une
représentation sous forme de langage impératif, adaptée à la fois à la MV et à
l'architecture de la plate-forme logicielle cible.
Cette structure d'adaptation nécessite un bytecode pour la programmation
orientée-acteur. Nous introduisons en section 3.2 la Représentation Canonique et
Minimale (RCM), une représentation d'acteurs ﬂux de données compacte, concrète
et générique pour la représentation d'acteurs RVC-CAL. Cette représentation, cou-
plée à un graphe ﬂux de donnée, est destinée à être transformée par le moteur de
conﬁguration pour son exécution sur MV.
Nous présentons dans la section 3.3 les transformations associées à cette RCM
pour rendre son exécution conforme à la programmation impérative. Cette étape
représente la conﬁguration du modèle ﬂux de données. Elle est intégrée dans une
MVU à la manière d'une librairie standard, dont le comportement peut varier selon
l'architecture de la machine hôte. Cette étape de conﬁguration nécessite également
la prise en compte de l'ordre d'apparition des acteurs d'un réseau pour une exécution
eﬃcace sur MV. C'est la phase d'ordonnancement de réseau.
La section 3.3 détaille un modèle d'ordonnancement d'acteurs conservant le ca-
ractère dynamique du modèle ﬂux de données original et ayant une capacité d'exé-
cution scalable sur plate-forme multi-c÷ur. La section 3.5 décrit une méthode d'op-
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timisation de cet ordonnancement dynamique par l'utilisation d'un ordonnancement
hiérarchique de certaines régions d'un réseau d'acteurs.
Enﬁn, la section 3.6 est consacrée à une optimisation spécialement dédiée à
MPEG RVC et à la traduction binaire. La Video Tool Library de MPEG RVC
se fonde sur l'a priori d'un ensemble d'outils de codage commun à plusieurs normes.
Nous développons un algorithme de reconﬁguration de décodeur à la volée se fondant
sur le principe de réutilisation. Cet algorithme est capable de détecter les change-
ments d'acteurs lors d'un passage d'un modèle ﬂux de données à un autre, aﬁn de
ne recompiler que partiellement le nouveau modèle.
3.1 Moteur de conﬁguration pour modèle ﬂux de
données : structure et objectifs
Nous avons vu au chapitre 1 que les MV usuelles, qu'elles soient à registres ou à
pile, se fondent sur un modèle procédural de programmation liée à la nature de la
quasi-totalité des processeurs qui équipent les ordinateurs et les plates-formes embar-
quées. Rappelons que ces modèles de programmation ont comme principale faiblesse
une description explicite de leurs séquences d'exécution et inhibent la concurrence
potentielle entre diﬀérentes parties d'une application. L'utilisation de threads lèvent
cette inhibition, mais au prix d'une conception complexe et non-sécurisée, pouvant
bloquer les applications de manière déﬁnitive. Des alternatives existent, mais sont
également complexes d'utilisations et limitent la portabilité des MV [Lee06]. La so-
lution proposée vise exclusivement les applications de traitement de signal, dont une
application directe est les décodeurs vidéo fournis par MPEG RVC. Elle consiste en
la transmission directe d'un modèle ﬂux de données, pour une transformation sur la
plate-cible, selon ses propriétés.
La première contribution de cette thèse est donc l'élaboration d'une structure
d'adaptation de programme ﬂux de données pour les MV usuelles. La ﬁgure 3.1 per-
met ainsi d'isoler les outils existants de nos contributions. Le c÷ur de cette adap-
tation réside dans les capacités du moteur de conﬁguration. Celui-ci opère comme
une couche intermédiaire entre un modèle ﬂux de données abstrait et une exécution
concrète sur MV. Son but est de sélectionner les informations de concurrence d'un
modèle ﬂux de données pour générer une représentation optimale d'une application
selon l'architecture de la plate-forme d'exécution.
Suivant ce procédé, l'exécution d'un modèle ﬂux de données se déroule en trois
étapes :
1. Un moteur de conﬁguration reçoit les informations de conﬁguration d'un mo-
dèle ﬂux de données,
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un contexte RVC, de distribuer une VTL unique sous forme RCM, et ce pour toutes
les conﬁgurations de décodeur utilisées dans MPEG RVC.
3.2.1 Structure générale d'un acteur RVC-CAL
La construction d'une RCM supportant le langage RVC-CAL nécessite d'iden-
tiﬁer les éléments qui le composent. Nous nous inspirons de [EJ03a] pour déﬁnir
un acteur RVC-CAL avec m entrées et n sorties comme l'ensemble des données
suivantes :
 Id : l'identiﬁant de l'acteur,
 Pe : l'ensemble des m ports d'entrée de l'acteur,
 Ps : l'ensemble des n ports de sortie de l'acteur,
 ψ : l'ensemble des paramètres de l'acteur,
 Σ : l'ensemble des états de l'acteur,
 σ0 ∈ Σ : l'état initial de l'acteur,
 A : l'ensemble des actions, AL ⊆ A étant les actions labellisées par un ensemble
de label L,
 FP : l'ensemble de fonctions et de procédures,
 FSM : un automate ﬁni,
 < : la relation d'ordre partiel non-réﬂexive établissant la priorité entre les
actions.
Un acteur RVC-CAL, par sa construction sous forme d'actions, est un modèle
particulier de DPN où un acteur peut être déﬁni avec plusieurs fonctions de tir,
exécutées en accord avec plusieurs règles de tir. Nous déﬁnissons une action ai ∈ A
comme le couple (Ri, fi) où :
 Ri ⊆ Σ× Sm est une règle de tir associant un état σ à m séquences de jetons,
 fi : Ri → Σ× Sn est une fonction de tir qui, à une règle de tir Ri, associe un
nouvel état de l'acteur σ′ et n séquences de jetons en sortie.
La fonction de tir d'une action conserve son comportement peu importe le réseau
d'acteurs dans lequel il se trouve. Cependant, la séquence d'exécution de ces fonc-
tions, liée aux règles de tir, dépend directement de son environnement d'exécution.
L'aspect transformationnel d'un acteur se réfère donc à l'ensemble de ses règles de tir
qui ne doit être ni perdu ni tronqué lors du passage du d'une description RVC-CAL
à une description RCM.
Il existe deux façons en RVC-CAL de modéliser l'état d'un acteur : soit par l'uti-
lisation d'une variable d'état accessible pour toutes les actions, soit par l'utilisation
d'un automate ﬁni. Nous déﬁnissons l'ensemble Σ comme le couple (Q,Σv) où :
 Q est l'ensemble des états d'un automate ﬁni,
 Σv est l'ensemble des états régulés par les variables d'états.
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L'automate ﬁni FSM se présente alors sous la forme d'un 4-uplet (L, Q, q0, T )
où :
 L est l'alphabet d'entrée correspondant aux labels des actions,
 Q est l'ensemble ﬁni de ses états,
 q0 est son état initial,
 T ⊂ Q×L×Q est l'ensemble des transitions qui associe deux états à un label
d'action.
Nous notons X = [x1, x2, ...] l'ensemble des jetons présent sur une FIFO.
L'ensemble des jetons lus sur les m ports d'entrée de l'action ai est noté
[Pei,1, P ei,2, ..., P ei,m] ∈ Sm . Le nombre de jetons présents dans une FIFO est notée
|X|. De manière similaire, la taille d'une séquence lue sur un port j par l'action ai
est notée |Pei, j|.
L'ensemble des consommations sur les m entrées de l'action ai est noté |Ri| =
[|Pei,1|, |Pei,2|, ..., |Pei,m|]. Inversement, la séquence de jeton produite sur n ports par
ai est [Psi,1, Psi,2, ..., Psi,n] ∈ Sn, avec |Psi,j| la taille de chacun de ces éléments.
L'ensemble des productions pour s ∈ Sn sur les n sorties de l'action ai est noté
|fi(s)| = [|Pei,1|, |Pei,2|, ..., |Pei,m|].
3.2.2 RCM d'une action
La syntaxe d'une action est diﬀérente d'une procédure d'un langage de pro-
grammation impératif. Considérons l'action mul avec deux port I et O de taille
int(size = 16) :
int(size =32) b;
mul: action I:[a] ==> O:[a * b]
guard
a + b > O
end
Cette action consomme un jeton a sur un port I et produit la multiplication du
jeton a et de la variable d'état b sur un port O, si et seulement si a + b > 0. Alors
qu'une action va agir sur des ports, une fonction travaille sur des arguments. Les
règles de consommation et de production d'une action n'ont donc pas d'équivalent
dans un langage impératif. Cependant, le corps d'une action peut être représenté
par une procédure réalisant l'opération :
f : σ × Sm → σ′ × Sn.
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Avec σ ∈ Σ l'état d'origine et Sm la séquence d'origine de l'acteur, σ′ ∈ Σ l'état
et Sn la séquence de sortie de la fonction. Ce qui donne dans notre exemple :
fmul : [b]× [a]→ [b]× [a ∗ b].
Le garde de l'action peut également se représenter par le prédicat suivant :
G : {σ × Sm}.
Ce qui correspond dans l'action mul à :
Gmul : {[b]× [a] | a+ b > 0}.
Le seul eﬀet de bord admissible par f et G se réalise sur l'ensemble Σv. Une
fonction peut également dépendre d'une constante ψ dont la valeur est ﬁxée à l'ins-
tanciation de l'acteur. L'équivalence entre une action ai et une procédure dans un
langage impératif s'applique donc au 4-uplet (fi, Gi, Σv, ψ).
Nous représentons ce 4-uplet comme deux fonctions (fi,Gi) conformes à la sé-




L'état initial σ0 se représente à la manière d'une valeur initiale aﬀectée à chacune
des variables de Σv. L'ensemble des fonctions et des procédures FP est uniquement
exécuté lors d'un appel dans le corps d'une action, son équivalence sous forme de
procédure de MV est donc directe.
A l'instar des métadonnées dédiées à la programmation objet (cf. chapitre 1),
nous déﬁnissons de nouvelles métadonnées pour la programmation orientée acteur.
Les métadonnées sont utilisées dans la programmation objet pour ajouter un en-
semble d'information sur des données d'un programme. Dans la programmation
orientée acteur, nous utilisons ces métadonnées pour la construction de la séquence
Sm et Sn. La construction de Sm se réalise depuis un ensemble de ports d'entrée vers
un ensemble de variables globales d'un langage de programmation impérative. La
construction de Sn se réalise depuis un ensemble de variables globales d'un langage
de programmation impérative vers un ensemble de ports de sortie.
L'utilisation de métadonnées permet de ne pas ajouter de dépendance supplé-
mentaire vis-à-vis d'une librairie spéciﬁque. Le comportement d'un acteur est alors
indépendant d'une mise en ÷uvre spéciﬁque de modèle ﬂux de données sur MVU.
La RCM d'un acteur se compose ainsi d'un ensemble de procédures et de variables
globales directement exécutables par la MV et de métadonnées permettant la trans-
formation d'un acteur vers des mises en ÷uvre concrètes.
La construction des séquences Sm et de Sn est liée à la signature d'entrée et de
sortie des actions. Les métadonnées transportent ainsi les informations de consom-
mations et de productions sur chaque port, i.e. |Pei,m| sur lesm entrées et |Psi,n| sur
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les n sorties de l'action ai. Conformément à la sémantique RVC-CAL, une entrée/sor-
tie sans consommation (|Pei,m|/|Psi,n| = 0) n'est pas incluse dans les métadonnées.
Le label de l'action étant utilisée par les structures de contrôles, elles sont également
présentes sous forme de métadonnées.
Nous en déduisons la RCM pour l'action suivante :
Métadonnées V-ISA
Variables Procédures




RCM d'une action ai
|Pei,m| → Smi Smi
|Psi,n| → Sni Sni
L→ fi fi : σ × Smi → σ′ × Sni
Gi → fi Gi : {σ × Smi }
Les ﬂèches sur les métadonnées indiquent la référence d'une information vers une
donnée de bytecode ou une autre métadonnée.




Smmul |Pemul,I | = 1→ a int(size=16) a
Snmul |Psmul,O| = 1→ c int(size=16) c
fmul : mul [b]× [a]→ [b]× [c = a ∗ b]
Gmul : {[b]× [a] | a+ b > 0}
3.2.3 RCM du contrôle sur les actions
La description RVC-CAL du contrôle sur les actions ajoute des contraintes sup-
plémentaires aux règles de tir sur l'ensemble des actions labellisées. Ces informations
sont décrites par un automate ﬁni et/ou un ensemble de relation d'ordre partiel <
sur la priorité des actions.
Ainsi, dans un état q de l'automate ﬁni, seul un sous-ensemble d'actions d'un
acteur peut être tiré. Le recouvrement des règles de tir sur ce sous-ensemble d'actions
(signatures d'entrées et gardes) couplés à l'obligation RVC-CAL de ne tirer qu'une
seule action à la fois peut introduire l'indéterminisme [EJ03a], que l'utilisation de la
priorité peut résoudre. Prenons l'exemple d'une machine à 2 états avec 3 transitions
liées à 3 labels d'actions :
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s0 ( action0 ) --> s1;
s0 ( action1 ) --> s1;
s0 ( action2 ) --> s1;
avec la priorité suivante :
action1 > action0
A l'exécution de l'acteur, dans un état q = s0, l'action 0 et l'action 2 peuvent
être tirées si et seulement si les règles de tir sur l'action 1 sont évaluées fausses. La
priorité des actions ajoute donc une information d'ordre sur le test de règles de tir
d'un ensemble d'actions.
Pour permettre une évaluation séquentielle des règles de tir associées aux ac-
tions, il nous faut trier les actions en accord avec leurs priorités. En eﬀet, de par
la séquentialité d'exécution d'une MV, les actions les plus prioritaires doivent être
évaluées en premier sur un état donné de l'automate ﬁni. Cependant, les priorités
n'introduisent qu'un ordre partiel entre les actions munies de la relation binaire <.
Nous recoupons les informations de priorités (<) et de FSM pour la déﬁnition
d'un ordre total sur le test des règles de tir. L'information résultante est décrite par
un ensemble métadonnées dans la RCM qui permettent de reconstituer la règle de
tir complète d'une action. L'ordre total sur les priorités aide la MVU à réaliser une
évaluation consistante de règles de tir lors de l'exécution d'un acteur.
La résolution de l'ordre total sur les priorités se réalise dans un premier temps
par une pondération de priorité sur le test des règles de tir déﬁni par <. L'ordre
est ensuite rendu total par une extension linéaire de la priorité sur les actions,
pris arbitrairement comme ordre d'apparition des actions dans le code source. Il
en résulte un nouvel automate ﬁni d'acteurs où chacune de ses transitions sur un
état est pondérée. Un acteur n'ayant aucune description d'automate ﬁni est alors
représenté comme un automate ﬁni avec plusieurs transitions, une par action, sur
un unique état q0.
Nous en déduisons la RCM :
Métadonnées





(T , <T )
Ce qui correspond dans notre exemple à :
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Métadonnées
L action0, action1, action2
Q s0, s1
q0 s0
(T , <T ) (s0× action1× s1) < (s0× action0× s1) < (s0× action2× s1)
3.2.4 RCM de l'en-tête d'un acteur
L'en-tête d'un acteur déclare les paramètres et de la signature d'entrée/sortie de
l'acteur. Prenons l'exemple suivant :
actor Add (int(size =10) FACTOR) int(size =32) I ==> int(size =32) O :
Cet acteur possède respectivement un nom (Add), un paramètre (FACTOR),
une entrée (I) et une sortie (O). Le nom de l'acteur permet son identiﬁcation au sein
d'un réseau d'acteurs. Les ports d'entrées/sorties sont des informations structurelles
de l'acteur, directement liées au paradigme de programmation d'un modèle ﬂux de
données. Elles n'ont aucun équivalent en langage impératif et sont donc décrites par
des métadonnées. Un port possède un identiﬁant et une taille de donnée permettant
de déterminer la taille des jetons à consommer/produire.
Un paramètre est immuable au cours de l'exécution, i.e. sa valeur ne peut être
assignée à l'intérieur d'un acteur. Elle est ﬁxée par le réseau d'acteurs via l'inter-
médiaire d'un identiﬁant ψid de paramètre. Chaque identiﬁant est ainsi décrit par
une métadonnée et pointe vers la variable globale correspondante pour son identiﬁ-
cation par la MVU. Les variables globales assignées aux paramètres dans une RCM
sont considérées comme des variables spéciﬁques, utilisée à l'instanciation comme
préprocesseur ou variable ﬁnale selon les propriétés du langage de la VM.




ψid → ψ ψ
Id
Pe/Ps
et pour notre exemple :
Métadonnées Variables
ψ FACTOR → FACTOR int(size=10) FACTOR
Id Add
Pe/Ps int(size = 32) I / int(size = 32) O
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3.2.5 RCM du comportement d'un acteur
Les méthodes de classiﬁcation intégrées à Orcc [WR10] et à Xlim2C [MFA01]
ajoutent des informations comportementales sur l'exécution d'un acteur que la sé-
mantique RVC-CAL ne peut exprimer. Le but d'une classiﬁcation est de restreindre
le comportement dynamique (DDF) d'un acteur RVC-CAL par un ordre statique
(SDF, CSDF) ou conditionnel (QSDF) sur la sélection de ses actions. Ces modèles
permettent, dans le cadre d'un comportement statique, de connaître à la compila-
tion le nombre de jetons consommé et produit à chaque tir, ou, dans le cadre d'un
comportement conditionnel, d'obtenir un a priori sur celui-ci. La RCM comporte-
mentale est donc une information complémentaire qui peut être ajoutée à un acteur
pour l'optimisation de l'exécution d'un acteur et d'un modèle ﬂux de données.
Le modèle d'exécution le plus restreint détecté par une méthode de classiﬁcation
est le modèle SDF. Rappelons qu'un modèle SDF implique qu'un acteur DPN pos-
sède une seule règle de tir et une production/consommation ﬁxe de jetons à chaque
tir d'acteurs. Les méthodes de classiﬁcation d'acteurs RVC-CAL étendent le modèle
SDF sur des acteurs ayant plusieurs actions avec une même signature d'entrée et de
sortie. En d'autres termes, pour chacune des règles de tir Ra et Rb des actions d'un
acteur, un acteur est SDF s'il respecte la règle de consommation ﬁxe suivante :
|Ra| = |Rb|,
et s'il respecte, pour toutes ses fonctions de tir fa et fb, la règle de production ﬁxe
suivante :
∀sa ∈ Sm, ∀sb ∈ Sm, |fa(sa)| = |fb(sb)|.
La présence du nombre de jetons nécessaires |R| d'un acteur SDF implique obli-
gatoirement le tir d'une action et une production de jeton |f(s)|. Si l'acteur classiﬁé
SDF possède plusieurs actions, la sélection de l'action à tirer devient alors unique-
ment liée l'état courant de l'acteur. Les informations nécessaires à la description d'un
comportement SDF sont donc la taille ﬁxe des données consommées par n'importe
quelle action de l'acteur notée |R| = [|Pe1|, ..., |Pem|] sur ses m entrées et la taille
ﬁxe des données produites |f(s)| = [|Ps1|, ..., |Pen|] avec s ∈ Sm sur ses n sorties.
Le tir de l'acteur peut ainsi être décrit par un automate ﬁni à 1 état et n transitions
sur les n actions de l'acteur. Par ailleurs, la notion de retards sur les acteurs SDF
n'est à l'heure actuelle pas détectée par les méthodes de classiﬁcations. Elles peuvent
néanmoins être modélisées par une action initialize dans la RCM.
Nous en déduisons la RCM suivante :
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plusieurs fonctions de tir associé aux actions, en fonction de leurs règles de tir, de
l'état des canaux de communications et de l'état courant de l'acteur.
3.3.1 Modèle de communication entre instances
La première opération réalisée par le moteur de conﬁguration est de transformer
les métadonnées contenues dans la RCM en un ensemble de règles de communication
entre les instances. Nous avons vu en chapitre 1 que le modèle de communication
d'un DPN est connexe aux KPNs suivant ces principes :
 la lecture au travers des FIFO est non-bloquante, les acteurs sont autorisés à
tester la présence ou l'absence de données,
 l'écriture au travers des FIFO est également non-bloquante, i.e. l'écriture sur
une FIFO retourne immédiatement.
Ainsi, à la place d'une programmation concurrente et d'une lecture bloquante
d'un KPN, l'ordonnanceur d'actions choisit au cours de son exécution les actions
qui peuvent être exécutées et sort immédiatement de l'acteur lorsqu'aucun tir n'est
possible.
Nous déﬁnissons trois types d'accès aux canaux de communications, sous la forme
de trois fonctions, pour permettre à l'ordonnanceur d'actions de tester l'ensemble
des règles de tir dont une action peut disposer :
 nb = Available(Pe) : lecture du nombre nb de jetons contenus sur la FIFO
d'un port Pe,
 nb = Room(Ps) : lecture du nombre nb de places disponibles dans la FIFO
d'un port Ps,
 vals = Peek(Pe, n) : lecture des n premières valeurs vals sur la FIFO d'un
port Pe.
Un accès de type Available se réfère aux métadonnées sur la signature d'entrée
d'une action. L'accès Room se réfère aux métadonnées sur la signature de sortie d'une
action. L'accès Peek désigne un accès aux jetons d'un canal de communication sans
consommation. Il permet aux règles de tir d'être dépendantes d'une valeur de jetons
et est utilisé pour l'évaluation du garde de l'action.
L'exécution d'une action par l'ordonnanceur nécessite l'insertion et la consom-
mation de jetons dans les FIFO. Nous déﬁnissons deux types d'accès, sous la forme
de deux fonctions, permettant l'exécution de la fonction de tir liée à une action :
 vals = Read(Pe, n) : Consommation de n jetons de valeur vals d'un canal de
communication sur un port Pe,
 Write(vals, n, Ps) : Productions de n jetons de valeur vals dans un canal de
communication d'un port Ps.
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Algorithme 3.1: Ordonnancement d'un automate ﬁni à deux états S0 et S1.
1 switch S do
2 case s0
3 actions éligibles associées à l'état s0
4 endsw
5 case s1
6 actions éligibles associées à l'état s1
7 endsw
8 endsw
A chaque état de l'automate ﬁni, est associée une valeur décimale, assignée à la
variable globale S. Chaque branche conditionnelle contient les actions éligibles de
l'acteur, ordonnées selon l'ordre de priorité déﬁni par la RCM, de la priorité la plus
forte à la plus faible.
Algorithme 3.2: Test de l'activabilité d'une action possédant une consomma-
tion de |Pe1| = n jetons sur Pe1 et une fonction de garde G(x).
1 i = Available(Pe1);
2 if i ≥ n then
3 x = Peek(Pe1, n);
4 if G(x) is true then
5 Tir de l'action.
6 end
7 end
L'ordonnanceur traduit la notion d'activabilité des actions par un test ordonné
des règles de tir sur chacune des actions éligibles, i.e. aﬀectées à une branche condi-
tionnelle. Une action est activable si et seulement si la disponibilité de jetons dé-
duite de la signature d'entrée et les conditions du garde sont respectées. La fonction
Available permet dans un premier temps de tester la condition |Pei,m| ≥ |Xm| sur les
m entrées d'une action ai. Si cette condition est vériﬁée, la fonction Peek récupère
une séquence Sm depuis les m entrées sans consommation. Enﬁn, le garde Gi permet
de valider cette séquence Sm et de tester l'état courant de l'acteur. L'algorithme 3.2
est un exemple de test sur l'état activable d'une action consommant |Pe1| = n jeton
sur un port Pe1.
La notion de priorité étant résolue dans la RCM, nous pouvons déduire que la
première action activable est l'action prioritaire. Elle peut donc être exécutée par
l'ordonnanceur d'actions sans que les autres règles de tir des actions éligibles ne
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soient vériﬁées.
L'écriture non-bloquante d'un DPN impose l'existence de suﬃsamment de places
dans les FIFO de sortie pour stocker le résultat d'une fonction de tir. La fonction
Room permet de tester la condition |Psi,m| ≥ |Xn| sur les n entrées d'une action
ai. Aﬁn de respecter les priorités sur les actions, l'ordonnanceur doit retourner im-
médiatement si cette condition n'est pas respectée, sans tester les autres actions
activables. En revanche, lorsque cette condition est respectée, l'ensemble des règles
de tir sur l'action est vériﬁé, l'ordonnanceur d'actions peut alors tirer l'action i.
Algorithme 3.3: Tir d'une action possédant une consommation de |Pe1| = n
jetons sur Pe1, une production de |Ps1| = r jetons sur Ps1 et une fonction de
tir f(x).
1 o = Room(Ps1);
2 if o ≤ r then
3 return;
4 end
5 x = Read(Pe1, n);
6 y = f(x);
7 Write(y, Y1, r);
Le tir d'une action se déroule en trois étapes. L'ordonnanceur d'actions récupère
la séquence Sm par une lecture Read avec consommation sur lesm entrées de l'action
ai. La fonction de tir fi(x) est exécutée, puis son résultat Sn est stocké par une
écriture Write sur les n sorties de l'action. L'exécution de l'action se termine, dans
le cas général, par l'aﬀectation d'un nouvel état sur l'automate ﬁni. L'algorithme 3.3
est un exemple de tir d'action par un ordonnanceur d'actions.
3.3.3 Ordonnancement statique ou conditionnel des actions
Les informations comportementales de la RCM permettent la création d'ordon-
nanceurs d'actions optimisés, qui réduisent le nombre de tests à eﬀectuer sur les
FIFO et sur les règles de tir des actions.
La présence du nombre |R| de jetons en entrée et du nombre de places |f(s)|
en sortie d'un acteur est une condition suﬃsante pour le tir d'une ou de plusieurs
actions. Les acteurs au comportement statique ou conditionnel sont déterministes,
ainsi l'accès Peek sur les canaux est inutile. Le moteur de conﬁguration traduit
un comportement SDF d'une RCM en un ordonnanceur d'actions décrit dans l'al-
gorithme 3.4. La sélection entre plusieurs actions se réalise par un branchement
conditionnel sur l'état courant de l'acteur.
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Algorithme 3.4: Ordonnancement d'un acteur SDF sur une action possédant
une consommation de |Pe1| = n jetons sur Pe1, une production de |Ps1| = r
jetons sur Ps1 et une fonction de tir f(x).
1 i = Available(Pe1);
2 o = Room(Ps1);
3 if i ≥ n and j ≥ r then
4 x = Read(Pe1, n);
5 y = f(x);
6 Write(y, r, Ps1);
7 end
La description comportementale CSDF d'une RCM est équivalente à une succes-
sion de comportements SDF. A chaque tir, l'acteur revient dans son état initial et
peut recommencer la succession de tirs. L'algorithme 3.5 est une version optimisée
de l'ordonnanceur d'actions où le tir des actions ne se déroule pas de manière ato-
mique mais sur l'ensemble des actions en un tir. La consommation et la production
pour chaque tir de l'acteur devient alors égale à la somme des consommations et des
productions de chacun des comportements SDF qui le compose.
Algorithme 3.5: Ordonnancement d'un acteur CSDF sur trois actions avec
consommation de |Pe1| = n jetons sur Pe1, production de |Ps1| = r jetons sur
Ps1 et trois fonction de tir f1(x),f2(x),f3(x).
1 i = Available(Pe1);
2 o = Room(Ps1);
3 if i ≥ n and j ≥ r then
4 x = Read(Pe1, n);
5 y1 = f1(x);
6 y2 = f2(y1);
7 y3 = f3(y2);
8 Write(y3, r, Ps1);
9 end
Une représentation comportementale QSDF dans la RCM est une représentation
conditionnelle du comportement CSDF. A chaque comportement CSDF est associée
une séquence de jetons, appelée jetons de contrôle, qui agit comme un déclencheur de
comportement CSDF. Ces jetons de contrôle sont à l'heure actuelle de taille unique
pour toutes les branches CSDF [WR10]. L'algorithme 3.6 représente la traduction
d'un comportement QSDF en un ordonnanceur d'actions optimisé. L'ordonnanceur
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d'actions réalise dans un premier temps la détection d'une séquence de contrôle
grâce aux fonctions u1(x) et u2(x) fournies dans la RCM à la manière du garde des
actions. Si l'une de ces fonctions est vériﬁée, alors l'algorithme 3.5 est appliqué pour
l'exécution de la séquence CSDF.
Algorithme 3.6: Ordonnancement d'un acteur QSDF exhibant deux compor-
tements CSDF sur une séquence de jetons de taille m sur Pe.
1 i = Available(Pe);
2 if i ≥ m then
3 x = Read(Pe,m);
4 if u1(x) is true then
5 Séquence CSDF-1
6 end




3.4 Ordonnancement dynamique pour une exécu-
tion scalable
La transformation d'une RCM d'acteur en un ordonnanceur d'actions comme
unique point d'entrée permet à un réseau d'acteurs RVC-CAL d'être conforme au
modèle DPN, à savoir une fonction de tir commandée par plusieurs règles de tir.
L'exécution eﬃcace de modèle DPN est un problème ouvert, très largement étudié
dans la littérature [LP95]. Par sa construction sous forme d'algorithme sans détail
bas-niveau, un DPN expose un grand nombre de parallélismes potentiels qu'il est
nécessaire d'adapter en fonction de nombre d'unités de calcul de la machine hôte.
L'utilisation d'un ordonnanceur d'acteurs détermine directement l'eﬃcacité d'exé-
cution d'une MVU pour une conﬁguration donnée et pour une machine donnée.
Nous illustrons dans cette section un modèle simple d'ordonnancement capable
de s'adapter aux diﬀérents degrés de parallélisme d'une application. L'ajout de cet
ordonnanceur correspond à la dernière étape de transformation appliquée au modèle
ﬂux de donnée pour sa représentation sous forme de langage impératif.
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au synchronisme de communication. Ce coût de synchronisme tend généralement à
masquer le gain obtenu par la parallélisation d'une application.
3.4.2 Stratégies d'ordonnancement d'un programme ﬂux de
données
Les premières approches d'ordonnancement utilisées pour l'exécution de réseaux
d'acteurs CAL et RVC-CAL sur plates-formes logicielles proviennent des environ-
nements de développement OpenDF et Cal2C. L'exécution des acteurs étaient alors
fondée sur des processus concurrents d'un environnement de programmation multi-
tâches de type discrete events, SystemC [IEE06] pour Cal2C et JVM [LY99] pour
OpenDF. A chaque processus est aﬀectée l'exécution d'un acteur et tous les processus
s'exécutent en fonction de la disponibilité des données dans les FIFO. Ces processus
ne sont pas préemptifs, i.e. ils n'ont pas la capacité d'exécuter ou de stopper une
tâche en cours. Cependant, l'ordonnanceur suspend les processus lorsqu'une FIFO
d'entrée est vide ou lorsqu'une FIFO de sortie est pleine. Ce type d'ordonnancement
se réfère donc au modèle d'exécution KPN. Un KPN n'ayant pas le pouvoir d'ex-
primer l'indéterminisme d'un DPN, l'expressivité de l'ordonnanceur est augmentée
par la possibilité de tester la profondeur dans les canaux de communication. Ainsi,
un processus est suspendu uniquement lorsqu'aucun tir d'actions n'est possible.
Toutefois, Lee [LP95] déconseille l'utilisation de nombreux processus concurrents
pour l'ordonnancement d'un DPN. En eﬀet, la suspension et la reprise répétées de
processus sont coûteuses en ressources, car elles induisent à chaque activation de pro-
cessus un changement de contexte. Nous l'avons vu, un DPN possède un quantum
d'exécution plus ﬁn que les modèles de programmation concurrente. Ce modèle n'est
pas propice au blocage de processus. En revanche, il possède un modèle d'exécution
naturellement scalable où l'ensemble des règles de tir peut être testé séquentiel-
lement, et dans un ordre prédéﬁni, par un nombre très réduit de processus indé-
pendants. Le passage d'une invocation d'acteur à une invocation d'un autre acteur
ne nécessite qu'une sauvegarde de variables d'états, sans informations contextuelles
(piles d'exécution, registres, etc..). Ainsi, Von Platen [vP11] obtient-il des gains en
performance trente fois supérieurs par l'utilisation d'un unique processus pour l'exé-
cution d'un DPN en remplacement d'un environnement multitâche.
3.4.3 Ordonnancement par stratégie Round-Robin
L'ordonnancement d'acteurs par stratégie Round-Robin (RR) [LP95] est l'ap-
proche la plus simple pour l'exécution d'un DPN. Une liste d'acteurs d'un graphe
ﬂux de données est aﬀectée à un processus et ce processus attribue une tranche





















Figure 3.8  Extension distribuée d'un ordonnanceur round-robin sur deux proces-
sus.
peut rapidement devenir ineﬃcace sur des applications composées de nombreux ac-
teurs dont la séquence de tir est asymétrique. Par ailleurs, le parallélisme de données
d'une application est inhibé par ce modèle d'exécution.
De nombreuses stratégies d'ordonnancement sont présentées dans [Par95] ap-
portant plus de visibilité à l'ordonnanceur sur la topologie d'un réseau. Elles sont
classiﬁées en trois catégories : les stratégies data-driven, les stratégies demand-driven
et les stratégies mixtes data-driven/demand-driven. Une politique d'ordonnancement
data-driven exécute un acteur lorsque les données en entrée de cet acteur doivent
être consommées pour débloquer l'exécution de l'acteur précédent. Une politique
d'ordonnancement demand-driven exécute un acteur lorsque les données de cet ac-
teur doivent être produites pour pouvoir exécuter l'acteur suivant. La stratégie mixte
demand-driven/data-driven identiﬁe ces deux évènements pour inﬂuencer les déci-
sions d'ordonnancement :
 Lorsqu'un acteur n'est plus en mesure de tirer par manque de données sur
une FIFO d'entrée, la stratégie demand-driven est appliquée, l'ordonnanceur
exécute le prédécesseur de la FIFO concernée.
 Lorsqu'un acteur n'est plus en mesure de tirer à cause d'une FIFO de sortie
pleine, la stratégie data-driven est appliquée, l'ordonnanceur exécute le suc-
cesseur de cette FIFO.
Contrairement à une politique d'ordonnancement RR où les acteurs sont sta-
tiquement aﬀectés à des processus, l'ordonnancement data-driven/demand-driven
nécessite l'utilisation d'une pile d'ordonnancement aﬁn de déterminer le prochain
acteur à invoquer. Des travaux exploratoires sur ces stratégies sont actuellement
eﬀectués au sein de l'IETR, mais sortent du cadre de cette thèse. Cependant, le mo-
teur de conﬁguration d'une MVU peut directement bénéﬁcier de l'application de ces
nouvelles stratégies d'ordonnancement pour obtenir de meilleures performances à
l'exécution. Nous considérons le modèle d'ordonnancement RR comme un première
approche d'ordonnancement peu gourmande en ressource et dotée d'une scalabilité
d'exécution suﬃsante pour la MVU.
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3.4.4 Distribution des acteurs entre processus
Une exécution eﬃcace de programme ﬂux de données sur des architectures multi-
c÷ur nécessite une distribution optimale d'acteurs entre processus. Alors qu'une
représentation par modèle ﬂux de données autorise les acteurs d'une application
à être déployés sur n'importe quel processus, la répartition des acteurs inﬂuence
directement les performances en exécution de l'application. Ainsi, une distribution
aléatoire des acteurs engendre généralement des performances faibles, inférieures
à une exécution sur processus unique. Une distribution eﬃcace doit maximiser le
nombre de tirs pour chaque invocation d'acteurs et doit minimiser les coûts de













Figure 3.9  Exemple de distribution de DPN composée de 6 acteurs (A, B,...,F )
sur 2 processus.
La distribution des acteurs peut être accomplie de manière statique (i.e. hors-
ligne) ou de manière dynamique (i.e. à l'exécution) [BBW10]. Cependant, dans un
contexte d'ordonnancement par stratégie RR, les acteurs sont statiquement aﬀectés
à un processus et la distribution ne peut évoluer une fois le programme compilé par la
MV. Les expérimentations menées dans [ALR+09] montrent qu'un partitionnement
eﬃcace sur deux processus peut être obtenu manuellement grâce à la concurrence
explicite d'un modèle ﬂux de données. En revanche, cette distribution se complexiﬁe
au gré des augmentations du nombre de processus.
Yviquiel [YCWR11] propose l'utilisation d'un algorithme génétique pour tester
de manière exhaustive les diﬀérentes possibilités de distribution d'acteurs entre pro-
cessus. Cette distribution se réalise sur un ﬂux donné et est couplée à un évaluateur
de performance pour déterminer la distribution ayant obtenu les meilleures perfor-
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mances sur une application et sur un nombre de processus donné. Les résultats de
distribution sont très dépendants du ﬂux en entrée et de l'architecture de la machine
testée. Son évaluation est également très intensive, elle ne peut donc pas être inté-
grée dans le moteur de conﬁguration. Ainsi, les résultats d'une distribution optimale
pour une application sur un nombre de processus donné doit être fournie à la MVU
à la manière d'une information supplémentaire sur un réseau d'acteurs. La ﬁgure 3.9
est un exemple XML d'une distribution de DPN sur deux processus.
3.5 Ordonnancement hiérarchique : fusion d'acteurs
Une description DPN à granularité ﬁne expose un grand nombre de parallélisme
de tâche et de pipeline adaptée aux plates-formes composées de nombreuses unités
de calcul. L'exécution de ce même DPN par un ordonnanceur dynamique sur un
nombre réduit de processus engendre, en revanche, des performances faibles liées au
coût de synchronisme entre les acteurs.
Pourtant, une rapide observation sur les applications montre que plusieurs ré-
gions d'un DPN possèdent des comportements localement statiques. Ces régions au
comportement localement statique n'imposent pas d'ordonnancement dynamique,
car de nombreuses hypothèses sur leurs comportements peuvent être déterminées à
la compilation, i.e. à l'étape de conﬁguration de modèle. Un ordonnancement sta-
tique sur ces régions permettrait de supprimer l'utilisation de FIFO et de déﬁnir une
séquence de déroulement d'actions adaptée au mode d'exécution des MV.
Pino introduit dans [PLB95] un modèle hiérarchique réduisant le nombre de som-
met d'un graphe SDF par la technique dite de fusion d'acteurs. La fusion d'acteurs
permet de simpliﬁer l'ordonnancement d'un graphe SDF par la réduction des coûts
de synchronisme entre acteurs et la maximisation des transferts de données lors des
mises en ÷uvre sur des plates-formes multi-c÷urs [HPB08]. Le modèle SDF résultant
de cette fusion est un nouveau graphe SDF où chaque sommet représente une grappe
d'acteurs. Ces grappes disposent ainsi d'un ordonnanceur propre, optimisé en per-
formance et en mémoire pour une exécution sur un processus unique. L'algorithme
de composition de ces grappes repose sur une approche descendante de génération
de hiérarchie, où le point de départ est un graphe SDF sans hiérarchie et où chaque
niveau de représentation est généré automatiquement.
Nous proposons d'étendre la notion de hiérarchie d'ordonnancement introduite
par Pino sur la représentation générale d'un DPN. Il en résulte une hiérarchie
de représentations où les acteurs du niveau supérieur sont des acteurs DPN au
sens général (DDF), et qui sont donc ordonnancés de manière dynamique. Les ni-
veaux inférieurs sont des grappes d'acteurs SDF pouvant être ordonnancés de ma-
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le principe qu'un graphe SDF ne conduit à aucun interblocage si et seulement si
son graphe de précédence est acyclique [PLB95]. Un graphe de précédence est une
représentation couramment utilisée dans le cadre d'ordonnancements de graphe SDF
où chaque sommet représente une unique exécution d'acteur SDF.
Nous représentons ﬁgure 3.10 la transformation d'un graphe SDF (ﬁgure 3.10(a))
en un graphe de précédence (ﬁgure 3.10(b)). Un graphe de précédence est homogène,
i.e. la production et la consommation de jetons est unitaire pour chaque arc du
graphe ((∀e ∈ E, pi(e) = χ(e) = 1). Le théorème de composition d'acteurs se
fonde sur les propriétés de production et de consommation de chaque arc, ainsi
que sur la topologie des acteurs pour la vériﬁcation de la consistance d'une grappe
d'acteurs SDF.
3.5.2 Théorème de composition d'acteurs SDF
La vériﬁcation du théorème de composition d'acteurs SDF se déﬁnit par le respect
de quatre conditions : deux conditions sur les changements de priorité (ﬁrst and
second precedence shift condition), une condition sur le retard dissimulé (Hidden
delay condition) et une condition sur l'introduction de cycle (Cycle introduction
condition). Nous illustrons des exemples de violations de ces 4 conditions ﬁgure 3.11.
Sur chaque exemple de cette ﬁgure, le cycle empêchant la fusion des acteurs x
et y est marqué par une ﬂèche large dans le graphe SDF (graphe gauche) ou dans
le graphe de précédence correspondant (graphe droite). Les trois premières condi-
tions de changements de priorité (ﬁgure 3.11.a) et de retard dissimulé (ﬁgure 3.11.b)
évitent l'introduction de cycle dans un graphe de précédence provoqué par l'utili-
sation de retard δ(e) sur un arc e. La dernière condition concerne l'introduction de
cycle dans le graphe SDF, car un cycle de graphe SDF se répercute directement sur
son graphe de précédence.
Les méthodes actuelles de classiﬁcation d'acteurs n'ayant pas la capacité de dé-
tection des retards sur les acteurs [WR10], nous déduisons de ces quatre conditions
deux règles à respecter pour que la fusion de deux acteurs x et y n'engendrent pas
de cycle dans leurs graphes de précédence. Ces règles sont les suivantes, où a et b
doivent être évaluées vraies :
a q(x) et q(y) étant le nombre d'invocation nécessaire de x et de y pour chaque
invocation de graphe SDF, il existe un entier positif k tel que : q(y)= kq(x),
b il n'existe aucun chemin simple allant de x vers y qui ne contiennent plus d'un
arc. Un chemin simple désigne un chemin ne passant pas deux fois par le même
arc d'un graphe, i.e. dont tous les arcs sont distincts.
La vériﬁcation du théorème de composition d'acteurs SDF se déroule ainsi se-
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 Si x et y possèdent un unique chemin simple, les règles a et b sont respectées.
La fusion entre x et y est alors possible.
Algorithme 3.7: Mise en ÷uvre récursive du Depth First Search pour la
détection de cycle dans un graphe.
Entrée : G = (V,E, x, succ(x), y)
1 if x = y then




6 foreach v ∈ succ(x) do
7 if NonMarqué(v) then
8 DFS(G = (V,E, v, succ(v), y))
9 end
10 end
La fusion entre x et y se déroule selon le procédé suivant :
1. Les sommets x et y sont remplacés dans le graphe G en un unique sommet Ω
et qui représente le sous-graphe SDF de x et de y. Si x et/ou y est déjà un
sous-graphe Ω alors x et/ou y est ajouté au sous-graphe Ω.
2. La liste des prédécesseurs de x et des successeurs y est mise à jour dans le
treillis T de telle sorte que pred(succ(y)) = Ω et succ(pred(x)) = Ω.
3. Les couples {(v, x)|v = pred(x)} et {(y, v)|v = succ(y)} présents dans la pile
des candidats potentiels sont respectivement remplacés par (Ω, x) et (y,Ω).
La pile de candidat potentiel est ainsi parcouru par l'algorithme jusqu'à ce qu'elle
soit vide. La ﬁgure 3.13 est un exemple d'application du théorème de composition
d'acteurs SDF sur le DPN de la ﬁgure 3.12. L'algorithme se déroule selon les étapes
suivantes :
1. Lors de la vériﬁcation de la règle a, les couples (B,D), (A,B) et (D,E) sont
ajoutés à la pile des candidats potentiels.
2. Lors de l'étape de vériﬁcation de la règle b, (B,D) et (D,E) sont intégrés
dans un unique sous-graphe Ω. Le DFS trouve deux chemins simples (A,Ω) et
(A,C,Ω) pour le candidat (A,Ω), ce couple est retiré de la liste des candidats
potentiels.
Nous pouvons remarquer qu'il existe, dans ce graphe, une autre solution à la
fusion d'acteurs où Ω1 = (A,B) et Ω2 = (E,F ). Le théorème de composition ne
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sissons donc d'utiliser une stratégie SAS pour minimiser la taille du code produit
pour l'ordonnancement des sous-graphes SDF.
Ordonnancement d'un sous-graphe SDF par stratégie SAS
La stratégie SAS revient à déterminer la séquence périodique minimale d'invoca-
tion d'acteurs dans un sous-graphe SDF, de telle sorte qu'il n'y ait ni accumulation
ni famine de jetons sur les arcs. Cette séquence se déﬁnit par un vecteur de répéti-
tion q = (q1, q2, · · · , qn) où chaque qi est le nombre d'invocation de l'acteur i dans
le sous-graphe Ω.
Pour qu'il n'y ait aucune accumulation et aucune famine entre deux éléments x
et y du vecteur de répétition sur un arc e = (x, y), nous devons respecter la règle
d'invocation suivante :
pi(e)q(x)− χ(e)q(y) = 0
Cette équation, ramener à l'ensemble des couple (x, y) du sous-graphe Ω, peut
se représenter sous la forme d'une matrice de consommation/production de sommet
appelée matrice de topologie. Elle se déﬁnit par Γ = (γi,j)1≤i≤m,1≤j≤n pour un sous-











χ(i) si dst(i) = j
0 sinon
Les équations résultantes de Γ× q = ~0 sont appelées les équations de balance. Il
existe une inﬁnité de solutions à la résolution de cette équation. Ainsi, la solution
minimale en entiers strictement positifs déﬁnit le Basis Repetition Vector (BRV)
qBRV = (q1, q2, · · · , qn) pour les n sommets du sous-graphe Ω.
La règle a du théorème de composition d'acteurs SDF permet de déduire un
entier k > 0 pour tous les couples (x, y) de Ω tels que q(y)= kq(x). Le nombre
d'arc, et donc le nombre de ligne composant la matrice de topologie, peuvent ainsi
être réduits par l'utilisation d'un unique coeﬃcient k sur tous les arcs reliant deux
mêmes sommets. La résolution de la matrice de topologie se déroule selon la méthode
de pivot de Gauss [Pel10] décrit en algorithme 3.8. Cet algorithme possède une
complexité maximale de O(|m|2|n|) pour un sous-graphe Ω [Cor01,Pel10].
Génération de l'ordonnanceur statique de sous-graphe SDF
L'obtention d'une séquence valide sur l'ensemble des acteurs d'un sous-graphe
SDF permet l'utilisation d'un ordonnanceur statique unique sur tous les acteurs du
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Algorithme 3.8: Calcul du BVR d'une matrice de topologie Γ d'un sous-
graphe Ω.
Entrée : Une matrice de topologie Γ de taille |E| × |V |
Sortie : Un BVR de taille |V |
1 i = j = 1;
2 while i ≤ |E| and j ≤ |V | do
3 Trouve le pivot un Γkj avec k ≥ i;
4 if Γkj 6= 0 then
5 Echanger les lignes i and k;
6 Diviser chaque entrée de la ligne ipar Γij;
7 for l = i+ 1 to |E| do






14 BRV v = (1, 1, 1...);
15 for l = |V | − 1 to 1 do
16 Résoudre l'equation des lignes l où seul le rationnel vl est inconnu;
17 end
18 Multiplier v par le plus petit multiple commun de vi, 1 ≤ i ≤ |V |;
19 return v;
sous-graphe, sans l'utilisation d'ordonnanceur d'actions. L'ordonnanceur de sous-
graphe devient alors l'unique point d'entrée sur tous ses acteurs lors de l'ordonnan-
cement dynamique du DPN supérieur. Le BRV permet également de déterminer
le nombre de données produit et consommé à chaque invocation de graphe, ce qui
supprime l'utilisation de FIFO dans les sous-graphes. L'ordonnanceur de graphe
doit donc gérer les communications entre acteurs à l'intérieur du sous-graphe et les
communications avec les FIFOs à l'extérieur du sous-graphe.
La ﬁgure 3.14 est un exemple d'ordonnancement statique pour le sous-graphe Ω
de la ﬁgure 3.13. Ce sous-graphe possède 3 acteurs (B, D et E), 2 ports d'entrées
(I1, I2) et 1 port de sortie (O) depuis le DPN supérieur. La matrice de topologie
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Algorithme 3.10: Algorithme d'ordonnancement de l'acteur D.
1 T2 = déclaration d'un tableau 6 jetons;
2 for i = 1 to 3 do
3 Read(xD, I2, 1);
4 yD = fD(xD, T1[i ∗ 2], T1[i ∗ 2 + 1]);
5 for j = 1 to 2 do
6 T2[i ∗ 2 + j] = yD[j];
7 end
8 end
Chaque invocation de sa fonction de tir fD nécessite également une consommation
χ(B,D) = 2 jetons sur le port I2 et la récupération de χ(I1, B) = 1 jeton depuis T1.
L'exécution de fB nécessite le stockage de pi(B) = 2 jetons de sortie sur le tableau
T2.
Algorithme 3.11: Algorithme d'ordonnancement de l'acteur E.
1 for i = 1 to 3 do
2 yE1 = fE1(T2[i ∗ 2]);
3 Write(yE1, O, 2);
4 yE2 = fE2(T2[i ∗ 2 + 1]);
5 Write(yE2, O, 1);
6 end
L'acteur CSDF E (ﬁgure 3.10) dispose de deux phases de consommation χ(E) =
(1, 1) et de deux phases de production pi(E) = (2, 1). Chaque phase de consommation
se déroule depuis T2 et chaque phase de production vers le port de sortie O.
Il est important de noter que l'ordonnancement hiérarchique présenté dans cette
section ne concerne l'exécution de sous-graphe que sur un unique processus. Cette
notion implique qu'une région SDF qui inclue la totalité d'une application perd la no-
tion de scalabilité d'exécution du DPN. Ce cas est très rare en pratique et ne sera pas
abordé dans le cadre de cette thèse. Il existe cependant des algorithmes d'ordonnan-
cement de graphes SDF adaptés à une exécution multi-c÷ur [Pel10,Kwo97,PLB95].
L'ordonnancement multi-c÷ur de ces graphes SDF ne s'eﬀectue alors plus directe-
ment sur le graphe SDF, mais sur un ensemble de transformations de ce graphe.
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3.6.1 Reconﬁguration d'un programme ﬂux de données
Les trois fonctions essentielles d'une reconﬁguration d'application sont
l'observation, la décision et l'adaptation [Bui05,ESA03,ACV+06]. La fonction d'ob-
servation permet à un système de connaitre l'état de l'environnement d'exécution
d'un programme à un instant donné. La fonction de d'adaptation modiﬁe la conﬁ-
guration du système de manière à ce qu'il soit adapté au nouveau contexte, i.e. au
nouveau programme ﬂux de données. La décision est donc l'intelligence de l'adap-
tation, elle choisit une adaptation adéquate en fonction de l'ancien et du nouveau
contexte.
On distingue deux types d'approche de reconﬁguration dans le domaine de la
compilation dynamique : la reconﬁguration statique et la reconﬁguration dyna-
mique [Bes10]. La reconﬁguration statique se réalise avant ou au début de l'exé-
cution de l'application. L'adaptation du programme ﬂux de données se réalise à la
compilation ; la reconﬁguration prend alors la forme d'une recompilation partielle
d'un programme. Elle peut également se réaliser au lancement de l'application, par
l'intermédiaire de paramètres ou de ﬁchiers de reconﬁguration [NL04]. Dans ces deux
cas, il est nécessaire de connaitre le contexte d'exécution au moment de l'adaptation
du programme. Le contexte d'exécution correspond à l'ensemble des éléments qui
inﬂuencent le système lors de son exécution. Ce contexte prend en compte à la fois
l'environnement physique (matériel et logiciel) mais aussi l'attente des utilisateurs.
Une telle adaptation n'aura donc de sens que si ce contexte ne varie pas lors de
l'exécution.
Si la reconﬁguration est eﬀectuée au cours de l'exécution de l'application, la re-
conﬁguration est alors dynamique. L'adaptation et la compilation peut intervenir
plusieurs fois au cours de l'exécution d'une application. Ce cas est adapté lorsque le
contexte d'exécution peut changer à tout moment. Ces variations sur les caractéris-
tiques de l'environnement d'exécutions peuvent avoir diﬀérentes origines [Dav05] :
les variabilités spatiales qui sont liées à la diversité de plates-formes d'exécution dans
un système distribué et les variabilités temporelles qui sont dues à la dynamicité des
systèmes. L'application requiert dans ces environnements un mécanisme de reconﬁ-
guration dynamique, ce qui va accroitre sa complexité de mise en ÷uvre. En eﬀet,
le processus d'adaptation ne doit pas entraver le fonctionnement de l'application.
Il est nécessaire de trouver à quel moment l'exécuter et aussi comment appliquer
correctement les modiﬁcations. Dans un contexte de reconﬁguration de modèle ﬂux
de données, ces moments sont identiﬁés par les points de repos (quiescent points)
des acteurs [NL04], où un acteur n'est ni dans une phase de tire, ni dans une phase
de test de ses règles de tirs.
L'environnement OneCodec (cf. section 2.3.1) présente une approche dynamique
Recompilation dynamique de modèle flux de données 107
pour la reconﬁguration de ses décodeurs. Elle se réalise par des décisions à l'intérieur
de la description du décodeur sur l'ajout et le retrait de fonctions durant la phase
de décodage. Ce type de reconﬁguration ouvre la voie à de nombreux algorithmes
fondés sur le codage adaptatif, où les opérations du décodeur sont modiﬁées à la
volée selon les statistiques de la source de données [TLT03,DH95], ou les propriétés
du canal de transmission [SC99,SC99].
Cependant, une reconﬁguration par décisions contraint un décodeur (e.g. dans
l'environnement OneCodec, le lecteur OneCode) à ce que les reconﬁgurations à ap-
pliquer, et donc les décisions, soient prévues par le codeur de contenu. Dans un
contexte MPEG RVC, la norme MPEG-B partie 4 ne prévoit aucune information
pour la description de décisions de reconﬁguration dans un graphe ﬂux de données.
De plus, la MVU dispose d'un environnement d'exécution ﬁxe : la plate-forme hôte
possède les mêmes caractéristiques spatiales et temporelles entre et durant l'exécu-
tion d'un programme ﬂux de données. Aﬁn de rester conforme à la norme MPEG-B
partie 4 et de minimiser la complexité de la recompilation, nous limitons donc la
reconﬁguration d'un programme ﬂux de données à une reconﬁguration statique du
programme ﬂux de données. Cette reconﬁguration ne s'applique alors que lors d'un
changement de contexte, i.e. un nouveau ﬂux à traiter sans dépendance de données
avec le ﬂux précédent et une nouvelle description de décodeur conforme à MPEG-B
partie 4.
3.6.2 Observation et décision de changement dans un graphe
ﬂux de données
La délimitation d'une reconﬁguration à un changement de contexte simpliﬁe
très largement le problème de recompilation dynamique sur les programmes ﬂux de
données de la MVU, puisqu'elle nécessite peu d'information lors de la phase d'ob-
servation. Considérons une conﬁguration de modèle ﬂux de données Cc = (Ac,Gc)
avec :
 Ac est l'ensemble des acteurs identiﬁés dans la conﬁguration courante,
 Gc = (V c,Ec) est le graphe ﬂux de données de la conﬁguration courante. V c
est l'ensemble des sommets et donc des instances du graphe. Ec est l'ensemble
des arcs et donc des canaux de communications du graphe.
Lors du premier démarrage de cette conﬁguration, les instances Ec sont dans leurs
états initiaux Σc = σc0 et les canaux de communications contiennent une séquence
vide de jetons X = ⊥. A l'instant d'un changement de contexte, i.e. lors de la
réception d'un nouveau ﬂux à traiter et d'une nouvelles conﬁguration de programme
ﬂux de données, les instances V c sont dans un état Σ données et les canaux de
communications Ec contiennent une séquence X = [x1, x2, ...] possible de jetons.
108 Génération et exécution dynamique pour modèle “flux de données”
Notons de manière équivalente cette nouvelle conﬁguration Cn = (An,Gn) avec
Gn = (V n,En) le nouveau graphe avec une nouvelle topologie d'arc En et de
nouvelles instances représentées par V n. L'intersection Ai = Ac∩An représente alors
l'ensemble des acteurs communs entre la conﬁguration Cn et Cp. Lors du démarrage
de cette nouvelle conﬁguration, les instances En sont dans les états initiaux Σn =
σn0 et les canaux de communications contiennent à nouveau une séquence vide de
jetons X = ⊥.
Un changement de contexte ne nécessite pas d'observation sur l'état des canaux
de communications car l'ensemble Ec n'a aucune dépendance avec En lors d'un
changement de contexte. L'état courant Σc des instances V c n'ont également au-
cune dépendance avec l'état initial Σn = σn0 des instances V n. Nous limitons donc
l'observation et l'adaptation nécessaire à la prise en compte des trois décisions sui-
vantes :
 les instances à supprimer, notées 	, du contexte précédent,
 les instances à ajouter, notées ⊕, dans le nouveau contexte,
 les instances à réutiliser, notées , entre ces deux contextes.
Nous appliquons l'algorithme d'observation et de décision suivant :
1. Chaque instance vc ∈ V c du graphe Gc est marquée 	 si et seulement si
l'acteur qu'il référence a /∈ Ai
2. Chaque instance vn ∈ V n du graphe Gn est marquée ⊕ si et seulement si
l'acteur qu'il référence a /∈ Ai
3. Chaque occurrence de vn ∈ V n du graphe Gn référençant un acteur a ∈ Ai
à une seule et même occurrence vc ∈ V c de a dans Gc. Nous marquons alors
vn  vc.
4. Les instances vn ∈ V n n'ayant plus d'occurrence restant dans V c sont mar-
quées ⊕.
5. Les instances vc ∈ V c n'ayant pas d'occurrence dans V n sont marquées 	.
Par l'application de cet algorithme, chaque élément de l'ensemble vc ∈ V c est
ainsi soit marqué d'une décision 	, soit marqué par une décision  avec une occur-
rence vn ∈ V n. Inversement, chaque élément de l'ensemble vn ∈ V n est soit marqué
d'une décision ⊕, soit marqué par une décision  avec une occurrence vc ∈ V c. Nous
pouvons ainsi appliquer l'adaptation adéquate à ces trois évènements.
3.6.3 Adaptation du programme ﬂux de données
L'observation et la décision permet d'obtenir un processus d'adaptation de pro-
gramme ﬂux de données disposant des qualités suivantes :
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 cohérence : L'adaptation d'un programme ﬂux de données ne nécessite pas de
détection de point de quiescence à fois dans les canaux de communications et
sur l'état de l'acteur, réduisant le processus d'adaptation à une simple recom-
pilation.
 transparence : Du point de vue du diﬀuseur de contenu comme du point de vue
de l'utilisateur, il n'est pas nécessaire d'inclure une sémantique de décision dans
le décodeur transmis. L'intelligence de l'adaptation se trouve ainsi uniquement
dans la MVU.
 eﬃcace et scalable : Lorsqu'une nouvelle description de programme ﬂux de
données (e.g. un décodeur MPEG RVC) est similaire au contexte précédent,
l'ensemble des acteurs peut être réutilisés, la traduction dynamique est optimi-
sée car l'exécution du nouveau programme ne nécessite que peu d'adaptation.
Si l'ensemble des instances d'une nouvelle description de programme ﬂux de
données est disjointe à l'ensemble des instances du contexte précédent, la tra-
duction dynamique sur ce système est totale.
La règle d'adaptation présentée sur ces décisions ne prend pas en compte la
reconﬁguration du modèle d'ordonnancement. En eﬀet, alors qu'une reconﬁguration
d'un ordonnanceur à stratégie RR ne nécessite que le retrait ou l'ajout d'un appel de
l'ordonnanceur d'acteur dans l'ordonnanceur d'acteurs, un ordonnancement statique
nécessite de prendre en compte les dépendances de consommation/productions inter-
acteurs sur les arcs du graphe. Ainsi, lors de la phase d'adaptation du graphe Gc
vers Gn dans la solution que nous proposons, l'ensemble des arcs Ec de Gc sont
désalloués de la mémoire et l'ensemble des ordonnanceurs, dynamiques et statiques,
du graphe Gc est également supprimé du code natif.
Chaque décision sur les instances v = V c ∪ V n nécessite alors les décisions
suivantes :
 	 : le code natif correspondant à v est désalloué de la mémoire, incluant tous
les éléments de description de la RCM et l'ordonnanceur d'action associé.
 ⊕ : la RCM de l'acteur correspond est traduit dynamiquement en code natif
et l'ordonnanceur d'action correspondant est généré.
  : l'acteur vc ∈ V c pointé par la décision est liée à l'acteur vn ∈ V n corres-
pondant. Son état en mémoire est réinitialisé et ses paramètres d'instanciation,
ﬁxés par le nouveau graphe Gn, sont assignés à l'acteur.
Les canaux de communications selon Ec et les ordonnanceurs d'acteurs sont
ﬁnalement ajoutés et traduit dynamiquement par la MV aﬁn de reconstituer le
programme ﬁnal.
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3.7 Conclusion
Nous avons présenté dans ce chapitre les trois éléments clefs pour la conﬁguration
et l'exécution dynamique d'une modélisation de programme par graphe de ﬂux de
données, à savoir :
1. Une représentation d'un langage universel dédiée à la programmation orien-
tée acteur, la RCM, réalisant l'abstraction des instructions des machines et des
architectures de machine,
2. Un exemple de transformation de la RCM conservant l'aspect ﬂux de données
de la représentation d'un graphe, mais simpliﬁant son exécution sur les MV,
3. Un modèle d'ordonnancement d'acteurs réalisant l'adaptation de l'abstraction
de l'architecture des machines vers une représentation adaptée à une exécution
sur l'architecture de la machine hôte.
La dernière phase de transformation sur le modèle ﬂux de données aﬁn de le
rendre exécutable consiste à transformer la représentation abstraite des instruc-
tions comprises dans la RCM (V-ISA) en une ISA de la machine hôte. Les contribu-
tions théoriques de ce chapitre ne privilégient l'utilisation d'aucune V-ISA particu-
lière, et donc ne privilégie aucune MV. Le développement d'une MVU, adaptée au
langage universel de la RCM, nécessite la sélection d'une MV parmi la multitude de
MV présente dans la littérature.
Nous présentons dans le chapitre suivant les critères de sélection d'une MV et
nous justiﬁerons le choix d'utilisation de l'infrastructure de compilation Low-Level
Virtual Machine (LLVM). Le choix d'un bytecode spéciﬁque permet la conception
de la RCM à partir de sa V-ISA et le développement d'une MVU comprenant la MV
de son architecture.
Chapitre 4
Architecture logicielle : Machine
Virtuelle Universelle (MVU)
Ce chapitre présente les contributions pratiques de cette thèse pour le dévelop-
pement de la MVU.
Les contributions théoriques présentées dans le chapitre précédent se fondent sur
le fonctionnement de la plupart des MV actuelles. La première étape de dévelop-
pement d'une MVU consiste à sélectionner une MV parmi celles déjà existantes.
Nous justiﬁons cette sélection section 4.1. Il est ensuite nécessaire de développer
un générateur de RCM adapté à la sémantique de cette MV. Nous détaillons sec-
tion 4.2 les propriétés de V-ISA de la MV sélectionnée et les étapes de transformation
d'un acteur RVC-CAL en RCM. Enﬁn, nous développons section 4.3 une structure
d'adaptation de cette MV pour son augmentation vers le support des modèles ﬂux
de données. La MVU est ﬁnalement intégré à l'environnement GPAC aﬁn de fournir
une interface graphique à son utilisation.
Nous concluons ce chapitre section 4.4 par une analyse sur les résultats obtenus.
4.1 Technologies retenues pour la MVU
La performance et la portabilité sont les deux points cruciaux qui vont guider la
sélection d'une MV. En eﬀet, dans un contexte de décodage vidéo, les applications
sont extrêmement gourmandes en ressource de calcul. Généralement, les ordinateurs
personnels possèdent la puissance nécessaire à l'utilisation de ces décodeurs, mais les
plates-formes embarquées ont des contraintes fortes en termes de consommation de
ressources et d'énergie. Ainsi, un impact trop important provoqué par l'utilisation
d'une MV sur les performances écarterait la MVU d'une portabilité sur plate-forme
embarquée.
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4.1.1 Les machines virtuelles candidates
Il existe de nombreuses MV développées pour des langages et des besoins dif-
férents. Dans un contexte de décodage vidéo, une première solution triviale pour
le choix d'une MV serait d'utiliser de l'Universal Video Decoder (UVD) [RKB+09]
(cf. section 2.3.1) pour son adaptation vers le support des modèles ﬂux de données.
Cependant, son modèle d'exécution est uniquement fondé sur l'interprétation, ses
performances en exécution sur des applications optimisées sont 72,5% plus faibles
que celles d'un décodeur C++ décrit à la main [KPBR10]. En outre, la faible porta-
bilité de l'UVD, due à sa relative jeunesse et à sa faible popularité, est une limitation
forte dans un contexte de MVU.
Nous concentrons ainsi notre recherche sur les MV disposant d'une large commu-
nauté de développeurs et d'utilisateurs. Les deux MV HLL actuellement majoritaires
dans les systèmes informatiques sont la Java Virtual Machine (JVM) de Sun Mi-
crosystems [LY99] et le Microsoft Common Language Infrastructure (CLI) [MR04]
de Microsoft. Ces deux MV se fondent sur le modèle de fonctionnement par pile
présenté du chapitre 1.1.3. Dans le domaine des MV fondées sur les machines à re-
gistre (cf. 1.1.3), Parrot [RST04] pour Perl 6 et la MV Low-Level Virtual Machine
(LLVM) [Lat02] disposent d'une communauté très active. Le tableau 4.1 présente
les diﬀérentes caractéristiques de ces MV.
MV Modèle de JIT Interprétation Code sécurisé Typage
machine dynamique
CLI Pile 4 4 4
JVM Pile 4 4 4
Parrot Registre 4 4 4
LLVM Registre 4 4
TABLEAU 4.1  Caractéristiques des MV JVM, CLI, Parrot et LLVM.
La traduction dynamique (JIT) est une caractéristique commune à l'ensemble des
MV sélectionnées. Elle est primordiale pour obtenir des performances proches d'une
exécution statique de code. Cependant, l'utilisation d'un interpréteur est également
synonyme d'une plus grande portabilité sur les MV. En eﬀet, les interpréteurs sont
généralement plus simples à intégrer aux plates-formes et peuvent avantageusement
remplacer une traduction dynamique lorsque celle-ci n'est pas disponible sur une
plate-forme donnée.
La sécurité de code renvoie au modèle d'abstraction utilisé par le bytecode d'une
MV. Les MV HLL utilisent des modèles de programmation, Java et C#, interdisant
l'utilisation directe de pointeur vers les mémoires. Les MV sont ainsi capables de
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garantir une utilisation et une gestion sécurisée de cette mémoire, notamment par
l'utilisation d'un ramasse-miette (garbage collector). Les MV Parrot et LLVM pos-
sèdent un fonctionnement plus proche de celui des machines physiques autorisant
un accès aux pointeurs et leur manipulation. Le modèle ﬂux de données ayant des
espaces mémoires cloisonnés et connus à la compilation pour chaque acteur et pour
chaque FIFO, il ne nécessite qu'un très petit nombre de cycles d'allocation/désallo-
cation sur la mémoire durant toute l'exécution du programme. La sécurité de code,
bien qu'appréciable, n'est donc pas un facteur déterminant pour le choix d'une MV.
Le typage dynamique concerne également le niveau d'abstraction du bytecode.
Par opposition au typage statique, il déﬁnit le type de ses données à l'exécution.
Les déclarations de variable dans le bytecode sont alors non-typées et ce sont les
valeurs aﬀectées aux variables qui déﬁnissent les types. L'importante ﬂexibilité du
typage dynamique induit généralement un surcoût important sur la consommation
de mémoire d'un programme et sur ses performances due aux indirections sur les
variables. Le langage RVC-CAL étant fortement typé pour ces mêmes raisons, le
typage dynamique est considéré comme une fonctionnalité superﬂue de la MVU.
Cette considération peut être cependant réévaluée dans le cadre d'une programma-
tion CAL car, par opposition au langage RVC-CAL, le langage CAL n'impose pas
de type aux variables.
4.1.2 Portabilité des machines virtuelles
La portabilité des MV implique dans un premier temps l'existence d'une MV
développée spéciﬁquement pour une combinaison plate-forme/SE. Le tableau 4.2
liste les portabilités oﬃcielles des MV choisies.
MV SE Architecture
CLI Windows x86/64 et IA-64
Parrot Windows, Linux, Solaris (...) x86/64, PPC
JVM Windows, Linux, Solaris (...) x86/64, PPC, ARM, SPARC (...)
LLVM Windows, Linux, Solaris (...) x86/64, PPC, ARM, SPARC (...)
TABLEAU 4.2  Portabilités des MV entre architecture de machine et de SE.
Le comportement similaire d'une même application sur plusieurs machines est
un objectif techniquement diﬃcile à atteindre. Le comportement des threads, par
exemple, est généralement très diﬀérent d'un SE à un autre. Une même mise en
÷uvre sur SE d'une API POSIX [But97], normalisée par l'IEEE, peut ne pas sup-
porter la notion de priorité (e.g. AIX), alors que d'autres mises en ÷uvre UNIX la
supportent (e.g. IRIX). Dans le premier cas, chaque threads possède une tranche
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de temps alloué pour à chaque exécution de threads ; dans le second, chaque thread
est autorisé à être exécuté jusqu'à ce qu'il soit explicitement stoppé par le proces-
sus, ou qu'un thread de priorité supérieure prenne le contrôle du système. Cette
diﬀérence sur l'exécution de threads est souvent à l'origine de nombreuses erreurs
et d'incohérences lors du portage des applications sur diﬀérentes plates-formes (le
fameux Write once, debug everywhere de Java) [PSL+98]. La popularité d'une MV
est un critère déterminant pour obtenir une véritable transparence d'exécution sur
diﬀérentes machine, car elle implique de nombreux travaux et une ﬁabilité accrue
pour chaque développement de MV selon les caractéristiques de la machine hôte.
Nous excluons donc de la liste de portabilité de VM les projets de portabilisation
de CLI. Par exemple, la MV Portable.NET du projet DotGNU 1 pour SE Linux est
un projet annexe à la CLI qui ne dispose d'aucun support oﬃciel par Microsoft. La
JVM et LLVM possède donc un avantage évident du fait de leurs plus portabilité, car
cette portabilité inclut également les plates-formes embarquées à base d'architecture
ARM [Sin03]. Nous concentrons donc la partie suivante sur le choix entre ces deux
VM.
4.1.3 Comparaison des performances LLVM/JVM
Une architecture de MV fondée sur le fonctionnement d'une pile ou sur les
registres n'est pas un critère prégnant pour le choix d'une MV [SGBE05]. On
trouve dans la littérature un ensemble d'arguments prônant l'utilisation des re-
gistres [DBC+03, GBC+05,Mye77] et un ensemble de contre-arguments en faveur
d'un modèle par pile [SM77,MB99]. D'une manière générale, l'architecture des piles
dispose de tailles d'instruction plus courtes que les machines à registre mais requiert
plus d'instructions pour un même calcul.
Nous établissons un test de performances de ces deux VM sur les applications
de référence MPEG RVC à savoir le décodeur MPEG-4 SP et le décodeur MPEG-4
AVC, tous deux présentés section 2.2. Le but est d'évaluer l'impact d'une compila-
tion dynamique depuis la JVM et depuis la LLVM sur les performances, par rapport
une application compilée statiquement. Les descriptions C et Java de décodeurs
sont obtenues dans un premier temps par la synthèse de ces décodeurs dans l'envi-
ronnement de développement Orcc. Les décodeurs générés incluent un ordonnanceur
d'actions équivalent à celui présentée en section 3.3 et une stratégie RR pour l'or-
donnancement des acteurs (cf. section 3.4). La description LLVM des décodeurs est
obtenue par une transformation de la synthèse obtenue en C depuis Orcc par le
front-end 2 C de l'infrastructure LLVM.
1. site oﬃciel du projet DotGNU : http ://www.gnu.org/software/dotgnu
2. LLVM-GCC est disponible à l'adresse suivante : http ://llvm.org
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Le tableau 4.3 présente les résultats obtenus sur un processeur Core2Duo cadencé
à 2.40 GHz avec Windows 7. Des tests similaires ont également été réalisés sur Mac
OS X 10.5 et Ubuntu 9.10 et obtiennent des résultats équivalents.
C Java LLVM
MPEG-4 SP 26,7 fps 7,0 fps 24,9 fps
MPEG-4 AVC 34,9 fps 5,5 fps 34,4 fps
TABLEAU 4.3  Performances des décodeurs MPEG-4 SP et MPEG-4 AVC sur
la JVM (Java) et sur la LLVM en traduction dynamique (JIT) par rapport à une
compilation statique d'une même application décrite en C. Les séquences de référence
sont respectivement de taille CIF (352 × 288) pour MPEG-4 SP et de taille QCIF
(176× 144) .
Ces tests de performances montrent qu'une traduction dynamique en passant
par la LLVM a un faible impact sur les performances comparée à une compilation
statique de code C. En revanche, l'utilisation de la JVM avec une représentation
Java réduit les performances de ce même décodeur par 7. Ce facteur s'explique par
le fait que Java n'a aucune notion de pointeur. Ainsi tous les accès aux FIFOS du
décodeur impliquent une copie de mémoire avec une série d'allocations/désalloca-
tions de variable, ce qui provoque une utilisation massive du garbage collector, par
ailleurs, très gourmand en termes de ressources [SPT02].
La LLVM est donc la MV la plus adaptée au besoin de la MVU, ses caractéris-
tiques sont minimales, et ses performances proches d'une compilation statique d'ap-
plication. Elle dispose d'une grande portabilité sur des architectures X86, X86-64,
PowerPC, PowerPC-64, ARM, Thumb, SPARC, Alpha, CellSPU, MIPS, MSP430,
SystemZ, et XCore ainsi que sur la plupart des SE des machines [LA04]. Elle dispose
en outre d'un ensemble de librairie facilitant l'intégration de sa MV à l'intérieur de
l'architecture de la MVU. Les caractéristiques de son V-ISA, appelée Low-Level Vir-
tual Instruction Set Architecture ou LLVA [ALB+03], sont discutées dans la section
suivante.
4.2 Génération de la RCM
Cette partie est consacrée au développement d'une plate-forme de test pour la
compilation dynamique de plate-forme RVC. Elle est structurée en deux parties qui
concernent :
1. la solution de compilation d'une VTL sous forme CAL vers une représentation
en bytecode LLVM.
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2. la solution de conﬁguration dynamique de décodeur fondée sur la LLVM.
4.2.1 Low-Level Virtual Instruction Set Architecture
Le facteur clé diﬀérenciant LLVM des autres MV est la V-ISA sur laquelle elle
repose. LLVA est un jeu d'instructions bas niveau, proche de l'assembleur, qui uti-
lise les opérations clefs de processeurs conventionnels et qui évite les contraintes
spéciﬁques liées à certain types de processeurs, tels que l'utilisation de registres phy-
siques ou de technique de pipeline. La LLVA est un jeu d'instruction bas-niveau qui
oﬀre des informations haut niveau pour l'analyse et l'optimisation d'une application
par un compilateur. Pour plus d'informations sur les choix de design de la LLVM,
le lecteur est invité à lire la thèse de son concepteur [Lat02]. Ses caractéristiques
principales sont :
 l'utilisation d'un nombre inﬁni de registres virtuels contenant n'importe quel
type de valeurs primitives (entier, vecteur, virgule ﬂottante et pointeur),
 la forme Static Single Assignment (SSA) des registres virtuels et les opéra-
tions sous la forme Three Address Code (3AC), ces deux caractéristiques étant
largement utilisées pour l'optimisation [Muc97],
 les transferts de valeurs entre registre et mémoire se font explicitement par des
opérations de load et de store sur des pointeurs,
 une représentation explicite par graphe du ﬂux de contrôle (Control Flow
Graph ou CFG) de l'application,
 un ensemble de métadonnées extensibles directement intégré dans la LLVA.
Le jeu d'instructions LLVA est composé de 52 codes d'opération (opcode) pouvant
être surchargés, i.e. une même opcode peut s'appliquer à un entier ou un vecteur.
Chaque opérande est strictement typé avec une taille explicite : un entier sur un bit
est typé i1, un entier sur deux bits est typé i2, etc. LLVM possède ainsi un type
entiers de taille ﬁxe, et exactement cinq types dérivés : pointeurs, tableaux, vecteurs,
structures et fonctions. La LLVA ne supportant aucune opération sur deux types
mixtes de données, la conversion de type est explicite dans le code. Elle se réalise
par un ensemble d'instructions de coercition pour l'extension de type (zext, sext), la
réduction de type (ztrunc) ou les opérations de coercition ascendante et descendante
sur les pointeurs (cast), e.g. une structure de données vers un entier. Une instruction
spéciﬁque getelementptr permet d'accomplir les opérations arithmétiques sur les
pointeurs pour l'accès à un élément d'une structure de données ou une valeur d'un
tableau d'entier.
Les variables globales sont identiﬁées par @ tandis que les registres locaux com-
mencent par %. Tous les opcodes LLVA sont sous la forme 3AC, i.e. ils contiennent
un ou deux opérandes et produisent un unique résultat sur un registre. La ﬁgure 4.1
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illustre l'addition de deux variables a et b sur c en LLVA.
add:
%0 = load i32* @a ;Chargement de a de type i32
%1 = load i8* @b ; Chargement de b de type i8
%2 = zext i8 %1 to i32; Extension du type de b vers i32
%3 = add i32 %0, %2 ; Addition de a et b
store i32 %2, i32* c ; Stockage du résultat sur c
br %next ; branchement vers le prochain basic bloc
Figure 4.1  BasicBloc add en LLVA qui ajoute la variable mémoire a à la variable
mémoire b et stocke le résultat vers la variable mémoire c.
La forme SSA [AH00] de la LLVA impose chaque registre, dans notre exemple %0,
%1 et %3, d'être assigné une seule et unique fois par un opcode. Cette forme améliore
l'optimisation sur les instructions car elle simpliﬁe les propriétés d'utilisation des
registres. Ces algorithmes d'optimisations permettent notamment la propagation de
constantes [WZ91], l'élimination de code mort [KRS94] ou encore l'allocation de
registres [HG06].
La représentation explicite du CFG en LLVA se réalise par le découpage de
fonctions en un ensemble de bloc de base (BasicBloc). Chaque BasicBloc se compose
d'une étiquette, d'un ensemble d'instructions LLVA et se termine obligatoirement
par une opération de terminaison de bloc (un branchement direct ou conditionnel
br ou une instruction de retour ret). LLVA comprend également une instruction phi
explicite pour l'assignation de registres conditionnellement au CFG.
Les métadonnées LLVA se divisent en deux catégories : les métadonnées n÷uds
(Node) et les métadonnées à n÷uds nommés (NamedNode). Les métadonnées node
correspondent à des n-uplets de valeurs ou de fonctions décrits en LLVA où chaque
node dispose d'un identiﬁant numérique. Les métadonnées disposent également de
deux types spéciﬁques pour décrire des chaînes de caractères (String) et d'autres
métadonnées (metadata) de telle sorte que :
!23 = !{ i32 4, !"foo", i32 *@G, metadata !22}
est une métadonnée associée à l'identiﬁant 23 contenant une valeur 4, une chaine de
caractère foo, une variable globale G et une autre métadonnée dont l'identiﬁant est
22.
Les métadonnées NamedNode fournissent un nom d'accès vers un n-uplet de
métadonnées node. Par exemple :
!actions = !{ !1, !2, !4212 }
associe un nom actions aux métadonnées 1, 2 et 4212.
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4.2.2 Le générateur de code ORCC
Il existe deux solutions pour pouvoir eﬀectuer une génération de RCM depuis
un acteur RVC-CAL. La première est de développer un nouveau front-end RVC-
CAL dans l'infrastructure de compilation LLVM, ce qui implique le développement
d'un parseur de syntaxe RVC-CAL vers les outils de génération de code LLVM. La
deuxième solution est de développer un nouveau générateur de RCM à l'intérieur
des logiciels de synthèse de programme RVC-CAL.
Notre choix s'est porté sur la deuxième solution, et particulièrement, sur l'envi-
ronnement de développement Orcc présenté en section 2.2.1. En eﬀet, la RI utilisée
par Orcc comprend un grand nombre de propriétés similaires à la LLVA :
 elles sont toutes deux représentées sous la forme SSA,
 elles utilisent des types d'entiers de largeurs arbitraires,
 elles utilisent une représentation explicite du CFG proche l'une de l'autre,
 de nombreuses instructions ont des équivalences directes, e.g. une utilisation
















Figure 4.2  Description de la signature de l'acteur Algo_Add normalisée dans
MPEG-C partie 4 en représentation intermédiaire Orcc.
La RI Orcc est une représentation sérialisée en XML d'un acteur RVC-CAL.
Chaque back-end Orcc se fonde sur l'outil StringTemplate [Par06] pour passer d'une
RI XML vers un code cible. L'utilisation de templates simpliﬁe la phase de traduction
de RI en passant par des formulaires (templates) plutôt que par un arbre syntaxique
abstrait (AST ). La thèse [Wip10] développe l'ensemble de ces propriétés.









Figure 4.3  Exemple de motif (pattern) d'entrée de l'acteur Algo_Add sur l'entrée
X en représentation intermédiaire Orcc.
A titre d'exemple, la ﬁgure 4.2 présente la signature de l'acteur Algo_Add
normalisée dans MPEG-C partie 4. Le code source RVC-CAL de cet acteur se trouve
ﬁgure 2.4 du chapitre 2. Cet acteur dispose de deux paramètres (Min et Max),
de deux entrées (X et Y ) et d'une sortie (Z). Une RI Orcc se compose d'un n-
uplet d'information hiérarchique sur un acteur RVC-CAL. Chaque variable, port ou
paramètre est accompagné par un identiﬁant, un type et une taille de type.
Une action RVC-CAL est décrite selon trois informations : le pattern d'entrée
et de sortie (ﬁgure 4.3), une information de garde et une information de corps,





Figure 4.4  Variable locale x en représentation intermédiaire Orcc.
Le pattern d'entrée et de sortie indique la signature d'une action et la taille de
jetons consommées. Ainsi, l'entrée X en ﬁgure 4.3 possède une consommation déﬁnie
par la balise sizeExpr d'un jeton de taille 10.
Les variables locales permettent de déﬁnir les variables utilisées dans le corps
et le guard pour rendre les instructions conformes à la forme SSA. Les instructions
de la RI Orcc agissent soit sur des variables, soit sur une expression. Son jeu d'ins-
truction comprend 9 opcodes notamment pour l'assignation (assign), le chargement
(load), le stockage (store) ainsi que pour le branchement conditionnel if et while.
La ﬁgure 4.5 est un exemple d'instructions de chargement d'une variable aﬀecté au
port X (ﬁgure 4.3) vers une variable locale x (ﬁgure 4.4).
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Le back-end RCM développé dans Orcc contient de multiples transformations
sur la RI de Orcc aﬁn d'y ajouter les caractéristiques manquantes, à savoir :
1. Les branchements conditionnels : Les structures conditionnelles if et while
n'ont pas d'équivalent en LLVM. Chaque structure conditionnelle doit être
explicitement transformée en bloc d'instruction, les basic block, commençant
par un label et ﬁnissant par une instruction de branchement.
2. La forme Three Address Code (3AC) : LLVM ne supporte aucune opération
sur les expressions, chaque expression doit donc être décomposée en une série
d'instruction conforme à la règle du 3AC.
3. Accès aux éléments d'une structure : L'accès à des sous-éléments d'une struc-
ture de données ou d'un tableau s'eﬀectue dans la RI Orcc par l'assignation
d'expression indexée. Chaque expression indexée de la RI Orcc doit ainsi être
transformée en une série d'opérations arithmétiques sur les pointeurs utilisant
l'instruction spéciﬁque LLVM (getElementPtr).
4. La coercition explicite : La RI Orcc ne dispose d'aucune notion de coercition.
Les instructions de coercition supplémentaire de LLVM doivent ainsi être in-
tégrées sur le jeu d'instruction de la RI Orcc.
La décomposition du jeu d'instructions haut-niveau de la RI Orcc en une sé-
rie d'instructions bas-niveau de la LLVA nécessite également une nouvelle passe de
transformation SSA aﬁn de rendre le code généré conforme à la règle d'assignation
unique sur les registres. Le développement de ces transformations se réalise, confor-
mément à l'environnement de développement Orcc, sous forme d'un ensemble de
transformation Java. Enﬁn, l'adaptation du jeu d'instruction de la RI Orcc vers le
jeu d'instruction LLVA se réalise par un ensemble de formulaire StringTemplate. Un
exemple d'adaptation d'une instruction load vers la LLVA est illustré ﬁgure 4.8.
Load (target , source , type) ::= <<
%$target$ = load $type$ $var$
>>
Figure 4.8  Formulaire de l'instruction Load adaptée à la LLVA.
Les informations structurelles de l'acteur et de ses actions, identiﬁées en sec-
tion 4.2, sont sélectionnées par une transformation dédiée aux métadonnées. Cette
transformation permet l'aﬀection d'un identiﬁant unique à chaque éléments struc-
turels pour leurs descriptions par métadonnées nodes. Chaque type d'information
structurelle est ensuite rassemblé autour d'une unique métadonnée NamedNode dont
l'identiﬁant est connu par la MVU. Ainsi, la ﬁgure 4.9 correspond aux informations
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structurelles de l'acteur Algo_Add en RCM, dont l'équivalent en RI Orcc se trouve
ﬁgure 4.2. Chaque métadonnée node se compose d'un nom et d'une taille de type.
Les paramètres ayant une variable globale dans le code de l'acteur, les métadonnées
décrivant les paramètres référencent en supplément l'adresse de la variable corres-
pondante.
;NamedNode
!inputs = !{!1, !2}
!outputs = !{!3}
!parameters = !{!4, !5}
;Node
!1 = !{!"X", i32 9}
!2 = !{!"Y", i32 9}
!3 = !{!"Z", i32 10}
!4 = !{!"Min", i32 10, i10* @Min}
!5 = !{!"Max", i32 10, i10* @Max}
Figure 4.9  Description de la signature de l'acteur Algo_Add normalisé dans
MPEG-C partie 4 par la RCM en métadonnées LLVM.
Les actions RCM disposent d'un ensemble d'informations où fonctions et va-
riables globales sont liées par un ensemble de métadonnées. Une action en RCM se
compose de deux fonctions LLVM : une fonction représentant la fonction de tir f de
l'action et une fonction représentant l'agrégat G du garde de l'action.
;Paramètre
@Min = global i10*
@Max = global i10*
;Séquence de jetons
@X = global i9*
@Y = global i9*
@Z = global i9*
;Procédure
declare i9 @clip_i32(i9 , i10 , i10)
Figure 4.10  Déclaration de l'entête d'acteur de l'acteur Algo_Add par la RCM
en LLVA.
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Dans l'exemple fournit de la ﬁgure 4.11, l'acteur Algo_Add ne comporte qu'une
seule action sans information de garde. Elle se représente donc sous la forme d'une
unique fonction de tir, sans fonction d'agrégat pour le garde. Rappelons que le rôle
de cette fonction de tir est de réaliser un écrêtage sur l'addition entre un jeton
consommé sur ses entrées X et Y . Cet écrêtage se réalise par l'intermédiaire d'une
fonction clip déﬁnie dans les Units de l'acteur. Nous représentons cette fonction de
tir en une fonction LLVM @f() sur la ﬁgure 4.11 où les variables globales utilisées
sont déclarées en ﬁgure 4.10. L'en-tête de l'acteur RCM se décompose ainsi en un
ensemble de déclaration de variables globales et une déclaration de la fonction clip()
déﬁnit dans les Units. Les variables @X et @Y sont utilisées pour la reconstruction
respectives des séquences d'entrées SX et SY de la fonction de tir. La variable @Z
permet le stockage de la séquence de sortie SZ . Enﬁn, les variables Min et Max
stockent les valeurs, ﬁxées à l'instanciation, des paramètres.
La fonction de tir de l'action Algo_Add (ﬁgure 4.12) réalise dans un premier
temps le chargement de l'ensemble des valeurs contenu dans chacune des variables
globales utilisées par une série d'instruction load sur les registres %0 jusqu'à %3. La
fonction additionne (add) les valeurs contenues dans @X et @Y sur le registre %4
et appel la fonction (call) pour l'écrêtage de la valeur de ce registre. Le résultat de
cet écrêtage est stocké sur le registre %5, dont la valeur représente la séquence de
sortie SZ . Cette fonction écrit (store) donc la valeur de ce dernier sur à l'adresse
pointée par @Z.
define void @f() {
;Chargement des valeurs
%0 = load i10* @Min
%1 = load i10* @Max
%2 = load i9* @X
%3 = load i9* @Y
;Calcul
%4 = add i9 %2, %3
%5 = i9 call @clip_i32(i9 %4, i10 %0, i10 %1)
;Stockage du résultat
store %5, i9* @Z
ret void
}
Figure 4.11  Fonction LLVA de tir de l'acteur Algo_Add en RCM.
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Les actions d'un acteur sont augmentées par un ensemble de métadonnées Node,
et toutes ces métadonnées Node sont référencées par une unique métadonnée Na-
medNode dont l'identiﬁant est actions. La ﬁgure 4.12 représente les métadonnées de
l'action de l'acteur Algo_Add de la manière suivante :
1. !6 représente respectivement le nom de l'action, la fonction de tir et le garde
d'une action, possiblement nul,
2. !7 représente la fonction de tir de l'action avec respectivement sa fonction
LLVM correspondante, son pattern d'entrée et son pattern de sortie
3. !8 et !9 représentent la taille des données consommées et produites sur chacune
des variables représentant les ports de l'acteur.
!actions = !{!6}
;action
!6 = !{!"", metadata !7, null}
!7 = !{void ()* @f, metadata !8, metadata !9}
;Pattern de consommation/production
!8 = !{i32 1, i9* @X, i32 1, i9* @Y}
!9 = !{i32 1, i9* @Z}
Figure 4.12  Métadonnées LLVM de l'action de l'acteur Algo_Add en RCM.
La représentation d'un automate ﬁni en RCM est largement utilisée pour la
représentation d'une FSM RVC-CAL et pour la représentation comportementale
d'acteurs. Dans notre exemple, l'acteur Algo_Add ne dispose d'aucune déﬁnition de
FSM dans son code source. Il dispose en revanche d'une unique action et donc d'une
consommation et d'une production ﬁxe de jetons à chaque tir. Son comportement
est donc conforme au modèle SDF dont la représentation comportementale en RCM
est donnée en ﬁgure 4.13. Chaque métadonnée node correspond aux informations
suivantes :
 !10 est la représentation comportementale SDF de l'acteur, composée respec-
tivement d'un nom de MoC (SDF ), d'une description d'automate ﬁni ( !11 ),
d'une consommation d'entrée ( !14 ) et d'une production de sortie ( !15 ),
 !11 est la représentation de l'automate ﬁni, avec un alphabet d'entrée L ( !6 ),
un ensemble d'état Q ( !12 ), un état initial q0 ( !12 ) et un ensemble de transi-
tion T ,
 !12 est l'unique état s0 de l'automate ﬁni et donc également son état initial,
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 !13 est l'unique transition de l'automate ﬁni qui associe l'état s0 à l'unique
action de l'acteur, décrit par la métadonnée !6 sur la ﬁgure 4.12,
 !14 et !15 sont les consommations et les productions du MoC à chaque tir sur
l'ensemble des variables globales de la RCM.
!MoC = !{!10}
;MoC SDF
!10 = metadata !{!"SDF", metadata !11, metadata !14, metadata !15}
;automate fini du MoC
!11 = metadata !{ metadata !6, metadata !12, metadata !12, metadata !13}
!12 = metadata !{!"s0"}
!13 = metadata !{ metadata !12, metadata !6, metadata !12}
;Pattern du MoC
!14 = !{i32 1, i9* @X, i32 1, i9* @Y}
!15 = !{i32 1, i9* @Z}
Figure 4.13  Métadonnées LLVM de la RCM comportementale l'acteur Algo_Add.
Les fragments de code présentés sur l'ensemble des ﬁgures de cette section per-
mettent ainsi de reconstituer la RCM complète de l'acteur Algo_Add. Une génération
de code par le back-end RCM sur un ensemble d'acteurs produit un ensemble de
ﬁchier structuré en dossier, où chaque dossier correspond à un package d'acteurs et
où chaque ﬁchier correspond à une RCM d'acteurs.
4.3 Schéma architectural de mise en ÷uvre de la
MVU
La deuxième étape de développement sur la MVU consiste à utiliser les diﬀérentes
librairies C++ fournies par l'infrastructure LLVM pour le développement d'une
nouvelle MV possédant les caractéristiques présentées en chapitre 3. Nous intégrons
ﬁnalement la MVU et la RCM générée dans l'environnement multimédia GPAC aﬁn
de réaliser un décodeur universel, compatible à la norme MPEG RVC.
4.3.1 Infrastructure de compilation LLVM
Le but des diﬀérentes librairies C++ composant l'infrastructure LLVM est de
fournir un ensemble d'outils permettant la réalisation des tâches fondamentales de
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toutes MV, selon les trois caractéristiques suivantes [LA04] :
1. Persistance de la représentation : Le modèle de compilation utilisé préserve
une même représentation LLVA durant toutes les phases d'optimisation et de
compilation du système.
2. Personnalisation des optimisations : Les optimisations de code LLVA se dé-
composent en un ensemble de passe qui peuvent être sélectionnées selon les
besoins de l'utilisateur et les caractéristiques de la machine.
3. Génération de code natif en ligne ou hors-ligne : En plus de ses fonctionnalités
de MV, la LLVM fournit également un générateur statique de code natif pour
la production d'un code haute-performance, mais également très expansif en
mémoire.
Ces librairies incluent notamment un parseur de code LLVA, un optimiseur de
code LLVA dotée de nombreuses passes pour une optimisation agressive des ins-
tructions, un traducteur de code LLVA vers du code natif par interprétation ou
traduction dynamique, un éditeur de lien dynamique pour lier le code généré avec
les bibliothèques dynamiques, etc.
A l'instar de son jeu de librairies, l'infrastructure LLVM fournit un ensemble
d'exécutables permettant d'interagir avec le système LLVM. L'un des aspects cri-
tiques d'une génération de code LLVA par le back-end RCM est qu'une utilisation
de formulaires StringTemplate impose une génération uniquement textuelle et non-
optimisée de la RCM d'un acteur. La compacité de représentation d'un acteur en
RCM est un critère important, car elle permet de limiter les temps de chargements
d'acteurs par la MVU. Dans un contexte MPEG RVC, cette compacité permet éga-
lement une éventuelle transmission d'acteurs RCM non-normalisés dans MPEG-C
partie 4 au travers d'un réseau. En outre, les fonctions de la RCM comporte un
grand nombre d'instructions non-optimisées, qu'il est nécessaire d'optimiser hors-
ligne pour limiter les temps d'optimisation de code lors de la génération complète
d'un programme ﬂux de données par la MVU.
L'infrastructure LLVM dispose ainsi de deux outils permettant une optimisation
statique de code LLVM et la génération d'une représentation binaire compressée
(bitcode) d'un code LLVA. Un ensemble de ﬁchiers en bitcode LLVM peut être plus
intensivement compressé par l'utilisation d'un troisième outil, également fournit par
l'infrastructure LLVM, pour la création d'archives de bitcode LLVM. Nous intégrons
ces trois outils à l'intérieur du back-end RCM aﬁn de générer une représentation
compacte et optimisée de chaque acteur en RCM, que nous appelons bitcode RCM .
L'utilisation d'archives permet la génération de  librairies d'acteurs image de la
représentation sous forme de package utilisée dans MPEG RVC.
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résultats de cette expérimentation, présentés dans le tableau 4.4, montrent la com-
pacité du bitcode RCM par rapport au bitcode Java. Les méthodes de compression
utilisés par le bitcode de Java sont très similaires aux méthodes de compression de
bitcode LLVM 4, e.g. ils utilisent un ensemble de primitives de codage pour chaque
opcodes et des abréviations sur les opérandes [LY99]. Cependant, la RCM ne com-
porte aucune instruction sur l'ordonnancement des actions, contrairement à la re-
présentation Java d'acteurs. La RCM permet ainsi un gain de 3% sur la taille totale
des acteurs de la VTL par rapport à une génération de code Java.
Java RCM
MPEG-4 SP 300 Kb 285 Kb
+ MPEG-4 AVC 775 Kb 755 Kb
VTL 1,04 Mb 1,01 Mb
TABLEAU 4.4  Taille de bitcode de la VTL généré en Java et en RCM.
La relative légèreté de chacun de ces acteurs en RCM permet d'aborder une
éventuelle transmission de ces FU au sein d'un ﬂux codé avec un faible impact sur
sa taille de l'ensemble.
4.4.2 Analyse des temps de conﬁguration de la MVU
Le temps de conﬁguration d'une application par la MVU correspond à la chaîne
de transformation complète d'un réseau de décodeur et d'un ensemble d'acteurs
RCM en un programme complet en code natif, exécutable par la machine hôte. Elle
contient donc une phase d'adaptation (i.e. une transformation des acteurs et l'ajout
d'un ordonnanceur d'acteur), une phase d'optimisations de la représentation LLVM
de l'application, et ﬁnalement, dans le cas d'une traduction dynamique, une phase
de compilation de cette représentation. Ce temps de conﬁguration est donc crucial
pour la MVU, car il permet d'évaluer le temps d'attente d'un utilisateur entre le
lancement de la MVU sur une application et le traitement eﬀectif de l'application
sur son ﬂux d'entrée. L'expérience présentée dans cette section est réalisée sur un
processeur Core2Duo (X64 ) cadencé à 2.40 GHz et tournant sur Windows 7.
Le tableau 4.5 représente la première phase d'adaptation et d'optimisation de
la MVU sur les deux logiciels de référence des décodeurs MPEG-4 SP et MPEG-
4 AVC. L'ensemble des optimisations fournies par la librairie LLVM sont activées,
ce qui équivaut à l'option -O3 d'un compilateur gcc. Les éléments remarquables
de ce tableau est que, d'une part, les algorithmes d'adaptation de la MVU sont
4. Les spéciﬁcations du bitcode LLVM sont disponibles à l'adresse :
http ://llvm.org/docs/BitCodeFormat.html
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MPEG-4 SP MPEG-4 AVC
Adaptation 70 ms 344 ms
Optimisation 1014 ms 6786 ms
TABLEAU 4.5  Périodes d'adaptation et d'optimisation de la MVU sur les déco-
deurs de référence MPEG-4 partie 2 Simple Proﬁle et MPEG-4 partie 10 Constrained
Baseline Proﬁle.
négligeables (environ 6%) face aux temps d'optimisations, d'autres parts, les temps
d'optimisations de la librairie LLVM sur des applications complexes, ici MPEG-4
AVC, peuvent s'avérer très importants.
Interprétation Traduction dynamique
MPEG-4 SP MPEG-4 AVC MPEG-4 SP MPEG-4 AVC
Compilation 0 ms 0 ms 1622 ms 4883 ms
Image/sec 4,2 fps 6.5 fps 24,9 fps 34,4 fps
TABLEAU 4.6  Période de compilation et performance en exécution selon l'inter-
prétation ou la traduction dynamique de la MVU sur les décodeurs de référence
MPEG-4 partie 2 Simple Proﬁle et MPEG-4 partie 10 Constrained Baseline Proﬁle.
Le tableau 4.6 présente la dernière étape de conﬁguration de la MVU, à savoir
les temps de compilation ainsi que les performances en exécution sur ces décodeurs.
Nous remarquons d'emblée remarquer que l'utilisation de la MVU en traduction
dynamique n'a aucun impact sur les performances de la MV, i.e. par rapport aux
performances présentées tableau 4.3 section 4.1.3. Comme prévu, l'utilisation d'un
mode d'exécution par interprétation ne dispose d'aucun temps de compilation mais
possède en revanche des performances faibles. Les temps de compilation des ap-
plications en mode traduction dynamique sont sans compilation paresseuse (lazy
compilation), i.e. la compilation se fait sur la représentation complète du décodeur
et non au fur et à mesure des appels de procédure. Ces temps de compilations sont
non-négligeables pour des cas d'utilisation sur des plates-formes embarquées du fait
de la relative puissance de notre machine de test.
4.4.3 Analyse de la portabilité de la MVU
A travers cette expérience, nous cherchons à valider la portabilité de la MVU,
mais aussi à évaluer les performances de la MVU sur un ensemble hétérogène de
plate-forme. Le tableau 4.7 présente les diﬀérents tests de portabilité réalisées sur
divers combinaisons de SE et de plates-formes à savoir :
 Linux + X86 : Distribution Debian sur processeur Core2Duo @2.66GHZ.
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 MacOs + X64 : Distribution Snow Leopard sur processeur Core i5-670@3.46
GHz.
 Linux + Cell SPU : Distribution YellowDog sur PlayStation 3.
 Linux + ARM Cortex A8 : Distribution Ubuntu sur BeagleBoard doté d'un
ARM cortex-A8@800MHz.
Linux + X86 MacOs + X64 Linux + Cell PPU Linux + ARM
MPEG-4 SP 29,3 fps 29,7 fps 6,9 fps 8,1 fps
MPEG-4 AVC 39,9 fps 40,4 fps 10,6 fps 12,8 fps
TABLEAU 4.7  Portabilité et performances de la MVU sur divers combinaisons de
machines sur les décodeurs de référence MPEG-4 partie 2 Simple Proﬁle et MPEG-4
partie 10 Constrained Baseline Proﬁle.
Nous pouvons conclure de cette expérience que la LLVM est portable, mais ses
performances en exécution sont encore très dépendantes des architectures des ma-
chines. Les architectures ARM en particulier disposent actuellement d'eﬀort consé-
quent pour obtenir des performances proches d'une compilation gcc [KLMK10]. C'est
un des avantages d'utiliser une MV existante pour la MVU car elle permet à celle-ci
de bénéﬁcier de l'ensemble des recherches eﬀectuées sur les MV.
4.4.4 Réduction des passes d'optimisations de la MVU
Les expériences précédentes ont montré que l'optimisation et la compilation sont
deux phases de conﬁguration de la MVU consommatrices en temps de calculs. La
phase d'optimisation est particulièrement consommatrice en ressources car elle né-
cessite de nombreuses passes à appliquer sur la représentation LLVM ﬁnale avant sa
compilation. Pourtant, les fonctions de tirs et les gardes des acteurs de la RCM sont
déjà optimisés à la réception, car ces passes d'optimisation ont déjà été appliquées
à ses fonctions lors de la génération de la VTL, i.e. par le backend RCM.
MPEG-4 SP MPEG-4 AVC
Image/sec 14,8 fps 22,9 fps
TABLEAU 4.8  Performance de la MVU sans optimisation sur les décodeurs de
référence MPEG-4 partie 2 Simple Proﬁle et MPEG-4 partie 10 Constrained Baseline
Proﬁle.
Une série d'expérience sont ainsi réalisées sur les diﬀérentes passes LLVM aﬁn de
mettre en évidence le gain obtenu par chaque passe par rapport au temps nécessaire
pour leurs applications. Par la sélection des passes d'optimisation ayant le meilleur
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rendement, nous sommes ainsi capables de réduire de 80% les temps d'optimisations
tout en conservant plus de 70 % des performances du décodeur. Le tableau 4.8
présente les performances sans optimisation de la MVU et le tableau 4.9 présente le
temps d'application et les performances avec un ensemble de passes d'optimisations,
sélectionnées selon leurs eﬃcacités.
MPEG-4 SP MPEG-4 AVC
Optimisation 240 ms 2122 ms
Image/sec 22,7 fps 31,2 fps
TABLEAU 4.9  Périodes d'optimisation et performance de la MVU avec la sélection
des optimisations sur les décodeurs de référence MPEG-4 partie 2 Simple Proﬁle et
MPEG-4 partie 10 Constrained Baseline Proﬁle.
4.4.5 Réduction du temps de compilation de la MVU par
recompilation dynamique
Cette expérience met en évidence le gain apporté par la recompilation dyna-
mique. Nous présentons deux scénarii de reconﬁguration dans MPEG RVC, propices
à l'utilisation de la reconﬁguration dynamique. Les résultats illustrés tableau 4.10 et
tableau 4.11 diﬀèrent des temps de conﬁgurations présentés dans les sections précé-
dentes car elles sont réalisées avec la lazy compilation et l'optimisation sélective. En
eﬀet, ce mode de compilation permet de mettre en avant la compilation dynamique
de LLVM, particulièrement eﬃcace lors de phases de recompilation (i.e. seule une
partie de l'application est compilée).
Conﬁgurations sans recomp. dyn. avec recomp. dyn. Gain
RVC -> Actors 1188 ms 380 ms 3
Actors -> RVC 1141 ms 375 ms 3
TABLEAU 4.10  Temps de reconﬁguration entre des mises en ÷uvre normalisées
et des mises en ÷uvre propriétaires de décodeurs conformes à la norme MPEG-4
partie 2.
Le premier scénario (tableau 4.10) présente un cas de reconﬁguration où la MVU
doit eﬀectuer une transformation d'un décodeur de référence MPEG RVC vers une
mise en ÷uvre propriétaire de décodeur, i.e. dans notre cas d'utilisation, le déco-
deur développé dans le projet Actors. Ces deux mises en ÷uvre de décodeur sont
conformes à la norme MPEG-4 partie 2. Le décodeur de référence MPEG RVC uti-
lise 31 acteurs, instanciés sur les 51 sommets de son graphe de conﬁguration. La
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version développée dans le cadre du projet Actors utilise 30 acteurs, instanciés sur
60 sommets de son graphe de conﬁguration. 37 instances d'acteurs, soit approxima-
tivement 60 % des instances de ces deux décodeurs, sont réutilisées par le passage
d'une conﬁguration à une autre. Le gain sur les temps de compilation apporté par
la recompilation dynamique montre que notre algorithme est bien adapté à ce cas
de ﬁgure.
Conﬁgurations sans recomp. dyn. avec reconf. dyn. Gain
CBP -> FRExt 4734 ms 3343 ms 1.4
FRExt -> CBP 3313 ms 1610 ms 2
TABLEAU 4.11  Temps de reconﬁguration entre deux proﬁls (CBP et FRExt) de
la norme MPEG-4 partie 10.
Le deuxième scénario, présenté en tableau 4.11, utilise la mise en ÷uvre de réfé-
rence MPEG RVC de la norme MPEG-4 partie 10 sur le proﬁl Constrained Baseline
Proﬁle (CBP) (cf. section 2.2.3), avec une mise en ÷uvre propriétaire du proﬁl Fi-
delity Range Extensions (FRExt). Le décodeur de référence CBP utilise 56 acteurs,
instanciés sur les 105 sommets de son graphe de conﬁguration. Le décodeur pro-
priétaire FRExt utilise 74 acteurs, instanciés sur les 128 sommets de son graphe de
conﬁguration. 85 instances soit 66% de la conﬁguration FRExt sont réutilisées entre
ces deux conﬁgurations.
Une diﬀérence majeure entre ces deux conﬁgurations est qu'ils utilisent deux
parseurs diﬀérents. Le parseur étant l'acteur le plus complexe du graphe (il représente
1/5 de la description totale du décodeur), les performances en reconﬁguration sont
plus légères qu'attendues, mais montrent tout de même un gain supérieur à 1.5 lors
du passage de ces deux conﬁgurations. Par ailleurs, des travaux sont actuellement en
cours au sein de l'EPFL aﬁn d'uniﬁer ces deux conﬁgurations, i.e. même parseur et
de nombreux acteurs commun. Le résultat de cette fusion permettrait d'augmenter
les performances de cette optimisation à des taux supérieurs car, si on se réfère à
la ﬁgure 2.13, section 2.2.3, le passage de CBP à FRExt nécessiterait l'ajout des
fonctionnalités CABAC et INTRA8X8. A l'inverse le passage d'un proﬁl FRExt
au proﬁl CBP ne nécessiterait que la suppression de ces fonctionnalités.
4.4.6 Ordonnancement multi-c÷ur et hiérarchique
Les deux expérimentations présentées dans cette section permettent de mettre en
évidence les stratégies d'ordonnancement présentées en section 3.4 et en section 3.5
du chapitre 3. Elles sont réalisées sur un processeur Core2Duo (X64 ) cadencé à 2.40
GHz et tournant surWindows 7. La première expérimentation de cette section intro-
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duit les propriétés multi-c÷urs de notre plate-forme de test. Pour cela, l'exécution
de l'ordonnanceur RR est divisée sur un et deux threads POSIX dans la MVU avec
une distribution manuelle de ces acteurs entre ces threads.
1 proc. 2 proc. Gain
MPEG-4 SP 24,9 fps 44,4 fps 1.7
MPEG-4 AVC 34,4 fps 67,4 fps 1.9
TABLEAU 4.12  Performances en décodage avec un et deux processus sur les déco-
deurs de référence MPEG-4 partie 2 Simple Proﬁle et MPEG-4 partie 10 Constrained
Baseline Proﬁle.
Ces résultats préliminaires montrent que le bénéﬁce d'une exécution multi-c÷ur
est réel et peut même réduire le surcoût provoqué par l'utilisation d'un ordonnanceur
RR, par un gain obtenu supérieur à 2 dans le cas d'une répartition sur une conﬁgu-
ration MPEG-4 partie 10. D'autres expérimentations, non réalisées dans le cadre de
cette thèse sur une MVU, mais publiées dans [YCWR11], montrent qu'une distribu-
tion d'acteurs sur quatre processus, déterminée par un algorithme génétique, permet
d'obtenir des gains allant jusqu'à 3,36. La MVU serait donc également capable de
bénéﬁcier de ces gains.
La deuxième expérimentation de cette section, présentée en tableau 4.13, montre
l'impact d'un ordonnancement hiérarchique sur l'exécution d'une application avec
un processus unique. L'application de référence MPEG RVC de la norme MPEG-4
partie 2 a le désavantage d'une représentation relativement gros-grain. Ainsi, la seule
région statique identiﬁée par notre algorithme correspond à la région de transforma-
tion inverse en cosinus discret (Inverse Discrete Cosine Transformation ou IDCT)
présentée en section 2.2.2. Ainsi, seulement 8 instances de ce graphe sont fusionnées
en une unique région. Le gain obtenu par l'ordonnancement hiérarchique montre
cependant un gain de 25% sur les performances totales du décodeur.
Decoder sans fusion avec fusion Gain
SP (RVC) 24,9 fps 31 fps 1.25
AVC (RVC) 34,4 fps 59 fps 1.63
TABLEAU 4.13  Impact de l'ordonnacement hiérarchique (fusion) sur les perfor-
mances en décodage des décodeurs de référence MPEG-4 partie 2 Simple Proﬁle et
MPEG-4 partie 10 Constrained Baseline Proﬁle.
L'application de référence de la norme MPEG-4 partie 10 dispose d'une descrip-
tion à grain plus ﬁn. Ainsi, 30 instances du graphe sont fusionnées en 8 régions
statiques, avec un gain obtenu supérieur à 50 % sur les performances totales du
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décodeur. Par ailleurs, l'application de notre algorithme est négligeable sur le temps
de conﬁguration total du décodeur, avec un temps de calcul inférieur à 300 ms sur
ces deux conﬁgurations.
4.5 Conclusion
Ce chapitre présente la mise en ÷uvre de nos contributions théoriques sur MV
existantes. Le choix de l'infrastructure de compilation LLVM est motivé par ses
fonctionnalités minimales qui lui permettent de se consacrer uniquement aux per-
formances des applications.
Réaliser une MVU complète nécessite le développement de deux éléments :
1. un générateur de code RCM dont le jeu d'instructions qui décrit ses procédures
se fonde sur la LLVA,
2. un moteur d'exécution qui se fonde sur les librairies LLVM pour la compilation
et l'exécution de la RCM.
Nous intégrons ﬁnalement la MVU et le générateur de RCM au sein de l'envi-
ronnement multimédia GPAC pour produire un décodeur universel capable :
1. d'encapsuler et de désencapsuler une description par MPEG-B partie 4 d'un
réseau de décodeur,
2. de générer automatiquement la description correspondante pour décoder un
ﬂux multimédia.
Nous avons ainsi mis en ÷uvre un premier exemple grand public et simple
d'utilisation de la MVU.
Les tests eﬀectués sur la MVU démontrent les avantages de l'approche déve-
loppée : compacité des descriptions utilisées par la MVU et portabilité de la MVU
en termes de combinaisons de processeurs et de SE. Les tests ont également mis
en évidence que les temps d'optimisation et de compilation au niveau de la MVU
peuvent devenir prohibitifs pour des applications complexes. Ces problèmes sont
résolus conjointement par :
1. la recompilation dynamique qui minimise les compilations dans le cas d'ins-
tances similaires entre conﬁgurations,
2. l'optimisation dynamique qui réduit le nombre de passes d'optimisations.
L'ensemble des acteurs produit par le générateur de RCM subit tout d'abord une
phase d'optimisation agressive hors ligne, i.e. en dehors des temps de conﬁguration
dynamique de la MVU. Ensuite, la phase d'optimisation par la MVU ne concerne
qu'un sous-ensemble de passes sélectionnées selon leur consommation de ressources
et leur eﬃcacité.
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Enﬁn, les capacités multi-c÷ur de la MVU sont validées et l'ordonnancement
hiérarchique sur les applications apportent un gain allant jusqu'à 50 % sur les per-
formances des applications de références.
Chapitre 5
Conclusion
5.1 Synthèse des contributions
Notre contribution porte sur l'abstraction des architectures des machines dans
les MV pour le traitement parallèle des applications.
Nous avons tout d'abord analysé les caractéristiques générales communes à toutes
les MV :
 un modèle de représentation qui abstrait les instructions d'une application,
 un modèle d'exécution qui simule le fonctionnement d'une pile d'exécution ou
de registres.
Si ces deux modèles de représentation sont capables de rendre les applications
portables, ils ne permettent pas en revanche d'exprimer la concurrence sur ses ins-
tructions. Or, celle-ci est indispensable pour traiter une application de manière pa-
rallèle selon les ressources disponibles sur la plate-forme hôte. Le recours aux threads
et à leurs primitives de synchronisation résout l'expression de la concurrence. Tou-
tefois, leur mise en ÷uvre peut se révéler complexe et source d'erreurs.
Dans ce contexte, nous proposons une solution globale de modélisation par graphe
ﬂux de données. Parmi les deux façons de formaliser cette représentation (processus
de Kahn et acteurs ﬂux de données), les fonctionnalités restent équivalentes :
 les sommets du graphe de l'application correspondent aux opérations,
 les arcs représentent le ﬂux de données passant au travers de ces opérations.
Nous avons choisi le modèle par acteurs ﬂux de données parce qu'il ne nécessite
pas d'environnement de suspension et de reprise de processus. En eﬀet, la possibilité
d'exécuter un grand nombre de tâches en concurrence dans une application nécessite
une granularité ﬁne de description sur les opérations d'un graphe. Les acteurs ﬂux
de données sont mieux adaptés car leur ordonnancement se réalise sans changement
de contexte. Par l'utilisation de graphe de ﬂux de données, la concurrence entre les
opérations d'un graphe devient alors explicite.
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Exploiter un nouveau formalisme de description d'applications nécessite de mo-
diﬁer les règles de programmation. Les opérations d'un graphe ﬂux de données
dépendent d'une sémantique de programmation ﬂux de données formant la pro-
grammation orientée acteur. Le langage CAL est un Domain-Speciﬁc programming
Language qui simpliﬁe la description du comportement des acteurs d'un graphe ﬂux
de données grâce à une sémantique claire et rigoureuse pour exprimer les règles de
tir et les fonctions de tir des acteurs. C'est pourquoi nous avons retenu le langage
CAL conjointement à la représentation par graphe de ﬂux de données pour déﬁnir
un nouveau modèle de représentation d'applications pour les MV. Son atout est
alors d'abstraire le nombre de ressources de calcul nécessaires à son exécution. Ce
nouveau type de MV est nommé Machine Virtuelle Universelle (MVU).
Pour démontrer la pertinence du concept de MVU, nous avons retenu MPEG
RVC et son cadre normatif pour la représentation ﬂux de données. Outre garantir
la pérennité du modèle utilisé, il fournit les applications de référence des décodeurs
MPEG. L'avantage est que la MVU ajoute un aspect dynamique à ces applications
jusqu'ici inexploité par la technologie MPEG RVC. Une description de décodeur
peut ainsi être générée à la volée selon le type de contenu à traiter. Si l'on four-
nit la description d'un décodeur conjointement avec le ﬂux codé correspondant, la
MVU devient alors un décodeur universel capable d'interpréter n'importe quel ﬂux,
sans connaissance a priori sur les méthodes utilisées pour compresser ce ﬂux. Nous
déﬁnissons ainsi une application directe de notre contribution.
Pour valider notre approche de représentation par graphe de ﬂux de données,
une première contribution a consisté à développer un nouveau décodeur conforme à
la norme MPEG-4 partie 10 par le formalisme MPEG RVC. L'avantage obtenu est
une topologie de décodeur claire et facilement reconﬁgurable.
Les contributions de cette thèse sont principalement concentrées sur la mise
en avant des capacités de portabilité et de modularité de la MVU. Pour rendre
opérationnelle la MVU, nous avons réalisé trois contributions portant sur :
 lemodèle de représentation d'une programmation orientée acteur (RCM) adap-
tée aux propriétés des réseaux ﬂux de données et d'exécution des MV,
 le modèle d'adaptation de la représentation ﬂux de données vers un modèle
impératif de programmation pour le rendre exécutable par une MV,
 le modèle d'ordonnancement des acteurs ﬂux de données aﬁn d'adapter la
concurrence explicite d'une application selon l'architecture d'une machine.
La méthode d'optimisation dynamique sur l'ordonnancement des acteurs ﬂux de
données et celle sur la recompilation dynamique que nous avons développées ont mis
en évidence la pertinence d'une représentation par graphe de ﬂux de données dans
un contexte de MV.
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Pour garantir la portabilité de la MVU, nous avons sélectionné l'infrastructure de
compilation LLVM en raison de ses performances en exécution sept fois supérieures
à une MV de type JVM, pourtant plus largement utilisée. Les tests sur la LLVM
justiﬁent l'apport d'une exécution dynamique d'applications car, comparée à une
compilation et une exécution statique, elle n'altère pas les performances. Le recours
à l'environnement de compilation Orcc présente l'avantage de réutiliser un grand
nombre de ses transformations pour générer la RCM. En eﬀet, le jeu d'instruction
de la RI d'Orcc oﬀre des propriétés similaires à celui de la LLVA. Les librairies
de l'infrastructure LLVM, en raison de leur modularité, permettent également de
simpliﬁer le développement de la MVU.
Au ﬁnal, nous disposons d'une plate-forme de test complète pour évaluer les
performances de notre approche. Les applications de test sont les applications de
références MPEG. Des expérimentations, il ressort que :
 le modèle de RCM est compact avec un gain de 3% par rapport au bitcode
Java,
 les temps d'optimisation et de compilation de la LLVM sont respectivement
réduits de moitié par l'optimisation dynamique et par la recompilation dyna-
mique,
 la MVU est portable sur de nombreuses conﬁgurations de processeurs et de
SE, incluant les systèmes embarqués,
 l'ordonnancement hiérarchique réduit d'un quart le surcoût de l'ordonnanceur
dynamique,
 l'exécution scalable des applications permet de prendre eﬃcacement en compte
le nombre de processeurs dont une machine hôte dispose.
5.2 Perspectives
A l'issue des recherches conduites lors de ma formation doctorale, les perspectives
ouvertes s'inscrivent aussi bien à des horizons temporels courts pour des enjeux
techniques que longs pour des enjeux technologiques ou des innovations de rupture.
Nous présentons ainsi dans cette section deux innovations techniques pour améliorer
les performances de la MVU et trois axes de recherche représentant des enjeux
technologiques majeurs pour démocratiser notre approche.
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5.2.1 Stratégie d'ordonnancement data-driven/demand-
driven
L'ordonnanceur Round-Robin utilisé dans la MVU teste de manière cyclique et
aveugle tous les acteurs d'un graphe ﬂux de données, sans a priori sur la topologie
du graphe. D'autres méthodes existent dans la littérature aﬁn d'apporter plus de
visibilité sur ce graphe. Ainsi, Orcc génère un ordonnanceur d'acteurs conforme à la
stratégie data-driven/demand driven lors de la synthèse d'application [YCWR11].
Ce nouvel ordonnanceur est capable d'activer l'exécution des acteurs en fonction de
leurs besoins :
 lorsqu'un acteur n'est plus en capacité de tirer une action car une FIFO connec-
tée à l'un de ses ports d'entrée est vide, l'ordonnanceur active l'acteur précé-
dent, selon le graphe de l'application, dont l'un de ses ports de sortie est
connecté à cette FIFO.
 lorsqu'un acteur n'est plus en capacité de tirer car une FIFO connectée à l'un
de ses ports de sortie est pleine, l'ordonnanceur active l'acteur suivant, selon
le graphe de l'application, dont l'un des ports d'entrée est connecté à cette
FIFO.
Cet ordonnanceur permet de limiter le nombre de tests inutiles sur les règles de
tir à chaque changement d'acteurs, si on le compare à une stratégie de type Round-
Robin. Son utilisation est recommandée sur des applications disposant de nombreux
acteurs où les rythmes de tirs sont asymétriques, e.g. son utilisation sur les décodeurs
multimédia apportent un gain allant jusqu'à 6 fois les performances d'une stratégie
Round-Robin [YCWR11]. Cette stratégie est donc à intégrer à la MVU.
5.2.2 Réduction de la complexité d'accès des FIFO
L'exécution d'une application provenant d'un graphe ﬂux de données induit une
utilisation massive des FIFO, où chaque quantum d'exécution nécessite une lectu-
re/écriture de données au travers de FIFO. Chaque accès en lecture dans une FIFO
de la MVU implique le calcul du nombre de jetons présents et l'incrémentation de
l'index de lecture. Chaque accès en écriture dans une FIFO de la MVU implique le
calcul du nombre de places disponibles dans la FIFO et l'incrémentation de l'index
d'écriture. Les FIFO utilisées étant circulaires, il est possible que l'index d'écriture
pointe vers une case mémoire se trouvant avant l'index de lecture. L'accès en lecture
ou en écriture de plusieurs jetons par une seule action (Repeat) nécessite de protéger
ces accès contre le dépassement de mémoire. Dans [Wip10], l'auteur identiﬁe le sur-
coût c provoquer par l'accès à n jetons sur une FIFO comme c× (n− 1) par rapport
à l'accès à un unique jeton dans cette même FIFO.
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Pour remédier à ce problème, Orcc n'appelle pas des fonctions de lecture/écriture
sur les FIFOs, mais établit une copie locale des pointeurs de lecture et écriture
provenant des FIFO. L'accès au FIFO est ainsi remplacé par des références de la
forme jetons[index%TAILLE] où jetons est le tableau interne à la FIFO, index
est l'index de lecture ou d'écriture de la FIFO, TAILLE est la taille constante de
la FIFO. Nous pouvons ainsi remarquer que le calcul de protection sur les accès
mémoires se limite à une simple opération de modulo (%).
Dans [YCWR11], les auteurs optimisent également les accès FIFO par la suppres-
sion des instances de broadcast présentées en section 4.3.3. Plutôt que de transformer
le graphe d'une application lorsque plusieurs arcs se connectent à une même sortie
d'acteur, il déﬁnit une nouvelle FIFO disposant de plusieurs index de lecture et
d'écriture. Le nombre d'instances dans le graphe est ainsi réduit, ce qui limite le
surcoût provoqué par l'ordonnanceur d'acteurs.
La structure modulaire de la MVU permet d'introduire aisément cette nouvelle
méthode d'ordonnancement ainsi que ces nouvelles FIFO. La MVU serait ainsi à
jour sur les dernières recherches eﬀectuées dans le domaine de la modélisation ﬂux
de données et ses performances serait plus cohérentes avec la génération de code C
de l'environnement Orcc.
5.2.3 Enjeux technologiques
Bien que la MVU soit pleinement fonctionnelle pour l'expérimentation sur des
applications ayant trait au codage vidéo reconﬁgurable, de nombreux problèmes
restent encore ouverts pour déterminer sa viabilité vers une utilisation industrielle.
Ils concernent principalement :
1. les temps de compilation de la MVU trop importants et les performances en
exécution trop faibles ce qui limite son utilisation sur des systèmes embarqués,
2. le nombre de processeurs actuel dans les machines qui ne permet pas encore
d'évaluer pleinement l'intérêt de la MVU,
3. l'absence de méthode pour évaluer une distribution eﬃcace d'une application
indépendante du type de ﬂux d'entrée.
Cependant, cette thèse ouvre de nombreux axes de recherches qui pourraient, à
terme, justiﬁer une utilisation plus large que le domaine expérimental.
En eﬀet, dans un contexte MPEG RVC, nous n'avons encore développé aucun
processus capable de réutiliser une application déjà compilée par la MVU pour dé-
coder des ﬂux provenant de normes similaires. Ainsi, le processus de recompilation
dynamique perd son intérêt si le passage entre deux décodeurs ne dispose que de
très peu de réutilisation possible. Pourtant, la librairie LLVM utilisée est capable de
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sauvegarder dans des ﬁchiers une application en mémoire déjà compilée. Le nombre
de décodeur existant à l'heure actuelle est encore assez faible, i.e. de nombreux ﬂux
codés requerront le même décodeur. L'utilisation d'un mécanisme de sauvegarde
d'applications déjà compilées, associée aux algorithmes de recompilation partielle
de programme, permettra à terme, et sur une même plate-forme, de réduire voire de
supprimer la compilation pour l'instant obligatoire de la MVU à chaque changement
de ﬂux.
Un deuxième point porte sur le surcoût d'un ordonnancement dynamique qui
peut être totalement supprimé par l'utilisation d'un ordonnancement statique. Nous
avons exploré cet axe au cours de nos recherches par le développement d'un ordon-
nanceur hiérarchique. Le nombre de région à caractère statique que nous détectons
est encore faible sur les applications de test mais elle peut être améliorée par la
prise en compte des acteurs ayant des comportements quasi-statiques. En eﬀet, il
existe de nombreux a priori sur ces acteurs car leurs parties dynamiques et sta-
tiques peuvent être identiﬁées par les méthodes d'ordonnancement quasi-statiques
présentées en section 1.2.3 du chapitre 1. La prise en compte de ces méthodes d'or-
donnancement permettrait de développer une nouvelle topologie sur les stratégies
d'ordonnancement où le niveau supérieur serait dynamique, le niveau inférieur serait
statique et le niveau intermédiaire serait quasi-statique. Cette nouvelle méthode d'or-
donnancement réduirait grandement la complexité d'ordonnancement dynamique et
provoquerait une meilleure distribution des acteurs entre processus.
Le traitement parallèle des applications peut être également amélioré sur les PC
traditionnels et sur les systèmes embarqués par l'utilisation des GPU et/ou des DSP
présents dans l'architecture de la machine hôte. L'un des axes envisagés dans la suite
de cette thèse repose sur l'utilisation conjointe de la MVU avec l'API et le langage
de programmation OpenCL [Mun08]. OpenCL permettrait à la MVU d'utiliser un
traitement parallèle de ses applications sur des ressources hétérogènes comprenant
à la fois un CPU multi-c÷urs et un GPU. La MVU pourrait ainsi devenir un outil
particulièrement utile dans le nouveau de contexte de normalisation Reconﬁgurable
Graphic Coding (RGC), fondé sur des descriptions conformes à MPEG-B partie 4
et dédié aux applications de traitement de contenu 3D.
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gestion des droits numériques (DRM ) et à l'interaction entre divers objets animés
contenus dans une scène (BIFS ). L'éventail de possibilités oﬀertes par les 28 parties
de cette norme est vaste et il n'existe à ce jour aucun décodeur capable de supporter
l'ensemble des fonctionnalités de cette norme. La plupart des applications proposées
sortent du cadre de la simple transmission de contenu vidéo. La partie 2 de cette
norme se concentre sur les aspects compression d'un contenu vidéo avec la déﬁnition
de 21 proﬁls de décodeur. Les mises en ÷uvre de cette partie 2 utilisent globalement
le proﬁl Advanced Simple Proﬁle (ASP) et son sous-ensemble Simple Proﬁle (SP)
dédiés aux plates-formes embarquées.
En 2001, l'International Telecommunications Union Video(ITU) Video Coding
Experts Group (VCEG) se joint au groupe MPEG pour former le Joint Video Team
(JVT). Cette collaboration aboutit à la déﬁnition de la partie 10 de la norme MPEG-
4 connue sous le nom d'Advanced Video Coding (AVC) ou H.264. La norme AVC
optimise les fonctionnalités ayant fait le succès de MPEG-1 et de MPEG-2 pour
obtenir des taux de compressions deux fois supérieurs à MPEG-2 et une ﬂexibilité
accrue, couvrant les applications de streaming vidéo à faible débit et les contenus
Haute-Déﬁnition. La ﬁgure A.3 représente le partitionnement des outils de codage
AVC en proﬁls et niveaux. Son extension, Scalable Video Coding (SVC) [SMW07],
en annexe G améliore le codage multi-résolution introduit par MPEG-2 en ajoutant
des principes de scalabilité temporelle et son amendement 1, le Multiview Video
Coding (MVC) [Ohm99], étend le codage stéréoscopique au contenu multi-vu pour la
télévision 3D. La partie 5 de cette même norme déﬁnit une mise en ÷uvre de référence
en code C, la partie 7 présente cette même mise en ÷uvre sous une forme optimisée.
La partie 9 de cette norme déﬁnit une mise en ÷uvre matérielle de référence sous
forme de langage de description de matériel (HDL).
Les normes MPEG-7 [MSS02] et MPEG-21 [BVdWH+03] sortent du domaine du
codage vidéo. MPEG-7 est une norme d'indexation et de recherche de documents
multimédia. La norme MPEG-21, quant à elle, favorise l'interopérabilité parmi dif-
férents contenus multimédia. Son but est d'identiﬁer les points de standardisation
nécessaires pour la production, la distribution et la description de contenu multimé-
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dans un environnement BSDL, le BSDL spéciﬁe la sémantique de description d'un
document BS Schema. Un document BS Schema spéciﬁe la sémantique de parsing
d'un bitstream et une description BS (BSD) désigne une séquence de données de
bitstream.
<xsd:element name="video_object_layer_width" type="bs1:b13" rvc:port="width"/>
Figure B.2  Attribut supplémentaire du RVC-BSDL sur le BSDL
RVC-BSDL étend l'utilisation du BSDL à la génération automatique de parseur
de bitstream conforme à MPEG-RVC. Un BS Schema généré à partir d'une séman-
tique RVC-BSDL permet de déﬁnir le comportement d'un parseur à l'intérieur d'une
conﬁguration de décodeur. RVC-BSDL ajoute au BSDL un ensemble de propriétés
pour la création d'acteurs conforme à MPEG RVC. L'attribut rvc :port permet de
déﬁnir la correspondance entre un élément de syntaxe d'un bitstream et la produc-
tion de jeton sur un réseau de décodeur. La ﬁgure B.2 est un exemple d'utilisation
de l'attribut rvc :port, où un élément de bitstream video_object_layer_width est
produit sur un port width.
<xsd:element name="DCTCoefficient" type="rvc:ext" rvc:port="MPEG4_part2_B16"/>
Figure B.3  Type supplémentaire du RVC-BSDL sur le BSDL
Certaines tâches de parsing de décodeur RVC peuvent être déﬁnies en dehors d'un
BS Schema. C'est par exemple le cas des algorithmes de VLD, CAVLD ou CABAC
qui sont déﬁnies à l'intérieur de FUs normalisées dans MPEG-C partie 4. RVC-
BSDL spéciﬁe un nouveau type rvc :ext qui indique qu'une portion de bitstream
doit être décodée par une FU normalisée dans MPEG-C partie 4 et donc externe
au parseur. La ﬁgure B.3 illustre l'utilisation du type rvc :ext qui déﬁnit ici un
schéma de communication entre une portion de bitstream (DCTCoeﬃcient) et une
FU externe (MPEG4_part2_B16 ).
RVC-BSDL repose sur les principes du BSDL pour la description d'une séquence
de données d'un bitstream sous la forme Bitstream Description Syntax (BSD). L'in-
terprétation liée à une séquence de données nécessite en général la lecture d'un seul
ou plusieurs bits. RVC-BSDL indique la longueur de chacune de ces séquences dans
un format textuel composé d'entiers, de valeurs hexadécimales ou de chaînes de
caractères.
La ﬁgure B.4 est un exemple de description de la syntaxe d'une séquence de
données conforme à la norme MPEG-4 partie 10 (AVC ). La ﬁgure B.4(a) représente
la syntaxe du ﬂux sous forme d'un Schema RVC-BSDL. Dans cet exemple, la valeur








<!-- Type du NALUnitType -->
<xsd:complexType name="NALUnitType">
<xsd:sequence >





(a) Fragment d'un Schéma RVC-BSDL de la norme MPEG-4 AVC
<NALUnit >
<startCode >00000001 </ startCode >
<forbidden0bit >0</ forbidden0bit >
<nalReference >3</ nalReference >
<nalUnitType >20</ nalUnitType >
<payload >5 100</payload >
</NALUnit >
(b) Fragment d'un bitstream MPEG-4 AVC déﬁnit par Bitstream Syntax Description (BSD)
Figure B.4  Représentation d'une syntaxe de bitstream en BSDL et d'une séquence
BSD correspondante
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