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ABSTRACT Sustainable utilization of the freely available solar radiation as renewable energy source
requires accurate predictive models to quantitatively evaluate future energy potentials. In this research,
an evaluation of the preciseness of extreme learning machine (ELM) model as a fast and efficient framework
for estimating global incident solar radiation (G) is undertaken. Daily meteorological datasets suitable
for G estimation belongs to the northern parts of the Cheliff Basin in Northwest Algeria, is used to
construct the estimation model. Cross-correlation functions are applied between the inputs and the target
variable (i.e., G) where several climatological information’s are used as the predictors for surface level G
estimation. The most significant model inputs are determined in accordance with highest cross-correlations
considering the covariance of the predictors with the G dataset. Subsequently, seven ELM models with
unique neuronal architectures in terms of their input-hidden-output neurons are developed with appropriate
input combinations. The prescribed ELMmodel’s estimation performance over the testing phase is evaluated
against multiple linear regressions (MLR), autoregressive integrated moving average (ARIMA) models and
several well-established literature studies. This is done in accordance with several statistical score metrics.
In quantitative terms, the root mean square error (RMSE) and mean absolute error (MAE) are dramatically
lower for the optimal ELM model with RMSE and MAE = 3.28 and 2.32 Wm−2 compared to 4.24 and
3.24 Wm−2 (MLR) and 8.33 and 5.37 Wm−2 (ARIMA).
INDEX TERMS Energy feasibility studies, extreme learning machine, solar energy estimation, multivariate
modeling, solar energy mapping.
I. INTRODUCTION
The growth in electrical energy demand is a becoming crit-
ical issue especially, in promoting sufficient technologies
for solar (and other renewable) energy utilization that must
support United Nations Sustainable Development Goal 7 [1].
Meaningful improvements in the current energy usage will
require a higher level of financing and bolder climate-energy
policy commitments. In addition, the willingness of different
The associate editor coordinating the review of this manuscript and
approving it for publication was Long Wang .
countries to embrace new energy technologies including
remote and regional mapping of energy prospectively on
a much wider scale than currently available. Recent data
suggests that there been a modest improvement in the pro-
portion of renewable energy usage (from 17.9 per cent to
18.3 percent) and much of this increase has been the elec-
tricity derived fromwater, solar and wind. The goal lies in the
challenge of increasing the share of renewable energy in heat-
ing and transport sectors that nominally account for 80 per
cent of the global energy consumption (UNDP Goal 7) [1].
Considering this need, solar radiation energy can be used as
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a renewable, reliable and economically viable energy com-
pared to the other sources such as fossil fuels since solar
energy extraction has a negligible impact on air pollution
and other societal and human impact issues [2], [3]. In the
last few decades, G has been widely investigated worldwide,
driven by the rising price of oil, global warming issues and the
growing of electrical energy demand due to industrialization
and expansion of thriving economies [4]. G is received in
the form of usable energy that originally exists in sunlight.
This type of energy can be converted into: (i) electricity
using photovoltaic, (ii) thermal energy where it can be uti-
lized for water heating and (iii) chemical energy by photo-
electrochemical tools for generating solar fuels [5]. All of
these forms of energy require adequately mapped resources
in regions where they are in abundance. However, to attain
this goal, governments and energy companies need to firstly
evaluate the availability of solar energy in remote, regional as
well as in metropolitan regions.
To support future energy mapping, the estimation of solar
radiation is therefore a crucial issue for solar energy furnaces,
climate change simulations for different regions, and the
design of solar powered plants [6], [7]. In addition, solar radi-
ation can be employed to generate electricity, but this resource
is an unsteady resource given the dependence on a range of
local and regional climatic factors that act to moderate the
availability of energy at the terrestrial land surface. To over-
come any potential energy crisis issues brought about by the
unstable and stochastic behavior of incident solar radiation,
an accurate estimation of G (that can provide an indication
of its current and the future availability) is essential, mainly
to guide stakeholders in practical decisions made by energy
operators to reach a balance between the stability of the
supply, energy extraction efficiencies and the consumption of
available electricity by various end-users [8].
Solar energy studies generally utilize two main approaches
that are used to estimate and/or predict the G, namely the
traditional (statistical or mathematical) and the soft comput-
ing (SC) models [9]. The traditional approaches can be cat-
egorized into the dynamic [10]–[12] and empirical [13]–[19]
modeling phases. Dynamic methods are employed to predict
the G in long term durations and over the global scale. These
methods can be used to assess the long-term availability
of energy; for example, in different seasons and over cli-
matic anomalies and cycles such as the El Nino Southern
Oscillation phases. There are many sources of uncertainty
in the G predictions using empirical models, for instance,
the need for initial conditions data that are largely site specific
and also present a major difficulty in adequately mapping
the solar energy in diverse regional and remote locations
where it is generally hard to set up the measurement appa-
ratus. Therefore, traditional methods may not be adequate
and reliable to predict G in any given temporal and spatial
scales, and especially, in both the short term and local scale.
In recent decades, SC methods which do not require complex
mathematical equations or initial conditions data, have been
introduced for predicting G using a range of covariates.
SC methods such as the artificial neural networks (ANN),
fuzzy techniques and support vector machines (SVM) have
been vastly utilized to forecast meteorological/hydrological
variables such as precipitation, evaporation, temperature,
oxygen dissolved and streamflow [20]–[25]. Furthermore,
SC methods are significantly efficient in prediction of com-
plex and nonlinear phenomena despite having simple struc-
ture with low number of parameters. The SC approaches
employed for predicting G can be classified into four main
categories: (i) ANN based models, (ii) Fuzzy based models,
(iii) SVM based models and (iv) other Artificial Intelligence
(AI) models such as Genetic Programing (GP) and Decision
Tree. Among these mentioned models, the ANN have been
employed more than others.
Recently, amore efficient soft computingmodel, compared
to an ANN or SVR model, denoted as extreme learning
machines (ELM) has been developed to predict some metro-
logical variables such as temperature [26], rainfall [27], deo
point [28], wind velocity [29], [30] and evaporation [31], [32].
The ELM approach was introduced to reduce the training
time of classical ANN models. The learning time of the
ELM is significantly shorter than the others classical artificial
neural networks. Furthermore, the ELM presents a better
performance as it can achieve the least norm of weights
and training error. Since the first development of ELM by
Hunag et al. [33], it showed a better performance as compared
to the traditional single layer feedforward neural network
in terms of avoiding the trap in the local optima, and in
the time required for the training process. For these rea-
sons, ELM has been applied and experimented in different
domains [34]–[36]. Owing to these reasons, the current study
is inspired to develop the ELM model for simulating the
global solar radiation. The estimation of the global solar radi-
ation is a complex environmental process that is influenced
by several climate variables and thus a robust and reliable
data intelligence models is always needed for mimicking the
actual pattern of solar radiation.
As review report, which is presented in Table 1, it is
revealed that, there is an increasing trend in prediction of solar
radiation using ELM while there are a very few researches
which explore the efficiency of ELM in arid or semi-arid area.
Therefore, herein, it was used to predict the G in a semi-
arid area as Lower Cheliff plain in Algeria. The main goal
of this study is to assess the capability of ELM model in
prediction of daily G over the study site located at the Lower
Cheliff region in Algeria. The obtained results of ELM were
compared with two classic methods such as multiple linear
regression (MLR) and autoregressive integratedmoving aver-
age (ARIMA) which are applied widely for solar radiation
prediction. Furthermore, this study evaluates the minimum
and maximum peak solar radiation where those are the main
contributor elements for multiple energy applications.
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TABLE 1. The studies reviewed in the application of the ELM models, relative to alternative models used in the prediction of solar radiation.
II. THEORY OF FORECASTING MODEL
A. EXTREME LEARNING MACHINE (ELM)
Based on the earlier data-driven models such as support
vector machine (SVM) and artificial neural network (ANN),
ELM model is a newer and a more efficient data-driven
mechanism, as a modern single layer feed-forward network
(SLFN) mechanism. Basically, an ELM model operates rela-
tive to the feed-forward back propagationANN (FFBP-ANN)
and support vector machines. Moreover, an ELM model
is more accurate and can solve problems in lesser time
than an ANN or SVM [48], and thus has been applied in
this study. In an ELM model, the biases (and weights) are
selected randomly resulting in a distinct least-square solution.
Using predictors and predictand matrix, an ELM solves the
Moore-Penrose inverse function [33]. It uses a simplified
three-step process that does not require a parameter search
process like an SVM or ANN model. Instead, ELM requires
the randomized identification of hidden neurons. Due to a
higher prospect for real-time application, an ELM proffers a
unique importance as compared to ANN models that possess
ineffective convergence rates, local minima issues, inferior
generalization, iterative tuning process, and over-fitting of
data. The improved and fast output of an ELM is important in
real-time implementation [49], and could be very useful for
spatiotemporal assessment of solar energy potential.
To develop an ELM model, we determine the architec-
ture by an automatic process where a mathematical equa-
tion (a piecewise continuous and differentiable) is applied
to the data attributes using randomly assigned biases and
weights (from a continuous probability distribution). Next,
we elucidate a linear equation. While an ELM model
has gained attention in atmospheric, climate and energy
applications [43], [50]–[54], this manuscript is the first ever
to apply this algorithm for forecasting solar radiation in
Lower Cheliff plain, Algeria.
In Figure 1, the topology of an ELM is sketched. In this
study, ELM was employed to train target/predictor pairs ((x1,
y1), (x2, y2), . . . , (xi, yi)) with xi representing the predictors
and yi denoting the predictand (G). The vector (x1, x2, . . ., xi)
comprised of St, Tmax, Tmin, Tmean, RH, and U from which
the patterns for future evolution of global solar radiation
were extracted, while the predictand (y1, y2. . . yi) represents
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FIGURE 1. A basic topology of an extreme learning machine model with d-dimensional input vector X1, X2 . . .Xd .
the response (G denotes target matrix). In a series of
d-dimensional matrices, i = 1, 2, . . ., N training parameters,
xi<d and yi<. Huang et al. (2006a) mathematically indi-
cated SLFN with L hidden neurons as:
fL(x) =
L∑
i=1
βihi (x) = h(x)β (1)
where β = [β1, β2 . . . βL]T represents the output weight
of matrix within the output and hidden neurons, h(x) =
[h1, h2. . . h L(x)] represents the outputs of hidden neuron
which denotes the randomized hidden characteristics of the
predictor xi, hi(x) represents ith hidden neuron. In addition,
the response functions in hidden neurons may not be unique,
and mostly, hi(x) can be represented as [48]:
hi (x) = G (ai, bi, x) , aiRd , biR (2)
G (ai, bi, x) which indicates the hidden neuron variables
(a, b) is a non-linear characteristic that needs to content ELM
approximation theorem [55]. In an ELMmodel, an activation
function was determined for the hidden layer to optimize
the algorithm. In this study, the commonly used logarithmic
sigmoid activation function from the MATLAB toolbox was
applied as described in equation below [56], [57]:
Log Sigmoid ⇒ G (a,b, x) = 1
1+ exp(−ax + b) (3)
In order to generalize the data used for the predictingG, a dual
process is facilitated, where the random feature mapping is
performed within the feature space, and a linear parameter
solving is undertaken. As described by Huang et al. 2015, the
error is minimized by resolving the weights joining the output
(β) and hidden layer by employing least square fitting [48]:
minβ∈RI×M‖Hβ−T‖2 (4)
In Eq. (4), || represents Frobenius norm and H denotes matrix
for randomized output of hidden layer [48]:
H=
g(x1)...
g(xN )
=
 g1(a1x1)+ b1 . . ....
g1(aN xN )+ b1 . . .
gL(aLx1)+ bL
...
gL(aLxN )+ bL
 (5)
The chosen matrix in the data training period is represent in
the equation below [48]:
T =
 t
T
1
...
tTN
 =
 t11......
tN1 . . .
t1m
tNm
 (6)
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The optimal value is obtained by resolving the linear
equations in the system, this is presented in the equation
below [58]:
β∗ = H+T (7)
where H+ denotes the Moore-Penrose generalized inverse
function (+) [59].
In this study, G forecasts denoted as yˆ are obtained using
test input vector (xtest) which is outside of training input
data [33]:
yˆ =
∧∑
i=1
∧
β
hi (aixtest + bi) (8)
B. MULTIPLE LINEAR REGRESSION (MLR)
To investigate the preciseness of an ELM model, the MLR
model was developed. It is an adjunct of the simple regression
model to multivariate input whereby a model is deduced to
describe explicitly the changes in predictor data to evaluate
their regression coefficients. In addition, this model makes
certain that only little changes are withdrawn from the model
because of unexplored ‘‘noise’’.
N represents the observations for d-dimensional predictor
parameters. Equation below describe the regression expres-
sion for MLR [60]:
Y = C + β1X1 + β2X2 + . . .+βdXd (9)
where Y (N × 1) indicates objective variable matrix (G),
X (N × d) denotes a vector of the predictor variable(s), C
represents y-intercept and β denotes the multiple regression
coefficient of individual regressor parameter(s) [61].
The magnitude of β for each predictor is estimated from
least squares as described previously [62]. In the case of
forecasting, the MLR fits the model to a series of Y and X
matrix of the training duration. The fitted MLR through its
y-intercept and coefficients is utilized in generating predicted
values for Y , in addition to set of X values in testing (or cross-
validation) duration. Previous studies had explained more
about MLR [60], [63].
C. AUTO-REGRESSIVE MOVING INTEGRATED AVERAGE
MODEL(ARIMA)
Another model used for evaluating ELM was the ARIMA
model. ARIMA operates through univariate predictor time-
series sectioned in an input/target subset. The model errors
and time-lagged information are used for identifying complex
structures in the original G data. Thus, an ARIMA model
is important for multiple predictor data needed which other
data-driven models includingMLR or ELM does not possess.
These variables (d, q, p) control ARIMA, whereby d repre-
sents the number of non-seasonal differences; q is the number
of lagged error and p indicates the number of autoregressive
terms. There are three steps involved in the development of
the ARIMA model, it includes forecasting, estimation and
identification. An ARIMA (d, q, p) procedure is explained
in the equation below [64]:
9p(B)(1−B)dYt = δ + θqBεt (10)
where Yt is the original predictor, B denotes the backshift
operator, εt represents the random perturbation (white noise)
with a constant variance, covariance and zero mean), ψp is
the autoregressive variable of order p, δ represents constant
value, d indicates the differencing order employed in the non-
seasonal or regular section of the series, and θq is the moving
average variable of order q.
In the implementation of an ARIMA model, the differenc-
ing variable (d) is obtained through partial autocorrelation
and autocorrelation to verify the ‘tailing off’ pattern and
validate if a differencing is required for non-stationary data.
q and p parameters are pinpointed for ‘trial’ models through
maximum likelihood estimation (MLE) for examining the
variables that most influence the probability for achieving
data through least squares. The maximum log likelihood
which referred to as the logarithm of observed data prob-
ability generated from the estimated model is utilized for
evaluating variable. Akaike’s Information Criterion (AIC)
is employed for establishing ARIMA model by taking into
consideration the immensity of MLE, correlation coefficients
and the variance jointly examined in training data [8]:
AIC = −2log(L)+ 2(p+ q+ k + 1) (11)
where L denotes the log-likelihood of data, k= 0 if c= 0 and
k = 1 if c 6= 0 and last term in brackets represent the number
of variables (including the variance of residual).
III. MATERIALS AND METHODS
A. STUDY AREAS AND METEOROLOGICAL
DATA ACQUISITION
The Lower Cheliff Plain comprises of over 40,000 ha of land
area, is situated in the Cheliff Basin in Northwest Algeria
within the latitudes 34◦03′ 12′′ and 36◦05′ 57′′ N and longi-
tudes 0◦40 and 01◦06′ 08′′ E [65] (See Figure 2). The climate
of Lower Chéliff is a semi-arid that possesses mean annual
rainfall of 250 mm, low winter temperatures and very hot
summers [65]. The result of the pedological investigations in
this region [66], [67] showed that the region has the limey
soil of clayey texture. The soils comprise a unique level of
sodicity and temporary hydromorphy bind to the wet period.
The dataset employed in this finding was obtained from
Hmadna station in northern Algeria (Figure 3). The sta-
tion is located Latitude: 35◦55’31’’ Nord and Longitude,
00◦45’04’’ Est within 50 m. The meteorological data used
in this study consisted of daily observations of maximum,
minimum and mean air temperatures (Tmax, Tmin, Tmean),
daily mean relative humidity (RH), wind speed (Ws), sun-
shine duration (Sd) and global radiation. The days with insuf-
ficient data were eliminated from the structures in order to
provide a consistence data span for the prediction process.
The statistical climatic data variables are presented in Table 2,
whereby the Xmean, Xmin, Xmax, Cv, and Sx represent
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FIGURE 2. Study area location displayed the lower cheliff plain.
the mean, minimum, maximum, variation coefficient, and
standard deviation, respectively.
B. PREDICTIVE MODEL DEVELOPMENT
All predictive models were generated using MATLAB envi-
ronment under a Pentium 4, 2.93 GHz system. The main
objective of this study was to examine the efficiency of
extreme learning machine (ELM) model for forecasting
global incident solar radiation. The focus was to evaluate the
training data to develop the ELM model and then verify data
to investigate its effectiveness. Since no set rule exists for
the data divisions, the partition of data preceding the usual
procedure that researchers implement using divisions amidst
train and test sets.
In this study, data sets obtained from a site located at the
northern part of the Cheliff Basin in Northwest Algeria with
daily meteorological data. The time series from 01-Jan-2006
to 31 Dec-2011 were sectioned into ∼67 % (1-Jan-2006 to
31-Dec-2009) to the train and remainder ∼33 % into the test
set. Normally, for the predictive models, all input parameters
were standardized. The input parameters were tested using
cross-correlation analysis between the coefficient of solar
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FIGURE 3. Automatic meteorological station of Hmadna used in this study.
radiation and sunshine hours St; evaporation ET; maximum,
maximum, mean temperature (Tmax, Tmin, Tmean), and wind
speed U.
In order to develop the EML model, mean, standard
deviation, minimum, and maximum were computed for
global solar radiation; G, sunshine hours St; evaporation ET;
minimum, maximum, mean temperature (Tmax, Tmin, Tmean),
and wind speed U. Seven models were developed by includ-
ing each additional input variable in the models. The optimal
model had all input variables resulting in a 7-12-1 (Input-
Hidden-Output) neurons.
Fifteen models were developed for ARIMA, the best of
whichwasARIMA (3, 1, 2).MLRmodel also had sevenmod-
els with each including an additional regression parameter.
The optimal model included all input variables in the form of
regression parameters.
C. PERFORMANCE EVALUATION
Evaluation of model through American Society for Civil
Engineers (Hydrology, 2000) advocates two categories of
performance measures: descriptive and visual statistics. The
forecasted and observed data were used to examine the maxi-
mum, minimum, mean, standard deviation, variance, kurto-
sis, and skewness while the more standardized metrics are
employed to predict and verify the observed data in the test
set. To establish whether an ELM model qualifies to predict
the daily worldwide solar radiation in the study region, sta-
tistical errors through mean absolute error (MAE), root mean
square error (RMSE), correlation coefficient (r), relative (%)
error data (RMSE and MAE), and Willmott’s Index (d) were
applied as follows [69]:
1. The correlation coefficient (r) is given in the equation
below:
r= [
∑N
i=1
(
GOBS,i−G¯OBS,i
)(
GFOR,i−G¯FOR,i
)√∑N
i=1
(
GOBS,i−G¯OBS,i
)2√∑N
i=1
(
GFOR,i−G¯FOR,i
)2 ]
(12)
2. Root mean square error (RMSE) is given in the equation
below:
RMSE =
√√√√ 1
N
N∑
i=1
(
GFOR,i − GOBS,i
)2 (13)
3. Mean absolute error (MAE) is given in the equation below:
MAE = 1
N
N∑
i=1
∣∣(GFOR,i − GOBS,i)∣∣ (14)
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TABLE 2. (a) Details of the experimental measurements, and the measuring range of the sensors (SYNMET Automatic Weather Station). (b) Daily statistics
(01-01-2006 to 31-12-2012) for variables used to develop extreme learning machine model. c) Details of dataset used for model development.
4. Willmott’s Index (d) is given in the equation below:
d =
[ ∑N
i=1
(
GOBS,i − GFOR,i
)2∑N
i=1
(∣∣GFOR,i − G¯OBS,i∣∣+ ∣∣GOBS,i − G¯OBS,i∣∣)2
]
(15)
5. Relative root mean square error (RRMSE¸%) is given in
the equation below:
RRMSE =
√
1
N
∑N
i=1
(
GFOR,i − GOBS,i
)2
1
N
∑N
i=1
(
GOBS,i
) (16)
6. Mean absolute percentage error (MAPE; %), is given in
the equation below:
MAPE = 1
N
N∑
i=1
∣∣∣∣∣
(
GFOR,i − GOBS,i
)
GOBS,i
∣∣∣∣∣× 100 (17)
7. Nash Efficiency (E) is given in the equation below:
E = 1−
[∑N
i=1
(
GOBS,i − GFOR,i
)2∑N
i=1
(
GOBS,i − G¯OBS,i
)2
]
(18)
where GFOR and GOBS are the forecasted and observed ith
values of G, G¯FOR and G¯OBS represent the mean G values of
the forecasted and observed in the tested sample set and N
denotes the number of datum points in the set.
IV. APPLICATION RESULTS AND DISCUSSION
A. INPUT VARIABILITY ANALYSIS
In this section, results attained from ELM,MLR and ARIMA
for predicting global solar radiation are assessed to validate
their adequacy in solar radiation modeling. The candidate
study site selected for the investigation is located at the
northern part of Cheliff Basin in Northwest Algeria with
daily scale meteorological data for the period 01-Jan-2006 to
31-Dec-2011. The G predicted using ELM, MLR and
ARIMA are analysed where the importance of input vari-
ables is investigated in terms of the predictive accuracy.
These models are compared, based on statistical perfor-
mance criteria, including an analysis of model accuracy.
In particular, the ELM model as a new non-tuned intelligent
predictive model, is evaluated against the MLR and ARIMA
for predicting G.
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FIGURE 4. Boxplot of normalized target and input variables.
TABLE 3. Importance of inputs viz cross correlation of solar radiation
with predictor (sunshine hrs St; evaporation ET; maximum, maximum,
mean temperature (Tmax, Tmin, Tmean) and wind speed U).
To assess the quality of input variables, their variabilities
are compared with together. As the input data have differ-
ent ranges, thus data normalization is a useful technique to
enhance the better perspective. Hence, the employed dataset
was standardized between 0-1 as follows:
x´i = (xi − xmin)
(xmax − xmin) (19)
where, x´i is the ith normalized value of predictive variable (x).
To compare the variability of input variables, the inter
quantile ranges (IQR) are computed using respected quartiles
(Q75%-Q25%) as presented in Figure 4.
Figure 4 indicates the IQR of the normalized input vari-
ables which are in rang of 0.15 to 0.51. Further, St(IQR
= 0.51) and U(IQR = 0.15) have the highest and lowest
variability compare to other input variables.
B. MODELING PREDICTION ASSESSMENT
Prior to exhibit the statistical results of the predictive mod-
els, it is worth to display the basic model architectures.
Table 4 presents the optimal structure for the ELM, MLR
and ARIMA models where ELM and MLR models indicate
M7 is the optimum input combination. Whereas, ARIMA
model acts differently in accordance to the internal param-
eters (i.e., p = autoregressive, d = differencing, q = moving
average) and M14 was found to be the best model for
ARIMA. Table 5 shows the optimal model (boldfaced)
performance metrics for the three predictive models and all
constructed input combinations. The results indicate sunshine
hours (correlation 0.903), evaporation (correlation 0.851) and
maximum temperature (correlation 0.775) as most influential
variables for the prediction process. The impact on perfor-
mance metrics upon choosing the input variables into the
three models of ELM, MLR and ARIMA was investigated
in order to measure the performance of the models. Various
input combinations were constructed to compare the per-
formance of the three models. The ELM model has shown
an excellent performance against MLR and ARIMA. With
M7 input combination (by incorporating all the predictors),
ELM’s best model results are correlation coefficient 0.978,
Willmott’s Index 0.977, Nash Efficiency 0.956 with lowest
Relative Root Mean Square Error of 9.58% and Relative
Mean Absolute Error of 13.52%. On the same vein, MLR
behaved similarly using the same input combination and
had a comparable results of correlation coefficient 0.962,
Willmott’s Index 0.961, Nash Efficiency 0.926 with a signifi-
cantly higher Relative Root Mean Square Error of 12.38 %
and Relative Mean Absolute Error of 17.48%. ARIMA’s
best model (M14) model had much lower efficiency values,
correlation coefficient 0.846, Willmott’s Index 0.834, Nash
Efficiency 0.714 with the most significantly higher Relative
Root Mean Square Error of 24.31 % and Relative Mean
Absolute Error of 38.70 %.
The scenario of input combination between ELM and
MLR were same, taking into consideration all variables for
optimum results. Although MLR performance metrics were
better than ARIMA, it was still significantly lower than ELM.
The results showed ELM as the superior model when com-
pared to MLR and ARIMA in predicting G. Quantitatively,
ELM model displays results augmentation for instance
RMSE and MAE reduced by 22.6 and 28.3% over the MLR
model.
An interesting visualization for the performance of the
ELM model should be done through studying the sensitivity
analysis of each single predictor toward the G. The sensitivity
analysis of ELM performance based on single predictor vari-
ables were carried out and ranked by the accuracy of their
performance (Table 6). Among the sensitivity inputs, Sun-
shine Exposure (St) had the best correlation with value r ≈
0.907, higher Willmott’s Index 0.903, higher Nash Efficiency
0.812 with Root Mean Square Error of 6.75 and Mean Abso-
lute Error of 5.31. The wind speed showed the least impact
variability on prediction with correlation 0.342, very poor
Willmott’s Index -0.07 and Nash Efficiency of 0.075 with
highest Root Mean Square Error 14.98 and Mean Absolute
Error of 12.82. The poor impact is due to the characteristic
of obtained data for wind speed which is at the depth of two
meters. Hence it is not reliable enough in the phenomena of
the incident solar radiation. Table 6 summarizes the ranking
of all single predictors.
The three models of ELM, MLR and ARIMA were evalu-
ated to determine the model error for predicting peak (max-
imum and minimum G) values. It can be noted that the
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TABLE 4. ELM, MLR and ARIMA model architecture and parameters with optimal model in boldface.
prediction of the peak values is the most significant concern
the energy cell engineering designers. Hence, focusing on
this is highly reliable aspect in the analysis. Here again, the
results show the significant predictability of ELM perfor-
mance in predicting the maximum and minimum values in
most instances with lower error values when compared over
theMLR andARIMAmodels. Table 7 shows themodel errors
where the least error in ELM instance is shown in bold red.
The statistical values of the predicted G were computed. The
values show the absolute difference of the three models with
respect to the observed G in the testing period (Table 8).
A graphical evaluation of the developed models’ perfor-
mance can be made by plotting the predicted values against
the real measured data in the form of scatterplot. As such,
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TABLE 5. Evaluation of extreme learning machine (ELM) with multiple linear regression (MLR) and autoregressive integrated moving average (ARIMA)
model. Note: Optimal model is boldfaced.
TABLE 6. Sensitivity analysis of extreme learning machine performance based on single predictors variables ranked by the accuracy of performance.
Figure 5 presents the variance diversion from the ideal line
45o (predicted verses measured G values) using ELM, MLR
andARIMAmodels based on the optimal predictor metrolog-
ical informationM7 for ELM andMLR andM14 for ARIMA
models. The MLR performs better than the ARIMA model
with a better correlation. However, it is quite clearly evident
that ELM is the better model with a much higher correlation
between predicted and observed values.
Figure 6 shows the time series of the test point’s data
from (1st Jan 2011 to 31st December 2011). The ELM case
shows in the first graph (blue) much better statistical values,
standard deviation 2.3307 and variance of 5.42925 when
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TABLE 7. Evaluation of model error (Wm−2) for forecasting peak (maximum and minimum G values).
TABLE 8. Statistical properties of predicted global solar radiation (G) (Wm−2) presented as the absolute difference of ELM, MLR and ARIMA models with
respect to the observed G in test period.
FIGURE 5. Scatterplots of the observed and predicted global solar radiation (G) over the testing period.
compared with MLR, standard deviation 2.7363 and vari-
ance of 7.48732. Whereas, ARIMA model has significantly
a higher standard deviation 5.91791 and variance of 35.0217.
Overall, when all performance metrics and general statistical
properties shown are considered, ELM exhibit significantly
better forecasting ability for global solar radiation.
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FIGURE 6. Forecasting error, |FE| in test period for ELM compared with MLR and ARIMA model. In each panel, the error statistic
(mean, standard dev, variance and number of points (n) in ± n sdev are also shown).
The importance of accurate and precise solar radiation
data in many solar energy applications is crucial. These data
are imperative in the design of photovoltaic panels, solar
drying systems, solar air heaters, furnaces, and many other
energy implementations. This study confirms the feasibility
and predictability of the ELM as an efficient model for pre-
dicting solar radiation modeling. This study can be extended
to include for instance natural inspired optimizer for the input
variables where the investigation for the correlated attributers
toward the G is highly significant to be recognized and par-
ticularly for the studied region.
C. MODELING VALIDATION AGAINST THE LITERATURE
To have fair assessment of the proposed predictive ELM
model in predicting the global solar radiation, the obtained
results are comparedwith previous conducted researches over
Africa region and others. In this manner, a reasonable assess-
ment is performed to validate the accuracy of proposed model
in predicting the global solar radiation [70]–[75]. Guermoui
and Rabehi [72] evaluated two AI models called Gaussian
process regression methodology (GPR) and least square sup-
port vector machine (LS-SVM) to predict the global solar
radiation over Ghardaia region of Algeria.
To achieve the optimistic model, GPR and two differ-
ent LS-SVM models with different Kernel functions were
investigated using same predictive variables. The obtained
results of those models showed values of determination of
coefficient (R2) in range of [0.87∼0.91]. Sharafati et al. [70]
proposed couple machine learning models such as Ran-
dom Forest (RF), Random Tree (RT), Reduced Error Prun-
ing Trees (REPT), and Random committee integrated with
Random Tree reduce (RC) to simulate solar radiation over
Burkina Faso. Authors examined combinations of seven pre-
dictive variables to achieve the realistic models. Based on
the obtained values of error indices, it can be concluded that
the R2 index of developed models were within the range of
[0.66-0.93] and the highest performance attained using RF
model (R2 = 0.93). Tao et al. [71] examined the potential of
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a newly hybrid ELM model called self-adaptive evolutionary
extreme learning machine (SaE-ELM) to predict daily solar
radiation using eight different combinations of input vari-
ables over the Burkina Faso region. The results indicated the
developed SaE-ELM models have higher accuracy in term
of R2 within range of 0.49 to 0.947 over different employed
stations. In another study, a hybrid between Firefly algorithm
and SVMmodel for stations (Iseyin, Maiduguri: Nageria) has
attained results lower than our proposed model in terms of
R2 = 0.795 and R2 = 0.518 respectively [76]. Fan et al. [73]
presented a comparison study between SVM and XGBoost
for predicting global solar radiation based air temperature
and rainfall within humid ‘‘subtropical climate’’ in China.
The researchers found that the best prediction results attained
for the testing phase using the SVM model with R2 = 0.76
while the best results attained using the XGBoost model
achieved R2 = 0.74. Dahmani et al. [74] utilized amulti-layer
perceptron model for estimating 5-min and hourly horizontal
global irradiation from exogenous meteorological data within
Algeria. The study conducted based on wide range of input
combinations (i.e., 1023). The investigation reported good
predictability performance with R2 = 0.96 for the incorpo-
ration 10 input variables. Although the proposed model was
able to attain almost similar to the current research capacity,
the developed was integrated with feature selection approach
as a filter for the correlated predictors. In addition, the inves-
tigated horizon scale (i.e., hourly and 5-min) is different
from the present. In other study, the potential of the boosted
regression trees (BRT) model for predicting solar irradiance
based on fusing spatial and temporal information [75]. The
results evidence the capability of the introduced BRT model
with magnitude of R2 = 0.91. Having assessed the conducted
researches over the literature, it is evidence that the proposed
predictive model and input variables have better performance
(R2 = 0.956) in predicting global solar radiation compared
to literature studies over Africa region and others.
V. CONCLUSION
Over the past couple decades, estimation and predicting
future values of solar radiation in various sites was a chal-
lenge mission for researchers and scientists. This is due to
the fact that solar radiation is highly stochastic climatolog-
ical element that is influenced by various other associated
parameters. Hence, exploring a reliable predictive modeling
strategy is still the passionate of the scholars up to date. This
paper has proposed a set of extreme learning predictive model
for daily solar radiation scale coordinated in the northern part
of Cheliff Basin at the Northwest part of Algeria. Daily mete-
orological data over the period 01-Jan-2006 to 31-Dec-2011
were assessed to validate their adequacy in solar radiation
modeling. The successful results reported in the paper were
accomplished in several steps. The impact on performance
metrics upon choosing the input variables into the proposed
and the comparable models was investigated in order to gauge
the performance of the models. Various input combinations
based on multiple meteorological information were used to
compare the performance of the three models. The ELM
model has shown an excellent performance against MLR
and ARIMA models. Incorporating all the input parameters
(7th input combination), the ELM’s best model results are
correlation coefficient 0.978, Willmott’s Index 0.977, Nash
Efficiency 0.956 with lowest Relative Root Mean Square
Error of 9.58% and Relative Mean Absolute Error of 13.52%.
In addition, the three models of ELM, MLR and ARIMA
were evaluated to determine the model error for predicting
the peak magnitudes (maximum and minimum of G). The
results also showed that ELM had better predictability for the
maximum and minimum values in most instances with lower
error values. In conclusion, the modeling strategy approach
exhibited a reliable one that can be applied as real time
global radiation quantification for Algeria region. The current
research can be further extended through including some
nature inspired optimization algorithm for input variables
selection as prior step for the prediction procedure [77]–[79].
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