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This dissertation employed a two prong approach, whereby the survey and
case study methods were used to investigate security issues regarding wireless
networks. The survey portion draws together two previously unrelated research
streams. Given the recent increased concern for security in the computing milieu,
Innovation Diffusion Theory and security factor constructs were merged and
synthesized to form a new instrument. This instrument is useful in an effort to
understand what role security concerns play in the adoption and diffusion of
technology.
In development of the new instrument, 481 usable surveys were collected and
analyzed. Factor analysis revealed favorable factor loadings in the data. Further
analysis was then conducted utilizing multiple regression analysis. This analysis led

to the discovery that the constructs of Susceptibility and Severity of Threat,
Improvement Potential, and Visibility are significant predictors in regard to level of
concern when using wireless networks.
Case studies were conducted with a goal to gain a deep knowledge of IT
professionals’ concerns, attitudes, and best practices toward wireless security. To this
end, seven IT professionals were personally interviewed regarding their perceptions
and attitudes toward wireless security. In an effort to compare IT professional and
end user opinions, 30 IT professionals also completed a paper based survey regarding
their perceptions about security. Findings indicate that security professionals are very
optimistic for the future of wireless computing. However, that optimism is tempered
by a realization that there are a myriad of potential threats that might exploit
weakness in wireless security.
To determine differences and similarities between users’ perspectives and
managers’ perspectives regarding wireless network security, the results from the
survey and case study were synthesized. Most IT professionals (76.19%) reported
that, all factors considered, they prefer to use wired networks as opposed to wireless
networks; whereas, substantially fewer (44.86%) of the end user respondents reported
that they preferred wired over wireless networks. Overall, results suggest that IT
professionals are more concerned about security than are end users. However, a
challenge remains to make administrators and users aware of the full effect of
security threats present in the wireless computing paradigm.
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CHAPTER I
INTRODUCTION
Chapter one presents an overview of research concerns relative to wireless
networks. This overview is followed by sections describing Innovation Diffusion
Theory, wireless networks on campus, the problem statement, research objectives,
security concerns, research hypotheses in brief, research methodology in brief, limitations
of the study, organization of the dissertation, and concludes with a summary of chapter
one.
Overview
Local area networks (LANs) are an effective means to share computing resources
including data, software, and peripherals (e.g. central processing units (CPUs), disk
drives, printers, plotters, and the like). Wireless local area networks (WLANs) are an
extension of LANs that allow users, via wireless cards or other handheld devices, to
connect to other network resources without a wired connection. WLANs are rapidly
emerging and promise new approaches for developing information systems that offer
benefits related to flexibility of distribution, lower costs, and increased mobility (see
Bleicher, 2000; Deval, Khosravi, Muralidhar, Ahmed, Bakshi, & Yavatkar, 2003).
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The emergence of WLANs poses exciting challenges to the research community such as
adoption issues, faster time-to-market, quality of wireless information, and security
concerns, among others. Of particular interest to this study is to detail security concerns
of wireless network managers and to develop a research derived explanation of
characteristics of innovating.
Innovation Diffusion Theory
As described initially in (Rogers, 1962), and later in other work by Rogers, (cf.
Rogers, 1995), Innovation Diffusion Theory (IDT) has several constructs including:
relative advantage, compatibility, complexity, observability, and trialability. IDT
research is conducted in several fields including virtually all of the social sciences,
education, geography, and business (Mahajan & Peterson, 1985), and IS is no exception
in that regard. Arguably the seminal work on IDT in Information Systems (IS) was by
Moore and Benbasat. Their model included the original five constructs as identified by
Rogers (1962) and established three additional constructs (voluntariness, image, and
result demonstrability) (Moore & Benbasat, 1991). Moore and Benbasat’s work, which
measures Perceived Characteristics of Innovating (PCI) has been described as isolating a
robust, reliable, and valid set of constructs that are “key antecedents to technology
adoption decisions” (Plouffe, Hulland, & Vandenbosch, 2001, p. 209).
Innovation diffusion research is “perhaps one of the most widely researched and
best documented social phenomena” (Mahajan et al., 1985, p. 7). There are thousands of
publications in over two dozen distinct academic areas that address IDT (Mahajan et al.,
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1985; Rogers, 2003). Further, IDT is a fertile research stream that provides IS
researchers with “well developed concepts and a large body of empirical results
applicable to the study of technology evaluation, adoption and implementation”
(Fichman, 1992, p. 195).
A critical element affecting the diffusion of an innovation at the organizational
level is the acceptance of that innovation at the individual level (Moore, 1987).
Consistent with this focus, this dissertation will examine the diffusion of innovations
from the individual perspective. Fortunately, the PCI instrument is written in such a
manner that it can be used, with slight modifications, in most other diffusion studies
(Moore et al., 1991).
The Case for Wireless Access on Campus
Wi-Fi (which is a generic term that refers to the IEEE 802.11 standard) is gaining
momentum and mainstream acceptance. It was estimated that there were 3,700
commercial WLANs available in the United States in 2002 and it was projected that there
would be over 10,000 such access points by the end of 2003 (Shim, Varshney, Dekleva,
& Knoerzer, 2003). In terms of providing contiguous coverage for the United States, it is
estimated that it would take 7 million hot spots (Shim, Varshney, Dekleva, & Knoerzer,
2006). In the near future, wireless data access appears set for exponential growth as
demand shows no sign of abatement (Shim et al., 2006).
Another metric that can be used to assess the growing popularity of WLANs is
that of number of users. According to Gartner, there were five million users of WLANs
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in North America by the end of 2003 and there will be 30 million by 2007 (Hollis, 2004).
In addition to the recent popularity of WLANs in society at large, the college campus has
seen a recent dramatic increase in wireless network implementation and usage (Green,
2003).
Wireless access points create a point of differentiation for customers in industries
such as hospitality (Schmidt, Johnston, & Arnett, 2004). Further, the presence of
wireless access points can create a competitive environment if they are deployed by
certain competitors in an industry. For instance, if a particular university in a given
market offers wireless access while other universities in that same market do not, the
university that has wireless may advertise their relative level of connectivity and
capitalize on the fact that they are a “wired” or a connected but “wireless” campus.
Wireless networks are in many cases, complementary to existing wired networks. As the
level of connectivity is often a factor in the “best colleges and universities” polls, those
campuses offering wireless access may have a competitive advantage over those that do
not. For instance, the University of Notre Dame asserts they have earned the distinction
of making the “America’s 100 Most Wired Colleges” list for the last three years
(University of Notre Dame, 2005).
Many colleges are now considering wireless networks to not only provide a point
of differentiation but also to reduce the overall costs of providing campus wide
connectivity. According to J. Whetstone, Vice President of Computing and Information
Technology Services at Winona State University (WSU) wireless offers many benefits to
uses on his campus (personal communication, February 9, 2005).
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Among the risks of operating at the forefront of wireless adoption on a college
campus is that of security. If an organization is not committed to security, it is at risk
because there are many potential ways in which unauthorized parties can gain access to
the network. Because the data are moved through airwaves, anyone within range can
potentially intercept transmissions and therefore gain unauthorized access to another’s
information. As wireless networks gain acceptance and popularity in the community,
students on college campuses want and expect these wireless services in much the same
way that hospitality customers seek Wi-Fi in hotels, restaurants, and other hospitality
concerns. Another reason for the growth relates to the relative low costs and low level of
difficulty in installation and maintenance of WLANs. While some universities deploy
wireless in an effort to differentiate themselves, it is more likely that universities are
implementing wireless networks as part of a cost leadership strategy.
In contrasting a wireless access point to a wired port in an average office building,
J. Whetstone estimates that a wireless access point, which can accommodate several
simultaneous users can be installed at a cost of $500 in a university setting (personal
communication, February 9, 2005) while it may cost as much as $1,000 per wired port
(Panko, 2003). Because of the dedicated bandwidth, wired ports can offer more
throughput. However, in most cases an access point can effectively provide the
necessary bandwidth for users.
Colleges and universities have been gradually incorporating wireless data access
into their infrastructure for the last several years and many campuses now offer
ubiquitous access to wireless (New Media Consortium, 2005). According to the 2003
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National Survey of Information Technology in US Higher Education, “Wireless is clearly
exploding across college campuses, much as it has in the corporate and consumer
sectors” (Green, 2003). In fact, according to WSU Network Technician S. Kristiansen,
wireless network access is an amenity that numerous students expect to have when they
come to campus (personal communication, February 3, 2005). Figure 1.1 depicts the
recent dramatic increase in the percentage of college campuses which have strategic plans
for their wireless networks. Figure 1.2 demonstrates the increase in the percentage of
campuses that indicate they offer campus wide access to the wireless networks. A
campus is said to have partial access if they have at least some wireless access points,
while a campus with full access will have access on the entire academic portion of
campus. Figure 1.3 depicts a nearly three-fold increase in the average percent of campus
area that is covered by wireless access points between 2000 and 2003 and further depicts
that estimates for 2005 indicate that almost 50% of the campus area is covered. This
chart reflects the fact that, on average, the portion of campuses that have wireless access
is increasing.
The data used to develop the charts is taken from the 2003 National Survey of
Information Technology in US Higher Education, and represents the responses of senior
campus officials at 632 public and private colleges and universities in the US (see Green,
2003). The number of wireless networks is definitely on the increase on college
campuses, with 55.5% of campus reporting that they were going to deploy wireless
networks in 2004 compared with 45.5% in 2004 (Carnevale, 2004). While specific
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numbers are difficult to obtain, the trend of increasing wireless coverage on college
campuses is likely to continue ("Signs of the Times", 2005).

Percentage of campuses that have strategic plans for wireless
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Source: adapted from (Green, 2003, 2005).
Figure 1.1

US College Campuses with Strategic Plans for Wireless Deployment
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Figure 1.2

US Colleges Reporting Coverage that Extends to Every Location on
Campus
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Figure 1.3

Average Coverage Area of Wireless Networks on US College Campuses

Responding to student and faculty demand, campus administrators may feel
pressured to rapidly proceed with the implementation of wireless networks on their
campuses. Unfortunately, as many administrators feel pressure to make their campus at
least partially wireless, important security concerns may be overlooked. For instance,
one university is known to disable the security feature of virtual private networks (VPNs)
during home football games to appease the persons who stay on the campus grounds and
have difficulty accessing the secured network (M. Argo, personal communication, March
9, 2005). This haphazard approach to security can confound the problem of wireless
security. The increasing demand and quick decisions regarding wireless network
implementation may lead to significant security problems in the continued operation and
use of those networks.
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Problem Statement
Two major problems are addressed in this dissertation that relate to the relatively
new innovation of WLANs. The first relates to the dearth of research regarding the
diffusion of wireless networks at the individual unit of analysis. The second relates to the
implementation of wireless networks and the resulting security concerns at the
organizational unit of analysis.
One of the major problems addressed is that there is little empirical evidence
regarding the important constructs considered by potential users of wireless networks.
WLANs have become very popular to many groups of end users (e.g. students, faculty,
staff, and visitors) due to the added mobility provided by wireless. Although speculation
might suggest cost savings on the provider side and convenience on the consumer side,
there are no major studies that address this from a scientific and in-depth perspective.
This dissertation will attempt to partially alleviate this dearth by examining student
perceptions of WLANs based on a scientific and in-depth perspective. Particular
attention will be given to student perceptions of Perceived Characteristics of Innovating
and potential security concerns. To operationalize and measure these latent variables,
items will be aggregated from previously validated instruments.
The other major problem is that of security or lack thereof in many WLANs (cf.
Kahai & Kahai, 2004; Nobel, 2005; Sharma, 2004). A Jupiter Research report entitled
“Understanding Corporate WLAN Architecture Choices” indicates that almost 50% of
companies consider security concerns as the top impediment to wireless deployment
("WLAN Security: How Big a Problem?" 2004). Given the paramount nature of security
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concerns in many industries and organizations, there is a need to increase understanding
of security concerns (Computer Security Institute, 2004; Goodhue & Straub, 1989;
Whitman, 2003).
Interestingly, there necessarily needs to be a “balance” between security concern
issues and ease of use as often times there is an inverse relationship between the two. For
instance, if a wireless network does not require the use of virtual private networks
(VPNs) and tunneling, both legitimate and non-legitimate users will find it very easy to
gain access to the network. Once the access is gained, data including personal
information such as passwords can also be obtained by unauthorized parties in the
general vicinity of the network. Conversely, if users are required to use VPNs and
tunneling to secure access, they may have a difficult time; however, when they are using
the network, their data transmissions and stored data are relatively protected from
unauthorized parties.
Security Concerns
The theory that security is undervalued by information systems professionals and
end users alike has been addressed by researchers for quite some time (Goodhue et al.,
1989). Based on her interview with Ian Dobson, Security Director of the Open Group
Consortium, Dudman (2004) found one of the most prevalent challenges for IT directors
is the rate of business change which then leads to IT infrastructure change. In some
cases, the change is “so frantic that it is out of control” (Dudman, 2004, p. 3). Dobson
adds that wireless networks are a major source of the security problems, “people are
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blasting holes in the firewall to let in legitimate traffic without realizing their potential
vulnerability” (Dudman, 2004, p. 3).
Given the significance of security concerns it is then important to increase the
understanding of security concerns and threats in both the academic and practitioner
communities. University officials and network administrators will be very concerned
about security threats in an effort to provide a secure computing environment for students
and faculty. The significance of security concerns justifies the need for a new model to
address IDT in light of security. This dissertation will attempt to develop such a model.
Research Questions
These research questions will be addressed by a combination of survey data and
qualitative data gathered in personal interviews. What impact will voluntariness, relative
advantage, compatibility, image, ease of use, result demonstrability, visibility, trialability,
severity of threat, and susceptibility to threat have on student intention to use the wireless
network? Are there interaction effects between severity of threat and any other
variables? Are there interaction effects between susceptibility to threat and any other
variables?
What are the differences between user and network manager perceptions? It is
believed that network managers will provide a reasonable level of protection to users.
Therefore users will not be as concerned with wireless security as they otherwise would
need to be in an environment devoid of existing security protection mechanisms.
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Research Objectives
The preceding problems have characterized the need for a greater understanding
of security and other critical factors in the adoption and diffusion of wireless networks on
college campuses, and to better understand the network manager’s thought process with
regard to security of those networks. Zmud (1984, p. 737) called for “further research …
such that more precise models for explaining innovation behaviors are developed.”
Several years later Fichman made a similar call for researchers to continue the task of
empirical confirmation of IDT research, further suggesting that a vigorous stream of
empirical research could flow from many offshoots of diffusion research (Fichman,
2000).
Mindful of these problems and Zmud’s call, the goals of this dissertation are to
provide a more precise model to explain critical factors in diffusion of WLANs and to
explain how security concerns are balanced with competing factors such as ease of use.
An objective of this research is to build upon and extend the prior research examining
Perceived Characteristics of Innovating / Innovation Diffusion Theory. To that end, the
seminal work on IDT research (Moore et al., 1991), will be extended by synthesizing the
Perceived Characteristics of Innovating with perceived severity of and susceptibility to
threats (Witte, Cameron, McKeon, & Berkowitz, 1996). Figure 3.1 depicts the model of
relationships between the constructs and the dependent variable of “adopting wireless
technology.”
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Research Methodology in Brief
An overview of the methodology to examine the model constructs and to increase
understanding of PCI and security concerns is presented here. As depicted in Figure 1.4,
this dissertation employs a two-prong approach with somewhat separate but yet
interconnected aspirations. Researchers are able to uncover richer and more reliable
results when they employ multiple research techniques in the investigation of a
phenomenon (Mingers, 2001). The case study method, utilizing face to face and
telephone interviews will be employed in an effort to gain an in-depth understanding of
the security precautions undertaken by managers of wireless networks. When asked
about the increasing trend toward case study and other qualitative research
methodologies, Robert Zmud indicated that phenomena under investigation by IS
researchers are complex and IS researchers need to strive for diversity and balance while
not limiting themselves to the use of a single lens (Lytras, 2005). Consistent with
Zmud’s opinion, this research will employee a multi methodological approach to
investigate two separate perspectives of wireless security.
Additionally, data will be gathered via questionnaire in an effort to understand
student perceptions of security concerns in the diffusion of wireless networks. Consistent
with the IS research tradition see (Keen, 1980), IDT research draws heavily from other
disciplines. Accordingly, there is no single theory that is considered the standard in IDT
research, nor is one likely to emerge (Fichman, 2000). However, many IS researchers
consider the 1991 work of Moore and Benbasat to be one of the most important
innovation theories in IS research.
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Case study
(Management)

Survey data
(Users &
Management)
Understanding of
wireless network
diffusion and
security

Figure 1.4

The two prong approach

“Diffusion modeling studies represent a tiny fraction of IT innovation research to
date” (Fichman, 2000, p. 5). This dissertation then will assist in alleviating this dearth of
research and hence contribute to the scientifically grounded understanding of diffusion of
information technology.
Limitations of the Study
Although the anticipated sample size of 400 will be sufficient in terms of the
research design (Hair Jr., Anderson, Tatham, & Black, 1998), it may be necessary to
validate the instrument in other environments before it is appropriate to generalize
beyond the university campus environment. As Sitkin and Weingart (1995) suggest, the
use of students as research subjects is valid as long as researchers are cognizant of the
population to which they can generalize. Students are not the best proxies for decision
makers in all situations but as Detmar Straub indicated, researchers can very easily study
students and get a general understanding of how people think (personal communication,
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April 15, 2005). There are many factors that are suggested to exert an impact on decision
behavior under risk. Several of those items include risk preferences, inertia, outcome
history, problem framing, top management team homogeneity, social influence, problem
domain familiarity, and organizational control systems are but a few gleaned from the
management literature (Sitkin & Pablo, 1992).
Additionally, there are many factors that may have additional impact on student
perceptions, including a student’s previous experience, propensity to embrace new
technologies, and perhaps most importantly the issue of the “required” laptop with
wireless capabilities. As noted by Network Technician, S. Kristiansen, who is on a
campus with a wireless laptop requirement, “we have a much easier time than other
schools in terms of providing support” (personal communication, February 3, 2005).
When asked for additional information, he expanded on the fact that it is much easier to
support a few hardware and software configurations, as is the case with a laptop
requirement, rather than having to deal with slightly different configurations from
virtually every student, faculty, and staff. This homogeneity plays a pivotal role in
affording the helpdesk and other support staff fewer unique configurations to support and
thus allowing for a less troublesome environment in which to support end users.
However, in the interest of developing a parsimonious model and developing a
questionnaire that will not evoke negative reactions regarding its length, these constructs
will be reserved for potential future research.
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Organization of the Dissertation
This dissertation is divided into five chapters and four appendices. Chapter one
presents an overview of the dissertation. Chapter two, entitled “Literature Review,”
covers the broad areas of wireless, security, Innovation Diffusion Theory, and case study
research. In the first part of the chapter wireless networks as innovations and wireless
network use on college campuses are detailed. Chapter two also includes a review of the
literature that addresses security issues in information systems in general as well as a
review of security issues that specifically pertain to wireless networks. An in-depth
review of the work of Moore and Benbasat (1991) is presented as it is critical to the
theoretical underpinnings of this research. Chapter two concludes with a discussion of
academic research and the case method which includes the seminal work of Yin (2003)
and describes how case study research is rich with not only scholarly contribution but
with publication potential as well.
Chapter three “Research Methodology” enumerates the research methodology
utilized to address the research hypotheses presented in chapter one. The necessity of a
new instrument as well as the sampling frame is described. After the hypotheses are
developed in detail, the proposed statistical techniques are presented. Specifically,
confirmatory factor analysis will be employed to ensure construct validity of the
synthesized scales. While the individual scales have been previously validated in
published work, the combined scales have yet to be proven and they further require
validation in the context of wireless network diffusion. In addition to the quantitative
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issues addressed above, chapter three also enumerates details on how the pilot case study
was conducted.
Chapter four is entitled “Data Analysis.” This chapter will present the results of
the research methodology. Specifically, the results of the factor analysis, summated scale
creation, and logistic regression will be presented.
“Discussion and Summary,” is the fifth and final chapter of this dissertation. This
chapter presents the results of the study. The overall success of this dissertation and the
accomplishment of the goals will be addressed. Chapter five concludes with a summary
of the dissertation and its contributions to the scientific and practitioner communities.
The bibliography follows chapter five.
Several appendices are also included in this dissertation. Appendix A “Survey
Instrument” presents the survey instrument in the form it was given to respondents.
Appendix B “Structured Interview Questions” presents the questions asked network
managers and other decision makers in regard to their implementation of wireless
networks and the security procedures employed. Appendix C “The Original PCI and
Threat Items”, includes the short and long instruments as originally proposed by Moore
and Benbasat. Appendix D details the constructs, items, and questions.

CHAPTER II
LITERATURE REVIEW
Chapter two presents a review of the relevant literature for this dissertation. A
brief overview of the chapter reveals that the literature review details four distinct, yet
integral, topical areas. The topical areas addressed are that of wireless computing,
security issues, innovation diffusion research in information systems, and case research.
The next topical area examines security and includes coverage of wireless security, how
security threats impede diffusion, and scale development of threats. The third topical
area in this chapter relates to IDT research in IS, and includes coverage of IDT and
security, measuring IDT in IS research, social systems, and other model considerations.
The final topical area addresses case research, with specific coverage given to strengths
and weaknesses of case study research and validity and reliability issues of case research.
The chapter concludes with a summary of the four topical areas.

Overview
With the capabilities of 3G to handle both voice and data and potential for 4G to
provide true wireless broadband (Shim, 2005), it is possible that traditional WLANs will
effectively merge with cellular phone services in the future. In such an environment,
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high speed data access would become virtually ubiquitous in nature. However, WLANs
are the primary technology under study in this dissertation. As computing and
connectivity become more of an integral part of everyday life the wireless network has
become more popular (Borisov, Goldberg, & Wagner, 2001). It is clear that the Internet
and e-commerce have reshaped the nature of the relationship between customers and
businesses and have impacted entire industries (Daniel & Grimshaw, 2002).
It remains to be seen if broadband wireless access will have such an impact.
However, in many industries there is evidence that indicates wireless will have a very
dramatic impact. In fact, Tom Higgins, president and CEO of Best Western Hotels
indicates that, high speed wireless Internet access is the number one amenity requested by
almost everyone, particularly businesspeople (Veiga, 2004). Wireless access is by no
means a new technology. In fact, wireless access points have been available since the
early 1990s. Wireless access points have even been pushed by computer bellwethers
such as Gateway and Dell since the late 1990s. According to a 2003 study which
included a representative U.S. sample of age 18 and over respondents, 38% of the people
are at least somewhat familiar with the technology (Laver, 2003). More recently, a 2004
survey revealed that on average respondents scored a five when asked how familiar they
were with Wi-Fi technologies, the scale used was zero to seven with zero on the
unfamiliar end of the continuum and seven on the very familiar end of the continuum
(Rysavy, 2004).
Wireless network access offers a very convenient and inexpensive mechanism
that allows users to share resources such as computers, printers, and access to the Internet

20
and email. Creating a small wireless network for a home or small office is very simple.
Step 1, purchase a wireless access point (WAP), as of early 2005, the cost of a WAP was
approximately $70. Step 2, install the WAP, with the easy to follow directions, this
procedure takes you from package to operation in under 30 minutes. Step 3, you can now
share files, peripherals, and a single Internet account among all your connected
computers without running any network cable.
The preceding steps demonstrate the relative ease and low level of expense that is
involved in creating a wireless network. Comparatively, estimates are that to create a
wired network, a networker requires $300 of materials and must complete relatively more
steps to interconnect an office with 2 computers and 2 printers (King, 2004). It may take
additional time and effort to place the network cable in the walls or other out of the way
place. In many cases, a wireless network can be deployed with substantially less time,
effort, and money.
Installing wireless access in a larger scale situation can be very cost effective as
well. For instance, J. Whetstone estimates that it costs $2,000 or less to install wireless
access to provide coverage to an area equivalent to several classrooms, while it costs 20 –
30 thousand dollars to equip just one classroom with a traditional wired access (personal
communication, February 9, 2005). One of the major elements of cost savings relates
that one device can provide access to many people via the airwaves. One such device,
the “TrueMobile 1170 802.11 b/g Wireless Access Point” can provide connectivity to as
many as 250 simultaneous users. The cost of this device is $389 (Dell Inc., 2005).
Moreover, in historical buildings it may be problematic or not feasible to retrofit the

21
walls with the infrastructure necessary for a wired network. Additionally, the timely
manner in which wireless networks can be deployed allows for the creation of ad-hoc
networks for emergency services teams, mobile consultants, and other mobile users.
The last few years have been witness to many changes in terms of wireless
capabilities. Table 2.1 details several of the common IEEE 802.11 standards.
Table 2.1
Common IEEE 802.11 Standards
IEEE Standard
802.11a

Data Rate
54 Mbps

Frequency
5 GHz

802.11b – also
known as Wi-Fi
802.11g

11 Mbps

2.4 GHz

54 Mbps

2.4 GHz

802.11h
802.11i

N/A
N/A

5 GHz
Describes
encryption
between
802.11a and
802.11b

802.11n

108 Mbps +

10 – 20 MHz

Comments
The 5 GHz frequency
has less interference
Compatible with
802.11g
Compatible with
802.11b
European standard
Defines new encryption
protocols including
Temporal Key Integrity
Protocol (TKIP) and
the Advanced
Encryption Standard
(AES)
Standards are expected
to be complete by 2006

There are many choices available in terms of the technology for the access point.
However, many implementations seem to utilize 802.11b, 802.11a, or 802.11g. Table
2.2, adapted from (Cisco Systems Inc, 2005), presents a comparison of the
aforementioned IEEE standards.
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Table 2.2
Comparison of Three IEEE 802.11 Standards
IEEE Standard

Relative Advantages of 802.11a / b / g
802.11b

802.11a

802.11g

Popularity

BEST
Readily available
everywhere.

GOOD
New technology.

Speed

Up to 11Mbps.

Up to 54Mbps.

BETTER
New technology
with rapid growth
expected.
Up to 54Mbps.

Relative cost

Inexpensive.

Frequency

2.4 GHz
Crowded band –
potential
interference with
cordless phones,
microwave ovens,
and other devices.
Good range –
Typically 100-150
feet depending on
building
construction and
layout.
The number of
public hotspots is
growing
particularly in
hotels, airports,
restaurants, college
campuses, and
other public areas.
Widest adoption.

Relatively more
expensive.
5 GHz
Un-crowded band.

Range

Public access.

Compatibility.

Shorter range –
Typically 25-75
feet indoors.

Limited.

Incompatible with
802.11b or
802.11g.

Relatively
inexpensive.
2.4 GHz
Crowded band –
potential
interference with
cordless phones,
microwave ovens,
and other devices.
Good range –
Typically 100-150
feet depending on
building
construction and
layout.
Compatible with
current 802.11b
hotspots (at the
802.11b rate of
11Mbps) many
802.11b hotspots
will be converted
to 802.11g.
Interoperates with
802.11b networks
(at 11 Mbps).
Incompatible with
802.11a.

Source: adapted from (Cisco Systems Inc, 2005).
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Wireless Networks as Innovation
Innovation, communication channels, time, and social systems are very important
factors through the diffusion process (Rogers & Shoemaker, 1971). The last portion of
the 20th century is typically characterized by many advances in information technology.
In fact, many refer to this time period as the information age while others posit that this
time period can just as appropriately be termed the “innovation age” (Fichman, 2000).
An innovation can be thought of as “an idea, practice, or object perceived as new by an
individual.” Additionally, “It matters little, so far as human behavior is concerned,
whether or not an idea is ‘objectively’ new as measured by the lapse of time since its first
use or discovery” (Rogers et al., 1971, p. 19).
“The nice thing about standards is that there are so many of them to choose from”
noted famous computer scientist and mathematician Grace Murray Hopper (Malaga,
2005, p. 119). The advent of wireless network technologies in general and in particular
the development of IEEE 802.11 standards is very innovative in that they allow the
deployment of wireless local area networks (WLANs).
WLANs offer several advantages which roughly fall into the categories of access
and deployment. The advantages of WLANs, in terms of access, center on the concept of
mobility. With the deployment of a wireless network, users need not be concerned about
being physically connected to an RJ-45 outlet, rather they are allowed to move freely
within the range of the wireless access points (WAPs). Typically users must remain
within a few hundred feet of an access point. However, the actual range is very
dependent on the infrastructure of the building (i.e. nature of the walls, ceilings, and
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floors; number of floors, etc) (Dean, 2003). This mobile access to the network has led to
the term corridor warrior. Microsoft refers to corridor warriors as persons who require
access to electronic information even when they are away from their desks (Microsoft,
2004). This mobility, appreciated in homes, businesses, and college campuses, provides
a high level of convenience to users as they move from location to location. These
benefits offered by WLANs may even provide a university with a “most wired” or “most
unwired” distinction and hence a point of differentiation with those universities that do
not offer wireless access.
WLANs offer several benefits to those charged with the deployment of a network.
The forefront of these benefits relates to the ease and relative low cost for which the
infrastructure can be installed, thus providing the opportunity of a position of cost
leadership. According to J. Whetstone, a wireless access point, which can provide
connectivity to several simultaneous users, can be installed at a cost of $500 (personal
communication, February 9, 2005). Table 2.3 compares the cost per user to a university
in providing connectivity in a wired and wireless manner. These figures represent the
cost of the wireless hardware and its installation and they do not reflect other costs such
as the cost of the computers that will be used to access the network, maintenance, and the
like. The numbers in table 2.3 are based on estimates provided by J. Whetstone (personal
communication, February 9, 2005) and (Dell Inc., 2005).
It should be noted however, that the wired network provides a dedicated
connection and throughput potential whereas a wireless network shares bandwidth among
connected users. Considering the cost of wiring a standard wall jack in the average
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existing office building is $1,000 (Panko, 2003), the cost savings of the WLAN can be
substantial. According to Gartner, the total cost of ownership (TCO) comparison
between wired and wireless networks is very difficult to make. However, Gartner
estimates that the TCO for a wireless network is 15% lower than the TCO of a wired
network (Blackwell, 2002). Additionally, it may be problematic to run wire for a LAN in
some buildings such as historical sites and in buildings with certain construction. The
ease at which a wireless network can be deployed allows for the timely creation of ad-hoc
networks for emergency services teams and mobile consultants.
Table 2.3
The Relative Cost of Connectivity

Cost per classroom

Wired
(Dedicated throughput)
$30,000

Wireless
(Shared throughput)
$1,000

Number of students

50

50

Cost per student

$600.00

$20.00

Throughput

Typically a theoretical
maximum of 100Mbps
(with Cat 5 cable)

Typically a theoretical
maximum of 54Mbps
(shared by up to 250
stations or 120 stations
when encrypted)

Source: J. Whetstone, personal communication, February 9, 2005 and (Dell Inc., 2005).
A communication channel is “the means by which the message gets from the
source to the receiver” (Rogers et al., 1971, p. 24). Wireless technologies are
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communication channels themselves in that they allow for somewhat ubiquitous access to
connectivity and the propagation of messages from source to the receiver. Given the high
speed at which information travels on the Internet and over other networks, WLANs
provide a capability to act as their own channel of communication.
Time is a very important component of diffusion research.
The time dimension is involved:
(1) in the innovation-decision process by which an individual passes from
first knowledge of the innovation through its adoption or rejection,
(2) in the innovativeness of the individual, that is, the relative earlinesslateness with which an individual adopts an innovation when compared with other
members of his social system, and
(3) in the innovation’s rate of adoption in a social system, usually
measured as the number of members of the system that adopt the innovation in a
given time period (Rogers et al., 1971, p. 24-25).
In a study regarding online services diffusion, later adopters were found to discontinue
use of innovations at a greater rate than others who adopted at an earlier stage
(Parthasarathy & Bhattacherjee, 1998).
Durrington, Repman, and Valente (2000) report that Ryan and Gross (1943)
found four stages of innovation. Rogers includes the fifth stage of “confirmation.” Table
2.4 summarizes the five stages as presented in (Rogers, 1995).
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Table 2.4
The Five Stages of Innovation Diffusion
Steps in the
innovation diffusion
process:
Knowledge
Persuasion
Decision
Implementation
Confirmation

Description
Occurs when an individual (or other decision-making unit)
learns of the innovation’s existence and gains some
understanding of how it functions.
Occurs when an individual (or other decision-making unit)
forms a favorable or unfavorable attitude toward the
innovation.
Occurs when an individual (or other decision-making unit)
engages in activities that lead to a choice to adopt or reject
the innovation.
Occurs when an individual (or other decision-making unit)
puts an innovation into use.
Occurs when an individual (or other decision-making unit)
seeks reinforcement of an innovation-decision that has
already been made, but the individual may reverse this
previous decision if exposed to conflicting messages about
the innovation.
Source: adapted from (Rogers, 1995, p. 20).

The rate at which an innovation diffuses throughout a society, organization, or
other unit of adoption can vary tremendously. Rogers posits that effective
communication, which can increase the rate of diffusion, is more likely to occur between
homophilous rather than heterophilous groups (Rogers, 1995). Homophilous groups are
found when members share attributes such as beliefs, education, social status, and the
like; while heterophilous groups occur when members are very dissimilar on the
aforementioned characteristics. In many cases, the students on a college campus
constitute a homophilous group of individuals. The students compose such a group by
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the very nature of their presence on campus (i.e. they typically experience a very similar
educational process and share certain demographics such as age and previous educational
experience).
The adoption of the innovation by high profile individuals, termed “opinion
leaders,” tends to increase the likelihood of adoption and perhaps even shortens the time
it takes for diffusion (Durrington et al., 2000). Conversely, in the academic environment
where technology use is voluntary and faculty take great pride in the principles of
independence and democracy, opinion leaders, at least the officially recognized opinion
leaders (i.e. dean and department chair) may not have a significant influence on
technology use (Lewis, Agarwal, & Sambamurthy, 2003). One plausible explanation for
this factor is that faculty, who place a great deal of value on autonomy, view the
hierarchical relationship between them and administrators as an “administrative
necessity” rather than an actual hierarchy (Lewis et al., 2003).
Wireless Access on Campus
The decision for students to adopt wireless access use on a college campus is
necessarily a “contingent innovation-decision” in that the individual can only make the
accept or reject decision after a prior innovation decision (Rogers, 1995). Examples of
research on contingent innovation-decisions include Fichman and Kemerer’s (1999) work
on software such as relational database management, fourth generation languages, and
computer aided software engineering (CASE) tools; DeSanctis and Poole’s (1994) work
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on group decision support systems (GDSS); and Kraut, Rice, and Fish’s (1998) work on
telephony and communications technologies.
In many cases when an organization adopts an innovation, individuals have at
least some level of autonomy in their level of use of the innovation. Some users will
exhibit a high level of use and, in fact, use the innovation in ways that expand the
capabilities of the innovation while others will limit their use to the most basic functions
(Carlson & Zmud, 1999).
Historically many innovations fail to gain a stronghold in the marketplace. For
instance, in 1903 Tarde wrote: “… Given one hundred different innovations conceived at
the same time—innovations in the form of words, in mythological ideas, industry
processes, etc.—ten will spread abroad while ninety will be forgotten.” (Rogers, 1995, p.
40). As an example of the fickle nature of the diffusion of innovations, consider the
DOVARK keyboard (Rogers, 2003). Even though the DOVARK keyboard is much more
efficient for typists, due to the resistance to change on the part of individuals, this
innovation has failed miserably to diffuse. Indeed, innovations have been known to fail
at a relatively high rate, finding the characteristics of successful innovations and the
characteristics of those who adopt innovations should prove to be valuable to scholars
and practitioners alike.
A social system can be thought of as a “collectivity of units which are
functionally differentiated and engaged in joint problem solving with respect to a
common goal” (Rogers et al., 1971, p. 28). Given the preceding definition, it is quite
logical to view a typical university as a social system. Given the nature of the university
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social system, WLANs on college campuses may experience a somewhat compressed Scurve within the categories innovators, early adopters, early majority, and laggards.
Although beyond the nature and scope of this dissertation, future research should address
the rate at which wireless networks have diffused through various universities.
Security
According to Kevin Mitnick, well-known hacker, the best technology, firewalls,
intrusion-detection systems, biometric devices are no match for social engineering
(Malaga, 2005). People are typically thought of as the weakest link in information
security and provide the biggest opportunity for computer criminals to exploit threats. A
threat is a possible infringement of security (Bishop, 2003). A threat is a set of situation
that has the potential to cause loss or harm (Pfleeger & Pfleeger, 2003). “Information
systems are exposed to various sources of danger or loss which are termed security
threats” (Warkentin & Schmidt, 2003, p. 2). Threats to computer security have been
taken more seriously in the wake of the 9/11 terrorist attacks. Computer systems in one
form or another have a large impact on individuals, businesses, organizations, and
governments. Accordingly, there is a need for much research in the area of computer
security. Despite the seriousness of the threats there is a lack of experts qualified to
address the area of IT security (Furnell, Papadaki, Magklaras, & Alayed, 2001). Indeed,
in November 2002, lawmakers approved the Cyber Security Research Act, which
provides $900 million to colleges and universities to create computer security centers,
attract graduate students, and fund research ("Security Efforts Still Lacking", 2003).
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The paradigm of IT security is indeed changing. Today, security experts must
also deal with such groups as casual hackers who have downloaded hacking tools from
the Internet, terrorists, and people from anywhere in the world who have an Internet
connection and a desire to see what they can hack into (Yourdon, 2002). Many of these
“new age” hackers have propelled the relative importance of computer security to new
heights. In fact, in the case of shopping online, security concerns were found to be more
important than perceived ease of use and perceived usefulness (Salisbury, Pearson,
Pearson, & Miller, 2001). A major cost of IT is the loss of individual privacy. The
convenience and mobility of IT in general and specifically wireless technologies can
create real problems in the area of security (Yourdon, 2002), while at the same time the
public has demanded greater protection from privacy threats such as identity theft
(Luftman & McLean, 2004). In the early days of computers it was relatively easy to
secure access to the climate controlled rooms which housed computers, whereas with
today’s miniaturized technology, criminals could very easily walk out of the building
with a laptop in their brief case or a USB drive, containing the confidential company
data, in their pocket (Yourdon, 2002).
While exact figures are extremely difficult to obtain due to a consistent lack of
many organizations’ willingness to disclose breaches (Computer Security Institute, 2003;
Hoffer & Straub Jr., 1989), industry estimates are that security breaches occur in 90% of
organizations each year and cost $17 billion (Austin & Darby, 2003). A more recent
survey found that in 2004 the total losses for 269 companies was $141 million (Computer
Security Institute, 2004). Because of the cost and prevalence of security breaches there is
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a need for additional studies in the area of computer security. Consequently, a focus of
this research is to increase the awareness level of academicians and practitioners alike to
the relevant factors relating to wireless security on college campuses.
Figure 2.1 describes the situation whereby threats and countermeasures are
considered in light of a cost benefit analysis to develop a reasonable level of protection.
The cost / benefit portion of the model suggests that for systems with relatively low
levels of risk for confidentiality, availability, integrity and accountability, a reasonable
level of protection can be achieved without high levels of expenditure.

Threat Cognition
& Discovery

Reasonable Level of
Protection

Risk Assessment
& Cost Benefit
Analysis

Determination of
Appropriate
Counter-measures

Figure 2.1: The Process of Finding a Reasonable Level of Protection
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As Figure 2.1 depicts, threats to that information system need to be considered
along with the potential damage that can be caused. This process will vary dramatically
depending on the severity of the threat and the vulnerability to that particular threat. For
example, the total cost of cleaning up the effects of Code Red was estimated at $2.6
billion (Austin et al., 2003). In comparison, a defaced web page might be handled by a
single person in less than a day. The preceding examples are near the end points on the
“cost of cleanup” continuum, and of course, appropriate levels of protection must be
implemented based on the their location on said continuum.
Considering the level of threat and vulnerability in light of a cost benefit analysis,
the next step is to determine the appropriate countermeasures that can be employed to
thwart potential threats. Hoffer and Straub (1989) found that security technologies deter
computer crime. Examples of typical security technologies used to help deter and detect
computer crime include, digital ids, intrusion detection, physical security, encrypted
login, firewalls, reusable passwords, anti-virus software, encrypted fields, biometrics, and
access control (Computer Security Institute, 2003). The practice of hiring “reformed”
hackers as security experts is an option for corporate security offices. However, the
practice is not widely endorsed with only 15% of respondents to the eighth annual
CSI/FBI Computer Crime and Security Survey indicating a willingness to hire such
individuals (Computer Security Institute, 2003).
To operationalize a reasonable level of protection in light of the cost benefit
analysis, a particular defense strategy will then be employed. It should be noted that
protecting information systems is a never ending cycle. Once a reasonable level of
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security is reached, new environmental developments are likely. Consequently, the three
steps to a reasonable level of protection are iterative and parallel in nature.
People inside an organization perpetrate most security breaches either by careless
or vindictive actions (Austin et al., 2003). Straub and Welke (1998) proposed general
deterrence theory and the model of managerial decision making provide solid theoretical
underpinnings for the development of an effective security plan. General deterrence
theory dictates that people will not participate in criminal activities if the disincentives
and sanctions are strong enough (Straub et al., 1998). The model of managerial decisionmaking gives direction in developing an effective plan to address current issues.
Interestingly, many security breaches are not reported to the proper authorities. Worse
yet, reporting of such breaches is on the decline (Computer Security Institute, 2004). The
main factor in the decision not to report is the fear of negative publicity (Computer
Security Institute, 2004). Conversely, in an effort to help deter future computer
criminals, it is recommended that more computer abuse be reported to the proper
authorities (Straub & Nance, 1990).
The quest to achieve a secure computer system is indeed a difficult one. New
developments in hardware and software may serve to increase the likelihood of disasters.
When new hardware must be integrated into existing systems (Lally, 2005) hackers and
other computer criminals may find a weakness in a newly formed system before they are
identified and corrected. Software upgrades (that are poorly tested due to pressure to get
the product to market) can increase the likelihood of disaster as they are integrated into
existing systems (Lally, 2005). “In spite of the seriousness of systems security risk from
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disasters and computer abuse, many organizations are either completely unprotected or
insufficiently protected” (Straub et al., 1998, p. 443).
It would seem that organizations would be more vigilant regarding IT security in
the wake of such high profile events as the terrorist attacks of September 11, 2001, in
which many companies without off site backups lost all of their information assets.
Furthermore, recent IT events such as the increase in spyware, high profile viruses and
worms such as Code Red, Blaster, and Sobig.F should serve to increase overall awareness
of IT security issues. Indeed, the New York Times reports that issues such as disaster
preparedness for information technology (IT) have come under increased scrutiny since
9/11 ("Congress Triples Cyber Security Funding", 2003). However, Chris Byrnes, Vice
President for security programs at the Meta Group, recently indicated that although
companies such as financial institutions are spending 6 – 10% of their IT budgets on
security, many companies are not investing enough in IT security. In fact, significant
numbers of companies are spending as little as 2% of their IT budget on IT security
("Congress Triples Cyber Security Funding", 2003).
There have been several academic studies that address current issues facing IS
professionals. It is interesting to observe the increasing importance of IS security over
the last 20 years (see Luftman et al., 2004). Ball and Harris (1982) surveyed the
members of the Society of Management Information Systems (SMIS) and found security
to be 12th most important of 18 concerns facing society members. Dickson, Leitheiser,
Nechis, and Wetherbe (1984) surveyed IS professionals and used the Delphi Technique
to identify and rank the top IS issues for the 1980s. Their findings put “information
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security and control” 14th out of 19 identified issues. Two years later, Hartog and Herbert
(1986) found IS security to be increasing in importance, at least in the St. Louis area.
This study found “data security” to be 6th out of 21 issues. As computers and information
systems became more integrated in the workplace and as connectivity increased, the area
of security became more and more important. K. D. Loch, Carr, and Warkentin (1992)
conducted a study that examined the perceptions of senior MIS managers of IS security
which reported the relative importance of 12 security threats. One of their findings was
that internal threats such as the accidental entry of bad data and the accidental destruction
of data by employees are among the most important threats to an information system.
The most recent “Key Issues for IT Executives” research finds that security concerns
have risen to third on the management concerns list (Luftman et al., 2004). It is
interesting to note that at the CIO level, security concerns are number two in the list,
perhaps indicating a greater concern for a broader organizational push to ensure the
security of information assets.
Threats can be classified on the basis of their origin (inside or outside the
company); further, they can be classified on their source (human or nonhuman); and
finally they can be classified based on intent (deliberate or unintentional) (see Loch et al.,
1992).

I.

Internal
a. Human
i. Deliberate
ii. Unintentional
b. Nonhuman
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II.

i. Deliberate
ii. Unintentional
External
a. Human
i. Deliberate
ii. Unintentional
b. Nonhuman
i. Deliberate
ii. Unintentional
The following taxonomy was developed using K. D. Loch, Carr, and Warkentin’s

(1992) work as a starting point. Additional threats were gleaned from, (Bishop, 2003;
Kendall & Kendall, 2002; McKeown, 2003; O'Brien, 2001; Oz, 2002; Sanderson &
Forcht, 1996; Stair & Reynolds, 2001; Turban, Rainer, & Potter, 2002). These lists were
then synthesized to produce the following taxonomy of threats.

I.

II.

Internal
a. Human
i. Deliberate
1. Unauthorized access by employees
2. Employees intentionally entering improper data
3. Intentional destruction of data by employees
4. Theft of hardware, software, data, or information
ii. Unintentional
1. Data entry error by employees
2. Accidental destruction of data by employees
3. Improper media handling
b. Nonhuman
i. Deliberate
ii. Unintentional
1. Weak / ineffective controls
2. Inadequate control over media
3. Poor control of input / output
External
a. Human
i. Deliberate
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1. Hackers / crackers
2. Access to system by competitors
3. Social engineering
4. Dumpster diving
5. Cyber terrorism
6. Web site vandalism
7. Theft of hardware, software, data, or information
ii. Unintentional
b. Nonhuman
i. Deliberate
1. Viruses / worms / Trojan horses
2. Denial of service attacks
ii. Unintentional
1. Natural disasters (fires, earthquakes, hurricanes, tornados,
floods, storms, severe snow…)
2. Blackouts / brownouts
Wireless Security
Wireless network security is a topic fecund with research potential. This topic
deserves specific attention from at least two reference disciplines. The behavioral
sciences can be used to address security implementation from the human factors
perspective. For example, Lyytinen (1999) finds that managers’ knowledge and
perceptions of security have a far reaching impact on the level of security used to protect
an asset. However, Straub and Welke (1998) find that despite the seriousness of the
nature and scope of the security threats posed by the environment, many organizations
are under prepared or completely unprepared to mitigate the threats. Computer science
offers much in the way of contribution to the topic of wireless security. Computer
science offers the technical background necessary for the provision of security
mechanisms such as wired equivalent protocol (WEP) and virtual private networks
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(VPN) technologies. Thus, the provision of wireless security needs to be considered
from both a human factor and a technical perspective.
“Even though WLANs are widely used, they still lack robust security mechanisms
and still provide back-door openings that allow intruders to gain access to them”
(Sharma, 2004, p. 118). The nature of this predicament stems from the fact that data is
transmitted in wireless networks by radio waves. By their nature, these transmissions are
inherently insecure. Whether the infrastructure is composed of copper or fiber, wired
networks typically provide a greater level of security. As fiber is extremely difficult to
wiretap, it is an appropriate choice when security of the data is critical. Threats to
wireless environments exist regardless of industry type, business size, or locale (Attaway,
2003). These threats are significant and potentially harmful if adequate measures of
protection are not implemented. The threats can range from minor, such as, the theft of
bandwidth to severe as in the case of information theft, modification, or deletion.
Similar to threats against wired network typologies, wireless network security
focuses on four essential assurance elements: confidentiality, availability, integrity, and
accountability (Vaughn, 2003). Confidentiality refers to the process of protecting
information from acquisition and/or exploitation by unintended parties. The
confidentiality of data involved in a wireless transmission is maintained through the use
of encryption technology. The most prevalent wireless standard in use today, IEEE
802.11b, includes the Wired Equivalent Privacy (WEP) encryption layer to provide data
encryption. The primary function of WEP is to prevent eavesdropping and ensure
confidentiality of data in transit (Borisov et al., 2001).
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Many organizations are currently utilizing IEEE 802.11b as the standard of choice
for providing wireless access in a local geographic area (Chen & Nath, 2003).
Unfortunately, WEP only provides a thin layer of protection, as it is easily compromised
by numerous hacking techniques (Phifer, 2003). Initially WEP utilized a 40-bit key but
now can utilize a 128-bit key. In fact, 128-bit WEP is recommended by Microsoft
(Microsoft, 2005). The 128-bit key, although more secure than the 40-bit key, is still not
totally secure (Sharma, 2004). Although WEP is better than no protection mechanisms, it
is recommended that additional precautions be taken to ensure the security of network
traffic (Borisov et al., 2001). Considering the increase concern for security, the future
may hold 512-bit or even stronger encryption.
Availability is the process of sustaining the technology in a form that is usable for
its intended purposes. IEEE 802.11b is certainly adequate in terms of providing wireless
services; however, because of its high-risk status, any guarantee of intended use of the
technology is questionable at best. Integrity refers to the reliability of data. In a wireless
environment, the integrity of data in transmission from one host to another is easily
threatened. A proven method of mitigation is through the use of VPN technologies that
allow for the secure transmission of data over wireless media by providing encryption
and authentication services. Wireless traffic is isolated to a non-routable, private network
where a VPN gateway isolates the routable network (Internet) in a typical VPN. Through
the use of VPN client software, a user can be authenticated and be provided an encrypted
tunnel for data traffic. Accountability refers to the process by which purveyors of
technology are able to hold individuals or parties responsible for their actions. The use of
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VPN technology in a wireless environment provides a mechanism by which routed traffic
requires an authenticated and encrypted source. This requirement of authentication
provides a mechanism to identify those persons responsible for improper activity on a
network.
Previous research has established a considerably large set of threats to the
confidentiality, integrity, availability, and accountability of wireless network
environments (Phifer, 2003; Welch & Lathrop, 2003). As is the case with many
emerging technologies, concerns of these threats are often an afterthought. Wireless
environment threats can easily translate into risks because of known vulnerabilities in
802.11b. An insertion attack, in which a wireless client is logically “connected” directly
into a wireless access point without authorization, is an example of a well-known threat.
Another form of insertion attack involves a rogue or unauthorized base station. In this
situation, an end-user establishes a personal wireless access point within a wired network
without authorization and typically without any security. Additionally, wireless
environments are susceptible to wireless traffic analysis, eavesdropping (both active and
passive), unauthorized access, man-in-the-middle attacks, replay attacks, denial-ofservice attacks, and session hijacking (Welch et al., 2003). On the positive side, the IEEE
Task Group I (TGi) is making a serious effort to strengthen the security mechanisms of
802.11 standards, although regrettably, it may take some time to do so (Sharma, 2004).
Advancing technologies, such as wireless networks, that move to make ubiquitous
access to information a reality are poised to further threaten our right to privacy. The
more data that we disclose and the more that data is made available, the more we run the
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risk of what has been termed “minute description” (Mason, 1986). Minute description
poses a threat to our privacy when several data sources are effectively merged and
integrated to form aggregated information. Ubiquitous access to information can
effectively worsen the minute description problem.
Aggregated information can pose a threat to privacy when it is compiled. For
example, one institution collects data “A”, which by itself is a minimal threat to privacy;
but when synthesized with institution two’s data “B”; and institutions three’s data “C”;
and so forth, may prove to be a substantial threat to privacy. Each institution provides a
thread of information that when woven together becomes a threat to privacy (Mason,
1986). Mason reports that in The Cancer Ward: Aleksandr Solzhenitsyn (1968, p. 221)
describes the threat to privacy through aggregated information as follows:
… Every person fills out quite a few forms in his life, and each form contains an
uncounted number of questions. The answer of just one person to one question in
one form is already a thread linking that person forever with the local center of
the dossier department. Each person thus radiates hundreds of such threads,
which all together, run into the millions. If these threads were visible, the
heavens would be webbed with them, and if they had substance and resilience, the
buses, street-cars and the people themselves would no longer be able to move...
They are neither visible, nor material, but they were constantly felt by man...
Constant awareness of these invisible threads naturally bred respect for the people
in charge of that most intricate dossier department. It bolstered their authority.
Security Threats Impede Diffusion
A threat is defined as a danger or harm that exists in the environment whether we
are cognizant of it or not. While perceived threat can be defined as cognitions or thought
about a particular danger or harm (Witte et al., 1996). Perceived severity of threat and
perceived susceptibility to threat are two specific constructs relating to threats. Perceived
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susceptibility can be thought of as beliefs about one’s risk of experiencing a threat while
perceived severity is defined as beliefs about the importance or magnitude of the threat
(Witte et al., 1996). Similar definitions are found in (Witte, 1992). Table 2.5 presents
the items used to measure perceived severity of and perceived susceptibility to threat.
Table 2.5
Scale Items Measuring the Constructs of Severity of Threat and Perceived
Susceptibility to Threat
Construct

Item

Severity of threat

1. I believe that [insert threat here] is
severe.
2. I believe that [insert threat here] is
serious.
3. I believe that [insert threat here] is
significant.

Susceptibility to threat

1. I am at risk for getting [insert
threat here].
2. It is likely that I will contract
[insert threat here].
3. It is possible that I will contract
[insert threat here].
Source: adapted from (Witte et al., 1996).

As applied to wireless network security, severity of threat can be thought of as a
“threat” while susceptibility to threat can be thought of as “risk.” In health care, people
are not concerned with threats to which they are not vulnerable (e.g. a person who
abstains from all risk factors is not susceptible to contracting AIDS). In a similar fashion,
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computer users who do not use the wireless network are not vulnerable to security threats
regarding the wireless network (i.e. a person with malicious intent using a tool such as
Airsnort to sniff packets); therefore, the persons likely perceive their risks to be low or
nonexistent.
Scale Development for Threats
In operationalizing the constructs of severity of threat and susceptibility to threat,
Witte et al. used items “virtually identical to the operationalizations of these constructs”
used in the literature over the last 20 years (Witte et al., 1996, p. 323). To further ensure
the validity of the items, 10 independent raters were asked to classify each item into its
respective construct category and did so with a success rate of 94%. Fishbein and
Ajzen’s (1975) methodology for scale development was utilized in creating the scale (i.e.
context and situation sensitive items were developed in an effort to increase accuracy and
precision). Perceived susceptibility and perceived severity were averaged to develop an
overall index.
In addressing validity, Witte et al. used Cronbach’s alpha. Perceived
susceptibility was found to have a relatively high Cronbach’s alpha of .85 while
perceived severity has a value of .90. When perceived susceptibility and perceived
severity were merged to form an index (perceived threat), Cronbach’s alpha was
relatively lower at .54. Table 2.6, adapted from (Witte et al., 1996), demonstrates the
factor loadings. In addition, Cronbach’s alpha, when corrected for measurement error,
reached a level of .73. (Hair Jr. et al., 1998) indicate that for exploratory research a
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Cronbach’s alpha of .60 or greater is sufficient. In light of their findings, the separate
constructs of perceived severity of threat and perceived susceptibility to threat will be
used in this dissertation.
Table 2.6
Confirmatory Factor Analysis Results
Item / Scale

Severity

Susceptibility

Severity
Severe
Significant
Serious

.90
.79
.90

.26
.26
.23

Susceptibility
Likely
At risk
Possible

.26
.20
.27

.82
.90
.81

Source: adapted from (Witte et al., 1996).

This scale was developed in part to “bridge the gap between theory and practice
by providing a user friendly scientific tool for practitioners to use in their daily activities”
(Witte et al., 1996, p. 339). In a similar fashion then, the addition of the validated scales
of severity of threat and susceptibility to threat to the validated scales from the Moore
and Benbasat model should provide a valid instrument to determine if security concerns
impede the diffusion of innovations.
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Security Risk
A review of the literature reveals that risk can be thought of as an inherent
characteristic of a decision when there is a degree of uncertainty in place relating to
differing courses of action (Pablo, Sitkin, & Jemison, 1996). Risk to IT can be thought of
as “the likelihood that some threat will attack, or exploit, some vulnerability in the system
and a calculation of the potential impact resulting from these attacks or exploitations”
(Covert & Nielsen, 2005, p. 21). Due to the fact that many organizations are facing
increased risks because of an overwhelming increase in the number of threats, it is
becoming more critical for security teams to thwart these threats and decrease the
organization’s vulnerability to those threats (Drew, 2005).
In an effort to employ appropriate countermeasures to address risk, the first step is
to identify the risk (Schmidt, Lyytinen, Keil, & Cule, 2001). Once the risks are
identified, they must be classified in such a manner that allows for a successful risk
mitigation stratagem (Keil, Cule, Lyytinen, & Schmidt, 1998). Chubb Insurance
underwriter, Paul Skinner, warns that risk to IT can take place in many forms and laments
that security to guard against such risk is still regarded as a cost rather than an investment
(Chordas, 2004). Unfortunately, many companies often repeat the patterns of learning to
fail and failing to learn during the systems development life cycle and the systems
development process (Lyytinen & Robey, 1999). When companies fail to consider
previous experience (either positive or negative) they have exhibited failure to learn and
when they consider failure to be just a part of systems development, they are exhibiting
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the behavior of learning to fail. Unfortunately, despite the serious nature of security risks
there is a dearth of concern and planning when it comes to security in information
systems (Straub et al., 1998).
Risk is an important factor in decision making because it affects several factors in
decision making including perceptions of a situation, perceptions of alternatives, and
choices made (Pablo et al., 1996). There seems to be risks inherent in the large scale
adoption of any innovation, for example, in the early 1980s it was a risk for companies to
change existing paradigms and provide personal computers to their staff (Keen &
Woodman, 1984). In developing a model to evaluate decision risk, Sitkin and Weingart
(1995) include the constructs of risk perception and risk propensity, which are thought to
be two direct determinants of decision risk as well as mediators of antecedents of
characteristics of the decision maker and the problem situation.
Building on the works of Baird & Thomas, 1985; and Bettman, 1973, Sitkin &
Weingart (1995) define risk perception as “an individual’s assessment of how risky a
situation is in terms of probabilistic estimates of the degree of situational uncertainty,
how controllable that uncertainty is and confidence in those estimates. Risk propensity
can be thought of as “an individual’s current tendency to take or avoid risks” (Sitkin et
al., 1995, p. 1575). In a similar manner, potential users of a wireless network will have a
particular risk perception and a particular level of risk propensity which will have an
impact on their ultimate decision regarding the use of wireless networks. Sitkin and
Weingart (1995) further found that outcome history, which refers to the perception that
one’s own decisions were successful or unsuccessful, and problem framing, which refers
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to the degree of opportunity or threat that is presented a decision making scenario,
affected one’s decision making process in the face of risk.
Innovation Diffusion Research in IS
Consistent with much other IS research, innovation diffusion research has a long
history as a multi-disciplinary field, with contributors in the fields of sociology,
communication, economics, management, information systems, and others (Fichman,
2000). Innovation research in IS primarily focuses on the individual level of analysis
(c.f. Moore et al., 1991); whereas diffusion researchers in other fields pay closer attention
to a particular social system (Mahajan et al., 1985). A critical component in the diffusion
of an innovation is the acceptance of that innovation at the individual level (Moore,
1987). Consequently, this dissertation will study the diffusion of innovations from the
individual perspective. IDT affords IS researchers with thoroughly developed concepts
as well as many examples of empirical results applicable to the study of technology
evaluation, adoption, and implementation (Fichman, 1992).
In addition to the full scale validated and described in Moore and Benbasat (1991)
a “short” scale was introduced as well. Both scales include the following eight
constructs: voluntariness, relative advantage, compatibility, image, ease of use, result
demonstrability, visibility, and trialability. The effort to offer a more parsimonious scale
reduces the items from 39 to 251, this in turn allows for a smaller sample size. Table 2.7
describes the number of items for each construct in both the full and short scales (Moore
1

The text of Moore and Benbasat (p. 192) states that there are 38 items when the items listed on pages 216
and 217 total 39.
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et al., 1991). It should be noted, however, that depending on the overall purpose of the
study smaller sample sizes may be appropriate. For instance, a study that addressed the
unidimensionality, validity, and reliability of Moore and Benbasat’s relative advantage
and compatibility scales was conducted using all 52 of Moore and Benbasat’s items with
15 respondents (Miller, Rainer Jr., & Harper, 1997).
Table 2.7
Number of Items in Each Scale
Items

Number of items
suggested for
inclusion in the full
scale
Constructs
Voluntariness
4
Relative advantage
9
Compatibility
4
Image
5
Ease of use
8
Result demonstrability 4
Visibility
7
Trialability
11
Total items
52

Number of items
that loaded in the
full scale

Number of items in
the short scale

4
8
4
4
6
4
4
5
39

2
5
3
3
4
4
2
2
25

Source: adapted from (Moore et al., 1991).

The reduced scale has been successfully utilized by researchers (cf. Plouffe et al.,
2001). Plouffe et al.’s model was further reduced because some items did not load well
on their respective constructs. To compensate, one item each was dropped from “result
demonstrability,” “visibility,” and “trialability” which left three, two, and two items
respectively. The Plouffe et al. study, which provides a direct comparison of the

50
Technology Acceptance Model (TAM) and perceived characteristics of innovating (PCI),
found that TAM was able to account for 32.7 percent of the variance in intention to adopt
while PCI was able to explain 45 percent of the variance in intention to adopt. PCI then
was able to explain 12.3 percent more of the variance than was TAM. Six of seven of
PCI’s antecedent constructs (relative advantage, compatibility, image, visibility,
trialability, and voluntariness) were found to have a significant impact on intention to
adopt. The fact that PCI explains more of the variation is a notable finding because
adoption at the individual level is a prerequisite for diffusion at the social system level
(Moore, 1987). As a result, the PCI characteristics are robust in that they can provide
detail as to the propensity to adopt an innovation.
In a study published by Agarwal and Prasad (1997) compatibility, visibility,
trialability, and voluntariness all were found to have a significant impact on Internet
usage while relative advantage and ease of use were not. A study on adoption of
electronic data interchange (EDI) in the financial industry in Singapore found that the
slightly modified constructs of PCI were significant in determining adoption behavior
(Teo, Tan, & Wei, 1995). The constructs of relative advantage, complexity,
observability, operational risks, and strategic risks were found significant in predicting
the “present adoption intention” while complexity, observability, trialability, and strategic
risks were found to be significant in predicting “future adoption intention.”
Innovation Diffusion Theory (IDT) has been applied in a wide range of fields
including hybrid corn (Ryan et al., 1943), medical drugs (Coleman, Katz, & Menzel,
1966), new teaching methods (Carlson, 1965), and computer based patient record keeping
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in the medical field (Ash, 1997). In many cases the results demonstrate that many
innovations diffuse in similar patterns (Brancheau & Wetherbe, 1990). There are several
components of diffusion theory. Table 2.8, adapted from (Fichman, 2000), describes
those components as presented in (Rogers, 1995).
Table 2.8
Components of the “Classical Diffusion Model”
Component
Diffusion
Typical diffusion
pattern
Innovation
characteristics
Adoption
characteristics

Adoption decision
stages
Opinion leaders and
change agents

Definitions / issues
The manner in which an innovation spreads to the
members of a certain social system over time.
Diffusion starts slowly with early innovators and
takes off as awareness increases then slows as most
members of a social system adopt. This leads to an
“S” shaped cumulative adoption curve.
Members of a social system perceive levels of
relative advantage, compatibility, complexity,
trialability, and observability of innovation. These
perceptions lead to the ultimate rate of diffusion.
Some members of a social system are more likely
to adopt innovations than are other members.
Certain characteristics such as education, age, and
job tenure are likely to impact one’s propensity to
adopt an innovation.
Adoption occurs in stages flowing from knowledge
of the innovation and persuasion, decision,
implementation and confirmation.
The actions of certain individuals exert a great deal
of influence on other potential adopters. This is
particularly true when opinion leaders and change
agents are homogeneous in comparison to potential
adopters.

Source: adapted form (Fichman, 2000).
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The Social Science Citation Index (SSCI) was utilized in an effort to identify
studies that drew heavily or expanded on Moore and Benbasat’s (1991) scale. The SSCI
is available in two forms which cover. The fist covers January 1993 to December 1994,
and January 1996 to December 1999 and the second covers January 2000 to the present.
A search of the former produced 61 articles that cite Moore and Benbasat (1991), while a
search of the latter returned 149 articles. The search revealed that from 2000 – 2005
there were 149 papers that cited their work.
The lists of 61 and 149 articles were then examined for articles that were
published in top IS journals (e.g. MISQ, ISR, and CACM). According to Zmud, the field
of MIS has two journals that are invariable considered as “top journals”, those two
journals are MIS Quarterly and Information Systems Research (Lytras, 2005).
Unfortunately, the SSCI does not include works from 1995. To address this lapse in
coverage, additional measures were undertaken in an effort to identify important
literature published in that year. To that end, EBSCO host was used to specifically target
MISQ, ISR, and CACM). The term “innovation diffusion” was entered in the default
field’s text box and the respective journals were listed in the journal name textbox. This
search yielded no additional articles with the terms “innovation diffusion” published in
the top IS journals during 1995. The search revealed that MISQ had 13 articles, ISR had
19, and CACM had five articles regarding innovation diffusion.
In addition to the literature identified in the SSCI, a search was conducted in
EBSCO host to look for studies in other journals that either utilized or extended Moore
and Benbasat’s (1991) constructs. This search revealed many articles that cited their
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study. A review of the abstracts was then conducted in an effort to isolate articles that
heavily relied on their study.
Items from Moore and Benbasat’s scale were used in a wide range of additional
studies, for instance, technology adoption and continued usage (Karahanna, Straub, &
Chervany, 1999); perceived web security and purchase intent (Salisbury et al., 2001); use
of Computer Aided Software Engineering (CASE) tools and other software development
tools (Fichman et al., 1999; Green & Hevner, 2000); programming language innovations
(Agarwal & Prasad, 2000); structured systems development methodologies (Templeton &
Byrd, 2003), discontinuance of a previously adopted innovation (Hardgrave, Davis, &
Riemenschneider, 2003), and general information technology use by knowledge workers
(Lewis et al., 2003).
MIS research is primarily driven by changes in technology rather than managerial
issues that are important in the management of technology (Keen, 1980). Keen argues
that this “focus” on technology leads to a lack of cumulative tradition as technology
changes so rapidly. Fortunately, since Keen’s notable work on MIS research, there have
been several theories and models that are able to transcend changing technologies. As
evidenced by other authors utilizing and leveraging their work, the theory of PCI (see
Moore et al., 1991) and its corresponding instrument is one such example. Because of its
10 plus years of use, the instrument developed by Moore and Benbasat, has assisted in
addressing the lack of cumulative tradition that Keen referred to in 1980.
It is generally accepted that organizations are growing increasingly dependent on
technology for their very survival (Applegate, Austin, & McFarlan, 2003), and
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universities are no exception. Even though senior management and other high level
decision makers typically make large scale technology adoption decisions, in many cases
the ultimate success or failure of the technology (i.e. diffusion) is determined by the
individuals who ultimately utilize the technology (Lewis et al., 2003). From a diffusion
perspective, IT implementation can be defined as an organizational effort directed toward
diffusing suitable information technology with a specific user community (Cooper &
Zmud, 1990).
Building on the position of Lewis et al., it follows that decision makers within a
university must make the initial decision in regard to wireless network adoption.
However, whether the wireless network will be adopted beyond a pilot study is, at least in
part, made by students, faculty, and staff who either embrace or reject the technology. So
ultimately then in order for wireless networks to diffuse on a college campus, both
decision makers at the university level and end users need to embrace the technology.
MIS is an integration of behavioral, technical, and managerial concerns (Keen,
1980). IDT stems from the behavioral sciences, and due to these theoretical
underpinnings, investigates the human aspect of technology, specifically that of the rate
at which a technological innovation is adopted and used in a given system. Diffusion can
be thought of as a specialized type of communication; specifically, diffusion is the
process by which innovations are adopted by members of a given social system (Rogers
et al., 1971). In IS research an innovation can be thought of as the acceptance and spread
of a technology innovation in a particular market or user community (Loch & Huberman,
1999). As defined by Rogers an innovation is:

55
… an idea, practice or object that is perceived as new by an
individual or other unit of adoption. It matters little, so far as human
behavior is concerned, whether or not an idea is “objectively” new as
measured by the lapse of time since its first use or discovery. The
perceived newness of the idea for the individual determines his or her
reaction to it. If the idea is new to the individual, it is an innovation.
(Rogers, 1983 , p. 11).
From a macro perspective, diffusion of innovations occur as a result of the cumulative
decisions of many individuals to adopt (Moore, 1987). These cumulative decisions occur
in various social systems. A social system can be fashioned by the students enrolled in a
specific course or people living in a particular neighborhood, a business, organization or
government agency, or on a larger scale a state or nation (Mahajan et al., 1985).
IDT and Security
Considering the number of attacks is virtually limitless, and the fact that computer
security is arguably non-value added, security has been referred to as today’s Y2K in that
security threats impose an incredible unknown for information systems (Hayes, 2002).
From administrative and managerial perspectives, innovative technologies, such as
wireless networks, are potential security problems. In fact, it is recommended that all
potential technology acquisitions should be assessed for their impact on security as well
as their increased efficiencies (Dutta & McCrohan, 2002).
According to John Arsneault, director of network operations for Harvard Business
School’s IT Group, “In the past, when we talked about implementing systems security or
creating policies for restricting access, discussion would be about how this infringed on
freedom and put up barriers to collaboration. That attitude has dramatically changed.
Today, the schools that have the funds to do it are implementing systems in a very similar
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fashion to corporations” Arsneault as quoted in (Shinn, 2005, p. 25). Many universities
are starting to take computer security more seriously. Specifically they are looking at
security as more of a technical issue and less of a philosophical issue. Consequently,
computer security professionals have made tremendous strides over the past thirty years
(Vaughn, 2003). During the same time hackers, virus writers, and others with malicious
intent have made similar strides with their tools and techniques (Vaughn, 2003). “We’ve
made monumental progress in the last couple of years, but there’s always something
more coming” Arsneault as quoted in (Shinn, 2005, p. 29).
Computer criminals may have the upper hand due to the fact that security
protection is only as strong as its weakest link (Bishop, 2003).
“The attackers only have to discover a single flaw in the new technology to abuse
it, whereas the defender has to find all the flaws. That’s actually impossible.
Therefore, the defenders have to be able to deploy responses to threats very, very
quickly. The vicious circle has moved to Internet speed.” Richard Baskerville as
quoted in (Shinn, 2005, p. 27).
Therefore in an effort to protect users and their information assets, the network
administrator needs to be acutely aware of the computing environment by not only
monitoring internal equipment and logs but also by keeping track of external
developments such as new viruses and worms. Indeed awareness is perhaps the first and
foremost important step in protecting information assets. This need for awareness and
action is a driving force for the case study of wireless network administrators.
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Measuring IDT in IS Research
The original five constructs in IDT are relative advantage, compatibility,
complexity, observability, and trialability (Rogers, 1962). Table 2.11 provides a summary
of those five constructs plus the additional constructs of voluntariness, image, and result
demonstrability added by Moore & Benbasat (1991). A validated instrument was
published in 1991 that included the original five constructs as identified by Rogers (1962)
and included three additional constructs (Moore et al., 1991). Moore and Benbasat’s PCI
model, has been described as including a robust, reliable, and valid set of constructs that
are “key antecedents to technology adoption decisions” (Plouffe et al., 2001, p. 209).
The two additional constructs are image and voluntariness of use. Image can be
defined as the extent to which use of an innovation is perceived to enhance an individuals
image or status in their social system; while voluntariness of use can be defined as the
extent to which the adoption of an innovation is thought to be voluntary or of free will
(Moore et al., 1991). The constructs in the PCI model are highly intuitive, reliable, and
have considerable explanatory power in regard to predicting an individuals propensity to
adopt an innovation (Plouffe et al., 2001). Table 2.9 describes the eight constructs that
are included in the instrument. Specific items to be used to operationalize the constructs
can be found in appendix D which begins on page 230.
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Table 2.9
Constructs of Innovation Diffusion Theory (IDT)
Construct

Definition

Relative Advantage*

The degree to which an innovation is
perceived as being better than its
precursor.
The degree to which an innovation is
perceived as being difficult to use.
The degree to which use of an innovation
is perceived to enhance one’s image or
status in one’s social system.
The degree to which one observes others
in the organization using the innovation.

Ease of Use*
Originally termed complexity by Rogers
Image
Visibility*
Originally termed observability by
Rogers.
Compatibility*

The degree to which an innovation is
perceived as being consistent with the
existing values, needs, and past
experiences of potential adopters.
Results Demonstrability
The tangibility of the results of using the
innovation, including their observability
and communicability.
Voluntariness of Use
The degree to which use of the
innovation is perceived as being
voluntary, or of free will.
Trialability*
The degree to which an innovation may
be experimented with before adoption.
* Denotes an original construct per Rogers (1962).
Source: adapted from (Venkatesh, Morris, Davis, & Davis, 2003).

Classic diffusion theory is likely to yield conclusive results in the IS field 1)
when the context under study matches the original context (e.g. individual adoption of
personal technology; 2) when IS researchers extend IDT to include factors specific to IS;
or 3) when the technology under study possesses a relatively small cognitive burden for
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potential adopters (Fichman, 1992). Table 2.10 depicts Fichman’s framework for the
classification of IDT research in IS. The most conclusive results are found in quadrant
one (Fichman, 1992). Research falling in quadrants two, three, and four often are found
to violate the assumptions of IDT. Quadrant two involves a low cognitive burden but
includes the organizational level of analysis. Quadrants three and four both require a
high level of cognitive burden. To be placed in quadrant one, a study needs to investigate
the diffusion of IT with a relatively low cognitive burden and have low levels of
interdependencies at the individual level. Under investigation in this dissertation is the
diffusion of wireless technology, which arguably enjoys a relatively low cognitive burden
and low levels of interdependencies, at the individual level. As a consequence, this
research falls into quadrant one, which was found to produce the most successful results.
Table 2.10
Framework for Classification of IDT Research in IS

Class of
Technology

Type 2 (high
knowledge burden
or high user
interdependencies)
Type 1 (low
knowledge
burden, low
interdependencies)

III

IV

I
(Classic IDT holds
true here)

II

Individual

Organization

Locus of Adoption
Source: adapted from (Fichman, 1992).
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Moore and Benbasat’s model was able to explain more variation than was TAM
(see Davis, 1989). This finding suggests that sacrificing parsimony (TAM consists of a
subset of the constructs proposed by PCI) is reasonable when a more inclusive set is able
to better predict adoption behavior (Plouffe et al., 2001). One of the most important
benefits that is realized when the salient characters of adopters are identified occurs when
developers are then able to focus their development efforts in an appropriate manner
(Moore, 1987).
Despite the fact that both TAM and PCI were found to be highly intuitive,
reliable, and have considerable explanatory power, TAM is more parsimonious and, as
such, places fewer requirements on respondents and researchers. Conversely, PCI is able
to provide a greater sense of richness that is largely missing from TAM (Plouffe et al.,
2001). Given these findings, further examination of PCI in other adoption contexts
should be high on the priority list for IS researchers (Plouffe et al., 2001).
Social Systems
A very prominent problem in the diffusion of innovations is that individuals are
usually quite heterophilous (Rogers, 1995). One could argue that college students would
indeed be very heterophilous, at least across a particular campus. Groups have “opinion
leaders” and “change agents.” The former are persons who are 1) exposed to more
external communication than their followers, 2) enjoy higher social status, and 3) are
more innovative than the average member; while the latter are persons who are often
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professionals with university degrees who attempt to influence others’ innovation
decisions (Rogers, 1995).
Interestingly, members of a system who are on the leading edge of innovation are
very often perceived as “deviant from the social system” (Rogers, 1995, p. 26) and often
viewed by the average member of the system as someone with a lower level of credibility
than others in the system. Conversely, once a given innovation is in place,
knowledgeable innovators who are often referred to as computer gurus, computer
mavens, or power users play an instrumental role in the smooth adoption and integration
of an innovation (Attewell, 1992).
Other Model Considerations
The IS community as a whole has been eagerly awaiting researchers to actively
embrace the Unified Theory of Acceptance and Use of Technology (UTAUT)
(Venkatesh et al., 2003). However, it should be noted that many researchers including
Ray Panko, feel that Innovation Diffusion Theory is passed over in the IS literature as
more of a habit toward TAM than the repudiation of Innovation Diffusion Theory
(personal communication, August 5, 2005). UTAUT was considered for this dissertation,
however, PCI (Moore et al., 1991) appeared to be more appropriate to provide the
theoretical underpinnings for this study for several reasons. First, in operationalizing the
constructs in UTAUT, only the top four loading items were included for each construct,
even if there were additional items that met the typical minimum threshold for factor
scores. A potential source of difficulty with such a practice is the components of each
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construct can be eliminated, and perhaps diminishing content validity (Venkatesh et al.,
2003). By the authors own admission:
“… the measures for UTAUT should be viewed as preliminary and future
research should be targeted at more fully developing and validating appropriate
scales for each of the constructs with an emphasis on content validity, and then
revalidating the model specified herein (or extending it accordingly) with the new
measures” (Venkatesh et al., 2003, p. 468).

One of the advantages in the original TAM was the fact that it was a parsimonious
model see (Davis, 1989). However, PCI explains 12.3 percent more of the variance than
does TAM see (Plouffe et al., 2001). Similarly, the developers of UTAUT, due to the
relatively large number of latent variables, had to be cognizant of the number of items in
their questionnaires not only for statistical purposes (e.g. degrees of freedom) but also for
the convenience of the respondents. Correspondingly then, in an effort to extend a model
that is more robust and explains a reasonable proportion of the dependent variable, PCI
(Moore et al., 1991) synthesized with severity of and susceptibility to threat (Witte et al.,
1996) emerges as a logical choice.
Academic Research Issues
The goal of academic research is to advance knowledge for the benefit of the
scientific community (Dennis & Valacich, 2001). All academic research should be
evaluated from a scientific and objective perspective. There are three dimensions on
which academic research needs to be evaluated. Those three dimensions are
generalizability, realism, and precision (McGrath, 1981). Unfortunately, all research is
inherently flawed (Dennis et al., 2001). An effective approach to address the flaws in

63
each method is to use a combination of methods to produce results that are generalizable,
realistic, and precise. Currently, the survey method is most frequently used while
laboratory and case studies / field studies are also frequently published in the top seven IS
journals (Palvia, Mao, Salam, & Soliman, 2003). There is evidence that the case study /
field study method is gaining in popularity as the chosen method for publication (Lee &
Liebenau, 1997; Palvia, Mao, Midha, Pinjani, & Salam, 2004; Palvia et al., 2003; Trauth,
2001). In addressing concerns about the relative importance of case study research,
Benbasat, Goldstein, and Mead (1988), indicate that the case methodology is neither
superior to nor inferior to other research methodologies.
A single research method provides researchers a high level of one of McGrath’s
three dimensions, while satisfying the other dimensions to a lesser degree (Dennis et al.,
2001). In field and case study research, the observed level of realism is typically high.
However, in field and case study research, the differing situational factors observed in
various locations make analysis difficult exhibiting a detrimental effect of precision.
However, the level of realism in field and case study research is noted to be very high as
participants are in their own environments and not in an artificial situation.
A properly administered survey that seeks input from a randomly selected
proportion of a given population typically results in findings that are more generalizable
to the environment. Unfortunately, in a survey the levels of realism and precision are
often low. Multi-methodological research can compensate for the flaws inherent in
single methodological designs. In fact, Nunamaker, Chen, & Purdin (1990 / 1991, p. 89,
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p. 89) state that research methodologies are “complementary and that an integrated multidimensional and multimethodological approach will generate fruitful IS research results.”

CHAPTER III
RESEARCH METHODOLOGY
While the preceding two chapters introduced the research and provided a review
of the literature; the purpose of this chapter is to delineate the manner in which the study
will be planned, subjects will be selected, and data will be obtained and analyzed. This
chapter details the two-prong approach utilized in this dissertation. Specifically,
coverage is presented that discusses the reasons for a unique research instrument. The
sampling frame is then addressed and the chapter concludes with discussion regarding the
hypotheses, statistical techniques, factor analysis, logistic regression, sample size
considerations, and the pilot case study.
Overview
The survey research will be employed in an effort to extend an established theory.
Specifically, key constructs and items from PCI / IDT (Moore et al., 1991) and perceived
severity of and susceptibility to threats (Witte et al., 1996) will be presented via a survey
to students at two universities. Fichman (2000, p. 33) states that “A rich opportunity
exists going forward to confirm these promising streams [Innovation Diffusion Theory]
65
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and synthesize them into more complex and realistic models of IT innovation diffusion
and assimilation;” it is hoped that the results of this study will be statistically significant
and thus extend the original PCI model to become more realistic by including constructs
for security.
In addition to survey research, case study research will be utilized in this
dissertation. It has been argued that the most important factor in choosing a research
methodology is the nature of the phenomena under investigation (Trauth, 2001). To that
end, case studies have been used to “uncover subtleties of process and impact related to
the use of information technology” (Trauth, 2001, p. 4). In fact, world renown
sociologist Max Weber thinks it “delusional” to describe social phenomena without
describing them from a “particular point of view” (Wynn, 2001).
The case study methodology will be employed in this dissertation in an effort to
uncover and document the security factors network managers consider before, during,
and after the implementation of wireless networks on college campuses. Additionally
managers were asked to complete the same questionnaire that users were. It is believed
that managers will place different weights on the constructs when compared with users.
Specifically, it is likely that managers will place higher weights on security constructs.
Case Study Research
Case study research in MIS has been described as the investigation of an actual
information system as it exists in its unaffected, real-world setting (Lee, 1989).
Empirical research can be defined as the process of developing and organizing
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knowledge uncovered during observation which is then formulated to support insights
and generalizations about the phenomena being investigated (Lauer & Asher, 1988). It is
very important to gain an in-depth understanding of a situation prior to prescribing a
course of action (Lee & Weber, 2004). Case studies are a very effective means to gain a
first hand view of a situation and provide a level of detail that is difficult to obtain via
other research methods. Qualitative research techniques, such as the case study method,
provide researchers the ability to examine textual resources and use other techniques such
as personal interviews to gain a deep insight to a particular phenomenon. Qualitative
research yields empirical findings that, although they are typically not generalizable, they
are in many cases, transferable to situations where similar phenomenon and
characteristics are present ("Writing@CSU: Writing Guide", 2004). According to E.
Trauth, case study research has seen an increase in exposure and legitimacy, particularly
since the MIS Quarterly series of special issues focusing on qualitative research (personal
communication, May 24, 2004). Based on a synthesis of the works of Benbasat 1984,
Bonoma 1985, Kaplan 1985, Stone 1979, and Yin 1984 case study research is defined as:
A case study examines a phenomenon in its natural setting, employing multiple
methods of data collection to gather information from one or a few entities
(people, groups, or organization). The boundaries of the phenomenon are not
clearly evident at the outset of the research and no experimental control or
manipulation is used. (Benbasat, Goldstein, & Mead, 1987, p. 370)
There are several common themes that emanate throughout much literature
written on the subject of case research. Table 3.1 provides a synopsis of many such
themes and characteristics.
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Table 3.1
Common Characteristics of Case Research
1. Phenomenon is examined in a natural setting.
2. Data are collected by multiple means.
3. One or few entities (person, group, or organization) are examined.
4. The complexity of the unit is studied intensively.
5. Case studies are more suitable for the exploration, classification, and
hypothesis development stages of the knowledge building process; the
investigator should have a receptive attitude towards exploration.
6. No experimental controls or manipulation are involved.
7. The investigator may not specify the set of independent and dependent
variables in advance.
8. The results derived depend heavily on the integrative powers of the
investigator.
9. Changes in site selection and data collection methods could take place as the
investigator develops new hypotheses.
10. Case research is useful in the study of “why” and “how” questions because
these deal with operational links to be traced over time rather than with
frequency or incidence.
11. The focus is on contemporary events.
Source: (Benbasat et al., 1987).

Case study research has commanded respect since at least the early 1980s (Dubé
& Paré, 2003). Additionally, research utilizing qualitative research methods, such as case
studies, have been consistently published in major journals in which many American IS
researchers publish (Trauth, 2001). According to R. Baskerville, IS researchers
publishing in high quality journals in Europe (e.g. the European Journal of Information
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Systems) have a greater propensity to conduct case study research in an effort to gain
insights that may not otherwise be uncovered by other forms of research (personal
communication, December 13, 2004).
Following the lead of European and Australian researchers, U.S. IS researchers
have demonstrated an increased acceptance of qualitative research since the late 1980’s
(Lee et al., 1997). According to A. Lee, case research is not always politically accepted
as rigorous; however, it is an important part of the scholarly community (personal
communication, August 6, 2004). Indeed case research is an effective methodology for
conducting IS research and is used frequently in top journals. The editorial policy of a
particular journal will have a significant impact on the number and percentage of case
articles accepted for publication. An examination of both the European Journal of
Information Systems and MIS Quarterly reveals that approximately 25% of the total
articles published from 1990 to 1999 are case studies (Dubé et al., 2003).
Benbasat et al. (1987) indicate that case research is a method to capture the
knowledge of practitioners and use that knowledge to develop theories they further state
that case studies are an effective manner in which to document the experiences of
practice. There are three primary reasons that case studies are viable information systems
research stratagem (Benbasat et al., 1987).
1. The researches are afforded the ability to generate theories from practice by
learning about the state of the art in a natural setting;
2. Researchers are allowed to understand the nature and complexity of the
process taking place and hence can answer “how” and “why” questions;
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and
3. Case studies are an appropriate technique to investigate a phenomenon that in
which there is little established research.
Strengths and Weaknesses of Case Study Research
Case study and other qualitative research methods are receiving attention in the
field of IS. Myers describes qualitative research as follows:
“qualitative research methods were developed in the social sciences to
enable researchers to study social and cultural phenomena. Examples of
qualitative methods are action research, case study research, and ethnography.
Qualitative data sources include observation and participant observation
(fieldwork), interviews and questionnaires, documents and texts, and the
researcher’s impressions and reactions” (Myers, 2001, p. 5).
Qualitative research is expanding beyond the social sciences. In fact, a recent study
found that 15% of the articles in seven major IS journals are case based research during
the period from 1990 – 1999 (Dubé et al., 2003).
As with all academic research, there are strengths and there are flaws inherent to
case study research. Perhaps the largest strength is that qualitative researchers can obtain
a very detailed and rich understanding of the situation under study. However, a downside
is that these results may not be generalizable to the environment. Qualitative research is
very flexible as the researcher can read the situation and make appropriate changes as the
study progresses.
The main weakness of qualitative research is that it is perceived to be a nonscientific approach and introduces bias, not only from the researcher, but the participant
as well. Those who partake in qualitative research think it is a very credible academic

71
endeavor, while those who are more “by the numbers” may view qualitative research as
somewhat less than rigorous. Regardless of the school, it seems clear that qualitative
research is gaining some popularity in management information system literature (Lee et
al., 2004).
Validity and Reliability Issues of Case Research
If research findings are valid, they indeed measure what they intend to. Like
other forms of research, qualitative research can vary in its level of validity. It is
important to note that, by its nature, qualitative research can produce valid results. The
very rich detail in which data is gathered helps to ensure valid results in qualitative
research.
If research findings are reliable, different studies should find the same results. If
several people seem to say the same thing it is most likely reliable. That said, many
people are skeptical of qualitative research as there is much opportunity for the bias of
the researchers affecting the results. This is possible because in many cases, the
researcher’s own thoughts, opinions, and mind set effect the interpretation of the data.
In order help ensure that academic research advances the scientific community
and society in general, the research must be conducted in a rigorous and systematic
manner. Addressing validity and reliability issues can help to ensure that the research is
conducted in a rigorous and scientific manner. The following sections address validity
and reliability issues in the context of case research.
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Construct validity can be defined as establishing correct operational
measurements for the constructs under investigation (Yin, 2003). It is possible to achieve
construct validity in case study research by incorporating multiple sources of evidence,
establishing a logical chain of evidence, involving knowledgeable advisors in reviewing
the analysis and findings, and defining variables and data values that are potentially
unclear (Merhout & Lee, 2004).
Internal validity is “for explanatory studies only, and not for descriptive or
exploratory studies” and defines internal validity as “establishing a causal relationship,
whereby certain conditions are shown to lead to other conditions, as distinguished from
spurious relationships” (Yin, 2003, p. 34). The case study portion of this dissertation will
be exploratory in nature; as the goal will be to extend the rich knowledge base regarding
security considerations of wireless network implementations in a university environment.
This goal will be achieved by conducting person interviews. Consequently, internal
validity is not of the utmost importance in this particular study.
External validity is “establishing the domain to which a study’s findings can be
generalized” (Yin, 2003, p. 34). In an effort to ensure external validity, the findings can
be tested in other locations, a process called replication logic (Yin, 2003). Replication
logic will be utilized in this dissertation in that a pilot study will be conducted in addition
to two full case studies.
Yin defines reliability as “demonstrating that the operations of a study – such as
the data collection procedures can be repeated, with the same results” (Yin, 2003, p. 34).
Multiple sources that provide convergent evidence that support conclusions serve to
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increase the reliability of findings (Merhout et al., 2004). In an effort to reduce the effect
of bias and minimize errors, a detailed research protocol will be followed and detailed
records will be maintained during the process.
The Necessity of a New Instrument
In conducting survey research, the researcher can choose to develop a specific
scale tailored to the study; alternatively previously validated and published scales can be
used with minor modification. Both techniques have advantages and disadvantages.
Studies that develop a scale have the advantage of being very specific in that the
constructs can be measured in a context sensitive manner, however, the process of scale
development can become long and arduous. Using an existing scale, although
convenient, may lack the specificity to measure latent variables under study in an optimal
manner. In order to leverage the work of other researchers, Straub suggests that
researchers “should use previously validated instruments whenever possible, being
careful not to make significant alterations in the validated instrument without revalidating
instrument content, constructs and reliability” (Straub, 1989, p. 161).
Researchers can contribute to the scientific community by developing a new
model to explain a given phenomena. In some cases, researchers contribute to the
scientific knowledge base by applying a particular model in a novel manner or with a
previously uninvestigated sampling frame. In other cases, researchers extend the
knowledge base by developing a new model through the synthesis of existing models and
the compilation of a new model. For instance, Hoffer & Alexander (1992) published a
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paper entitled “The Diffusion of Database Machines” in which they selected 10 sources
of influence that would affect database diffusion. They determined these sources
subsequent to “considerable discussion with IT managers and consulting the literature”
(Hoffer & Alexander, 1992, p. 13).
In a similar fashion then, this dissertation will synthesize two areas of research in
an effort to develop an innovative new model that measures something that has not been
measured to date. The two areas of research stem from Innovation Diffusion Theory
(IDT), more specifically items are adapted from PCI published by (Moore et al., 1991)
and the constructs of severity of and susceptibility to threats specifically adapted from
(Witte et al., 1996). Approximately 30 students will be asked to review the draft
instrument in an effort to ensure understandability and clarity. The revised instrument
will then be given to approximately 400 potential respondents. The findings, validated
with confirmatory factor analysis and further developed and tested with logistic
regression, will be useful to researchers in the academic and practitioner communities
alike in an effort to assist in obtaining more information regarding how security threats
impede diffusion.
Sampling Frame
A “contingent innovation-decision” occurs when an individual can only make the
accept or reject decision after a prior innovation decision (Rogers, 1995). By its very
nature, a college student’s decision to adopt a wireless network is a contingent
innovation-decision. In some instances, a new innovation will be adopted at the
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organizational level only to be sparsely deployed within that organization; this situation is
termed the assimilation gap. Specifically, an assimilation gap is “the difference between
the pattern of cumulative acquisitions and cumulative deployments of an innovation
across a population of potential adopters” (Fichman et al., 1999, p. 258).
IDT research can be conducted at the organizational level of analysis or the
individual level of analysis. Much organizational level diffusion research is conducted in
disciplines such as the social sciences, education, geography and other areas (Ash, 1997;
Mahajan et al., 1985). Much of this research involves the development of calculus-based
models which can then be utilized to approximate the overall rate at which innovations
diffuse throughout the particular unit of analysis under investigation (see Mahajan et al.,
1985). Most Innovation Diffusion research in Management Information Systems (MIS)
focuses on the individual level of analysis (see Moore et al., 1991) and (Fichman, 2000).
Consistent with the approach that many other IS researchers have employed; analysis for
this dissertation will be at the individual level. This focus on the individual level unit of
analysis will provide the opportunity to extend the PCI model (Moore et al., 1991) by
including constructs relating severity of susceptibility to threats (Witte et al., 1996).
Given that an assimilation gap exists, diffusion researchers are cautioned that
“diffusion modeling can present an illusory picture of the diffusion process -- leading to
potentially erroneous judgments about the robustness of the diffusion process already
observed, and of the technology’s future prospects” (Fichman et al., 1999, p. 255).
Fortunately, as the quantitative portion of this dissertation focuses on the individual as
opposed to the organizational level of analysis, a more accurate representation of the
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reality of diffusion of wireless networks should emerge. It then follows that these results
will address the problems that Fichman & Kemerer (1999) suggest will plague
researchers and practitioners if an assimilation gap is present. Specifically, they warned
that researchers could draw inaccurate conclusions regarding the theoretical factors that
drive diffusion while practitioners may implement an innovation based on the inaccurate
belief that adoption is inevitable.
Hypotheses
One of the two major goals of this study is to provide and assess a more precise
model to explain critical factors in diffusion. In particular, this study will attempt to
extend the PCI model originally developed by Moore & Benbasat (1991) by including
two constructs related to security. In operationalizing the constructs, previously validated
scales adapted from Witte et al. (1996) will be utilized. The following two general
research questions will be considered from the perspective of the user:
1. What are the critical factors that affect diffusion? and
2. Do security threats impede diffusion?
In an effort to answer the very general research questions, several hypotheses emerge.
Please reference Figure 3.1, Figure 3.1a, and Figure 3.1b for the research model. These
hypotheses are enumerated below; while specific items to be used can be found in
appendix C which can be found beginning on page 225.
Voluntariness can be thought of as the ability of an individual to make his or her
own choice in regard to adoption of an innovation. As defined by Moore & Benbasat
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(1991, p. 195) voluntariness is “the degree to which use of the innovation is perceived as
being voluntary, or of free will.” Agarwal & Prasad (2000, p. 297) state that
voluntariness affects an adopter’s decision and in an effort to encourage the adoption of
an innovation the problem of “… understanding how to influence innovation usage
behavior proactively without resorting to coercion” may emerge. Realizing that
voluntariness may impact the decision to adopt an innovation leads to the first
hypothesis:
H1: Voluntariness will have a significant positive effect on user intention to
use the wireless network.
Relative advantage is defined as “the degree to which an innovation is perceived
as being better than its precursor” (Moore et al., 1991, p. 195).

It stands to reason,

ceteris paribus, that a potential adopter would adopt an innovation if it exhibits a certain
level of advantage over the innovation it may replace, and indeed research confirms this
(Lee, 2004). Relative advantage can be realized in the form of such issues as beneficial
effects to time, effort, economic benefits, and comfort levels (Cragg & King, 1993). In
the case of a wireless network, many potential users may perceive the relative advantage
of increased mobility as advantageous to time, effort, and comfort levels. Thus, as
hypothesis two suggests, relative advantage is likely an important factor in the decision
process:
H2:

Relative advantage will have a significant positive effect on user intention
to use the wireless network.

Compatibility is “the degree to which an innovation is perceived as being
consistent with the existing values, needs, and past experiences of potential adopters”
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(Moore et al., 1991, p. 195). Recent research by Kaefer & Bendoly (2004), found
compatibility significant in the diffusion of electronic data interchange (EDI).
Hardgrave, Davis, & Riemenschneider (2003), found compatibility significant for
systems development methodology adoption. Additionally, Parthasarathy &
Bhattacherjee (1998) found that a lack of compatibility can lead to discontinuance of a
previously adopted technology. A potential adopter of an innovation is likely to want
that innovation to be compatible with other innovations currently in use, which leads to
hypothesis three:
H3: Compatibility will have a significant positive effect on user intention to
use the wireless network.
Image is defined as “The degree to which use of an innovation is perceived to
enhance one’s image or status in one’s social system” (Moore et al., 1991, p. 195). A
delve into education literature finds that image plays a role among peer group attitudes
and actions among college students. As an example, Antonio (2004, p. 463), states “the
supposition by researchers that interpersonal environments mediate institutional-level
peer group effects is strongly supported by this research, and further, the complexity of
the findings underscore a need for researchers and administrators to better understand the
role of microenvironments in socialization in college.” Antonio’s findings are based on
evidence that points to the fact that image is important, if not particularly important, to
college students. Specific to this study, it is believed that if it is the “in thing” students
will experience a greater likelihood to choose the wireless innovation, as set forth in the
following hypothesis:
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H4: Image will have a significant positive effect on user intention to use the
wireless network.
Ease of use, which was originally termed complexity by Rogers, is defined as,
“the degree to which an innovation is perceived as being difficult to use” (Moore et al.,
1991, p. 195). The responses will be coded in such a manner that a larger number will
indicate an easy to use innovation (lacking complexity). There is much significant IS
research that indicates that ease of use is an important factor in the decision regarding
whether or not to adopt an innovation. Among the most notable are several articles that
deal with the Technology Acceptance Model (TAM) (see Davis, 1989; Venkatesh &
Davis, 2000; Venkatesh et al., 2003). Davis (1989), defines ease of use as “the degree to
which a person believes that using a particular system would be free of effort” (p. 320).
Consistent with the findings published in the TAM studies, it is theorized that if an
innovation is easy to use then potential adopters are more likely to become actual
adopters as enumerated in hypothesis five:
H5: Ease of use will have a significant positive effect on user intention to use
the wireless network.
Result demonstrability is defined as “the tangibility of the results of using the
innovation, including their observability and communicability” (Moore et al., 1991, p.
203). Even when innovations are effective, they may fail to diffuse throughout a system
if users are not able to attribute gains to the use of the innovation (Venkatesh et al.,
2000). Result demonstrability has been found to be significant in several important
studies including those of (Agarwal et al., 1997; Karahanna et al., 1999; Moore et al.,
1991; Venkatesh et al., 2000). Result demonstrability was also found to be significant in
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the adoption of broadband Internet in Korea (Mariko, Mariko, & Mariko, 2003). If
potential adopters are able to observe first hand the results of an innovation, it is
theorized that they are more likely to adopt it themselves, as stated in hypothesis six:
H6:

Result demonstrability will have a significant positive effect on user
intention to use the wireless network.

Visibility is the degree to which one observes others in the organization using the
innovation (Moore et al., 1991). As Bandura found in 1977, one can obtain a great deal
of information vicariously from observation (Karahanna et al., 1999). As stated in
hypothesis seven, if an innovation is seen being used by others it may stimulate others
into using the innovation:
H7: Visibility will have a significant positive effect on user intention to use the
wireless network.
Trialability can be thought of as “the degree to which an innovation may be
experimented with before adoption” (Moore et al., 1991, p. 195). The ability to conduct a
risk free trial of an innovation allows for the reduction in uncertainty surrounding an
innovation and will serve to increase a potential adopters comfort level and thus increase
their propensity to use and diffuse the innovation themselves (Karahanna et al., 1999).
For the aforementioned reasons, it stands to reason that if one is able to try an innovation,
he or she may be more likely to adopt it, thus the eighth hypothesis:
H8: Trialability will have a significant positive effect on user intention to use
the wireless network.
Perceived threat can be defined as “cognitions or thought about that danger or
harm,” while a threat is defined as “a danger or harm that exists in the environment
whether we know it or not” (Witte et al., 1996, p. 320). Perceived severity can be defined
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as “beliefs about the significance or magnitude of the threat,” (Witte et al., 1996, p. 320).
It stands to reason that if one perceives the severity of threat to be high that threats are
likely to impede the usage levels of an innovation, thus hypothesis nine:
H9a: Severity of threat will have a significant negative effect on user intention
to use the wireless network.
Perceived susceptibility can be defined as “beliefs about one’s risk of
experiencing the threat” (Witte et al., 1996, p. 320). Logically if there is threat or danger
inherent to a given innovation, a potential adopter is likely to be somewhat reluctant to
adopt that innovation, particularly when they perceive a level of susceptibility to that
threat, as suggested in hypothesis ten:
H9b: Susceptibility to threat will have a significant negative effect on user
intention to use the wireless network.
Risk perceptions and risk propensity were traditionally thought to exert a direct
effect on factors in risk decision making Sitkin & Pablo (1992) propose that such
variables actually moderate the other independent variables rather than exert a direct
effect. The aforementioned factors lead to hypothesis 10 and 11.
H10: There are interaction effects between perceived severity of threat and any
of the other independent variables.
H11: There are interaction effects between perceived susceptibility of threat and
any of the other independent variables.
In addition to the hypothesis described above, comparisons will be made between
user and manager perceptions. It is proposed wireless network managers and users will
perceive security concerns differently. Specifically if managers have provided a
reasonable level of protection for users, the users will not necessarily need to be
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concerned about the security of the wireless network. Qualitative analysis will be
employed in an effort to investigate these relationships, see Figure 3.1c.
It is anticipated that even with the relatively small number of managers’
responses, a clear direction will emerge that indicates users and managers have differing
opinions regarding the most important factors in the decision to use wireless networks.
In particular, if managers absorb the brunt of security threats then users will be less
concerned about potential threats not because they don’t view them as significant but
rather simply because they are protected. Figure 3.2 depicts a flow diagram that
represents how the survey data and the case study data will dovetail to provide for an
increased understanding of wireless network security.
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Figure 3.1: Proposed Model of “Propensity to Adopt” in Light of Security (user).
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Figure 3.1a: Proposed Model of “Propensity to Adopt” in Light of Security (user).
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Figure 3.1c: Proposed Model of “Propensity to Adopt” in Light of Security (manager).
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Statistical Techniques
In order to determine if there is enough statistical evidence to reject the null
hypotheses, logistic regression will be employed. Prior to the use of logistic regression,
factor analysis will be utilized to ensure that the previously validated scales from the
works of (Moore et al., 1991) and (Witte et al., 1996) are valid under the context and
conditions in which they are being used.
Factor Analysis
Exploratory factor analysis (EFA) and confirmatory factor analysis (CFA) are two
important types of factor analysis. EFA is conducive to research in which there is a
dearth of recognized patterns identified in the data (Gerbing & Anderson, 1988).
However, in areas where more established relationships and models are in existence,
CFA is the appropriate technique (Hair Jr. et al., 1998; Sharma, 1996). Moore &
Benbasat (1991), developed their items “to be as general as possible” and further suggest
that “rewording by substituting the names of different IT innovations” could be done with
the caution that additional confirmation of the constructs “would be prudent” (p. 211).
Accordingly, CFA will be employed to ensure the validity of these previously validated
instruments in a new situation.
Logistic Regression
Both discriminant analysis and logistic regression are sound statistical approaches
which can be used to differentiate between groups when a dependent variable is
dichotomous or multi-chotomous. Both techniques essentially provide a mechanism to
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determine if one or more variables provide a statistically significant manner in which to
predict group membership. Both methods involve “multivariate analysis and nonlinear
optimization” and, as such, both techniques are “inherently difficult concepts” (Albright,
Winston, & Zappe, 2002, p. 834).
While discriminant analysis is based on “statistical distance, an intuitive concept
that can be shown graphically” (Albright et al., 2002, p. 834); logistic regression, based
on the logit function, is somewhat less intuitive. However, the key advantage in
employing logistic regression techniques is that the mathematical model provides
estimates of the probabilities of group membership as opposed to simply group
membership as is the case in discriminant analysis; in addition, “its output is more in line
with the familiar multiple regression output” (Albright et al., 2002, p. 834). In addition,
logistic regression is more appropriate in many situations as it “does not face these strict
assumptions [multivariate normality and equal variance-covariance matrices across
groups] and is more robust when these assumptions are not met, making its application
appropriate in many more situations” (Hair Jr. et al., 1998, p. 276). The logistic
regression model is becoming more important to many statisticians and researchers and,
consequently, there is a great deal of research being conducted using the model (Aczel,
1999). Because of the aforementioned advantages and the fact that diffusion at the
individual level of analysis can be measured as a multi-chotomous variable, logistic
regression will play an instrumental role in the statistical analysis of the data collected via
survey.
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In order to access the statistical significance of the model, the chi-squared test and
the Hosmer and Lemeshow statistic for goodness of fit can be employed; while the
pseudo R2 can be used to assess the overall model fit (Hair Jr. et al., 1998).
Several statistics will be used in determining the overall effectiveness and fit of
the final model. The Cox & Snell or the Nagelkerke R2 will be used to calculate an
approximate R2. The Wald Statistic will be used to test the significance of a single
predictor. The odds ratio will be used to assess the effects of a dichotomous independent
variable on the dependent variable in comparison to the reference group for the
independent variable. The -2 Log Likelihood as well as the Hosmer-Lemeshow statistic
for goodness of fit can be used to assess the overall fit of the model.
Sample Size Considerations
Consistent with other researchers’ efforts (cf. Plouffe et al., 2001), factor analysis
will be employed in an effort to confirm the previously validated scales in the context of
wireless networks. In a typical factor analysis, the minimum number of observations per
variable is five while a ratio of ten-to-one is more acceptable (Hair Jr. et al., 1998).
Further, it is recommended that researchers “should always try to obtain the highest
cases-per-variable ratio to minimize the chances of over fitting the data (i.e., deriving
factors that are sample specific with little generalizability)” (Hair Jr. et al., 1998). In this
study the “short” scale as proposed by Moore and Benbasat (1991) will be used. This
reduces the items in the scale from 39 to 25, which in turn will allow for a smaller sample
size. However, there have been studies conducted using 52 of Moore and Benbasat’s
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items with as few as 15 respondents (Miller et al., 1997). Moore and Benbasat’s reduced
scale of 25 items will be combined with the six items from Witte et al. which then brings
the total number of items to 31. If the goal of 400 respondents is achieved, a ratio of
12.9:1 will result. This will allow for a cushion in the number of useable responses; as
the minimum number recommended by (Hair Jr. et al., 1998) is at least five respondents
per variable while a ratio of ten-to-one is preferred.
Pilot Case Study
This dissertation will employ the case study method in an effort to identify the
factors that are considered in regard to wireless network security, develop an in-depth
understanding of how decision makers utilize these factors, as well as provide an
opportunity for comparing the perceptions of managers and users in regard to the
perceived characteristics of innovating and security threats. Because case study research
in MIS provides an “examination of a real-world MIS as it actually exists in its natural,
real-world setting” (Lee, 1989, p. 34), it can be useful for the scientific community and
practitioners alike. The scientific community gains an understanding of how IT artifacts
are deployed and utilized in the practitioner community. The practitioner community
benefits because it has the opportunity to be exposed to both exemplar situations that can
provide insight on how to effectively do things and also failures that can be used as
learning opportunities and provide insight on how to improve.
A pilot case study will be conducted on the campus of Mississippi State
University (MSU) during spring semester 2005. Michael Argo, Compliance Officer, has
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agreed to participate in the pilot study. Joe Whetstone, Vice President of Computing and
Information Technology Services at Winona State University (WSU) and Stein
Kristiansen, Network Technician at WSU were contacted in January 2005. Both Mr.
Whetstone and Mr. Kristiansen indicated that they were willing to participate in the
study. Phil Thorson, Director of IT Services, at Saint Cloud State University (SCSU) and
Tony Sorteberg, Network Manager, at SCSU were contacted in December 2004. Both
Mr. Thorson and Mr. Sorteberg agreed to participate in the study.
Several studies have employed a procedure whereby experts in a particular field
are presented questions and then asked to provide feedback on the questions in an effort
for the researchers to develop a better instrument (see Moore et al., 1991; Segars &
Grover, 1998; Storey, Straub, Stewart, & Welke, 2000). Experts who were asked to
refine and improve the instrument included three Business Information Systems
professors as well as three network professionals. The case study questionnaire can be
found in appendix B on page 215 of this document. Using a similar approach to (Moore
et al., 1991; Segars et al., 1998; Storey et al., 2000), the pilot study will be used to refine
the questions to be used in the structured interviews at other institutions. The Vice
President of Computing and Information Technologies Services at one institution
indicated his willingness to participate, as did the Director of Information Technology
Services at another university.
Using the taxonomy of threats, network administrators will be interviewed to find
the level of vulnerability posed by each of the threats. See appendix B on page 215 for
specific details. Further, network administrators will be asked their opinions regarding
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preparedness of their organizations as well as the level of preparedness of organizations
similar to their own. Research has found that while people self reported that they
themselves did not participate in software piracy, they reported that their colleagues did
(Taylor & Shim, 1993). More recently, Schmidt & Arnett (2005) found that students
perceived their contemporaries were less informed about and less prepared to deal with
spyware. Other research finds that users often have a optimistic cognitive bias when
comparing their level of vulnerability to security threats to others’ vulnerability to the
same threats (Rhee, Ryu, & Kim, 2005). Similar to the aforementioned findings, it is
possible that managers will view themselves as more prepared than they view their
competitors. This will be examined in the case study portion of this dissertation.

CHAPTER IV
DATA ANALYSIS
Chapter four presents a summary of the data analysis in effort to develop a deeper
understanding of wireless network diffusion and security. The first major section of this
chapter presents an analysis of the case study. The next portion of the chapter presents
analysis of the survey research while the last portion synthesizes both the case and the
survey research.
Overview
This dissertation has two main goals. The first involves extending Moore and
Benbasat’s (1991) PCI model. This goal was achieved by adding perceived severity of
threat and perceived susceptibility to threat constructs (Witte et al., 1996) to the PCI
model. The second goal is to extend the rich knowledge base regarding security
considerations of wireless network implementations in a university environment. This
goal was accomplished by utilizing the case study method. Additionally, the survey and
case study results were synthesized in an effort to achieve a relative comparison of both
end users’ and IT professionals’ perceptions of wireless security.
94
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Two previously validated instruments were synthesized and revised to create a
new instrument for extending the work of Moore and Benbasat. Logistic regression as
well as multiple regression were used to provide statistical evidence in order to determine
if Improvement Potential, Usage, Susceptibility and Severity of Threat, Image,
Voluntariness, Visibility, and Trialability have an effect on innovation diffusion at the
individual level of analysis. The analysis tests for interaction effects between the
Susceptibility and Severity of Threat construct and the constructs of Improvement
Potential, Usage, Susceptibility and Severity of Threat, Image, Voluntariness, Visibility,
and Trialability.
As discussed in chapter three, this dissertation employs the case study method in
an effort to identify the factors that are considered in regard to wireless network security.
Additionally, the case study method was used to provide an opportunity for comparing
the perceptions of managers and users in regard to the perceived characteristics of
innovating and security threats. After a pilot case study, two additional case studies were
conducted in an effort to gain deep knowledge of security issues relating to wireless
network implementation.
This newly compiled knowledge will benefit the scientific and practitioner
communities alike. It will assist the scientific community because it develops an
increased understanding of how models developed in academia are deployed and utilized
in the practitioner community. It will also further understanding in the practitioner
community as it typifies successful wireless implementation. As part of developing this
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in-depth understanding, several general research questions were considered and the
following general research topics emerged:
1.
2.
3.
4.
5.

Managers’ level of concern,
Managers’ implementation of technology,
Security factors,
Factors leading to wireless adoption at the organizational level, and
Managers’ perceptions of security.

These general research topics were addressed in the interviews with IT
professionals and are enumerated in subsequent sections. The specific interview
questions can be found in appendix B starting on page 215.
Pilot Case Study Results
The initial pilot case study interview was conducted on the campus of Mississippi
State University (MSU) on June 16, 2005. Information Technology Services (ITS)
Security and Compliance Officer, Mr. Michael Argo, was interviewed in his office. The
main reasons for the pilot case study were to establish that the questions were sufficient
to gain the deep knowledge needed for this part of the study and to become more
effective and efficient when conducting the interviews. Although the questions were
based on those used in previously published research (see Schmidt et al., 2004) and
reviewed by several experts including three Business Information Systems professors, a
need existed to use the questions with an actual security manager in a university
environment.
The pilot study interview lasted two hours. Cognizant of the fact that many
higher level information systems professionals might be very busy and not able to share
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that amount of time with the interviewer, it was important to get Mr. Argo’s thoughts on
the best manner in which to reduce the overall time to complete the interview. Mr. Argo
suggested that less time could be spent on the set of questions pertaining to the taxonomy
of risks (the taxonomy can be found on page 218). Additionally it was suggested that the
categories of risk were not always mutually exclusive. For instance, viruses were
categorized as external, nonhuman, and deliberate. It clearly could be argued that viruses
are internal, if released by an employee, human, if the employee wrote the code, and
deliberate, if the intention was to cause harm to the company.
As a result of these factors, IT professionals who participated in the case study
were not asked to specifically address each of the items on the list of threats. Rather they
were asked to address the category they felt posed most potential threats to the security of
their wireless network. Moreover, they were not “forced” to indicate a specific category
when asked which of the threats was most harmful. Instead they were encouraged to use
the taxonomy as a reference to discuss the subject of risk to their wireless network.
Case Study Results
Mindful of the pilot case study, the actual case study was conducted involving IT
professionals from two institutions. A purposeful sample that included campuses with
highly unwired networks and Internet access was sought. A recent survey conducted by
Intel found St. Cloud State University (SCSU) to be 50th in the list of top wireless
universities in the United States (NotebookReview.com, 2005). Given that SCSU was
selected as a top “unwired” university, their network management personnel were
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selected as interview candidates. The aforementioned survey also included Winona State
University (WSU) in its list of the top 50 wireless schools. WSU is a different type of
unwired institution as all entering students are required to have a wireless enabled laptop
or tablet PC with wireless capabilities. For these reasons, WSU was selected as the
second case study location. Table 4.1 presents an overview of the data sources for the
case study.
Table 4.1
Data Sources for the Case Study
Case findings
Interviews with IT
Professionals

Questionnaires from IT
Professionals

MSU = 1

MSU = 16

SCSU = 2

SCSU = 11

WSU = 4

WSU = 3

7 interviews

30 surveys

Initial contacts were made with SCSU and WSU in February 2005. The vice
president of technology at each institution agreed to participate in the study. Mr. Joe
Whetstone, Vice President of Computing and Information Technology Services at WSU,
was interviewed on the phone from 8:50 am to 9:50 am on Wednesday, February 9, 2005.
However, Mr. Whetstone was no longer an employee of WSU on September 8, 2005,
when on-site interviews were being scheduled. Fortunately, Mr. David Gresham, the

99
current Vice President of Computing and Information Technology Services at WSU, was
willing to be interviewed. As a result of the initial phone interview with Mr. Whetstone
and his subsequent departure, this dissertation will have some areas that are addressed by
two separate vice presidents from WSU. Table 4.2 provides a brief overview of the
interviews.
Table 4.2
Case Study Interview Details
Name

Title & level

University

Michael
Argo

ITS Security &
Compliance Officer
– 1 level below the
“Head of ITS”
Director
Information
Technology
Services – 1 level
below the “Dean,
Learning Resources
& Technology
Services”
IT Security
Coordinator – 2
levels below the
“Dean, Learning
Resources &
Technology
Services”
Vice President of
Computing and
Information
Technology

Phil
Thorson

Darrin
Printy

Joe
Whetstone

MSU

Interview
Date
6-16-05

Interview
Length
2 hours

SCSU

8-29-05

1 ½ hours
with 2
additional
10 minute
meetings
and 1
email

SCSU

9-13-05

1 hour and
15
minutes

WSU

2-9-05

1 hour

Comments
Pilot
interview.

A phone
interview
was
conducted
on 2-9-05,
8:50 am –
9:50 am.

100
Name

Title & level

University

David
Gresham

Vice President of
Computing and
Information
Technology

Stein
Kristiansen

Network
WSU
Technician in
charge of wireless –
2 levels below the
“Vice President of
Computing and
Information
Technology”
Manager, Technical WSU
Support Center – 1
level below the
“Vice President of
Computing and
Information
Technology”

Dean Feller

WSU

Interview
Date

Interview
Length

9-21-05
(brief face
to face)
10-7-05
(phone)

10
minutes
face to
face and
35
minutes
on the
phone
1 hour and
45
minutes

2-3-05
(phone)
9-21-05
(face to
face)

9-22-05

Comments
No longer
an employee
of WSU on
September
8, 2005
when
interviews
were being
scheduled.
The new
Vice
President of
Computing
and
Information
Technology.

45
minutes

Managers’ Level of Concern
Managers are concerned for the overall security of their networks. However, as
D. Printy put it, “there is a bigger concern that someone breaks in and steals a laptop than
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there is of someone breaking into the system” (personal communication, September 13,
2005). P. Thorson went so far as to say that he trusts some wireless networks more than
some wired networks because many wired networks are not encrypted and not tested as
much; however, he was also quick to point out that he is VERY careful when using
wireless networks in public areas such as hotels (personal communication, August 29,
2005).
Although authentication and encryption provide some level of security, wireless
networks are inherently less secure than wired networks. D. Gresham wouldn’t advise
the use of wireless for online banking, but admitted that he uses wireless for that purpose;
as he put it, “I wouldn’t advise it – but I do it” (personal communication, October 7,
2005). Even the self proclaimed “super paranoid” M. Argo notes that with the VPN in
place using the wireless network for banking could be as safe as going through a teller
line in a bank (personal communication, June 16, 2005). In a similar line of reasoning, S.
Kristiansen commented that with any online transaction personal information might be
compromised with such activities as man in the middle attacks (personal communication,
September 21, 2005). Table 4.3 details the responses given during the interviews.
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Table 4.3
Interviewee Responses
Question

Do you consider the wireless network secure?

Michael
Argo

•
•
•

Yes
Only two MACs per port are allowed
This allows only two machines to get wireless access
if a rouge access point were to be deployed

Phil
Thorson

•

Yes – but there are smart students out there (who
might try to hack)
The MN legislature would rate it a 9 of 10
I would rate it an 8 of 10

Darrin
Printy

•

Joe
Whetstone

•
•

•
•
•

Yes – we didn’t deploy it until we had security
solutions in place
We didn’t jump in 5-6 years ago – we waited for
better solutions
An initial phone interview was conducted on 2-9-05,
8:50 am – 9:50 am. However, he was no longer an
employee of WSU on September 8, 2005 when
interviews were being scheduled. As a result, Mr.
Whetstone did not provide an answer to this question.

David
Gresham

•

Yes, but there are no mission critical applications that
depend on wireless

Stein
Kristiansen

•
•
•

Not fair to ask
Relatively secure
Wouldn’t want to say anything is secure – there are
degrees of security
Nothing is 100% secure unless it is turned off and
even then it might not be totally secure

•
Dean Feller •

Our network is very secure
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Managers’ Implementation of Technology
According to P. Thorson, SCSU employees a variety of security mechanisms to
proved a secure wireless environment. For instance, virtual private networks (VPN) are
used and user privileges are mapped to one of six user types each of which allow various
levels of privilege to users (personal communication, August 29, 2005). Mr. Thorson
also commented on the Minnesota State Colleges and Universities (MnSCU) audit and
indicated that the results put SCSU at a nine of ten for wireless security, while he would
rate it at an eight. This is quite impressive as a ten would be considered the best possible
security. M. Argo was very forthcoming regarding wireless security when he said, “the
network is as secure as it can be with the technology we have – but there are no
guarantees that it will not be compromised” (personal communication, June 16, 2005).
IT professionals were asked if anyone had ever broken into their wireless
network, and the standard response was “no”. However, there were other potential
security concerns. For example, at one point in time SCSU had as many as 30-50 rogue
access points. Based on this unacceptable number of rogue access points, they now have
a procedure in place that uses existing access points to locate a rogue and then send a
page notification to a wireless network professional who is authorized to handle the
problem (personal communication, August 29, 2005). Table 4.4 details the responses
given during the interviews.
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Table 4.4
Interviewee Responses
Question

Has anyone ever broken into the wireless network?

Michael
Argo

•
•

Perhaps on weekends
ERC & others are hesitant to reveal if a break-in
occurs

Phil
Thorson

•
•
•

No
30-50 rogue points at any given time
Part of the audit was to find a rogue point
o Sends a page to a network manager
o Based on existing access points it can locate
the rogue point and draw it on a campus map

Darrin
Printy

•

No

Joe
Whetstone

An initial phone interview was conducted on 2-9-05, 8:50
am – 9:50 am. However, he was no longer an employee
of WSU on September 8, 2005 when interviews were
being scheduled. As a result, Mr. Whetstone did not
provide an answer to this question.

David
Gresham

•

Not that I know of

Stein
Kristiansen

•

No

Dean Feller •
•

No
We only allow our laptops on the network

WSU is fortunate in the sense that they only have four hardware configurations
that must be supported at any given time. Their laptops supplied to incoming freshman
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and transfer students are on a two year cycle with a choice of a MAC or tablet PC.
According to D. Gresham, because of this relatively low number of configurations, WSU
is better able to utilize their technology resources by redirecting the staff that would
otherwise need to address access for a large number of configurations (personal
communication, October 7, 2005). When asked if his wireless network was secure, S.
Kristiansen replied by saying, “that is not a fair question to ask” and he continued to say,
“I wouldn’t want to say anything is secure – there are just degrees of security” and
“nothing is 100% secure – unless it is turned off and even then it might be questionable”
(personal communication, September 21, 2005).
Security Factors
Many security experts warn that the risk posed by insiders is greater than the risk
posed by outsiders. Network professionals were shown a taxonomy of threats and asked
to discuss which of the threats posed the most potential security concern. Table 4.5
presents an abbreviated taxonomy of risks.
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Table 4.5
Abbreviated Taxonomy of Threats
Location
I. Internal

Source
a. Human
b. Nonhuman

II. External

a. Human
b. Nonhuman

Intent
i. Deliberate
ii. Unintentional
i. Deliberate
ii. Unintentional

i. Deliberate
ii. Unintentional
i. Deliberate
ii. Unintentional

One of the difficulties of using a taxonomy of risks relates to the fact that several
of the risks might actually be interpreted to be in more than one category. This lack of
mutual exclusivity led some interviewees to have difficulty in stating which of the
categories of risk posed the largest problems to network managers. For example, S.
Kristiansen commented that self replicating worms, such as MS Blaster, originated as an
external, human, and deliberate risk but then progressed to an internal, human, and
unintentional risk as people without the proper security patches allowed the worm to
spread throughout the network (personal communication, September 21, 2005).
Another potential difficulty with utilizing this, or any, taxonomy of risks involves
the fact that, due to the increasing number of threats in the computing environment, it is
difficult to develop collectively exhaustive categories. One potential solution is to
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include an “other” category. However, it is likely that the other category would be the
most populous. For example, D. Printy expressed concern about never achieving a 100%
protection level because there are new threats that emerge every week (personal
communication, September 13, 2005). As expected, it was not possible for interviewees
to easily characterize their exposure to the threats listed in the taxonomy. In fact, it was
determined during the pilot case study that it would be difficult to expect an interviewee
to accurately and concisely characterize threats using a taxonomy. Therefore, during the
interview process the taxonomy was used as a starting point for a discussion on threats, as
opposed to its initial purpose, which was to simply identify the most significant threats
according to each interviewee.
Due in part to the fact that it was not possible to develop a taxonomy that was
meaningful while at the same time encompassing a mutually exclusive and collectively
exhaustive list of threats, a specific category did not emerge as presenting the most
problems. However, there did seem to be particular concern in regard to internal –
human threats. As D. Gresham put it, “we have 800 faculty and staff and 7,500 students
all with some inside knowledge of our systems and each is a potential hacker that might
cause either malicious or accidental damage” (personal communication, October 7,
2005).
S. Kristiansen expressed a great level of concern for carelessness of people on the
network that can further the propagation of self replicating worms and other malware
such as MS Blaster (personal communication, September 21, 2005). He then lamented
that one of the reasons that we as a society are so vulnerable to such infestations is due to
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the fact that so many people use Microsoft products. He likened it to a stand of timber
that contains 90% Red Pines where Red Pine blight goes through and destroys 90% of the
stand. The lack of biodiversity in a stand of timber can create a larger degree of
susceptibility to risks in the environment; in a similar way, the world is more susceptible
to malware targeted at Microsoft products because of Microsoft’s dominance in the
industry.
Table 4.6 lists some common security mechanisms that respondents identified
which are employed to secure the wireless networks. VPN and firewalls are common
tools. LEAP is a Cisco proprietary authentication mechanism that, according to S.
Kristiansen, won’t work without WSU’s laptop program, because the laptop program
only allows for approximately four different configurations to be supported at any given
time (personal communication, September 21, 2005). Unfortunately, in the ever
changing computer security landscape there are efforts underway to crack LEAP.
Table 4.6
Security Mechanisms Employed
University

Mechanisms Employed

SCSU

VPN, Privilege Levels, Firewall

WSU

LEAP, VPN, Firewall
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Factors of Adoption at the Organizational Level
Viewed from a holistic perspective, the ultimate usage of wireless networks in the
university setting is a “contingent innovation-decision” because an individual can only
make the accept or reject decision after a prior innovation decision (Rogers, 1995).
Figure 4.1 shows the relationship of the contingent innovation decision where both
network managers and users have an effect on the ultimate adoption decision.

Network
Managers

Adoption

Users

Figure 4.1: The Contingent Innovation Decision

In many contingent innovation decisions, individual users have at least some level
of autonomy in their level of use of the innovation. This autonomy stems from their
individual level of use. For instance, some users will exhibit a high level of use and even
use the innovation in a manner that expands its capabilities, while others will limit their
use to the most basic functions (Carlson et al., 1999).
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From the network managers’ and decision makers’ perspective, stakeholder
demand was instrumental in the contingent innovation decision to use wireless. P.
Thorson remarked that his niece and nephew are college students and have a keen sense
of awareness of technology issues and want the latest technological features available to
them (personal communication, August 29, 2005). While cost savings might be a reason
for some organizations to use wireless instead of a wired infrastructure, it wasn’t at WSU
because when they build a new building or renovate an existing building they include
both wired and wireless infrastructure. Wireless is also complementary to the wired
network at SCSU. The original renovation plans for Centennial Hall, which will become
the new home to the College of Business, included two data ports per office, but now,
with wireless access, there will only be one wired port per office (personal
communication, August 29, 2005). So, in this case, wireless may actually save money in
the renovation process.
From the users’ perspective, convenience and ease of use seems to emerge as
clear reasons why users adopt wireless in the second half of the contingent innovation
decision. S. Kristiansen feels that users moved remarkably fast from a point of being
impressed by the “whiz bang” factor of wireless to feeling upset if they experience dead
spots on campus. He even went so far as to say that wireless was the fastest technology
adoption by end users that he has ever seen, and once it was in place it was like it had
always been there (personal communication, September 21, 2005). D. Gresham
mentioned that the wireless network is like water or electricity in that it is assumed to be
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running 24 hours a day seven days a week, and, if it isn’t, users will become very upset
(personal communication, October 7, 2005).
Managers’ Perceptions of Security
MnSCU recent security audit of member institutions included both SCSU and
WSU. Representatives from both schools made mention of the audit but were reluctant
to release any details regarding specific findings. All of the interviewees went through
the same audit; this fact likely helped them to answer questions regarding their level of
preparedness.
Viewed as a whole, which includes both two and four-year schools in the MnSCU
system, the findings indicated that there was a general lack of preparedness. The MnSCU
security audit refers to wireless technologies as new and fast changing but also states that
wireless access creates a situation where there is increased risk for unauthorized access to
computer systems and data. In fact, the official recommendation made to Dr. James
McCormick, Chancellor of MnSCU, was to “disable all wireless networks that lack
strong authentication and encryption controls” (Minnesota Office of the Legislative
Auditor, 2005, p. 3). However, it should be noted that there are large differences between
the findings for two and four-year institutions. For instance, D. Gresham rated all the
four-year schools in the MnSCU system between seven and nine (out of ten) in terms of
preparedness to deal with security threats to their wireless networks whereas the two-year
schools were rated at a five or less (personal communication, October 7, 2005). When
asked to elaborate on the details of the discrepancy, he stated that several of the two-year

112
schools simply have a small number of employees who are charged to handle all IT
related issues even though there are not actual IT departments (personal communication,
October 7, 2005).
Taylor & Shim (1993) found that while people self reported that they themselves
did not participate in software piracy, they suspected that their colleagues did participate
in software piracy. Recently, Schmidt & Arnett (2005) found that students perceived
their contemporaries were less informed about and less prepared to deal with spyware.
Interestingly, both of these studies found that respondents view themselves as “better”
than their associates (i.e. I don’t pirate software but my colleagues do and I know more
about computer security than do my associates). In a similar line of reasoning it would
be interesting to ask interviewees if they view themselves as more prepared than they
view their competitors. To that end, the following two questions were asked:
Considering the preceding list of threats as well as your own list of threats, how well is
your organization prepared to deal with these threats?
Not prepared
1
2
3

4

5

6

7

8

Very prepared
9
10

Please elaborate:
and
Considering the preceding list of threats as well as your own list of threats, how well are
other organizations similar to yours prepared to deal with these threats?
Not prepared
1
2
3
Please elaborate:

4

5

6

7

8

Very prepared
9
10
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It was not surprising to find that every IT professional perceived his wireless
network to be more secure than wireless networks in similar organizations, or at least
higher than some in the case of David Gresham. The MnSCU report did not release
specific details on the level of preparedness. It did however indicate that there are
various strong areas as well as much room for improvement. There seemed to be a
consensus that the two-year schools are much less prepared than the four-year schools.
In fact, three of the five interviewees specifically mentioned their opinion that the twoyear schools were lacking in the IT area. For example, D. Gresham indicated that several
of the smaller two-year schools didn’t even have an IT department (personal
communication, October 7, 2005). Table 4.7 summarizes managers’ perceived level of
preparedness.
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Table 4.7
Perceived Preparedness
Name
Michael Argo

University Your level
MSU
9

Others’ level
8

Phil Thorson

SCSU

8

5

Darrin Printy
David Gresham

SCSU
WSU

9
8

Stein Kristiansen
Dean Feller

WSU
WSU

6
7

4.5
7, 8, 9
But much lower
for two-year
MnSCU schools
3
4

7.8

5.4

Mean rating

According to D. Gresham, many such schools purchased several wireless access
points from local retail outlets and plugged them in without further security
considerations (personal communication, October 7, 2005). D. Printy in referencing
MnSCU institutions remarked that, “some places are in pretty rough shape” and further
lamented that there are many two-year schools that purchased and installed wireless
access points without regard to security (personal communication, September 13, 2005).
S. Kristiansen indicated that two-year schools were definitely understaffed in their IT
departments (personal communication, September 21, 2005), which may explain why
they are thought to be less prepared to deal with threats to their wireless networks.
IT professionals were very confident regarding their level of security in regard to
their wireless networks. Yet in one way or another, all seven IT professionals
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interviewed made the admission that they don’t have perfect security because, in the
“one-upsmanship” world of computer security, what is perfectly secured today is unlikely
to be perfectly secured tomorrow. M. Argo remarked, “the only way to be 100% secure
is to unplug everything from the network” (personal communication, June 16, 2005). D.
Printy remarked that providing security in general, and wireless security specifically, is a
constant battle and what is considered a ten today will not be a ten tomorrow (personal
communication, September 13, 2005).
S. Kristiansen voiced a bit more concern for the security of his and other
organization’s wireless networks. “Even though we have a myriad of things such as
firewalls, LEAP, VPNs, and others, the problem is that we don’t know what else is
coming.” Perhaps, as the network technician in charge of wireless, he has seen more
security related incidents. Security is a reactive situation. Adequate protection is in place
and then someone breaks it, then security professionals react, and hence goes the cycle.
Further, every new case sets a new precedent, but the best solution might be more unclear
than clear. S. Kristiansen made a point that things have changed for network
professionals in the last few years by stating, “10-12 years ago we were just trying to get
the lights to turn green. Now I have to wonder if an email sent to me by the Recording
Industry Association of America (RIAA) will eventually show up in court” (personal
communication, September 21, 2005).
Although the sample size of IT professionals (n=30) did not allow for a factor
analysis, some evidence did emerge to indicate how security professionals thought about
their intent to adopt wireless. Specifically IT professionals are concerned as to Perceived
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Severity of Threat and Perceived Susceptibility to Threat when considering the decision
to adopt wireless or not. However, a T-test for equality of means revealed that end users
shared a similar level of concern with IT professionals. Table 4.8 depicts the T-test
results. Figure 4.2 depicts a model (revised from figure 3.1c) that depicts the relationship
between adoption and security threats.
Table 4.8
Individual T-test results
Independent Samples Test
t-test for Equality of Means

SecuritySevere

SecuritySerious

SecuritySignificant

DataWrongHands

NegConLikely

NegConPoss

Equal variances
assumed
Equal variances
not assumed
Equal variances
assumed
Equal variances
not assumed
Equal variances
assumed
Equal variances
not assumed
Equal variances
assumed
Equal variances
not assumed
Equal variances
assumed
Equal variances
not assumed
Equal variances
assumed
Equal variances
not assumed

t

df

Sig. (2-tailed)

Mean
Difference

Std. Error
Difference

-.153

506

.878

-.044

.289

-.161

30.624

.873

-.044

.275

-.526

506

.599

-.156

.297

-.542

30.466

.592

-.156

.288

-.732

507

.464

-.209

.285

-.689

29.804

.496

-.209

.303

.606

506

.545

.173

.285

.541

29.492

.593

.173

.319

1.701

508

.089

.450

.264

1.947

31.402

.061

.450

.231

1.383

508

.167

.390

.282

1.269

29.645

.214

.390

.307
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Perceived
Severity of
Threat

Intent to Adopt
Wireless
Technology
(IT professional)

Perceived
Susceptibility to
Threat

Figure 4.2: Revised Model for IT Professionals

Additional research is needed to address the significance of the constructs of an
IT professional’s perspective. Specifically, surveys from more IT professionals are
required to conduct an analysis.
Survey Results
A paper based questionnaire was given to students of two universities. In total
492 surveys were collected. The questionnaire can be viewed in appendix A starting on
page 208. The initial goal was to get 200 usable responses from Mississippi State
University and 200 usable responses from Winona State University. This goal of 200
responses from each university was achieved in September 2005. Table 4.9 summarizes
the source of the 492 surveys collected.
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Table 4.9
Data Sources
Location

Date

Number of surveys

Mississippi State University
(MSU)
Winona State University
(WSU)

9-26-05

275

9-21-05 and 9-22-05

217

Total Surveys 492

As with most survey research, there were issues with missing data that needed
attention in this study. In addressing these issues the researchers’ primary concern is to
understand the factors that lead to the missing data (Hair Jr. et al., 1998). Among the
major concerns are hidden biases that may occur because respondents are not comfortable
answering certain questions and the practical implications on sample size. After a
thorough analysis of the missing data it was found that five respondents failed to
complete an entire page of the survey. This may have been due to the fact that the survey
was copied front to back. In any case, a respondent who missed an entire page was likely
not very careful when answering the questions. To negate the possible negative effects of
such surveys, those five surveys (survey # 84, 104, 159, 368, and 395) were not used in
the final analysis. Such a remedy is one of four possible courses of action when dealing
with missing data (Hair Jr. et al., 1998).
Additionally, six respondents did not provide a response for the dependent
variable. As a result, those six (survey # 144, 175, 176, 179, 192, and 206) were dropped
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from final analysis. In total, 11 surveys were deleted from the data set. The final number
of usable surveys was 481.
Twenty-two other respondents did not provide a response for one independent
variable. Because these 22 respondents were missing only one of 31 (3.2%) independent
variables, their records were retained. Specifically, of the 22 missing data points, there
was one variable (SeeOthers) that was omitted by three respondents, there were six
variables omitted by two respondents (Profile, FitsStyle, EasyToUse, DiffExplainBene,
SecuritySevere, and SecuritySerious), and seven variables (Compatible, ProfRequire,
Control, SecuritySignificant, ApparentResults, and DataWrongHands) that were omitted
by one respondent each.
Imputation is one possible method to account for missing data (Hair Jr. et al.,
1998). Considering the fact that there were 481 usable surveys, each with 31 independent
variables, there were 14,911 (481*31) possible data points. Twenty-two missing data
points corresponds to 0.15% (22/14,911) of the possible missing values. Further, the 22
missing values were spread among 13 independent variables. Although this missing data
is a cause for concern, imputation was used to deal with the missing data. The process of
mean imputation was used to replace the missing values with the mean value for that
variable. Table 4.10 presents a summary of the missing data.
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Table 4.10
Summary of Missing Data and Action Taken
Number of surveys
5
6
1
21

Missing item(s)
Missing a full page of
variables
Missing the dependent
variable
Missing 2 independent
variables
Missing 1 independent
variable

Action taken
Removed from analysis
Removed from analysis
Imputation was used in
SPSS to account of these
variables
Imputation was used in
SPSS to account of these
variables

Sample Characteristics
Respondents were recruited from three and five classes at MSU and WSU
respectively. Table 4.11 presents a summary of the characteristics of the sample. Table
4.12 shows the number of valid responses for each variable, the range, the minimum and
maximum value, the mean, and the standard deviation for each independent and
dependent variable.
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Table 4.11
Selected Demographics of Respondents
Demographic

Age
Gender
Major

Classification
Years using computers
Years using wireless
Number of computer
classes taken
Own desktop
Own laptop

Characteristic
92% are 18-23
57% male
85% are business or
technology majors
73% are juniors or seniors
95% have used computers
6 or more years
Average 3 years
Average 4 classes
55% own a desktop
78% own a laptop
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Table 4.12
Descriptive Statistics
Descriptive Statistics
ProfRequire
NotCompuls
Wquickly
ImprovQual
Ejob
Effective
Control
Compatable
FitsWork
FitsStyle
Prestige
Profile
Status
Clear
EasyToGet
EasyToUse
EasyOperate
TellOthers
CommConsequ
ApparentResults
DiffExplainBene
SeeOthers
NotVisable
ProperlyTry
PermittedToUse
SecuritySevere
SecuritySerious
SecuritySignificant
DataWrongHands
NegConLikely
NegConPoss
CheckAcct
CheckAcctNLH
CheckAcctYN
SecConcern
Valid N (listwise)

N

480
481
481
481
481
480
479
479
481
479
481
479
481
481
481
478
481
481
481
480
479
478
481
481
481
479
479
480
479
481
481
481
481
481
474
451

Range

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
5
2
1
9

Minimum
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
0
0
0
1

Maximum
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
7
5
2
1
10

Mean
5.11
4.61
5.31
4.51
5.31
4.75
4.72
4.61
5.35
5.36
3.61
3.67
3.30
5.04
4.78
5.46
5.43
5.28
4.90
5.08
3.51
5.18
2.91
3.78
3.02
4.02
4.30
4.46
4.46
3.31
4.07
1.34
1.16
.89
6.47

Std. Deviation
1.851
1.832
1.552
1.571
1.508
1.582
1.538
1.485
1.359
1.334
1.549
1.551
1.600
1.379
1.486
1.278
1.338
1.286
1.415
1.267
1.631
1.415
1.582
1.557
1.612
1.488
1.525
1.457
1.454
1.370
1.443
1.021
.587
.308
2.456
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Factor Analysis
SPSS version 13.0 for Windows was employed to conduct a factor analysis. The
following procedures, as outlined by Garson (2005), were used in the factor analysis.
Bartlett’s Test of Sphericity indicated highly significant results (8771.124 with p<.000).
The Kaiser-Meyer-Olkin Measure of Sampling Adequacy was .872. Based on Kaiser’s
work, a measurement of .80 or above can be thought of as “meritorious” (Hair Jr. et al.,
1998).
Principal components was used as the extraction method. Factors having an
eigenvalue over 1.0 were retained. Varimax rotation was used to rotate the matrix
(Torkzadeh & Dhillon, 2002). Several other rotation methods were also using in an effort
to eliminate the cross loadings; however, Varimax rotation produced the best results.
Missing values were replaced with the mean of that particular variable during the analysis
via SPSS. Initially a confirmatory factor analysis (CFA) was run. Given the existence of
research that has established relationships and models for given phenomena, CFA is the
appropriate technique (Hair Jr. et al., 1998; Sharma, 1996). However, when the model is
forced to include ten factors, as are present in the original works of Moore & Benbasat
(1991) and Witte, Cameron, McKeon, & Berkowitz (1996), there are many significant
cross-loadings. In table 4.13, primary loadings are in bold and the significant cross
loadings are noted with italics.
Typically loadings of .4 or higher are considered significant (Garson, 2005; Hair
Jr. et al., 1998) therefore, loadings of .4 or higher were considered in this analysis.
Higher loadings indicate a stronger relationship between the items. Loadings between .4

124
and .5 are considered “important” while loadings of .5 or greater are considered
“practically significant” (Hair Jr. et al., 1998). In the following analysis there were five
loadings between .4 and .5, and were considered in the identification of the factors.
The following descriptions are found in Moore & Benbasat (1991). Relative
Advantage is the degree to which an innovation is perceived as being better than its
precursor. Ease of Use, originally termed complexity by Rogers, is the degree to which
an innovation is perceived as being difficult to use. Image is the degree to which use of
an innovation is perceived to enhance one’s image or status in one’s social system.
Visibility, originally termed observability by Rogers, is the degree to which one observes
others in the organization using the innovation. Compatibility is the degree to which an
innovation is perceived as being consistent with the existing values, needs, and past
experiences of potential adopters. Results Demonstrability is the tangibility of the results
of using the innovation, including their observability and communicability.
Voluntariness of Use is the degree to which use of the innovation is perceived as being
voluntary, or of free will. Trialability is the degree to which an innovation may be
experimented with before adoption.
Perceived Severity of Threat and Perceived Susceptibility to Threat are two
specific constructs relating to threats. Perceived Susceptibility can be thought of as
beliefs about one’s risk of experiencing a threat while Perceived Severity is defined as
beliefs about the importance or magnitude of the threat (Witte et al., 1996). Appendix D
lists the questions that led to the items presented in table 4.13.

125
Table 4.13
CFA Results
Rotated Component Matrix

severity of threat

susceptibility to threat

.028

-.059

.026

.880

-.093

-.033

NotCompuls

-.319

-.032

.068

-.199

-.120

.074

-.075

.752

.024

-.070

Wquickly

.728

.255

.093

.045

.137

-.067

.066

-.036

.001

.154

ImprovQual

.791

.196

-.050

.226

.006

-.006

.017

-.246

.092

-.055

Ejob

.762

.226

-.025

.055

.233

.024

.096

-.046

.021

.183

Effective

.854

.174

.013

.180

.084

.003

.063

-.153

.045

.074

Control

.765

.163

-.012

.203

.215

.017

.004

-.084

.042

.055

Compatible

.365

.254

-.078

.217

.566

.079

.076

-.148

.078

.050

FitsWork

.564

.213

.031

.056

.668

-.090

.110

.018

-.064

.079

FitsStyle

.514

.240

.057

.099

.682

-.098

.103

-.006

-.026

.114

Prestige

.252

.061

.076

.858

.080

.003

.080

-.130

.031

-.020

Profile

.218

.062

.083

.902

.068

.036

.051

-.076

.018

-.008

Status

.094

.046

.018

.885

.064

.078

-.078

-.033

.104

.013

Clear

.185

.601

-.034

.076

.413

-.025

.083

.005

.053

.168

EasyToGet

.317

.722

.051

.124

.186

.043

-.063

-.001

.007

.007

EasyToUse

.239

.842

-.007

-.015

.109

.015

-.009

-.012

.010

.071

EasyOperate

.215

.869

.026

-.038

-.047

-.051

.148

-.036

.047

.039

trialability

-.046

visibility

-.006

result demonstrability

.003

ease of use

image

-.117

relative advantage

ProfRequire

voluntariness

compatibility

Factor
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Table 4.13 continued
Rotated Component Matrix

susceptibility to threat

severity of threat

trialability

visibility

result demonstrability

ease of use

image

compatibility

relative advantage

voluntariness

Factor

TellOthers

.174

.668

-.042

.102

.047

-.103

.468

.063

.059

.043

CommConsequ

.006

.489

.104

.146

.151

-.080

.552

-.149

.131

.028

ApparentResults

.179

.485

.047

.101

.275

-.056

.482

-.023

.209

.194

DiffExplainBene

-.094

-.073

.064

.062

-.029

-.021

-.817

-.017

.163

-.125

SeeOthers

.098

.179

-.043

.077

.227

.038

.035

-.138

-.026

.792

NotVisable

-.214

-.042

.077

.093

.060

.113

-.174

-.037

.081

-.820

ProperlyTry

.065

.160

.051

.029

.021

.050

-.039

.095

.850

.054

PermittedToUse

.042

-.014

.045

.104

-.009

.045

-.016

-.187

.798

-.155

SecuritySevere

.025

-.001

.885

.089

-.056

.142

-.040

.032

.074

-.018

SecuritySerious

.009

.024

.925

.006

.037

.129

.004

.019

.024

-.012

SecuritySignificant

-.001

.021

.897

.032

.023

.152

.003

-.006

.018

-.102

DataWrongHands

-.008

.017

.642

.069

-.012

.547

.019

.011

-.012

.032

NegConLikely

-.010

-.087

.264

.122

-.067

.747

-.185

-.001

.157

-.084

NegConPoss

-.030

-.015

.305

-.012

.010

.830

.101

-.009

-.024

-.013

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
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It is advisable to find the highest loading for a variable on any given factor and
consider removing any variables that have several high loadings (Hair Jr. et al., 1998). It
is difficult to obtain a specific threshold for the number of unacceptable cross loadings
and Hair Jr. et al. (1998, p. 113) offer the following advice: “A variable with several
high loadings is a candidate for deletion.” The proper course of action is not always clear
when there are smaller issues with cross loadings (Straub, Boudreau, & Gefen, 2001).
Straub et al. (2001) report that items which do not load properly can be dropped
from analysis as do Gerbing & Anderson (1988) or left in, as suggested by MacCallum &
Austin (2000). Straub himself has been known to include items with cross loadings (see
Karahanna et al., 1999). Some researchers report the cross loadings and leave the
evaluation to the reader (Richins & Dawson, 1992). Yet others merely include the
highest score for each item (Torkzadeh et al., 2002). Further, it has been suggested that
variables with significant cross loadings should remain if the goal is to develop factor
scores (R. Taylor, personal communication, Spring semester, 2002).
However, in the case of developing a model for the purpose of increasing the
understanding of a phenomena, it might be more appropriate to have fewer cross
loadings. In this way, there are fewer questions that measure more than one factor. The
resulting model is then easier to explain and comprehend. This concept of dimensionality
reduction can be particularly useful to reduce the complexity of a research model. In any
case, the loadings were somewhat different than reported in the original research. Table
4.14 indicates the factors on which the items were reported to load in the original
research (see Moore et al., 1991; Witte et al., 1996).
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Table 4.14
Loadings Presented in the Original Research

ProfRequire

X

NotCompuls

X

Wquickly

X

ImprovQual

X

Ejob

X

Effective

X

Control

X
X

FitsWork

X

FitsStyle

X

Prestige

X

Profile

X

Status

X

Clear

X

EasyToGet

X

EasyToUse

X

susceptibility to threat

severity of threat

trialability

visibility

ease of use

image

compatibility

Compatible

result demonstrability

Item

relative advantage

voluntariness

Factor

129
Table 4.14 continued

EasyOperate

susceptibility to threat

severity of threat

trialability

visibility

ease of use

image

compatibility

result demonstrability

Item

relative advantage

voluntariness

Factor

X

TellOthers

X

CommConsequ

X

ApparentResults

X

DiffExplainBene

X

SeeOthers

X

NotVisable

X

ProperlyTry

X

PermittedToUse

X

SecuritySevere

X

SecuritySerious

X

SecuritySignificant

X

DataWrongHands

X

NegConLikely

X

NegConPoss

X

In an effort to reduce the significant cross loadings and to investigate the
possibility that the newly synthesized instrument may load differently, exploratory factor
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analysis (EFA) was executed. Varimax with Kaiser Normalization was used to rotate the
matrix and factors with eigenvalues greater than or equal to 1.0 were retained. EFA
produced seven factors with only two potential issues with cross loadings. The resulting
seven factors accounted for 67.52% for the total variance. The seven factors are entitled
Improvement Potential, Usage, Susceptibility and Severity of Threat, Image,
Voluntariness, Visibility, and Trialability. Results are depicted in table 4.15. Crossloadings are depicted with italics. As can be observed in table 4.15, it is a great deal less
chaotic when EFA is used to uncover the underlying item relationships rather than force
the relationships into ten factors as is done with CFA.
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Table 4.15
EFA Results Rotated Component Matrix

Usage

Susceptibility
and Severity of
Threat

Image

Voluntariness

Visibility

Trialability

ProfRequire
NotCompuls
Wquickly
ImprovQual
Ejob
Effective
Control
Compatible
FitsWork
FitsStyle
Prestige
Profile
Status
Clear
EasyToGet
EasyToUse
EasyOperate
TellOthers
CommConsequ
ApparentResults
DiffExplainBene
SeeOthers
NotVisable
ProperlyTry
PermittedToUse

Factor
Improvement
Potential

Item

-.106
-.341
.740
.729
.793
.812
.792
.570
.783
.752
.268
.240
.143
.411
.478
.388
.280
.192
.043
.258
.033
.246
-.192
.060

.015
-.059
.215
.126
.190
.126
.100
.261
.245
.277
.102
.086
.016
.570
.573
.698
.803
.801
.727
.680
-.428
.156
-.084
.185

-.032
.095
.048
-.047
-.011
.013
-.003
-.033
-.020
-.001
.076
.098
.059
-.047
.056
-.008
-.008
-.083
.059
.021
.030
-.017
.115
.070

-.040
-.198
.017
.200
.042
.157
.188
.237
.074
.114
.851
.893
.873
.060
.076
-.070
-.095
.089
.158
.110
.009
.057
.118
.024

.848
.734
-.088
-.330
-.090
-.239
-.124
-.062
.084
.076
-.148
-.088
-.011
.112
.077
.065
-.019
.018
-.173
-.036
.130
-.051
.000
.070

-.022
-.077
.103
-.089
.185
.050
.041
.123
.135
.158
-.025
-.020
-.019
.147
-.094
-.040
-.060
.081
.124
.281
-.369
.740
-.765
.038

-.121
.038
-.019
.106
.022
.042
.055
.091
-.113
-.077
.009
.013
.143
.080
.098
.104
.083
-.022
-.011
.090
.351
.020
.108
.812

-.008
.052
.021
.025
.041
.074
.022
.068
-.009
-.002
-.038
-.227
-.059
-.048
Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.
SecuritySevere
SecuritySerious
SecuritySignificant
DataWrongHands
NegConLikely
NegConPoss

.064

.115
.061
-.016
.013
.066
.130
.015

-.226
.022
.028
.000
.012
.005
-.021

-.128
-.113
-.089
-.166
.055
-.026
.138

.739
.004
-.063
-.062
.034
.326
.102

.844
.872
.859
.827
.589
.669
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The result of the EFA shows there are seven major factors. The five items from
the original construct of Relative Advantage and the three items from Compatibility were
combined into one single construct. The constructs on which the items loaded can be
seen in table 4.15. These eight items form the new construct deemed “Improvement
Potential.” The original four items in the Ease of Use construct combined with the four
items from Result Demonstrability to form a construct entitled “Usage.” The three
factors from Severity of Threat and the three factors from Susceptibility to Threat all
loaded on the same construct. These combined items are termed “Susceptibility and
Severity of Threat.” There was a cross loading found in the Improvement Potential
construct. The items that lead to the cross loading are .411 (Clear) and .478
(EasyToUse). Considering the issues relating to cross loadings, as discussed above, and
the fact that the loadings for the primary factor .570 (Clear) and .573 (EasyToUse) are
higher than their respective cross loadings, those items were left in the Improvement
Potential construct. Table 4.16 depicts the resulting factor structure with the rotated
component matrix.
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Table 4.16

ProfRequire

.848

NotCompuls

.734

Wquickly

.740

ImprovQual

.729

Ejob

.793

Effective

.812

Control

.792

Compatible

.570

FitsWork

.783

FitsStyle

.752

Prestige

.851

Profile

.893

Status

.873

Clear

.570

EasyToGet

.573

EasyToUse

.698

EasyOperate

.803

TellOthers

.801

CommConsequ

.727

ApparentResults

.680

DiffExplainBene

-.428

SeeOthers

6

7
Trialability

5
Voluntariness

4
Image

Usage
Susceptibility
and Severity of
Threat

Improvement
Potential

1

Factor
2
3

Visibility

Constructs Identified in Factor Analysis

.740
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Table 4.16 continued

NotVisable

7
Trialability

6
Visibility

5
Voluntariness

4
Image

Usage
Susceptibility
and Severity of
Threat

Improvement
Potential

1

Factor
2
3

-.765

ProperlyTry

.812

PermittedToUse

.739

SecuritySevere

.844

SecuritySerious

.872

SecuritySignificant

.859

DataWrongHands

.827

NegConLikely

.589

NegConPoss

.669

Extraction Method: Principal Component Analysis.
Rotation Method: Varimax with Kaiser Normalization.

Cronbach’s alpha can be used to measure how multiple indicators in a summated
scale belong together (Garson, 2005) and is the most widely used measure of consistency
within a scale (Hair Jr. et al., 1998). Cronbach’s alpha typically ranges from zero to one,
where one indicates the highest level of reliability within a scale. Typically in social
science research a Cronbach’s alpha of .70 or higher is needed before the scale is
considered valid, while in some cases, a Cronbach’s alpha of .60 is considered adequate
(Garson, 2005; Hair Jr. et al., 1998). Table 4.17 depicts the factors, items leading to the
factors, and the resulting Cronbach’s alpha.
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Table 4.17
Construct Reliability
Construct

Item

Cronbach’s alpha

Wquickly
ImprovQual
Ejob
Effective
Control
Compatible
FitsWork
FitsStyle

.919

Usage

Clear
EasyToGet
EasyToUse
EasyOperate
TellOthers
CommConsequ
ApparentResults
DiffExplainBene

.859

Susceptibility and Severity
of Threat

SecuritySevere
SecuritySerious
SecuritySignificant
DataWrongHands
NegConLikely
NegConPoss

.877

Image

Prestige
Profile
Status

.907

Voluntariness

ProfRequire
NotCompuls

.688

Visibility

SeeOthers
NotVisable

.632

Trialability

ProperlyTry
PermittedToUse

.620

Improvement Potential
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Table 4.18 presents Pearson Correlations for the seven factors and the two
dependent variables. As the table depicts, there is a significant positive correlation
between the dependent variable CheckAcctNLH and Usage. The correlation is however
relatively low at .102. Additionally, there is a significant negative correlation between
CheckAcctNLH and SecConcern.
The table depicts somewhat more encouraging results with the second dependent
variable. Specifically, there are significant negative correlations between the independent
variables Improvement Potential and Visibility and the dependent variable Security
Concern. However, the magnitudes are relatively small given the correlations of -.123
and -.118 respectively. Additionally, there is a significant positive correlation between
Susceptibility and Severity of Threat and Security Concern (.408).
Among the independent variables, there were several significant correlations. For
example, the construct of Improvement Potential had a significant positive correlated to
Image, Usage, Visibility, and Trialability. Improvement Potential had a significant
negative correlation with Voluntariness.
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Table 4.18
Pearson Correlations
a
Correlations

CheckAcct
NLH
SecConcern
CheckAcctNLHPearson Correlatio
1
-.197**
Sig. (2-tailed)
.000
SecConcern Pearson Correlatio
-.197**
1
Sig. (2-tailed)
.000
Vol
Pearson Correlatio
-.068
.076
Sig. (2-tailed)
.147
.106
ImpPot
Pearson Correlatio
.054
-.123**
Sig. (2-tailed)
.249
.009
Img
Pearson Correlatio
-.013
-.013
Sig. (2-tailed)
.785
.776
Use
Pearson Correlatio
.102*
-.049
Sig. (2-tailed)
.031
.294
Vis
Pearson Correlatio
-.001
-.118*
Sig. (2-tailed)
.978
.013
Trial
Pearson Correlatio
.032
.073
Sig. (2-tailed)
.504
.121
SSThreat
Pearson Correlatio
-.048
.408**
Sig. (2-tailed)
.000
.314

Vol
-.068
.147
.076
.106
1

ImpPot
.054
.249
-.123**
.009
-.350**
.000
-.350**
1
.000
-.266**
.374**
.000
.000
-.095*
.402**
.000
.045
-.158**
.342**
.001
.000
-.111*
.101*
.018
.032
.030
-.012
.526
.806

Img
-.013
.785
-.013
.776
-.266**
.000
.374**
.000
1
.078
.099
.026
.581
.152**
.001
.122**
.010

Use
.102*
.031
-.049
.294
-.095*
.045
.402**
.000
.078
.099
1
.329**
.000
-.006
.899
-.054
.253

Vis
-.001
.978
-.118*
.013
-.158**
.001
.342**
.000
.026
.581
.329**
.000
1
-.090
.057
-.127**
.007

Trial
SSThreat
.032
-.048
.504
.314
.073
.408**
.000
.121
-.111*
.030
.018
.526
.101*
-.012
.032
.806
.152**
.122**
.001
.010
-.006
-.054
.899
.253
-.090
-.127**
.057
.007
1
.143**
.002
.143**
1
.002

**. Correlation is significant at the 0.01 level (2-tailed).
*. Correlation is significant at the 0.05 level (2-tailed).
a. Listwise N=451

As can be seen in table 4.16, the items of Wquickly, ImprovQual, Ejob, Effective,
Control, Compatible, FitsWork, and FitsStyle, with the factor loadings of .740, .729,
.793, .812, .792, .570, .783, and .752 respectively, form the construct of Improvement
Potential. Taken together, these items attempt to capture the essence of how wireless can
be used to improve some aspect of work. As can be seen in table 4.17, the Cronbach’s
alpha is very high (.919). The second factor, Usage, is composed of the items Clear,
EasyToGet, EasyToUse, EasyOperate, TellOthers, CommConsequ, ApparentResults, and
DiffExplainBene. These items attempt to assess issues regarding the potential use and
benefits of using wireless. Cronbach’s alpha is an acceptable .859 for this factor.
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Susceptibility and Severity of threat contains six items. Image contains three items,
while Voluntariness, Visibility, and Trialability each contain two items. The loadings
can be viewed in table 4.16, while the actual questions that form the constructs can be
seen in appendix D. For comparison purposes, the loadings in the original studies can be
seen in table 4.14.
During the final factor analysis procedure, the factor scores were saved as
variables. This procedure of creating a summated scale is accomplished by synthesizing
several variables into a single factor, a composite measure. The resulting factor scores
have two specific benefits (Hair Jr. et al., 1998). The first relates to the reduction in
measurement error, due to the reduction of the coefficient of variation of the sum (and
average) compared with that of a single variable, which may have specific errors because
of the difficulty of individuals in accurately understanding and answering a specific
question or data entry errors. The second benefit is that a composite measure provides a
richer description of an environmental phenomenon while maintaining parsimony when
the factor scores are used in other multivariate techniques. Taken together, these two
benefits can serve to increase the validity and actionability of the results (Grapentine,
1995).
Although he is a supporter of Innovation Diffusion Theory, R. Panko recently
criticized the Theory for treating adoption as a binary on/off decision (personal
communication, September 5, 2005). Panko went on to state that it is far more interesting
to study the level of adoption (i.e. light, medium, and heavy adopters). Mindful of this
fact, this study utilized a multichotomous or multilevel dependent variable. One of the
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dependent variables was designed to measure the degree to which users might use
wireless technologies in light of security concerns when given a task where security is of
relative importance.
Logistic Regression
SPSS was used to determine if the main effects and interaction effects were
significant in the context of a logistic regression model. The survey instrument included
a scenario whereby respondents were given a fictitious lump sum of money that was to be
invested in the stock market. After reading the scenario, respondents were to indicate
their willingness to use a wireless network to manage their investments. Respondents
were also asked to indicate their concern for security on a one to ten scale. Figure 4.3
and 4.4 depict histograms that detail the responses for the dependent variables.
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Histogram

200

304

100

16

Mean = 1.34
Std. Dev. = 1.021
N = 481
6
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0

0

3

25
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77

51

-1

Frequency

300

CheckAcct
0=never, 1=1-5 times, 2=6-10 times, 3=11-15 times, 4=16-20 times, 5=21 or more times

Figure 4.3: Dependent Variable Histogram (Check Account)
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S e pt e m b er 2 7, 2 0 0 5). T h e d o mi n a nt c at e g or y, w it h 3 0 4 r es p o n d e nts, w as r et ai n e d. T h e
n e v er c at e g or y w as r et ai n e d t o r e pr es e nt n o n- us ers. B e c a us e t h e f o ur hi g h er us e
c at e g ori es a c c o u nt f or a c o m bi n e d 2 6. 2 % of t h e r es p o ns es, t h os e f o ur c at e g ori es w er e
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collapsed into one to represent heavy users. The resulting categories then were nonusers, light users, and heavy users. Table 4.19 depicts the resulting categories.
Table 4.19
Compressed Dependent Variables Categories and Frequencies
Category
Non-users
(original category =
Never)
Light Users
(original category = 1-5)
Heavy Users
(original categories = 6-10,
11-15, 16-20, and 21 or
more)
Total

Number of Respondents
51

Percent
10.6

304

63.2

126

26.2

481

100

The results of multinomial logistic regression using the three levels of non-users,
light users, and heavy users, reveal one significant construct (Usage). An examination of
Table 4.20 reveals the significant variable.
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Table 4.20
Parameter Estimates of Multinomial Logistic Regression
CheckAcctNLH
0

1

Intercept
F1 Imp Pot
F2 Use
F3 SS Threat
F4 Img
F5 Vol
F6 Vis
F7 Trial
Intercept
F1 Imp Pot
F2 Use
F3 SS Threat
F4 Img
F5 Vol
F6 Vis
F7 Trial

B
-0.943
-0.042
-0.341
0.134
0.129
0.215
-0.169
-0.106
0.903
0.001
-0.290
0.019
-0.025
0.030
0.122
-0.019

Std. Error
0.175
0.169
0.169
0.171
0.167
0.175
0.168
0.167
0.108
0.107
0.111
0.106
0.108
0.106
0.109
0.107

Wald
29.061
0.063
4.097
0.612
0.596
1.507
1.015
0.400
69.732
0.000
6.838
0.032
0.055
0.081
1.269
0.030

df
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Sig.
0.000
0.802
0.043
0.434
0.440
0.220
0.314
0.527
0.000
0.994
0.009
0.859
0.815
0.776
0.260
0.862

Exp(B)
0.959
0.711
1.143
1.138
1.240
0.844
0.900
1.001
0.749
1.019
0.975
1.031
1.130
0.982

This model, with one of seven significant constructs, was then further examined
for its ability to accurately predict the level of use. Table 4.21 presents a classification
matrix for the data. As can be seen in table 4.21, the model correctly predicts one of the
126 heavy users while predicting the other 125 as light users. Thus this particular model
achieves an overall accuracy of 63.4%, while a naïve model that predicts all respondents
to fit in the light user category would achieve an overall accuracy of 63.2%.
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Table 4.21
Classification Matrix for Model with Non, Light, and Heavy Users
Classification
Predicted
Observed
0
1
2
Overall Percentage

0

0
0
0
.0%

1

51
304
125
99.8%

2

0
0
1
.2%

Percent
Correct
.0%
100.0%
.8%
63.4%

Even though there was one significant construct, a .2% increase in overall model
accuracy was not impressive. Because of the limited results of the multinomial logistic
regression procedure, a binary logistic regression model was explored. The dependent
variable was partitioned into non-users and users. Table 4.22 depicts the resulting
categories.
Table 4.22
Binary Dependent Variables Categories and Frequencies
Category
Non-users
(original Never)
Users (all other responses)
Total

Number of Respondents
51

Percent
10.6

430
481

89.4
100

The resulting model was able to predict the correct category 89.4% of the time.
Unfortunately, 89.4% corresponds directly to the percentage of users of wireless
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technologies. As table 4.23 shows, none of the seven constructs were significant in the
model.
Table 4.23
Model for Binary Dependent Variable
Variables not in the Equation
Step
0

Variables

Overall Statistics

F1 Imp Pot
F2 Use
F3 SS Threat
F4 Img
F5 Vol
F6 Vis
F7 Trial

Score
.075
.783
.627
.803
1.520
2.855
.371
7.033

df

1
1
1
1
1
1
1
7

Sig.
.785
.376
.429
.370
.218
.091
.542
.425

As a result of none of the seven factor scores being significant, where the p-value
< .05, the model simply predicts that everyone is a user. While the resulting accuracy is
relatively high (89.4%), the model is not very useful if none of the predictors is
significant. Table 4.24 details the overall accuracy of the model. Similar to the
predictions of the naïve model, all respondents are predicted to be members of the most
populous category.
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Table 4.24
Model Prediction Accuracy
Classification Tablea,b
Predicted

Step 0

Observed
CheckAcctYN

0
1

CheckAcctYN
0
1
0
51
0
430

Overall Percentage

Percentage
Correct
.0
100.0
89.4

a. Constant is included in the model.
b. The cut value is .500

Evaluation of Research Hypotheses
Because the exploratory factor analysis found seven factors as compared to the
original ten, the hypotheses are slightly different than proposed in chapter three. There
were three combinations that lead to the reduced number of constructs. The first of the
combinations occurred with the five items in the original construct Relative Advantage
and the three items in the original construct Compatibility. The resulting construct was
termed “Improvement Potential.” The second combination occurred when the original
four items in Ease of Use were merged with the four items from Result Demonstrability
to form the construct of “Usage.” The third combination occurred with the three items
from Severity of Threat and the items from Susceptibility to Threat. The resulting
construct was termed “Susceptibility and Severity of Threat.” The revised hypotheses are
presented in Table 4.25.
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Table 4.25
Revised Hypotheses
Hypothesis

Result

H1: Voluntariness will have a significant
positive effect on user intention to use
the wireless network.

Not supported

H2:

Not supported

Improvement potential will have a
significant positive effect on user
intention to use the wireless network

H3: Image will have a significant positive
effect on user intention to use the
wireless network.

Not supported

H4: Usage will have a significant positive
effect on user intention to use the
wireless network.

Not supported

H5: Visibility will have a significant positive
effect on user intention to use the
wireless network.

Not supported

H6: Trialability will have a significant
positive effect on user intention to use
the wireless network.

Not supported

H7: Susceptibility and Severity of Threat will
have a significant negative effect on user
intention to use the wireless network.

Not supported

H8: There are interaction effects between
Susceptibility and Severity of Threat and
any of the other constructs.

Not Supported
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Model Construction with MSU-only Data
Due to the non significant results of the logistic regression model using the full
data set, other models were considered. In seeking a better model, two additional sets of
models were constructed and evaluated. The first set of models was constructed based on
data from MSU. The rationale is that there may have been a fundamental difference in
the manner in which students from a university that requires laptops with wireless
capabilities answered the questionnaire compared to the way students who attend a
university that does not require laptops might answer the questionnaire.
In total, there were 273 useable responses from MSU. A factor analysis of this
data produced significant results with a Kaiser-Meyer-Olkin Measure of Sampling
Adequacy at .845 (significance of .000). Varimax with Kaiser Normalization was used to
rotate the matrix and factors with eigenvalues greater than or equal to 1.0 were retained.
The analysis revealed slightly different results compared to the analysis of the full data
set. The MSU-only data identified eight factors as compared to seven factors when the
full data set was analyzed. The resulting eight factors explained 71.44% of the total
variance. The rotated component matrix looked remarkably similar to that of the full data
set.
There were only two significant cross loadings in both the full and MSU-only
data. The loadings were remarkably similar to the loadings observed in the full data set.
In fact, the 31 items loaded on the same constructs with two exceptions. The first is that
DiffExplainBene became part of the Visibility construct in the MSU-only analysis. The
second difference is found in the security related items. Analysis of the full data set
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revealed that the six items (SecuritySevere, SecuritySerious, SecuritySignificant,
DataWrongHands, NegConLikely, and NegConPoss) all loaded together to form the
construct termed Susceptibility and Severity of Threat. Comparatively, in the MSU data,
SecuritySevere, SecuritySerious, SecuritySignificant, and DataWrongHands loaded
together, as did DataWrongHands, NegConLikely, and NegConPoss. A cross loading
was observed with the item DataWrongHands.
Factor scores were then created and saved for each of the eight constructs
identified in the factor analysis. In turn, those factor scores were used in a binary logistic
regression procedure. One of the eight variables (Trialability) was significant in this
analysis. Table 4.26 presents the significance levels of each of the eight constructs.
Table 4.26
Significance Level of Constructs for MSU Data for Binary Logistic Regression

Step 1

F1 Imp Pot
F2 Use
F3 Sev Threat
F4 Img
F5 Vol
F6 Vis
F7 Sus Threat
F8 Trial
Constant

B
-.081
.097
-.204
-.135
-.392
.291
-.204
.527
2.489

S.E.
.215
.218
.218
.214
.243
.210
.216
.217
.248

Wald
.142
.196
.873
.396
2.594
1.920
.888
5.875
100.440

df

1
1
1
1
1
1
1
1
1

Sig.
.706
.658
.350
.529
.107
.166
.346
.015
.000

Exp(B)
.922
1.101
.816
.874
.676
1.338
.816
1.694
12.053

Unfortunately, the model simply predicts everyone to be a user, as does the naïve
model. Accordingly, the model is not useful in attempting to predict usage behavior.
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Table 4.27 depicts the results of the model. By simply predicting everyone as a user, the
model achieves 90.5% accuracy. Similar to the results found using the full data set, these
results appear to suggest that because the percentage of users is so high, it is difficult to
distinguish users from non-users.
Table 4.27
Predicted Results for MSU-only Data Using Binomial Logistic Regression
Classification Tablea,b
Predicted

Step 0

Observed
CheckAcctYN

0
1

Overall Percentage

CheckAcctYN
0
1
0
26
0
247

Percentage
Correct
.0
100.0
90.5

a. Constant is included in the model.
b. The cut value is .500

Further analysis of the MSU data was conducted in an effort to increase the
effectiveness of the model. In the next model, the dependent variable included non-users,
light users, and heavy users. Multinomial logistic regression was used to regress the
three category dependent variable on the eight factors identified in factor analysis. The
construct of Usage was the sole significant construct in the model. Table 4.28 depicts the
significant variable in this model.
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Table 4.28
Significance Level of the Constructs for MSU-only Data for Multinomial
Logistic Regression
Parameter Estimates

a

CheckAcct NLH
0

1

Intercept
F1 Imp Pot
F2 Use
F3 Sev Threat
F4 Img
F5 Vol
F6 Vis
F7 Sus
Threat
F8 Trial
Intercept
F1 Imp Pot
F2 Use
F3 Sev Threat
F4 Img
F5 Vol
F6 Vis
F7 Sus
Threat
F8 Trial

B
-1.189
.168
-.381
.060
.247
.363
-.208

Std. Error
.271
.240
.248
.242
.239
.264
.234

Wald
19.245
.489
2.361
.061
1.070
1.889
.795

.094

.241

-.572
.942
.134
-.407
-.205
.157
-.040
.119

df

1
1
1
1
1
1
1

Sig.
.000
.484
.124
.805
.301
.169
.373

.152

1

.697

.241
.147
.146
.152
.145
.146
.144
.144

5.645
40.919
.843
7.171
1.993
1.162
.076
.681

1
1
1
1
1
1
1
1

.018
.000
.359
.007
.158
.281
.783
.409

-.148

.146

1.033

1

.310

-.071

.146

.241

1

.624

a. The reference category is: 2.

Unfortunately, the model demonstrates results only slightly better than the naïve
model. Accordingly, the model is not useful in attempting to predict usage behavior.
Table 4.29 depicts the results of the model. By simply predicting everyone as a user, the
naïve model achieves 64.1% accuracy, while the model under consideration improves the
accuracy rate to 64.8%. The resulting .7% improvement is encouraging, but additional
research is needed in an effort to discover a model with more predictive value.

152

Table 4.29
Predicted Results for MSU-only Data Using Multinomial Logistic Regression
Classification

Predicted
Observed
0
1
2
Overall Percentage

0

1
1
0
.7%

1

25
169
65
94.9%

2

0
5
7
4.4%

Percent
Correct
3.8%
96.6%
9.7%
64.8%

Model Construction with WSU-only Data
The second set of models constructed and evaluated was based on WSU data
only. In total, there were 208 useable responses from WSU. A factor analysis of this
data produced significant results with a Kaiser-Meyer-Olkin Measure of Sampling
Adequacy at .847 (significance of .000). Varimax with Kaiser Normalization was used to
rotate the matrix and factors with eigenvalues greater than or equal to 1.0 were retained.
The resulting seven factors were able to explain 68.04% of the total variance.
The analysis revealed slightly different results compared to the analysis of the full
data set. The analysis using WSU-only data identified seven factors as did the analysis of
the full data set. The rotated component matrix looked remarkably similar to that of the
full data set. There were only two significant cross loadings in the full data set, and there
were four cross loadings in the WSU-only data.
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The items loaded on the same constructs with few exceptions. The first is that
NotCompuls cross loaded on the Voluntariness and Improvement Potential constructs in
the WSU-only analysis. Also SeeOthers became part of the Improvement Potential
construct. CommConsequ and ApparentResults cross loaded on the constructs of Usage
and Visibility. Another difference is found in the Visibility construct. DiffExplainBene
was added to Visibility construct.
Factor scores were then created and saved for each of the seven constructs
identified in factor analysis. In turn, those factor scores were used in a binary logistic
regression procedure. Of the seven variables none were significant in this analysis.
Table 4.30 presents the significance level of each of the constructs.
Table 4.30
Significance Level of the Constructs for WSU-only Data for Binary Logistic Regression
Variables not in the Equation
Step
0

Variables

Overall Statistics

F1 Imp Pot
F2 SS Threats
F3 Use
F4 Img
F5 Vis
F6 Trial
F7 Vol

Score
1.830
.194
.000
.562
1.800
1.012
.061
5.459

df

1
1
1
1
1
1
1
7

Sig.
.176
.660
.993
.454
.180
.314
.805
.604

Regrettably, the model produces the same results as the naïve model. As a result
this model is not useful in predicting usage behavior. Table 4.31 depicts the results of the
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model. By simply predicting everyone as a user, the naïve model achieves 88.0%
accuracy as does the model under consideration. Next, a model will be constructed using
multinomial logistic regression using the WSU data.
Table 4.31
Predicted Results for WSU-only Data Using Binomial Logistic Regression
Classification Tablea
Predicted

Step 1

Observed
CheckAcctYN

0
1

Overall Percentage

CheckAcctYN
0
1
0
25
0
183

Percentage
Correct
.0
100.0
88.0

a. The cut value is .500

Further analysis of the WSU data was conducted in an effort to discover an
effective model. In the next model, the dependent variable included non-users, light
users, and heavy users. Multinomial logistic regression was used to regress the three
category dependent variable on the seven factors identified in factor analysis. As was the
case with the previous model, none of the predictor variables were significant. Table
4.32 depicts the significant level of the variables.
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Table 4.32
Significance Level of the Constructs for WSU Data for Multinomial Logistic Regression
Parameter Estimates

a

CheckAcctNLH
0

1

Intercept
F1 Imp Pot
F2 SS Threats
F3 Use
F4 Img
F5 Vis
F6 Trial
F7 Vol
Intercept
F1 Imp Pot
F2 SS Threats
F3 Use
F4 Img
F5 Vis
F6 Trial
F7 Vol

B
-.799
-.327
.302
-.134
-.056
-.232
.258
.128
.926
-.043
.305
-.177
-.305
.087
.067
.252

Std. Error
.263
.244
.256
.253
.255
.257
.245
.251
.171
.172
.170
.171
.175
.175
.167
.169

Wald
9.219
1.796
1.393
.280
.049
.814
1.105
.260
29.449
.063
3.234
1.070
3.048
.250
.160
2.207

df

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Sig.
.002
.180
.238
.597
.825
.367
.293
.610
.000
.801
.072
.301
.081
.617
.689
.137

a. The reference category is: 2.

Unfortunately, the model is not significant (.332). Accordingly, the model is not
useful in attempting to predict usage behavior. Table 4.33 depicts the results of the
model. By simply predicting everyone as a light user, the naïve model achieves 62%
accuracy; while the model under consideration actually decreases that accuracy to 61.1%.
Even though this model is not significant, a classification matrix was included in this
description so a consistent discussion for all the models could be presented. The results
of this model are of course discouraging. Given these results, more research is needed.
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Table 4.33
Classification Matrix for Multinomial Logistic Regression Using WSU Data
Classification

Predicted
Observed
0
1
2
Overall Percentage

0

0
0
0
.0%

1

25
124
51
96.2%

2

0
5
3
3.8%

Percent
Correct
.0%
96.1%
5.6%
61.1%

Using the full, MSU-only, and WSU-only data sets, a total of six models were
considered for analysis. Three of the models use the multinomial logistic regression
technique, and the remaining three used binomial logistic regression. Although there
were some significant findings with some of the models, a better model was pursued.
Table 4.34 details the specific results of the seven models.
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Table 4.34
Summary of Results
Data set
Full
n=481

Dependent Variable
Results
Collapsed into 3 categories One significant construct
(non, low, & high users)
Collapsed into 2 categories One significant construct
(non-users & users)

MSU-only
n=273

Collapsed into 3 categories One significant construct
(non, low, & high users)
Collapsed into 2 categories One significant construct
(non-users & users)

WSU-only
n=208

Collapsed into 3 categories One significant construct
(non, low, & high users)
Collapsed into 2 categories No significant constructs
(non-users & users)

Multiple Regression Analysis
The results in the summary table above are somewhat disappointing. Therefore,
another model was sought. In the quest to find a better model to fit the full data set, the
other dependent variable was utilized. The question that leads to the first dependent
variable was, “If you wanted to check your account frequently how many times a day
would you use the convenient but possibly risky wireless network?” The response
categories for this question were (Never, 1-5, 6-10, 11-15, 16-20, and 21 or more). The
question that leads to the second dependent variable was, “On a scale from 1 to 10, how
concerned would you be regarding security? (1 is low – 10 is high).” The response
possibilities were (1 2 3 4 5 6 7 8 9 10).
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The data obtained from this second question is scale data which can be
appropriate for multiple regression analysis. A multiple regression was run with SPSS
14.0 using stepwise entry for the constructs. Cases with missing data were excluded
listwise in this analysis. Twelve respondents did not provide a response for this
dependent variable. There were not any cases with missing factor scores. The exclusion
of those 12 cases left a total of 469 cases in the analysis.
The stepwise regression procedure identified three iterations of the model.
Accordingly, the final model has three significant constructs. The model was significant
with an F of 33.744 and a significance level of .000. See table 4.35 for details.
Table 4.35
ANOVA Table for Model
ANOVA

Regression
Residual
Total

Sum of
Squares
493.299
2265.938
2759.237

df

3
465
468

164.433
4.873

F
33.744

Sig.
.000

Due to the fact that this model was significant, further analysis is prudent. The
next step was to check for interaction effects with the security construct and the other
constructs. To do so, interaction terms were created. In total, six new variables were
created. Those six variables were derived by taking the factor score for Susceptibility
and Severity of Threat and separately multiplying it by the other six constructs. The
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resulting variables were termed secXip, secXuf, secXi, secXvol, secXvis, and secXt.
These variables were derived from taking Susceptibility and Severity of Threat multiplied
by Improvement Potential, Usage, Image, Voluntariness, Visibility, and Trialability,
respectively.
With a significant model and the interaction terms created, the next step was to
run a new model to assess the significance of the model in light of the interaction terms.
The resulting model is significant (.000) with an F of 33.744. Table 4.36 shows the
ANOVA table produced by the stepwise regression procedure.
Table 4.36
ANOVA Table for Model with Interaction Terms
ANOVA

Regression
Residual
Total

Sum of
Squares
493.299
2265.938
2759.237

df

3
465
468

164.433
4.873

F
33.744

Sig.
.000

Model three includes three significant variables. Those variables are Security
Concerns, Improvement Potential, and Visibility. It also should be noted that a fourth
variable, one of the interaction terms, Security Concerns multiplied by Improvement
potential would have been the next construct to enter the model. This variable has a
significance level of .053 (at .053 or higher it would have entered); while the next closest
variable was the interaction term of Security Concerns multiplied by Image with a
significance level of .263. Table 4.37 provides further details.
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Table 4.37
Constructs in the Model
Coefficientsa

Unstandardized
Coefficients
(Constant)
F3 SS Threat
F1 Imp Pot
F6 Vis

B
6.503
.964
-.264
-.212

Std. Error
.102
.102
.101
.102

Standardi
zed
Coefficien
ts
Beta
.399
-.109
-.087

t
63.794
9.491
-2.600
-2.081

Sig.
.000
.000
.010
.038

a. Dependent Variable: SecConcern

As can be seen in table 4.38, the model is able to account for 17.3% of the
variation in the dependent variable. Although a higher percentage of course is desirable,
this is a good starting place in the development of a model to assess adoption behavior in
light of security concerns. The significant predictors of Susceptibility and Severity of
Threat, Improvement Potential, and Visibility will be discussed in detail later in this
chapter.
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Table 4.38
Model Summary
Model Summaryd
Model
3

R
.423c

R Square
.179

Adjusted
R Square
.173

Std. Error of
the Estimate
2.207

c. Predictors: (Constant), F3 SS Threat, F1 Imp Pot, F6 Vis
d. Dependent Variable: SecConcern

Evaluation of Research Hypotheses in the Final Model
Because the factor analysis found only seven factors as compared to the original
ten, the hypotheses are slightly different than proposed in chapter three. The five items in
the original construct of Relative Advantage were combined with the three items of
Compatibility. The resulting construct was termed “Improvement Potential.” The
original four items in Ease of Use were merged with the four items from Result
Demonstrability to form the construct of “Usage.” A third combination occurred with the
three items from Severity of Threat and the items from Susceptibility to Threat. The
resulting construct was termed “Susceptibility and Severity of Threat.” Because of the
aforementioned combinations, there are now seven research hypothesis that will be
examined. The revised hypotheses and the result in the final model are presented in
Table 4.39.
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Table 4.39
Revised Hypotheses for the Final Model
Hypothesis

Result

Not supported
H1: Voluntariness will have a significant
negative effect on level of security
concern when using wireless for sensitive
transactions.
H2:

Improvement potential will have a
significant negative effect on level of
security concern when using wireless for
sensitive transactions

Supported

H3: Image will have a significant negative
effect on level of security concern when
using wireless for sensitive transactions.

Not supported

H4: Usage will have a significant negative
effect on level of security concern when
using wireless for sensitive transactions.

Not supported

H5: Visibility will have a significant negative
effect on level of security concern when
using wireless for sensitive transactions.

Supported

Not supported
H6: Trialability will have a significant
negative effect on level of security
concern when using wireless for sensitive
transactions.
H7: Susceptibility and Severity of Threat will
have a significant positive effect on level
of security concern when using wireless
for sensitive transactions.

Supported

H8: There are interaction effects between
Susceptibility and Severity of Threat and
any of the other constructs.

Not supported
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Susceptibility and Severity of Threat can be thought of as one’s risk of
experiencing a threat and the importance or magnitude of the threat should it materialize
(Witte et al., 1996). It stands to reason if there are threats inherent to a given innovation;
users are likely to be somewhat reluctant to adopt that innovation, particularly when they
perceive a level of susceptibility to that threat. Further, if one perceives the susceptibility
and severity of threats to be high, the potential for the threats will likely increase the level
of concern when using that innovation for a sensitive transaction.
As expected, the construct of Susceptibility and Severity of Threat has a
significant positive impact on the level of concern for an innovation used for sensitive
transactions. As might be expected, higher summated scores in the construct of
Susceptibility and Severity of Threat effectively increase the level of concern.
Accordingly, respondents who perceived the level of Susceptibility and Severity of
Threat to be relatively high then exhibited a relatively high level of concern when
considering wireless use for sensitive transactions. Unfortunately, there is cause for
concern in today’s computing paradigm. As S. Kristiansen stated, all connected devices
have inherent security issues (personal communication, September 21, 2005).
The construct of Improvement Potential is formed by the items in the original
perceived characteristics of innovating study (Moore et al., 1991) and from the constructs
of Relative Advantage and Compatibility. Relative Advantage is the degree to which an
innovation is perceived as being better than its precursor. Compatibility can be thought
of as the degree to which an innovation is perceived as being consistent with the existing
values, needs, and past experiences of potential adopters. Taken together, the eight
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individual items from the original constructs of Relative Advantage and Compatibility
form the construct of Improvement Potential.
Ceteris paribus, a potential adopter is likely to adopt an innovation if it promises
to provide potential for the user to improve the level of performance (Lee, 2004).
Wireless can provide an increased level of mobility which is advantageous to many users.
If an innovation has the potential to improve ones’ performance while maintaining a level
of compatibility with existing technologies it is likely to assist in the diffusion of that
innovation (Hardgrave et al., 2003; Kaefer et al., 2004).
Potential adopters of innovations are likely to want that innovation to improve
their productivity while not creating a great deal of conflict with existing innovations that
they already use. P. Thorson commented that the convenience afforded by the mobility
of wireless and the fact that users can be always connected, offers much potential to
increase productivity in comparison to wired connections (personal communication,
August 29, 2005). The users of wireless technologies stand to benefit from the
convenience of wireless but need to arrive at a balance between functionality and
security.
Improvement Potential was found to be a significant predictor of users’ attitude
toward security concerns for using wireless in sensitive transactions. As might be
expected, the higher summated scores in the construct of Improvement Potential
effectively reduce the level of concern. Put in another way, if users are seeking to resolve
the level of risk with the level of reward, those who are likely to consider wireless to hold
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a great deal of promise in regard to improving their computing milieu are less concerned
about security of wireless and more concerned about its functionality.
Visibility refers to the level of observed use in the organization. Highly visible
innovations are not only used frequently in an organization but might even emerge as part
of that organization’s culture. For instance, using wireless data access on a college
campus might evolve as a status quo. If this becomes the case, it would affect a potential
adopter’s attitude toward an innovation. As S. Kristiansen stated wireless is something
for which students no longer possess a wow factor, rather they just expect it to work
because it is now a part of the culture at WSU (personal communication, September 21,
2005). Further as D. Gresham commented, everywhere you go [at WSU], the library, the
student union, hallways, even outside underneath a tree, students have open laptops with
them and you just know they are chatting with friends or surfing the Internet and not
working on a report due for a class (personal communication, October 7, 2005).
As expected, the construct of Visibility has a significant negative impact on the
level of concern for an innovation used for sensitive transactions. Users who perceive the
level of visibility to be high for a given innovation are likely to consider it as safe if for
no other reason than others are using it. Consequently, the more an innovation is seen as
used by others, the lower the level of concern for security.
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Synthesis of Case Study and Survey Results
The adoption of wireless technologies by end users can be thought of as a two
stage contingent adoption decision. The first stage involves administrators, network
managers, or other decision makers choosing to adopt wireless and then deploying
wireless access points for users. The second stage occurs with the potential end user
deciding to utilize wireless technology. Figure 4.5 depicts the contingent adoption
decision. Because of the nature of this contingent adoption decision, members from each
group must adopt before wireless technology is actually used. It then becomes important
to consider both groups in a thorough analysis of wireless adoption.

Decision
makers

Adoption

Users

Figure 4.5: The Contingent Adoption Decision

In addition to the seven personal interviews, an effort was made to seek the
thoughts of other IT professionals regarding wireless security. To that end, IT
professionals were asked to complete the survey that was given to end users. IT
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professionals were asked to complete the instrument from their perspective as IT
professionals. In total, 30 IT professionals provided their opinions.
As might be expected, the IT professionals were a bit more concerned regarding
security than were typical end users. This increased concern is likely a function of their
professional positions and general knowledge of wireless security issues. So, even
though heavy end users might be more susceptible to security problems, they do not have
the responsibility for the secure environment for others. When asked to rate their concern
about security on a scale from one to 10, IT professionals reported a mean concern of
7.56, whereas users reported a mean concern of 6.51. This difference is statistically
significant at the .05 level. Table 4.40 depicts a t-test of security concern between IT
professionals and end users.

Table 4.40
T-tests for Security Concern
t-Test: Two-Sample Assuming Unequal Variances
Mean
Variance
Observations
Hypothesized Mean Difference
df
t Stat
P(T<=t) two-tail
t Critical two-tail

Sec con user
6.505
5.896
469
0
30
-2.426
0.021
2.042

Sec con IT pro
7.556
4.718
27
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Respondents were asked to consider all factors and indicate their preference
between wired and wireless networks. Of the 21 IT professionals who were able to make
a choice between wired and wireless, 16 choose wired as their preferred network. Of
those 16, fully half, made specific note of security issues with wireless as a primary
reason they preferred wired.
The aforementioned finding is possibly because network managers are likely
more cognizant of the potential security threats and they are typically charged with the
mitigation of those threats. IT professionals then appear to absorb the brunt of the
security issues and provide users a certain comfort level in which they feel relatively
secure in their use of wireless technologies.
Individual t-tests were conducted in an effort to compare end-user and IT
professional perceptions of the six items that form the Susceptibility and Severity of
Threat construct. Table 4.41 details the results of those t-tests. There were no significant
differences identified between end-user and IT professionals’ perceptions of the six items
that formed the Susceptibility and Severity of Threat construct. However, these tests do
not take depth of security awareness into consideration. It is therefore possible that the
typical end user is simply less aware of many possible security threats and therefore less
concerned than IT professionals.
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Table 4.41
Individual t-test Results
Independent Samples Test
t-test for Equality of Means

SecuritySevere

Equal variances
assumed
Equal variances
not assumed
SecuritySerious
Equal variances
assumed
Equal variances
not assumed
SecuritySignificant Equal variances
assumed
Equal variances
not assumed
DataWrongHands Equal variances
assumed
Equal variances
not assumed
NegConLikely
Equal variances
assumed
Equal variances
not assumed
NegConPoss
Equal variances
assumed
Equal variances
not assumed

t

df

Mean
Sig. (2-tailed) Difference

Std. Error
Difference

-.153

506

.878

-.044

.289

-.161

30.624

.873

-.044

.275

-.526

506

.599

-.156

.297

-.542

30.466

.592

-.156

.288

-.732

507

.464

-.209

.285

-.689

29.804

.496

-.209

.303

.606

506

.545

.173

.285

.541

29.492

.593

.173

.319

1.701

508

.089

.450

.264

1.947

31.402

.061

.450

.231

1.383

508

.167

.390

.282

1.269

29.645

.214

.390

.307

In terms of network preference, IT professionals were more likely to prefer a
wired network. Specifically, 76.19% of IT professionals reported that, all factors
considered, they prefer to use wired networks as opposed to wireless networks. Different
results were observed in the sample of student users; fewer than half (44.86%) reported
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that they preferred wired over wireless networks. This may be due to the supposition that
wireless is inherently insecure. While it is possible that IT professionals are partial to
wired networks for their relatively high throughput potential, when asked why they chose
the wired network, eight IT professionals specifically mentioned concern for security as
at least part of the reason.

CHAPTER V
DISCUSSION AND SUMMARY
Chapter five presents a summary of the findings and their corresponding
limitations. Directions for future research are also discussed. The chapter concludes
with a discussion of contributions of the survey and case study, and for results that were
only identified after a synthesis of techniques. Interviews and data collection were
conducted on three geographically separate institutions of higher learning including
Mississippi State University (MSU), St. Cloud State University (SCSU), and Winona
State University (WSU). The results described herein are based on data from 481
surveys collected from users, 30 surveys collected from IT professionals, and seven
personal interviews of IT professionals.
Overview
This work draws together two previously unrelated research streams. In light of
recent increased attention focused on information security, Innovation Diffusion Theory
and security concerns constructs were merged to form a new instrument. A survey was
conducted on two separate campuses. 481 usable surveys were collected and analyzed.
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Factor analysis revealed favorable factor loadings in the new instrument. However,
logistic regression models did not predict wireless use any better than a naïve model
which indicated that everyone was a wireless user. Perhaps this is because such a high
percentage (89.4%) of respondents indicated their willingness to use wireless.
The absence of significance in the initial model led to construction of six
additional logistic regression models. These models used various combinations of the
categorical dependent variable and the full data set as well as segregated Mississippi
State University (MSU), and Winona State University (WSU) data sets. Further analysis
was then conducted with the second dependent variable. This analysis led to the
discovery that the constructs of Susceptibility and Severity of Threat, Improvement
Potential, and Visibility were significant predictors in the final model.
Case studies were conducted in an effort to gain a deep knowledge of IT
professionals’ concerns, attitudes, and best practices toward wireless security. A pilot
case study was conducted on the campus of Mississippi State University. Cognizant of
the experience gained in the pilot case study, additional case studies were conducted on
the campuses of St. Cloud State University and Winona State University. Seven IT
professionals were personally interviewed regarding their perceptions and attitudes
toward wireless security. In an effort to compare IT professional and end user opinions,
30 IT professionals from MSU, SCSU, and WSU completed the survey. Findings
indicate that security professionals are very optimistic on the future of wireless
computing. However, that optimism is tempered by a realization that there are a myriad
of potential threats that might exploit weakness in wireless security.
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The results from both the survey and case study were compared in an effort to
determine differences and similarities between users’ perspectives and managers’
perspectives regarding wireless network security. Many IT professionals and users use
both wired and wireless networks. However, most IT professionals (76.19%) reported
that, all factors considered, they prefer to use wired networks as opposed to wireless
networks; whereas, substantially fewer (44.86%) of the student respondents reported that
they preferred wired over wireless networks. Overall, results suggest that IT
professionals are more concerned about security than are users. It is possible however,
that IT professionals may be partial to wired connections as they typically have offices
whereas, students typically do not have offices.
In many cases awareness is the first step to providing security (GAO, 1998;
Goodhue et al., 1989; Im & Baskerville, 2005; Rhee et al., 2005; Siponen, 2000; Straub
et al., 1998). D. Printy indicated that the MnSCU security audit raised awareness to
many previously unheard of security concerns. In some cases IT professionals are more
conservative in their estimation of preparedness. For example, he graded the wireless
security of his network at a nine on a ten point scale but prior to the audit he would have
put it at a seven (personal communication, September 13, 2005). However many
organizations aren’t concerned enough about security until it is too late. S. Kristiansen
remarked that many higher level managers have an attitude that security and recovery are
a waste of time until there is a breach, but at that point it is too late (personal
communication, September 21, 2005). A challenge remains to make administrators and
users aware of the full effect of security threats to wireless technologies.
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A Keen Eye on the Future
In an effort to provide effective and efficient wireless security, network managers
will need to maintain vigilance in staying abreast of the ever changing security milieu.
D. Printy commented that there are new threats that are introduced into the computing
environment every week (personal communication, September 13, 2005). Accordingly,
security experts need to maintain a keen sense of awareness of the computing
environment and stay abreast of not only new threats that emerge in existing categories,
but also new categories of threats as they develop. Wireless security adds another level
of complexity to efforts to develop a holistic approach to security.
Today’s most common wireless encryption protocol, Wired Equivalent Privacy
(WEP) is definitely breakable. As long as electromagnetic radiation transverses the
personal air space of several potential users, Wi-Fi will be inherently more vulnerable
than wired networks (Berghel & Uecker, 2005). In response to this weakness, an
emphasis must be placed on maintaining an advantage over computer criminals in regard
to wireless encryption and its level of breakability. To be effective, a given security
mechanism, such as stronger encryption, needs to be easily implemented by users.
Unfortunately, even the best security mechanism is not effective unless it is deployed. At
a more pragmatic level, Microsoft has recently announced Wi-Fi Protected Access
version 2 (WPA2). WPA2 is touted as more secure than WEP and easily deployed in the
Windows XP operating system (Bowman, 2005).
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Even with the best prognosticative efforts, it is difficult to determine what the
legal system holds for behavior with wireless technologies. As with many other
technology related areas, laws and regulations for wireless technologies seem to be lag
rapid advances of the technology. Several legal issues remain unresolved with regard to
wireless. For example, it remains to be seen if it is a crime to use another’s signal
without their permission or if network owners are vicariously liable for traffic sent over a
network. The recent arrest of a Florida man on charges of unauthorized wireless use will
possibly set a precedent for future cases (McCullagh, 2005). Recently, lawmakers in a
New York suburb proposed a law that would make it illegal for a business or home office
to operate unsecured wireless access points (Broache, 2005). Given these and other
potential legal problems, it then becomes critical for those who deploy wireless networks
to stay abreast of legal developments effecting the wireless environment.
“In order to maximize benefits from IT investments, organizations must
understand and manage their implementation processes” (Cooper et al., 1990). A
primary objective of this dissertation is to provide a more precise model to explain
critical factors in diffusion of WLANs and to explain how security concerns are balanced
with competing factors such as ease of use. Lack of knowledge and technical know how
can lead to barriers to diffusion of innovations (Attewell, 1992). Therefore, it is critical
to provide adequate training methods on the use of wireless technologies. This research
assists in identifying the characteristics of innovators. This knowledge allows for
decision makers to better address user training needs.

176
Recommendations
At some point an innovation, such as wireless networking, may provide a source
of differentiation or possibly even a source of competitive advantage. Organizations that
are late implementing new technologies run the risk of falling behind, while conversely,
operating on the bleeding edge of technology is not without its own risks (Fichman,
2000). However, the differentiation and competitive advantage that innovations may
initially provide diminish as more and more competitors adopt the innovation. For
example, where we once saw wireless capabilities emerge in established cyber cafes, now
they are becoming commonplace in food and beverage establishments including some
fast food restaurants such as McDonalds. It might be logical to conclude in the university
setting that wireless networks are rapidly becoming a standard. If this is true, universities
and other organizations that offer wireless access such as service stations, communities,
coffee shops, and hotels need to place more emphasis on wireless security.
A rogue access point is a functional but unauthorized access point installed in a
network. Considering the relative low cost of access points, the ease at which they can be
installed, and their small size, the threat of rogue access points can indeed be formidable.
Rogue access points can be problematic in that they can allow intruders unauthorized
access to the entire network (Sharma, 2004). Because rogue access points can be a large
source of concern, network managers need to be keenly aware of the possibility of rogue
access points on their networks and take corrective action when they are identified. This
is particularly true when business operations are conducted on the network and less so if
the wireless network is for customer convenience such as was presented in Schmidt et al.
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2004. With the enactment of Sarbanes-Oxley, corporate executives must personally sign
to guarantee the quality and integrity of the information within an information system
(Volonino, Gessner, & Kermis, 2004). This act has increased the potential for litigation
regarding information systems. If a computer criminal gains malicious access to an
organization’s network via a rouge wireless access point, executives run the risk of being
held personally liable for damages. Future protection mechanisms will need to rapidly
determine the existence of such points and mitigate their potential for being exploited.
Limitations
When done properly, research will advance knowledge for the benefit of the
scientific community (Dennis et al., 2001). Indeed, when research adheres to scientific
principles the outcome is likely to benefit several stakeholders including the academic
and practitioner communities. However, it is important to consider that all research is
inherently flawed in some form or another (Dennis et al., 2001). Realizing this
limitation, it is prudent to evaluate research on the dimensions of generalizability,
realism, and precision (McGrath, 1981).
An effective approach to address the flaws in each method is to use a combination
of methods to produce results that are generalizable, realistic, and precise. Simultaneous
use of multiple methodologies will generate fruitful research for IS scholars (Nunamaker
Jr. et al., 1990 / 1991). To that end, this research employed the case study and survey
methods to gain a greater level of understanding of perceptions of wireless networks and
their corresponding security concerns. In order to generalize the findings to the
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population as a whole, it may still be necessary to further test the research hypotheses
based on data from a truly random sample of the population.
When conducting survey research, it is wise to consider the situation and
circumstances regarding the data collection method. The survey instrument included five
pages on which respondents answered questions and an additional page which was used
as a consent form. Respondents were asked to provide answers to 17 demographic
questions, 31 questions that were considered independent variables, two questions that
were considered dependent variables, and six open ended questions. Based on the length
of the survey, it could be argued that fatigue may have been a factor for some
respondents. Additionally, for many respondents there was little or no vested interest in
providing the best, most well constructed answers to the questions. Taken together, these
factors regarding the data collection may be construed as a potential limitation of this, or
any, survey research.
Another possible criticism of this research involves the tradeoff between an all
inclusive model and a parsimonious model with which respondents will not experience
fatigue while completing the survey instrument. There are many factors that may exert
an impact on decision behavior under risk. Several of those items include risk
preferences, inertia, outcome history, problem framing, top management team
homogeneity, social influence, problem domain familiarity, and organizational control
systems (Sitkin et al., 1992).
While the interviews for the case study portion utilized IT professionals, the data
to test the research hypotheses were obtained from students. Pundits may criticize
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research conducted with a student sample. However, as Sitkin and Weingart (1995)
suggest, the use of students as research subjects is valid as long as researchers are
cognizant of the population to which they can generalize. Further, as D. Straub indicted,
students are not always useful research subjects, but they are very useful in research that
attempts to uncover how people think (personal communication, April 15, 2005). It
could easily be argued that students are the logical choice involving research of wireless
adoption and security as this group is more likely than the population at large to
understand and use wireless technologies. The reader is then left to determine whether or
not students are reasonable subjects for the research at hand.
Cronbach’s alpha is the most widely used measure of consistency within a scale
(Hair Jr. et al., 1998). A Cronbach’s alpha of .70 or higher is typically needed to consider
a scale as valid, while it has been suggested that in some cases, a Cronbach’s alpha of .60
is considered adequate (Garson, 2005; Hair Jr. et al., 1998). Four of the seven scales
used herein had Cronbach’s alphas of .85 or higher. However, the constructs of
Voluntariness, Visibility, and Trialability had Cronbach’s alphas of .688, .632, and .620
respectively. Given these relatively low numbers, it is possible that there are
measurement confounds present in this research.
In one study, there was evidence that measurement confounding did not
necessarily account for the association between two variables (Lemery, Essex, & Smider,
2002). Nevertheless, there may have been confounding between items in the instrument.
Other issues that might have affected the research are that some of the items loaded
differently than anticipated. For instance, the three items from the original constructs of
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Perceived Severity of Threat and the three items from Perceived Susceptibility to Threat
all loaded together.
Additionally, there are many factors that may have additional impact on student
perceptions, including a student’s previous experience, propensity to embrace new
technologies, and perhaps whether a student currently has a computer with wireless
capabilities. These constructs were reserved for future research in favor of developing a
questionnaire that will not evoke negative reactions.
Direction for Future Research
Innovation Diffusion Theory is adaptable for specific situations. Recently,
Chandra & Calderon (2005) proposed that additional issues such as privacy and trust play
a role in the decision to adopt biometrics thus effecting traditional adoption models. In a
similar fashion, a security construct was added to the well established PCI Model. The
research model can be refined in future research. One such refinement could be to
include an additional construct to measure the sensitivity of the task. A construct termed
“Sensitivity of Task” would take into consideration the users’ perception of what they
may have to lose if a security breach were to occur. The addition of this construct might
allow the model to be more flexible in regard to user propensity to adopt. For instance, a
user may choose to adopt a given technology for certain applications and not others. For
the topic at hand, perhaps users will use a wireless connection to surf the web but will
hesitate to use wireless if passwords are involved (e.g. checking email or conducting
online banking).
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While the factor analysis procedure was successful in legitimizing the synthesized
instrument; logistic regression procedures failed to identify significant relationships
between the dependent variable and the factors of Improvement Potential, Usage,
Susceptibility and Severity of Threat, Image, Voluntariness, Visibility, and Trialability.
Given that 89.4% of respondents indicating their willingness to use wireless in a security
sensitive paradigm, the logistic regression model is equivalent to a naïve model which
simply predicts everyone will use wireless.
Fortunately, multiple regression techniques using a scaled dependent variable
produced enough statistical evidence to conclude that the constructs of Susceptibility and
Severity of Threat, Improvement Potential, and Visibility were significant predictors of
users’ level of security concern for using wireless in sensitive transactions. Further
research should be conducted with technology that has a more even split between users
and non-users. With a more even split between users and non-users it is possible that
many of the aforementioned constructs will be significant in predicting diffusion of
wireless network technologies.
A social system can be thought of as a “collectivity of units which are
functionally differentiated and engaged in joint problem solving with respect to a
common goal” (Rogers et al., 1971, p. 28). Given the preceding definition, it is quite
logical to view a typical university as a social system. Given the nature of the university
social system, the adoption of WLANs on college campuses may experience a somewhat
compressed S-curve within the categories of innovators, early adopters, early majority,
and laggards. Although beyond the nature and scope of this dissertation, future research
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should address the rate at which wireless networks have diffused through various
universities. Network administrators commented on the rapid pace at which wireless
diffused on their campuses. If researchers could uncover precisely the reasons why, then
better pre-deployment planning could be employed by both academicians and
practitioners for subsequent technology deployments.
A logical assumption is that persons more aware of threats and security
inadequacy would be more likely to have the perception that security was unsatisfactory.
“Thus all other things being equal, we would expect that the greater awareness of
potential abuse would lead to more concern about security, and perceptions that the
environment was more unsatisfactory” (Goodhue et al., 1989, p. 120). The question of
whether persons with technical backgrounds perceive the level of threat to be more
important then comes to mind. A future study that focuses on IT professionals could be
undertaken to address this issue.
“All things being equal, we would expect persons in industries with a high degree
of security danger to be more concerned about security” (Goodhue et al., 1989, p. 120);
accordingly, one might expect that persons involved in such endeavors as banking and
finance may have a greater concern for security threats than would students in a
university setting. A survey involving employees in industries with high security danger
such as banking could be undertaken to determine if such professionals are more
concerned about security than college students.
After the interviews with IT professionals, it became evident that the use of the
initial, if not any, taxonomy of threats was problematic. Based on the seemingly clear
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distinction between malicious and act of God categories of threat. This characteristic
might fit better on the first level of the taxonomy rather than the third level as in the
original taxonomy. It may very well be that interviewees would have an easier task of
characterizing threats as malicious or an act of God to start the process. After the
question of intent was addressed, interviewees would then be asked to further categorize
the threats based on location in the case of malicious threats or in the case of act of God,
further characterize threats based on their source. Figure 5.1 presents the modified
taxonomy of threats. This taxonomy could be used in future interviews with IT
professionals.

Malicious

Internal

Act of God

External

Natural

Equipment

Human

Disaster

Failure

Error

Figure 5.1: Modified Taxonomy of Threats
Further research is needed in regard to Innovation Diffusion Theory (IDT) and
security risk factors for wireless networks. While the results of this study provide clear
evidence for the impact of security risk, they raise several questions in terms of
confirming or refuting IDT in this context. Specifically, Perceived Susceptibility and
Severity to Threat were found to be significant predictors while two of the six factors
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from IDT (Improvement Potential and Visibility) were found to be significant predictors.
Speculation may lead one to believe that a different frame of reference for the dependent
variable may have produced more conclusive results. However, even the best
prognosticative efforts will not provide the answer. To address these issues, future
research with the same independent variables and a modified dependent variable may
provide the answer.
Contributions
The results provide additional insight to academicians and practitioners alike.
Previous studies have developed instruments to address Innovation Diffusion, Perceived
Characteristics of Innovating, and Perceived Susceptibility and Severity to Threat. This
study attempted to synthesize constructs from the aforementioned studies. Factor
analysis revealed seven factors (Improvement Potential, Usage, Susceptibility and
Severity of Threat, Image, Voluntariness, Visibility, and Trialability) that can be
measured by 31 individual items. The resulting instrument is intended to provide
academicians a mechanism to measure diffusion at the individual level in light of security
factors. Practitioners can use the results in estimating how certain technologies will be
received and adopted in the marketplace.
Existing taxonomies of threat to information systems are widely accepted.
However, due to the paradigm of new threat emergence, such taxonomies are inadequate
for today’s security milieu. Another issue that makes many threat taxonomies
insufficient is the blended threat. Blended threats involve combining worms, viruses,
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Trojans, and other mechanisms to exploit vulnerabilities. Blended threats are particularly
troublesome with email (Forte, 2004). In the past it was possible to analyze threats and
efficiently place them in one of several categories. However, today that appears to be
increasingly difficult. As a result the taxonomy as depicted in figure 5.1 may provide a
more effective manner to characterize risk.
There appears to be a push for ubiquitous wireless access in today’s connectivity
milieu. Wireless access is assumed by its users to be like a utility. This is particularly
evident on college campuses, especially on campuses with laptop requirements such as
WSU. The vice president of technology at WSU typified that sense when he commented
that the wireless network on his campus is like water or electricity because, if it is not up
and running 24 hours a day seven days a week, users will demand that it be fixed
immediately. A network technician at WSU observed how fast users moved from a point
of being impressed by wireless access to feeling upset if they experience dead spots on
campus. He further observed that wireless was the fastest technology adoption by end
users that he has ever seen and once it was in place it was like it had always been there.
Perceptions of performance are frequently loosely tethered to actual performance
(Ehrlinger & Dunning, 2003). Almost all IT professionals rated their level of
preparedness to deal with threats posed to wireless security as higher than other similar
organizations. In fact, five out of the six IT professionals who provided answers to these
questions (seven IT professionals were interviewed, however, one person who was
interviewed early in the interview process was no longer employed by the institution
when the final series of questions were posed) indicated that they were better prepared in
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relation to their counterparts. The only IT professional who didn’t rate his level of
preparedness higher than others’ level of preparedness rated his organization at an eight
and placed the others’ level in a range from seven to nine.
On a ten point scale, IT professionals perceived their level of preparedness at an
average of 7.8 while perceiving their counterparts at an average of 5.4. The perception
that one is better prepared than his or her neighbors leads to a question of overconfidence.
If IT professionals are overconfident, there is a danger. Although none of the
professionals seemed to be overconfident or arrogant about their security plan, the fact
remains that everyone cannot be above average. Unfortunately, it might be that people
have an “average” level of protection but think their level of protection is above average.
These people are therefore potentially at risk of falling into complacency and thus their
networks are more vulnerable to attack. Given a tendency to self-overrate, it would then
be wise to seek an unbiased opinion from an outside consultant who can objectively
evaluate a firm’s security measures. This falls short of a call for complete outsourcing of
security management, but recognizes the importance of independent counsel.
In 1995, Eric Schmidt, Chief Technology Officer at Sun Microsystems reported
that almost all the customers he spoke with did not have a detailed security plan
(Wingfield, 1995). Perhaps in part due to recent high profile computer security events,
more organizations are taking computer security more seriously. In fact over 87% of
surveyed organizations conducted security audits in 2004 up from 82% in 2003
(Computer Security Institute, 2005). Unfortunately, computer security is a moving target
and poses a constant battle to those charged with providing it.
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Based on the findings uncovered during the interviews with the seven managers, a
strong opinion emerged that IT can never be perfectly secured in the university
environment. The security milieu is such that one network technician declared that the
only way to be 100% secure is to turn the device off and even then he wouldn’t make any
guarantees. Given the nature of the business world where billions of dollars trade hands
electronically every day, it is even less likely that it is possible to achieve total security.
Because system failure is inevitable, systems must be designed with a mechanism to
provide notification when a failure does occur (Campbell, 2006).
Once an existing security threat is addressed by security professionals, computer
criminals are eager to evolve and attack other vulnerabilities in the system (Campbell,
2006). The unfortunate consequence is that information system security professionals
need to protect their systems from all possible vulnerabilities while computer criminals
simply need only one vulnerability to exploit. Because of this asymmetrical nature of
information security, security professionals need to maintain a keen awareness of both
new and existing threats.
Conclusions
The multimethodological approach utilized in this dissertation, used both the
survey and case study techniques. There are findings unique to the survey portion,
unique to the case study portion, and findings which only present themselves when
results from the two above techniques are synthesized. Therefore, the conclusions are
summarized with survey, case, and survey synthesis in mind.
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To address the study goal of extending Moore and Benbasat’s (1991) PCI model
to include security constructs 481 useable surveys were analyzed in an effort to add the
constructs of perceived susceptibility to threat and perceived severity to threat. Two
previously validated instruments were synthesized and revised to create a new instrument
to test this model. The factor analysis procedure was successful in condensing 31 items
into seven factors.
Logistic regression analysis was utilized with the seven factors identified during
factor analysis. The dependent variable of wireless use was regressed on the
aforementioned seven factors. Unfortunately, the resulting model simply predicts that
everyone is a user of wireless. In doing so, the model achieves 89.4% accuracy. This is
likely due to the fact that of 481 respondents only 51 indicated that they would not use
wireless to check their account in the fictitious scenario. Future research should be
conducted in such a manner that allows a more equal split between users and non-users.
In doing so, there may prove to be more predictive power in the resulting model.
Because the seven constructs were not significant with this particular dependent
variable, it was not appropriate to determine if there were interaction effects between the
threat and other constructs. Future research will address the interaction between the
security construct and the other six constructs.
Fortunately, further data analysis and model construction with a second dependent
variable yielded significant results. This analysis led to the discovery that the constructs
of Susceptibility and Severity of Threat, Improvement Potential, and Visibility were
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significant predictors in the final model. These findings should provide a starting point
for future research in the area.
The case study method was utilized to extend the knowledge base regarding
security considerations of wireless network implementations in a university environment.
After a pilot case study, two additional case studies were conducted in an effort to
achieve this goal. In total, seven IT professionals were personally interviewed regarding
their perceptions of wireless data networks. Additionally, four of those seven IT
professionals as well as 26 IT professionals completed surveys concerning wireless
security.
Among the interesting findings is the fact that managers generally consider their
wireless networks to be relatively more secure than other wireless networks in similar
organizations. It is possible that this may lead to a sense of overconfidence on the part of
network managers and further lead to a sense of complacency and increased
vulnerability. To negate the effects of such a possibility, it is suggested that practitioners
seek a neutral observer’s assessment in an effort to decrease the vulnerability to threats in
their environment. Whether this assessment is accomplished by outsiders from
experienced security firms or insiders with an in-depth knowledge of the campus and its
network is another management issue, but it must be done when the wireless network
begins and then on a periodic basis as both technologies and attack methods change.
Even though network managers are keenly aware that there is a dearth of perfect security
in regard to information systems, the effort to approach perfection should not be
abandoned.
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Confounding the problems posed by wireless security is the nature of demand for
wireless services. Likely due to the convenience and portability offered by wireless
access, there appears to be a push for ubiquitous access to wireless. The availability of
wireless access is assumed by end-users. Users have made a rapid progression from a
point of being impressed by wireless access to a point of becoming upset when there are
difficulties obtaining access for a particular time and place. Organizations should
therefore provide mechanisms to quickly and easily report difficulties with wireless
access and once problems are reported, they should be addressed immediately. One way
in which this could be accomplished is by implementing a system whereby wireless
access points continuously communicate their operation status to other access points
within range. In that way, network managers could easily be notified if there were
technical difficulties with one or more access points.
The results from both the survey and case study were compared and synthesized
in an effort to determine differences and similarities between users’ perspectives and
managers’ perspectives regarding wireless network security. IT professionals appear to
absorb the brunt of security threats in the environment. Because IT professionals take
adequate precautions, they can provide an environment in which users feel relatively
secure using wireless technologies.
IT professionals were more likely to prefer a wired network whereas end-users
were more likely to prefer a wireless network. Qualitative data analysis suggests that IT
professionals prefer wired because of security concerns with wireless. Students on the
other hand appear to prefer wireless networks based on the convenience afforded by
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wireless. Although the dual nature of convenience and security has long existed, it must
be examined in light of these differences in user groups’ perceptions. In cases where
facts overshadow inaccurate perceptions, these discrepancies must be brought to the
surface and addressed.
Growth of wireless networks and the increasing demand from consumers for
ubiquitous information access will likely continue unabated for the foreseeable future.
As this trend continues, a new computing paradigm will likely evolve. Already, services
for high speed wireless access are beginning to take hold and entire communities are
adopting plans to develop mesh networks allowing wireless access over large geographic
areas. If users are to safely and securely operate in the new wireless milieu, much work
is needed in effort to develop both technical and procedural controls to ensure the
confidentiality, availability, integrity, and accountability of data and information within
that milieu.
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Script to be read to students:

We appreciate your participation. This study is completely anonymous. Your identity
will not be traced through your name, identification number, or any other mechanisms.
You can quit the survey at any point. Please answer the questions in the most accurate
manner possible. Completing the questions will take about 10 minutes.

Our Institutional Review Board (IRB) at Mississippi State University has reviewed and
approved this study under number 05-015. If you have any questions, you can reach Dr.
Kirk Arnett at (662) 325-1999, Mark Schmidt at (662) 325-3240 or IRB at (662) 3253994.

Federal guidelines require us to obtain your informed consent for participation in the
study. Completing the survey and handing it back to us will be considered your informed
consent and your voluntary agreement to participate.
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Part I: Please circle your answer for each question.
1.

What is your age? 18-20, 21-23, 24-26, 27-29, 30-32, >32

2.

What is your gender? Female / Male

3.

What is your major? Accounting, BIS, Econ, Finance, Management, Marketing
Other- please list __________________________

4.

What is your classification? Freshman, Sophomore, Junior, Senior, Graduate Student,
Unclassified, Other

5.

How many years have you used computers? 0-5, 6-10, 11-15, if greater than 15 please list
_______

6.

How many years have you used the wireless data network? Not at all, 1, 2, 3, 4, 5, if > than 5
please list _______

7.

How many BIS, CS, or computer related classes have you taken? 0, 1, 2, 3, 4, 5, 6, 7, if > than 7
please list ______

8.

Do you have a personal computer (desktop)?
If yes – does it have wireless capabilities?

9.

Do you have a personal computer (laptop)?
If yes – does it have wireless capabilities?

Yes / No
Yes / No
Yes / No
Yes / No

10. Do you have any other form of device with wireless data capabilities (PDA, cell phone etc.)? Yes /
No
11. Do you use online banking?
Yes /No
12. How many credit cards do you have? ______
13. How many bank accounts do you have? _____
14. Do you have a brokerage account(s)?
Yes / No If yes, is it online? Yes / No
15. Do you own a paper shredder?
Yes / No
16. During the average school week, approximately how many times do you connect to the wireless
network? 0-5, 6-10, 11-15, 16-20, 21-25, 26-30, > 31
17. During the average school week, approximately how many minutes long is your average
connection to the wireless network? 0-20, 21-40, 41-60, 61-80, 81-100, > 100
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Part II: For each item, please check the response that most accurately reflects your opinion using the
following scale:
Strongly
Disagree

1

Disagree

2

Somewhat
Disagree

Neutral

3

4

Somewhat
Agree

Agree

5

My professors do not require that I use the
wireless network.

6

Strongly
Agree

7

Although it might be helpful, using a wireless
network is certainly not compulsory in my work.

Strongly
Disagree
[1]
[2]

[3]

[4]

[5]

Strongly
Agree
[6] [7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network enables me to
accomplish tasks more quickly.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network improves the quality of
work I do.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network makes it easier to do my
job / school work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network enhances the
effectiveness of my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network gives me greater control
over my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network is compatible with all
aspects of my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I think that using a wireless network fits well with
the way I like to work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network fits into my work style.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

People in my organization who use a wireless
network have more prestige than those who do
not.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

People in my organization who use a wireless
network have a high profile.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network is a status symbol in my
organization.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

My interaction with a wireless network is clear
and understandable.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Neutral
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I believe that it is easy to get a wireless network
to do what I want it to do.
Overall, I believe that a wireless network is easy
to use.

Strongly
Disagree
[1]
[2]

[3]

[4]

[5]

Strongly
Agree
[6] [7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Learning to operate a wireless network is easy for
me.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I would have no difficulty telling others about the
results of using a wireless network.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe I could communicate to others the
consequences of using a wireless network.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

The results of using a wireless network are
apparent to me.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I would have difficulty explaining why using a
wireless network may or may not be beneficial.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

In my organization, one sees wireless networks
being used by many others.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Wireless network use is not very visible in my
organization.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I was permitted to use a wireless network on a
trail basis long enough to see what it could to.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that the security threat of using wireless
data technologies is severe.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that security threat of using wireless data
technologies is serious.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that security threat of using wireless data
technologies is significant.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Before deciding whether to use any wireless
network applications, I was able to properly try
them out.

Neutral

If I use the wireless network, I am at risk of
having my personal data fall into the wrong
hands.
If I use the wireless network, it is likely that I will
suffer negative consequences.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

If I use the wireless network, it is possible that I
will suffer negative consequences.

[1]

[2]

[3]

[4]

[5]

[6]

[7]
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Part III:
Please read the following scenario and answer the questions:
Congratulations! You have won one million dollars. After taxes you are left with $600,000 (of course
Uncle Sam gets some of your money – get used to it)! You have decided to invest your $600,000 in the
stock market. As you may know, the stock market can be very volatile. For example, recently Enron lost
over half its value in less than one day. If you own stock that goes down, you will lose money.
Obviously you want to maximize your wealth so you can retire early. To that end, you want to monitor
your stock investments with your online broker. You have access to a computer at your home (this
computer is connected to the Internet via a wired connection). However, much of the day you are away at
school and do not have access to a wired network (because the labs are closed for upgrades). Fortunately,
you have access to a wireless network while at school.
You are relatively sure that your username and password and hence your $600,000 investment is secure
when you log on to your account. However, as security issues have been raised about both networks, there
is a chance that computer criminals could intercept your personal information.
Your dilemma is then:
• You want to monitor your investment frequently throughout the day so you don’t miss out on the
opportunity to unload a stock whose price is dropping rapidly.
•

You have the opportunity to monitor your investment on the wireless network while you are at
school – but you may have concerns about the security of your information. The computer
criminals are not perfect – if you check your stocks once a day they are not likely to get your
personal information. But you may learn about events too late and lose money. But if you check
every 5 minutes the chances of having your information intercepted increases.

Please answer the following questions:
If you wanted to check your account frequently how many times a day would you use the convenient but
possibly risky wireless network?
____ Never
____ 1-5
____ 6-10
____ 11-15
____ 16-20
____ 21 or more
Please describe why you answered the way you did:
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On a scale from 1 to 10, how concerned would you be regarding security? (1 is low – 10 is high)
1 2 3 4 5 6 7 8 9 10

Please tell us anything else that you feel important about the use and security of wireless networks on your
college campus:

Please tell us anything else that you feel important about the use and security of wireless networks at your
residence:

Please tell us anything else that you feel important about the use and security of wireless networks in
business:

All factors considered, which do you prefer to use a (circle one) wired or wireless network?

Please describe why:

What (if any) steps do you take to reduce security threats while you are using the wireless network?

Are there activities that you would do on a wired network but would not do on a wireless network because
of security concerns? If yes, please describe.

Your answers to these questions are very important for our research on the security of wireless networks.
We appreciate your assistance!

APPENDIX B
STRUCTURED INTERVIEW QUESTIONS
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Name: ________________________ Title_____________________________
1. What is the nature of your position?
2. Do you think students adopt wireless technologies?
3. Why or why not?
4. What factors led to the decision to implement wireless technologies on the
campus?
5. What is the primary purpose of the wireless network on campus?
6. What are the advantages of the wireless network compared to the traditional
network technologies available on campus?
7. How easy to use is the wireless network for students?
8. Do you believe the use of the wireless network to be associated with a student’s
perception of image or status?
9. What are the issues regarding wireless network availability and compatibility?
10. What measures do you take to secure the wireless network?
11. Do you consider the wireless network secure?
12. Has anyone ever broken into the wireless network?
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13. What wireless standard do you use for your wireless network? 802.11B or G?
14. What security mechanisms are employed to defend the network?
15. Are there any other mechanisms that could be deployed?
16. What (if any) steps do you take to reduce security threats while you are using the
wireless network?
17. Do you feel that your organization is better prepared than other organizations to
handle security issues with wireless? Please explain.
18. Do you plan on taking any additional steps as a result of this meeting?
19. Is there anything else you like to share with me today?
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Please look at the following taxonomy (list) of risks. Considering the threat categories,
the given examples, and your own examples of threats, please characterize your wireless
network’s level of vulnerability to the each category. Which of these gives you the most
concern? Why?
I.

II.

Internal
a. Human
i. Deliberate
1. Unauthorized access by employees
2. Employees intentionally entering improper data
3. Intentional destruction of data by employees
4. Theft of hardware, software, data, or information
ii. Unintentional
1. Data entry error by employees
2. Accidental destruction of data by employees
3. Improper media handling
b. Nonhuman
i. Deliberate
ii. Unintentional
1. Weak / ineffective controls
2. Inadequate control over media
3. Poor control of input / output
External
a. Human
i. Deliberate
1. Hackers / crackers
2. Access to system by competitors
3. Social engineering
4. Dumpster diving
5. Cyber terrorism
6. Web site vandalism
7. Theft of hardware, software, data, or information
ii. Unintentional
b. Nonhuman
i. Deliberate
1. Viruses / worms / Trojan horses
2. Denial of service attacks
ii. Unintentional
1. Natural disasters (fires, earthquakes, hurricanes, tornados,
floods, storms, severe snow…)
2. Blackouts / brownouts
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Considering the preceding list of threats as well as your own list of threats, how well is
your organization prepared to deal with these threats?
Not prepared
1
2
3

4

5

6

7

8

Very prepared
9
10

Please elaborate:

Considering the preceding list of threats as well as your own list of threats, how well are
other organizations similar to yours prepared to deal with these threats?
Not prepared
1
2
3
Please elaborate:

4

5

6

7

8

Very prepared
9
10
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Part I: Please circle your answer for each question (answer as a decision maker).
1.

What is your age? 18-20, 21-23, 24-26, 27-29, 30-32, >32

2.

What is your gender? Female / Male

3.

What is your major? Accounting, BIS, Econ, Finance, Management, Marketing
Other- please list __________________________

4.

What is your classification? Freshman, Sophomore, Junior, Senior, Graduate Student,
Unclassified, Other

5.

How many years have you used computers? 0-5, 6-10, 11-15, if greater than 15 please list
_______

6.

How many years have you used the wireless data network? Not at all, 1, 2, 3, 4, 5, if > than 5
please list _______

7.

How many BIS, CS, or computer related classes have you taken? 0, 1, 2, 3, 4, 5, 6, 7, if > than 7
please list ______

8.

Do you have a personal computer (desktop)?
If yes – does it have wireless capabilities?

9.

Do you have a personal computer (laptop)?
If yes – does it have wireless capabilities?

Yes / No
Yes / No
Yes / No
Yes / No

10. Do you have any other form of device with wireless data capabilities (PDA, cell phone etc.)? Yes /
No
11. Do you use online banking?
Yes /No
12. How many credit cards do you have? ______
13. How many bank accounts do you have? _____
14. Do you have a brokerage account(s)?
Yes / No If yes, is it online? Yes / No
15. Do you own a paper shredder?
Yes / No
16. During the average school week, approximately how many times do you connect to the wireless
network? 0-5, 6-10, 11-15, 16-20, 21-25, 26-30, > 31
17. During the average school week, approximately how many minutes long is your average
connection to the wireless network? 0-20, 21-40, 41-60, 61-80, 81-100, > 100
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Part II: For each item, please check the response that most accurately reflects your opinion using the
following scale:
Strongly
Disagree

1

Disagree

2

Somewhat
Disagree

Neutral

3

4

Somewhat
Agree

Agree

5

My professors do not require that I use the
wireless network.

6

Strongly
Agree

7

Although it might be helpful, using a wireless
network is certainly not compulsory in my work.

Strongly
Disagree
[1]
[2]

[3]

[4]

[5]

Strongly
Agree
[6] [7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network enables me to
accomplish tasks more quickly.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network improves the quality of
work I do.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network makes it easier to do my
job / school work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network enhances the
effectiveness of my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network gives me greater control
over my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network is compatible with all
aspects of my work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I think that using a wireless network fits well with
the way I like to work.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network fits into my work style.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

People in my organization who use a wireless
network have more prestige than those who do
not.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

People in my organization who use a wireless
network have a high profile.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Using a wireless network is a status symbol in my
organization.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

My interaction with a wireless network is clear
and understandable.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Neutral
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I believe that it is easy to get a wireless network
to do what I want it to do.
Overall, I believe that a wireless network is easy
to use.

Strongly
Disagree
[1]
[2]

[3]

[4]

[5]

Strongly
Agree
[6] [7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Learning to operate a wireless network is easy for
me.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I would have no difficulty telling others about the
results of using a wireless network.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe I could communicate to others the
consequences of using a wireless network.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

The results of using a wireless network are
apparent to me.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I would have difficulty explaining why using a
wireless network may or may not be beneficial.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

In my organization, one sees wireless networks
being used by many others.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Wireless network use is not very visible in my
organization.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I was permitted to use a wireless network on a
trail basis long enough to see what it could to.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that the security threat of using wireless
data technologies is severe.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that security threat of using wireless data
technologies is serious.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

I believe that security threat of using wireless data
technologies is significant.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

Before deciding whether to use any wireless
network applications, I was able to properly try
them out.

Neutral

If I use the wireless network, I am at risk of
having my personal data fall into the wrong
hands.
If I use the wireless network, it is likely that I will
suffer negative consequences.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[1]

[2]

[3]

[4]

[5]

[6]

[7]

If I use the wireless network, it is possible that I
will suffer negative consequences.

[1]

[2]

[3]

[4]

[5]

[6]

[7]

223
Part III:
Please read the following scenario and answer the questions:
Congratulations! You have won one million dollars. After taxes you are left with $600,000 (of course
Uncle Sam gets some of your money – get used to it)! You have decided to invest your $600,000 in the
stock market. As you may know, the stock market can be very volatile. For example, recently Enron lost
over half its value in less than one day. If you own stock that goes down, you will lose money.
Obviously you want to maximize your wealth so you can retire early. To that end, you want to monitor
your stock investments with your online broker. You have access to a computer at your home (this
computer is connected to the Internet via a wired connection). However, much of the day you are away at
school and do not have access to a wired network (because the labs are closed for upgrades). Fortunately,
you have access to a wireless network while at school.
You are relatively sure that your username and password and hence your $600,000 investment is secure
when you log on to your account. However, as security issues have been raised about both networks, there
is a chance that computer criminals could intercept your personal information.
Your dilemma is then:
• You want to monitor your investment frequently throughout the day so you don’t miss out on the
opportunity to unload a stock whose price is dropping rapidly.
•

You have the opportunity to monitor your investment on the wireless network while you are at
school – but you may have concerns about the security of your information. The computer
criminals are not perfect – if you check your stocks once a day they are not likely to get your
personal information. But you may learn about events too late and lose money. But if you check
every 5 minutes the chances of having your information intercepted increases.

Please answer the following questions:
If you wanted to check your account frequently how many times a day would you use the convenient but
possibly risky wireless network?
____ Never
____ 1-5
____ 6-10
____ 11-15
____ 15-20
____ 21 or more
Please describe why you answered the way you did:
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On a scale from 1 to 10, how concerned would you be regarding security? (1 is low – 10 is high)
1 2 3 4 5 6 7 8 9 10
Please tell us anything else that you feel important about the use and security of wireless networks on your
college campus:

Please tell us anything else that you feel important about the use and security of wireless networks at your
residence:

Please tell us anything else that you feel important about the use and security of wireless networks in
business:

All factors considered, which do you prefer to use a (circle one) wired or wireless network?

Please describe why:

What (if any) steps do you take to reduce security threats while you are using the wireless network?

Are there activities that you would do on a wired network but would not do on a wireless network because
of security concerns? If yes, please describe.

Your answers to these questions are very important for our research on the security of wireless networks.
We appreciate your assistance!

APPENDIX C
THE ORIGINAL PCI AND THREAT ITEMS
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The following questions will be answered using the following Likert Scale:
Strongly
Disagree

Disagree

Somewhat
Disagree

Neutral

Somewhat
Agree

Agree

Strongly
Agree

* Questions preceded with an * reflect items recommended by Moore and Benbasat for
inclusion in the “short” scale. The final instrument will just include these 25 items
combined with the six items from Witte et al. for a total of 31 items.
Voluntariness
1. My professors expect me to use the wireless network.
2. My use of the wireless network is voluntary (as opposed to required by professors
or others).
3. My professors do not require that I use the wireless network.
4. Although it might be helpful, using a wireless network is certainly not
compulsory in my work.

Relative Advantage
1. Using a wireless network enables me to accomplish tasks more quickly.
2. Using a wireless network improves the quality of work I do.
3. Using a wireless network makes it easier to do my job / school work.
4. The disadvantages of me using a wireless network far outweigh the advantages.
5. Using a wireless network improves my school performance.
6. Overall, I find using a wireless network to be advantageous to my work.
7. Using a wireless network enhances the effectiveness of my work.
8. Using a wireless network gives me greater control over my work.
9. Using a wireless network increases my productivity.

227
Compatibility
1. Using a wireless network is compatible with all aspects of my work.
2. Using a wireless network is completely compatible with my current situation.
3. I think that using a wireless network fits well with the way I like to work.
4. Using a wireless network fits into my work style.

Image
1. Using a wireless network improves my image with the organization.
2. Because of my use of a wireless network, others in my organization see me as
more valuable.
3. People in my organization who use a wireless network have more prestige than
those who do not.
4. People in my organization who use a wireless network have a high profile.
5. Using a wireless network is a status symbol in my organization.

Ease of use
1. I believe that a wireless network is cumbersome to use.
2. It is easy for me to remember how to perform tasks using a wireless network.
3. My using a wireless network requires a lot of mental effort.
4. Using a wireless network is often frustrating.
5. My interaction with a wireless network is clear and understandable.
6. I believe that it is easy to get a wireless network to do what I want it to do.
7. Overall, I believe that a wireless network is easy to use.
8. Learning to operate a wireless network is easy for me.
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Result Demonstrability
1. I would have no difficulty telling others about the results of using a wireless
network.
2. I believe I could communicate to others the consequences of using a wireless
network.
3. The results of using a wireless network are apparent to me.
4. I would have difficulty explaining why using a wireless network may or may not
be beneficial.

Visibility
1. I have seen what others do using a wireless network.
2. In my organization, one sees wireless networks being used by many others.
3. I have seen a wireless network in use outside my organization.
4. Wireless network use is not very visible in my organization.
5. It is easy for me to observe others using wireless network in my firm.
6. I have had plenty of opportunity to see the wireless network being used.
7. I have not seen many others using a wireless network in my department.

Trialability
1. I’ve had a great deal of opportunity to try various wireless network applications.
2. I know where I can go to satisfactorily try out various uses of a wireless network.
3. A wireless network was available to me to adequately test run various
applications.
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4. Before deciding whether to use any wireless network applications, I was able to
properly try them out.
5. I was permitted to use a wireless network on a trail basis long enough to see what
it could to.
6. I am able to experiment with the wireless network as necessary.
7. I can have wireless network applications for long enough periods to try them out.
8. I did not have to expend very much effort to try out the wireless network.
9. I don’t really have adequate opportunities to try out different things on the
wireless network.
10. A proper on-the-job tryout of the various uses of the wireless network is not
possible.
11. There are enough people in my organization to help me try the various use of the
wireless network.

Note: the following two constructs will be measured by the full set of items.
Severity of Threat
1. I believe that the security threat of using wireless data technologies is severe.
2. I believe that security threat of using wireless data technologies is serious.
3. I believe that security threat of using wireless data technologies is significant.

Susceptibility to Threat
1. If I use the wireless network, I am at risk of having my personal data fall into the
wrong hands.
2. If I use the wireless network, it is likely that I will suffer negative consequences.
3. If I use the wireless network, it is possible that I will suffer negative
consequences.

APPENDIX D
CONSTRUCTS, ITEMS, AND CORRESPONDING
QUESTIONS
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Table D.1
Constructs, Items, and Corresponding Questions
Construct

Item

Question

Improvement Potential

Wquickly

Using a wireless network enables me to
accomplish tasks more quickly.

ImprovQual

Using a wireless network improves the
quality of work I do.

Ejob

Using a wireless network makes it easier
to do my job / school work.

Effective

Using a wireless network enhances the
effectiveness of my work.

Control

Using a wireless network gives me
greater control over my work.

Compatible

Using a wireless network is compatible
with all aspects of my work.

FitsWork

I think that using a wireless network fits
well with the way I like to work.

FitsStyle

Using a wireless network fits into my
work style.
My interaction with a wireless network is
clear and understandable.

Usage

Clear
EasyToGet

I believe that it is easy to get a wireless
network to do what I want it to do.

EasyToUse

Overall, I believe that a wireless network
is easy to use.

EasyOperate

Learning to operate a wireless network is
easy for me.
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Table D.1 continued
Construct

Item

Question

Usage

TellOthers

I would have no difficulty telling others
about the results of using a wireless
network.

CommConsequ

I believe I could communicate to others
the consequences of using a wireless
network.

ApparentResults

The results of using a wireless network
are apparent to me.

DiffExplainBene

I would have difficulty explaining why
using a wireless network may or may not
be beneficial.
I believe that the security threat of using
wireless data technologies is severe.

Susceptibility and
Severity of Threat

SecuritySevere
SecuritySerious

I believe that security threat of using
wireless data technologies is serious.

SecuritySignificant

I believe that the security threat of using
wireless data technologies is significant.

DataWrongHands

If I use the wireless network, I am at risk
of having my personal data fall into the
wrong hands.

NegConLikely

If I use the wireless network, it is likely
that I will suffer negative consequences.

NegConPoss

If I use the wireless network, it is
possible that I will suffer negative
consequences.
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Table D.1 continued
Construct

Item

Question

Image

Prestige

People in my organization who use a
wireless network have more prestige than
those who do not.

Profile

People in my organization who use a
wireless network have a high profile.

Status

Using a wireless network is a status
symbol in my organization.
My professors do not require that I use
the wireless network.

Voluntariness

Visibility

Trialability

ProfRequire
NotCompuls

Although it might be helpful, using a
wireless network is certainly not
compulsory in my work.

SeeOthers

In my organization, one sees wireless
networks being used by many others.

NotVisable

Wireless network use is not very visible
in my organization.
Before deciding whether to use any
wireless network applications, I was able
to properly try them out.

ProperlyTry

PermittedToUse

I was permitted to use a wireless network
on a trail basis long enough to see what it
could do.

