Abstract. We shall introduce the singular curvature function on cuspidal edges of surfaces, which is related to the Gauss-Bonnet formula and which characterizes the shape of cuspidal edges. Moreover, it is closely related to the behavior of the Gaussian curvature of a surface near cuspidal edges and swallowtails.
Introduction
Let M 2 be an oriented 2-manifold and f :
is called a singular point if f is not an immersion at p. A singular point is called a cuspidal edge or swallowtail if it is locally diffeomorphic to
at (u, v) = (0, 0), respectively. These two types of singular points characterize the generic singularities of wave fronts (cf. [AGV] ; for example, parallel surfaces of immersed surfaces in R 3 are fronts), and we have a useful criterion (Fact 1.5; cf. [KRSUY] ) for determining them. It is of interest to investigate these singularities from the viewpoint of differential geometry. In this paper, we shall distinguish two types of cuspidal edges as in Figure 1 . More precisely, we shall define the singular curvature function κ s along cuspidal edges. The left-hand figure in Figure 1 is positively curved and the right-hand figure is negatively curved (see Corollary 1.18). The definition of the singular curvature function does not depend on the orientation nor on the co-orientation of the front and is closely related to the following two Gauss-Bonnet formulas given by Langevin-Levitt-Rosenberg and Kossowski when M 2 is compact:
where deg(ν) is the degree of the Gauss map ν, #S + , #S − are the numbers of positive and negative swallowtails respectively (see Section 2), and M + (resp. M − )
Singular curvature
Let M 2 be an oriented 2-manifold and (N 3 , g) an oriented Riemannian 3-manifold. The unit cotangent bundle T * 1 N 3 has the canonical contact structure and can be identified with the unit tangent bundle T 1 N 3 . A smooth map f :
is called a front if there exists a unit vector field ν of N 3 along f such that L := (f, ν) : M 2 → T 1 N 3 is a Legendrian immersion (which is also called an isotropic immersion), that is, the pull-back of the canonical contact form of T 1 N 3 vanishes on M 2 . This condition is equivalent to the following orthogonality condition:
(1.1) g(f * X, ν) = 0 (X ∈ T M 2 ), where f * is the differential map of f . The vector field ν is called the unit normal vector of the front f . The first fundamental form ds 2 and the second fundamental form h of the front are defined in the same way as for surfaces:
where D is the Levi-Civita connection of (N 3 , g).
We denote by µ g the Riemannian volume element of (N 3 , g). Let f : M 2 → N 3 be a front and ν the unit normal vector of f , and set
called the signed area form, where (u, v) is a local coordinate system of M 2 and ι ν is the interior product with respect to ν ∈ T N 3 . Suppose now that (u, v) is compatible to the orientation of M 2 . Then the function
is called the (local) signed area density function. We also set (1.5) dA := |µ g (f u , f v , ν)| du ∧ dv = EG − F 2 du ∧ dv = |λ| du ∧ dv
which is independent of the choice of orientation-compatible coordinate system (u, v) and is called the (absolute) area form of f . Let M + (resp. M − ) be the open submanifolds where the ratio (dÂ)/(dA) is positive (resp. negative). If (u, v) is a coordinate system compatible to the orientation of M 2 , the point (u, v) belongs to M + (resp. M − ) if and only if λ(u, v) > 0 (λ(u, v) < 0), where λ is the signed area density function. Definition 1.1. Let f : M 2 → N 3 be a front. A point p ∈ M 2 is called a singular point if f is not an immersion at p. We call the set of singular points of f the singular set and denote by Σ f := {p ∈ M 2 | p is a singular point of f }. A singular point p ∈ Σ f is called non-degenerate if the derivative dλ of the signed area density function does not vanish at p. This condition does not depend on choice of coordinate systems.
It is well-known that a front can be considered locally as a projection of a Legendrian immersion L : U 2 → P (T * N 3 ), where U 2 is a domain in R 2 and P (T * N 3 ) is the projective cotangent bundle. The canonical contact structure of the unit cotangent bundle T * 1 N 3 is the pull-back of that of P (T * N 3 ). Since the contact structure on P (T * N 3 ) does not depend on the Riemannian metric, the definition of front does not depend on the choice of the Riemannian metric g and is invariant under diffeomorphisms of N 3 .
Definition 1.2. Let f : M 2 → N 3 be a front and T N 3 | M the restriction of the tangent bundle of N 3 to M 2 . The subbundle E of rank 2 on M 2 that is perpendicular to the unit normal vector field ν of f is called the limiting tangent bundle with respect to f .
There exists a canonical vector bundle homomorphism
The non-degenerateness in Definition 1.1 is also independent of the choice of g and can be described in terms of the limiting tangent bundle: Proposition 1.3. Let f : U → N 3 be a front defined on a domain U in R 2 and E the limiting tangent bundle. Let µ : (U ; u, v) → E * ∧E * be an arbitrary fixed nowhere vanishing section. Then a singular point p ∈ M 2 is non-degenerate if and only if the derivative dh of the function h := µ ψ(∂/∂u), ψ(∂/∂v) does not vanish at p.
Proof. Let µ 0 be the 2-form that is the restriction of the 2-form ι ν µ g to M 2 , where ι ν denotes the interior product and µ g is the volume element of g. Then µ 0 is a nowhere vanishing section on E * ∧ E * , and the local signed area density function λ is given by λ = µ 0 (ψ(∂/∂u), ψ(∂/∂v)).
On the other hand, let µ : (U ; u, v) → E * ∧ E * be an arbitrary fixed nowhere vanishing section. Then there exists a smooth function τ : U → R \ {0} such that µ = τ · µ 0 (namely h = τ λ) and
since λ(p) = 0 for each singular point p. Then dh vanishes if and only if dλ does as well.
Remark 1.4. A C ∞ -map f : U 2 → M 3 is called a frontal if it is a projection of isotropic map L : U 2 → T * 1 M 3 , that is, the pull-back of the canonical contact form of T 1 N 3 by L vanishes on M 2 . The definition of non-degenerate singular points and the above lemma do not use the properties that L is an immersion. So they hold for any frontals.
Let p ∈ M 2 be a non-degenerate singular point. Then by the implicit function theorem, the singular set near p consists of a regular curve in the domain of M 2 . This curve is called the singular curve at p. We denote the singular curve by
For each t ∈ (−ε, ε), there exists a 1-dimensional linear subspace of T γ(t) M 2 , called the null direction, which is the kernel of the differential map f * . A non-zero vector belonging to the null direction is called a null vector. One can choose a smooth vector field η(t) along γ(t) such that η(t) ∈ T γ(t) M 2 is a null vector for each t, which is called a null vector field. The tangential 1-dimensional vector space of the singular curve γ(t) is called the singular direction. Fact 1.5 (Criteria for cuspidal edges and swallowtails [KRSUY] ). Let p be a nondegenerate singular point of a front f , γ the singular curve passing through p, and η a null vector field along γ. Then (a) p = γ(t 0 ) is a cuspidal edge (that is, f is locally diffeomorphic to f C of (1) in the introduction) if and only if the null direction and the singular direction are transversal, that is, det γ ′ (t), η(t) does not vanish at t = t 0 , where det denotes the determinant of 2 × 2 matrices and where we identify the tangent space in
in the introduction) if and only if
For later computation, it is convenient to take a local coordinate system (u, v) centered at a given non-degenerate singular point p ∈ M 2 as follows:
• the coordinate system (u, v) is compatible with the orientation of M 2 , • the u-axis is the singular curve, and • there are no singular points other than the u-axis.
We call such a coordinate system (u, v) an adapted coordinate system with respect to p. In these coordinates, the signed area density function λ(u, v) vanishes on the u-axis. Since dλ = 0, λ v never vanishes on the u-axis. This implies that (1.6) the signed area density function λ changes sign on singular curves, that is, the singular curve belongs to the boundary of M + and M − . Now we suppose that a singular curve γ(t) on M 2 consists of cuspidal edges. Then we can choose the null vector fields η(t) such that γ ′ (t), η(t) is a positively oriented frame field along γ. We then define the singular curvature function along γ(t) as follows:
Here, we denote |γ
where D is the Levi-Civita connection and µ g the volume element of (N 3 , g). We take an adapted coordinate system (u, v) and write the null vector field η(t) as
where a(t) and e(t) are C ∞ -functions. Since (γ ′ , η) is a positive frame, we have e(t) > 0. Here, (1.10) λ u = 0 and λ v = 0 (on the u-axis)
hold, and then dλ η(t) = e(t)λ v . In particular, we have
So we have the following expression: in an adapted coordinate system (u, v),
where
Theorem 1.6 (Invariance of the singular curvature). The definition (1.7) of the singular curvature does not depend on the parameter t, nor the orientation of M 2 , nor the choice of ν, nor the orientation of the singular curve.
Proof. If the orientation of M 2 reverses, then λ and η both change sign. If ν is changed to −ν, so does λ. If γ changes orientation, both γ ′ and η change sign. In all cases, the sign of κ s is unchanged.
Remark 1.7. We have the following expression
Here, the vector product operation
, where * is the Hodge * -operator. If γ(t) is not a singular curve, n(t) is just the conormal vector of γ. We call n(t) the limiting conormal vector , and κ s (t) can be considered as the limiting geodesic curvature of (regular) curves with the singular curve on their right-hand sides. Proposition 1.8 (Intrinsic formula for the singular curvature). Let p be a point of a cuspidal edge of a front f , and (u, v) an adapted coordinate system at p such that ∂/∂v gives the null direction. Then the singular curvature is given by
, and where λ is the signed area density function with respect to (u, v).
Proof. Fix v > 0 and denote by γ(u) = (u, v) the u-curve. Then the unit vector
Hence, by Remark 1.7, the singular curve of the u-axis is
It is clear that all of λ, F and F u tend to zero as v → 0. Moreover, we have
as v → 0, and the right differential |λ| v is equal to |λ v | since λ(u, 0) = 0. By L'Hospital's rule, we have
which is the desired conclusion.
Example 1.9 (Cuspidal parabolas). Define a map f from R 2 to the Euclidean 3-space (R 3 , g 0 ) as
Then we have f u = (2au, 0, 1), f v = (2v, 2bv + 3v 2 , 0). This implies that the u-axis is the singular curve, and the v-direction is the null direction. The unit normal vector and the signed area density λ = µ g0 (f u , f v , ν) are given by (1.14) ν = 1 δ −3v − 2b, 2, 2au(3v + 2b) , λ = vδ, where δ = 4 + (1 + 4a 2 u 2 )(4b 2 + 12bv + 9v 2 ).
In particular, since dν(∂/∂v) = ν v = 0 on the u-axis, (f, ν) :
is an immersion, i.e. f is a front, and each point of the u-axis is a cuspidal edge. The singular curvature is given by
When a > 0 (resp. a < 0), that is, the singular curvature is positive (resp. negative), we shall call f a cuspidal elliptic (resp. hyperbolic) parabola since the figure looks like a elliptic (resp. hyperbolic) parabola, as seen in Figure 1 in the introduction.
Definition 1.10 (Peaks). A singular point p ∈ M 2 (which is not a cuspidal edge) is called a peak if there exists a coordinate neighborhood (U ; u, v) of p such that (1) there are no singular points other than cuspidal edges on U \ {p}, (2) the rank of the derivative f * :
at p is equal to 1, and (3) The singular set of U consists of finitely many regular C 1 -curves starting at p. The number 2m(p) of these curves is called the number of cuspidal edges starting at p.
If a peak is a non-degenerate singular point, it is called a non-degenerate peak.
Swallowtails are examples of non-degenerate peaks. A front which admits cuspidal edges and peaks is called a front which admits at most peaks. There are degenerate singular points which are not peaks. Typical examples are cone-like singularities which appear in rotationally symmetric surfaces in R 3 of positive constant Gaussian curvature. However, since generic fronts (in the local sense) have only cuspidal edges and swallowtails, the set of fronts which admits at most peaks covers a sufficiently wide class of fronts.
is the unit normal vector to f . The pull-back of the canonical metric of
Hence f is a front. The signed area density function is λ = (v 2 − 6u 2 ) 1 + 4u 2 (1 + u 2 v 2 ), and then the singular set is Σ f = {v = √ 6u} ∪ {v = − √ 6u}. In particular, dλ = 0 at (0, 0). The first fundamental form of f is expressed as ds 2 = dv 2 at the origin, which is of rank one. Hence the origin is a degenerate peak (see Figure 2) .
To analyze the behavior of the singular curvature near a peak, we prepare the following proposition. Proposition 1.12 (Boundedness of the singular curvature measure). Let f : M 2 → (N 3 , g) be a front with a peak p. Take γ : [0, ε) → M 2 a singular curve of f starting from the singular point p. Then γ(t) is a cuspidal edge for t > 0, and the singular curvature measure κ s ds is continuous on [0, ε), where ds is the arclength-measure. In particular, the limiting tangent vector lim
Proof. Let ds 2 be the first fundamental form of f . Since p is a peak, the rank ds 2 is 1 at p and then one of the eigenvalues is 0 and the other is not. Hence the eigenvalues of ds 2 are of multiplicity one on a neighborhood of p. Hence one can choose a local coordinate system (u, v) around p such that each coordinate curve is tangent to an eigendirection of ds 2 . In particular, we can choose (u, v) such that ∂/∂v is the null vector field on γ. In such a coordinate system, f v = 0 and D t f v = 0 hold on γ. Then the derivatives ofγ = f • γ arê
where γ(t) = u(t), v(t) . Hence
To analyze the behavior of the singular curvature near a non-degenerate peak, we give another expression of the singular curvature measure: Proposition 1.13. Let (u, v) be an adapted coordinate system of M 2 . Suppose that (u, v) = (0, 0) is a non-degenerate peak. Then the singular curvature measure has the expression
where ds is the arclength-measure and
In particular, the singular curvature measure is smooth along the singular curve.
Proof. We can take the null direction η(u) = a(u)(∂/∂u) + e(u)(∂/∂v) as in (1.9). Since the peak is not a cuspidal edge, η(0) must be proportional to ∂ u . In particular, we can multiply η(u) by a non-vanishing function and may assume that a(u) = 1. Then f u + e(u)f v = 0 and by differentiation we have f uu + e u f v + ef uv = 0, that is,
Substituting them into (1.12), we have (1.17) using the relation ds = |γ ′ |dt = |f u |dt. Corollary 1.14 (Behavior of the singular curvature near a non-degenerate peak). At a non-degenerate peak, the singular curvature diverges to −∞.
Proof. We take an adapted coordinate (u, v) centered at the peak. Then
On the other hand,
Since f u (0, 0) = 0 we have
Since e(u) → 0 as u → 0, we have the assertion.
Example 1.15 (The discriminant set of s 3 + zs 2 + ys + x). The typical example of peaks is a swallowtail. We shall compute the singular curvature of the swallowtail
the singular curve is γ(t) = (t, −6t 2 ) and the unit normal vector is given by ν = (1, −u, u 2 )/ √ 1 + u 2 + u 4 . We have
which shows the singular curvature tends to −∞ when t → 0.
is a null vector at each singular point. In fact,σ(t) = f σ(t) looks like the curve (virtually) transversal to the cuspidal edge, in spite ofσ ′ = 0, and D tσ ′ gives the "tangential" direction of the surface at the singular point. Theorem 1.17 (A geometric meaning for the singular curvature). Let p be a cuspidal edge, γ(t) a singular curve parametrized by the arclength t with γ(0) = p, and σ(s) a null curve passing through p = σ(0). Then the sign of
coincides with that of the singular curvature at p,
Proof. We can take an adapted coordinate system (u, v) around p such that η := ∂/∂v is a null vector field on the u-axis. Then f v = f * η vanishes on the u-axis, and it holds that
Since the u-axis is parametrized by the arclength, we have
is a null vector,u(0) = 0, where˙= d/ds. Moreover, since f v (0, 0) = 0 and f uv (0, 0) = 0, we havë
and by (1.18),
where we apply the scalar triple product formula
This proves the assertion.
In the case of fronts in the Euclidean 3-space R 3 = (R 3 , g 0 ), positively curved cuspidal edges and negatively curved cuspidal edges look like cuspidal elliptic parabola or hyperbolic parabola (see Example 1.9 and Figure 1 ), respectively. More precisely, we have the following: 
a cuspidal edge point and γ a singular curve with γ(0) = p. Let T be the rectifying plane of the singular curveγ = f • γ at p, that is, the plane perpendicular to the principal normal vector ofγ. When the singular curvature at p is positive (resp. negative), every null curve σ(s) passing through σ(0) = p lies on the same side D + (resp. the opposite side D − ) of the principal normal vector ofγ at p for sufficiently small s. Moreover, if the singular curvature is positive, the image of the neighborhood of p itself lies in D + (see Figures 1 and 3 ). Definition 1.19. The half-space in Corollary 1.18 bounded by the rectifying plane of the singular curve and in which the null curves lie is called the principal half-space at the cuspidal edge. The surface lies mostly in this half-space. When the singular curvature is positive, the surface is locally inside the principal half-space.
Proof of Corollary 1.18. Let (u, v) be the same coordinate system at p as in the proof of Proposition 1.17 and assume f (0, 0) = 0. Since N 3 = R 3 , with f uu = ∂ 2 f /∂u 2 etc., we have the following Taylor expansion:
Here, u is the arclength parameter ofγ(u) = f (u, 0). Then g 0 (f u , f uu ) = 0 holds on the u-axis. Thus
If the singular curvature is positive, Theorem 1.17 implies g 0 f (u, v), f uu (0, 0) > 0 on a neighborhood of p. Since f uu (0, 0) is the principal curvature vector ofγ at p, f (u, v) lies in the same side of T as the principal normal. Next we suppose that the singular curvature is negative at p. We can choose a coordinate system in which the null curve is written as σ(v) = (0, v). Then by (1.19) and Theorem 1.17,
for sufficiently small v. Hence we have the conclusion.
Example 1.20 (Fronts with Chebyshev net). A front f : M 2 → R 3 is said to be of constant Gaussian curvature −1 if the set W = M 2 \ Σ f of regular points are dense in M 2 and f has constant Gaussian curvature −1 on W . Then f is a projection of the Legendrian immersion L f : M 2 → T 1 R 3 , and the pull-back dσ 2 = |df | 2 + |dν| 2 of the Sasakian metric on T 1 R 3 by L f is flat. Thus for each p ∈ M 2 , there exists a coordinate neighborhood (U ; u, v) such that dσ 2 = 2(du 2 + dv 2 ). The two different families of asymptotic curves on W are all geodesics of dσ 2 , giving two foliations of W . Moreover, they are mutually orthogonal with respect to dσ 2 . Then one can choose the u-curves and v-curves to all be asymptotic curves on W ∩ U . For such a coordinate system (u, v), the first and second fundamental forms are
where θ = θ(u, v) is the angle between the two asymptotic curves. The coordinate system (u, v) as in ( 1.20) is called the asymptotic Chebyshev net around p. The sine-Gordon equation θ uv = sin θ is the integrability condition of (1.20), that is, if θ satisfies the sine-Gordon equation, then there exists a corresponding front f = f (u, v).
For such a front, we can choose the unit normal vector ν such that f u ×f v = sin θ ν holds, that is, λ = sin θ. The singular sets are characterized by θ ∈ πZ. We write ε = e πiθ = ±1 at a singular point. A given singular point is non-degenerate if and only if dθ = 0. Moreover, the cuspidal edges are characterized by θ u − εθ v = 0, and the swallowtails are characterized by θ u + εθ v = 0, θ u − εθ v = 0 and θ uu + θ vv = 0. By a straightforward calculation applying Proposition 1.8, we have
Recently Ishikawa-Machida [IM] showed that the generic singularities of such fronts are cuspidal edges or swallowtails, as an application of Fact 1.5.
The Gauss-Bonnet theorem
In this section, we shall generalize the two types of Gauss-Bonnet formulas mentioned in the introduction to compact fronts which admit at most peaks.
) be a front, and K the Gaussian curvature of f which is defined on the set of regular points of f . Then K dÂ can be continuously extended as a globally defined 2-form on M 2 , where dÂ is the signed area form as in (1.3).
Proof. Let (u, v) be a local coordinate system compatible to the orientation of M 2 , and S = (S i j ) the (matrix representation of) the shape operator of f which is defined on the set of regular points M 2 \ Σ f . That is, the Weingarten equation holds:
where λ is the signed area density. Thus,
is a well-defined smooth 2-form on M 2 . By the Gauss equation, the Gaussian curvature K satisfies (2.1)
where c N 3 is the sectional curvature of (N 3 , g) with respect to the tangent plane.
is the orthogonal complement of the normal vector ν(p) ⊥ , the tangent plane is well-defined on all of M 2 . Thus c N 3 is a smooth function, and
is a smooth 2-form defined on M 2 . Remark 2.2. On the other hand,
is bounded, and extends continuously to the closure of M + and also to the closure of M − . (However, K dA cannot be extended continuously to all of M 2 .)
Now we suppose that M 2 is compact and f : M 2 → R 3 is a front which admits at most peak singularities. Then the singular set coincides with ∂M + = ∂M − , and ∂M + and ∂M − are piecewise C 1 -differentiable because all singularities are at most peaks, and the limiting tangent vector of each singular curve starting at a peak exists by Proposition 1.12.
For a given peak p, let α + (p) (resp. α − (p)) be the sum of all the interior angles
Moreover, since the rank of f * is one at p, we have (see [SUY] )
, p is called a positive swallowtail , and is called a negative swallowtail if α − (p) = 2π (see Figure 4) . Since K dA, K dÂ and κ s ds are all bounded, we get two Gauss-Bonnet formulas as follows:
Theorem 2.3 (Gauss-Bonnet formulas for compact fronts). Let M 2 be a compact oriented 2-manifold and f : M 2 → (N 3 , g) a front which admits at most peak singularities, and Σ f the singular set of f . Then
hold, where ds is the arclength measure on the singular set.
Remark 2.4. The integral M 2 K dÂ is 2π times the Euler number χ E of the limiting tangent bundle E (see (6.3) in Section 6). When N 3 = R 3 , χ E /2 is equal to the degree of the Gauss map.
Remark 2.5. These formulas are generalizations of the two Gauss-Bonnet formulas in the introduction. If the surface is regular, the limiting tangent bundle E coincides with the tangent bundle, and the two Gauss-Bonnet formulas are the same.
Proof of Theorem 2.3. Although ∂M + and ∂M − are the same set, their orientations are opposite. The singular curvature κ s does not depend on the orientation of the singular curve and coincides with the limit of the geodesic curvature if we take the conormal vector in the positive direction with respect to the velocity vector of the singular curve. Thus we have (2.6)
Then by the classical Gauss-Bonnet theorem, we have
where 2m(p) is the number of cuspidal edges starting at p (see Definition 1.10). Hence by (2.6),
where we used (2.2) and
We shall now define the completeness of fronts and give Gauss-Bonnet formulas for non-compact fronts: As defined in [KUY2] , a front f : M 2 → N 3 is called complete if the singular set is compact and there exists a symmetric tensor T with compact support such that ds 2 + T gives a complete Riemannian metric on M 2 , where ds 2 is the first fundamental form of f . On the other hand, as defined in [KRSUY] , a front f : M 2 → N 3 is called weakly complete if the pull-back of the Sasakian metric of T 1 N 3 by the Legendrian lift L f : M 2 → T 1 N 3 is complete. Completeness implies weak completeness.
Let f : M 2 → N 3 be a complete front with finite absolute total curvature. Then there exists a compact 2-manifold M 2 without boundary and finitely many points
We call the p i 's the ends of the front f . According to Theorem A of Shiohama [S] , we define the limiting area growth order
where E i is the punctured neighborhood of
Theorem 2.6 (Gauss-Bonnet formulas for complete fronts). Let f : M 2 → (N 3 , g) be a complete front with finite absolute total curvature, which has at most peak singularities, and write
hold, where ε(p i ) = 1 (resp. ε(
If we set ν := (tanh x cos y, tanh x sin y, sech x), then ν is the unit normal vector and f is a front whose singular set {x = 0} consists of cuspidal edges. The Gaussian curvature of f is −1, and the coordinate system (u, v) defined as x = u−v, y = u+v is the asymptotic Chebyshev net (see Example 1.20) with θ = 4 arctan exp(u − v). Since f (x, y + 2π) = f (x, y), f induces a smooth map f 1 from the cylinder M 2 = R 2 /{(0, 2πm) ; m ∈ Z} into R 3 . The front f 1 : M 2 → R 3 has two ends p 1 , p 2 with growth order a(p j ) = 0. Hence by Theorem 2.6, we have
In fact, the singular curvature is positive.
Example 2.8 (Kuen's surface). The smooth map f : R 2 → R 3 defined as f (x, y) = 1 1 + 2(1 + 2y 2 )e 2x + e 4x   4e
x (1 + e 2x )(cos y + y sin y) 4e
x (1 + e 2x )(sin y + y cos y) 2 + 2x(1 + 2y
2 )e 2x
is called Kuen's surface, which is considered as a weakly complete front with the unit normal vector
2 )e 2x + e 4x ) sin y 8e 2x y sin y + (1 + 2(1 − 2y 2 )e 2x + e 4x ) cos y 4e
and has Gaussian curvature −1. The coordinate system (u, v) such that x = u − v and y = u + v is the asymptotic Chebyshev net with θ = −4 arctan 2ye x /(1 + e 2x ) . Since the singular set Σ f = {y = 0} ∩ {y = ± cosh x} is non-compact, f is not complete.
Example 2.9 (Cones). Define f : R 2 \ {(0, 0)} → R 3 as f (x, y) = (log r cos θ, log r sin θ, a log r) (x, y) = (r cos θ, r sin θ),
where a = 0 is a constant. Then f is a front with ν = (a cos t, a sin t, −1)/ √ 1 + a 2 . The singular set is Σ f = {r = 1}, which corresponds to the single point (0, 0, 0) ∈ R 3 . That is, all points in Σ f are degenerate singular points. The image of the singular points is a cone of angle µ = 2π/ √ 1 + a 2 and the area growth order of the two ends are 1/ √ 1 + a 2 . Theorem 2.6 cannot be applied to this example because the singularities degenerate. However, this example suggests that it might be natural to define the "singular curvature measure" at a cone-like singularity as the cone angle.
Behavior of the Gaussian curvature
Firstly, we shall prove the following assertion, which says that the shape of singular points is very restricted when the Gaussian curvature is bounded.
) be a front, p ∈ M 2 a singular point, and γ(t) a singular curve consisting of non-degenerate singular points with γ(0) = p defined on an open interval I ⊂ R. Then the Gaussian curvature K is bounded on a sufficiently small neighborhood of γ(I) if and only if the second fundamental form vanishes on γ(I).
Moreover, if the extrinsic curvature K ext (i.e. the product of the principal curvatures) is non-negative on U \ γ(I) for a neighborhood of U of p, then the singular curvature is non-positive. Furthermore, if K ext is bounded below by a positive constant on U \ γ(I) then the singular curvature at p takes a strictly negative value.
In particular, when (N 3 , g) = (R 3 , g 0 ), the singular curvature is non-positive if the Gaussian curvature K is non-negative near the singular set.
Proof of the first part of Theorem 3.1. We shall now prove the first part of the theorem. Take an adapted coordinate system (u, v) such that the singular point p corresponds to (0, 0), and write the second fundamental form of f as
Since f u and f v are linearly dependent on the u-axis, LN − (M ) 2 vanishes on the uaxis as well as the area density function λ (u, v) . Then by the Malgrange preparation theorem (see [GG, page 91] ), there exist smooth functions ϕ(u, v), ψ(u, v) such that
Since (1.10), λ v = 0 holds. Hence ϕ(u, v) = 0 on a neighborhood of the origin. Firstly, we consider the case p is a cuspidal edge point. Then we can choose (u, v) so that ∂/∂v gives the null direction. Since f v = 0 holds on the u-axis, we have M = N = 0. By (2.1) and (3.2), we have vϕ(u, v) 2 ). Thus the Gaussian curvature is bounded if and only if
holds on the u-axis. To prove the assertion, it is sufficient to show that N v (0, 0) = 0.
Here, we have
Thus ν v = 0 if and only if g(ν v , f vv ) = 0. On the other hand, ν v (0, 0) = 0 holds, since f is a front and f v = 0. Thus we have
Hence the first part of Theorem 3.1 is proved for cuspidal edges.
Next we consider the case that p is not a cuspidal edge point. Under the same notation as in the previous case, f u (0, 0) = 0 holds because p is not a cuspidal edge. Then we have M (0, 0) = L(0, 0) = 0, and thus the Gaussian curvature is bounded if and only if
holds on the u-axis. Thus, to prove the assertion, it is sufficient to show that
On the other hand, ν u (0, 0) = 0, because f is a front and f u (0, 0) = 0.
Hence the first part of the theorem is proved.
Before proving the second part of Theorem 3.1, we prepare the following lemma:
Lemma 3.2 (Existence of special adapted coordinates along cuspidal edges). Let p be a cuspidal edge of a front f : M 2 → (N 3 , g). Then there exists an adapted coordinate system (u, v) satisfying the following properties:
(1) g(f u , f u ) = 1 on the u-axis, (2) f v vanishes on the u-axis, (3) λ v = 1 holds on the u-axis, (4) g(f vv , f u ) vanishes on the u-axis, and (5) {f u , f vv , ν} is a positively oriented orthonormal basis along the u-axis.
We shall call such a coordinate system (u, v) a special adapted coordinate system.
Proof of Lemma 3.2. One can easily take an adapted coordinate system (u, v) at p satisfying (1) and (2). Since λ v = 0 on the u-axis, we can choose (u, v) as λ v > 0 on the u-axis. In this case, r := √ λ v is a smooth function on a neighborhood of p. Now we set u 1 = u, v 1 = λ v (u, 0) v. Then the Jacobian matrix is given by
, where r(u) := λ v (u, 0).
Thus we have
. This implies that f u1 = f u and f v1 = 0 on the u-axis. Thus the new coordinates (u 1 , v 1 ) satisfy (1) and (2). The signed area density function with respect to (u 1 , v 1 ) is given by λ 1 := µ g (f u1 , f v1 , ν). Since f v1 = 0 on the u-axis, we have
On the other hand, we have (3.6)
on the u 1 -axis. By (3.5) and (3.6), we have (λ 1 ) v1 = λ v /λ v = 1 and have shown that (u 1 , v 1 ) satisfies (1), (2) and (3). Next, we set
, where s(u 1 ) is a smooth function in u 1 . Then we have
Thus the new coordinates (u 2 , v 2 ) satisfy (1) and (2). On the other hand, the area density function λ 2 := µ g (f u2 , f v2 , ν) satisfies
We have on the u 2 -axis that f u2 = f u1 and
(3.8)
Thus one can easily check that (λ 2 ) v2 = 1 on the u-axis. By (3.8), we have g(f u2 , D v2 f v2 ) = −2s + g(f u1 , D v1 f v1 ). Hence, if we set
then the coordinate (u 2 , v 2 ) satisfies (1), (2), (3) and (4). Since g (f v2 ) v2 , ν = −g(f v2 , ν v2 ) = 0, f v2v2 (u 2 , 0) is perpendicular to both ν and f u2 . Moreover, we have on the u 2 -axis
and can conclude that D v2 f v2 is a unit vector. Thus (u 2 , v 2 ) satisfies (5).
Using the existence of the special adapted coordinate system, we shall show the second part of the theorem.
Proof of the second part of Theorem 3.1. We suppose K ≥ c N 3 , where c N 3 is the sectional curvature of (N 3 , g) with respect to the tangent plane. Then by (2.1),
If a given non-degenerate singular point p is not a cuspidal edge, the singular curvature is negative by Corollary 1.14. Hence it is sufficient to consider the case that p is a cuspidal edge. So we may take a special adapted coordinate system as in Lemma 3.2. We take smooth functions ϕ and ψ as in (3.2).
Since K is bounded, ψ(u, 0) = 0 holds, as seen in the proof of the first part. By the Malgrange preparation theorem again, we may put LN − M 2 = v 2 ψ 1 (u, v), and have the expression
Here, {f u , f vv , ν} is an orthonormal basis, and g(f uu , f u ) = 0 and L = g(f vv , ν) = 0 on the u-axis. Hence
Similarly, since 2g(ν v , ν) = g(ν, ν) v = 0 and g(ν v , f u ) = −M = 0, we have
Since λ v = 1 > 0 and |f u | = 1, the singular curvature is given by
On the other hand, we have on the u-axis that
where R is the Riemannian curvature tensor of (N 3 , g). Thus,
holds. Since we have on the u-axis that
(3.10) and (3.9) imply that
If K ext ≥ δ > 0, (3.9) becomes 0 < L v N v , and we have κ s < 0.
Remark 3.3. Let f : M 2 → R 3 be a compact front with positive Gaussian curvature. For example, parallel surfaces of compact immersed constant mean curvature surfaces (e.g. Wente tori) give such examples. In this case, we have the following opposite of the Cohn-Vossen inequality by Theorem 2.3:
On the other hand, the total curvature of a compact 2-dimensional Alexandrov space is bounded from above by 2πχ(M 2 ) (see Machigashira [Mac] ). This implies that a front with positive curvature cannot be a limit of Riemannian 2-manifolds with Gaussian curvature bounded below by a constant. We can give another explanation of this phenomenon as follows: Since K > 0, we have κ s < 0 and the shape of the surfaces looks like cuspidal hyperbolic parabola. So if the front is a limit of the sequence of immersions f n , the curvature of f n must converge to −∞.
Example 3.4 (Fronts of constant positive Gaussian curvature). Let f 0 : M 2 → R 3 be an immersion of constant mean curvature 1 and ν the unit normal vector of f 0 . Then the parallel surface f := f 0 − ν gives a front of constant Gaussian curvature 1. If we take isothermal principal curvature coordinates (u, v) on M 2 with respect to f 0 , the first and second fundamental forms of f are given by
where z = u + iv and θ is a real-valued function in (u, v), which is called the complex Chebyshev net. The sinh-Gordon equation θ uu + θ vv + 4 sinh θ = 0 is the integrability condition. In this case, the singular curve is characterized by θ = 0, and the condition for non-degenerate singular points is given by dθ = 0. Moreover, the cuspidal edges are characterized by θ v = 0, and the swallowtails are characterized by θ u = 0, θ v = 0 and θ vv = 0. The singular curvature on cuspidal edges is given by
The negativity of κ s has been shown in Theorem 3.1. Like the case of fronts of constant negative curvature, Ishikawa-Machida [IM] also showed that the generic singularities of fronts of constant positive Gaussian curvature are cuspidal edges or swallowtails.
Here we should like to remark on the behavior of mean curvature function near the non-degenerate singular points.
Corollary 3.5. Let f : M 2 → (N 3 , g) be a front and p ∈ M 2 a non-degenerate singular point. Then the mean curvature function of f is unbounded near p.
Proof. The mean curvature function H is given by
We may assume that u-axis is a singular curve. By applying L'Hospital's rule, we have lim
Firstly, we consider the case (0, 0) is a cuspidal edge. Then by the proof of the first part of Theorem 3.1, we have
Since λ(0, 0) = 0 and N v (0, 0) = 0 as shown in the proof of Theorem 3.1, H diverges. Next, we consider the case that (0, 0) is not a cuspidal edge. When p is not a cuspidal edge, by the proof of the first part of Theorem 3.1, we then have
Thus lim Generic behavior of the curvature near cuspidal edges. As an application of Theorem 3.1, we shall investigate the generic behavior of the Gaussian curvature near cuspidal edges and swallowtails in (R 3 , g 0 ). We call a given cuspidal edge p ∈ M 2 generic if the second fundamental form does not vanish at p. Theorem 3.1 implies that fronts with bounded Gaussian curvature have only non-generic cuspidal edges. In the proof of the theorem for cuspidal edges, L = 0 if and only if f uu is perpendicular to both ν and f u , which implies that the osculating plane of the singular curve coincides with the limiting tangent plane, and we get the following:
Corollary 3.6. Let f : M 2 → R 3 be a front. Then a cuspidal edge p ∈ M 2 is generic if and only if the osculating plane of the singular curve does not coincide with the limiting tangent plane at p. Moreover, the Gaussian curvature is unbounded and changes sign between the two sides of a generic cuspidal edge.
Proof. By (2.1) and (3.2), K = ψ/ vϕ 2 , where ψ(0, 0) = 0 if (0, 0) is generic. Hence K is unbounded and changes sign between the two sides along the generic cuspidal edge.
We shall now determine which side has positive Gaussian curvature: Let γ be a singular curve of f consisting of cuspidal edge points, and letγ = f • γ. Define (3.11)
on the singular curve, which is independent of the choice of parameter t. We call it the limiting normal curvature of the cuspidal edge γ(t). Then one can easily check that p is a generic cuspidal edge if and only if κ ν (p) does not vanish. Let Ω(ν) (resp. Ω(−ν)) be the half-space bounded by the limiting tangent plane such that ν (resp. −ν) points into Ω(ν) (resp. Ω(−ν)). Then the singular curve lies in Ω(ν) if κ ν (p) > 0 and lies in Ω(−ν) if κ ν (p) < 0. We call Ω(ν) (resp. Ω(−ν)) the half-space containing the singular curve at the cuspidal edge point p. This half-space is in general different from the principal half-space (see Definition 1.19 and Figure 5 ).
We set sgn 0 (ν) := sgn(κ ν ) = 1 (if Ω(ν) is the half-space containing the singular curve) −1 (if Ω(−ν) is the half-space containing the singular curve).
On the other hand, one can choose the outward normal vector ν 0 near a given cuspidal edge p as in the middle figure of Figure 5 . Let ∆ be a sufficiently small domain consisting of regular points sufficiently close to p that lies only to one side of the cuspidal edge. For a given unit normal vector ν of the front, we define its sign sgn ∆ (ν) by sgn ∆ (ν) = 1 (resp. sgn ∆ (ν) = −1) if ν coincides with the outward normal ν 0 on ∆. The following assertion holds:
Theorem 3.7. Let f : M 2 → (R 3 , g 0 ) be a front, p a cuspidal edge and ∆ a sufficiently small domain consisting of regular points sufficiently close to p that lies only to one side of the cuspidal edge. Then sgn ∆ (ν) coincides with the sign of the function g 0 (σ ′′ ,ν ′ ) at p, namely
where σ(s) is an arbitrarily fixed null curve starting at p and moving into ∆, and σ(s) = f (σ(s)) andν = ν(σ(s)). Moreover, if p is a generic cuspidal edge, then
coincides with the sign of the Gaussian curvature on ∆.
Proof. We take a special adapted coordinate system (u, v) as in Lemma 3.2 at the cuspidal edge. The vector τ 0 := −f vv = f u × ν lies in the limiting tangent plane and points in the opposite direction of the image of the null curve (see Figure 5 , right side).
Without loss of generality, we may assume that ∆ = {v > 0}. The unit normal ν is the outward normal on ∆ if and only if g 0 (ν v , τ 0 ) > 0, namely
Thus we have sgn {v>0} (ν) = sgn(N v ), which proves (3.12). Since p is generic, we have κ ν (p) = 0 and κ ν (p) = L holds. On the other hand, the sign of K on v > 0 is equal to the sign of
which proves the assertion.
Example 3.8. Consider again the cuspidal parabola f (u, v) as in Example 1.9. Then (u, v) gives an adapted coordinate system so that ∂/∂v gives a null direction, and we have
The cuspidal edges are generic if and only if ab = 0. In this case, let ∆ be a domain in the upper half-plane {(u, v) ; v > 0}. Then the unit normal vector (1.14) is the outward normal to the cuspidal edge, that is, sgn ∆ (ν) = +1. The limiting normal curvature as in (3.11) is computed as κ ν = −ab/(2|a| 2 1 + b 2 (1 + 4a 2 u 2 )), and hence sgn 0 (ν) = − sgn(ab). Then sgn(K) = − sgn(ab) holds on the upper half-plane. In fact, the Gaussian curvature is computed as
.
On the other hand, the Gaussian curvature is bounded if b = 0. Moreover, the Gaussian curvature is positive if a < 0. In this case the singular curvature is negative when a < 0, as stated in Theorem 3.1.
Generic behavior of the curvature near swallowtails. We call a given swallowtail p ∈ M 2 of a front f : M 2 → (R 3 , g 0 ) generic if the second fundamental form does not vanish at p.
Proposition 3.9. Let f : M 2 → (R 3 , g 0 ) be a front and p a generic swallowtail Then we can take a half-space H ⊂ R 3 bounded by the limiting tangent plane such that any null curve at p lies in H near p (see Figure 6 ). the swallowtail f + the swallowtail f − The half-space containing the singular curve is the closer side of the limiting tangent plane for the left-hand figure, and the farther side for the right-hand figure. Figure 6 . The half-space containing the singular curve for generic swallowtails (Example 3.12).
We shall call H the half-space containing the singular curve at the generic swallowtail. At the end of this section, we shall see that the singular curve is in fact contained in this half-space for a neighborhood of the swallowtail (see Figure 6 and Corollary 3.13). For a given unit normal vector ν of the front, we define the sign sgn 0 (ν) of it by sgn 0 (ν) = 1 (resp. sgn 0 (ν) = −1) if ν points (resp. does not point) into the half-space containing the singular curve.
Proof of Proposition 3.9. Take an adapted coordinate system (u, v) and assume f (0, 0) = 0 by translating in R 3 if necessary. Write the second fundamental form as in (3.1). Since f u (0, 0) = 0, we have L(0, 0) = M (0, 0) = 0, and we have the following Taylor expansion:
Thus the assertion holds. Moreover we have (3.13) sgn(N ) = sgn 0 (ν).
Corollary 3.10. Let σ(s) be an arbitrary curve starting at the swallowtail such that σ ′ (0) is transversal to the singular direction. Then
We let ∆ be a sufficiently small domain consisting of regular points sufficiently close to a swallowtail p. The domain ∆ is called the tail part if ∆ is on the opposite side of the self-intersection of the swallowtail. We define sgn ∆ (ν) by sgn ∆ (ν) = 1 (resp. sgn ∆ (ν) = −1) if ν is (resp. is not) the outward normal of ∆. Now we have the following assertion:
Theorem 3.11. Let f : M 2 → (R 3 , g 0 ) be a front, p a generic swallowtail and ∆ a sufficiently small domain consisting of regular points sufficiently close to p. Then the Gaussian curvature is unbounded and changes sign between the two sides along the singular curve. Moreover, sgn 0 (ν) sgn ∆ (ν) coincides with the sign of the Gaussian curvature on ∆.
Proof. If we change ∆ to the opposite side, sgn ∆ (ν) sgn ∆ (K) does not change sign. So we may assume that ∆ is the tail part. We take an adapted coordinate system (u, v) at the swallowtail and write the null vector field as η(u) = (∂/∂u) + e(u)(∂/∂v), where e(u) is a smooth function. Then f u (u, 0) + e(u)f v (u, 0) = 0 and f uu (u, 0) + e u (u)f v (u, 0) + e(u)f uv (u, 0) = 0 hold. Since u = 0 is a swallowtail, e(0) = 0 and e ′ (0) = 0 hold, where ′ = d/du. The vector f uu points toward the tail part ∆. Thus f v points toward ∆ if and only if g 0 (f v , f uu ) is positive. Since f u = −e(u)f v and e(0) = 0, we have f uu (0, 0) = e ′ (0)f v (0, 0) and
is positive (that is, the tail part is v > 0) if and only if e ′ (0) < 0. Changing v to −v if necessary, we assume e ′ (0) > 0, that is, the tail part lies in v > 0. For each fixed value of u = 0, we take a curve
and letσ = f • σ. Then σ is traveling into the upper half-plane {v > 0}, that is,σ is traveling into ∆. Here, we havê
where ′ = d/ds. In particular, σ is a null curve starting at (u, 0) and traveling into ∆. Then by Theorem 3.7, we have
Here, the derivative ofν(t) = ν(σ(t)) is computed asν ′ = ε{ν u (u, 0)+e(u)ν v (u, 0)}. Since e(0) = 0, we have
where ϕ(u) is a smooth function in u. Then we have
On the other hand, the sign of K on v > 0 is equal to the sign of
Then (3.13) implies the assertion.
Example 3.12. Let
Then one can see that f ± is a front and (0, 0) is a swallowtail with the unit normal vector
In particular, (u, v) is an adapted coordinate system. Since the second fundamental form is ±24dv 2 at the origin, the swallowtail is generic and sgn 0 (ν ± ) = ±1 because of (3.13). The images of f ± are shown in Figure 6 . Moreover, since L v = ±2 at the origin, sgn D (ν ± ) = ±1. Then by Theorem 3.11, the Gaussian curvature of the tail side of f + (resp. f − ) is positive (resp. negative).
Summing up the previous two theorems, we get the following:
Corollary 3.13. Let γ(t) be a singular curve such that γ(0) is a swallowtail. Then the half-space containing the singular curve at γ(t) converges to the half-space at the swallowtail γ(0) as t → 0.
Zigzag numbers
In this section, we introduce a geometric formula for a topological invariant called the zigzag number . We remark that Langevin, Levitt and Rosenberg [LLR] gave topological upper bounds of zig-zag numbers for generic compact fronts in R 3 . (See Remark 4.3.)
Zigzag number for fronts in the plane. First, we mention the Maslov index (see [A] ; which is also called the zigzag number) for fronts in the Euclidean plane (R 2 , g 0 ). Let γ : S 1 → R 2 be a generic front, that is, all self-intersections and singularities are double points and 3/2-cusps, and let ν be the unit normal vector field of γ. Then γ is Legendrian isotropic (isotropic as the Legendrian lift (γ, ν) :
to one of the fronts in Figure 7 (a). The nonnegative integer m is called the rotation number, which is the rotational index of the unit normal vector field ν :
The number k is called the Maslov index or zigzag number. We shall give a precise definition and a formula to calculate the number: a 3/2-cusp γ(t 0 ) of γ is called zig (resp. zag) if the leftward normal vector of γ points to the outside (resp. inside) of the cusp (see Figure 7 (b) ). We define a C ∞ -function λ on S 1 as λ := det(γ ′ , ν), where ′ = d/dt. Then the leftward normal vector is given by (sgn λ)ν 0 . Since γ ′′ (t 0 ) points to the inside of the cusp, t 0 is zig (resp. zag) if and only if
Let {t 0 , t 1 , . . . , t l } be the set of singular points of γ ordered by their appearance, and define ζ j = a (resp. = b) if γ(t j ) is zig (resp. zag), and set ζ γ := ζ 0 ζ 1 . . . ζ l , which is a word consisting of the letters a and b. The projection of ζ γ to the free product Z 2 * Z 2 (reduction with the relation a 2 = b 2 = 1) is of the form (ab) k or (ba)
k . The non-negative integer k γ := k is called the zigzag number of γ. We shall give a geometric formula for the zigzag number via the curvature map defined by the second author:
Definition 4.1 ( [U] ). Let γ : S 1 → R 2 be a front with unit normal vector ν. The curvature map of γ is the map
is the set of singular points of γ, and [ : ] denotes the homogeneous coordinates of P 1 (R).
Proposition 4.2. Let γ be a generic front with unit normal vector ν. Then the curvature map κ γ can be extended to a smooth map on S 1 . Moreover, the rotation number of κ γ is the zigzag number of γ. Proof. Let t 0 be a singular point of γ. Since γ is a front, ν ′ (t) = 0 holds on a neighborhood of t 0 . As ν ′ is perpendicular to ν, we have det(ν, ν ′ ) = 0. Here, using
Hence we have
well-defined on a neighborhood of t 0 . Moreover, κ γ (t) = [0 : 1](= ∞) if and only if t is a singular point. Here, we choose an inhomogeneous coordinate of [x : y] as y/x.
holds at a singular point t 0 , κ γ passes through [0 : 1] with counterclockwise (resp. clockwise) direction if g 0 (γ ′′ , ν ′ ) > 0 (resp. < 0), see Figure 7 (c).
Let t 0 and t 1 be two adjacent zigs, and suppose λ ′ (t 0 ) > 0. Since λ changes sign on each cusp, we have λ ′ (t 1 ) < 0. Then by (4.4), g 0 (γ ′′ , ν ′ )(t 0 ) > 0 and g 0 (γ ′′ , ν ′ )(t 1 ) < 0. Hence κ γ passes through [0 : 1] in the counterclockwise direction at t 0 , and the clockwise direction at t 1 . Thus, this interval does not contribute to the rotation number of κ γ . On the other hand, if t 0 and t 1 are zig and zag respectively, κ γ passes through [0 : 1] counterclockwisely at both t 0 and t 1 . Then the rotation number of κ γ is 1 on the interval [t 0 , t 1 ]. Summing up, the proposition holds.
Zigzag number for fronts in Riemannian 3-manifolds. Let M 2 be a manifold and f : M 2 → N 3 be a front with unit normal vector ν into a Riemannian 3-manifold (N 3 , g). Let Σ f ⊂ M 2 be the singular set, and ν 0 be the unit normal vector field of f defined on M 2 \ Σ f which is compatible with the orientations of M 2 and N 3 , that is,
We assume all singular points of f are non-degenerate. Then each connected component C ⊂ Σ f must be a regular curve on M 2 . Let p ∈ C be a cuspidal edge. Then p is called zig (resp. zag) if ν 0 points towards the outward (resp. inward) side of the cuspidal edge (see Figure 7 (d) ). As this definition does not depend on p ∈ C, we call C zig (resp. zag) if p ∈ C is zig (resp. zag). Now, we define the zigzag number for loops on M 2 . Take a null loop σ :
, that is, the intersection of σ(S 1 ) and Σ f consists of cuspidal edges and σ ′ points in the null direction at each singular point. We remark that there exists a null loop in each homotopy class. Let Z σ = {t 0 , . . . , t l } ⊂ S 1 be the set of singular points of σ ordered by their appearance along the loop. Define ζ j = a (resp. b) if σ(t j ) is zig (resp. zag), and set ζ σ := ζ 0 ζ 1 . . . ζ l , which is a word consisting of the letters a and b. The projection of ζ σ to the free product Z 2 * Z 2 (reduction with the relation a 2 = b 2 = 1) is of the form (ab) k or (ba) k . The non-negative integer k σ := k is called the zigzag number of σ.
It is known that the zigzag number is a homotopy invariant, and the greatest common divisor k f of {k σ |σ is a null loop on M 2 } is the zigzag number of f (see [LLR] ).
Remark 4.3 (Langevin-Levitt-Rosenberg's inequality [LLR] ). Let M 2 be a compact orientable 2-manifold of genus g and f :
where a f is the number of the connected components of the singular set Σ f , q f the number of the swallowtails, and half the Euler number of the limiting tangent bundle χ E /2 is equal to the degree of the Gauss map. Their proof is valid for the general case and (4.2) holds for any N 3 .
In this section, we shall give a geometric formula for zigzag numbers of loops. First, we define the normal curvature map, similar to the curvature map for fronts in R 2 :
) be a front with unit normal vector ν and σ : S 1 → M 2 a null loop. The normal curvature map of σ is the map κ σ :
is the set of singular points of σ, and [ : ] denotes the homogeneous coordinates of P 1 (R).
Then we have the following:
Theorem 4.5 (Geometric formula for zigzag numbers). Let f : M 2 → (N 3 , g) be a front with unit normal vector ν, whose singular points are all non-degenerate, and σ : S 1 → M 2 a null loop. Then the normal curvature map κ σ can be extended to S 1 , and the rotation number of κ σ is equal to the zigzag number of σ.
Proof. Let t 0 be a singular point of σ, and take a normalized coordinate system (u, v) of M 2 on a neighborhood U of σ(t 0 ). Then f v = 0 and f vv = 0 holds on the u-axis, and by the Malgrange preparation theorem, there exists a smooth function α such that g(f v , f v ) = v 2 α(u, v) and α(u, 0) = 0. On the other hand, g(f v , ν v ) = −N vanishes and N v = 0 on the u-axis. Hence there exists a function β such that g(f v , ν v ) = vµ(u, v) and µ(u, 0) = 0. Thus
can be extended to the singular point v = 0. Namely, κ σ (t 0 ) = [0 : 1](= ∞), where we choose an inhomogeneous coordinate y/x for [x : y]. Moreover, g(σ ′ ,σ ′ ) = 0 on regular points, and κ σ (t) = [0 : 1] if and only if t is a singular point.
Since ν = (sgn λ)ν 0 , so a singular point t 0 is zig (resp. zag) if and only if
where ε is a sufficiently small number and ∆ is a domain containing σ(t 0 + ε) which lies only to one side of the cuspidal edge. By Theorem 3.7, sgn ∆ (ν) = sgn g(σ ′′ ,ν ′ ), t 0 is zig (resp. zag) if and only if
holds at singular points, we have
• if t 0 is zig andλ ′ (t 0 ) > 0 (resp. < 0), then κ σ passes through [0 : 1] counterclockwisely (resp. clockwisely).
• if t 0 is zag andλ ′ (t 0 ) > 0 (resp. < 0), then κ σ passes through [0 : 1] clockwisely (resp. counterclockwisely).
Let Z σ = {t 0 , . . . , t l } be the set of singular points. Since the function λ has alternative sign on the adjacent domains,λ ′ (t j ) andλ ′ (t j+1 ) have opposite sign. Thus, if both t j and t j+1 are zigs andλ(t j ) > 0, κ σ passes through [0 : 1] counterclockwisely (resp. clockwisely) at t = t j (resp. t j+1 ). Hence the interval [t j , t j+1 ] does not contribute to the rotation number of κ σ . Similarly, two consecutive zags do not affect the rotation number. On the other hand, if t j is zig and t j+1 is zag and λ(t j ) > 0, κ σ passes through [0 : 1] counterclockwisely at both t j and t j+1 . Hence the rotation number of κ σ on the interval [t j , t j+1 ] is 1. Similarly, two consecutive zags increases the rotation number by 1. Hence we have the conclusion.
Singularities of hypersurfaces
In this section, we shall investigate the behavior of sectional curvature on fronts that are hypersurfaces. Let U n (n ≥ 3) be a domain in (R n ; u 1 , u 2 , . . . , u n ) and
a front, that is, there exists a unit vector field ν (called the unit normal vector) such that g 0 (f * X, ν) = 0 for all X ∈ T U n and (f, ν) :
and call it the signed volume density function. A point p ∈ U n is called a singular point if f is not an immersion at p. Moreover, if dλ = 0 at p, we call p a nondegenerate singular point. On a sufficiently small neighborhood of a non-degenerate singular point p, the singular set is a (n − 1)-dimensional submanifold called the singular submanifold. The 1-dimensional vector space at the non-degenerate singular point p which is the kernel of the differential map (f * ) p : T p U n → R n+1 is called the null direction. We call p ∈ U n a cuspidal edge if the null direction is transversal to the singular submanifold. Then, by a similar argument to the proof of Fact 1.5 in [KRSUY] , one can prove that a cuspidal edge is an A 2 -singularity, that is, locally diffeomorphic at the origin to the front f C (u 1 , . . . , u n ) = (u 2 1 , u 3 1 , u 2 , . . . , u n ).
Theorem 5.1. Let f : U n → (R n+1 , g 0 ) (n ≥ 3) be a front whose singular points are all cuspidal edges. If the sectional curvature K at the regular points is bounded, then the second fundamental form on the singular submanifold vanishes. Moreover, if K is positive everywhere on the regular set, the sectional curvature of the singular submanifold is non-negative. Furthermore, if K ≥ δ(> 0), then the sectional curvature of the singular submanifold is positive.
Remark 5.2. The previous Theorem 3.1 is deeper than this theorem. When n ≥ 3 we can consider sectional curvature on the singular set, but when n = 2 the singular set is 1-dimensional and so we cannot define the sectional curvature. Rather, one defines the singular curvature instead. We do not define singular curvature for fronts when n ≥ 3.
Proof of Theorem 5.1. Without loss of generality, we may assume that the singular submanifold of f is the (u 1 , . . . , u n−1 )-plane, and ∂ n := ∂/∂u n is the null direction. To prove the first assertion, it is sufficient to show that h(X, X) = 0 for an arbitrary fixed tangent vector of the singular submanifold. By changing coordinates if necessary, we may assume that X = ∂ 1 = ∂/∂u 1 . The sectional curvature K(∂ 1 ∧ ∂ n ) with respect to the 2-plane spanned by {∂ 1 , ∂ n } is given by
where h is the second fundamental form. By the same reasoning as in the proof of Theorem 3.1, the boundedness of
To show h 11 = h(X, X) = 0, it is sufficient to show g 0 (D un f un , ν un ) does not vanish when u n = 0. Since f is a front with non-degenerate singularities, we have
which implies f u1 , . . . , f un−1 , D un f un , and ν are linearly independent when u n = 0, and then ν un can be written as a linear combination of them. Since f is a front, ν un = 0 holds when u n = 0, and we have 2g 0 (ν un , ν) = g 0 (ν, ν) un = 0, and
Thus we have that g 0 (D un f un , ν un ) never vanishes at u n = 0. Next we show the non-negativity of the sectional curvature K S of the singular manifold. It is sufficient to show K S (∂ 1 ∧ ∂ 2 ) ≥ 0 at u n = 0. Since the sectional curvature K Un is non-negative, we have
by the same argument as in the proof of Theorem 3.1. Since the restriction of f to the singular manifold is an immersion, the Gauss equation yields that
where α is the second fundamental form of the singular submanifold in R n+1 and α ij = α(f uj , f uj ).
On the other hand, since the second fundamental form h of f vanishes, g 0 (ν un , f uj ) = 0 holds for j = 1, . . . , n, that is, ν and ν un are linearly independent vectors. Moreover, we have α ij = g 0 (α ij , ν)ν + 1 |ν un | 2 g 0 (α ij , ν un )ν un = h ij ν + 1 |ν un | 2 g 0 (α ij , ν un )ν un = 1 |ν un | 2 (h ij ) un ν un , since the second fundamental form h of f vanishes and g 0 (α ij , ν un ) = g 0 (D uj f ui , ν un ) = (h ij ) un − g 0 (D ui D uj f un , ν) = (h ij ) un for i, j = 1, . . . , n − 1. Thus we have which gives a front with the unit normal vector ν = 1 δ 2av(2c + 3u), 2bw(2c + 3u), −2c − 3u, 2 , where δ = 4 + (3u + 2c) 2 (1 + 4a 2 v 2 + 4b 2 w 2 ).
The singular set is the vw-plane and the u-direction is the null direction. Then all singular points are cuspidal edges. The second fundamental form is given by h = δ −1 {6u du 2 − 2(3u + 2c)(a dv 2 + b dw 2 )}, which vanishes on the singular set if ac = bc = 0.
On the other hand, the sectional curvatures are computed as K(∂ u ∧ ∂ v ) = 12a(3u + 2c) uδ 2 4 + (3u + 2c) 2 (1 + 4a 2 v 2 ) , K(∂ u ∧ ∂ w ) = 12b(3u + 2c) uδ 2 4 + (3u + 2c) 2 (1 + 4b 2 w 2 ) , which are bounded in a neighborhood of the singular set if and only if ac = bc = 0. If ac = bc = 0, K ≥ 0 if and only if a ≥ 0 and b ≥ 0, which implies K S = 4ab(3u + 2c) 2 /(δ 2 |∂ v ∧ ∂ w | 2 ) > 0.
Intrinsic formulation
The Gauss-Bonnet theorem is intrinsic in nature, and it it quite natural to formulate the singularities of wave fronts intrinsically. We can characterize the limiting tangent bundles of the fronts and can give the following abstract definition:
Definition 6.1. Let M 2 be a 2-manifold. An orientable vector bundle E of rank 2 with a metric , and a metric connection D is called an abstract limiting tangent bundle or a coherent tangent bundle if there is a bundle homomorphism
In this setting, the pull-back of the metric ds 2 := ψ * , is called the first fundamental form of E. A point p ∈ M 2 is called a singular point if the first fundamental form is not positive definite. Since E is orientable, there exists a skewsymmetric bilinear form µ p : E p × E p → R for each p ∈ M 2 , where E p is the fiber of E at p, such that µ(e 1 , e 2 ) = ±1 for any orthonormal frame {e 1 , e 2 } on E.
A frame {e 1 , e 2 } is called positive if µ(e 1 , e 2 ) = 1. A singular point p is called non-degenerate if the derivative dλ of the function (6.2) λ := µ ψ ∂ ∂u , ψ ∂ ∂v does not vanish at p, where (U ; u, v) is a local coordinate system of M 2 at p. On a neighborhood of a non-degenerate singular point, the singular set consists of a regular curve, called the singular curve. The tangential direction of the singular curve is called the singular direction, and the direction of the kernel of ψ is called the null direction. Then we can define intrinsic cuspidal edges and intrinsic swallowtails according to Fact 1.5. For a given singular curve γ(t) consisting of intrinsic cuspidal edge points, the singular curvature function is defined by κ s (t) := sgn λ(η) κ g (t), whereκ g (t) := D t ψ(γ ′ (t)), n(t) is the limiting geodesic curvature, n(t) ∈ E γ(t) is a unit vector such that µ ψ(γ ′ (t)), n(t) = 1, and η(t) is the null direction such that γ ′ (t), η(t) is a positive frame on M 2 . Then Theorem 1.6 and Proposition 1.8 hold. Let (U ; e 1 , e 2 ) be an orthonormal frame field of E such that µ(e 1 , e 2 ) = 1. Then there exists a unique 1-form α on U such that D X e 1 = −α(X)e 2 , D X e 2 = α(X)e 1 (X ∈ T M 2 ), which is called the connection form. Moreover, the exterior derivative dα does not depend on the choice of a positive frame (U ; e 1 , e 2 ) and gives a (globally defined) 2-form on M 2 . When M 2 is compact, the integration (6.3)
is an integer called the Euler number of E. Let (U ; e 1 , e 2 ) be a positive orthonormal frame field of E and γ(s) a curve in U (⊂ M 2 ) such that ψ(γ ′ (s)), ψ(γ ′ (s)) = 1. Let ϕ(s) be the angle of ψ(γ ′ (s)) from e 1 (γ(s)). Then we have (6.4)κ g ds = dϕ − α.
Let ∆ be a triangle with interior angles A, B, C. In the interior of ∆, we suppose that there are no singular points and that ψ * dα is compatible with respect to the orientation of M 2 . We give an orientation to ∂∆ such that conormal vector points into the domain ∆. By using the same argument as in the classical proof of the Gauss-Bonnet Theorem, we get the formulas (2) and (3) in the introduction intrinsically. This intrinsic formulation is meaningful if we consider the following examples:
Example 6.2 (Cuspidal cross caps). A map f : M 2 → R 3 is called a frontal if there exists a unit normal vector field ν such that f * X is perpendicular to ν for all X ∈ T M 2 . A frontal is a front if (f, ν) : M 2 → R 3 ×S 2 is an immersion. A cuspidal cross cap is a singular point locally diffeomorphic to the map (u, v) → (u, v 2 , uv 3 ) and is a frontal but not a front. In [FSUY] , a useful criterion for cuspidal cross caps are given. Though a cuspidal cross cap is not a cuspidal edge, the limiting tangent bundle is well defined and the singular point is an intrinsic cuspidal edge. In particular, our Gauss-Bonnet formulas hold for a frontal that admits only cuspidal edges, swallowtails and cuspidal cross caps, and degenerate peaks like as for a double swallowtail.
Example 6.3 (Singularities with higher codimensions). A smooth map f : M 2 → R n defined on a 2-manifold M 2 into R n (n > 3) is called an admissible map if there exists a map ν : M 2 → G 2 (R n ) into the oriented 2-plane Grassman manifold G 2 (R n ), such that it coincides with the Gauss map of f on regular points of f . For an admissible map, the limiting tangent bundle is canonically defined and we can apply our intrinsic formulation to it.
A realization problem for abstract limiting tangent bundles is investigated in [SUY] . The realization of first fundamental forms with singularities has been treated in [K2] .
