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The field of quantum information has matured and various protocols implementing a quantum
computer are being pursued. Most similar to a classical computer is the circuit model. In 2004
Aharonov et al. showed the equivalence between the circuit model and adiabatic quantum comput-
ing, and with this proved the universality of adiabatic quantum computing. However, equivalence
with the circuit model requires multi-local interactions, i.e. interaction terms involving more than
two subsystems, or non-stoquastic terms. Natural interactions are only two-local, hence the con-
struction or simulation of higher order couplers is indispensable for a universal quantum annealer.
Four-local interactions can further serve as a tool for basic research. Here we show that in a specific
flux qubit coupler design without ancilla qubits, strong four body stoquastic (ZˆZˆZˆZˆ) interactions
are induced by virtual coupler excitations. For specific parameter regimes they are even the leading
effect and can be tuned up to the GHz range.
Introduction - Quantum computers have the potential
to lead to an exponentially reduced computation time
compared to classical computers for certain problems.
One promising candidate for the realization of such a de-
vice is an adiabatic quantum computer (AQC), where the
computation proceeds from an initial Hamiltonian whose
ground state is easy to prepare to the ground state of a
final Hamiltonian which encodes the solution of the com-
putational problem, by avoiding excitations [1–4]. It is
now known that an AQC represents a universal quantum
computer due to its equivalence with the circuit model
[5]. Still, implementing an AQC with verifiable speedup
is a difficult task. A big step is to overcome the locality of
natural interactions. k local interactions with k > 2 are
suitable for the effective implementation of various op-
timization algorithms without using perturbative gadget
methods which create overhead [6] and can also be used
for effective prime factoring on AQCs [7]. Furthermore,
since conventional qubit designs are not feasible to imple-
ment non-stoquastic interactions [8, 9], the universality of
AQCs is restricted by the condition k > 2 [10]. There are
embedding schemes that simulate this type of coupling
requiring large overhead, such that it would be desirable
to implement them as natively as possible. On the other
hand higher order local interactions are interesting from a
fundamental physics point of view, since the only known
and proven interaction between more than two particles
is found in Efimov states [11, 12].
In this paper we propose a specific coupler architec-
ture using flux qubits [13] and prove the existence of
non-negligible antiferromagnetic four local interactions.
There are many proposals to realize higher local inter-
actions, using quantum embedding or ancilla qubits [14–
16]. All of the currently existing ones for k > 3 need at
least k additional qubits despite the computational ones,
to realize k local interactions. Here we present a setup
where these basic functions are put into a single coupling
device.
Setup and Hamiltonian - In our setup four qubits are
connected via a nonlinear coupler. Here the qubits as
well as the nonlinear coupler are realized by an inductive
loop with inductivity Lj interrupt by a Josephson junc-
tion with capacity Cj and critical current I
(c)
j , namely a
flux qubit. The junction represents the nonlinear ingre-
dient of the system. Our setup includes four qubits and
the coupler (see Fig. 1), such that j ∈ {1, 2, 3, 4, c}. A
crucial point is that the couplers plasma frequency has
to be chosen higher than the qubit ones to avoid transi-
tions between coupler energy levels. The corresponding
quantum variables are the respective quantized fluxes of
the five loops Φˆj . The Hamiltonian describing Fig.1 can
be obtained by standard circuit quantization. We split
the Hamiltonian in three parts [17],
Hˆ =
4∑
j=1
Hˆj + Hˆc + Hˆint, (1)
the sum over the bare qubit Hamiltonians Hˆj , the bare
coupler Hamiltonian Hˆc and the interaction Hamiltonian
Hint. The qubit and the coupler Hamiltonian include a
quadratic potential coming from the LC part and a cosine
contribution form the Josephson junction. The strength
of the nonlinear term is determined by the ratio between
the Josephson energy EJ = Φ0I
(c)
j /2π and the inductive
energy ELj = (Φ0/2π)
2/Lj, where Φ0 denotes the flux
quantum. More interest should be paid into the inter-
action part, which arises from an induced external flux
from qubit to the coupler and vice versa. Further we op-
erate the coupler as well as the qubits at (or close to) the
flux degeneracy point. The different parts of (1) can be
written in unitless parameters (for a detailed derivation
see Supplement)
Hˆj = ELj
(
4ξ2j
qˆ2j
2
+ (1 + α2j)
ϕˆ2j
2
+ βj cos(ϕˆj)
)
(2)
Hˆc = EL˜c
(
4ξ2c
qˆ2c
2
+
ϕˆ2j
2
+ βc cos(ϕˆc)
)
(3)
Hˆint = EL˜c

 4∑
i<j
αiαjϕˆiϕˆj +
4∑
j=1
αjϕˆcϕˆj

 . (4)
2FIG. 1. Left: Setup of the coupler architecture. Four flux qubits are inductively coupled to an additional flux qubit with higher
energy via mutual inductances Mj . This induces an effective coupling between the four qubits. On the left of the qubit we see
the qubit double well potential which can be approximated by two shifted harmonic potentials with eigenstates |0
−
〉 and |0+〉
corresponding to the persistent current states |〉 and |	〉 of the qubits. This was done to obtain the projection into the qubit
subspace for the analyitcal results. We choose a symmetric coupler potential, to reduce Zˆ corrections arising from Hˆint by
biasing the coupler at the flux degeneracy point, as shown on the right of the coupler circuit. Right: Visualization of four
local interaction induced by virtual coupler transitions. A virtual excitation and annihilation of the coupler leads to an energy
transfer between two qubits, hence two such processes can induce effective four local interactions.
Here we rescaled the coupler impedance L˜c = Lc −∑4
j=1 αjMj to decouple equations, whereMj denotes the
mutual inductances of the j-th qubit and αj = Mj/Lj
is the dimensionless mutual inductance. Additionally we
defined the parameter ξj = 4πZj/RQ with characteris-
tic impedance Zj =
√
Lj/Cj and the resistance quan-
tum RQ = h/e
2. The quantized phases are given by
ϕˆj = (2π/Φ0)Φˆj + π and qˆj is the conjugated quantum
variable. Note that we shifted the appearing phases by π
leading to the positive sign in front of the cosine part. For
coupler and qubits the screening parameter is given by
βc = 2πL˜cI
(c)
c /Φ0 and βj = 2πLjI
(c)
j /Φ0, respectively.
Here I
(c)
j denotes the critical current of the junctions.
To write down the Hamiltonian in a qubit representa-
tion we need to project it into the two level subspaces
with respect to the qubits. A standard way of doing this
is to approximate the two wells of the flux qubit poten-
tial as shifted harmonic oscillators [18] and interpret the
two persistent current states of the qubit as the lowest
eigenstates of these symmetrically shifted oscillators [19].
This leads to
ϕˆj ≈ sjZˆj, (5)
where Zˆj denotes the Pauli spin operator
in the persistent current basis. The factor
sj ∝
√
1− 〈0+|0−〉/
√
1 + 〈0+|0−〉 accounts for the
fact that the two shifted ground states are not orthog-
onal, meaning that sj would be unity if the overlap of
these states was zero (see Supplement for further de-
tails). Using this notation, the interaction Hamiltonian
can be written as
Hˆint = EL˜c

(αs)2 4∑
i,j=1
ZˆiZˆj + αs
4∑
i=1
Zˆiϕˆc

 , (6)
where we assume identical qubits (αisi = αs ∀i). The
first part induces two body local interactions between the
qubits, which we call the direct coupling part and the sec-
ond part describes the interaction between the qubits and
the coupler modes, here referred to as indirect coupling.
In commonly used coupler architectures one chooses pa-
rameters such that the direct coupling dominates and the
two local interactions become strong. Here we want to
use a different strategy, where we choose parameters such
that the direct interaction part is rather small compared
to the indirect coupling part, which gives rise to two but
also higher local interactions.
To see how these higher order local interactions are in-
dicated by the indirect interaction part we use a promi-
nent tool from many body physics, the Schrieffer-Wolff
transformation (SWT) [20, 21]. We choose the SWT
since it produces physically transparent analytical ex-
pressions for the induced interactions arising from the in-
direct coupling part of (6). Other than the simplest form
of the Born-Oppenheimer approximation [22], it does not
rely on the separation of classical frequencies and effec-
tive potentials. It is thus applicable even if transitions
are vertical in the coordinate and if in the deep nonlin-
ear regime classical frequencies are ill-defined (worse re-
sults for symmetric coupler potential in [23]). The SWT
assumes that there are no transitions between different
coupler levels, but includes corrections of the low energy
subspace due to the existence of higher levels. Hence
3FIG. 2. Left: Coupling strength depending on the nonlinearity of the coupler for EL˜c = 1 THz, ξc = 0.01, ξj = 0.05, αj = 0.05
and βj = 1.1. This corresponds to the physical qubit and coupler parameters Lj = 817 pH, Cj = 77 fF and Lc = 170 pH,
Cc = 407 fF, respectively with a mutual inductance of M = 40 pH. The corrections arising from the virtual transitions lead
to an enhancement of the four local interactions and a discrimination of the two local interactions. For βc = 0.51 the results
predict antiferromagnetic four local interactions which are twice as large as the ferromagnetic two local interactions. Right:
Numerically determined spectrum of the two excitation subspace for Ej/EL˜c = 0.2. One sees exactly the spectrum theoretically
expected at this specific point and the corresponding coupling strenghts are J4 = 1.6 GHz, and J2 = −0.8 GHz. The x-axis
denotes the ratio between the frequency of qubit 1/2 and qubit 3/4, where we choose ω1 and ω2 constant and vary the frequency
of the third and fourth qubit at the same time but equally.
with the SWT it is possible to perturbatively write down
an effective Hamiltonian in this low energy subspace
Hˆeff = Pˆ0Hˆ0Pˆ0 + ǫPˆ0Vˆ Pˆ0 +
∞∑
n=2
ǫnHˆeff,n. (7)
where Hˆ0 = Hˆc +
∑
j Hˆj is the unperturbed Hamilto-
nian, Vˆ = Hˆint is the perturbation, here the interaction,
ǫ = αs is a small parameter and Pˆ0 projects the Hamilto-
nian into the low energy subspace (coupler ground state).
Every order of the effective Hamiltonian leads to higher
order local interactions between the qubits, i.e. in general
the k-th perturbative term contains induced interactions
up to k-th order. Truncation at fourth order therefore
includes fourth order local interactions, such that the ef-
fective Hamiltonian has the form
Hˆ ≈ Pˆ0Hˆ0Pˆ0 + J2
∑
i<j
ZˆiZˆj + J4Zˆ1Zˆ2Zˆ3Zˆ4. (8)
The coupling strengths Jj are given by the prefactors gen-
erated by the SWT. Note that J2 additionally includes
direct interactions arising from the second term in (7).
In general the SW expansion also gives rise to single Zˆ-
rotations and three body terms, but since we choose a
symmetric coupler potential these terms are negligible,
as we will argue in the following.
The physical principle behind these indirect interac-
tions can be understood with the language of virtual ex-
citations. E.g. the second order describes deexcitation of
an excited qubit resulting in a virtual excitation of the
coupler, which deexcites again and in turn excites the
same or another qubit. Such processes leave the coupler
in the ground state, but result in higher order qubit in-
teractions. These virtual processes can be thought to oc-
cur only within the Heisenberg energy-time uncertainty.
Fourth order processes in the same manner lead to four
local interactions as illustrated in Fig. 1. For the first
and third order, there are no such processes, where the
coupler ends up in the ground state, hence they can be
neglected in (8) (2-3 orders of magnitude smaller as can
be followed from the Supplement).
Results - Since our qubit modeling using (5) is not very
accurate for qubit nonlinearities only slightly larger than
unity, we solve the system numerically and study the re-
sulting spectrum. Here we evolve the bare qubit and
coupler Hamiltonian in harmonic oscillator modes using
about 50 oscillator states, then project the interaction
parts into the low energy subspace and determine the
resulting spectrum numerically. The corresponding cou-
4pling strenghts can be extracted out of the spectrum by
the distance of certain energy levels. In more detail we
looked at the two-excitation subspace of the spectrum,
which is also zoomed in on the right of Fig 2. Within
this subspace, the distance between the different lines at
the point where all frequencies are equal (
ω1/2
ω2/3
= 1) can
be calculated analytically. These distances depend on
J2 and J4, hence it is possible to translate the resulting
spectrum into coupling strengths. For more details on
this see the Supplement.
The results for a device with realizable qubit and cou-
pler parameters are shown in Fig. 2. All the contribu-
tions from the indirect coupling term increase with the
coupler nonlinearity βc. We see that for βc ≈ 0 the two
local interactions are dominated by the antiferromagnetic
direct coupling part and with increasing nonlinearity get
more and more dominated by the ferromagnetic contri-
bution from the indirect part. This results in a change
of the nature of the interactions from antiferromagnetic
to ferromagnetic at around βc = 0.2. The four local in-
teractions on the other hand are antiferromagnetic for
all nonlinearities, since they only arise from the indirect
coupling. Also we observe that J2 and J4 have a cross-
ing point at around βc = 0.05. For higher nonlinearites
|J4| is larger than |J2|. Both coupling strenghts increase
with increasing βc, but for the chosen parameters at βc
around 0.7 the energy levels of the coupler ground and
coupler excited subspace start to mix, such that we can
no longer use the setup to mimic the spectrum of the gen-
eral Ising Hamiltonian including four local interactions.
This is the reason why the results in Fig. 2 are restricted
to βc < 0.7 (a more detailed study on this can be found
in the Supplement).
A well distinguishable point in the spectrum is J4 =
−2J2. In the two excitation subspace of the generalized
four qubit Ising Hamiltonian including fourth order in-
teractions, one observes three different energy levels, a
non-degenerated, a twice degenerated and a three times
degenerated one. At the specific point J4 = −2J2 this
behavior changes and only two different energies are left
over, a twice and a four times degenerated. Our results
indicate that this point is at βc = 0.51 and the numeri-
cally calculated spectrum for this specific nonlinearity is
shown in Fig 2 (right). We see exactly the theoretically
expected behavior of the spectrum. For equal qubit fre-
quencies the spectrum only shows two different energy
levels, one twice and one four times degenerate. The dis-
tance between these two energy levels is 3J4. For the
chosen parameters and a realistic EL˜c of about 1 THz,
we observe a coupling strenght of J4 = 291 MHz and
J2 = −145.5 MHz. By increasing βc, the four body in-
teractions can be tuned close to the GHz range. This
is the largest predicted four local interaction strength
in a superconducting qubit architecture without ancilla
qubits, to the best of our knowledge. The coupling could
also be made to be tunable by using a flux qubit ar-
chitecture with tunable nonlinearity, i.e. a tunable rf-
SQUID [24] instead of the rf-SQUID coupler. For the
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FIG. 3. Variation of the coupling strengths for a small exter-
nal flux applied to the coupler loop. System parameters are
the same as in Fig. 2.
sense of completeness, we acknowledge that there is a
four body flux qubit coupler proposal with comparable
coupling strengths by Andrew J. Kerman [25].
To get analytical results we calculate the SWT up to
fourth order. However, even here we have to use nu-
merics when we want to treat the whole cosine part of
the coupler Hamiltonian. It is also possible to truncate
it after fourth order but this only leads to good results
for very small nonlinearities as shown in the Supplement.
Therefore we numerically calculate the eigenfunctions of
the bare coupler Hamiltonian and use them to perform
the SWT. Although analytics qualitatively give the right
behavior of the different coupling strengths, the actual
values found by analytics differ significantly from the
numerical ones. As mentioned before the reason is the
rather small barrier of the qubit potential, making va-
lidity of the shifted harmonic oscillator approximation
we used to model the qubits not reliable. This leads to
a inaccurate prefactor arising from the analytical qubit
subspace projection. Also the larger βc gets the more
important higher orders of the SWT become. E.g. for
the specific point βc = 0.43 chosen in Fig. 2, analytics
predict J4 =≈ 0.150 MHz and J2 ≈ −0.150 MHz.
So far we assumed a perfect coupler with four iden-
tical qubits and no external noise. However, in a real
experiment there are uncertainties in the system param-
eters due to fabrication errors as well as external noise
sources (especially 1/f noise [26]). Fabrication errors are
studied in detail in the Supplement and we show that
for typical variations they do not have a significant ef-
fect on the coupling strengths. A more crucial effect is
flux noise. In the Hamiltonian (2) and (3) flux noise
can be described as an additional external flux Φjx on
the qubit and coupler loops, respectively. An external
flux on the qubit loops induces a small tilt of the dou-
5ble well potential driving it slightly away from the flux
degeneracy point. However, this effect just adds a small
Zˆj contribution on the qubit Hamiltonians. The most
important influence of flux noise is the external noise ap-
plied to the coupler loop. This can significantly change
the respective coupling strength, hence we will focus on
this effect. In Fig. 3 we show J2 and J4 under the in-
fluence of a small external current on the coupler loop.
We see that small flux variations do not change the four
local interaction strength, indicating a magic point for
flux noise at Φcx = Φ0/2. Such a point arises when first
order corrections of flux fluctuations vanish due to sym-
metry properties [27]. Only the two local interactions
are affected. However, the two local interactions become
smaller when we add a small external flux. This brings
a huge benefit, since these results indicate that we can
apply an external flux to discriminate the two local inter-
actions leading to J4 in the GHz range and J2 about two
orders of magnitude smaller for the chosen parameters.
Driving the system slightly away from the degeneracy
point also adds linear Zˆj corrections to the qubits. How-
ever, for the chosen parameters the Zˆj corrections can be
estimated from the Hamiltonian to be approximately 10
GHz per flux quantum, which results in J1 ≈ 3 MHz for
the sweet spot shown in Fig. 3.
Conclusion - In conclusion we have shown that the cou-
pling architecture presented in Fig. 1 can exhibit large
effective four body local interactions in the deep non-
linear regime. With suitable realistic parameters they
are even larger than the two body local interactions and
are in the GHz range. To our knowledge these are (to-
gether with [25]) the strongest four body local interac-
tions ever predicted in an architecture without additional
ancilla qubits. Building such a device could yield a strong
improvement of the applicability of quantum annealers.
We are also optimistic that this idea can be adapted by
other fields, e.g. quantum optics, to build up tools with
high four body local interactions using nonlinear cou-
plers. Also we think that it would be possible to use a
slightly different qubit arrangement or a twist in the cou-
pler (comparable to [28]) to change the sign of the two
and four local interactions to directly implement ferro-
magnetic four body interactions, which are often desired
[29].
Acknowledgements - We would like to thank Adrian
Lupas¸cu, Andrew J. Kerman and Simon Ja¨ger for fruitful
discussions that certainly increased the quality of this
work.
The research is based upon work (partially) supported
by the Office of the Director of National Intelligence
(ODNI), Intelligence Advanced Research Projects Activ-
ity (IARPA), via the U.S. Army Research Office con-
tract W911NF-17-C-0050. The views and conclusions
contained herein are those of the authors and should
not be interpreted as necessarily representing the official
policies or endorsements, either expressed or implied, of
the ODNI, IARPA, or the U.S. Government. The U.S.
Government is authorized to reproduce and distribute
reprints for Governmental purposes notwithstanding any
copyright annotation thereon.
6Supplemental Material
Here we will provide further information that supplement the main part of the paper and give additional details on
the mathematical methods we used.
Appendix A: Derivation of the circuit Hamiltonian
In this section we show how to get from Kirchhoffs laws to the Hamiltonian (A8) of the circuit shown in Fig. (1)
of the main text using circuit quantization. The section mostly recaps calculations that can be found in [23], but
for the sense of completeness we also show them here. In our setup we inductively couple four superconducting flux
qubits using a coupling loop, realized by an additional flux qubit with higher plasma frequency as the four qubits.
Kirchhoffs laws and Josephsons equations give the current equations of the system
CΦ¨c + I
(c)
c sin(2πΦc/Φ0)− IL,c = 0 (A1)
Ij − I∗j = 0 (1 ≤ j ≤ k). (A2)
For the first equation, Φc denotes the flux across the coupler’s Josephson junction (and capacitor), IL,c denotes the
current through the couplers inductor, and Φ0 = h/(2e) is the flux quantum. The second equation simply states that
the current Ij through j-th inductor is equal to the current I
∗
j flowing through the rest of the qubit circuit. We just
leave the factors I∗j like this, since we will see that they do not give a contribution to the interaction part and later
lead to the usual flux qubit Hamiltonian [17]. The inductive and flux quantization relationships can be combined into
LcIL,c +
k∑
j=1
MjIj = ΦL,c (A3)
LjIj +MjIL,c = Φj (A4)
ΦL,c = Φcx − Φc, (A5)
where Φcx is the external flux applied to the coupler loop, Φj is the flux across the j-th junction, Lj is the j-th qubit
self inductance and Mj is the mutual inductance between the jth qubit and the coupler. With equations (A3)-(A5)
it is possible to rewrite equations (A1) and (A2) in flux variables
CΦ¨cI
(c)
c sin(2πΦc/φ0) +
Φc − Φcx +
∑4
i=j αiΦj
L˜c
= 0 (A6)
Φj
Lj
+ αj
(
Φc − Φcx +
4∑
k=1
αkΦk
)
− I∗j = 0, (A7)
with dimensionless mutual inductance αj = Mj/Lj and rescaled coupler impedance L˜c = Lc −
∑4
j=1 αjMj . These
equations of motion represent the Euler-Lagrange equation, resulting from the Lagrange function of the system.
Now one can apply circuit quantization to find the corresponding Hamiltonian. From (A6) and (A7) we know the
Lagrangian, which can be used to define the adjoint variable to the flux and write down a quantized version of the
system Hamiltonian using the Legendre transformation. This leads to the Hamiltonian
Hˆ =
Qˆ2
2C
− EJc cos(2πΦˆc/Φ0) +
(
Φˆc − Φcx +
∑k
j=1 αjΦˆj
)2
2L˜c
+
k∑
j=1
Hˆj . (A8)
Here Hˆj denotes the Hamiltonian for qubit j in the absence of the coupler (i.e in the limit αj −→ 0). Here Qˆc is the
canonical conjugate to Φˆc satisfying
[
Φˆc, Qˆc
]
= i~, and the coupler’s Josephson energy is EJc = Φ0I
(c)
c /2π.
The Hamiltonian can be rewritten in unitless parameters
Hˆ = EL˜c
(
4ζ2c
qˆ2v
2
+
(ϕˆc − ϕx)2
2
+ βc cos(ϕˆc)
)
+
4∑
i=1
Hˆj (A9)
Hˆj = EL˜j
(
4ζ2j
qˆ2j
2
+
(ϕˆj − ϕx)2
2
+ βj cos(ϕˆj)
)
, (A10)
7with the following definitions:
EL˜c =
(Φ0/2π)
2
L˜c
ξc =
2πe
Φ0
√
L˜c
C
βc = 2πL˜cI
(c)
c /Φ0 = EJc/EL˜c qˆc =
Qˆ
2e
ϕˆc =
2π
Φ0
Φˆc + π ϕcx =
2π
Φ0
Φcx + π
ϕˆj =
2π
Φ0
Φˆj ϕˆx = ϕcx −
k∑
j=1
αj ϕˆj
[ϕˆc, qˆj] = i.
Note that the phases ϕˆ is shifted by a factor π, such that the flux degeneracy point corresponds to ϕcx = 0.
Appendix B: Projection into the qubit subspace
Since we are interested in qubit interactions, we want to project the qubit part of the Hamiltonian into the subspace
of the two lowest eigenstates of every included qubit (computational states). To do so we take a look at the qubit
potential
Uˆj(ϕj) =
1 + α2j
2
ϕ2j + βj cos(ϕj). (B1)
In case of a flux qubit, the nonlinearity βj should be larger than one. This leads to a double well potential. The local
maximum is located at ϕ = 0 and the two symmetric minima at ϕ = ±ϕp. Now we approximate the two wells of the
potential with two harmonic potentials, shifted by ±ϕp respectively . The equation that determines ϕp reads
0 = (1 + αj)ϕ− βc sin(ϕp), (B2)
which can easily be solved numerically. To get a harmonic approximation, we evolve the respective potential well
around ±ϕp up to second order
U+(ϕ) = c+ U ′(ϕp)(ϕ − ϕp) + U ′′(ϕp)(ϕ − ϕp)2 (B3)
U−(ϕ) = c+ U ′(−ϕp)(ϕ+ ϕp) + U ′′(−ϕp)(ϕ+ ϕp)2. (B4)
The constant part can be ignored, and the first derivative vanishes, since ϕp satisfies equation (B2). Hence we get
U(ϕ) ≈ U+(ϕ) + U−(ϕ) (B5)
=
1 + αj − βj cos(ϕp)
2
(ϕ− ϕp)2 + 1 + αj − βj cos(ϕp)
2
(ϕ+ ϕp)
2. (B6)
To quantize the system we introduce the raising and lowering operator of the two shifted quadratic potentials
aˆ†± |N±〉 =
√
N± + 1 |N± + 1〉 (B7)
aˆ± |N±〉 =
√
N± |N± − 1〉 , (B8)
where |N±〉 are the Fock states of the respective shifted harmonic oscillator. For more details on the displaced
harmonic oscillator basis we refer the reader to [18]. We want to restrict the basis to the two lowest energy levels
(qubit basis). In the flux basis, which are the superpositions of the ground states |0±〉 of the two wells
|0˜〉 = 1√
2
(|0+〉+ |0−〉) (B9)
|1˜〉 = 1√
2
(|0+〉 − |0−〉) . (B10)
8Here the two ground states |0±〉 correspond to the persistent current states of the respective flux qubit. The two
states are othorgonal, but since 〈0+|0−〉 6= 0, we need to redefine an orthonormal qubit basis
|0〉 = 1√
2(1 + 〈0+|0−〉)
(|0+〉+ |0−〉) (B11)
|1〉 = 1√
2(1− 〈0+|0−〉)
(|0+〉 − |0−〉) . (B12)
Using all the properties we wrote down in this section, we can translate the quantized phase into an operator only
acting in the new defined qubit subspace
ϕˆj 7−→ 1√
2mjωj
ϕp (1− 〈0−|0+〉)√
1− 〈0−|0+〉2
Xˆj, (B13)
where themj = 1/4ξ
2
j and ωj = 2ξj
√
1 + α2j − βc cosϕp are the effective mass and frequency of the quadratic potential
and Xˆj is the Pauli spin operator in the qubit basis. For simplification we addionally define the factor
sj =
1√
2mjωj
ϕp (1− 〈0−|0+〉)√
1− 〈0−|0+〉2
,
which also appears in the main text. The overlap between the states in the displaced wells can be calculated by the
formula [18]
〈M−|N+〉 =

e
−ϕ
2
p
2 (−ϕp)M−N
√
N !/M !LM−NN [ϕ
2
p] M ≥ N
e−
ϕ2p
2 (−ϕp)N−M
√
M !/N !LN−MM [ϕ
2
p] M < N
, (B14)
where Lkn are the generalized Laguerre polynomials. In the flux qubit literature it is more common to write down the
Hamiltonian in the persistant current basis rather than the qubit basis, hence the flux is proportional to Zj instead
of Xj (Xj 7→ Zj) in the following and in the main text.
Appendix C: Analytic approximation of the effective SW Hamiltonian
Here we will show how to get an analytical approximation for the SWT by expressing the harmonic part of the
coupler using latter operators, and treating the cosine part as a perturbation. For this we truncate the coupler
potential after O(ϕˆ4c). The interaction part of the Hamiltonian then reads
Hˆint/EL˜c =
βc
24
ϕˆ4c + α
2
4∑
i<j
ϕˆiϕˆj − 2ϕcxϕˆc + α
4∑
i=1
ϕˆcϕˆi + ϕcx
4∑
i=1
ϕˆi. (C1)
For simplicity we chose identical qubits here. Now we assume a symmetric coupler potential ϕcx = 0 and use (B13)
to project the Hamiltonian into the qubit subspace
Hˆint/EL˜c =
βc
24
ϕˆ4c + α
2s2
4∑
i<j
ZˆiZˆj + αs
4∑
i=1
φˆcZˆi. (C2)
The harmonic part of the coupler potential
Hˆharmc = 4EL˜c
(
ξ2c
qˆ2c
2
+
1− βc
2
ϕˆ2c
)
(C3)
can be interpreted as a quantum harmonic oscillator with effective mass mc = 1/4EL˜cξ
2
c and frequency ωc =
2EL˜cξc
√
1− βc. Note that the coupler nonlinearity βc is assumed to be smaller that one, since we want the cou-
pler frequency to be higher than the qubit frequencies. With this we can define the position and momentum operator
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Xˆc =
√
mcωcϕˆc (C4)
Pˆc =
1√
mcωc
qˆc (C5)
and rewrite the harmonic part as Hˆharmc =
ωc
2 (Xˆ
2
c + Pˆ
2
c ). In the same manner we can define the annihilation and
creation operator
aˆc =
1√
2
(
Xˆc + iPˆc
)
(C6)
aˆ†c =
1√
2
(
Xˆc − iPˆc
)
(C7)
and rewrite the quantized phase in terms of these operators
ϕˆc =
1√
2mcωc
(
aˆ†c + aˆc
)
. (C8)
Using equation (C8) it is possible to rewrite the interaction Hamiltonian in terms of latter operators
Hˆint/EL˜c =
βc
24
1
(2mcωc)2
(
aˆ†c + aˆc
)4
+ α2s2
4∑
i<j
ZˆiZˆj + αs
4∑
i=1
1√
2mcωc
(
aˆ†c + aˆc
)
Zˆi. (C9)
To get a better overview, we divide (C9) into three parts, the direct qubit-qubit coupling
HˆQB,QBint = EL˜cα
2s2
∑
i<j
ZˆiZˆj (C10)
the indirect coupling part between qubits and coupler modes
HˆQB,cint =
EL˜c√
2mcωc
α2s2
4∑
i=1
(
aˆ†c + aˆc
)
Zˆi, (C11)
and the corrections arising from the fourth order cosine part
Hˆcorr =
EL˜cβc
96m2cω
2
c
(
aˆ†c + aˆc
)4
. (C12)
To simplify notation even more in the following, we define the appearing prefactors as follows:
gQB,c =
EL˜cαs√
mcωc
(C13)
gQB,QB = EL˜cα
2s2 (C14)
Kcorr =
EL˜cβc
96m2cω
2
c
. (C15)
As mentioned in the main part of the paper, we want to perform the SWT under the assumption that the coupler
frequency is higher than the respective qubit frequencies. Basically we have three different perturbative parts (C10),
(C11) and (C12), where HˆQB,QBint just acts on the qubit subspace, hence simply gives a contribution in zeroth order.
In a first step we have to calculate the even and odd contributions of the perturbative parts. Let’s define P0 = |0〉 〈0|
and Q0 = 1 − P0 =
∑∞
n=1 |n〉 〈n| as the projection operator on the even and odd subspaces, respectively. Here |n〉
denotes the n-th Fock state of the harmonic coupler potential. The off-diagonal part of an operator Xˆ is then given
by O(Xˆ) = P0XˆQ0 +Q0XˆP0 and the diagonal part by D(Xˆ) = P0XˆP0 +Q0XˆQ0. Since HˆQB,QBint acts as identity on
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the coupler subspace it is completely diagonal. The other parts read
O(aˆ† + aˆ) = η+01 (C16)
O ((aˆ† + aˆ)4) = √4!η+04 + 5√2!η+02 (C17)
D(aˆ† + aˆ) =
∞∑
n=1
η+n,n+1 (C18)
D ((aˆ† + aˆ)4) = ∞∑
n=1
(
A(4)n η
+
n,n+4 +A
(2)
n η
+
n,n+2 +A
(0)
n
η+n,n
2
)
, (C19)
with η±k,l = |k〉 〈l|± |l〉 〈k|, A(4)n =
√
(n+ 4!/n!) , A
(2)
n =
√
n2(n+ 1)(n+ 2)+
√
(n+ 1)3(n+ 2)+
√
(n+ 1)(n+ 2)3+√
(n+ 1)(n+ 2)(n+ 3)2 and A
(0)
n = 6(n2 + n). Additionally we calculate some useful commutators[
η+ij , η
+
kl
]
= δjkη
−
il + δjlη
−
ik + δikη
−
jl + δilη
−
jk (C20)[
η−ij , η
−
kl
]
= δjkη
−
il − δjlη−ik − δikη−jl + δilη−jk (C21)[
η−ij , η
+
kl
]
= δjkη
+
il + δjlη
+
ik − δikη+jl − δilη+jk (C22)[
η+ij , η
−
kl
]
= δjkη
+
il − δjlη+ik + δikη+jl − δilη+jk. (C23)
With this as a starting point we can calculate the different orders of the SW corrections to the effective Hamiltonian.
The zeroth order of the effective Hamiltonian is just the unperturbed part projected into the coupler ground state
subspace. The first order corrections are given by the diagonal projections of the perturbation, so in our case only the
part HˆQB,QBint and the diagonal parts arising from Hˆcorr, which are zero because A
0
n(0) = 0. Hence a real calculation
is only needed for the corrections of order larger than one. When calculated to a specific order the SWT finally
gives an effective Hamiltonian acting only on the subspace of interest (here the coupler in ground state subspace),
but including corrections coming from states not included in this subspace. The form of the effective Hamiltonian is
given in Eq. (7) of the main text. In the following we calculate the different orders of the SWT, up to fourth order
analytically.
1. Second order effective Hamiltonian
First we calculate the first order of the generator S, that defines the SWT and is used to calculate the respective
order of the effective Hamiltonian. The first order of S is given by
S1 = L(Vod), (C24)
where we used the notation of Bravyi et al. [21], such that Vod just denotes all the off diagonal parts of the perturbation
Hamiltonian and the linear map L is defined as
L(X) =
∑
i,j
〈i|O(X)|j〉
Ei − Ej |i〉 〈j| , (C25)
where {|i〉} is an orhtonormal eigenbasis of the unperturbed Hamiltonian. With this definition we can write down the
expression for S1
S1 =
∑
i,j
〈i|V QB,cod |j〉
Ei − Ej |i〉 〈j|+
∑
i,j
〈i|V corrod |j〉
Ei − Ej |i〉 〈j| . (C26)
In our case the |i〉’s are the eigenstates of the bare coupler Hamiltonian (harmonic oscillator part). We need the
following expressions to get S1:
〈i|η+kl|j〉 = δikδjl + δilδkj (C27)
⇒ 〈i|η+10|j〉 =
1
E1 − E0 η
−
10 (C28)
⇒ 〈i|η+40 + η+20|j〉 =
1
E4 − E0 η
−
40 +
1
E2 − E0 η
−
20, (C29)
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such that we get
S1 =
4∑
j=1
gQB,cj σˆx,j
E1 − E0 η
−
10 +Kcorr
( √
4!
E4 − E0 +
5
√
2!
E2 − E0 η
−
20
)
(C30)
=
4∑
j=1
γ
(1)
j σˆx,jη
−
10 + β
(1)
1 η
−
40 + β
(1)
2 , (C31)
where γ
(1)
j = g
QB,c
j /(E1 − E0), β(1)1 =
√
4!Kcorr/(E4 − E0) and β(2)2 = 6
√
2Kcorr/(E2 − E0).
The second order of the effective Hamiltonian is then given by
Heff,2 = b1P0Sˆ1(Vod)P0, (C32)
where we again adopt the notation of Barvyi et al. such that Sˆ1(Vod) = [S1, Vod]. The prefactor b1 is characterized
by the equation
b2n−1 =
2(22n − 1)B2n
(2n)!
(C33)
with Bernoulli numbers Bn. Using the commutation relations (C20)-(C23) and the fact that P0 projects into the
coupler ground state subspace - only terms proportional to η00 give a contribution - we get
Hˆeff,2 = −

 4∑
i,j=1
α
(1)
i g
QB,c
j ZˆiZˆj + β
(1)
1 β
(0)
1 + β
(1)
2 β
(0)
2

 , (C34)
with β
(0)
1 =
√
4!Kcorr and β
(0)
2 = 6
√
2Kcorr.
2. Third order effective Hamiltonian
The second order of the generator S is given by
S2 = −LVˆd(S1), (C35)
where Vd denotes the diagonal contributions of the perturbation Hamiltonian. In a first step we calculate [Vd, S1].
Again with (C20)-(C23) we get
[Vd, S1] =
√
2
4∑
i,j=1
gQB,ci γ
(1)
j σˆx,iσˆx,jη
+
20 +
4∑
j=1
gQB,cj β
(1)
1
(√
5η+50 + 2η
+
30
)
+
4∑
j=1
gQB,cj β
(1)
2 σˆx,j
(√
3η+30 +
√
2η+10
)
+Kcorr

 4∑
j=1
γ
(1)
j A
(4)
1 σˆx,jη
+
50 + β
(1)
1 A
(4)
2 η
+
60
+β
(1)
2 A
(4)
4 η
+
80 +
4∑
j=1
γ
(1)
j A
(2)
1 η
+
30β
(1)
1 A
(2)
2 η
+
40 + β
(1)
2 A
(2)
4 η
+
60β
(1)
2 A
(2)
2 η
+
20 +
4∑
j=1
γ
(1)
j A
(0)
1 σˆx,jη
+
10
+ β
(1)
1 A
(0)
4 η
+
40β
(1)
2 A
(0)
2 η
+
20
]
(C36)
The next order of the effective Hamiltonian is given by Heff,3 = b1P0Sˆ2(Vod)P0, so it is again sandwiched by projection
operators onto the coupler ground state. S2 is given by −L(Vd(S1)). L maps η+ij to η−ij and adds the respective energy
prefactor 1/(Ei−Ej). Only terms proportional to η00 will not be projected to zero by P0. Looking at (C20)-(C23) we
see that only commutators of ηs with identical indices will give a contribution. In Vod the only appearing operators
of this sort are η10, η20 and η40. This means that we can ignore all other η operators in the commutator Vˆd(S1), since
they don’t give a contribution to Heff,3. Using this simplification, we get the following expression for the third order
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effective Hamiltonian
Hˆeff,3 =

 4∑
i,j=1
( √
2β
(0)
2
(E2 − E0)γ
(1)
i g
QB,c
j +
√
2β
(1)
2
E1 − E0 g
QB,c
i g
QB,c
i +
KcorrA
(0)
1
E1 − E0 α
(1)
i g
QB,c
j
)
ZˆiZˆj (C37)
+KcorrHˆ
(3)
shift
]
(C38)
where H
(3)
shift adds an overall energy shift to the coupler ground state energy given by
H
(3)
shift =
4∑
j=1
(
β
(1)
1 β
(0)
1 A
(2)
2
E4 − E0 +
β
(1)
2 β
(0)
2 A
(2)
2
E2 − E0 +
β
(1)
1 β
(0)
1 A
(0)
4
E4 − E0 +
β
(1)
2 β
(0)
2 A
(0)
2
E2 − E0
)
. (C39)
Hence the third order effective Hamiltonian has two effects on the qubits. It leads to an overall energy shift given
by H
(3)
shift and like the second order effective Hamiltonian induces two body local interactions. Therefore we have to
calculate the next higher order and see if local interactions k > 2 appear.
3. Fourth order effective Hamiltonian
The third part of the generator is given by
S3 = −LVˆd(S2) + a2LSˆ21(Vod). (C40)
with parameters
an =
2nBn
n!
(C41)
We start with calculating VˆdS2. In the expression for Heff,4 the commutator of S3 with Vod appears. This expression
is again sandwiched by P0 operators. In the same manner as in the last section we therefore only have to include
terms of S3 proportional to η10, η40 or η20. This leads to twelve different terms. The effective Hamiltonian is given
by
Heff,4 = b1P0Sˆ3(Vod)P0 + b3P0Sˆ
3
1(Vod). (C42)
We split this Hamiltonian into three different parts
Heff,4 = H
(1)
eff,4 +H
(2)
eff,4 +H
(3)
eff,4 (C43)
= −b1P0
[
LVˆd(S2), Vod
]
P0 + b1a2P0
[
LSˆ21(V od), Vod
]
+ b3P0Sˆ
3
1(Vod)P0 (C44)
13
For the first part we get:
H
(1)
eff,4 = −2b1Kcorr
4∑
i,j=1
(
5β
(1)
1 g
QB,c
i g
QB,c
j
(E5 − E0)(E4 − E0) +
√
5KcorrA
(4)
1 γ
(1)
i g
QB,c
i
(E5 − E0)(E4 − E0) +
( √
4
E4 − E0 +
√
3
E3 − E0
) √
3β
(1)
2 g
Qb,c
i g
QB,c
j
E3 − E0
+
KcorrA
(2)
1 γ
(1)
i g
QB,c
j
E3 − E0
( √
4
E4 − E0 +
√
3
(E3 − E0)
)
+
2β
(1)
1 g
QB,c
i g
QB,c
j
E3 − E0
( √
4
E4 − E0 +
√
3
E2 − E0
)
+
2β
(1)
2 γ
1
i g
QB,c
j
(E2 − E0)2 +
√
2KcorrA
(0)
1 γ
(1)
i γ
(1)
j
E2 − E0 +
√
2KcorrA
(2)
2 γ
(1)
i g
QB,c
j
(E2 − E0)(E4 − E0) +
√
2KcorrA
(0)
2 γ
(1)
i g
QB,c
j
(E2 − E0)2
)
ZˆiZˆj
+
4∑
j=1
(√
2Kcorrβ
(1)
2 A
(2)
2 g
QB,c
j
(E2 − E0)(E1 − E0) +
√
2Kcorrβ
(1)
2 A
(0)
2 g
QB,c
j
(E2 − E0)(E1 − E0) +
√
5Kcorrβ
(1)
1 A
(4)
1 g
QB,c
j
(E5 − E0)(E1 − E0) +
KcorrA
4
1A
(4)
1 γ
(1)
j
(E5 − E0)(E1 − E0)
+
2Kcorrβ
(1)
1 A
(2)
1 g
QB,c
j
(E3 − E0)(E2 − E0) +
√
3Kcorrβ
(1)
2 A
(2)
1 g
QB,c
j
(E3 − E0)(E1 − E0) +
KcorrA
(2)
1 A
(2)
1 γ
(1)
j
(E3 − E0)(E1 − E0) +
√
2A
(0)
1 β
(1)
2 g
QB,c
j
(E1 − E0)2
+
KcorrA
(0)
1 A
(0)
1 γ
(1)
j
(E1 − E0)2
)
Zˆj
+
K2corrA
(4)
2 β
(1)
2 A
(4)
2
(E6 − E0)(E2 − E0) +
K2corrβ
(1)
2 A
(2)
4 A
(2)
2
(E2 − E0)(E4 − E0) +
K2corrβ
(1)
2 A
(0)
2 A
(2)
2
(E2 − E0)(E4 − E0) +
K2corrβ
(1)
1 A
(2)
2 A
(2)
2
(E4 − E0)(E2 − E0)
+
K2corrβ
(1)
1 A
(0)
4 A
(2)
2
(E4 − E0)(E2 − E0) +
K2corrβ
(1)
1 A
(4)
2 A
(2)
4
(E6 − E0)(E4 − E0) +
K2corrβ
(1)
2 A
(2)
4 A
(2)
4
(E6 − E0)(E4 − E0) +
K2corrA2(0)β
(1)
2 A
(2)
2
(E2 − E0)2
+
Kcorrβ
(1)
2 A
(0)
2 A
(0)
2
(E2 − E0)2 +
Kcorrβ
(1)
1 A
(0)
4 A
(2)
2
(E4 − E0)2 +
Kcorrβ
(1)
1 A
(0)
4 A
(0)
4
(E4 − E0)2 +
K2corrβ
(1)
1 A
(4)
2 A
(4)
2
(E6 − E0)(E2 − E0) +
K2corrβ
(1)
2 A
(4)
4 A
(4)
4
(E8 − E0)(E4 − E0)
+
4∑
i,j,k=1
2Kcorrγ
(1)
i g
QB,c
j g
QB,c
k
(E2 − E0)(E1 − E0) ZˆiZˆjZˆk
(C45)
We see that a lot of two local coupling terms arise. Additionally we have single Zˆ corrections, an overall energy
shift and most important the last term leads to three local qubi-qubit interactions. Let’s first calculate the other
contributions to the effective Hamiltonian. The second part is given by
H
(2)
eff,4 = 2b1a1

4 3∑
i,j,k,l=1
gQB,ci g
QB,c
j g
QB,c
k g
QB,c
l
(E1 − E0)4 ZˆiZˆjZˆkZˆl +
4∑
i,j=1
(
γ
(1)
i γ
(1)
j β
(0)
1 β
(0)
1
E4 − E0 +
γ
(1)
i γ
(1)
j β
(0)
2 β
(0)
2
E2 − E0
+
β
(0)
1 β
(1)
1 γ
(1)
i g
QB,c
j
E4 − E0 + 2β
(1)
1 β
(0)
1 γ
(1)
i γ
(1)
j +
β
(0)
2 β
(0)
2 γ
(1)
i g
QB,c
j
E2 − E0 + 2β
(1)
2 β
(0)
2 γ
(1)
i γ
(1)
j +
2β
(1)
2 β
(0)
2 γ
(1)
i g
QB,c
j
E2 − E0
+β
(1)
2 β
(0)
2 β
(0)
2 γ
(1)
i γ
(1)
j + β
(1)
2 β
(1)
2 γ
(1)
i g
QB,c
j +
2β
(1)
1 β
0
1γ
(1)
i g
QB,c
j
E4 − E0 + β
(1)
1 β
(1)
1 γ
(1)
i g
QB,c
j + β
(1)
1 β
(0)
1 γ
(1)
i γ
(1)
j
)
ZˆiZˆj
+
β
(1)
2 β
(1)
1 β
(0)
2 β
(0)
1
E4 − E0 +
2β
(1)
1 β
(0)
1 β
(1)
2 β
(0)
2
E2 − E0 +
4β
(1)
1 β
(1)
1 β
(0)
1 β
(0)
1
E4 − E0 +
β
(1)
2 β
(1)
2 β
(0)
1 β
(0)
1
E4 − E0 +
β
(1)
1 β
(1)
1 β
(0)
2 β
(0)
2
E2 − E0
+
β
(1)
2 β
(0)
1 β
1()
1 β
(0)
2
E2 − E0 +
2β
(1)
1 β
(1)
2 β
(0)
2 β
(0)
1
E4 − E0
]
(C46)
and the last part reads
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H
(3)
eff,4 = 2b3

4 4∑
i,j,k,l=1
γ
(1)
i γ
(1)
j γ
(1)
k g
QB,c
l σˆx,iσˆx,j σˆx,kσˆx,l +
4∑
i,j=
(
β
(0)
1 β
(1)
1 γ
(1)
i γ
(1)
j + β
(0)
2 β
(1)
2 γ
(1)
i γ
(1)
j
+β
(1)
1 β
(1)
1 γ
(1)
i g
QB,c
j + 2β
(0)
1 β
(0)
1 γ
(1)
i γ
(1)
j + β
(1)
2 β
(1)
2 γ
(1)
i g
QB,c
j + 2β
(0)
2 β
(1)
2 γ
(1)
i γ
(1)
j + 2β
(1)
2 β
(1)
2 γ
(1)
i g
QB,c
j
+β
(0)
2 β
(1)
2 γ
(1)
i γ
(1)
j + β
(1)
2 β
(1)
2 γ
(1)
i g
Qb,c
j
)
σˆx,iσˆx,j + 2β
(1)
1 β
(0)
1 β
(1)
2 β
(1)
2 + β
(1)
2 β
(1)
1 β
(0)
2 β
(1)
1 + β
(1)
2 β
(1)
2 β
(0)
1 β
(1)
1
4β
(1)
2 β
(1)
2 β
(0)
2 β
(1)
2 + 4β
(1)
1 β
(1)
1 β
(0)
1 β
(1)
1 + β
(1)
1 β
(1)
1 β
(0)
2 β
(1)
2 + β
(1)
1 β
(1)
2 β
(0)
1 β
(1)
2 + 2β
(1)
1 β
(0)
2 β
(0)
2 β
(0)
1
]
.
(C47)
Finally with all these results, the fourth order effective Hamiltonian acting only on the coupler ground state subspace
can be written as
Heff = Pˆ0Hˆ0Pˆ0 + Pˆ0Vˆ Pˆ0 +
4∑
n=2
Hˆeff,n. (C48)
4. Coupling Strengths
All in all Heff,4 leads to 3 and 4 local qubit-qubit interactions. Anyways, there still are 2 local qubit interactions
present and we want the higher ones, to give the leading effect. Therefore it is necessary to go to a regime where the
2 local interactions vanish or at least are smaller than the higher ones. Note that the sum
∑
i,j,k,l also gives rise to 2
local interactions (e.g. if i = j and k = l), so we also have to take them into account.
To summarize the results, we want to give expressions for the different couplings. For simplification we assume that
the qubit parameters are the same for all qubits. We define the different coupling strengths such that we can write
the effective interaction Hamiltonian as:
Hint,eff = J4ˆˆZ1Zˆ2Zˆ3Zˆ4 + J3
∑
i<j<k
ZˆiZˆjZˆk + J2
∑
i<k
ZˆiZˆj + J1
4∑
i=1
Zˆi,
where the whole interaction Hamiltonian acts only on the |0〉 subspace of the coupler. The restriction of the sums
comes from the fact that e.g ZˆiZˆj = ZˆjZˆi, hence we get an additional prefactor into the different coupling terms
∑
i6=j 6=k 6=l
ˆˆZiZˆjZˆkZˆl +
∑
i6=j 6=k
ZˆiZˆjZˆk +
∑
i6=k
ZˆiZˆj +
4∑
i=1
Zˆi (C49)
= 4!ZˆiZˆjZˆkZˆl + 3!
∑
i<j<k
ZˆiZˆjZˆk + 2!
∑
i<k
ZˆiZˆj +
4∑
i=1
Zˆi. (C50)
The four body coupling strength is given by
J4 = 24
g4QB,c
∆310
, (C51)
with ∆ij = Ei − Ej . The three body coupling strength is given by
J3 = −6
2Kcorrg
3
QB,c
∆20∆210
. (C52)
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The expression for the two body interaction is a little more complicating
J2/2 = gQB,QB/2−
g2QB,c
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12Kcorrg
2
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+
24K2corrg
2
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+
8K2corrg
2
QB,c
∆240∆10
+
16K2corrg
2
QB,c
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+
48K2corrgQB,c
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+
48K2corrg
2
QB,c
∆20∆210
+
48K2corrg
2
QB,c
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144
√
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24K2corrg
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48K2corrg
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20g4QB,c
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(C53)
as well as the Zˆ corrections
J1 = −72
√
3K3corrgQB,c
∆220∆10
− 432K
3
corrgQB,c
∆220∆10
− 120
√
3K3corrgQB,c
∆50∆40∆10
− 120K
3
corrgQB,c
∆50∆210
− 240K
3
corrgQB,c
∆30∆40∆10
− 360K
3
corrgQB,c
∆30∆20∆10
− 600K
3
corrgQB,c
∆30∆210
− 144K
3
corrgQB,c
∆20∆210
− 144K
3
corrgQB,c
∆310
− 12Kcorrg
3
QB,c
∆310
(C54)
The bare coupler Hamiltonian is equivalent to a harmonic oscillator, such that the relation ∆n0 = (n − 1)∆10 is
satisfied. Therefore we can simplify the expressions for the coupling strengths
J4 = 24
g4QB,c
∆310
(C55)
J3 = −6
Kcorrg
3
QB,c
∆310
(C56)
J2 = gQB,QB − 2

1− 1
4
Kcorr
∆10
− 1689 + 1060
√
2− 82√6− 12√30
24︸ ︷︷ ︸
≈122
K2corr
∆210

 g2QB,c
∆10
(C57)
+ 40
g4QB,c
∆310
(C58)
J1 = −
(
628 + 24
√
3
)
︸ ︷︷ ︸
≈670
K3corrgQB,c
∆310
− 12Kcorrg
3
QB,c
∆310
(C59)
Putting in the expressions for Kcorr, gQB,c and ∆10, we can write the different couplings in terms of system
parameters
J4 = 3EL˜c
(αs)4
ζc(1− βc)5/2
(C60)
J3 = −EL˜c
(αs)3βc
√
ζc
32(1− βc)3 (C61)
J2 = EL˜c(αs)
2
(
1− 1
(1 − βc) +
1
2
βcζc
(1 − βc)5/2 + c1
β2c ζ
2
c
(1− βc)4 + 5
(αs)2
ζc(1 − βc)5/2
)
, (C62)
with c1 =
1689+1060
√
2−82√6−12√30
55296 and where we assumed to have identical qubits, such that αi = αj = α, si = sj = s.
Note that all these expressions diverge for βc −→ 1. This is since the prefactors of Hint (especially VQB,c) is in the
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order of 1 in this case, such that the convergence criteria for the SW expansion is no longer satisfied. Anyways we will
in the next section, that we get a really interesting effect in the regime βc < 0.6. Note that J1 and J3 are two to three
orders of magnitude smaller than the equal contributions hence they can be ignored (also observed in numerics).
Appendix D: numerical evaluation of the SWT
In the previous section, we presented an analytic solution for the SWT by truncation of the cosine part of the
coupler potential. To get more accurate results, it is more convenient, to include the full coupler potential and solve
for the eigenfunctions numerically. We will see that corrections from higher order cosine terms play an important role
for larger nonlinearities. To do so we numerically solve the Hamiltonian of the bare coupler Hamiltonian
Hˆc = 4EL˜cξ
2
c
q2c
2
+
ϕˆ
2
+ βc cos(ϕˆc). (D1)
This Hamiltonian can be evolved in harmonic oscillator states. For the harmonic part we use the results of the
previous section and the cosine part can be written down in this basis using the relation
〈n|eir(aˆ†+aˆ)|m〉 = i3n+m
√
n!
m!
e−
r2
2 rn−kL(n−m)n (r
2), (D2)
where L
(n−m)
j refers to the generalized Laguerre polynomial. The cosine part of the potential can now be written in
the polar representation and we can write down Hˆc in the harmonic oscillator basis
Hˆc =
∞∑
n,m=1
〈n|Hˆc|m〉 |n〉 〈m| . (D3)
Solving for the eigenvectors, we find the unitary transformation Uˆc that diagonalizes Hˆc. With U it is possible,
to transform the interaction part of the Hamiltonian into the eigensystem of Hˆc (Note that the coupler parts of the
interaction can easily be written down in the harmonic oscillator basis, using (D2)). This makes it easy to numerically
calculate the commutators arising during the SWT by simple matrix multiplications. We truncate the series (D3) at
n = 40 oscillator states, since higher truncation limits didn’t lead to any notable changes of the results. With this
we can calculate the prefactors of (C50). We see that the results of the analytic and the numerical SWT show the
same overall behavior, but the values of both are significantly different. Since the cosine part of the potential gives
important contributions to the value of the energy gap, this is what we expect. For increasing βc the value of ωc,
which denotes the gap in the analytical case decreases rapidly, pushing the calculation over the convergence limit of
the SWT. By including the whole potential in the numerical case, the decrease of the gap with increasing βc is much
slower, leading a large shift of the convergence breakdown to higher values of βc.
Appendix E: Comparison between the analytical and the numerical SWT
The difference between the analytical method described in Sec. C and the numerical one described in Sec. D
is the cosine part of the coupler potential. In the analytical part, we truncate the cosine part after fourth order
in ϕˆc, whereas in the numerical approach, we treat the complete cosine part, by calculating the respective coupler
eigenfunctions numerically. These parts become especially important for increasing βc, since this part determines the
weigth of the cosine part. In Fig. 4 we compare the coupling strenght given by the analytical and numerical SWT,
for the same parameters as in Fig. 2 of the main part. We see that the analyitcal coupling strengths show the same
principle behavior as the numerical ones, but the values of g coincide only for very small βc, whereas for increasing
nonlinearities βc, the numerical SW predicts higher couplings (hence are closer to the complete numerical solution).
Appendix F: Discussion of the SWT
As mentioned in the main text, there are rather large deviations between the coupling strengths of the effective
Hamiltonian obtained by the SWT and the completely numerically determined coupling strenghts. The SWT gives
the right principle behavior of the coupling, meaning a change of J2 from antiferromagnetic to ferromagnetic due to
the indirect coupling part of the Hamiltonian and a continuous increase of J4. There are two main problems why the
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FIG. 4. Comparison between the coupling strengths for the analytical and the numerical SWT for the same prameters as in Fig.
2 of the main text.
SWT does not quantitatively model the effective system Hamiltonian. The first one is as mentioned above the way we
model the qubit. As shown in Sec. B we model the qubit potential with two shifted harmonic potentials. The smaller
the qubit nonlinearity βj the farer away the actual potential is from the double well. To get qualitative results we
would have to include higher order corrections to the potential, but then it is no longer possible to get nice analytical
results. On the other hand the more we increase the nonlinearity of the coupler βc, the more higher orders of the
SWT matter. This is because the energy distance between the coupler ground and coupler excited subspace decrease
with increasing coupler nonlinearity, hence prefactors of e.g. sixth order terms increase. This is the reason for the
turnover of the coupling strengths at around βc = 0.5 (see Fig. 4), which we do not see in the full numerical results
(see Fig. 2 of the main part). Also for to strong nonlinearities when the two subspaces start to mix, the SWT will
diverge when we do not include the coupler excited subspace as well. But as soon as these subspaces start to mix, the
system can no longer mimic the spectrum of the general Ising Hamiltonian including four local interactions, hence we
are not interested in this regime. Here with mix we mean that the gap between the two coupler subspaces becomes
comparable to the gaps of the spectral lines in the coupler ground state subspace. Then it is likely that interactions
between the two subspaces happen. In Fig. 5 we compare the gap between the lowest state in the coupler excited and
the highest state in the coupler ground subspace and the largest distance between two spectral lines in the coupler
ground state subspace depending on the coupler nonlinearity βc. For consistency reasons we chose the same qubit
and coupler parameters as in Fig. 2 of the main text. One sees that for small βc the gap is much larger than the
intersubspace energy differences, but for increasing βc the gap starts to decrease whereas the intersubspace energy
difference increases. In between the region 0.7 < βc < 0.8 the two values of ∆max and ∆gap become comparable and
the two subspaces are no longer well separated. This is the reason why we only show coupling strenghts up to βc = 0.7
in Fig. 1 of the main text.
Appendix G: Susceptibility to fabrication errors and flux noise
In this section we test the robustness of the our coupler against fabrication errors. For this purpose, we calculate
several susceptibilities that describe the harm of fabrication errors (e.g. wrong junction parameters).
For every system parameter that arises in the four and two local interaction strength, we can define a corresponding
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susceptibility
χ4J,j =
1
J4
∑
junctions
∣∣∣∣ ∂J4∂Pj
∣∣∣∣
J4=max
(G1)
χ2J,j =
1
J2
∑
junctions
∣∣∣∣ ∂J2∂Pj
∣∣∣∣
J2=max
, (G2)
where the 2 and 4 denote the two and four local interaction strength and Pj represents the system parameter that
varies due to fabrication issues. Note that all our analytical results seem to only qualitatively coincide with the
numerical found solution. Therefore we will calculate the susceptibilites in this article numerically. The two and
four local interaction strengths can be extracted out of the spectrum and then be used to calculate the derivatives
appearing in the susceptibilities. Here we assume that the optimal point is the one where the four local interaction
strength is twice the two local one, so we vary the respective parameters around this optimal point.
1. Error in Josephson energy
A typical fabrication error is an impurity in the junctions included in the system. This leads to variations of the
Josephson energy. First we study a variation of the Josephson energy of the qubit junctions
χ4,EJj =
4
J4
∣∣∣∣ ∂J4∂EJj
∣∣∣∣ (G3)
=
4
J4
∣∣∣∣∂J4∂βj
∣∣∣∣
∣∣∣∣ ∂βj∂EJj
∣∣∣∣ (G4)
=
4
J4
∣∣∣∣∂J4∂βj
∣∣∣∣ 1EL˜c , (G5)
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FIG. 6. Variation of the two and four local interactions for varying nonlinearity of the qubits. The slope can be extracted out
of the plots. We choose the same parameters as in the main text χc = 0.01, χj = 0.05 and βc = 0.43
where we used the fact that only βj changes if we change EJj and that we assume equal parameters for all four qubits
(factor 4). The derivative appearing in the expression can be calculated numerically and EL˜c will be a normalization
parameter. In Fig. 6 we show the variation of the four local and two local interactions for a small variation of EJj .
The susceptibility for the two local interactions χJ2,EJj can be calculated analog to χJ4,EJj , but we additionally have
to include a factor three which arises from the fact that every qubit can interact with three others. Here we show the
variation of the coupling strength with the nonlinearity βj and using Fig. 6 we can extract the derivatives
∂J
∂EJj
we
need to calculate the susceptibilites. This gives the following values for the used system parameters
EtildeLcχ4J,EJj ≈
4
J4
6 · 10−4 ≈ 2.1 (G6)
EtildeLcχ2J,EJj ≈
12
J2
12 · 10−4 ≈ 33.1. (G7)
We see that the two local interactions are more affected by variations of the Jospehson energies. However, EL˜c is in
the THz range for typical system parameters. This means that even for the two local interactions changing EJj about
1 GHz only results in a change of the order 10−1− 10−2 GHz of the coupling strength. Typical fabrication errors are
assumed to be much smaller than 1 GHz, such that small variations do not crucially affect the two coupling strengths
and susceptibilities are rather small.
The same study can be done for a variation of the couplers Josephson energy. The results are shown in Fig. 7 and
again we can extract the needed derivative from Fig. 7 to get an approximate value for the susceptibilities
EL˜cχ4J,EJc ≈
1
J4
5 · 8−4 ≈ 2.7 (G8)
EL˜cχ2J,EJc ≈
1
J2
4 · 9−4 ≈ 6.2. (G9)
As in the previous case for typical values of EL˜c these values of the susceptibilities lead to extremely small changes
of the coupling strengths when EJc does not vary too much.
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2. Error in inductive Energy
Another typical fabrication error is a deviation of inductances between theoretical predicted and actual values in
the experiment. In this case it is a little more difficult to calculate the corresponding susceptibilities, since more than
one parameter appearing in the coupling strength depend on the impedances of the qubits Lj and the coupler Lc,
respectively. First we assume fabrication error in the coupler impedance, which means we have a change in EL˜c . The
susceptibility can be written as
χ4J,ELc =
1
J4
(∣∣∣∣∣ ∂J4∂EL˜c
∣∣∣∣∣
∣∣∣∣∂EL˜c∂L˜c
∣∣∣∣
∣∣∣∣ ∂L˜c ∂Lc
∣∣∣∣+
∣∣∣∣ ∂J4∂xic
∣∣∣∣
∣∣∣∣ ξc∂L˜c
∣∣∣∣
∣∣∣∣ ∂L˜c ∂Lc
∣∣∣∣+
∣∣∣∣∂J4∂βc
∣∣∣∣
∣∣∣∣ ∂βc∂L˜c
∣∣∣∣
∣∣∣∣ ∂L˜c ∂Lc
∣∣∣∣
)
(G10)
=
1
L˜c
(
1 + χc
1
J4
∣∣∣∣∂J4∂ξc
∣∣∣∣+ βc
∣∣∣∣∂J4∂βc
∣∣∣∣
)
(G11)
⇒ L˜cχ4J,Lc = 1 + χc
1
J4
∣∣∣∣∂J4∂ξc
∣∣∣∣+ βc
∣∣∣∣∂J4∂βc
∣∣∣∣ (G12)
Again we can plot the variation of the coupling strength around the optimal point, to numerically determine the two
derivatives appearing in the expression for χ. The susceptibility for the two local interactions is analog, we just have
to replace J4 with J2. The variation with βc is already shown in Fig. 7 and in Fig. 8 we see the variation of the
coupling strengths with ξc. For the two susceptibilities we get the approximate values
L˜cχ4J,Lc ≈ 1.5 (G13)
L˜cχ2J,Lc ≈ 2.1. (G14)
However, these susceptibilities are given with respect to L˜c. It is more convenient to look at the susceptibilites with
respect to the inductive energies EL˜c and ELj , respectively. We start with the first one to see how a change in EL˜c
affects the coupling strength. The corresponding susceptibility is just given by (note that we chose units such that
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Ji = EL˜c J˜i)
EL˜cχ4J,EL˜c = 1 (G15)
EL˜cχ2J,EL˜c = 4, (G16)
where again the factor 4 in J2 arises from the fact that four qubits interact with the coupler. A change in the inductive
energy of the qubits leads to a change of βj , such that
χ4J,ELj =
4
J4
(∣∣∣∣∂J4∂βj
∣∣∣∣
∣∣∣∣ ∂βj∂ELj
∣∣∣∣
)
(G17)
=
4
J4
βj
ELj
∣∣∣∣∂J4βj
∣∣∣∣ , (G18)
hence we get (using Fig. 6)
ELjχ4J,ELj ≈ 9 (G19)
ELjχ2J,ELj ≈ 36. (G20)
We see that these two susceptibilities are the most critical ones, since ELj is one to two orders of magnitude smaller
than EL˜c . Anyways, the fabrication error of inductivities is usually much smaller than the corresponding errors in
the junction and we still need a huge discrepancy here to get a mentionable change of the coupling strenghts (since
ELj still is in the order of 10− 100 GHz).
To summarize the susceptibility results, we have shown that only huge fabrication errors of the junctions as well
as the inductances lead to significant changes of the coupling strenghts. Hence our coupler setup is assumed to be
robust against fabrication errors.
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3. Flux Noise
A crucial environmental influence on circuit QED systems, especially for flux qubits is flux noise. Here the operating
system gets affected by an electromagnetic environment resulting in small external fluxes disturbing the system. The
most mentionable candidate in flux qubit architectures is 1/f noise. Hence it is important that our coupler setup is
robust against small flux fluctuations. Most importantly these fluctuations lead to an additional external flux applied
to the coupler loop driving it away from the symmetry point. However, in Fig. 3 of the main text we show that the
symmetric coupler choice (Φcx = Φ0/2) hits a magic point, meaning the four local interactions are not influenced
by small changes of the external flux. Such magic points arise due to symmetries of the system when the first order
dephasing rate induced by the environment (Fermis Golden rule contribution) vanishes.
Obviously also the qubit loops will incorporate an external flux due to such fluctuations, but the effect here is
assumed to be much smaller, since this only results in a small tilt of the double well potential adding a small Xj
correction to the qubit Hamiltonian. However, this effect can be estimated to be at least one order of magnitude
smaller than the effect on the coupler loop itself.
Appendix H: Extraction of coupling strength out of the spectrum
In this section of the Supplement we will shortly review how we extracted the coupling strenghts J2 and J4 shown
in Fig 2 of the main text out of the spectrum. Lets assume we have all four qubits biased at the degeneracy point,
then the Hamiltonian we want to emulate with our system reads
Hˆ =
4∑
i=1
ωi
2
Xˆi + J2
∑
i<j
ZˆiZˆj + J4Zˆ1Zˆ2Zˆ3Zˆ4, (H1)
where ωi are the frequencies of the two level systems. For further study we rotate to the single-qubit eigenstate basis
Xˆi 7→ Zˆi and Zˆ 7→ −Xˆ such that the Hamiltonian has the form
Hˆ =
4∑
i=1
ωi
2
Zˆi + J2
∑
i<j
XˆiXˆj + J4Xˆ1Xˆ2Xˆ3Xˆ4. (H2)
Using the raising and lowering operator σˆ and σˆ† it is possible to rewrite the coupling parts
XiXj = (σi + σ
†
i )(σj + σ
†
j ) (H3)
= σiσj + σ
†
i σ
†
j + σiσ
†
j + σ
†
i σj . (H4)
The first two parts of this interaction do not preserve the excitation number, so we call them the inter-subspace
part Vinter = σiσj + σ
†
i σ
†
j and in the same manner the last two parts conserve excitation number, hence called the
intra-subspace interaction Vintra = σiσ
†
j + σ
†
i σj . With this we can rewrite the Hamiltonian
Hˆ =
4∑
i=1
ωi
Zˆi
2
+ J2
∑
i<j
(σˆiσˆ
†
j + σˆ
†
i σˆj) + J2
∑
i<j
(σˆiσˆj + σˆ
†
i σˆ
†
j ) + J4Xˆ1Xˆ2Xˆ3Xˆ4. (H5)
Now we can show the following commutation relations[
Xˆ1Xˆ2Xˆ3Xˆ4, σˆiσˆ
†
j + σˆ
†
i σˆj
]
= 0 (H6)[
Zˆi, σˆiσˆ
†
j + σˆ
†
i σˆj
]
= 0 (H7)
 4∑
i=1
,
∑
i<j
σˆiσˆ
†
j + σˆ
†
i σˆj

 = 0. (H8)
This means that if all qubit frequencies are equal, the parts of the Hamiltonian that conserve the two excitation
subspace commute, which means that they have a mutual eigenbasis. In a first step we can write the conserving parts
23
of H in the logical two excitation subspace. For equal frequencies ωi = ω ∀i, this just gives an off diagonal matrix
with anti-diagonal elements J4 and all others are J2. Diagonalizing this matrix yields the eigenvalues
E1/2/3 = −J4
E4/5 = −2J2 + J4
E6 = 4J2 + J4
(H9)
so we have three different eigenvalues, one three times degenerated, one two times degenerated and the other non-
degenerated. In our four body coupler design a regime that we can reach by tuning the coupler nonlinearity is the
case where the two local interactions is half as large es the four local interaction with different sign. Putting this into
the eigenenergies we just calculated, we see the following situation
E1/2/3 = E6 = 2J2
E4/5 = −4J4,
(H10)
so the eigenvalue E6 becomes degenerated with the eigenvalue E1/2/3. What we observe is the following: for the
general case we have a anticrossing (depending on the frequency we vary) at the point where all four frequencies are
equal. On the other hand when we tune the system to the point J4 = −2J2, we see a crossing between the lowest
four lines. The distance between this specific crossing point and the other two lines (which are at equal at the equal
frequency point) is equal to 3J4. With all this information it is possible to read out the coupling strengths out of the
spectrum.
In this approach we ignored the inter-subspace part of the Hamiltonian. However, if the couplings are not to
high the energy penalty for inter-subspace transitions is usually to high, which leads to a seperation of the different
excitation subspaces in the spectrum. Anyways, even when there is a mixture between the excitation subspaces we
are still able to identify the right lines by comparing it to the theoretical spectrum of the full Hamiltonian (H2).
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