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DECODING OF SCROLL CODES
GEORGE H. HITCHING AND TRYGVE JOHNSEN
Abstrat. We dene and study a lass of odes obtained from srolls over urves of any
genus over nite elds. These odes generalize Goppa odes in a natural way, and the
orthogonal omplements of these odes belong to the same lass. We show how syndromes
of error vetors orrespond to ertain vetor bundle extensions, and how deoding is
assoiated to nding destabilizing bundles.
1. Introdution
In [J℄, the seond author interpreted the syndrome spae for traditional Goppa odes
C(D,G) for divisors D,G on an algebrai urve X as a projetive spae P = PExt(H,OX )
∗
of isomorphism lasses of line bundle extensions. It is well known that an extension of line
bundles
0→ OX →W → H → 0
is lassied by its ohomology lass δ(W ) ∈ H1(X,Hom(H,OX)) ∼= Ext(H,OX ), the null
element of Ext(H,OX ) orresponding to the lass of the trivial extension
0→ OX → OX ⊕H → H → 0.
The urve X is embedded in P in the following way: If x ∈ X, then x orresponds to the
lass of an extension whih is the kernel of the map
Ext(H,OX )→ Ext(H,OX(x)).
In that ase the middle term E has a quotient bundle OX(x). Moreover, in general, the
lass of an extension W is in the kernel of the map
Ext(H,OX )→ Ext(H,OX(A)),
for an eetive divisor A if and only if it is ontained in Span(A) (dened in a standard
way) after embedding X in P as desribed. In that ase W has a quotient bundle OX(A).
In this way P is stratied into seant strata of the embedded X aording to the s-invariant
of the middle terms W of the extensions appearing. The proess of error loation then
orresponds, for given syndrome (= lass of extension W ), to nd the right divisor A′
linearly equivalent to A suh that OX(A) is a quotient bundle of the middle term W . It is
interesting to observe that syndromes of errors whih are designed-orretable (that is, the
number of errors is at most [d−12 ], where d is the designed minimum distane deg(D −G))
are preisely the ones orresponding to unstable extensions. Reall that an extension is
unstable if and only if s(W ) = 2deg(A)−deg(W ) < 0 for a line bundle A of minimal degree
suh that OX(A) is a quotient bundle of the middle term W ; equivalently, if W ontains
a line subbundle of degree greater than
1
2deg(W ). This viewpoint has been utilized and
studied through a series of papers; see [BC℄, [Co1℄, [Co2℄.
1991 Mathematis Subjet Classiation. 14J28 (14H51).
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In this paper we will replae the divisor or line bundle G on the urve X with a loally free
sheaf E (or vetor bundle E) of arbitrary positive rank r and apply a similar onstrution.
This gives rise to a sroll PE and various sroll odes, some of whih have been studied
in several papers. See [Ha℄, [L℄, and [Na℄. We show how syndromes and deoding an be
interpreted in terms of vetor bundle extensions for a partiular lass of suh odes.
Here is a summary of the artile. Firstly, we reall some fats about srolls and vetor
bundles whih will be needed. In §3, we dene SAGS odes, a type of evaluation ode
whih generalizes Goppa's SAG odes to srolls. In partiular, these have the property that
their dual odes an again be interpreted as evaluation odes. In §4, we reall or prove some
fats about the geometry of vetor bundle extensions, and in §5 we apply this to deoding
and error orretion on SAGS odes. In the nal setion, we make brief remarks about the
appliability of these results to sroll odes whih are not neessarily evaluation odes.
An important tool is the use of bundle-valued prinipal parts to dene the odes. We
believe this makes transparent the onnetion between syndromes, bundles and geometry.
Aknowledgements: The rst author is supported by the Deutshe Forshungsgemein-
shaft Shwerpunktprogramm Globale Methoden in der komplexen Geometrie. He also
thanks the University of Bergen for nanial support and hospitality.
2. Srolls and vetor bundles
In this setion we introdue the objets with whih we will be working. Firstly, we x
some notation.
We denote vetor bundles over the urve X with Roman letters E, W , OX , KX et. and
their sheaves of setions with the orresponding sript letters E , W, OX , KX et. If V is
a vetor spae, then PV is the projetive spae of odimension one linear subspaes in V .
Similarly, for a vetor bundle E → X we dene PE to be the sroll whose ber at x ∈ X is
the projetive spae of odimension one linear subspaes of E|x. If Υ is a line bundle over
some variety Y , we write |Υ| for the projetive spae PH0(Y,Υ). If |Υ| is nonempty, we
have a natural map Y 99K |Υ|.
If V is a vetor spae and g ∈ V ∗ a nonzero linear form, we denote 〈g〉 the line in V ∗
spanned by g, and also the point in PV dened by g. We also use this notation for points
of projetivized vetor bundles.
Any vetor bundle E → X gives rise to a short exat sequene of OX -modules
0→ E → Rat(E)→ Prin(E)→ 0
where Rat(E) is the sheaf of rational setions of E and Prin(E) the sheaf of prinipal parts1
with values in E. Taking global setions, we obtain
(1) 0→ H0(X,E)→ Rat(E)→ Prin(E)→ H1(X,E) → 0.
We denote α the prinipal part of a global rational setion α of E, and we write [p] for
the ohomology lass of a prinipal part p ∈ Prin(E). See for example [K℄ for further
information.
Denition 2.1. Let E be a loally free sheaf of rank r ≥ 1 on a urve X, hosen in suh
a way that the linear system Υ = OPE(1) on the orresponding P
r−1
-bundle PE over X is
1
Note that this is a dierent objet from the prinipal part sheaf P
k
X(E) onsidered by for example
Laksov [L℄.
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very ample, and h1(Υ) = 0. We map PE into Pk−1 with the omplete linear system H0(Υ).
The image T is by denition a smooth sroll, and isomorphi to PE.
In partiular, if X = P1, then E = OP1(e1)⊕ · · · ⊕ OP1(er), with e1 ≥ . . . ≥ er ≥ 1 and
degE = f = e1 + · · · + er ≥ 2. In this ase k = f + r, and the image T is by denition a
rational normal sroll of type e = (e1, . . . , er).
Remark 2.2. If the loally free sheaf E satises ertain stability onditions, then the
dimension k is equal to deg(E) + r(1 − g) also for non-rational urves (twisting E with a
large enough multiple of the line bundle orresponding to a ber F if neessary). In general
(see [Na℄, Proposition 2.1),
h0 (OPE(b1)⊗OPE(b2F )) =
(
b1 + r − 1
r − 1
)
(µb1 + b2 + 1− g)
in this ase, where µ(E) is the slope deg E
r
of E. Here we only study the ase b1 = 1. From
the proof of this result it also follows that h1(X,E) = 0 under these stability onditions,
and this gives h1(PE,Υ) = 0.
In the next setion, we will desribe some odes whih an be produed from these objets.
3. Matrix desription
In this setion we will dene a generalization of the strongly algebrai geometri (SAG)
odes onsidered in [J℄.
3.1. Strongly algebrai geometri sroll odes. Let C be a ode over a nite eld Fq
dened as follows. Start with a sroll PE over a urve X, whih is embedded in Pk−1 as
desribed above. Suppose γ is the number of Fq-rational points on X; if X = P
1
then
γ = q + 1. Then we reall that T ontains
(2) n = γ(qr−1 + qr−2 + · · · + q + 1)
points over Fq. Choose s of the γ bers of PE over X, and in eah ber we pik at least
r points, suh that these points span the ber. Altogether we have then hosen v points
P1, . . . , Pv , and sr ≤ v ≤ n. Let Υ be the linear system on PE desribed above, and look
at the map φ : H0(PE,Υ) → (Fq)
v
dened by φ(f) = (f(P1), . . . , f(Pv)). The ode C is
the image of φ.
Let M be the divisor on PE orresponding to the s bers spanned by the Pi, so M is
numerially (linearly if X = P1) equivalent to sF on PE, where F is the lass of a ber.
Reall that Υ is the bundle assoiated to the hyperplane system OPE(1). Look at the exat
sequene of sheaves
0→ Υ(−M)→ Υ→
Υ
Υ(−M)
→ 0.
This indues an exat ohomology sequene
0→ H0(Υ(−M))→ H0(Υ)→ (Fq)
sr → H1(Υ(−M))→ H1(Υ)→ 0.
In turn this indues a sequene of maps
0→ H0(Υ(−M))→ H0(Υ)→ (Fq)
sr → (Fq)
v ,
where eah funtion on the union of the s hosen bers is evaluated at the v points by the
last map of the sequene. We denote this map by g. Of ourse we laim no exatness of the
last sequene at (Fq)
sr
. We see from this that we an regard the linear ode C as the image
of the quotient spae
H0(Υ)
H0(Υ(−M))
. In a speial ase onsidered by many authors one piks
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all Fq-rational points in all bers, so s = γ and we pik q
r−1 + · · · + q + 1 points in eah
ber, and then v = n = γ(qr−1 + · · · + q + 1). The last two sequenes above are simplied
if H0(Υ(−M)) = 0. For X = P1 this happens if s ≥ e1 +1, and suh an s an be hosen if
q ≥ e1.
We now look at a speial ase:
Here we pik instead exatly r points in eah of the s bers, and we also pik them suh
that they span the bers. Write D for the sum of the points of X over whih the divisor M
on PE is supported. Clearly this is of the form x1 + · · ·+ xs for distint Fq-rational points
xi ∈ X. For eah i = 1, . . . , s we will denote the points in the ber over xi by Pi,1, . . . , Pi,r.
Then v = sr, the map g desribed above is an isomorphism of vetor spaes, and we may
identify the spaes (Fq)
sr
and (Fq)
v
of the last sequene, and regard the map H0(Υ) →
(Fq)
sr = (Fq)
v
of the long exat ohomology sequene as an evaluation map in the v = sr
points.
Now the ohomology H0(Υ) and H1(Υ(−M)) an be identied with ohomology spaes
of bundles on X. We have
H0(PE,Υ) = H0(X,E)
and
H1(PE,Υ(−M)) = H1(X,E ⊗ pi∗(OPE(−M)))
= H1(X,E ⊗O(−D))
= H0(X,KX (D)⊗ E
∗)∗ by Serre duality
= H0(PE1,Υ1)
∗
where Υ1 is a suitable line bundle on a sroll PE1. Here E1 = KX(D) ⊗ E
∗
, and Υ1 is
OPE1(1) for this loally free sheaf of rank r on X. We also get
H1(T,Υ) = H1(X, E) = H0(X,K ⊗ E∗)∗ = H0(T1,Υ1(−M))
∗;
here and in the sequel, we denote by T1 the image of PE1 by the linear system O(1). For
X = P1, this beomes
H1(PE,Υ(−sF )) = H1(P1,O(e1 − s)⊕O(e2 − s)⊕ · · · ⊕ O(er − s))
= H0(P1,O(s − e1 − 2)⊕O(s− e2 − 2)⊕ · · · ⊕ O(s − er − 2))
∗ = H0(T1,Υ1)
∗.
In fat Υ1 is O(1) on PE1, where E1 = O(s− ed− 2)⊕O(s− ed−1− 2)⊕· · ·⊕O(s− e1− 2)
on P1.
The identiations of the H0-spaes follows from [S℄, p. 110. Moreover, this and the the
identiation of the H1-spaes follows from a straightforward generalization of Lemma V,
2.4 of [H℄: Clearly H i(Υ(−M))x = H
i(Υx) = 0, for all i > 0 and all points x ∈ X, sine
Υ)|x = OPd−1(1). Therefore R
i(pi∗Υ(−M)) = 0 for i > 0. See [H℄, Chapter III, Ex. 11.8.,
and Chapter III, Ex. 8.4.
We note that PE1 ∼= PE
∗
, sine E1 = E
∗ ⊗KX(D). Hene the long exat ohomology
sequene beomes:
(3) 0→ H0(PE,Υ(−M)) → H0(PE,Υ)→ (Fq)
sr
→ H0(PE∗,Υ1)
∗ → H0(PE∗, (Υ1)−M)
∗ → 0,
whih simplies to
(4) 0→ H0(PE,Υ)→ (Fq)
sr → H0(PE∗,Υ1)
∗ → 0
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if h0(PE,Υ(−M)) = h1(PE,Υ) = 0. Dualizing, we get
(5) 0→ H0(PE∗,Υ1(−M))→ H
0(PE∗,Υ1)→ (Fq)
v
→ H0(PE,Υ)∗ → H0(PE,Υ(−M))∗ → 0
whih simplies to
(6) 0→ H0(PE∗,Υ1)→ (Fq)
sr → H0(PE,Υ)∗ → 0
under the onditions stated. This motivates the following, generalizing the denition of a
SAG ode (see [J℄, §2).
Denition 3.1. A sroll ode C dened as above by evaluation of setions of Υ at exatly
r independent points of s bers is alled a strongly algebrai geometri sroll ode or SAGS
ode if h0(PE,Υ(−M)) = h1(PE,Υ) = 0.
The sequenes (3) and (4) give that we obtain a generator matrix for C by evaluating
setions in H0(PE,Υ) at the v points. On the other hand, (5) and (6) show that we
get a generator matrix for (a ode equivalent to) C∗, that is, a parity hek matrix for
C, by evaluating setions in H0(PE∗,Υ1) at some v dual points (all of them in bers
orresponding to the same s points over P1. We will say more about this in the next
setion.
Remark 3.2. Reall that a Goppa ode C(D,G) is strongly algebrai geometri if 2g−2 <
degG < s. In analogy with this, we notie that C is a SAGS ode if E is semistable and
the following inequality holds:
(7) r(2g − 2) < deg(E) < rs.
For example, suppose s ≥ 2g. By [Na℄, Remark 2.1, there exist semistable (in fat, even
so-alled p-semistable) bundles of degree zero and rank r on X for X, r and q general
enough. Twisting suh a bundle by an eetive divisor of degree stritly between 2g − 2
and s, we get an E whih denes a SAGS.
3.2. Another desription of the odes. Here we give another way of dening the odes
C and C∗ whih will be useful for our work later with extensions.
At eah x ∈ X, a setion t of OPE(1) → PE restrits to a linear form t(x) on the
projetive spae PE|x; that is, a vetor in E|x. Evaluation of t at P = 〈e
∗〉 ∈ PE|x is
simply restrition of t(x) to the line in E∗|x spanned by e
∗
. The points P1,1, . . . , Ps,r ome
from ovetors e∗1,1, . . . , e
∗
s,r ∈ E
∗
whih form a basis of eah of the bers of E∗ over the
points of D. Thus there exist unique e1,1, . . . , es,r ∈ E suh that e
∗
i,j(ei′,j′) = δj,j′, when this
ontration makes sense (that is, when xi′ = xi). For eah (i, j), we have 〈e
∗
i,j〉
∗ = 〈ei,j〉,
and restrition of t(x) to 〈e∗i,j〉 yields
(oeient of ei,j in t(xi)) · ei,j
whih is well dened sine the set of all the ei,j inludes a basis of eah of the hosen bers.
We write λi,j for this oeient. Identifying F
sr
q with
⊕
i,j Fq · ei,j , we see that t is sent to
the sr-tuple (λ1,1, . . . , λs,r). If we write this more suggestively as
((λ1,1, . . . , λ1,r), . . . (λs−1,1, . . . , λs,r))
and onsider t now as a setion of the vetor bundle E → X, then we see that the r-tuple
(λ(i,1, . . . , λi,r) is just the expression of t(xi) in terms of our hosen basis of E|xi . We have
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natural identiations
E|D =
⊕
i,j
Fq · ei,j =
⊕
i,j
OPE(1)|〈e∗i,j 〉
allowing us to pass between the interpretations of t as a setion of E → X and of OPE(1)→
PE. Thus the sequene (4) is identied with 0→ H0(X,E)→ E|D → H
1(X,E(−D))→ 0.
We now set H := E∗(D). Note that H = pi∗ (OPE∗(1)⊗M). Now E|D = H
∗(D)|D,
whih an be viewed as (the global setions of) the subsheaf of Prin(H∗) of prinipal parts
supported at D with at most simple poles. For eah (i, j), let pi,j ∈ Prin(H
∗) be the
prinipal part dened by ei,j . (Of ourse, this is supported at xi with a simple pole.) Then
we have H∗(D)|D =
⊕
i,j Fq · pi,j and the sequene (4) beomes
0→ H0(X,H∗(D))
ρ
−→ H∗(D)|D
ν
−→ H1(X,H∗)→ 0
where ρ and ν are indued by the prinipal part map2 and the oboundary map in (1)
respetively. Expliitly, ρ sends a rational setion of H∗ with poles bounded by D to its
prinipal part, and ν sends a prinipal part λ1,1p1,1+ · · ·+ λs,rps,r to the ohomology lass[∑
i,j λi,jpi,j
]
.
Thus the ode C is identied with the subspae of H∗(D)|D of elements ourring as
prinipal parts of global rational setions of H∗, and the syndrome of an element in Fsrq
orresponds to the obstrution to lifting it to a global rational setion of H∗.
3.3. Generator and parity hek matries.
3
In [J℄, generator and parity hek matries
are given for the odes C and C∗ when r = 1, that is, PE is the urve X. Here we generalize
this approah to the present situation.
Let t1, . . . , tl be a basis for H
0(X,E). For eah m = 1, . . . , l and eah (i, j), write λm,(i,j)
for the oeient of ei,j in tm(xi). Then by the last paragraph, the evaluation map sends
tm to the prinipal part λm,(1,1)p1,1 + · · · + λm,(s,r)ps,r, so the matrix of ρ with respet to
the bases {tm} and {pi,j} is 

λ1,(1,1) · · · λl,(1,1)
.
.
.
.
.
.
λ1,(s,r) · · · λl,(s,r)

 =: S.
In order to nd a matrix for ν, in fat we will nd one for tν : H1(X,H∗)∗ →
(
F
sr
q
)∗
and
dualize. We reall expliitly the Serre duality pairing
H0(X,KX ⊗H)×H
1(X,H∗)→ H1(X,KX ) = Fq.
Let p be an H∗-valued prinipal part and [p] its ohomology lass; by (1), every lass in
H1(X,H∗) is of this form. Let u be a global setion of KX ⊗H. Then u(p) ∈ Prin(KX)
and the ontration of u and [p] is simply [u(p)]. Hene tδ(u) is the linear form given by
u 7→ (p 7→ [u(p)]).
Now, for eah i, let zi be a loal oordinate on X entered at xi. We x an isomorphism
Fq
∼
−→ H1(X,KX ) and let c be the image of 1. We desribe a basis of
(
F
sr
q
)∗
dual to the
basis p(1,1), . . . , p(s,r) of F
sr
q . For eah (i, j), let hi,j ∈ H be suh that 〈hi,j〉 is the image of
〈e∗i,j〉 under the natural isomorphism PE = P(H
∗(D))
∼
−→ PH∗. We dene a linear form
2
Sine the poles are all simple, we ould also think of this as the sum of the residue maps over the points
of D.
3
This subsetion is logially independent of the rest.
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hi,j on F
sr
q =
⊕
i,j Fq · pi,j by p 7→ [dzi ⊗ hi,j(p)]. By onstrution, hi,j(pi′,j′) is nonzero if
and only if j = j′ and i = i′. Multiplying the hi,j by nonzero salars if neessary, we an
assume that hi,j(pi′,j′) = c · δi,i′δj,j′ , so we obtain the required basis.
Now let u ∈ H0(KX ⊗H). As we did for E and E
∗
, for eah (i, j), let h∗i,j be the dual
basis vetor of hi,j in H
∗
. (Up to nonzero salar, h∗i,j = ei,jzi.) Then
(8)
tδ(u)(pi,j) = [pi,j(u)] =
[
u(xi)(h
∗
i,j)
zi
]
= c · (oeient of dzi ⊗ hi,j in u(xi))
Let us view u as a setion of the line bundle pi∗KX ⊗ OPH (1). To evaluate u at the point
〈h∗i,j〉, we restrit u(xi) ∈ (KX ⊗H)|xi to the line 〈h
∗
i,j〉 in H
∗|xi,j . This gives an element of
KX |xi ⊗ 〈h
∗
i,j〉
∗ = Fq · (dzi ⊗ hi,j), and the oeient is the same as that of c in (8).
Thus, if u(xi) = dzi ⊗ (µi,1hi,1 + · · ·µi,rhi,r) for eah i, then
tν(u) = µ1,1h1,1 + · · ·µs,rhs,r
is the expression of
tν(u) with respet to the basis h1,1, . . . , hs,r. Thus we an view
tν(u)
as the evaluation of u at eah of the points 〈h∗i,j〉 ∈ PH, expressed in terms of the hi,j .
Let now u1, . . . , ul′ be a basis for H
0(X,KX ⊗H). For eah n = 1, . . . , l
′
, write µn,(i,j)
for the oeient of dzi ⊗ hi,j in un(xi). Then the matrix of
tν with respet to our hosen
bases is 

µ1,(1,1) · · · µl′,(1,1)
.
.
.
.
.
.
µ1,(s,r) · · · µl′,(s,r)

 =: tR.
The rows of this matrix give generators for C∗. But the (ri+ j)th row represents the values
of eah of the un at 〈h
∗
i,j〉, so we see expliitly how C
∗
is also an evaluation ode. The
matrix of δ with respet to {p1,1, . . . , ps,r} and the basis of H
1(X,H∗) dual to {u1, . . . , ul′}
is R. By exatness, RS = 0 and tStR are zero, and tS and R are parity hek matries for
C∗ and C respetively.
Note: As we have dened them, C and C∗ belong to dierent vetor spaes. However,
sine we have the mutually dual bases {pi,j} and {hi,j}, we an view both odes as sub-
spaes of F
rs
q via the vetor spae isomorphism F
rs
q
∼
−→
(
F
rs
q
)∗
sending eah hi,j to pi,j .
Remark 3.3. It follows from the disussion above that the orthogonal omplements (or
duals) of SAGS odes are (ode equivalent to) SAGS odes in general, just like for the
traditional ase r = 1. Hene the desription above lends itself just as well to make parity
hek matries as to make generator matries. This is one of the virtues of Goppa odes
(based on urves), whih it has been hard to reprodue for odes produed from varieties
of higher dimension. If one piks all points of for example Grassmannians or srolls, then
the oordinates of these points are suitable for produing olumns of generator matries
of odes that are interesting. But if one tries to use the same points as olumns of parity
hek matries, then beause of the existene of linear spaes inside the varieties (lines),
one annot exeed minimum distane 3. Hene, in order to get essentially self-dual lasses
of odes, like for Goppa odes, one must revise the way one piks points.
3.4. The link with extensions. Sine the olumn vetors of the parity hek matrix of C
are desribed through oordinates of points of PE∗ embedded by the omplete linear system
Υ1, we see that the (projetivized) syndrome spae of C in a natural way is identied with
PH0(PE∗,Υ1) = PH
0(X,K(D) ⊗ E∗).
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If X = P1 and Υ = O(e1)⊕ · · · O(ed), then this is
PH0(PE∗,Υ1) = PH
0(P1,O(s − e1 − 2)⊕O(s − e2 − 2)⊕ · · · ⊕ O(s− ed − 2))
The syndrome spae an also be identied with
H1(X,E ⊗M∗) = H1(X,H∗),
where as before H∗ = E(−D). For X = P1 and Υ = O(e1)⊕ · · · O(ed), this is
H1(P1,O(e1 − s))⊕O(e2 − s))⊕ · · · ⊕ O(ed − s)) = H
1(X,H∗),
where H = O(s− e1)⊕O(s− e2)⊕ · · · ⊕ O(s− ed).
Now H1(X,H∗) = Ext1(OX ,H
∗) an be identied with isomorphism lasses of exten-
sions
0→ H∗ →W → OX → 0.
In the next setion, we will relate the geometry of the spae PH1(X,H∗)∗ to the behaviour
of these extensions.
4. Geometry of extension spaes
Heneforth, to allow for slightly greater generality, instead of the bundle H∗ we will
work with Hom(F2, F1) for bundles F1 and F2 over X. Reall that the deomposable lous
of Hom(F2, F1) is the lous of maps of rank one. This is a determinantal subvariety of
Hom(F2, F1), dened by the vanishing of all 2 × 2 minors of the maps. We denote ∆ the
lous dened by these (homogeneous) polynomials in PHom(F2, F1)
∗
.
Example 4.1. If F1 and F2 are both of rank two then ∆ is a bundle of smooth quadris
in the P3-bundle PHom(F2, F1)
∗ → X. Of ourse, if either one is a line bundle then
∆ = PHom(F2, F1)
∗
.
4.1. Embeddings of srolls. Here we give another desription of the map from PH into
the projetivized syndrome spae PH1(X,H∗)∗, whih will be adapted for our study of
extensions.
Let V → X be any vetor bundle. We have a short exat sequene
0→ V → V(x)→
V(x)
V
→ 0
whose ohomology sequene inludes
· · · → H0(X,V (x))→ V (x)|x → H
1(X,V )→ · · ·
Sine P(V ∗(−x))|x is anonially isomorphi to PV
∗|x, the projetivized oboundary map
gives rise to a map ψx : PV
∗|x 99K PH
1(X,V )∗. We dene a map ψ : PV ∗ 99K PH1(X,V )∗
by taking the produt of all the ψx.
Now by Serre duality and the projetion formula, we have an identiation
(9) H1(X,V )
∼
−→ H0(PV ∗, pi∗KX ⊗OPV ∗(1))
∗.
Lemma 4.2. ([Hi℄, §2) Via the above identiation, ψ oinides with the standard map
PV ∗ 99K |pi∗KX ⊗ OPV ∗(1)|. Moreover, ψ is an embedding if and only if for all x, y ∈ X,
we have h0(X,KX (−x− y)⊗ V
∗) = h0(X,KX ⊗ V
∗)− 2r.
Remark 4.3. The key feature of this interpretation is that ψ sends 〈v〉 ∈ PV ∗|x to the
projetivized ohomology lass of a V -valued prinipal part supported at x with a simple
pole in the diretion v. This will allow us to use the alternative onstrution of the ode C
in §3.2 to understand the geometry of the syndromes.
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We reall a denition:
Denition 4.4. Let F2 → X be a vetor bundle. Then an elementary transformation of F2
is a vetor bundle dened by a loally free subsheaf of F2 of rank equal to the rank of F2.
Suh subsheaves an be dened using prinipal parts. If F1 is another vetor bundle over
X, then any Hom(F2, F1)-valued prinipal part naturally denes a map F2 → Prin(F1).
Then the kernel of suh a map denes an elementary transformation of F2. Moreover, any
elementary transformation of F2 is of this form (although not in a unique way).
We will need the following tehnial result on extension lasses:
Lemma 4.5. ([Hi℄, §4.1) Let W be an extension of F2 by F1. An elementary transfor-
mation of G of F2 lifts to a vetor subbundle of W if and only if the lass δ(W ) of the
extension an be dened (f. (1)) by a prinipal part p ∈ Prin(Hom(F2, F1)) suh that
G = Ker (p : F2 → Prin(F1)).
Now we an give the main result of this setion.
Theorem 4.6. Let 0 → F1 → W → F2 → 0 be a nontrivial extension. Then 〈δ(W )〉
belongs to the linear span of at most h independent points of ∆|D if and only if W has a
subbundle lifting from an elementary transformation of F2 of the form
(10) 0→ G → F2 → τ → 0
where τ ⊂ Prin(F1) is a skysraper sheaf of length at most h supported on D and with at
most simple poles.
Proof. Suppose 〈δ(W )〉 belongs to the linear span of at most h independent points of ∆|D
in PH1(X,H∗)∗. Then by the alternative denition of ψ given above, δ(W ) an be dened
by p ∈ Prin(Hom(F2, F2) of the form
∑h
j=1 pj where eah pj is a prinipal part supported
at one point of D with a simple pole along some rank one map. Thus we have a short exat
sequene
0→ G → F2
p
−→ τ → 0
where τ ⊂ Prin(F1) is a skysraper sheaf of length at most h supported on D and with at
worst simple poles. By Lemma 4.5, the sheaf G lifts to a subbundle of W .
Conversely, suppose an elementary transformation G of F2 of the stated type lifts to a sub-
bundle ofW . By Lemma 4.5, the lass δ(W ) an be dened by some p ∈ Prin(Hom(F2, F1))
whih, viewed as a map F2 → Prin(F1), has kernel G. From the sequene (10) we dedue
that p is supported along D and has at most simple poles. We write p =
∑
x∈D px, where
eah px is a prinipal part supported at one point x, and then write eah px as a sum of rank
one homomorphisms, of minimal length. Sine τ is of length at most h, any suh expression
for p ontains at most h independent suh rank one homomorphisms. By the alternative
denition of ψ, the point 〈δ(W )〉 is ontained in the span of these at most h rank one points
of Hom(F2, F1). 
Remark 4.7. Suppose F1 = H
∗
and F2 = OX , so we are in the situation of the last
setion. Then this theorem shows that the extension 0 → H∗ → W → OX → 0 an be
quasi-inverted to a short exat sequene
0→ OX(−A)→W → (H
∗)′ → 0
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for some eetive divisor A ≤ D and some bundle (H∗)′, if and only if 〈δ(W )〉 lies in the
linear span of some points of PH∗ all lying over the support of the divisor A ≤ D. In this
ase the rank of eah φx an be at most 1.
Remark 4.8. When Fq is replaed with the omplex number eld, a generalization of
Theorem 4.6 is proven in [Hi℄, Theorem 4. For example, p may have poles of higher order.
However, the above proof sues for the situation we are onsidering.
Now we give some alternative ways of viewing the ondition of Theorem 4.6. Firstly, it
is equivalent to saying that δ(W ) belongs to
Ker(H1(X,Hom(OX ,H
∗))→ H1(X,Hom(OX(−A),H
∗)))
= Ker(H1(X,H∗)→ H1(X,H∗(A))
= Ker(H0(X,H(K))∗ → H0(X,H(K −A))∗).
We look instead at the (isomorphi) spae of extensions of type
0→ OX → W → H → 0.
Then it follows from a dual version, as in [NR℄, Lemma 3.2, that there is a surjetion
W → OX(A)→ 0 if and only if δ(W ) belongs to
Ker(H1(X,Hom(H,OX)→ H
1(X,Hom(H,OX(A)))
= Ker(H1(X,H∗)→ H1(X,H∗(A)).
We see that the two kernels are the same, and we have two alternative desriptions.
In the rst desription we may view OX(−A) as a speial ase of a loally free sheaf G
with a sheaf injetion φ : G→ OX , suh that φ fators via a map G→ W.
In the seond desription OX(A) is a speial ase of a loally free sheaf G with a sheaf
homomorphism φ : OX → G, suh that φ extends to a homomorphism W → G.
The ommon kernel an also be viewed as that of a map
Ext(OX ,H
∗)→ Ext(OX ,H
∗(A)),
using Proposition 6.3 of [H℄. Using Proposition 6.7 of [H℄, we interpret this as the kernel of
a map
Ext(H,OX )→ Ext(H(−A),OX ) = Ext(H,OX(A)).
Example 4.9. An easy ase to handle is when X = P1 and we pik all r points in eah
ber along the diretrix urves. Assume s = q + 1. It is lear that the natural subsroll
of type (e2, . . . , er) is ontained in a hyperplane, and that any hyperplane ontaining this
subsroll intersets the rst diretrix in e1 points, and for some suh hyperplane they an
taken to be rational. One easily sees that this hyperplane ontains e1+(r−1)(q+1) points,
whih is largest possible, and that the minimum distane of the ode then is q + 1 − e1.
Working dually, with the sroll T1 of type (q − 1 − er, . . . q − 1 − e1), we see that we get
a linear dependeny between q + 1 − e1 points on the diretrix urve of smallest degree
(q − 1 − e1), whih again indiates minimum distane q + 1 − e1. Furthermore the higher
weights di inrease by one until we reah a value of i suh that no odimension i-spae
ontains the subsroll of (e2, . . . , er). This spae ontains e1 + e2 + (r − 2)(q + 1) points,
so di = 2q + 2 − e1 − e2. We leave it to the reader to make the remaining alulations to
the determine the omplete weight hierarhy. It is a sad fat that a ode with suh a nie
desription has suh bad ode-theoretial properties.
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5. Error orretion
We return to the ode C. Here we give a geometri ondition for the orretability of
the error, in terms of the image of the embedding of PHom(F2, F1)
∗
in the syndrome spae.
Important hypothesis: We will assume that the Hom(F2, F1)-valued prinipal parts
p1,1, . . . , ps,r are all along diretions orresponding to rank one homomorphisms. This is
possible sine eah ber is spanned by suh maps.
5.1. A geometri ondition for orretability. The following is analogous to [J℄, The-
orem 3.4.
Theorem 5.1. Suppose a odeword x ∈ C is transmitted, and y = x+e is reeived. Let W
be the extension of F2 by F1 dened by the syndrome lass ν(y) = ν(e). Then the error e
has weight at most h only if W has a subbundle, neessarily of degree at least deg(F2)− h,
lifting from an elementary transformation of F of the form
0→ G → F2 → τ → 0
where τ ⊂ Prin(F1) is a skysraper sheaf of length at most h supported on D and with at
most simple poles.
Proof. Suppose e has weight h. Then e is a prinipal part of the form
λi1,j1pi1,j1 + · · ·+ λih,jhpih,jh
for some nonzero λi1,j1 , . . . , λih,jh ∈ Fq, with the (ih, jh) all distint. Then by Lemma 4.5,
the kernel of the map of OX -modules e : F2 → Prin(F1) lifts to a subbundle ofW . Sine e is
supported along D and is a sum of h rank one elements of Hom(F2, F1) with at most simple
poles along D, this subbundle is an elementary transformation of the stated type. 
Remark 5.2. As in Theorem 3.4 of [J℄, we an give a geometri interpretation of this
situation. By Theorem 4.6, there are at most h errors in y only if the lass 〈ν(e)〉 belongs
to an h-seant plane to ∆|D spanned by at most h distint points. Moreover, also as in [J℄,
both the errors and the points of the sroll PH∗ are dened over Fq.
5.2. Error loation. Assume we have a ode C as desribed above, and that we have piked
exatly r points in eah of s bers, where s typially is the number of all Fq-rational points
on X. Assume a odeword is sent, and the syndrome alulated. If this is zero, there is no
problem. Otherwise, look at the orresponding point in the projetivized syndrome spae
PExt1(OX ,H
∗)∗ = PExt1(H,OX)
∗
. This is the spae where the sroll PH ∼= PE∗ ∼= T1
is embedded.
Now we think of error loation in two steps. In Step 1 we nd the various bers of T1
suh that the syndrome is a linear ombination of points of these bers. In Step 2 we nd
the individual points in these bers suh that the syndrome ontribution from eah given
ber is a linear ombination of syndromes from these individual points. It is only in Step
1 that we an use the diret analogue with the situation studied in [BC℄, [Co1℄, [Co2℄ and
[J℄. On the other hand, Step 2 is basially only a linear algebra problem: the syndrome
omponent from this ber is a point of this ber. Find whih linear ombination it is, of
the r (dual) points that we have piked in this ber in the rst plae.
Hene we fous on Step 1. View the syndrome as an extension
0→ OX → W → H → 0.
Error loation is then to nd the (hopefully) unique line bundle OX(A) of lowest degree
suh that there is a surjetion of W onto OX(A). Having found the divisor lass, one must
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nd the eetive divisor A′ in the lass suh that the syndrome is spanned by the bers
of T1 orresponding to points on the divisor A
′
. This part of the proess is desribed in
Chapter 4 of [BC℄ for r = 1.
Denition 5.3. For a rank r bundle V on a urve X we set s1(V ) = degV −rmax{degL},
for L a line subbundle of V on X.
Then we have:
Proposition 5.4. For a given syndrome point ν(y), interpreted as an extension of type
0→ H∗ →W → OX → 0,
we have
s1(W ) ≤ (r + 1)a− rs+ deg E ,
where a is the number of dierent bers of T (over X) we must use to pik points suh that
errors in the positions orresponding to these points give rise to the syndrome.
Proof. If we use points from a dierent bers to span the syndrome, where these bers
orrespond to the points xi1 , · · · xia on the urve, then A
∗
is a subsheaf of rank one of W,
and
s1(W ) ≤ degW + degA = degH
∗ + (r + 1)a = deg E − rs+ (r + 1)a.

Remark 5.5. For r = 1 and Goppa odes this gives s(W ) ≤ 2a − deg(D − G) = 2a − d,
where d is the designed minimum distane, and we see that if the number of errors is less
than designed-orretable, then W is unstable.
What does it take to ensure that the bers spanning a point an be uniquely hosen?
Assume there are errors in two bers. If the syndrome point 〈ν(e)〉 is also in the span of
two other bers, then the span of the rst two bers has a ommon point with the span of
the seond group of two bers, and the span of all four bers is less than the expeted
value whih is 4r − 1. Hene a suient ondition for this not to happen is
h0(T1,Υ1(−F1 − F2 − F3 − F4)) = h
0(X,E1(−x1 − x2 − x3 − x4)) = h
0(X,E1)− 4r
for all hoies of x1, x2, x3, x4.
In general, syndromes from a bers an be uniquely traed bak to a bers if
h0(X,E1(−B)) = h
0(X,E1)− 2ar
for all hoies of eetive divisors B of degree 2a (ompare with Lemma 4.2).
For X = P1 this happens if s− e1 − 2− 2a ≥ −1. For urves of higher genus we have:
Proposition 5.6. Let E be a stable bundle of rank r on X. Then errors in
a <
µ(H)
2
=
s− µ(E)
2
=
rs− deg E
2r
dierent bers an be traed bak to a unique hoie of a bers.
Proof. By RiemannRoh, we have
h0(X,E1(−B)) = degE1 − 2ra+ r(1− g) + h
0(KX(B)⊗E
∗
1).
We show that h0(X,KX (B) ⊗ E
∗
1) = h
0(X,H∗(B)) = 0. Sine E is stable, so is H∗, and
one obtains h0(X,H∗(B)) = 0 unless 2a ≥ µ(H). (By the same argument, H0(X,E1) =
degE1 + r(1− g), so we obtain the desired onlusion.) 
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Remark 5.7. Sine one an orret errors from a bers if a ≤ µ(H)−12 , it is tempting to
onlude that one an orret up to t = r
(
µ(H)−1
2
)
= degH−r2 errors (whih holds for r = 1,
where degH is the designed minimum distane), sine there are r points in eah ber. But
the disussions so far only makes this true for t errors if they are lustered in as few as
µ(H)−1
2 , bers. If they are spread out on more bers, the disussion above does not ensure
unique deoding of more than
µ(H)−1
2 errors.
Proposition 5.8. Suppose E is a stable bundle on X. Then the syndrome of an error whih
an be traed uniquely bak to a hoie of a bers in the sense of the previous result, that is,
where the number a of bers where errors are made is at most
µ(H)
2 , denes an extension
0→ H∗ →W → OX → 0 with
s1(W ) <
(r − 1)(deg E − sr)
2r
.
Proof. Insert a = µ(H)2 =
rs−deg E
2r in the statement of Proposition 5.4. 
We see that the right hand side is stritly negative if r > 1 and C is a SAGS ode.
Remark 5.9. What an be said about the ode parameters of the SAGS odes? Certainly
the word length is sr. If enough bers are hosen (s big enough) that the hosen bers span
the projetive spae P
k−1
in whih T lies, then the dimension of the ode is k. It is muh
harder to nd the true minimum distane of the odes. All we an say is that it depends on
the hoie of the points in eah ber. The ase studied in Example 4.9 obviously represents
bad hoies. To illustrate the problem of hoosing points onveniently, look at the simplest
ase of a ode whih is not a Goppa ode. We hoose X = P1, and L = O(1) ⊕ O(1).
Hene T is a quadri in X = P3. How an we hoose 2 points on eah line on one of the
two families, suh that as few as possible among the 2q+2 points are ontained in the same
plane. The worst ase involves q + 2 points in a plane (take two lines L1 and L2 on the
quadri, meeting in a point P ), and hoose all q + 1 points on L2, one additional point on
L1, and q additional points on lines parallel to L1). But there learly exist better hoies,
unless q is very small. In general, the minimum distane guaranteed by the method, is
s− 2− e1 for odes from rational urves (Example 4.9) and µ(H) for odes from urves of
higher genus if E is stable (Proposition 5.6). But one an hope for muh better true values
with good hoies of points.
Remark 5.10. The onsiderations above involve no diret deoding algorithm. Neither
did [J℄. Nevertheless the priniples from [J℄ were used to approah onrete deoding in the
series of papers [BC℄, [Co1℄, [Co2℄. We feel that the generalization presented in the present
paper of the line of thoughts in [J℄, should lend itself to a orresponding generalization of
the results of these other papers.
6. Syndrome deoding of other odes
Throughout this work we have insisted on piking exatly r points in eah ber when
dening the odes. This is beause we have dened the odes as evaluation odes, thus
starting with a natural generator, and not a parity hek matrix. To obtain the exat
sequene
0→ H0(PE,Υ)→ (Fq)
sr → H0(PE∗,Υ1)
∗ → 0
and its dual ounterpart
0→ H0(PE∗,Υ1)→ (Fq)
sr → H0(PE,Υ)∗ → 0,
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we had to hoose r points in eah ber, spanning it. As in §3, the last sequene denes a
parity hek matrix via evaluation of the dual points in eah ber.
An easier approah for our purposes would of ourse have been to start with T1 and its
omplete linear system Υ1 in the rst plae, and dene a ode C by a parity hek matrix
obtained from evaluation of setions of Υ1 in some more arbitrarily hosen points on the
bers of T1. As an extreme ase we ould have piked all Fq-rational points of all bers.
Everything said above about Step 1 of the last setion would then have been unaltered, but
in Step 2 we would be far from having unique deoding, unless we knew for some reason
that at most a single error ould be made in eah individual ber. (As mentioned in Remark
3.3, the minimum distane would be 3 in this extreme ase).
Nevertheless, if one denes odes from srolls via parity hek matries instead of via
generator matries (as evaluation odes), then one obtains a larger lass of odes, for whih
one an interpret deoding as desribed above via vetor bundle manipulations.
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