I. INTRODUCTION
T HE goal of the opportunistic spectrum sensing is to sense strategically swaths of the spectrum by switching the center frequencies of band-pass filters that tune the input to Analog to Digital Converters (ADCs) at rate ( is the bandwidth of each sub-channel), over a spectrum that has width , where . Fig. 1 (a) illustrates the filter bank structure that provides the measurements: in the -th time slot the action is the set of sub-channels chosen. This is the approach followed by a flurry of papers (see e.g. [1] - [12] ) formulating Cognitive Spectrum Sensing (CSS) as a multi-armed bandit (MAB) problem, modeling the Cognitive Receiver (CR) as an agent that strategically seeks new information and optimizes its action based on what it has previously learned, to accrue maximum reward. There is a non-Bayesian formulation in [10] , [11] and a Bayesian formulation [2] - [9] of this problem, in which the transition of the channels from "busy" to "idle" is often modeled as a Markov chain. We follow this formulation and assume that each of the channels is a two state Markov chain with a known transition probability matrix. Therefore, the model falls in the class of restless multi-armed bandit (RMAB) problems [4] , [5] , [13] . The action that maximizes the expected reward from the next observation, disregarding future rewards, is called the myopic sensing policy. The prior art either finds sufficient conditions under which the myopic and the optimum foresighted sensing policies as the same or provides bound for the relative loss of the myopic policy. An alternative approach is to employ Compressive Sensing (CS) and Finite Rate of Innovation (FRI) sampling [14] - [25] which can identify active and idle spectrum overcoming the Nyquist sampling limit. Fig. 1(b) depicts the FRI sampling structure that provides linear combinations of the samples taken from the signals occupying the sub-channels (see also [14] ). The modulating signal ( , ) at each branch is a linear combination of the tones at all the sub-channels center frequencies. The mixer and downsampling folds the spectrum in each branch, creating a linear combination of the components that are scattered in various sub-channels inside the low pass filter bandwidth . Mathematically, the vector of the samples at the beginning of the -th time slot is ( [14] , [15] ) (1) 1053-587X © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. where the matrix with coefficients is called the sensing matrix and the -th entry in the vector represents the measurement taken from the contribution of all the signals occupying the -th sub-channel.
Contributions: Recognizing that the first approach cannot detect more than empty bands, while the second approach can identify up to empty bands, but fails when the spectrum is not sufficiently sparse, the idea in this paper is to study an FRI receiver that changes adaptively by finding optimum CCS policies. As shown in Fig. 2 , each CR action at time consists of the selection of a subset of columns of the sensing matrix . The action equivalently selects a set of sub-bands and a corresponding sub-matrix , where denotes the cardinality of the subset of columns of with . We consider a relatively general formulation of the problem with simplifying assumptions on the sensing model that help make the problem tractable. Intuitively the optimum receiver needs to trade-off probing as many sub-bands as possible with coping with the risk of loosing identifiability. Under these assumptions, we derive the RMAB problem formulation and determine the myopic sensing strategy which has poly-log complexity and give sufficient conditions for switching to an even simpler greedy search. We complement the strategic sensing with a greedy Bayesian estimation of the samples from the subchannels (Section V). Even though the optimum policy remains elusive our asymptotic analysis shows that, in the limit, there are sufficient conditions for the myopic policy to be optimum. Numerical results confirm the theory and show that the proposed CCS receiver outperforms the -arm selection receiver ( Fig. 1(a) ) in all regimes.
The paper is organized as follows. First, in Section II, we formulate the Cognitive Compressive Sensing problem in a general form. Then, we set the stochastic optimization framework in Section III. This section is followed by our analysis of the myopic sensing policy in Section IV. In Section V, a cognitive receiver detection strategy of the vector is introduced. The numerical results that validate our theoretical results are presented in Section VI. Finally, the paper is concluded in Section VII.
Notation: Vectors and matrices by boldface lower-case and boldface upper-case symbols. The transpose, conjugate, Hermitian (conjugate) transpose, inverse and pseudo inverse of a matrix are denoted by , , , and , respectively. is the identity matrix of size and is a vector of all ones of size . The -norm is written as , the -norm by and is the number of non-zero entries of the vector . The operator denotes expectation. Sets are calligraphic symbols, and if applied to sets and denote union set difference.
By
we denote the cardinality (measure) and by we indicate the complement of . Given a set function, its marginal increment is (2)
II. OBSERVATION AND DECISION MODEL
In time instants when the spectrum is crowded, the CR will roll back to sense only sub-bands, to avoid errors and in times when the spectrum is mostly idle, the CR will be able to aggressively sense the entire sub-bands. Our goal is to model such optimum CR decision policy.
We assume that at the beginning of every time slot, indexed by , , where denotes the time horizon of interest, the channels go through a state transition. The CR can only accrue observations at every time slot based on the number of branches in its filter bank structure, each a linear combination of the entries of in (1). In the following, we will use interchangeably and as sets of columns for the sensing matrix as well as sets of indices. We also use the index to denote the -th sensing column and indicate the set of the parts of as , so that . Given an action at time slot , the vector includes the entries for indices in the set that the CR is trying to recover. With the definitions given above, the noiseless observation model associated with action is expressed as
where denotes the vector of measurements when action is taken by the CR. Fig. 2 pictorially describes our setup for the CCS observation model.
To denote the active and idle entries in and their evolution, we track the entries of the following state vector are equal to zero when the channel is idle and 1 else: (4) We denote the complement of by:
In general, the Markov chain has possible states. We make the further simplification that each sub-channel evolves as an independent two-state discrete time Markov chain with state transition matrix (6) We focus on the case where and for . The first condition corresponds to the realistic case where channels do not switch state too rapidly, the second condition promotes sparsity in the state vector . The belief that is zero is denoted by and the belief vector is:
Note that, given the belief vector , the parameters can be treated as independent Bernoulli random variables with success probabilities . The belief vector can be updated recursively, given the action selected and the observation (3) in slot .
We denote by the vector that includes the entries in corresponding to the indices in the action set and assume that the reward that the CR seeks is a function of only. Note that is not directly observable. However, the CR's task is to recover the vector and its support (observable system state) based on the observation vector by exploiting the underlying model for and its dependence on . We assume that has a mixture probability distribution function , where and are arbitrary probability distribution functions associated the idle and active states for the th sub-channel. The statistics and of the will be specified in Section V to derive our detection policy. However, our derivations of the sensing strategy will be agnostic of . In fact, we have the following two key assumptions:
The columns of the sensing matrix are drawn from a set of vectors so that any columns out of the columns of form a linearly independent set.
Assumption 2: As long as the number of non-zero entries in is smaller than , the sparse recovery algorithm is able to uniquely recover the support vector from the observation . If , the CR experiences an erasure, collects no reward and no information from the action , as if it were the empty set. If Assumption 1 is verified, Assumption 2 approximates the well known phase transition that is typical in sparse recovery algorithms [26] when for , sufficiently high and when Assumption 1 is met. To meet Assumption 1 is relatively easy: as long as we can find a sensing matrix that satisfies Assumption 1, any subset of its columns, as shown in Fig. 2 , will form a submatrix for which Assumption 1 holds as well. In fact, any columns out of the columns of form a linearly independent set. For , is full rank. For , Assumption 1 guarantees that vectors with sparsity can be uniquely identified [26] . It is not difficult to meet this design criterion. A simple construction for that satisfies Assumption 1 is to fill it with i.i.d. draws of a continuous ensemble (e.g., the i.i.d. complex Gaussian distribution (Better designs exist, see e.g. [38] ). The norm of is the number of non-zero entries of (i.e.
). If , any full rank sensing matrix would lead to the exact recovery of .
III. FORMULATION OF THE CCS PROBLEM
Since , the stochastic optimization is a Partially Observable Markov Decision Process (POMDP) for which the belief vector is a sufficient statistic [2] . In the CCS problem, possible observations and, thus, the action space expand exponentially, since , with . Assumption 2 helps simplifying drastically the belief vector update , which depends only on rather than , i.e.:
To define the erasure event, it is convenient to introduce the following integer threshold parameter: ,
where . The parameter is equal to the maximum number of active channels in action that can be correctly identified, with no receiver erasure. Thus, the erasure event for action is described as (10) Note that when , is always true. Let be the vector whose entries are:
.
Denoting by and by , under Assumption 2, the belief update has the following expression for each in terms of the recovered support vector :
where denotes the operator for one-step belief update. Note that can only take three possible values , where the third value is between the previous two, since it is their convex combination.
In particular, when then implies (monotonically increasing) and vice-versa, if the function is monotonically decreasing. Next, we define two set functions that subsume all the important metrics guiding the CR to operations. One is the probability of the erasure event postulated in Assumption 2, and thus is , the second is the reward function and is .
A. Erasure Event and its Probability
The Probability Mass Function (PMF) of is denoted by and its Cumulative Distribution Function (CDF) and complementary CDF are represented by and , respectively. Using the law of total probability for conditional probabilities, we can obtain the PMF of the random variable recursively as expressed in (13) .
The CR decisions are guided by its beliefs on the random variable and by its aim to have the largest , tempered by the risk of an erasure.
Based on Assumption 2, the probability of erasure given action is .
Note that the function is a set function . Two simple observations follow from the description of the probability of erasure. First, considering the fact that , the function obeys the expression in (15) for all . (See (15) at the bottom of the page.)
Using the expressions in (13) and (14), it is straightforward to derive the marginal increment of as . (16) Also, one can prove the following lemma which presents a critical property of the erasure probability set function.
Lemma 1: The set function is monotonically non-decreasing with respect to , i.e., if then . Furthermore, given a set , if then (17) Proof: See Appendix A. Lemma 1 captures the increasing risk associated with selecting bigger sets that tempers the pursuit of greater rewards, as discussed further next.
B. Reward Function
A policy over a finite horizon is a function that sifts through all possible options represented by -uples of subsets in each having cardinality greater than or equal to . More rigorously, a sensing policy is a sequence of functions , where is the decision rule at time that maps a belief vector onto a sensing action , i.e. . The optimal policy accrues the maximum total expected reward over a finite horizon, i.e. (18) where is the reward obtained at time corresponding to the belief vector using the policy . For any given , the reward is indicated as . For a given sensing policy , the belief vectors form a Markov process with an uncountable state space. The expectation in (18) is with respect to this Markov process which determines the reward process. The vector is the initial belief vector and if no information about the initial system state is available, the -th entry of can be . Next, we introduce two possible formulations for the reward function motivated by different types of sensing applications.
1) The CCS Idle Channels Collector: For spectrum sensing applications, the idle channels bring reward, since they can be used to communicate among secondary users, without interfering with primary users. In the most basic instance of this, with equal bandwidth for sub-bands, when a channel is detected to be idle, the CR can collect one unit of reward. If none of the channels sensed is in the idle state or if there is an erasure, the CR collects no reward, and waits until the next time slot to make another choice. Mathematically, the reward of taking action is (19) When , Assumption 2 states that is full rank and, therefore, the CR can uniquely recover and its support vector . This is equivalent to the RMAB problem with -arms posed in [8] , [27] . But the structure of the reward is different for , due to the fact that the reward is collected only if the support is smaller than . The expected immediate reward is as follows:
Lemma 2: Under Assumptions 1 and 2, the expected immediate reward of taking action for the CR is (20) Proof: See Appendix B. It is interesting to notice the structure of the compressive sensing formulation compared with the optimum -arm selection problem, where the expected reward is simply . The difference is that the erasure event probability weights the belief for with a weight that depends on how adding that channel contributes to increasing the risk of erasures. In the case that , in (20) can be replaced with . Then, using (16) , and the expected immediate reward can be expressed as (21) Since , (21) leads to a lower-bound for the expected immediate reward. Combining this lower-bound with the trivial upper-bound for the expected immediate reward, we conclude that (22) Note that the above bounds hold true even when . In this case, and and the inequalities are replaced with equalities.
. (15) Next, a series of lemmas present a few key features of the expected immediate reward that are used later in Section IV to obtain the best myopic sensing policy.
Lemma 3: For , the marginal expected immediate reward associated with (20) is:
, the marginal expected reward is:
Proof: See Appendix C. Lemma 4: For any given set , the marginal expected reward is maximized by choosing (25) In addition, for , if where the threshold is defined as (26) Proof: See Appendix D.
2) The CCS Busy Channels Collector: It turns out that detecting and tracking signal activities in a set of sub-channels is much harder than tracking empty spots. The RMAB formulation in this case has the CR earning a unit of reward for each non-zero entry in that is detected correctly, i.e.: (27) The expected immediate reward is as follows: Lemma 5: Given the expected value of (27) is
Proof: See Appendix E. In contrast to the CCS idle channels collector formulation, here, for no region in the state space the immediate reward is sub-modular or super-modular. Thus, even finding the myopic sensing policy is NP-hard.
IV. STUDY OF THE OPTIMAL SENSING POLICY
The value function is the maximum expected total reward obtainable starting from time slot to given the current belief vector . It can be decomposed into the sum of the expected immediate reward and the maximum expected future reward . This is because, based on (8) and Assumption 2, the user takes action and the reward attainable through the observation in slot is only a function of the observable state
. Averaging over all possible states and maximizing over all actions , we obtain the following recursion, whose solution corresponds to a dynamic program (28) where the summation is over all possibilities for . The optimal policy and its performance are computationally prohibitive to derive brute force by tracing the optimal sensing policy , since the belief vector is a Markov chain with uncountable state space. It is a natural and standard step to study the myopic sensing policy , that is a stationary policy that maximizes the expected immediate reward under the current belief vector , disregarding the effect of the current action on the future reward and is expressed as (29) In the CCS formulation, solving (29) is also computationally intensive, given that is a set function with . In the following, we derive and study the myopic sensing policy, the solution of (29) .
A. Myopic CCS Policy for the Empty Channels Collector
We consider a CR that is an empty channels collector. To find the myopic sensing policy, we need to solve the following optimization problem to find the action with :
Let denote the indices permutation that sorts the belief vector at time slot in decreasing order, i.e.
. The first step towards finding the best myopic sensing policy is to establish a preferential order for sets with the same fixed cardinality , i.e. the set:
Note that for , considering as the weights of each element, it is known and easy to verify that the maximum immediate reward that can be obtained is [8] (32) which corresponds to the action In the following, we extend this property to the set with for a given and prove that Lemma 6: Any set will have expected reward no larger than the set (33) which includes the components corresponding to the entries with the largest belief values from the vector . Proof: See Appendix F. A direct consequence of Lemma 6 is the following corollary which establishes a procedure to obtain the myopic policy.
Corollary 1: The myopic sensing policy selects the action:
where (see (33)) (35) The results discussed above verify that finding the myopic sensing policy at time slot requires three steps: 1) sorting the belief vector , 2) evaluating for all and 3) selecting their maximum value. The complexity of this procedure is order of .
B. A Greedy CCS Sensing Procedure
In Section IV-A, Corollary 1 we derived the optimum myopic sensing policy for the CCS problem and showed that its complexity is order . There are cases where one can avoid the computation of for all . Algorithm 1 introduces a greedy sensing algorithm, that starts from elements in the action set and includes entries until the marginal reward is non-negative and stops when for the first time the marginal reward becomes negative. At the last step, it compares the achieved reward with to determine its sensing action. The following assumption introduces a sufficient condition under which the greedy sensing algorithm introduced in Algorithm 1 becomes equivalent to the best myopic sensing policy in Corollary 1. Verifying the condition in Assumption 3 is straightforward given the belief vector. When the condition in Assumption 3 holds, it provides an opportunity for the CR to find the myopic sensing policy with less computations. 
Proof: See Appendix H. Lemma 8 shows that under Assumption 3, the risk grows faster than linearly and that is true if bigger sets raise the probability of the support value that is at the boundary between success and erasure. However, since , as the erasure probability grows, its increments have to taper off to zero eventually. Under the condition of Lemma 8 the inflection does not happen for any of the subsets in . Lemma 9: Under Assumption 3, the expected reward is a sub-modular set function, i.e. for all with
Proof: See Appendix I. Corollary 2: If Assumption 3 holds true at time , the greedy sensing procedure in Algorithm 1 returns the same action as the myopic sensing policy of Corollary 1.
Proof: We know from Lemma 9 that under Assumption 3, is a sub-modular set function for . Then, we can show that for (37) where is concluded from Lemma 4 knowing that and follows from the sub-modularity of the expected immediate reward since . As a result, is monotonically non-increasing w.r.t. for
. Since is monotonically non-increasing, at each step, the greedy sensing procedure (Algorithm 1) includes the element that makes the set maximize the expected immediate reward over all candidates in and it stops when increasing further, decreases the expected reward compared to , knowing that from that point on all marginal rewards are indeed negative. To check whether the marginal expected immediate reward is positive or not, the Algorithm compares at each iteration with a threshold based on the result presented in Lemma 4. Finally, the maximum reward value is compared with the expected immediate reward for action , , to obtain the myopic policy.
The next Remark helps in computing the greedy action: Remark 2: At time slot , based on the belief vector , the CR only evaluates the probabilities , using the recursive formula [28] for computing the PMF of Poisson binomial distribution. Then, the probabilities , , are calculated sequentially according to the expressions in (13) . To compute the threshold in Algorithm 1, the CR only needs to evaluate and . However, using (13), we can easily discover the sequential update formulas as and which reduce the computational burden of calculating . Remark 3: Note that the sufficient condition in Assumption 3 depends on time and past actions through the belief vector and has to be verified at each time separately. It may hold for some , but may not necessarily hold for all . As a result, the equivalence of greedy policy and myopic sensing policy is time dependent and does not hold uniformly over time. Experiments in Section VI, Fig. 5 , show how frequently the two policies match.
C. Optimal Policy Characteristics
To gain insights we simplify the model and assume that all the sub-channels are statistically identical, meaning that and for . The dynamic program in this case only depends on as follows:
where for a set in time slot is defined as the sequence of size with entries where and if the subscript is absent, that means it includes all possible entries . The vector is an dimensional all one vector. Note that, even if (38) is still complex, it is already a significant simplification over the conventional definition of value function (28) , that is possible since the rewards are only function of the possible , as opposed to the under Assumption 2. This made it possible in Section VI to numerically compare the best myopic policy vis a vis to the optimum policy for an horizon of two or three time slots. While the optimal policy remains in general non-explicit, in Section IV-D, we look at the asymptotic case, and determine the parameters range that makes the myopic sensing policy optimum. Furthermore, we see numerically in Section VI that the gap between optimum policy and myopic sensing policy shrinks when .
D. Asymptotic Analysis of the CCS Problem
We now consider the regime where . just like before are uniformly worse than and so should be ignored. Because and is large, all actions under consideration have a large set of sub-bands. For independent but non-identical random variables, the strong law of large numbers (LLN) states that in the limit:
This implies that in the asymptotic regime, for the selected set the number of occupied sub-bands almost surely converges to its expected value.
Thanks to the LLN we are able to explicitly express the erasure event and the reward of action in closed form. When , the immediate reward . Actions with , can be partitioned in two sets: (i) a zero reward set for which the erasure event occurs almost surely since ; (ii) a second set in which the actions almost surely do not lead to erasure and whose reward . Then, given the belief vector , let us denote with the set of all the actions of size and, if there is any, of the actions of size that satisfy
Using the definition of the feasible set and the explicit expressions for expected immediate reward, the myopic sensing action in the asymptotic case is obtained as It is straightforward to show that among the feasible actions of size , the action that maximizes the expected immediate reward is , where is defined in (33) . Note that the reward is now a modular function. Consequently, the optimum myopic policy is to choose greedily the feasible action with the largest size possible in . Note also that, since , based on (41) 
then in order to avoid erasure, the myopic sensing action at time is .
We can now summarize the maximum expected immediate reward in asymptotic regime as follows otherwise, where is the highest action size in such that (45)
Lemma 10: The size of the myopic action is such that:
Furthermore, the achievable reward can be bounded as
Proof: Using (45) and the fact that , we conclude the lemma's claims. In a similar vein, we can derive the following result on the optimal policy. The claim is consistent with our numerical observations (c.f. Section VI, Fig. 6 ) that as and grow, when , the gap between the optimum and the myopic optimum policies shrinks.
Lemma 11: If , in asymptotic case, the myopic sensing policy is the optimal sensing policy.
Proof: See Appendix J. The result is intuitive, since the only situation that would make the myopic policy sub optimum would be if is a larger set for some other action that is not trying to maximize the sum of the . But when , the channels with highest chance of being empty in the present time have also the highest probability of being empty in the next step, thus myopic and foresighted decisions match.
V. A COGNITIVE RECEIVER DETECTION STRATEGY
One significant consequence of Assumption 2 is that, given the observations, it decouples the detection of (equivalently ) from the CR sensing policy selection. This separation simplifies the formulation of our problem and makes it tractable. In this section, we briefly review two possible practical approaches that can be utilized in order to estimate when has been selected. Our numerical results (c.f. Section VI Fig. 7) show a remarkably good agreement between the performance that are obtained considering the ideal detection of the support with erasure events (Assumption 2), and the results that we obtain implementing the sparse support recovery algorithms we discuss next.
Given the model in (3), when is known, the CR can utilize sparse signal recovery algorithms to estimate . Orthogonal Matching Pursuit (OMP) [29] is the canonical greedy algorithm for sparse approximation. One commonly used Exact Recovery Condition (ERC) in noiseless case for OMP [30] is Mutual Incoherence Property (MIP) which involves the notion of a coherence parameter associated with the sensing matrix and is defined as , where denotes the -th unit norm column of matrix . Using MIP, it is known that OMP can recover any -sparse signal exactly from the measurements if
This means that when MIP holds, we can detect the erasure event perfectly in the noiseless case if after iterations of the OMP algorithm, the residual is not yet equal to zero. OMP and other pursuit algorithms ignore the belief vector (probability prior on ) in their recovery procedures. An alternative to CS recovery methods is to adopt Bayesian pursuit algorithms (studied in similar settings [31] - [33] ) to exploit the probability prior on the support of which is stored in . These approaches are naturally matched to the RMAB CCS problem we introduced in this paper. To propose a probabilistic model for the Bayesian matching pursuit in the noiseless case, we assume that in the mixture distribution model , and are circular Gaussian random variables. 1 Using the probabilistic model described, we have where can be expressed using the belief vector as . We define the support selection metric as
Finding the support vector corresponding to the maximum requires an exhaustive search over all possible supports. This combinatorial search is impractical and infeasible. Thus, we approximate the solution of the MAP estimator using a greedy pursuit approach. The idea is motivated by the greedy approaches in sparse recovery such as MP and 1 Note that, in the noiseless case, in order to have a valid probability distribution for the observation , we have to consider non-zero variances for the idle sub-bands ( , ).
OMP. Similar approaches in Bayesian framework have been developed in [33] . The main idea is to add the element to the support vector at each iteration of an iterative algorithm which corresponds to the maximum marginal increment of until the marginal increment becomes negative. In the sequel, we refer to this approach as greedy Bayesian matching pursuit (GBMP). The procedure starts with an empty support and in the first iteration checks all possible elements that can be added to the support and evaluate (49) for them. The entry that corresponds to the maximum marginal is chosen and the support vector is updated. The process continues in the same manner where in every iteration, only the remaining inactive elements are being considered. Let denote the support vector at the -th iteration. Assume that is the resulting support when is added to (changed from 0 to 1), then using the matrix determinant lemma and matrix inversion lemma, we can obtain (for more details on the derivations see [33] ) (50) where , and is the column in corresponding to . The value of represents the change in the objective function resulting from changing from 0 to 1. As a result, the algorithm adds to the support in the -th iteration when and stops when the maximum marginal is non-positive.
VI. NUMERICAL EXPERIMENTS
First, in Experiment VI-1, we compare the performances of myopic and greedy sensing policies with -arm selection. Then, in Experiment VI-2, we numerically compare the performance of the myopic sensing policy with the performance of the optimal policy which is evaluated from (38) . Finally, in Experiment VI-3, we investigate the impact of imperfect detection on the performance of the myopic sensing policy, using the detector developed in Section V.
1) Comparison With the Optimum -arm Selection:
The authors in [8] proved the optimality of the myopic sensing policy in the -arm selection problem when . In this section, we simulate the performance of the myopic policy that we have derived for the RMAB formulation of the CCS architecture and compare it with the myopic policy for the -arm selection problem [8] . Furthermore, we compare the performance of CCS with a fixed benchmark, where for each , the policy always selects the action corresponding to the largest belief values from the belief vector. Then the benchmark policy picks the value of that maximizes the total expected reward. This comparison highlights the benefit of adaptively selecting the action size instead of fixing it in all time slots. Note that analytically finding the best given the model parameters is not straightforward and here it is computed numerically.
We consider a horizon of time slots and the number of arms equal to and 5. The sub-channels have equal bandwidths, equal transition probabilities and evolve independently. We vary from 6 to 20 and compute the normalized expected total reward achieved over 1000 trials. The results are normalized by to indicate the average reward per slot. Note that the expected number of channel uses per slot is equal to the normalized reward times the number of available dimensions per sub-band , where is the slot duration and denotes the bandwidth of each sub-band. To study the impact of sparsity in the channel occupancy on the performance of CCS, we consider different cases. In Case 1, we set the transition probabilities as and , which in the steady state corresponds to spectrum occupancy rate of 30%. In Case 2, we investigate a sparser scenario with transition probabilities and with the steady state channel occupancy rate of 20%. Case 3 sets the transition probabilities and with the steady state channel occupancy rate of 10%. Fig. 3 reports the normalized reward for myopic sensing policy v.s. the number of sub-bands for CCS and for the -arm selection, considering , 5 and for all 3 sets of channel transition parameters mentioned above. Fig. 3 , also contains the performance of the greedy algorithm introduced in Algorithm 1 (Greedy-CCS) as well as the fixed benchmark introduced in the beginning of this section. In these simulations, we assumed that the channel state detection performs ideally, as we postulated in Assumption 2. In all cases considered, the myopic policy in CCS outperforms the myopic policy in -arm selection for all values of and for both and 5 as well as the fixed benchmark. Note that the performance gap between CCS and the benchmark is not huge. Note that for the -arm selection case, the myopic policy is also the optimal foresighted policy while we have not proven the same result for the CCS myopic policy. Thus, at the moment, this has to be seen possibly as a lower bound of what CCS can attain. We emphasize that the condition in Corollary 2 is a sufficient condition and although it does not hold for all choices of , and transition probabilities (especially when is small), the simulation results show insignificant degradation in the normalized reward in reference to the CCS performance obtained by solving the optimization problem in Corollary 1. We also can see, as expected, that as the sub-bands become sparser, the CCS gains are more pronounced. In Fig. 3(c) , when the channel occupancy rate is 10%, we notice that CCS with outperforms -arm selection with , meaning that we can get higher reward with smaller number of arms (ADCs) by utilizing the channel sparsity. The plots in Fig. 3 demonstrate that the normalized reward for the -arm selection policy is flat when increases. In contrast, the normalized reward increases with for the CCS myopic policy. Intuitively, this is because CCS is able to exploit the sparse channel settings by probing more sub-bands when increases which results in more exploration and thus a more accurate belief vector for the future decisions. The experiments in Fig. 3 showcase and .
the capability of CCS architecture to enhance the expected total reward when the channel occupancy is sparse. In this paper, we have not discussed in detail the hardware cost of the architecture, which is going to be the subject of future work. The computation requirements of the RMAB CCS policy are easily seen to be higher than those for the -arm selection case. However, it is clear from the simulations that, in sparse enough settings, the additional computational cost entailed in finding the myopic sensing policy in the CCS problem (e.g. Case 2 and Case 3) produces significant gains. It is also interesting to notice the interplay between , and the channel parameters that lead to the average occupancy rate. In the last scenario, a CCS receiver with 5 arms seems capable of identifying nearly 100% of the empty channels while when the occupancy rate is 20%, the same receiver recovers about 60% of them. Note that if the CR has limited exploitation capability due to hardware constraints and can only gain the maximum reward of by exploiting at maximum sub-bands in each time slot, the plots in Fig. 3 will be saturated in the value of . Fig. 4 demonstrates the performance comparison when the channel occupancy is not sparse. In this case a static CS receiver would cease to work, while our method is adaptive and will roll back its sensing to ensure identifiability. To test this notion, we have considered two scenarios with channel occupancy rate of 50% (the transition probabilities and ) and 70% (with and ) while other parameters in the experiment are kept the same. We observe that when the channel occupancy is not sparse, the normalized reward of the three policies coincide for both , 5 in both Cases 4 and 5. In fact, in these settings, the CCS myopic action and the Greedy-CCS will take the same action as that of the -arm selection due to the increasing risk of erasure for non-sparse channels.
In Fig. 5 , the frequency of time slots in which greedy policy and myopic policy match and result in the same sensing actions has been demonstrated. The reported values are taken from the experiments performed in the production of the plots in Fig. 3 . The plots in Fig. 5 alongside the performance comparison between the two policies reported in Fig. 3 , confirm the idea that Greedy-CCS can be considered as a reasonable alternative to CCS with less computational complexity. In addition, we observe that for low occupancy rates, the equivalence frequency is lower which may be something unexpected. However, the performance loss in Fig. 3 remains small in these cases. Note that by construction, the greedy action is always a subset of the myopic action. So, one possible explanation is that when the occupancy rate is low, the myopic action picks a larger action which attains very small gains over the greedy action. However, the gains are very small to appreciate their practical significance.
2) Comparison With the Optimal Sensing Policy:
For the cases where , and are small enough, we can numerically . Note that finding the optimal value function requires searching over all possible actions over all time slots and evaluating the value function for each combination. For a horizon of time slots with sub-channels, the complexity of evaluating via exhaustive search grows exponentially with both and since the number of possible action combinations (the size of the action space) over time slots is which for large values of and is approximately in the order of . Since there is no straightforward computationally tractable alternative to find the optimal policy or its approximation, the exponential computational complexity of finding the optimal policy has prevented us from presenting the numerical comparison in this section for very large values of and . In the following, we compare the performances of optimal policy with the myopic sensing policy proposed in Section IV-A. We consider 3 cases as before with different levels of occupancy rate. We consider the horizon of time slots. The number of arms is equal to , 5, 7, 9 and the data points are obtained for various values of . The elements of the initial belief vector are randomly and uniformly distributed according to . The evaluated is averaged over 300 independent simulation trials. Fig. 6 illustrates the relative degradation of by employing the myopic CCS sensing policy instead of the optimal policy . It is clear that the degradation is negligible and in certain cases, the performances of the two policies coincide. Even though both and are fairly small, it is also evident that the gap tends to shrink as increases, and for larger numbers of , which is consistent with what is the expected asymptotic behavior. Another interesting observation is that in most of the cases plotted in Fig. 6 , the relative degradation first rises when increases and then goes down and the location of the pick occurs for larger for lower occupancy rate.
3) Performance Comparison With Imperfect Detection:
The experiment in this section examines the effect of imperfect detection. The RMAB CCS policy remains the same, however the detection is performed using the detector developed in Section V, whose errors degrade the calculation of the beliefs used in deciding what to sense. For the -arm selection, the CR simply uses the MAP detector (referred to as -arm MAP) for each individual sub-band in set as
To fairly model the effect of detection errors, we include one unit of penalty in the reward for each sub-channel that is detected to be idle while it is actually occupied (i.e. collision).
The imperfect sensing for multichannel opportunistic access has been studied in [34] , [35] . In this work, we do not delve into the details of the imperfect state detection in dynamic multichannel access and leave it as future work. Instead, we want to experimentally report the effect of the imperfect detection on the achievable reward for both cases, keeping the channel sensing policies intact.
In this experiment, we consider 2 sets of parameters for the mixture distribution model introduced in Section V to capture different levels of signal strength ratios between busy and idle sub-bands defined as (51) The variances are set as and . To imitate a sparse setting, we set and corresponding to and , respectively. The sensing matrix is constructed with i.i.d. draws of a complex Gaussian distribution and then its columns are normalized to and .
have unit norm. With imperfect channel state detection, the belief update for each sensed sub-band will be based on an acknowledgment received from the CR's intended receiver (see [34] ) to ensure that user and its receiver tune to the same channels in each time slot. Fig. 7 shows the normalized reward with the imperfect state detection, where we have used the same settings as the first experiment for , , , transition probabilities and number of trials. The plots demonstrate the performance for both -arm selection and myopic CCS affected by detection errors. We observe that myopic CCS with GBMP still outperforms -arm selection with MAP detector in all the settings. As increases, the performance degradation reduces and for -arm MAP, the degradation vanishes when is large enough. However, for GBMP, the degradation does not vanish completely due to the added penalty for missed detection and the fact that there are more detection errors in its state recovery algorithm. Comparing the plots in Fig. 7 and 3 , we also notice that in sparser settings, the performance is less affected by the imperfect channel state detection.
Next, we compare the performance of GBMP with the static Compressive Sensing (static-CS) which selects sub-bands in all time slots. We consider a representative example with , , and . To fairly compare the performances, we evaluate the probability of missed detection and false alarm ( ) per channel over 1000 simulation trials and report them in Table I for 3 different occupancy rates. It is evident from the results in the table that GBMP results in  smaller values for and by adaptively selecting the size of the action. The improvement is more noticeable for when the channel occupancy is less sparse.
VII. CONCLUSION
We combined the perspective of optimum spectrum exploration through the solution of a RMAB problem with compressive sensing. For our scheme, an arm with branches provides independent linear combinations of a strategically selected subset of sub-bands. The RMAB formulation allows to choose optimally the subset so that the expectation that no more than of sub-channels are occupied is high enough that the sparse support is perfectly identifiable. We found and examined numerically the myopic sensing policy and compared it with the state of the art, in which separate sub-bands are sensed. We also combined the Bayesian framework with a Bayesian greedy detection policy and examined its performance. The numerical experiments show clearly that the expected total reward of the CCS RMAB is always higher than the optimum CS policy, even if the CCS RMAB we derived is the myopic policy that is not yet proven to be the optimum one. In fact, when spectrum is sparse, the receiver detect almost 100% of the white spaces, even if individually it has the capability of only sensing 30% of them.
APPENDIX

A. Proof of Lemma 1
The first statement follows from the axioms of probability. The second statement is trivially true for and for , using (16) we have
As a result, from , it follows that (53)
B. Proof of Lemma 2
The expected immediate reward of the CCS idle channels collector can be written as (54) where is the complement of the erasure event for .
C. Proof of Lemma 3
For any with , the marginal reward is expressed as (55) which leads to the expression in (23) . The proof of (24) is along the same lines, except that due to the discontinuity in the erasure probability.
D. Proof of Lemma 4
Using (13) 
However, this expression can be further simplified specifically for computational reasons as follows (60) Replacing (60) in (59), leads to the threshold expression.
E. Proof of Lemma 5
In this case, we have:
where follows from (15) .
F. Proof of Lemma 6
The Lemma is proved by induction. As we said, it is certainly true for [8] . Let us assume that it is true for , and that for all . We can prove that this has to be true for . All sets can be formed as starting from a set and adding an . Thanks to Lemma 4 and because of the hypothesis made by induction, we have:
The inequality in (61) is replaced with equality if and only if which completes the proof.
G. Proof of Lemma 7
The set function is monotonically non-decreasing for if and only if The conditions in (66) can be equivalently described as However, it is easily observed that to satisfy for all , it suffices to only satisfy the last condition for , meaning that
H. Proof of Lemma 8
The case where is simple because, for any non-trivial state , there is a discontinuity and the erasure probability jumps from zero to a positive value just by adding any extra element. If Assumption 3 holds, from Lemma 7,  is monotonically non-decreasing for . Then, by using (16), we obtain where the inequality follows from the fact that since .
I. Proof of Lemma 9
For , returns are diminishing as shown in the following: (67) where in the last equation, the first term in the Right-Hand Side (RHS) is positive according to Lemma 1. Using (56), the second term in RHS of (67) can be written as where all the terms in the summation are positive since when Assumption 3 holds, by Lemma 7,  is a monotonically non-decreasing set function with respect to for . Using (56) in the last term in the RHS of (67), it easily follows that this term is positive as well.
J. Proof of Lemma 11
For notational convenience, in this section, we denote the expected immediate reward at time by . In the following, we use to refer to the ordered belief values and and denote the myopic sensing action and its corresponding expected reward at time , respectively. The lemma is proved by induction. We show that the value function at time is a monotonically increasing function of the expected immediate reward at time . This implies that to maximize the value function, we have to maximize the expected immediate reward and thus the myopic sensing policy is the optimal policy. At time slot , the value function is equal to the expected immediate reward and the claim holds. Assuming that for the optimal action at times is the myopic action, we show that the claim holds at time . We establish this result by showing that increasing the reward at time , monotonically increases . By the induction hypothesis, the value function at time is a monotonically increasing function of , and this proves that maximizing maximizes the value function at time since . To prove the lemma, we also establish that any action at time that leads to erasure,
, cannot be the optimal action and there exists an action that outperforms it. So, there is no benefit in selecting an action that causes erasure.
Assume that the action at time leads to erasure and . Then at time , . By the induction hypothesis, the optimal action at time is the myopic action. There are two possibilities based on the belief vector for the size of the myopic action: 1)
, 2) . In the first case,
. where the last inequality follows from the fact that since provided that , we have . Since, there exists at least one feasible action in each case that outperforms , causing erasure is not beneficial. Combining this with the claim we show next, it establishes that avoiding the erasure event, increases and by induction it improves the value function.
To show that increasing monotonically increases and thus the value function, we assume that is a feasible action taken at time leading to reward . Moreover, is not the myopic action meaning that at least one action exists that can increase . We consider two cases for to address all possibilities: (i)
, (ii The corresponding reward will be . Using (70), it is straightforward to show that . Increasing by reduces the size of in order to satisfy the equality in (70). However, the maximum possible reduction of is equal to . Using the fact that , we obtain which completes our proof for the first case.
In case (ii) when , and since is feasible . Let us first assume that as the result of action , the belief vector is such that . If , then and increasing increases the number of 's. However, it does not change the size of the myopic action and it remains equal to . So, the reward at remains equal to . If , then , where . The reward structure in this situation is similar to case 1 when . As a result, with similar argument, we conclude that increasing monotonically increases . Now, assume that as the result of action , the belief vector is such that . This means that at time (70) must hold. Note that since , As a result, . This means that to make the equality in (70), . Knowing that , we can follow the same argument presented in case 1 with and conclude that increasing monotonically increases . We showed that increasing monotonically increases in all possible situations which completes the proof.
