Background: Dendritic cells (DC) play a central role in primary immune responses and become potent stimulators of the adaptive immune response after undergoing the critical process of maturation. Understanding the dynamics of DC maturation would provide key insights into this important process. Time course microarray experiments can provide unique insights into DC maturation dynamics. Replicate experiments are necessary to address the issues of experimental and biological variability. Statistical methods and averaging are often used to identify significant signals. Here a novel strategy for filtering of replicate time course microarray data, which identifies consistent signals between the replicates, is presented and applied to a DC time course microarray experiment.
Background
Today's technological advances have provided biomedical researchers with an abundance of information, especially in the field of molecular biology. High throughput technologies, such as microarrays, are capable of generating large volumes of data in a short period of time. These technologies provide the unique opportunity to study the temporal dynamics of biological processes in a global fashion rather than one gene or small groups of genes at a time. However, studying temporal dynamics adds another dimension to data that is already large scale-that of time. Even without this additional dimension, the development of methods for the filtering, organization and analysis of these large data sets is an active area of research and presents a major hurdle for biologists [1, 2] .
Time course experiments are designed to observe the temporal dynamics of a particular biological process. A good example of such a process is the maturation of dendritic cells (DC), an important cohort of cells that serve as sentinels of the immune system. As reviewed in Banchereau et al and Guermonprez et al [3, 4] , these cells sense and respond to pathogens and inform the adaptive immune system on the nature of the foreign invader. Upon interaction with pathogens or their components, DC undergo a transformation process known as maturation. Through this process, their ability to stimulate the immune responses is enhanced; thus, these cells are critical initiators of the adaptive immune response.
The well characterized cellular processes associated with DC maturation include, but are not limited to: upregulation of co-stimulatory molecules and inflammatory cytokines, down-regulation of endocytic/phagocytic activity facilitated by changes in rates of membrane turnover and changes in cytoskeleton, changes in cell morphology and migration due to up-regulation of chemokines, chemokine receptors and adhesion molecules, and increases in degradative capacity associated with down-regulation of protease inhibitors [5] [6] [7] [8] [9] [10] [11] [12] . DC maturation is also a terminal differentiation process marked by shut down of the cell cycle followed by the eventual programmed death of the cell [13] [14] [15] [16] .
DC maturation is a highly complex, time-ordered process involving changes at many levels including gene expression, intracellular transport, cytoskeletal activity, and localization within the host. A dynamic process of interaction among gene transcripts, regulatory sequences, and trans-acting factors creates an underlying gene expression network that is extremely important for controlling many of the observed changes that occur during the process of DC maturation. A number of time course studies of the process of DC maturation induced by different stimuli have been published [17] [18] [19] [20] [21] , providing significant insight into the dynamics of this process.
Biological data is, by nature, 'noisy'; that is, there are many points during the experimental and analysis processes where biological and technical variations are introduced [1, 22] . Replicate experiments reduce the effect of these variations on the results, and help ensure that reported results are reproducible. Feature selection methods must be able to identify those genes that were reproduced in replicate microarray experiments. DC time course maturation studies [17] [18] [19] [20] [21] evaluate replicate data in different ways. Most often, the significance of expression of each gene in each replicate is evaluated individually, and then the expression signals are averaged before clustering. In some studies, only one replicate is used for clustering. In all cases, time points are treated individually, thus these studies do not fully utilize the time-dependent information inherent in these replicate time course experiments.
Some of the most popular feature selection processes for analysis of microarray data employ complex statistical methods such as Analysis of Variance (ANOVA) [23] and Significance Analysis of Microarrays (SAM) [24, 25] to identify those genes that were significantly expressed. Others perform feature selection through simpler statistical methods involving t-statistics or other techniques [26] such as selecting ad hoc fold change thresholds. Most of the statistical methods use the variance within arrays and between replicate arrays to determine which genes are significantly expressed above the statistical noise (i.e. for time course experiments they consider each time point in isolation of the others). These techniques work well for all types of microarray experiments and have been shown to elucidate biologically significant gene transcripts [25, 27, 28] ; however, the dynamic time-dependent information may not be fully utilized.
Because time course experiments provide an additional dimension for feature selection methods to consider, consistency in scale and pattern of response across a time course profile, not just at a single measurement, must be assessed. Here, we aim to develop a filtering strategy that explicitly identifies consistency in scale and pattern of time course replicate data, and we apply this process to a DC maturation microarray time course experiment.
Beyond the selection of significant gene expression profiles, time course data must be further organized. Clustering is an important exploratory tool that aids in the analysis and organization of biological data by dividing the data set into smaller, more manageable groups based on some definition of similarity. Analysis of differentially expressed gene clusters can reveal functionally related genes [29, 30] or genes that may have the same regulatory mechanism [29, 31] . This popular analysis technique is generally performed on a single data set using traditional clustering algorithms, such as hierarchical agglomerative clustering (HAC), kmeans, or self-organizing maps [29] . Consensus clustering is another strategy that aims at identifying highly robust clusters in a data set. This is generally done using a bootstrap technique [32] with one clustering algorithm or by taking a consensus over many different clustering algorithms [33] .
An issue that surfaces during any cluster analysis is that of reproducible results between replicate experiments. A comparison analysis done by Yeung et al concluded that incorporation of replicate expression data into clustering produces clusters with higher stability [34] . Various techniques have been implemented to incorporate replicate gene expression data into clustering. These methods generally use replicate data to assess the variability of individual measurements and incorporate this error information into the similarity metric or directly into the clustering algorithm [34] [35] [36] [37] . These methods frequently combine replicate values (often by averaging) for the final clustering [34, 36, 37] ; however, if clustering is performed on one replicate, or the other, or the average, independently, different results may be returned. This was observed in our own experiments where clustering each replicate experiment independently resulted in one replicate being dominated by up-regulation and the other by down-regulation. We expect some variation in biological replicate experiments; however, we also expect the bulk of the data to be reproducible, so that similar biological conclusions are reached in both experiments.
In this work we aim to identify key features in the temporal dynamics of gene expression during DC maturation following poly(I:C) stimulation through the implementation of a new filtering strategy. Many available methods are designed for filtering and clustering time course data [38] [39] [40] . Our filtering and clustering strategy emphasizes the importance of reproducibility between replicate experiments in both the feature selection and clustering. Our feature selection strategy utilizes time course profiles, rather than isolated time points, to identify genes that respond and behave consistently to stimuli over time in replicate experiments. We then apply a modified consensus clustering approach to obtain robust gene clusters from replicate data sets. Many of the previously known aspects of the DC maturation process were observed here, supporting the validity of our method. In addition, several novel patterns of gene expression related to signaling and transcriptional regulation are reported, highlighting the potential of the method.
Results and Discussion
The Results and Discussion section is organized as follows. First we describe the results achieved from application of each step of the filtering and analysis process (methodological details of the process are presented in the Methods section). Next, we demonstrate why this method is important to obtaining reproducible data. We then report on how our microarray data compares to a similar time course microarray experiment, followed by an overview of our results with comparison to the literature. Finally, a detailed evaluation of the observed dynamic process of DC maturation is provided.
A filtering strategy that identifies those genes and gene clusters that are highly consistent across two replicate experiments Feature Selection
In the feature selection phase of the analysis, the data from both replicate microarray experiments (called experiments 1 and 2; see methods) were subjected to a two-step filtering process ( Figure 1A , Steps 1 and 2). This was done to ensure that the reported results included only significant differentially expressed (Step 1) and consistent (Step 2) genes from each experiment.
Step 1 of the filtering process was performed on each experiment independently, and was designed to identify genes differentially expressed above a specific detection threshold for at least one time point ( Figure  1A steps 1a and 1b; see methods for details). At the 2-fold level this resulted in an 82.3% and 82.1% decrease in the total number of genes under consideration for experiments 1 and 2, respectively (Figure 1B, green and yellow circles, respectively). Likewise, filtering at the 4-fold level decreased the number of genes by 94.5% and 94.1% for experiments 1 and 2, respectively (Figure 1B, blue and red circles, respectively). After completing this differential expression filtering step, four gene lists remained-one 2-fold and one 4-fold filtered gene list for each of the two replicate experiments.
Step 2 of the filtering process was designed to identify those detectable differentially expressed genes (those from Step 1) that also consistently responded to stimuli in both replicate experiments across all time points (see Methods). For an expression profile to be considered consistent between experiments, it must have: 1) been above the detection threshold and differentially expressed in both experiments (i.e. passed Step 1 in both experiments); 2) exhibited a consistent level (or scale) of response over time in both experiments; and 3) exhibited a similar expression pattern over time in both experiments. Therefore, Step 2 was implemented in three stages ( Figure 1A, Step 2).
In step 2a the intersection of the gene lists from Step 1 at each fold change level was identified. There were 4,439 genes common to both experiments at the 2-fold level ( Figure 1B , intersection of green and yellow circles; Figure 1C , brown circle), and 1,000 genes at the 4-fold level ( Figure 1B and 1C, intersection of blue and red circles). Each identified gene list has two associated data sets, one from each experiment. Note that replicate data were not combined; this step merely identified genes that had a detectable significant differential expression at some point in both experiments.
Steps 2b and 2c ( Figure 1A ) used the calculation of Euclidean distance (ED) and Pearson's correlation coefficient (PCC) between replicate profiles to measure the consistency of expression level and profile pattern across analyzed time points, respectively (see Methods). While use of only ED or PCC is appropriate for some questions, utilization of both criteria ensures identification of the temporal profiles consistent in both scale and pattern across both data sets (see Additional file 1 for an example). Steps 2b and 2c resulted in a 51.7% and 60.5% reduction in genes for the 2-fold and 4-fold filtered gene lists, respectively ( Figure 1C , green and yellow circles, respectively). Step 1 is the significant differential expression filtering where each gene was required to have at least one time point where the signal's change p-value and the fold change met the indicated criteria.
Step 2 is the consistency filtering of the results from Step 1 where genes that exhibit consistency of expression level and profile pattern between experiments are identified.
Step 3 is the cluster analysis of all data from Step 2 and includes a FOM analysis followed by consensus clustering. (B) A representation of all datasets generated from Step 1 in (A) and their overlaps. The gray circle represents all 45,101 genes contained on the Affymetrix GeneChip; the green (7982) and blue (2469) circles on the left are the number of probe sets that met the 2-fold and 4-fold filtering criteria respectively for experiment 1; the yellow (8076) and red (2642) circles on the right represent the number of probe sets that met the 2-fold and 4-fold criteria respectively for experiment 2. (C) An expanded view of the dotted box in (B) showing the results of Step 2 in (A): the purple (1000) and brown (4439) circles represent the common gene lists for the 4-fold and 2-fold criteria between both experiments (step 2a). The inner yellow (395) and green (2142) circles represent the two final sets of genes that were determined to have the most significant and consistent differential expression for the 4-fold and 2-fold filtered data, respectively.
Overall, the two steps in the feature selection process reduced the total 45,101 genes on the chip to 2,142 genes (95.3%) for the 2-fold filtered and 395 genes (99.1%) for the 4-fold filtered data. These genes are considered to have a detectable, significant differential expression and their temporal profiles were consistent in both shape and scale.
A common approach to replicate data has been to average the data points and calculate a standard deviation or similar statistic for each data point [18, 20, 34, 36, 37, 41] . Many studies average replicate experiment data for visualization [21] , or as part of the process in identifying differentially expressed genes [18, 20, 41] . Averaging alters the data and could result in expression profiles that may not accurately represent the original. Several examples provided in Additional file 2 demonstrate how the average expression profile is different in both expression level and pattern from either of the replicate expression profiles used in the calculation. The 2-step feature selection method used in this study does not require averaging of data for either visualization or analysis, and it ensures that each expression profile exhibits a consistent pattern and scale across the time course. Thus, the list of significantly regulated and consistent genes obtained from Step 2 are similar enough that related biological conclusions should be reached no matter which experiment is used for visualization.
Consensus Clustering
Feature selection was followed by cluster analysis ( Figure 1A, Step 3), which was performed in two stages, a and b.
Step 3a is a preliminary analysis of all data sets to determine the optimal clustering schema (clustering algorithm and number of clusters) and step 3b is a modified version of consensus clustering.
Step 3a uses the figure of merit (FOM), an internal validation measure that aids in quantitatively determining the optimal clustering schema [42, 43] . The chosen schema optimizes cluster homogeneity with respect to the distance measure used. This is necessary because different underlying structures in the data are revealed depending on the clustering schema chosen. Various internal validation methods have been designed to find the best approximation of the natural cluster structure for biological data without imposing a priori biological knowledge on the data; however, many studies neglect to perform this step. Assessing the natural cluster structure of biological data is now being recognized as an important part of microarray data analysis [44] . In a recent study by Giancarlo et al [45] , several of the more popular internal validation measures, such as FOM, Clest [46] , Gap Statistic [47] , Model Explorer [48] and others, were compared. Results showed that while FOM was not the overall best on computational time it did have good accuracy in predicting the correct number of clusters from a "gold standard" model. Since the filtered data sets in this study were small and computation time was not an issue, we used FOM to determine the optimal clustering schema [43] . For all the 2-fold and 4-fold filtered data sets, FOM analysis indicated that using 8 clusters and k-means was the optimal schema for this data ( Figure 2 ).
In the last step, 3b, consensus clustering was done to identify those groups of genes that consistently clustered together in both replicate experiments to form robust clusters. Because k-means is a non-deterministic clustering method, each replicate data set was clustered several times to generate multiple clustering solutions Figure 2 Figure of merit analysis on both significant datasets indicates optimal clustering parameters. The FOM scores over a range of cluster numbers for the 4-fold filtered data (A, 395 genes) and the 2-fold filtered data (B, 2142 genes) have been graphed. Both (A) and (B) were generated using the data from experiment 1 (experiment 2 exhibited similar results; not shown). This analysis indicates that k-means is the optimal clustering algorithm for both datasets since it has the lowest average FOM score (though this was not significant for the 4-fold data). The box on each graph indicates the optimal range for the ideal number of clusters is between 6 and 8; 8 was chosen as optimal for both data sets. associated with each experiment; then a consensus was taken over all solutions to identify the robust clusters (see Methods). There are two important aspects of this consensus clustering approach: 1) standard clustering repetitions (for stochastic methods like k-means) on the same data set are used to identify groups of genes that form clusters within each experiment independently; and 2) the method identifies those sub-groups of genes that cluster consistently in replicate data sets. The first is important because it associates expression profiles that have highly similar patterns or expression levels without the bias of historical functional knowledge imposed on the clusters. The second identifies clusters of genes that respond to stimuli as a group even though the response may be different in each replicate experiment (Additional file 3 provides an example). Such clusters may be controlled by a common regulatory mechanism. Clustering methods that incorporate the error or variation between replicate data [34, 36, 37] may not identify these groups of genes because they ultimately combine replicate data into one solution. Consensus clustering across experimental conditions other than a time course could be used to identify groups of genes that consistently change together in response to different stimuli or in different tissues (such as diseased and normal), which might suggest underlying biological mechanisms. These proposed variations in consensus clustering will require further investigation to determine their full potential.
The application of consensus clustering on the filtered data sets resulted in a total of 140 (2-fold) and 47 (4-fold) consensus clusters with 2 or more genes per cluster (see Additional file 4: Tables S1 and S2 for a full list of consensus clusters). There were 117 genes from the 2-fold data set and 34 genes from the 4-fold data set that formed singleton clusters and were not included in subsequent analysis.
Overall, this filtering strategy resulted in more than a 95% reduction in genes under consideration and revealed a number of clusters, which were then used to explore the dynamics of DC maturation.
A partial analysis would result in different and contradictory conclusions about the process of DC maturation
Our long term objective is to understand the molecular mechanisms underlying the temporal gene expression program of DC maturation. We argue that it is crucial to identify the most reproducible features across replicate experiments and that all steps shown in Figure 1A are important to achieving this goal. Stopping at any point in the analysis would yield different impressions of the DC maturation process.
For example, if the data were filtered using only Step 1 followed by k-means clustering, then the resulting clusters for each experiment would portray the DC maturation process differently: as primarily up-regulated (experiment 1, Figure 3a ) or primarily down-regulated (experiment 2, Figure 3b ).
Step 2 of the filtering process identifies and removes any gene that does not consistently respond to stimuli in both experiments. Thus, clustering these data provides a more similar view of the process of DC maturation (Figures 3c and 3d) . However, even these clusters show differences between experiments: more up-regulated clusters in experiment 2 than in experiment 1. Performing consensus clustering (Step 3) on the filtered data sets (Figures 3e and 3f ) refines our view even further by identifying genes that also consistently cluster together in both replicate experiments. In this comparison, it can be seen that the average cluster profiles are almost identical except for minor variations in expression at a few time points.
The graphs shown in Figure 3 illustrate the wellknown concept that performing replicate experiments is important: if only one experiment was done then, depending on the data collected, different impressions of the DC maturation process would be obtained. These graphs also demonstrate that the full analysis to identify genes that are consistent in expression level, expression pattern, and clustering partners identifies temporal profiles that are consistent between replicates.
Flow cytometry indicates a robust response to treatment with poly(I:C)
Before analysis, we demonstrated that poly(I:C) treatment does indeed cause a typical maturation response in DC. Upon poly(I:C) treatment of bone marrowderived DC (BMDC), we typically observe a roughly 10-fold increase in the mean fluorescence intensity of CD86 expression over untreated DC along with strong increases in CD40, CD80 and MHC class II. We measured the cell surface expression of CD86 by flow cytometry at 24 hours post treatment. As depicted in Additional file 5, we observed a strong up-regulation of CD86 expression on virtually all of the DC 24 hours post treatment in experiment 1. This response was also observed in experiment 2 (data not shown). Therefore, these DC showed a robust maturation profile based on their cell surface phenotype.
Dynamics of the DC maturation process induced by poly (I:C) are consistent with previously published data Five general phases of response were identified in the set of consensus clusters for the 2-fold filtered data: early, early-mid, mid, mid-late, and late. Grouping the consensus clusters based on these general phases, and ordering those groups temporally reveals the progression of the DC maturation process, involving both gene upregulation and down-regulation, upon stimulation with poly(I:C). Figure 4 contains a summary of the five temporal phases with the associated functions and processes that were affected at each phase. To ensure our findings are consistent with previously published data, we compare expression profiles within each phase to a similar time course microarray experiment in the literature. We then discuss the similarities of our identified phases of response with previously defined phases of DC maturation.
Comparison of our microarray data to that of Amit et al [49] indicates a strong positive correlation of gene expression profiles on both a global and local scale. Amit et al performed a similar time course microarray experiment with 2 replicates using BMDC stimulated with poly(I:C) for 0.5, 1, 2, 4, 6, 8, 12, 16 and 24 hours. Scatter plots of data from Amit et al versus the corresponding data in this study show that on a global scale our data are positively correlated at each time point after 1 hour (Additional file 6). The 2,142 genes in the 2-fold filtered data set (which represents our most consistent data) were compared. Of the 2,142 genes, 1,641 were identified in the data provided by Amit et al. The array correlation between the genes in each replicate was above 0.7 in all cases, except the first time point (Additional file 6: Table S4 ). Examples of well correlated genes (PCC >= 0.89) between the two experiments from both up-and down-regulated clusters in each identified phase of response ( Figure 5) show that the most highly correlated and consistent gene profiles in our data set are also highly correlated with the corresponding profiles reported by Amit et al. Thus, the data presented in this study are similar to published data on both a global and individual gene level. The phases of DC maturation identified in this study ( Figure 4) show similar characteristics to the common Figure 3 Progression through the analysis process increases consistency of average cluster profiles.
Step 1 of the analysis process was performed on each experiment individually and the average profile for each cluster was plotted. The resulting data sets were analyzed with the FOM and clustered using k-means into 12 clusters. Experiment 1 (A) portrays the DC maturation process as mostly up-regulated (orange profiles), whereas experiment 2 (B) portrays it as mostly down-regulated (blue profiles). Next, Steps 1 and 2 were performed on experiments 1 (C) and 2 (D). The resulting data sets from each experiment were analyzed with the FOM and clustered using k-means into 8 clusters. These clusters are now more consistent across experiments, however, experiment 2 (D) is now showing DC maturation to be more up-regulated than experiment 1 (C). Finally, Step 3, consensus clustering, was performed on experiments 1 (E) and 2 (F) using the parameters defined in Methods. These clusters are now consistent across experiments. The 1 hour time point was not used for filtering or clustering, and is shown for reporting purposes only.
DC maturation response defined by Huang et al [5] (Additional file 7 shows a detailed comparison of gene annotations at each phase). Congruent with the literature, our experiments show that shortly after stimulation with poly(I:C), DC initiate significant up-regulation of anti-viral genes, type I interferon signaling, immune response genes such as the cytokine Tnf-alpha, and cytoskeletal genes. This early response is similar to the common maturation response of human monocyte derived DC stimulated by C. albicans, Influenza A virus or E. coli reported by Huang et al [5] , which indicates that stimulation with poly(I:C) elicits many of the reported core maturation responses in DC. As 6 and 12 hours pass (middle phase), many signaling molecules are up-regulated along with transcriptional pathways and more inflammatory and immune response genes. After 12 hours (late in the process) the DC up-regulate antigen processing molecules, apoptosis genes, co-stimulatory and more signaling molecules, transcriptional regulators, and motility and migration genes. This again follows a similar pattern to those mid and late phases of the common DC maturation response reported by Huang et al where, after stimulation, the human DC increased expression of signaling genes, transcription Figure 4 Temporal ordering of clusters reveals progression of the DC maturation process induced by poly(I:C). The top 42 consensus clusters for the 2-fold filtered data set were manually placed into groups based on the visual expression profile exhibited by the heat map representation of each cluster. Five phases were identified for both the up-and down-regulated clusters: early, early-mid, mid, mid-late and late. These groups of clusters with similar expression patterns were ordered temporally to create a timeline. Each phase has one or more representative cluster heat maps, which indicate the patterns associated with that phase, and a red arrow indicating how long that phase lasted. A summary of the annotations included in each phase is provided next to each representative heat map (obtained from DAVID). Heat maps are formatted so that rows represent genes and columns are time points (3, 6, 12 and 24 hours); yellow indicates up-regulation, blue indicates down-regulation, and black indicates no change in expression relative to time zero. Phase assignments for each consensus cluster are included in Additional file 4: Table S2 .
factors, antigen processing and presentation genes, and migration-related genes.
Overall, the up-regulated expression program induced by poly(I:C) (Figure 4 ) exhibits many features to that of the common up-regulated program reported by Huang et al; however, the down-regulated program summarized in Figure 4 and Additional file 7 is more extensive than that previously reported. Between 6 and 24 hours genes associated with a large number of metabolic and catabolic processes are down-regulated, along with various cellular processes, cellular organization, binding, catalytic activity, and a large number of cellular component related genes. Thus, this more comprehensive downregulated program may provide information on possible interplay between the up-and down-regulation that induces DC maturation. Both up-and down-regulated 
programs induced by poly(I:C) are now discussed in more detail.
Differentially expressed genes are primarily observed late during the cell maturation process and are dominated by down-regulation A global view of gene expression during the maturation process was obtained by plotting the distribution of gene expression at each time point (Figure 6 ). The 4-fold filtered (Figure 6a ) and the 2-fold filtered ( Figure  6b ) data sets both exhibited a change in distribution from being unimodal at 3 hours to bimodal at subsequent time points. This result reflects a characteristic of the DC maturation process: the majority of those differentially expressed genes were not highly expressed or repressed until 12 to 24 hours following stimulation. Thus, many transcriptional regulatory processes and functions are not detectably affected by DC maturation induced by poly(I:C) until late in the process.
The histograms in Figure 6b also reveal another interesting observation: the bimodal distribution at 12 and 24 hours is skewed toward the negative side of zero, where no obvious skew is observed in Figure 6a . This indicates two things. First, more processes in DC maturation are down-regulated rather than up-regulated overall. Second, a large number of down-regulated genes at the later time points were significantly repressed at a level between 2-and 4-fold. A count of how many transcripts that were up-versus down-regulated at any given point reveals that if only transcripts induced or repressed by more than 4-fold are considered (Figure 6c ), the maturation process is dominated by up-regulation. However, the down-regulated program becomes the dominant feature if we include transcripts induced or repressed by 2-fold or more (Figure 6d ).
This result revealed two interesting characteristics about the genes involved in DC maturation: 1) there were relatively few transcripts that were highly expressed (395 with greater than 4-fold change was about 0.9% of the total array), however, the majority (58% at 3 hours) of those that were, were up-regulated ( Figure 6c) ; and 2) when transcripts not so strongly expressed were observed (greater than 2-fold change), the maturation process became dominated by down-regulation in the later stages with 64% of the genes down-regulated by 24 hours (Figure 6d ). These results suggest that many important characteristics of DC maturation might be found in the large numbers of genes that exhibit late down-regulation with expression changes between 2-and 4-fold. In the next several sections, we explore more explicitly which genes are up-regulated or down-regulated during DC maturation in the 2-fold filtered data set.
The dendritic cell maturation "program": sustained temporal patterns of up-regulated gene expression
The gene expression patterns we observed over the 24 hour time course included many of the expected profiles Figure 6 The majority of transcripts are significantly expressed after 12 hours and are dominated by down-regulation. The gene expression distributions at 3 (orange), 6 (gray dots), 12 (gray dashes) and 24 (black) hours for the 395 2-fold (A) and 2142 4-fold (B) filtered data sets for experiment 1 are portrayed as histograms (experiment 2 was similar; data not shown). The number of up-(SLR > 0) and down-regulated (SLR < 0) transcripts for the 2-fold (C) and 4-fold (D) filtered data sets were also counted at each time point to determine where up-regulation and down-regulation dominated the maturation process (experiment 2 was similar; data not shown). The number of transcripts with an SLR exactly equal to zero was not included in the bar graphs.
such as up-regulation in immune response genes. There were three clusters of genes that were up-regulated quite strongly and remained so for the duration of maturation (Figure 4 , early phase). These included clusters 22, 27, and 29, all of which exhibited strong induction (SLRs up to 2.5, 6, and 8 respectively). Not surprisingly, considering poly(I:C) is a strong inducer of the type I interferon response, many genes found in these clusters are involved in the type I interferon signaling and response pathways and/or exhibit anti-viral activity [50, 51] .
Cluster 29 (12 genes, 15 probe sets) is the most strongly up-regulated of the three clusters with genes up to 256-fold over-expressed. Analysis with the functional annotation clustering tool provided by DAVID [52] revealed one highly significant functional group in this cluster (p-value = 3.73 × 10-6). This functional group included 4 genes (6 probe sets) with a Gene Ontology (GO) (biological process) annotation of response to virus/other organism: Irf7, Rsad2, Tgtp and hypothetical protein LOC677168 (Affymetrix probe ID 1431591_s_at). Several of the genes in this cluster are important for the type I interferon response such as Irf7, which is an important transcription factor for the type I interferon signaling pathway [53] , as well as Iigp1, Isg20, and Rsad2 which are target genes of the type I interferon response [54, 55] .
Cluster 27 contains 17 genes (18 probe sets) which are also strongly up-regulated (SLRs up to 6). Functional annotation clustering with DAVID did not identify any significant functional groups, however, several important and interesting genes were found in this cluster. These included the interferon activated genes, Ifi47, Ifi203, and Ifih1 as well as the anti-viral gene Oas3 [56, 57] . The chemokine Ccl5, which is important for T cell recruitment [58] [59] [60] , was also present. Interestingly, this cluster includes three members of the Schlafen family involved in negative regulation of the cell cycle, Slfn1, Slfn3-4, and Slfn5 [61] [62] [63] . Thus, even at early stages, the cell is beginning to shut down division and proliferation in favor of differentiation.
Cluster 22 includes 22 genes (23 probe sets) that are up-regulated (SLRs up to 2.5) at 6, 12, and 24 hours. Functional annotation clustering found no significant functional groups in this cluster, however, there are several genes involved in the immune response: Tap2 and Psmb10, which are important for peptide translocation and antigen processing, Irak2 and Dok1 which are involved in innate immune signaling, and Cd47, which is known to play an important role in maturation of specific DC subtypes [64] [65] [66] . We also found several other genes involved in intracellular transport such as syntaxin binding protein 1 (Stxbp1), and cytoskeletal reorganization genes including sarcoglycan beta (Sgcb) and microtubule-associated protein homolog (Tpx2).
Sustained up-regulation indicates that the processes represented by clusters 22, 27 and 29 are important throughout the duration of the maturation process. Thus, we hypothesize that this pattern of early and sustained up-regulation in the intracellular transport and cytoskeletal reorganization genes is important for the transport of MHC and co-stimulatory molecules to the cell surface for recognition by T cells and/or for the migration process to lymphoid organs.
The dendritic cell maturation "program": genes that exhibit both up and down regulation While most consensus clusters exhibited only up-or down-regulation, there were several genes identified by our analysis as significantly and consistently both upand down-regulated at some point in the process. All of these genes clustered together in Cluster 11 (32 genes, 35 probe sets) and exhibit a pattern of early up-regulation followed by late down-regulation ( Figure 4 , early and late phase). While no significant functional groups were identified by DAVID, this cluster did contain the immune response cytokine, Tnf, as well as Cxcl1, a regulator of the inflammatory process. Other functions associated with this cluster include signal transduction, membrane transport, and one protein involved in response to reactive oxygen species (Sod2). Some of the protein products of these genes are often associated with the early events of DC maturation. This pattern of early up-regulation followed by significant and abrupt down-regulation at 24 hours suggests that these genes have potent effects, are tightly regulated, and may have deleterious effects if expressed in large quantities or over long periods of time.
The dendritic cell maturation "program": temporal patterns of up-regulated gene expression
Aside from the sustained up-regulation of clusters 22, 27 and 29, several other patterns of up-regulation were revealed by the consensus clusters. For example, clusters 3 and 15 exhibit a pattern of peak up-regulation at 6 and 12 hours. This pattern is largely terminated by 24 hours (Figure 4 , early-mid phase). Cluster 3 contains a large number of genes, 106 (125 probe sets), where significant (p-values < 0.05) functional group annotations include serine/threonine-protein kinases, phosphorylation, cell motility and migration, and response to wounding/immune response. Many of the genes included in cluster 3 are involved in the well characterized NF-kB signaling and transcriptional pathways such as Tank, T2bp, Map2k1, and NF-kB subunits epsilon and zeta (Nfkbie and Nfkbiz respectively). The RNA sensing pattern recognition receptor, toll-like receptor 7 (Tlr7), is also part of this cluster along with a number of inflammatory response genes such as interleukin 1 alpha (Il1a). There are many other signaling molecules, kinases and phosphatases, found in this cluster, including Akt3, Ccnd1, Map2k1, Minpp1, Phlpp and Ppp2r5a. These results suggest that much of the intracellular signaling associated with the DC maturation program begins within this "early to mid phase". Additionally, the program of cell motility and migration appears to be initiated in this phase as well. The 31 genes (34 probe sets) found in cluster 15 had a similar pattern of up-regulation in the middle phase of the program with a slightly higher magnitude of induction than cluster 3 (cluster 3 SLRs up to 2.5; cluster 15 SLRs up to 3.2). Significant (p-values < 0.05) functional group annotations for cluster 15 were different from the immune response oriented annotations of cluster 3 and included zinc finger B-Box and RING-type associated genes involved in transcriptional regulation. The genes identified in clusters 3 and 15 indicate that cell signaling and transcriptional regulation are important in the early-mid phase of DC maturation.
We observed one cluster of up-regulated genes, cluster 20 (24 genes, 27 probe sets), that exhibited peak gene expression only at the 12 hour time point (Figure 4 , mid phase). This cluster contains the interleukin 13 receptor (Il13ra1), which is associated with the immune response, as well as Atf3, which is a transcription factor known to dampen innate immune signaling [67] . Among the functionally clustered genes identified by DAVID was a group of phosphotransferase/kinases (p-value = 0.04), none of which had previously been associated with the process of DC maturation: Pftk1, Hk2, Rnasel, Brd2, Zcchc6, and Hif1a. These proteins have generally been associated with metabolic pathways and intracellular transport. The significance of this particular group of genes to DC maturation remains to be determined, but provides an interesting cohort of novel genes for study.
A set of five clusters demonstrated a pattern of strong up-regulation later in the program at 12 and 24 hours including clusters 5, 6, 13, 32, and 34 ( Figure 4 , mid-late phase). Significant DAVID functional groups indicate that these clusters are enriched in immune response genes, and further investigation revealed that these clusters contained most of the "hallmark" genes known to be associated with DC maturation. Cluster 5 (64 genes, 73 probe sets) contained several highly significant DAVID functional groups with annotations that include MHC class I molecules (p-value = 2.95 × 10 -7 ), SPRY and SPRY-like domains (p-value = 8.53 × 10 -5 ), SAND family proteins (p-value = 4.37 × 10 -4 ) and apoptosis/ programmed cell death (p-value = 0.03). Genes that were part of the DAVID functional groupings were the co-stimulatory molecule Cd86 and two MHC class I molecules (H2-T22 and H2-Q1). This cluster also contained antigen processing molecules involved in the MHC class I processing pathway, such as Tap1, which were not part of a significant DAVID functional group. We also observed a strong type I interferon response, including Ifi35, Stat1 and Oas1a, and anti-viral gene induction. Other molecules of note in this cluster are those involved in the induction of apoptosis including caspase 4 (Casp4), caspase recruitment domain 4 (Card4), CASP8 and FADD-like apoptosis regulator (Cflar), Fas death domain-associated protein (Daxx) and clusterin (Clu).
Cluster 6 (51 genes, 54 probe sets), also one of the mid-late phase up-regulated clusters, contains a highly significant DAVID functional group (p-value = 1.02 × 10 -15 ) that includes a probe set associated with several interferon alphas (1422403_at), as well as response to virus associated genes Akt3 and H2-D1. A second significant (p-value = 4.2 × 10 -3 ) functional group is also found in Cluster 6 which includes the antigen processing TAP binding protein (Tapbp) and TAP binding protein-like (Tapbpl) genes. Likewise, the 30 genes (35 probe sets) found in cluster 13 include genes involved in the activation of T cells such as interleukin 18 (Il18). Clusters 32 and 34 are composed of 13 genes (13 probe sets) and 10 genes (12 probe sets), respectively, that include a broad range of functional annotations such as immune response and antiviral activity as well as signaling, transcriptional regulation, and intracellular transport. Thus, most of the genes up-regulated in these mid-late phase clusters fall into expected categories based on what is already known about DC maturation.
Looking globally at these results, it is interesting to note that Tapbp (cluster 6) and Tap1 (cluster 5) are not up-regulated until late in the DC maturation process while Tap2 (cluster 22) had an early and sustained upregulation. These three TAP gene products are crucial to the MHC class I antigen presentation pathway where TAP1 and TAP2 form a dimer that transfers peptides from the cytoplasm into the endoplasmic reticulum for loading onto the MHC class I molecules [68] . Tapasin (Tapbp) mediates the loading of peptides onto MHC molecules [69] where it is then processed and transported to the cell surface for activation of T cells. The up-regulation of Tap1 and Tapbp coincides with the timing of DC migration to the lymph nodes where T cell activation takes place, suggesting that the three proteins working together is important at that mid-late phase of maturation. The delayed up-regulation of Tap1 and Tapbp suggest that these may be the rate limiting molecules that facilitate higher levels of antigen presentation late in the maturation process. These TAP genes demonstrate how our filtering strategy is able to highlight interesting temporal dynamics within a small group of interacting proteins.
Cluster 1 is the only cluster whose genes are up-regulated at the latest time point (24 hours). It is a very large group of 225 genes (270 probe sets) whose expression is strongest primarily at 24 hours (Figure 4 , late phase). In this cluster, DAVID analysis shows a count of 20 genes (24 probe sets) with GO (biological process) annotations of apoptosis or programmed cell death (p-value = 0.02). Genes in this functional group included apoptosis-inducing factor, oncostatin M (Osm), and Scotin, and genes involved in cell motility and morphogenesis. Another functional group identified by DAVID (p-value = 0.02) included 4 genes (5 probe sets), Per1, Per2, Pde8b, and Hif1a, with a common GO (biological process) annotation: two-component signal transduction system (phospho-relay). Interestingly, these genes have homology to the Drosophila PAS/PAC genes thought to be involved in a two component signaling cascade. These molecules are largely attributed to signaling and development in neuronal systems and circadian rhythms, and have not been associated with DC maturation previously [70] [71] [72] . This novel observation bears further investigation in relation to DC maturation.
In the clusters described so far, two genes (Akt3 and Hif1a) have appeared in two separate clusters. The reason for this is that both of these transcripts are targeted by two different probe sets. The Akt3 transcript is targeted by 1460307_at (cluster 6) and 1422078_at (cluster 3). Both of these probe set expression profiles peak around 12 hours even though they were placed in different phases, which indicates that this gene remains expressed between 6 and 24 hours. The Hif1a transcript is targeted by 1416035_at (cluster 20) and 1427418_a_at (cluster 1). Both of these transcripts were placed in consecutive phases, indicating that Hif1a is probably upregulated at both 12 and 24 hours.
The dendritic cell maturation "program": temporal patterns of down-regulated gene expression Over the course of 24 hours the up-regulated program induced by poly(I:C) contained many of the known and well characterized processes induced during DC maturation, as well as several novel observations. However, we were surprised to find that the majority of the overall gene expression patterns in the 2-fold filtered data set exhibited down-regulation (Figure 6d ), where 29 of the 42 consensus clusters were down-regulated at some point during the process. Also, it is of interest that the general magnitude of down-regulation is about a 3-to 8-fold (SLR of -1.5 to -3) decrease in expression, with only one cluster exhibiting an expression decrease of 32-fold or more (cluster 8 with SLR of -5). Among the down-regulated gene clusters, none showed consistent repression across all time points. Instead, the pattern in these clusters was waves of down-regulation, peaking early-to-mid, mid, mid-to-late, or late in the DC maturation process (Figure 4) . No cluster exhibited significant down-regulation at the earliest analyzed time point of 3 hours.
Unlike the up-regulated clusters, there were very few genes associated with immune response, inflammation, or anti-viral response in the down-regulated clusters. Most of the genes participating in the waves of downregulation were associated with biosynthetic processes such as transcription, translation and protein synthesis, as well as metabolism. There were even housekeeping genes needed for the maintenance of cellular integrity and metabolism included in these down-regulated clusters. The down-regulation followed a specific timeordered series of events ( Figure 4 ): transcriptional regulation (early-mid), protein-making machinery and ribosomal processing (mid), translation and metabolic processes (mid-late), and transcription, RNA processing and components of organelles (late).
The first set of genes to be down-regulated were those found in cluster 14, which was observed to be downregulated at the early-mid phase of 6 to 12 hours (Figure 4 , early-mid phase). Three annotation groups were identified by DAVID as being significant: zinc fingers (p-value = 0.01), zinc or cation binding (p-value = 0.04), and nuclear localization (p-value = 0.02). This observation suggests that many genes in this cluster are involved in transcriptional regulation, including Zfp472 [73] , Zdhhc14 [74] , Zfyve21 and Statip1, an activator of transcription. Clearly, transcriptional programming is important in this early-mid phase of DC maturation. Analysis of the temporal program of DC maturation identifies some genes involved in transcription that are down-regulated and others that are up-regulated (see Cluster 3) at this early-mid phase. It is likely that this transcriptional regulation sets the stage for the subsequent maturation process.
Many more clusters and genes were down-regulated during the subsequent phases, mid, mid-late, and late, of the DC maturation process (Figure 4 ). In the mid-phase, which shows down-regulation of protein-making machinery and ribosomal processing, clusters 2, 7, 8, 12, 16, 19, 31 , and 35 contain a number of known genes, including tRNA synthetases and ribosomal proteins (Yars2, Nars2, Qrsl1, Rps3 in cluster 2, and Vars2 in cluster 8).
DAVID analysis of the mid-late stage shows focus on translation and metabolic machinery. These genes include eukaryotic translation initiation factor 3, subunit 1 alpha (Eif3s1) in cluster 24. Additionally, several carbohydrate metabolism genes are down-regulated: ADP-dependent glucokinase (Adpgk) in cluster 9 and chondroitin synthase 1 (Chsy1) in cluster 17.
Late stage down-regulated genes are significantly annotated with functions related to transcription, RNA processing, pro-survival genes, and components of cellular organelles. A few interferon-related genes are down regulated at this stage: interferon, alpha-inducible protein 27 (Ifi27), interleukin 1 beta (Il1b), and interferon induced transmembrane protein 3 (Ifitm3). Additionally, in this late phase, we observed down-regulation of prosurvival genes, suggesting that apoptosis might be a next stage event (Figure 4 , late phase). In general, the downregulation of this large number of genes across the entire DC maturation process has not been widely reported and paves the way for analysis of the complete transcriptional regulatory network, both up-and downregulation, for DC maturation.
Conclusions
The overall goal of this work was to identify the reproducible dynamic features of the DC maturation process induced by poly(I:C) over a period of 24 hours. The integration of replicate data sets into the feature selection filter and consensus clustering analysis identifies genes and gene clusters that show a high level of consistency across replicate experiments. Using one filtering strategy without the other may have its advantages; however, using both together, as done here, allows us to have confidence that the resulting data and biological conclusions are consistent in both scale and pattern across the temporal profile and, thus, represent consistent features of the DC maturation process.
Known and novel biological features were observed from applying this novel filtering strategy. The gene expression patterns observed over the 24 hour time course included many of the expected profiles such as up-regulation in immune response genes. The data also revealed several novel genes that have not been previously associated with the process of DC maturation. We were surprised to find that the down-regulated transcriptional program contained the majority of gene expression patterns and emerged as the dominant feature of the DC maturation process. This program included many genes involved in protein synthesis, metabolism, and housekeeping genes needed for maintenance of cellular integrity and metabolism. The temporal dynamics of these important processes indicate that DC are preparing for cell death.
Our long term objective is to understand the molecular mechanisms underlying the temporal process of DC maturation. Using this global analysis of DC maturation as a guide for future research we can now begin to delve deeper into the finer details of the transcriptional programs that are consistently part of DC maturation induced by poly(I:C), and to compare those programs to those induced by other biological perturbants that stimulate DC maturation. The feature selection method developed here is not limited to DC maturation, time course experiments, or microarray data. The main ideas behind this method can be adapted to other large scale data sets, particularly those which include replicates, to identify consistent features of other biological systems. Consensus clustering can also be used to cluster multiple condition experiments, such as tissue comparisons, which would aid in the identification of groups of genes that consistently respond together in all conditions. Obtaining reproducible results is an important aspect of biological research, and has been the driving force behind the development of the filtering strategy presented here. The results obtained from the application of these methods are the first steps toward understanding the interlaced transcriptional programs that are consistently part of the DC maturation process.
Methods

Generation of DC
Bone marrow was harvested from the femurs and tibias of 3-4 month old female C57BL/6 mice (the bone marrow of one mouse was used to initiate the cell culture and generate all of the DC for one experimental replicate). Following lysis of red blood cells, cells were cultured in 20 ng/ml GM-CSF (Biosource) for 6 days [75] . At this point, the cells were typically 85% CD11c+ or higher and had low levels of expression of the DC maturation markers, CD80, CD86, CD40, and MHC class II. To select for only DC, they were purified by CD11c positive selection using the Miltenyi system, according to manufacturer's instructions (Miltenyi). Following purification, the cells were over 97% CD11c+.
Time course of DC maturation induced by poly(I:C)
Day 6 DC were plated in 6 well plates (1 × 10 7 /well in 5 ml) and treated with 20 μg/ml poly(I:C) (InvivoGen). Following 1, 3, 6, 12, or 24 hours of treatment, the cells were treated with RNAlater (Ambion). RNA was then isolated using the RNAqueous kit (Ambion) according to manufacturer's instructions. Microarray hybridization and preliminary analysis (normalization) was performed by the Wake Forest University microarray core facility using Affymetrix Mouse 430 2.0 oligonucleotide chips.
Replicate Experiments
Two biological replicate experiments were performed several months apart where each adhered to the above described methods. Microarray hybridization and data normalization was performed independently on each replicate experiment by the array facility; these replicate experiments are referred to as experiments 1 and 2 where experiment 1 was performed first followed by experiment 2.
Data Pre-processing
All experimental data was normalized according to Affymetrix QC software [76] using MAS5.0 [77] and the standard GCOS settings by the Wake Forest University microarray core facility. Reported data included the change p-value and signal log 2 ratio (SLR) for each gene. The change p-value was calculated using Wilcoxon's Signed Rank test, a non-parametric alternative to the standard student's t-test [76, 78] . A Change (or comparative) call is made based on user defined cut-offs of change p-value, indicating a change in transcript level between a control array and an experiment array, while not necessarily indicating a statistically significant change in expression level. The SLR was calculated using the one-step Tukey's biweight method [76, 79] and is a measure of the magnitude and direction of change for each gene on an array compared to the baseline array (control/time zero). The SLR is the fold change on a log 2 scale [76] ; both of these measures of gene expression are used throughout this report.
Identification of significant differentially expressed genes
Identification of significant differentially expressed genes was performed on each replicate experiment independently, and was carried out in two stages, as outlined in Figure 1A: Step 1. A gene was determined to have a detectible change in transcript level (step 1a) if, at any one time point, the change p-value met the Affymetrix recommended p-value cutoffs of >= 0.998 or <= 0.002 [76] , which represents a detectible decrease or increase from the baseline array (time zero), respectively. Additionally, a gene was determined to have significant differential expression (step 1b) if the absolute value of the SLR was >= 1.0 (equivalent to a 2-fold change up or down) at the same time point identified in step 1a. This 2-fold change was chosen based on the current literature standard for differential expression and the knowledge that the MAS5.0 algorithm has been shown to introduce noise into the data when gene expression is low [80] [81] [82] . Other normalization methods, such as RMA, have been shown to be more reliable in detecting low gene expression [81] ; however, our feature selection method should compensate for this effect by requiring consistency in replicate data and filtering out the noisy data. A more stringent cutoff with an absolute SLR value >= 2.0 (equivalent to a 4-fold change up or down) was also applied to obtain a more focused view of the genes that were highly affected during DC maturation induced by poly(I:C).
Identification of consistently expressed genes
The identification of consistently expressed genes was carried out in three stages as outlined in Figure 1A: Step 2. A common list of significant differentially expressed genes above detection threshold (obtained from Step 1) was identified in step 2a by taking the intersection of the two independently filtered lists (one from each replicate experiment) at each fold change filtering level. The application of step 2a reduced the four gene lists from Step 1 to two lists that were common to both experiments: one list for the 2-fold filtered and one for the 4-fold filtered data.
Prior to performing steps 2b and 2c on individual gene profiles, Pearson's correlation coefficient (PCC) was calculated between each replicate array using the common gene lists obtained in step 2a for each time point. This was done to ensure that one time point (1, 3, 6, 12 or 24 hours) did not exhibit a large variation between experiments, because subsequent calculations would otherwise be affected along with the consensus clustering analysis (see Additional file 8 for more details). Thus, any time point that did not return a large positive correlation (greater than 0.5) between replicate arrays was excluded from further calculations. The results from this analysis found that the PCC scores for all but the 1 hour arrays were greater than 0.80, indicating reasonable consistency between experiments. The correlation for the 1 hour array, however, was less than 0.40 which indicated poor consistency between experiments; thus this time point was not used in subsequent analysis steps.
Next, steps 2b and 2c were executed by calculating Euclidean distance (ED) and PCC, respectively, for all genes in the two lists obtained from step 2a using the expression profiles from each replicate experiment, where each expression profile consisted of the 3, 6, 12 and 24 hour time points. A gene was considered to have consistently responded to stimuli if the ED between replicate profiles was <= 1.4 (0.0 indicates identity), and the PCC between replicate profiles was >= 0.76 (1.0 indicates identity). Cutoff criteria were determined by calculating the average ED and PCC score for each of the lists of genes obtained from step 2a; thus there were two ED averages and two PCC averages. The most stringent individual cutoff values for ED and PCC were chosen as the consistency filtering criteria for both lists of genes.
ED and PCC are the most influential criteria in this method and could actually be done before filtering for differential expression, resulting in similar gene lists. Here, differential expression filtering was done first to reduce the amount of noise introduced by large numbers of low gene expression so a more accurate threshold for the ED and PCC criteria could be obtained for this data set. Relaxing the PCC and/or ED criteria would introduce genes that were not as consistent across replicates. This in turn would affect the consensus clustering phase.
Clustering Analysis
Clustering analysis was performed in two stages as outlined in Figure 1A: Step 3 on the gene lists obtained from the feature selection phase. The FOM algorithm (step 3a) was implemented in MATLAB (The MathWorks, Inc.) following the specifications described in Yeung et al [43] . An in-house MATLAB program was developed to compare the clustering solutions of MATLAB's k-means and hierarchical agglomerative clustering (HAC) algorithms using the FOM. Briefly, the program clusters the input data using k-means and HAC into a user-specified number of clusters to generate a clustering solution for each algorithm. The FOM score is then calculated for the clustering solutions generated by both algorithms. This process is repeated for a range of increasing cluster numbers, and then the FOM score for each repetition is saved to a file and plotted. The optimal clustering algorithm and the ideal number of clusters are then determined using the set of calculated FOM scores for both clustering algorithms. Euclidean distance was chosen as the similarity measure as the FOM calculation is implicitly biased toward ED, thus would produce inaccurate results if used with any other measure [42] . The analysis was run using the following series of cluster numbers: 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28 and 30 . The clustering algorithm that yielded the lowest average FOM score over the entire analysis was considered to be optimal [42, 83] .
After identifying the optimal clustering algorithm, the FOM scores were used to identify the ideal number of clusters for each data set [83] . An in-house algorithm was implemented to calculate the number of clusters where the FOM score is not significantly improved. Briefly, this algorithm calculates the difference in the FOM score for each cluster number range. This was done for all cluster number ranges and the standard deviation of these differences was calculated. The cluster number range that had the smallest difference which was greater than or equal to one standard deviation was chosen as the optimal range for the ideal number of clusters. The maximum value within the optimal range was chosen as the number of clusters into which to break each data set.
The analysis results from step 3a were used as input parameters for the consensus clustering in step 3b. The generation of consensus clusters is performed in three sub-steps: i) all experiment data for one of the gene lists obtained in Step 2 is independently clustered repeatedly to obtain x number of clustering solutions each containing y clusters (where y is the optimal number of clusters determined by FOM); ii) a consensus of all x clustering solution is taken to identify genes that are consistently clustered together to form robust (consensus) clusters; iii) a heat map of each consensus cluster is generated using the Clustergram function provided by MATLAB's Bioinformatics Toolbox. This process is then repeated for each gene list obtained in Step 2. Each replicate data set was clustered 5 times using the k-means algorithm with ED as the similarity measure (10 clustering solutions for each gene list). Choosing a larger or smaller number of k-mean repetitions would have noticeable effects on the resultant clusters. Less repetition would produce fewer consensus clusters with more genes per cluster on average. Likewise, more repetitions would produce more clusters that were smaller in size on average, including a larger number of singleton clusters (data not shown). Based on the familiarity with the data and several trial runs with differing numbers of k-mean repetitions, the number of repetitions was chosen to produce medium sized, stable clusters for analysis.
These clustering solutions were input into an in-house MATLAB program designed to identify all consensus clusters. This program follows a similar algorithm to Monti et al [32] and Swift et al [33] with minor differences. Briefly, each of the n genes in the input data set were paired with every other gene in that data set which created an n × n matrix using the gene IDs as the row and column labels. The algorithm examined each of the x clustering solutions one at a time; every time a pair of genes was found in the same cluster a count for that gene pair was incremented by one in the corresponding matrix location. If a pair of genes was found in the same cluster in all x clustering solutions, then the count for that pair was equal to x, otherwise the count was less than x. Consensus clusters were extracted by examining each gene, r, in the data set. A group of genes c that was found in the same cluster as gene r for all clustering solutions was identified as a consensus cluster.
After the consensus clusters were identified, MATLAB's Clustergram function was used to generate heat maps for visualization. This function hierarchically clustered each consensus cluster, using ED as the similarity measure, to organize the genes according to greatest similarity in expression level.
It is worth mentioning that the resultant consensus clusters can potentially be affected by the normalization method chosen during the pre-processing stage of analysis. It has been shown that normalization methods such as RMA and GCRMA, while able to detect lower expression changes more reliably [80] [81] [82] , add a significant number of correlative artifacts to the data [84] .
