We consider the analysis of longitudinal data sets that include times of recurrent events, where interest lies in variables that are functions of the number of events and the time intervals between events for each individual, and where some cases have gaps when the information was not recorded. Discarding cases with gaps results in a loss of the recorded information in those cases. Other strategies such as simply splicing together the intervals before and after the gap potentially lead to bias. A relatively simple imputation approach is developed that bases the number and times of events within the gap on matches to completely recorded histories. Multiple imputation is used to propagate imputation uncertainty. The procedure is developed here for menstrual calendar data, where the recurrent events are menstrual bleeds recorded longitudinally over time. The recording is somewhat onerous, leading to gaps in the calendar data.
INTRODUCTION
This article concerns the analysis of longitudinal data that includes times of recurrent events, where interest lies in variables that are functions of the number of events and the time intervals between events for each individual. Some cases have gaps when the information was not recorded.
Discarding the cases with gaps results in a loss of the recorded information in those cases. Other strategies such as simply splicing together the intervals before and after the gap potentially lead to bias. A relatively simple imputation approach is developed that bases the number and times of events within the gap on matches to completely recorded histories. Multiple imputation (MI) is used to propagate imputation uncertainty.
In the problem that motivated this work, the recurrent events are dates of menstrual periods recorded by women, and the substantive question concerns the use of this information to develop markers of menopausal transition. The menopause, or final menstrual period, defines the end of a woman's reproductive life. The transition to menopause occurs over a 5-to 10-year period and is associated with critical changes in women's biology and health status. Yet, unlike puberty, a system for staging reproductive aging has not been definitively established [1] . A staging system would provide a basis for clinical assessment and intervention guidelines and enable women and clinicians to better predict the timing and duration of the transition experience. For example, a staging system would help determine a woman's need for continued contraception, whether bleeding changes require intervention, and when interventions such as targeted hormone therapy (HT) or bone density screening should be initiated. For research, a well-defined staging system would provide a framework for comparisons across studies of midlife women.
In July 2001, the American Society for Reproductive Medicine, the National Institute on Aging, the National Institute of Child Health and Human Development, and the North American Menopause Society cosponsored the Stages of Reproductive Aging Workshop (STRAW), which proposed a staging system [1] . STRAW proposed that, prior to menopause, reproductive life can be divided into reproductive years (three stages) and transition years (two stages, early and late transition). The early-and late-transition stages can be characterized by increasing levels of follicle-stimulating hormone and changes in menstrual bleeding; however, clear criteria for the onset of these stages are still being defined.
The Reproductive Staging (ReSTAGE) project is a collaboration among investigators from four large cohort studies of midlife women: TREMIN [2] , the Melbourne Women's Midlife Health Project (MWMHP) [3] , the Seattle Midlife Women's Health Study (SMWHS) [4] , and the multisite, multi-ethnic, Study of Women's Health Across the Nation (SWAN) [5] . Its goal is to evaluate the empirically proposed bleeding criteria of the transition stages that served as the basis for the STRAW recommendations (Table I ) [4, [6] [7] [8] [9] . ReSTAGE compares the reliability, reproducibility, and representativeness of these criteria and assesses how well they predict time to menopause in the four participating cohort studies [10] .
A core set of information for the ReSTAGE project in each of these data sets is a history of times when menstrual bleeding episodes occurred, recorded in menstrual calendars kept by the women. The data sets varied in the ages when these calendars were started and in the interval over which they were maintained; these differences are not addressed in this paper, although they do have implications for the staging criteria in Table I .
The key methodological issue addressed here is the fact that all the data sets have gaps in the menstrual calendars, when women failed to record menstrual information. These gaps greatly complicate the calculation of age at the onset of early or late transition, the definitions of which assume that complete menstrual histories are available. One simple approach is to simply discard cases that have any gaps in the menstrual history. The potential selection bias in such an approach might be reduced by weighting the remaining cases by the inverse of the propensity to be complete, estimated by a logistic regression of the indicator for whether a case has a gap on observed covariates. This approach is unappealing as it potentially discards a large amount of information. A better approach is to censor cases with a gap at the age where the gaps begin, but that assumes the censoring mechanism is non-informative and discards recorded information after the gap. It is tempting to ignore the gaps and compute the measures using the intervals with recorded menstruation times. However, discarding a gap implicitly assumes that onset of the transition has not occurred during that gap, and hence tends to push the dates of transition into the future. The extent of bias introduced by this procedure is unknown.
Our approach to gaps is to impute zero or more menstrual bleeding times within the gaps that are plausible given the recorded information. The procedure is a form of hot deck [11] where a match is found to a case with a complete menstrual record, and the number and distribution of bleeding times within the gap are imputed using the information in the matched case. This approach is relatively non-parametric, avoiding the need for building a complex model for the bleeding times, and imputes plausible times within the gap since they are based on real rather than simulated cases.
An advantage of imputation is that, once the data are filled in, all the various potential bleeding events that mark the onset of menstrual transition can be computed unambiguously, with missing data treated the same way for each marker event. Without some form of imputation, the computation of each bleeding marker event needs to be modified to allow for the possibility of gaps in the bleeding histories. It is not obvious how to do this, and the comparability of the assessments is compromised to the extent that the modifications for each marker make different assumptions about the missing values.
A key limitation of imputation, in this as in other contexts, is that information is being added, and hence statistical measures of uncertainty (such as standard errors and confidence intervals) tend to be underestimated. This limitation is addressed here by MI [11, 12] , where multiple data sets are created with different imputations of menstrual bleeding times in the gaps. Imputation uncertainty can then be addressed by applying MI combining rules to analyses conducted on the filled-in data sets.
Specifically, letˆ (d) be the estimate of a parameter of interest for the dth imputed data set, with associated complete-data variance
The MI estimate of is the average of the estimates from each data set, that iŝ
The MI estimate of the variance ofˆ MI is
is the between-imputation variance. Another quantity of interest is the estimated fraction of missing information
which measures the fraction of the variance attributable to the fact that data are missing. For refinement of these formulae and combining rules for hypothesis tests, see [11, 12] . The details of the proposed MI method are described in Section 2. Results are illustrated in Section 3 using data from TREMIN and MWMHP. Specifically, the effect of imputation is assessed for two proposed bleeding criteria for, or markers of, the onset of late transition. Section 4 describes a simulation study to assess the statistical properties of the proposed method, and Section 5 discusses some limitations of the MI procedure and potential refinements. Section 6 summarizes the article and places the proposed method in the context of other missing-data approaches.
THE IMPUTATION PROCEDURE
We consider data consisting of ages of recurrent events on individuals, with data of some individuals having gaps where the events were not recorded-in our application, the individuals are women and the events are menstrual bleeds, and for concreteness we define the procedure in terms of this application. Consider a gap of length g i for a woman i, and let a i be the age of the woman at the start of the gap and a i + g i the age at the end of the gap. Thus, it is assumed that the woman had a menstrual bleed at age a i and a menstrual bleed at age a i + g i , but an unknown number n i 0 of menstrual bleeds between these ages. In practice, women may have more than one gap, and for simplicity we treat each gap independently in such settings. Let S be the set of women with complete information about menstrual cycle times. We define the missing data indicator M to take the value M i = 0 for these cases and M i = 1 for cases with a gap to be imputed. The imputation procedure creates a matching set S i of complete cases that have a pair of menstrual bleeds at ages (say a j1 and a j2 ) that are close to the ages a i and a i + g i that bound the gap. Specifically, for each complete case j, the pair of menstrual bleed ages a j1 and a j2 (not necessarily consecutive) are computed that minimize
where tol(g i ) is a pre-specified tolerance that increases with the length of the gap, with coefficients chosen to yield at least five cases in the matching set of each case with a gap, namely
where g min and g max are the minimum and maximum of all gap lengths. The imputation for case i then involves the following steps:
(a) compute the matching set S i , as described above; (b) select a matching case (say j) randomly from the matching set S i ; for case j, let n j be the number of menstrual bleeds between a j1 and a j2 , and if n j >0, let 0< j1 < · · · < jn j <1 be the gap proportions of the n j bleeds between a j1 and a j2 ; (c) impute n i = n j , and if n j >0, impute ik = jk for k = 1, . . . , n j .
APPLICATIONS

Data
We illustrate the application of the method using representative markers of the menopausal transition and menstrual data from two of the cohort studies participating in ReSTAGE. TREMIN is a publicly available data set from the menstrual calendar study initiated by Treloar et al. [2] . It is one of only two data sets that have prospectively recorded menstrual data for individual women throughout their reproductive life span and was initially begun to determine the normal biological variability in menstrual cycle length. Between 1935 and 1939, a total of 1997 female students at the University of Minnesota were enrolled. A second cohort was recruited between 1961 and 1965 and daughters of participants were also invited to participate. Data for this analysis include the subset of 735 women in the original cohort who were still participating at age 35, the baseline age for our analyses of the menopausal transition, and who provided a minimum of 10 consecutive menstrual cycles (Data Tape TRUST998.FINAL supplied in March 1993). The MWMHP enrolled 438 Australian-born women of Anglo-European heritage, aged 45-55 years, who participated in a population-based survey in 1991 and who had menstruated in the prior 3 months and were not using HT. As part of this longitudinal study of the menopausal transition, women kept records of their menstrual bleeding. Several findings from the MWMHP guided the STRAW recommendations [7, 8] . This analysis includes records from the 216 women who maintained menstrual records through at least 10 cycles.
In both studies, women recorded the days they experienced menstrual bleeding/spotting on a menstrual calendar card that covered one calendar year. In TREMIN, women were asked at the end of every year whether they would continue participating and to complete a short questionnaire with information on pregnancies and medical treatments including HT and contraception. In the MWMHP, participants were followed for up to 8 years with annual assessments, which included reporting of symptom experience and hormone use.
The World Health Organization [13, 14] defines bleeding episode as a period of consecutive bleeding days, a bleeding-free interval as a period of consecutive bleeding-free days; and a bleeding segment as a bleeding episode and the subsequent bleeding-free interval. The term bleeding segment is analogous to the term menstrual cycle, but acknowledges that, in a menstrual calendar, distinguishing between menstrual and non-menstrual (e.g. mid-cycle) bleeds is not straightforward. In ReSTAGE, a single day of bleeding as well as consecutive days of bleeding were coded as a bleeding episode. Bleed-free intervals had to consist of at least 3 days. One or two bleed-free days between two bleeding days were considered to be part of the bleeding episode. Pregnancies and the first three segments after a birth or abortion are coded as non-menstrual intervals. Menopause is defined by the date of a woman's final menstrual period, attributed retrospectively after 12 months of amenorrhea [15] .
Women in TREMIN contributed between 4 and 321 segments (median = 145). Women in MWMHP contributed between 4 and 107 segments (median = 36). Menstrual segments ranged in length from 4 to 365 days for TREMIN and from 4 to 325 days for Melbourne.
Many women had some gaps in their menstrual histories (n = 301 in TREMIN and 90 in MWMHP) when women failed to return a menstrual card or returned a partially completed card, including cards where women checked that they had not recorded information during a given month. The median number of missing intervals of data is two per woman in TREMIN and two per woman in MWMHP, so there is considerable information to be gleaned from the histories that contain gaps. We constrained the imputation procedure to permit a maximum gap length of 2 years. If a woman had a longer gap, she was censored at the start of the gap and treated as a withdrawal (n = 33 in TREMIN).
In our analyses of age at the onset of the late transition, defined by age at the bleeding marker event, women are treated as censored when they withdrew from the study (121 in TREMIN and 48 in MWMHP) or began sustained hormone use or radiation therapy (331 in TREMIN and 59 in MWMHP), or if they were still menstruating at the last observation (MWMHP = 53). Sustained hormone use refers to hormone replacement therapy, hormonal contraception, or other sustained use of steroid hormones. Women who used hormones for a single segment were retained in the data set, with the treated segment coded as a non-menstrual interval. Uncensored women were observed through natural menopause (215 in TREMIN and 42 in MWMHP), surgical menopause (68 in TREMIN and 11 in MWMHP), or endometrial ablation (three in MWMHP).
We consider two markers of the late transition. No bleeding episode for at least 3 months or 90 days is currently the most commonly used definition of the onset of late transition [9] . We set the age at marker to the date of the start of the first observed bleeding episode that initiated a segment of 90 days or longer. Taffe and Dennerstein [7] proposed the running range (the difference 109 between the longest and shortest cycles observed in a consecutive series of cycles) as an alternative criterion for the onset of the late transition. In the MWMHP, once the running range reached 42 days, fewer than 20 cycles remained before the final menstrual period. For this bleeding criterion, we set the age at marker to the date of the start of the bleeding episode when the running range over a 10-segment sequence exceeded 42 days. These two markers are illustrative of markers defined by the length of an individual segment and by the characteristics of a set of segments, respectively, identification of which may be differentially affected by gaps in the menstrual record.
In addition to calculating the mean age at a bleeding marker event, we apply a varyingcoefficient Cox model [16] to investigate the association of a marker event with time to menopause. Previous studies [6] suggest that the association between a bleeding event marking the onset of the menopausal transition and age at menopause may vary with the age at the marker event.
The model [16] assumes that the hazard function of menopause changes multiplicatively at time s from the baseline hazard function by a factor of exp( (s)) if the marker happens at time s, that is, 
where K is the number of interior knots that are usually placed at 100 j/(K + 1) ( j = 1, . . . , K ) percentiles of observed marker event times and B k (s) are B-spline basis functions. For a given set of knots, the coefficients 1 , . . . , K +2 can be estimated as interaction effects of the marker indicator and spline basis functions at marker time from a time-dependent covariate Cox model, in which the marker indicator is a time-dependent variable taking value 1 if the marker has occurred and 0 otherwise. The set of knots in B-splines is determined by cross-validation. In our data analysis, we use K = 4. If the marker is right censored, the marker indicator is 0 during the follow-up time period; the marker time can then be assigned an arbitrary value, since it does not affect the parameter estimation.
Results
We multiply impute the gaps in women's menstrual records using the procedure in Section 2. Figure 1 shows examples of sequences of menstrual cycle lengths including the observed lengths before and after a gap and the imputed lengths within the gap across five imputations for three selected women aged 45-50 years with gap lengths of approximately 100 and 250 days. The figure indicates that the MI procedure fills in the gaps in a plausible way and introduces variability across MI data sets in the number and distribution of menstruation times within the gaps.
We next determine age at marker for each of the two markers of the late transition, 10-segment running range >42 days and no observed bleeding episode for 90 days, in each of the imputed data sets. Table II presents at marker distributions for the observed data when censored at the first gap, for the observed data when the gap is ignored, for each imputed data set, and for the MI estimate. For each marker, the MI estimate is slightly lower than the observed mean when the gap is ignored but not imputed. The fraction of missing information computed using Equation (3) is very small, indicating that very little information is lost in the menstrual cycle gaps. Note that the MI procedure does not attempt to recover this information, but rather recovers information in the observed cycles of women with gaps that would otherwise be discarded. Bleeding markers of the onset of the menopausal transition should be associated with the hazard of reaching the final menstrual period. We have previously shown that this hazard changes with age at occurrence of the marker [6] and have developed a varying coefficient approach to model this hazard [16] . Figure 2 describes the log-relative hazard of the final menstrual period by age at marker for the five imputations for the two markers of the late menopausal transition. Figure 3 describes the log-relative hazard of the final menstrual period by age at marker and the 95 per cent confidence intervals using the observed estimates when women are censored at the start of a gap, when the gap is ignored and the MI estimates. The observed hazards when women are censored at the start of a gap are generally higher than the hazards when gaps are ignored or imputed. The observed hazards when gaps are ignored are similar to the imputed hazards and do not differ significantly, although the imputed hazard is slightly higher than the observed hazard across the range of ages for the 10-segment running range >42 days marker. 
SIMULATION STUDY
We conducted a simulation study to study further the properties of the MI procedure. We extracted from the TREMIN data the menstrual histories of 190 women with complete information, with the assumption that there are no gaps and no use of hormones. We then created data sets with 30 per cent (n = 57) or 60 per cent (n = 114) of women having gaps. The number of missing segments in each gap was drawn randomly from a distribution determined empirically by dividing the lengths of the gaps in the incomplete data by the average cycle length of 28 days; the starting segment for each gap was chosen randomly from the set of possibilities. Table III shows summary statistics for the mean age at two of the markers, bleeding interval >90 days (Table IIIa) and 10-segment running range >42 days (Table IIIb) . Estimates, empirical bias, and empirical standard deviation are shown over 100 bootstrap replications of the imputation method, and are shown for: (a) the data before deletion, with empirical standard deviation based on bootstrapping the cases; (b) single imputation using the proposed method; and (c) MI with M = 5 using the proposed method. For the latter, we computed the average estimated increase in variance from the missing data. From Table III , we see that the imputation estimates are close to those from the data before deletion, indicating that the procedure has not created much bias. The added variance suggests that the fraction of missing information is very small, so the imputation procedure has recovered significant information in the cases with gaps.
The small fraction of missing information reflects the fact that, for the gap to influence the age at marker, it has to occur around the time when the marker is occurring, which was often not the case for the simulated gaps. We also simulated a situation where this happens more frequently, by creating 6-month gaps in 30 per cent of cases starting at age 45. Results for this case are shown in 117 the last two rows of Table IIIa and b. The imputation method still yields estimates close to those from the data before deletion. The added variance from missing data is increased, as anticipated given the choice of mechanism, although it is still not very large in this setting.
It is also of interest to compare the imputed information within the gaps with the true information before deletion. Table IV and Figure 4 show two facets of this comparison. Table IV compares the number of actual segments in a gap before deletion with the number of imputed segments, for two of the five sets of MIs. In Table IVa 6-month gaps are simulated starting at age 38, and in Table IVb 6-month gaps are simulated starting at age 48, where menstrual intervals are frequently more variable [2] . The imputation procedure mimics the observed distribution well in Table IVa; in Table IVb also it is quite good, although it tends to impute a few long intervals not seen in the observed data. Finally, Figure 4 compares the true and imputed lengths of the first segment within the gap, indicating that the imputed segments are mimicing reality well.
LIMITATIONS AND POTENTIAL REFINEMENTS
For a woman i with a gap, let z i be other recorded variables, including ages of menstrual episodes before and after the gap, and other covariate information. The imputation method assumes that the data are missing at random (see, e.g. [11] ), in the sense that given the information conditioned when creating the matching set, the number and timing of bleeding episodes within the gap, has the same distribution for the case with the gap as for the cases in the matching set. In the matching procedure in Section 2, the only covariate that is conditioned when creating the match is the a i , the age at the start of the gap. (The existence of a menstrual bleed at or close to a i + g i is also conditioned, since it is needed to create comparable information for imputation.) Since changes in the intervals between periods with increasing age are the major feature of interest in developing markers of menopausal transition, a i is arguably the most important covariate for consideration in matching.
Our procedure might be refined by additional matching on other covariates. For example, one might consider matching on the average length of periods prior to the gap, child-bearing history, or demographic variables such as ethnicity. A limitation of the hot deck is that including additional variables for matching markedly reduces the potential number of matches, and hence the matching tolerance may need to be relaxed if additional matching variables are included. One possibility, mentioned by a referee, is to match on a variable measuring the estimated propensity of a gap, computed by a logistic regression of the indicator for a gap on covariate information [17] . The effects of misspecification of the MI model are more severe when the fraction of missing information is large than when it is small. Thus, the very small fractions of missing information in the analyses in Section 3 suggest that refinements of the method are unlikely to be worth the effort, but that they may be warranted in situations where missing data are more extensive.
A key assumption of the hot-deck procedure is that the probability that n i = 0 for the case with a gap is comparable to the probability that n j = 0 for cases in the matching set. This assumption is violated if the coding of an interval as a gap is related to the incidence of missing periods within the gap-in the extreme, one might assume that only gaps that contain at least one missing period are coded as such, in which case Pr(n i = 0) = 0. For one of the data sets in the ReSTAGE project, additional information was recorded on whether the gap was thought likely to contain one or more missing periods. It is relatively straightforward to refine our procedure to incorporate this information, as follows. As before, define the missing data indicator M to take the value M i = 0 for cases with no gap. For the case with the gap, we define the missing data indicator M i = m, where m = 1 if there is no evidence in the data to indicate whether n i = 0 or n i >0, M = 2 if there is strong evidence in the data to indicate that n i = 0, and M = 3 if there is strong evidence in the data to indicate that n i >0. The codes M i = 2 and 3 are used for data sets where additional information is collected from the respondent on the nature of the gap.
The imputation procedure first imputes whether n i = 0 or n i >0. For cases with m i = 1, the odds that n i >0 is imputed based on the odds estimated from the matching cases in S i , that is,
For cases with M i = 2, the complete case odds are multiplied by a prior odds 2 set to a value that reflects the prior evidence that the gap does not contain a menstrual bleed; for example,
For cases with m i = 3, the complete case odds are multiplied by a prior odds 3 set to a constant that reflects the prior evidence that the gap does contain a menstrual bleed; for example, 3 = 5
The imputation procedure is modified by first imputing whether n i = 0 or n i >0, by random draws with probability given by the appropriate formula. For cases withn i = 0 imputed, the imputation procedure for this gap is complete, since there are no menstrual bleeds in the gap. For cases withn i >0, the menstrual gap proportions i are imputed by the hot-deck algorithm described in Section 2, except that only cases with n j >0 are allowed in the matching set S i . An important issue in the development of markers of menopausal transition is the treatment of women who use HT during their reproductive history. In our initial study, these women are excluded since ingestion of hormones disrupts the menstrual cycle and hence measures of menopausal transition. However, the restriction to women not on HT limits the scope of the inference, and in future work we plan to include women on HT in order to study its impact on measures of menopausal transition. One of the approaches to including this information is to treat periods on hormones as gaps in the menstrual history and impute these gaps using the procedure described here. In this application, the potential fraction of missing information may be considerably greater than encountered in the current application, where gaps are simply caused by failure to record the menstrual information.
CONCLUSION
We have suggested a relatively simple MI methodology for filling in gaps in histories involving recurrent events, based on hot-deck ideas. The methodology is developed in the context of data on menopausal markers, but it has potential application to any situation where the times of recurrent events are recorded longitudinally, where there are gaps in the records of individual subjects, and where a method is sought that allows the recorded information in these cases to be included in the analysis. Other examples of recurrent events might include episodes in a chronic illness such as migraine, asthma or depression, or age-sensitive aspects of time-use studies where individuals have intervals where the information is not recorded. In situations where alternative treatments are involved, it would be important to include treatment as a covariate so that information is imputed within each treatment group. The hot deck is an imputation approach that involves matching each incomplete case to a complete case, called the donor, and imputing the missing variables using the values in the donor case. The method is mainly used to handle item non-response in sample surveys-a classical example is the Current Population Survey hot deck for imputing missing earnings information [18] . A more recent discussion is [19] . To our knowledge, our proposed application of the hot deck to recurrent event data is novel. It also illustrates that the information being transferred from donor to recipient may be a function of the recorded variables. Specifically, here it is the number of events in the gap and the 'gap proportions' that are imputed rather than the times of events themselves. This enables the resulting imputed event times to satisfy the constraints implied by the known times that bracket the gaps, creating a seamless imputation. Another somewhat novel feature of the approach is the use of MI by sampling from a match set of potential donors, although the idea of applying the hot deck to create MIs is not new [20, 21] .
Useful features of our method are: (a) its simplicity; (b) recovery of the observed information in the records with gaps; (c) availability of simple MI combining rules for analysis of the imputed data, which propagate imputation uncertainty; and (d) the availability of simple measures of imputation uncertainty. As noted above, methods that discard the incomplete records or ignore the gaps are potentially biased and/or lose painstakingly recorded information. From a modeling perspective, an approach that is more principled than that proposed here would be to build a multivariate model for the recurrent event times, conditional on the covariate information, and then estimate the parameters of this model using the incomplete data by maximum likelihood, or multiply-impute the missing values using predictions from this model [11, Chapters 6, 10] . Programs that implement these approaches in repeated-measures settings include PROC MIXED and PROC MI in SAS [22] , Iveware [23] and MICE [24] . However, these methods often make distributional assumptions like normality, and are not suitable for recurrent event data where it is the number and timings of events that are missing, rather than missing values of variables measured at particular times. A more appropriate modeling approach here would be to build multivariate event-history models for the repeated events. While this may be a viable option in some settings, it would be challenging to build a suitable model for the data on the menopausal transition studied here, where a key feature is transitions to increasingly irregular spacings between menstrual periods, the timing and nature of which vary across individuals in complex ways. The difficulty in building such non-standard models motivated the simpler approach described here.
