Abstract
Introduction

42
Groundwater is defined as the water in a saturated zone which fills rock and pore spaces 43 (Berhanu et al., 2014; Fitts, 2002) , whereas groundwater potential is the probability of 44 groundwater occurrence in an area (Jha et al., 2010) . The occurrence and movement of 45 groundwater in an aquifer are affected by various geo-environmental factors including lithology, 46 topography, geology, fault and fracture and its connectivity, drainage pattern, and land-use/land-47 cover (Mukherjee, 1996) . Geological strata acts like a conduit and reservoir for groundwater 48 while storage and transmissivity influence the suitability of exploitation of groundwater in a 49 given geological formation. Downhill and depression slopes impart runoff and improve recharge 50 and infiltration, respectively (Waikar and Nilawar, 2014) . Globally, groundwater is a major 51 source of drinking water for around two billion people (Richey et al., 2015) , whereas in noted that although ANFIS model has a higher accuracy than other models, it is still difficult in 88 finding the best internal weight values of ANFIS due to the limited nature of the adaptive 89 algorithm used (Bui et al., 2016) . Thus, these weights should be optimized by new metaheuristic 90 optimization algorithms to enhance the prediction accuracy of ground water models.
91
The main goal of the current study is to propose and verify integration of new metaheuristic (Figure 1 ).
137
Both the training and the testing datasets were converted to raster format where spring pixels 138 were assigned as "1" and non-spring pixels were assigned to "0" (Bui et al., 2015) , and then, 4.6-5.6, 5.6-6.6, 6.6-7.9, 7.9-11.9 (Figure 3f) , and for TRI, these classes are 0-8. (Figure 3g ).
180
Distance from fault and river for the study area were generated with five classes using the and rangeland (R) have been identified (Figure 3j ).
196
Rainfall is the major source of recharge to the groundwater. In this research, mean annual rainfall Phase one: first, the experts will define the problem-solving criteria. By using the practical 224 knowledge of the experts, the priority for the criteria is determined and these criteria are 225 organized in descending order.
226
Phase two: the following trends is employed for estimating the weight for the criteria: 
where is the number of experts; explicates the offered ranks for each factor by the experts; j 233 stands for the number of the factor.
234
Subsequently, the coefficient is determined as follows:
Recalculation of weight is done as follows:
The relative weights of the evaluation criteria are calculated by the following equation:
where shows the relative weight of j-th criterion, and m is the total number of criteria. 
Meta-heuristic optimization algorithms
257
The main goal of these algorithms is to find the optimal antecedent and the consequent 258 parameters of the ANFIS model using IWO, DE, FA, PSO, and BA algorithms. Attractiveness of a firefly is related to its light intensity, and thus, from two flashing firefly 292 species, one with lower light intensity moves toward the other one with higher light intensity; (3)
293
Light intensity of a firefly is defined as an objective function value and must be optimized. collective intelligence for finding the best way to get food (Kennedy and Eberhart, 1995) . Each 297 bird implemented in this algorithm acts as a particle that is in fact a representative of a solution 298 to the problem. These particles find the optimum answers for the problem by searching in "n" 299 dimensional space, whereas "n" is the number of the problem's parameters. For this purpose, 300 particles were scattered randomly in space at the beginning of algorithm execution. Detailed 301 description of PSO can be seen in Kennedy (2011) Therefore, it can be used for model prediction capabilities (Brenning, 2005 As it can be seen in Figure 5 , MSE of the ANFIS-IWO model, the ANFIS-DE model, the However, it should be noticed that, in addition to accuracy, the execution speed of the five 426 models was found significance. To measure this, the running time for 1000 iteration was 
Generation of groundwater spring potential maps using ANFIS hybrid models
443
Once the five models were successfully trained and validated, these models were used to 
Validation and comparisons of the groundwater spring potential map
464
The prediction ability and reliability of the five achieved maps have been evaluated using both 
Statistical tests
476
The result of the Friedman test ( The percentage area of each class of final map resulting from the five hybrid models is shown in 
509
TWI shows the amount of wetness, and it is obvious that the more the TWI, the higher the 510 groundwater springs probability occurrence is. Terrain Roughness Index (TRI) or topographic roughness or terrain ruggedness, calculates the sum of change in elevation between a grid cell 512 and its neighborhood, and as the less the roughness, the higher spring potential mapping. The SPI
513
shows the erosive power of the water and mountainous area is higher than plain area. So, as the 514 SPI increases, the spring potential occurrence increases. Rivers are one of the most important 515 sources of groundwater recharge and the nearer to river, the higher probability to springs 516 occurrences. Also, as the rainfall increases, the higher groundwater springs incident, but in the 517 current study, some other conditioning factors affected the spring occurrences.
518
Most of the springs were located in the garden land-use/land-cover. Therefore, it can be stated 519 that the gardens have been established near the springs. Pliocene-Quaternary formation in a 520 geologic time scale is newer and Quaternary formation has a high potential to groundwater 521 springs incident due to high permeability. The fault is discontinuity in a volume of rock. Thus, 522 the nearer to the fault, the higher the spring occurrence probability will be. Inceptisols soils are 
Advantages/disadvantages of the models and performance analysis 532
The highest accuracy based on MSE in both the training and validating datasets is for the negative (FN), and therefore is more accurate than RMSE for comparison (Termeh et al., 2018) .
538
ANFIS has a potential to capture the benefits of both neural network and fuzzy logic in a In the current study, the results showed that DE algorithm optimized the parameter for neural parameter) and C (crossover parameter) for controlling the search process (Tvrdık, 2006) . to the optimization problems which can be summarized as: Bees algorithm doesn't employ any probability approach, but utilizes fitness evaluation to drive Particles update themselves with the internal velocity; (2) particles have a memory important to 577 the algorithm, (3) the 'best' particle gives out the information to others, (4) it often produces 578 quality solutions more rapidly than alternative methods, (5) it automatically searches for the 579 optimum solution in the solution space (Wan, 2013) .
580
As a result, there isn't any algorithm which works perfectly for all optimization problems, and 581 each algorithm has a different performance accuracy based on different data. New algorithms, 582 therefore, should be applied, tested and finally the most powerful algorithm should be selected; 583 as the conclusion of the research demands. 
Previous works and future work proposal
585
Some research has been carried out in groundwater well or spring potential mapping using OMq lithology unit at the case study. groundwater potential placed at north of the case study.
631
The result of the current study is helpful 
