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Abstract 
We consider stationary autoregressive processes of order p which have positive innovations. 
We propose consistent parameter estimators based on linear programming. Under conditions, 
including regular variation of either the left or right tail of the innovations distribution, we 
prove that the estimators have a limit distribution. The rate of convergence of our estimator is 
favorable compared with the Yule-Walker estimator under comparable circumstances. 
Key lvords: Poisson processes; Linear programming; Autoregressive processes; Parameter 
estimation; Weak convergence; Consistency; Time series analysis 
1. Introduction 
Consider the stationary autoregressive process of order p, denoted by AR(p), with 
positive innovations {Z,}, and with autoregressive coefficients 41, ,$P, 4, # 0. 
These processes are defined by the following relation. 
xt = i &Xt-k + z,, t = 0, f 1, f 2, . . . 
k=l 
(1.1) 
where we assume that {Z,} is an independent and identically distributed (i.i.d.) 
sequence of random variables with left endpoint of their common distribution being 0. 
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We assume the order p is known. Based on observation of {X,,, ,X,) we are 
interested in estimating the parameters, and in determining the asymptotic properties 
of these estimators as IZ + cz. 
Assuming the Z’s have finite variance, the usual method of estimation would be to 
use the Yule-Walker estimators (see, for example, Brockwell and Davis (1991)) which 
would typically result in the estimators converging at the rate ?I~‘~. However, one can 
sometimes do better than the ,I” rate of convergence by exploiting the special nature 
of the innovations. 
The case of p = 1 was discussed by Davis and McCormick (1989) who used a point 
process approach to obtain the asymptotic distribution of the natural estimator in the 
positive innovation context when the innovations distribution, F, varies regularly at 
0 and satisfies a suitable moment condition. This estimator is 
(1.2) 
where A denotes the minimum operator. For the case of p > 1, a straight- 
forward generalization of (1.2) does not perform well, Andel (1989). Andel (1989) 
considered the case p = 2 and suggested two estimators of ($,, 42). One is based 
on a maximum likelihood argument and is the one we consider in this paper 
for general p. As discussed in Feigin (1994) and Feigin and Resnick (1992) this 
estimator is obtained by solving equations which turn out to be examples of 
generalized murtingale estimating equations. Andel (1989) found by simulation that 
this estimator converges at a faster rate than the YuleeWalker estimator. Andel’s 
finding is explained in Feigin and Resnick (1992), who establish a rate ofconsistenc.~~ 
for the estimators of 4i and 42 in the case p = 2. In this paper we consider general 
p and derive a limit distribution for the estimators under assumptions on the Z’s 
which involve moment conditions and regular variation conditions on either the left 
tail or the right tail. Precise statement of conditions and results is presented in 
Section 2. 
Here is a rapid review of the derivation of our estimator: Suppose temporarily that 
the common distribution of the Z’s is unit exponential so that 
PIZl > x] = em", x > 0. 
In thiscase,conditionallyon [X,, = xO,Xml = s-i, . . ..X_.+, = _~,,+~j, thelikeli- 
hood is proportional to (using I(.) for the indicator function). 
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Assuming that C:= 1 X, is ultimately positive, the corresponding maximum likelihood 
estimator will thus be approximately determined by solving the linear program (LP) 
max 
( 1 
f $i 
i=l 
subject to 
x, 2 f- &X*-i, t = 1, . . ..n. 
i=l 
Note that the fact that 1: X,-,/C: X,-i zz 1 in the stationary case justifies the 
simplified (approximate) form of the objective function. 
Even if the density of the Z’s is not exponential, the LP still gives an estimation 
procedure with good properties. Thus the form of the estimator considered in this 
paper is as follows: We suppose the true autoregressive parameter is 
@O) = (#iO’, . . . , #Lo),‘. Our estimator is obtained by solving the linear program to get 
JJnJ = arg max 6’ 1 (1.3) 
dED, 
where 1’ = (1, . , 1) and where the feasible region D, is defined as 
D”= 
{ 
~E[W~:X~- ~6iX,_irO,t=l,...,n. 
1 
(1.4) 
i=l 
Here is an outline of how we will obtain a limit distribution for the estimator @“) 
given in (1.3). 
(1) Change variables: For a suitable normalizing sequence qn + co we seek a limit 
distribution for 
qn($@) - @O)). 
By a change of variable we can express this as 
qn(@) - #O)) = arg max 6’1 
&An 
A, = i 6 E [WY i si ~ xt-i t = 6’1 - 1 
i=l 4n& 
I 1, 1, . ,n; 2 
I 
To see this, note that since X, = I;= 1 4j”)Xtpi + Z,, we have from the definition of D, 
in (1.4) that 
D,= dg[WP: ~(~~0’-6i)X,_i+Z,20,t=l,...,n 
= 21, t = 1, . . . . n 
Now c,!?@ satisfies 
(d;‘“‘)‘l 2 6’ 1 
for all ci such that 
Jo, (Si - ~1”) ~ I 1, t = 1, .., , II. 
n 
Set rr = y,,(ci - 4’“‘) so that q,; “1 + 4” = 6 and thus $“) satisfies 
@“‘)‘l 2 (qn- lt1 + c#,+O’)’ 1, 
or equivalently 
&(CjP - C/P’)’ 1 2 11’ 1 
for all ‘1 such that 
p rliX,-; c- I 1. t = 1, , II. 
I=1 4n G 
Finally. note that although 
a maximum in the set 
the change of variables actually requires us to search for 
since 6 = 0 is in this set, it does no harm to add the constraint ii’1 2 - 1. We add this 
constraint since it preserves the polar nature of the feasible region. 
(2) Weak conwryrnr~r of’ point proces,se.s: Moment restrictions and regular vari- 
ation assumptions on the distributions of the z’s allow us to prove that a sequence of 
point processes (1~~)~ where /L,, has points in IV 
converges weakly to a limit point process /l II, with points {uk). The uI, depend on the 
p-dimensional distribution of i X,) and on the regular variation assumptions. 
(3) Weak co~~wr~~mw of,feu.sih/r rryions: Since the closed random set A, given in 
step 1 is a function of the points of ,u,,, we are hopeful that there is a closed random set 
A such that 
where the weak convergence is with respect to the Hausdorff metric on the compact 
subsets of Rp. The limit set A is given by the polyhedral domain 
A = (ci ELR~: 6’1 2 - 1, b’u, I 1, k 2 1) 
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(4) Weak convergence of solutions: We will show that the optimal solution of the 
linear program 
max 6’ 1 
&/I” 
converges weakly as II + cc to the corresponding solution of the linear program 
determined by the points of the limit point process, namely 
max 6’1. 
&A 
Thus the limit distribution for q,,($(“) - 4”)) is the distribution of 
arg max 6’ 1. 
&A 
Although this distribution cannot be calculated explicitly, the above formula gives 
a recipe that can be simulated. However, we emphasize that the limit distribution will 
turn out to depend on the distribution of (X1, . ,X,). We will see that qn, being the 
inverse of a regularly varying function, will frequently go to CC at a rate which is faster 
than 4. 
In Section 2, we state precisely our results and the conditions under which they 
hold. Section 3 discusses convergence of feasible regions and solutions and relates 
these ideas to convergence of point measures. We also consider carefully when our 
feasible regions are compact in 5P’. Section 4 gives some background results in time 
series analysis and weak convergence which we need for the proofs of our main results 
which come in Section 7. Sections 5 and 6 provide some important details regarding 
conditions for boundedness of il and for the uniqueness of solutions. We give some 
concluding remarks in Section 8. 
2. Conditions and results 
We need conditions which specify the model and guarantee stationarity. In order to 
obtain a limit distribution for our estimators, we impose regular variation and 
moment conditions on the distribution of the innovation sequence. We recall that 
a function U : [0, co) + (0, m) is regularly varying at CC with exponent p E R if 
lim Uo = xP 
t-m u(t) ’ 
x > 0. 
We now state precisely conditions under which our results will hold. 
(1) Condition M (model spec{jication): The process {X,: t = 0, + 1, f 2, . . . } satis- 
fies the equations 
X,= ~ ~iXt_i+Z,,t=O, _+l, _+2, ._. 
i=l 
(2.1) 
140 P.D. F&gin, S.I. RrsnicklStochastic Proc~cwrs unri their Applications 51 (1994) 135-165 
where {Z,} is an independent and identically distributed sequence of random 
variables with essential infimum (left endpoint) equal to 0 and common distribution 
function F. 
(2) Condition S (stationarity): The coefficients $i, ,4,, satisfy the stationarity 
condition that the autoregressive polynomial G(z) = 1 - Cy4izi has no roots in the 
unit disk (z: IzI I 1). Furthermore we assume @(I) > 0; i.e., we require 
(2.2) 
(3) Condition L (left tail): The distribution F of the innovations Z, satisfies, for 
somecc >O 
lim F(s = xa 
S10 F(s) 
for all x > 0; 
j 
cr 
E(Zf) = t.8 F(du) < a for some p > CC 
0 
(4) Condition R (right tail): The distribution F of the innovations Z, satisfies, for 
some CI > 0 
lim 1 - F(sx) 
mu for all x > 0; 
s-,7 1 - F(s) = x 
s 
cL E(Z1_@) = umPF(du) < x for some /j’ > x 
0 
Our results have as hypotheses M, S, and either L or R. In Feigin and Resnick 
(1992) we assumed 4i, ,41, non-negative as would be suitable for the majority of 
modelling applications of data which are inherently non-negative, such as stream 
flows, interarrival times, teletraffic applications such as video conference scenes. We 
remarked that the non-negativity of the 4’s was sufficient to guarantee that (2.2) holds. 
However, we have discovered that our results can be proven under the weaker 
assumption (2.2) and so we drop the assumption that the 4’s are non-negative in the 
hope that the added flexibility will prove useful in fitting models to data. 
For additional remarks concerning these conditions see Feigin and Resnick (1992). 
However, note that condition L is rather mild. It is satisfied if a densityf’of F exists 
which is continuous at 0 and withf(0) > 0. In this case x = 1. Other common cases 
where condition L holds are the Weibull distributions of the form 
F(x) = 1 - exp( - x”) where F(x) - .Y*, as .x1 0 and the gamma densities 
f‘(.x) = ce-“.u’- ’ , r > 0, Y > 0 so thatf’(x) - c.C ’ as x JO and therefore the associated 
gamma distribution function satisfies F(x) - cr- 1 ’ x , as x JO. Examples of distribu- 
tions satisfying condition R include positive stable densities and the Pareto density. 
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We now review the form of our estimator given by (1.3). We suppose the true 
autoregressive parameter is c#+‘) = (4\“‘, . . , @‘)‘. Our estimator is obtained by solv- 
ing the linear program to get 
@‘) = arg max 6’ 1 (1.3) 
&D, 
where 1’ = (1, . , 1) and where the feasible region D, is defined as 
Djj= 
i 
6ERP:Xt- ~6iX,-i2Ojr=l,...>I? 
i 
(1.4) 
i=l 
We now state our main result, which gives a limit distribution for the linear 
programming estimator in (1.3). We use “ * ” to denote weak convergence of random 
elements. For a monotone function U, we denote the left continuous inverse by U + so 
that 
U’(y) = inf{t: U(t) 2 y}. 
Theorem 2.1. Suppose M and S hold. 
(a) If condition L holds, deJine 
a, = F’ (l/n). 
Then 
a, q(n) _ d+O)) j U 
where U is non-degenerate and 
U P argmax6’1 
stn 
where 
A = (6 E [wp: 6’ 1 2 - 1,6’ uk I 1, k 2 l}. (2.3) 
The points (uk} are speciJed as follows. Let {Ej, j 2 1) be i.i.d. unit exponential random 
variables and dejine 
L-k = El + ..’ + Ek. 
Let { Yj, j 2 1) be i.i.d. [wp valued random vectors with 
Y1 e (X,, . . . ,X,) 
and suppose { Yj, j 2 1) are independent of {r,}. Then 
Uk = r, l’nYk. 
(b) If’ condition R holds, de$ne b, by 
+ (n). 
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C(Z) = i c.jzj = & 
j=O 
Then 
h,@‘” - $P’) = O,(l) 
so the rate qf’convergence ?f$“) to $J (” is h . n. Furthermore, fftir any p - 1 non-negatiar 
und distinct indices (II, . , I,_ 1 ). the set of p vectors 
(1, ((.,,,(.I,~I. . . . . L’I,- P+I); 1 Cjlp- 1) (2.4) 
is line&y independent, then 
h,(@“) - C#+“‘) + V 
where V is non-degenerate, 
V 2 arg max (r’ 1, 
at 1 
and 
il = (6 E Rp: 6’ 1 2 - 1, 6’~ I 1, k 2 1). (2.5) 
The points { uk) are specified as,fi,llows. Let (Ej,,j 2 1) he iA. unit exponential rnndom 
variables and define 
I-k = El + “’ + Ek 
Let ( YH, k 2 1, 1 2 0; he (I doubly infinite array qf‘ i.i.d. random variables \<ith the 
distribution F. Then 
u, = i $,l-p q ((.I --1. . . . . (‘I-,)’ = V,-l(C_lr . . . . Cl_,). 1 = 1,2, 
If we set Y,, equal to either cr; ’ or h,, as appropriate, then q,, is regularly 
varying with index l/x. So the rate of convergence will be faster than the ,/G 
rate provided that c( < 2. For example, for the Weibull distribution where F(_u) - 3, 
rJ0, we have a,, - PI-~:’ and for the gamma density where F(s) - s’/T(r + 1) we 
obtain 
T(r + 1) ‘,r 
%I - ! 1. I1 
In the right tailed case, for example for the Pareto distribution function where 
l-F(.u)-s~“asx-+ T;,wehaveh,-n”“. 
Note, if condition R holds with c( < 2, the variance of Z1 is infinite. 
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3. Convergence of feasible regions and solutions 
In this section we consider the continuity properties of two mappings: one 
from point measures to feasible regions; and the second from feasible regions to 
optimal solutions. These continuity results are required to derive the asymptotic 
distribution of our estimators from the weak convergence of the relevant random 
point measures. 
We also investigate conditions on the limit process that will ensure the continuity 
~ namely, boundedness of the feasible region in KY’ and uniqueness of the solution for 
the limit point measure. 
For a locally compact, Hausdorf topological space E, we let M,(E) be the space of 
Radon point measures on E. This means m EM,(E) is of the form 
where xi E E are the point masses of m and where 
e,(A) = 
i 
1 if xE.4; 
0 if x4.4. 
We emphasize that we assume that all measures in M,(E) are Radon which means 
that for any m E M,(E) and any compact K c E, m(K) < cc . On the space M,(E) we 
use the vague metric d(., .). Its properties are discussed in Resnick (1987, Section 3.4). 
Note that a sequence of measures m, E MP(E) converge vaguely to m. E M,(E) if for 
any continuous functionf: E + [0, m ) with compact support we have m,,(f) + mo(f’) 
where 
m,(f) = s f’d m,. E 
We will be considering point measures ,U E M,(E) where E = [ - cc , E lP\{Of and 
for which the compact sets are of the form UC where Us0 is an open set. Then 
p(V) < co for any such U. In particular, given p, we can order its points Ui in 
decreasing order of magnitude /IuJ 2 ljuzll 2 llujl/ 2 ... 
We now define, for any Radon point measure p E M,([ - #x, c;o I”\(O)) of the form 
P = C&U,, ui ERP, 
the closed set A(p) as follows 
/t(p) = {S E [WY 6’ 1 2 - 1, 6’Ui I 1; i = 1,2, . . . } 
={6E[W’:f’UiI 1; i=O,1,2, . ..} (3.1) 
where we have set u0 = - (1, 1, . ,I)‘. We also define the set of points of p together 
with uo, P(P) = (uo,ul, . . . } and C(P) = conv(P(p)) - the convex hull of P(P). 
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We need to define a distance, the Hausdorff distance, between two compact subsets 
A and B of EP 
p(A,B) = inf{fl: sup inf 11x - 1’11 I 11; sup inf 11.x - yll 5 }I); 
ysB xtA XEA ytL3 
or equivalently 
o(A,B) = infjq: A c B”; B c Aq) 
where A” denotes the q-swelling of A 
Aq = {J’ E Rp: inf 11.~ - 4’11 < ~1). 
XEA 
In the above lI.lI denotes the usual Euclidean metric on [WP. 
Suppose that {,l,,j is a sequence of Radon point measures in M,(E) that converges 
to p in the vague metric: d(/l,,p) + 0 as II + x’. Our goal is to show that if A(/l) is 
compact then /)(,4(~,), ii@)) + 0 also. 
We proceed through a series of lemmas which use some concepts from convex 
analysis. In particular we define A* as the polar set of A c RP 
A* = {x EW: x’u < 1, for all (1 EAT. 
We thus note that /1(p) = (P(p))* = (C(p))*. We also write int(A) for the interior of 
a set A. 
Lemma 3.1. Suppose p E M,,( [ - aa, x ]“\,{O)). A(p) b 1s oundrd in Rp if 0 E int( C(,l)). 
Proof. Since 0 ~int(C(/c)) and C(p) is a bounded convex set in aBp, the result is 
immediate from Theorem 23.4 of Lay (1982). 0 
Lemma 3.2. Suppose p E M,( [ - rc. cc ]“\ {O}). !f .4(p) is bounded in Rp then there 
exists a3nite K such that 
.4(p) = P; = cg 
where P, = (Ui; i = 0, I, .,, , K) Ed CK = conv(P,). 
Proof. By the boundedness of A(p) in [wp, there exists M > 1 such that 
,4(/l) c S,(M) = {d E[W~: //6ll I Mj. 
Let 
.4(“’ = 
i 
6 E 17%~: b’uk I 1, for all k 2 0 such that llukll > & 
1 
and it is clear that ,4(p) c A(.“). If there exists 
6 E/l(M) \/l(p), 
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then for all uk such that /luk/I > (2M)) ‘, we have 6’uk i 1 and also there must exist U, 
such that /Iu,~/ I (2M)-’ and 6’~~ > 1. Thus, from this last property 
1 < 6’4 I lI~ll~ll~sll 2 v4-‘ll~/l 
and therefore 
II4 > 2~4 
Define 
- 2M 
6=ilfi//6. 
Then s” EA(~). Indeed for any l/uklI > (2M)-‘, we have 6’uk I 1, since 6 EA(~), and 
therefore 
2M 2M 
Pu, = 1/61 6’4 < /6/ < 1. 
We now show that $ E A(p). Indeed, since 6 E ACM’, we only need show that for u, 
satisfying l(uJ < (2M)-‘, pus I 1. This fact follows simply 
2M 2M 
6;U, = (/6/( 6’4 2 j$G’Usi 
2M 
2 jq ll~ll~ll~slI 
= ; II4 & = 1. 
We thus conclude that 
However llgll = 2M so $$A(p) c S,(M) which yields a contradiction. 
Now K = maxjk: lluklI > (2M)-‘} is finite by the compactness of {x E Rp: 
lI.4/ > (2M)- ‘> jn C - cc, ~0 I”\ {O}, and satisfies the claim of the lemma. 0 
For the set CK derived above we also have 
Lemma 3.3. If ,ueMp([ -m,mIp\{O)) and A(p) is bounded then 0 ECU and 
(c:)* = CK. 
Proof. Suppose that O+! CK. Then by the separating hyperplane theorem we have that 
there exists a vector v EP’ such that x’v > 1 for a11 x gCK. This implies that 
( - c)v E A(p) for any c > 0 which contradicts that A(p) is bounded. Thus 0 E CK. Since 
CK is the convex hull of a finite number of points it is closed. For a closed convex set 
which contains the origin, we have (CR)* = CK from Theorem 23.5 of Lay (1982). 0 
Proposition 3.4. lj’p E M,( [ - ~1, x I”\ {O)), thr,fbllowing ure equizwlent 
(a) A(p) is bounded in [wp; 
(b) there csists on intqer K < x ,such thut 0 E int(C-,); 
(c) ,fiw all 0 # N E Rp, (1’1 2 0 => u’ui > O,fiw .som~ i = 1,2,3. 
Proof. (a) a (b): It is clear that 0 lint, since P, is a bounded set in KV’. From 
Theorem 23.4 of Lay (1982) we have that (,4(/l))* is bounded and contains 0 in 
its interior, since so does ,4(/l). However, from Lemma 3.3 we have that 
(n(Ll))* = cc;)* = CK. 
(b) * (a): This follows from Lemma 3.1 since we get /‘(C:_~, c,,,) bounded and 
therefore so is 
(a) o (c): Follows from the following equivalences 
there exists N E Iwp such that a’u; I 0 for all i 2 0 
=c+ there exists a E iI?’ such that (ca)‘ui I 0 for all i 2 0 and for all c > 0 
e there exists u E RBp such that (CU) E il(,~) for all c > 0 
o ,4(,~) unbounded. 
From the definition that u0 = ~ 1 the result follows. Ll 
Proof. Take 11 = /in for some II sufficiently large such that rl(~, 11) < i;. We will show 
that under the conditions of the theorem ~(A(v). ,4(,~)) < ‘l(z), where IT 4 0 as i: --f 0. 
Let 
l- = 1 r:,,; 
i=l 
and for convenience in defining A(\#), we define u0 = - 1. 
Since A(;c) is bounded we can take 1 < M < xc such that A(,l) c S,(M). 
If ,4(,~) is bounded then from Proposition 3.4 there exists finite 
K = maxjk:iiUk~~ > (2M)-‘j > 0 such that conv( {uk, 0 I li 5 Kj) is bounded with 0 in 
its interior. If d(/l, 1~) is sufficiently small. then also conv( (uk. 0 I k I K)) is bounded 
with 0 in its interior; cf. Davis, Mulrow, Resnick, 1988. Thus A(V) is also bounded. (We 
may have to rearrange the ordering of the points Ui of v.) 
We may suppose for the rest of the proof that 
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and that d(p, v) is so small that 
/J 
i 
x E LV: lixll 2 & 
I i 
= V 
and that if (InkI/ > (2M)-’ there is I(Q(/ > (2M)-’ and r = Z(B) such that 
11 Ok - uk 11 < Z(E) 
where Z(E) -+ 0 as E + 0. Then if 
6 En(p) = 6 E Rp: fi’uk 5 1, for all k 2 0 such that IluklI > & 
and Ilukll A I/vJ > (2&f-’ we have 
6’Uk = 6’Uk + 6’(uk - &) 
5 1 + ~iGii.~iuk - d 
I 1+ Mz, 
whence 
(1 + TM)-’ fi’uk 2 1. 
Thus we conclude that if 6 E&) then also 
(1 + rM))‘6 E/1(V). 
However 
II6 - (1 + rM))‘6lI = & l/6/l I M2r. 
Therefore we get the set inclusion 
/l(p) c /l(v)M2r(&) 
where ii(v)” is the q-swelling of n(v); that is, the set of points at distance less than 
q from n(r). An appeal to symmetry finishes the proof. 0 
We now turn to conditions for the uniqueness of the solution to 
max(6’1: 6’& I 1; k 2 1) = max(6’1: 6 E&L)}. (3.2) 
Suppose PL = {x1, x2, . . , xL} is the finite set of extreme points of CK ~ they actually 
determine ii(p). 
Lemma 3.6. Suppose A(p) is bounded in Rp. The solution to (3.2) is unique iffor all a E W 
such that a’1 = 0, and for all subsets {Xi13 . . . ,xip_ ,} of p - 1 points,from PL, a’xij # 0 
forsome 1 Ijlp- 1. 
Proof. The condition ensures that there is no edge of the polyhedron Pz which lies in 
a plane {S: 6’1 = constant). If there were such an edge, then any points on it would be 
solutions of (3.2). 0 
For the limiting random point measure, this last condition is rather hard to check. 
We will check the sufficient condition. 
Corollary 3.7. !f:for all collections of (p - 1) point.s(ukl, , uk, ~, i of y the determinant 
det[uk ... uk,_, l] # 0, then (3.2) has a unique solution. 
Finally we turn to the question of continuity of the mappings 
A + argmax(ii’1:6 GA) 
with respect to the Hausdorff metric on compact sets /1 and the ordinary Euclidean 
distance on 6 E IV’. 
Theorem 3.8. Suppose A, -+ A in the Huusdorf metric and A is hounded in W und has 
u unique solution w: 
nj = argmax{6’1:6EAj. 
The?? f0r an!> sequetlce of solutions 
w, = argmaxjk'l : 6 CA,], 
rye have w, + n’. 
Proof. Since A,, + A and A is bounded, there exist M and N such that 
A u A, c S,(M) for all tl > N. 
(S,(M) is a p-dimensional sphere of radius M.) For each tz > N. take any optimal 
solution w, of max IS’1 : 6 E A,) and since the sequence (w,, n > N} c S,(M) we have 
a convergent subsequence {n’i for which w,, + w’,. Since A, + A, we have from the 
definition of the Hausdorff metric that w, EA. 
Since 
n, E/g C ,p. I>,) 
(where p is the Hausdorff metric), there exists 4, EA, such that 
‘VW - 411 I p(AA). 
So we have for any n. 
nl’l = max6’1 5 gi + ,/ip(&,A) 
= w: 1 + k/,p(nn, A). 
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Therefore, for any n’, 
W&l 2 W&l - J&v~, - W,Il 
2 w’l - &&W) - JiIlW - wmll, 
and letting n’ + cc yields 
w’,l 2 W’l. 
Since max,6’ 1 is uniquely achieved by w we get w, = w. So every subsequential limit 
of {w,} equals w and thus w, + w as required. 0 
4. Background results and weak convergence 
In this section we review some background needed to smooth the way for the 
probabilistic derivations which follow in subsequent sections. 
MA (co) representations: Suppose {Z,} are i.i.d. non-negative random variables 
with common distribution F. Assuming that CJYYOcjZj converges in some suitable 
sense, consider an infinite order one sided moving average process (MA( m)) of the 
form 
X, = ~ (.jZ1-j, - a2 <t< cc. 
j=O 
For us, the most useful form of convergence of infinite series is almost sure conver- 
gence. Note, that the {Zj} sequence, being i.i.d., is also stationary and ergodic. 
Consequently, by Breiman, 1968, Proposition 6.31, we have that the MA(oo) process 
{X,} is stationary and ergodic. 
The particular case of interest is where {X,] is an autoregressive process of order p. 
Under conditions M, S and either L or R, we can show readily that C,?=,CjZj 
converges almost surely and if we set 
C(Z) = ~ CjZj, IZI I 1, 
I=0 
then 
where 
CD(z) = 1 - f 4jzj 
j= 1 
is the autoregressive polynomial. As is well-known, the quantities Cj decrease in 
absolute value to zero geometrically fast. (See Brockwell and Davis, 1991, Section 3.3.) 
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Convergence of the series, then follows readily by, say, the technique of Yohai and 
Maronna, 1977. Since 
C(z) Q(z) = 1 
we obtain 
P 
(‘0 = 1 C[ = 1 +iC[-t, 1 = 1,2, . (4.1) 
i=l 
In vector notation, we write 
fll = ((.I,(.,_i, . . . . cl-,+,)’ 
(c,~ = 0, for j < 0), and then 
(r, = @cr,_, = @‘a, = @‘e, 
where 
ei = (l,O, . . ..O)’ 
and 
@= 
4, 92 , ... ‘.’ 4, 
1 0 . 0 
0 1 0 ‘.’ 0 
. . . 
0 0 .” 1 0. 
Note that @ is non-singular provided @,, # 0, which we always assume to guarantee 
the order of the autoregression is p. 
Right tail hekucior ((the distribution of’X,: We will need the following fact about 
the tail behaviour of X, under conditions M, S and R. For s > 0 we write 
P[IX,I>x]IP 
r 
i ICjlZj>_‘( 
j=O 1 
and from a result of Cline (1983) ( see also the account in Resnick, 1987, page 227) 
ii0 I’.jl zj > s 1 P[Z, >s] = jg" k,lZ. (4.2) 
Also, it is not hard to show 
P[X, > x] 
,“f: PCZl > xl = ,<I(,(“. , 
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This comes from decomposing 
X,= C ‘jZt_j + C ~jZ,~j=:X: + X,, 
,:< , > 0 ,c,so 
as two independent terms and using dominated convergence in 
r 
P[X, > x-1 = 
s 
P[X: > x + y] P[X; E - dy], 
0 
together with 
,im pcx: > x + Yl 
= lim 
P[x: > Y + y] P[Z, > x + y] 
X'TI P[Z, > x] x+r*i PCZ > x + Yl PC& >xl , 
=,:,;ocT. 1 
using (4.2) and condition R. 
Left tail behavior of X, under condition L, is more complex and does not follow the 
pattern of this result. Davis and Resnick (1991) show that if condition L is satisfied, 
finite positive linear combinations of Z’s satisfy condition L. However, with some 
regularity assumptions imposed, an infinite linear combination will have different tail 
behavior. 
Uiltimate positi&y of’ LYE, Xi: The motivation for the form of our estimator in (1.3) 
rested on 
and the fact that I:= 1 X, was non-negative for all sufficiently large II. Both require- 
ments are met if I;=, X, + cx_. This is discussed in the next lemma. 
Lemma 4.1. Under the conditions M, S und either R or L, 
(!f’ 4i 2 0 fbr all i = I, . , p then the concergence is almost sure.) 
Proof. Using the MA( 8~) representation we write 
,iIX, = i f CjZtmj 
I=1 j=O 
= ,$, iEIiim cc-izi 
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= ij, (,,~$_ic~)zi + iC, (~i~,:j,i 
=: A, + B,. 
Now 
C(l)=&= lp ) 
l- C4i 
i=l 
so we may pick E > 0 and K such that for k 2 K we have 
,ioC\, 2 6 
Then for large n 
zi =:B,( 1) + B,(2). 
Now we have 
B,(l) 2 F 1 zip CL 
i=l 
almost surely. Also, 
which is stochastically bounded and hence 
B,,(2) ~ 5 0. 
B,( 1) 
For A,, we have 
lAnl 5 i ‘:’ ICJz__i. 
i=O v=l+i 
For an autoregressive process, we have for < > 1 and some non-negative integer r 
ICY/ = o(Yy<--\‘) 
(Brockwell and Davis, 1991, Section 3.3). Therefore 
IA,1 5 i i ICVl zmi < % a.s. 
I=0 I=l+i 
and the desired result follows. I -1 
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Continuity: We will use several times the following result about the continuity of 
linear combinations of (X,, , X, _p + i). 
Lemma 4.2. Suppose conditions M and S hold. Set X, = (X,, , X,_,+ i)‘. For any 
0 # a E W, a’ X, has a continuous distribution. 
Proof. Direct calculation verifies the expansion 
a’X, 5 C(a’ol)Zl, 
I=0 
so that if we can show that a’crl # 0 for infinitely many indices 1, the result will follow 
from Davis and Rosenblatt (199 1). To get a contradiction, suppose that a’ol = 0 for all 
12 L. Recall oI = @ei and @ is non-singular. The matrix with columns 
er,@er, . , @P-‘ei is upper triangular with l’s on the main diagonal and is therefore 
invertible. It follows that e,,@e,, . . . , @Pp’el is a basis of Iwp. Since @ is non-singular, 
we conclude that {@Lel,@L+le,, . . ..GLtpml e,> is also a basis of [wp. However, it is 
therefore not possible that for 0 # a E Rp, a’@‘e[ = 0 for all I = L, 
L + 1, . . . , L + p - 1. Hence a’ol # 0 infinitely often and we have the desired result 
that a’X, has a continuous distribution for a # 0. 0 
Point processes and weak convergence: Our limit theory is based on weak conver- 
gence of point processes (Resnick, 1987) rather than central limit theory as is typical of 
the usual L2 treatment of Yule-Walker estimators. We now discuss the necessary limit 
theory, some of which is based on Feigin and Resnick (1992), which built on the work 
of Davis and McCormick (1989). This limit theory will underlie our efforts to obtain 
an asymptotic distribution for our estimator of the autoregressive coefficients. 
For a nice topological space E, we consider weak convergence of random elements 
of M,(E), the space of Radon point measures on E. A Poisson process on E with mean 
measure p will be denoted PRM@). Particular examples of the space E that interest us 
are E = [0, x ), where compact sets are those closed sets bounded away from E and 
E = [ - 8x , co Ip\{O}, where compact sets are closed subsets of [ - a, oz 1” which 
are bounded away from 0. 
Here are the results we will need. We state them as a theorem for ready reference. 
Theorem 4.3. (a) Suppose conditions M, S and L hold. Set 
a, = F-(1/n). 
Then in M,([O, x)) we have 
lchere the point process on the riyht hand side is Poisson \vith mean measure cx.xam ’ dx. 
Furthermore in M,([ ~ c/m . x lp\., (0)) 
,&b,.c I z,. .s, ,, 1,) * EOX,,~. lirii) (4.4) 
h 
whew 
(Y,,. . . . . Y,,) 5 (X,, . . . . X,) 
mnd the rectors Yk = ( Y,, . , Y,,) are i.i.d. und independent of ( ,jk j
(b) Suppose conditions M, S and R hold. Set 
Then in MJ(O, ‘CL]) \t’e haoe 
,i, iz%~:b,, * F ci4 
where the point process on the right hand side is Poisson tvith meun meuswe X.Y ’ ’ ds. 
Furthermore in M,([ - ‘Y, , x ]“\ (0)) 
i %,, 17, 'LY, ,. \, /,I 
r=1 
=a ;,i,~:lkllt I )I#. (1 /I )iil = ~,i,~:,d,~~/-l (4.5) 
where,forj < 0 we set (‘j = 0 and,fbr,j 2 0 the “j are the coq#icients in the infinite mociny 
areruge expansion X, = C I*= o ~j Z, j. 1 f Y I tl, is a doubly infinitr urruy of i.i.d. rundom 
wriah1e.s with distribution equal to thut of’%, urld independent of (,jA). 
Proof. (a) The proof is almost exactly the same as the derivation of the convergence 
result (3.22) in Feigin and Resnick (1992). Examining this derivation shows that the 
assumption +i 2 0, i = 1, ,. ,p is unnecessary and that the method of proof applies 
when we only assume C”= 1 pi < 1. 
(b) As in the derivation of (3.54) of Feigin and Resnick (1992) we get 
,$r %,, ‘ii, I. \, ,.I./,1 * &;,L /. .<I ,.l.ld (4.6) 
in M,(([ - CL, cx ]? (01) x [O. ^x )). Set 
z - h,, ‘(Xc-,. . . . . x, /J’ CM, 
and recall the notation 
l-r1 = ((,I.(./_ ,, ,C_p+ ,)‘, 
We need to show 
(4.7) 
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For a vector x write 
Ix1 = (7 Ixil 
i=l 
and define the compact region in ((I - co, coIp\{O}) x [0, co) 
S~=~xE[-co,co]~\{O}:~Y~2M~~}X[0,hi1]. 
Applying the map 
(x,2)+ z-lx 
from ([I - co, cc I”\(O)) x [IO, co )--f [ - ~10, cc lp\{O} and Proposition 3.18 of Rest-rick 
(1987), we obtain 
Since as M + cc we have 
the desired result will follow from Billingsley, 1968, Theorem 4.2 if we show 
lim lim sup P [ I&M’ (f’) - p, (f)l > 2~1 = 0 
M-r, n-x 
for f bounded, continuous on [ - co, co ]P\{O). 
Suppose the support off is contained in {x: 1x1 2 c). Then 
PITIPjl”‘(J’) - A(S)I ’ hl 5 p 
L 
i: f(K l LA I[,<.,, 5 W’] > y 
1=1 I 
+ p 
C 
i .fv- l ic”J I,,,, 2 M] > q 
t=1 1 =:A+ B 
Now for B we have 
B<P ,j [ZI1<,t>c,Zr>M] 
t=1 1 
I nPCltntl > CM I 
= HP Qb,llX,-il > CM 
C i=l 1 < npP[b, ‘IX,1 > CM] 
and (4.2) provides a bound on the tail behavior of the series, as II + 8x8 . Therefore, 
IimsupB I constM~“+O 
,I - (rl 
as M + 0. 
For A we have 
I nP[lS,,/Z,l > c, ItnIl I M ‘1 
I nP[Z, ’ iln,i > c, Z,’ > MC] 
I nP 
L 
n 
Z,’ Vh,-‘lXl pi/ >I’, Z,’ > MC 
i=l 1 
I npP[Z,‘h,‘IX,I > c, Z,’ > MC] 
as n + -A by (4.2) and a result of Breiman (1965). From the fact that EZ; p 
j > a, we get the forgoing bound converging to 0 as M + ‘cc. U 
Corollary 4.4. Suppo.sr conditions M, S and R hold and define 
c 1 
< 8% for 
’ Proof. We first check V, is finite. Suppose ( Y,, is i.i.d., independent of [,jk) and having 
common distribution F, the distribution of Z,. Then 
CE:(jk.YkI 
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is Poisson with mean measure of dxdy equal to ~(x-~-i dxF(dy) (Proposition 3.8, 
Resnick, 1987). Therefore, for any M > 0 
EC Ejk/y,((M, ~0 I) = s mMV’(dy) k 0 
s cc = M-” y-“WY) 0 
which is finite from the moment condition in condition R. 
To verify the characterization of A(p) note that for each I, the direction CJ_ i is fixed 
and is, in fact, non-random. Therefore, we see that 
iff 
6’(j,yk;‘o,-1) 5 1 for all k 
and the result follows. 0 
5. Compactness of A(p) 
Here we prove two theorems which guarantee that for the limit PRM 
(5.1) 
the set A(p) is almost surely bounded in [wp. We deal separately with the left and right 
tail cases. 
In the left tail case, that is under conditions M, S and L, we have that the points 
uk E [wp of the limit PRM have the form 
uk =j;l(Y,& . . . . Ykp)’ =j,lY,, k= 1,2, . . (5.2) 
where the Yk are i.i.d. with distribution that of X,_ 1 = (X,_ Ir . , X,-J; and the j, are 
points of an independent PRM on [0, cc ) with mean measure ~(x’-idx. 
Theorem 5.1. Under conditions M, S and L, the set A(p) defined in (3.1) is bounded 
almost surely for p defined by (5.1) and (5.2). 
Proof. From Proposition 3.4 we need to show that for all a E lQp satisfying a’1 2 0 
there exists k 2 1 such that a’uk > 0, or equivalently from (5.2) such that a’Yk > 0. 
Since iyk) form an i.i.d. sequence all we need show is that 
P[a’ Y, > O] = P [U’X, > O] > 0. 
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Case 1: E(Z,) < cc, . From condition M and the fact that Cjcjl < co we can conclude 
that m = E(X,) is well-defined (see Section 4). Moreover, from the conditions M and 
S we have 
m= 
E(Z,) >o. 
l- f4i 
i=l 
and 
E(a’X,) = ma’l. (5.3) 
If (a’l) > 0, then we conclude E(a’X,) > 0 and so P[a'X, > 0] > 0. 
If a’1 = 0, we suppose by way of contradiction that P[a'X, > 0] = 0. Then from 
(5.3) we must have that u’X, = 0 almost surely. However, from Lemma 4.2, we know 
u’X, has a continuous distribution and hence P[a'X, = 0] = 0 yielding a contradic- 
tion. 
Case 2: E(Z,) = cc . Suppose that a’1 > 0 and in order to obtain a contradiction, that 
P[u'X, 2 0] = 0. ‘Then almost surely, for any II 2 1, 
=A+B+C. 
Since I:= ,ui > 0, we have that A 5 ac: from the results in Section 4. For B we have 
IBI 5 PC 1% i IXtI z Pi~l.ilt~21xtl 
i=l r=n-pt2 
5 P Q Iail i IxtI 
i=l ,=I 
and thus lBI is stochastically bounded. A similar argument shows [Cl is stochastically 
bounded and therefore, 
02A+B+C% cz: 
which is a contradiction. We conclude 
dl > 0 implies P i UiX,~i+, IO 
i 
< 1 
,=1 1 (5.4) 
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Now we deal with the case a’1 = 0. We may suppose a, = f 1 since if ai = 0 we 
may move to the first non-zero entry in the list a i, , a,, and use this one in the role 
that a, plays in the following argument. 
For the case a, = 1 we have 
i$luixt~i+l = xt + fJ”iXt-i+l 
i=2 
and by (2.1) this is 
= iilui xt-i + Zc 
where 
Vi = 4i + Ui+ 1, i=2, . . ..p- 1, 
VP = 4%. 
Thus 
P 
[ 
$J aiXt-i+l >0 =P ~ViX,_i+Z,>O 
i=l 1 [ i=l 1 
= P 
[ 
Z, > i - ViXr-i 
i=l 1 
where the two variables on either side of the inequality are independent. For any 
r > 0, this propability is bounded below by 
>P[Z,>r]P 
[ 
i -ViXt-i<1.. 
i=l 1 
Since EZ1 is assumed infinite, no matter what value of Y is used, we have 
P[Z, > r] > 0. We may pick r large enough that P[Cf= 1 - Vi X,-i < r] > 0 and then 
the desired conclusion 
p 
[ 
i uiXt-i+l >o >o 
i=l 1 
follows. 
The last case to consider is when a, = - 1. In this case 
i$lQXt-i+l = - xt + i$2uixt-i+l 
= - i$14iX,pi - Z, + ‘$j’Ui+l X,-i 
i=l 
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p-1 = 1 C”i+l - 4iJxt-i - 4pXf-p - z, 
i=l 
In this case we have 
u’l = i a, - i 4i = 1 - i & > 0, 
i=2 i=l i-l 
SO 
Pr ~UiX,~j+l 
r 
>o =P -&iX,_i>z, 
i=r 1 L i=l 1 
2 Pr[Z,< r]Pr ~CiX,~i >r [ . i=l 1 (5.5) 
The first factor is positive for every r > 0 because zero is the left endpoint of F, the 
distribution of Zr. Since u’l > 0, the positivity of the second factor in (5.5) follows for 
some I’ > 0 from (5.4). 0 
In the right tail case, that is under conditions M, S and R, we have that the points 
uI E [wp have the form: 
where the VL variables are described in Section 4, the cl are the coefficients from the 
MA( xl ) representation. We use Proposition 3.4 in the following. 
Theorem 5.2. Under conditions M, S and R, the set A(p) de$ned in (3.1) is bounded 
almost .surely,fbr ,LL dejined by (5.1) and (5.6). 
Proof. Take a E [wp such that a’1 > 0. Suppose that a’a, I 0 for all 1 2 0. Then 
(5.7) 
by assumption on a and condition S hence a contradiction. 
Suppose now that a’1 = 0. If a’o, I 0 for all 1 2 0 then from (5.7) u’rr, = 0 for all 
~=O,1,2,...Ifweletj=min(i:ui#O)thena’aj=O~c,=Oandwereadilysee 
that cr = 0 for all I 2 0. This will of course again lead to a degenerate process for the 
X,, which is in contradiction to the assumptions on Z,. 0 
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6. Uniqueness of solutions 
Under the assumptions M, S and L, we will have uniqueness of the solution to (3.2) 
if we can show that with probability zero the determinant 
D = det[Y, Y2 ... Y,_,l] = 0. (6.1) 
Here the Yk i.i.d. copies of X, _ 1 - see (5.2). 
Theorem 6.1. Assume M, S and L hold. Then for the limit PRM of (5.1), (5.2) the linear 
program (3.2) has a unique solution with probability 1. 
Proof. From Lemma 4.2, a’Y, has a continuous distribution for any 0 # a E W. For 
(6.1) to hold we require that 
D = i Yl,jqj(Yz, ...> Yp- 1) = 0 
j= 1 
for some functions qj. By independence, we can condition on Yz, . , YP- r and 
conclude from the continuity of a’ Y, that P[D = 0 1 Yz, . . . , Y,_ J = 0 a.s. Integrating 
yields P[D = 0] = 0. 
Thus, from Corollary 3.7 we conclude that the solution of (3.2) is unique almost 
surely. 0 
For the right tail case under conditions M, S and R, from (5.6) we see that the 
conditions for uniqueness depend on the (non-random) directions cl. Indeed unique- 
ness will follow from Corollary 3.7 as follows. 
Theorem 6.2. Assume conditions M, S and R hold. If for any collection of p - 1 
non-negative and distinct indices {11, . , l,_ ,} the set of vectors (1, gl,, . . , oI,_ ,} is 
linearly independent hen the solution of (3.2) is unique. 
Proof. This result is basically a restatement of Corollary 3.7. 0 
The linear independence condition of Theorem 6.2 can fail. For example, suppose 
p = 2. Then linear independence requires cl # cl_ r for every 1. However, if 
4i(l - #r) = 42, it is readily checked from (4.1) that cr = c2. Furthermore 
1 - 41 - 42 = 1 - 41 - 41(1- $1) 
= (1 - $I)2 > 0, 
assuming 4r f 1. 
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7. Proofs of main results 
We are now in a position to prove our main Theorem 2.1. We will treat parts (a) and 
(b) separately. 
Proof of Theorem 2.1(a). Under conditions M, S and L we have, from Theorem 4.3(a) 
that p,, = p where p, and p are defined in (4.4). Moreover, it is easy to show that if 
$Jcn) = argmax{ii’1:6’X,_, I X,; t = 1, . . ..uj. 
then 
a; 1 (p _ p’) = ar max(6’1: Y(a,Z~~‘X,_r) 51; t = 1, . . ..n) g 
= arg max (6’1: 6 E A&J}. (7.1) 
Note that A&,) has the extra constraint ci’l 2 - 1, but it has no effect on the linear 
program since 6 = 0 is always a feasible point and hence this constraint is never active. 
By Theorem 5.1 A(p) is almost surely bounded in Iwp and by Theorem 6.1 it has 
almost surely a unique solution. Now we may employ the continuity theorems 3.5 and 
3.8, together with the continuous mapping theorem, to conclude that 
arg max { 6’1 : 6 E A&)) a arg maxj6’1 : 6 E A(p)) 
This last result, given the relationship (7.1) is just a paraphrasing of the claim of 
part (a) of Theorem 2.1 and so the proof is completed. 0 
Proof of Theorem 2.1(b). Under conditions M, S and R we have again that p, =+ /i 
where p,, and p are defined in (4.5) and (4.7). Moreoever, we have that A(p) = A@‘), for 
~1’ as defined in (4.8) and from Theorem 5.1 we have that &‘) is bounded in IP. 
Similarly to the proof of part (a), we have 
h,(@?“) - #“)) = arg max {d’l : 6 E A( 
and therefore h, tic@“) ~ 4”) /I 5 max { 11 ii 11 : 6 E A@,)). 
However the mapping Q: K+ [0, c ) - K is the collection of compact sets in EP 
~ given by 
Q(il) = rnax(llxli:xE/i) 
is continuous with respect to the Hausdorff metric on K. Theorem 3.5 ensures that 
J/l,,) 3 A(p’) and so 
QMPL,)) =+ QbW)), 
where the latter is a finite random variable. Hence 
P[h,(ld;‘“’ - @‘)I1 > X] I P [Q(&,,)) > x] 
+ PIQ(W)) > ~1 
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and so we conclude that 
b, (( p - t$(O) j(= O,( 1). 
If, moreover, the linear independence condition of the statement of the theorem 
holds, (see (2.4)) then by Corollary 3.7, 
V = arg max{ 6’ 1: 6 E A(p’)} 
is unique and so we can again apply the extra continuity result of Theorem 3.8 to 
conclude that 
just as we did in the proof of part (a). This completes the proof of Theorem 2.1(b). 0 
8. Concluding remarks 
Comparison with Yule-Walker estimates: Under conditions M, S and R, Davis and 
Resnick (1986) have given results about the asymptotic distribution of the 
Yule-Walker estimators. These results arose as a by product of the study of the limit 
distribution theory for the sample correlation function. Define 
n-h 
y(h) = n-1 tzl (Xt - X)(X,+, - X) 
and 
The Yule-Walker estimator is defined by 
&$/ = &‘p, 
where 
Dp = (P(l), .~‘>P(P)) 
and 
& = (P(i -j); i,j = 1, . . . ,p). 
Furthermore, define 
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and 
iYn = ( 1 PC21 ZZ > .I 1 + (4. 
Suppose EZ”; = cc Sample results from Davis and Resnick (1986) include the 
following. If c( E( 1,2) then 
$($c$ - (p’) =a DY = D(Y1, , Yp)‘. 
n 
If E < 1 then 
n(&$, - c#J’O’) - DS= D(S1, ,S,)‘. 
Here D is a matrix of partial derivatives and Y and S are vectors of jointly stable 
random variables. 
Suppose we compare this with the rate of convergence h, of our estimator given in 
Theorem 2.1(b). If E ~(1,2), then 
(by (3.5) in Davis and Resnick, 1986) and so our estimator improves on the rate of 
convergence of the YuleeWalker estimator, albeit by a slowly varying factor. Similarly 
if x < 1, then our rate h, is regularly varying of index l/x > 1 and hence approaches 
infinity faster than n. 
Stafi.stic.ul implications: Under conditions M, S and L a limit distribution for our 
estimator ensues. While it is doubtful that the distribution of the limiting random 
variable U in Theorem 2.1(a) can be explicitly computed, the structure of the random 
variable U provides a recipe that can be simulated. However, the limit distribution 
depends on the unknown parameter N and the unknown distribution of the vector 
(X ,, . , X,). So the limit result in its present form is not suitable for the construction 
of a confidence region. We intend to explore ways of using random normalizations to 
yield limit distributions which contain no unknown quantities. 
Under conditions M, S and R, we have shown our estimator is consistent and we 
have given the order of convergence. However. we have not established that a limit 
distribution exists without a linear independence condition. We expect that the limit 
distribution will usually exist but the extent to which this condition restricts applica- 
bility remains to be seen. 
We hope to explore further the statistical nature of our results. We also hope to 
extend our results to ARMA models with a moving average component and to 
fractionally differenced models. One approach to estimating coefficients in an 
ARMA(p, q) or fractionally differenced model is to extend our results to the p = SK 
case and thereby look at estimation of the coefficients in AR( x ) models. Good 
criteria for model selection is also an open issue. 
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We would like to be able to jointly estimate a and 4. Under condition L, estimation 
of c( based on (X,, . . . . X,) is complicated by the fact that the behavior of the 
distribution of X1 at the left endpoint may be nothing like the behavior of the 
distribution of Zr at the left endpoint (Davis and Resnick (1991)). 
Li and McCleod (1988) have fitted some ARMA models with gamma and log 
normal innovations to the sunspots and lynx data sets. We plan to try our estimators 
on these data sets as well as doing extensive simulations to see how our estimators 
work in practice. 
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