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Laws of Large Numbers of Subgraphs in
Directed Random Geometric Networks
Yilun Shang1
Abstract
Given independent random points Xn = {X1, · · · , Xn} in R2, drawn according
to some probability density function f on R2, and a cutoff rn > 0 we construct
a random geometric digraph G(Xn,Yn, rn) with vertex set Xn. Each vertex Xi is
assigned uniformly at random a sector Si, of central angle α with inclination Yi, in a
circle of radius rn (with vertex Xi as the origin). An arc is present from Xi to Xj , if
Xj falls in Si. We also introduce another random geometric digraph G(Xn,Rn) with
vertex set Xn = {X1, · · · , Xn} in R
d, d ≥ 1 and an arc present from Xi to Xj if ||Xi−
Xj || < Rn,i. Here {Rn,i}i≥1 are i.i.d. random variables and we may take an arbitrary
norm || · ||. In this paper we investigate two kinds of small subgraphs—induced and
isolated—in the above two directed networks, which contribute to understanding the
local topology of many spatial networks, such as wireless communication networks.
We give some strong laws of large numbers of subgraph counts thus extending those
results of Penrose [Random Geometric Graphs, Oxford University Press, 2003].
Keywords. Random scaled sector graph; Random geometric graph; Law of large
number; Azuma’s inequality
1. Introduction
In the last decade there has been a resurgence of interest in the analysis of random
geometric graphs (RGGs) particularly in the context of ad hoc wireless networks. An
elegant written tutorial of random geometric graph theory is available in [13], and the
paper [8] is a more recent survey emphasizing wireless networks. An RGG is usually
constructed as follows. Let || · || be some norm on Rd, and rn be a real sequence. Let Xn =
{X1,X2, · · · ,Xn}, {Xi} are i.i.d. random d-vectors in R
d having a common probability
density function f . We denote by G(Xn, rn) the graph with vertex set Xn and with an
edge XiXj if and only if ||Xi − Xj || ≤ rn for i 6= j. Note that G(Xn, rn) is isotropic
and thus undirected, which is less appropriate in many practical applications such as
wireless sensor networks. The issue of small subgraph counts are dealt with here for
two kinds of directed models of RGG (for formal definitions see below). In the case of
wireless networks, we are sometimes interested to know the number of a desirable local
configuration involving a small number of transmitters and receivers. This is especially
true if there are a small number of nodes with special capabilities, e.g. data collection
centers in sensor network process the data collected by the beacon nodes that help in self-
organization of the network. The small subgraph counts are also of independent interest
in random graph theory in various guises. The concerned results on small subgraph for
classical Erdo¨s-Re´nyi random graphs are discussed in detail in [2](chap. 4) and [9](chap.
3), and for asymptotic results in random geometric graphs, see [13](chap. 2) and [5], while
for exact formulae treated in the circumstance of wireless network, see [15].
In this short paper, we extend the method of Penrose [13] and establish some strong
laws of large numbers of small subgraphs in directed geometric networks in some limiting
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regimes. We now define two random geometric digraphs to be used in this work. The
archetype (with uniformly distributed points in [0, 1]2) of the first one has been proposed
in [6], called “random scaled sector graph”, to model the “Small Dust” sensor networks
using optical communication. Some graph theoretic properties have been addressed for
this model, see e.g. [6, 7, 12, 10, 4], mainly using combinatorial techniques.
Definition 1. Let || · || be Euclidean norm equipped on R2. Let α ∈ (0, 2pi]. Let Xn =
{X1,X2, · · · ,Xn} be i.i.d. random vectors with a common density function f : R
2 → R.
Let Yn = {Y1, Y2, · · · , Yn} be i.i.d. random variables, uniformly distributed on [0, 2pi).
Associate every point Xi ∈ Xn a sector, which is centered at Xi, with radius rn, amplitude
α and elevation Yi with respect to the horizontal direction anticlockwise. This sector is
denoted as S(Xi, Yi, rn). We denote by G(Xn,Yn, rn) the digraph with vertex set Xn, and
with an arc (Xi,Xj), i 6= j, presents if and only if Xj ∈ S(Xi, Yi, rn).
For technical reasons we always assume rn → 0 as n → ∞. We also assume that f is
bounded and a.s. continuous throughout the paper. We mention that the above assump-
tions imposed on f is rather mild; in fact typical distributions such as normal distribution
and f = 1[0,1]d are clearly satisfied. Now we introduce another model G(Xn,Rn) with
random cutoffs motivated by Boolean model in continuum percolation [11]. For the sake
of convenience, we still choose to employ the signs Xn, f and || · || with a little ambiguous
(see below), however, the right meaning will be clear in the context and no confusion will
be incurred.
Definition 2. Let || · || be any norm equipped on Rd, d ≥ 1. Let Xn = {X1,X2, · · · ,Xn}
be i.i.d. random vectors with a common density function f : Rd → R. Let Rn be a positive
random variable with probability distribution function Qn and density function qn. For each
point Xi, we associate a ball B(Xi, Rn,i) with radius Rn,i, centered at Xi, independent of
other points. {Rn,i}
n
i=1 are independent copies of Rn and set Rn := {Rn,1, Rn,2, · · · , Rn,n}.
We denote by G(Xn,Rn) the digraph with vertex set Xn, and with an arc (Xi,Xj) origi-
nating from Xi and terminating in Xj if and only if Xj ∈ B(Xi, Rn,i).
As usual, we shall impose a certain decaying condition on Rn. Here we assume ER
d
n =∫∞
0 r
ddQn(r) → 0 as n → ∞, throughout the paper. We will investigate two kinds of
subgraphs in the above two models; one is induced subgraph and the other is isolated
subgraph. Induced subgraph is defined in its usual meaning, see e.g.[14]. Suppose G is a
digraph, a subgraph H is isolated in G if H is an induced subgraph and there are no arcs
leave H. If G is undirected, then a connected isolated subgraph of G is just a component.
Before going further we will need some other definitions. Given a finite set X in Rd,
let card(X ) denote the number of points in X and let | · | be the d-dimensional Lebesgue
measure, which is easy to discriminate from the sign for absolute value in the context. In
the rest of the paper, let fmax := sup{t : |{f(x) > t}| > 0} be the essential supremum of
the probability density function f . As mentioned before, we assume fmax <∞. For a set
A ∈ Rd, let X (A) denote the number of points of X located in A. Denote D(0, 1) as the
unit disk in R2, then |D(0, 1)| = pi and also set θ := |B(0, 1)| w.r.t some given norm. Let
C, C ′ etc. be various positive constants, and the values may change from line to line.
The rest of this paper is organized as follows. Section 2 contains the statement of main
results and proofs are provided in Section 3. We finally draw conclusions in Section 4.
2. Statement of main results
For k ∈ N, let T be a fixed connected graph on k vertices. We say T is feasible if
either P (G(Xk,Yk, r) ∼= T ) > 0 for some r > 0 or P (G(Xk,Rn) ∼= T ) > 0 for some
2
{rn,1, rn,2, · · · , rn,k}. Let Hn,T and H˜n,T be the number of induced subgraphs and isolated
subgraphs of G(Xn,Yn, rn) isomorphic to T (T -subgraphs) respectively. Likewise, let Gn,T
and G˜n,T be the number of induced and isolated T -subgraphs of G(Xn,Rn) respectively.
For a finite set X ⊆ R2 and a point Y ∈ [0, 2pi)card(X ), we define indicator random variables
hT (X ,Y) := 1[G(X ,Y ,1)∼=T ] and hn,T (X ,Y) := 1[G(X ,Y ,rn)∼=T ]. For a finite set X ⊆ R
d and
Rn = {Rn,1, Rn,2, · · · , Rn,card(X )}, we define gn,T (X ,Rn) := 1[G(X ,Rn)∼=T ].
The basic tool we shall need in the proofs is the following Azuma’s inequality; we refer
the reader to [1] for a proof and a wealth of materials regarding that topic.
Lemma 1. Suppose M1,M2, · · · ,Mn is a martingale with corresponding martingale dif-
ference sequence D1,D2, · · · ,Dn, where Di := Mi − Mi−1 (2 ≤ i ≤ n) and D1 :=
M1 − EM1. Then for any a > 0, we have
P
(∣∣∣ n∑
i=1
Di
∣∣∣ > a) ≤ 2 exp (− a2
2
∑n
i=1 ||Di||
2
∞
)
,
where ||Di||
2
∞ := inf{b : P (|Di| ≤ b) = 1}.
In the sequel we sometimes use a generalized version with “tolerance” of Azuma’s
inequality [3]:
Lemma 2.([3]) Suppose M1,M2, · · · ,Mn is a martingale with corresponding martingale
difference sequence D1,D2, · · · ,Dn, where Di := Mi − Mi−1 (2 ≤ i ≤ n) and D1 :=
M1 − EM1. Then for any a, b > 0,
P
(∣∣∣ n∑
i=1
Di
∣∣∣ > a) ≤ 2 exp(− a2
32nb2
)
+
(
1 +
2 supi ||Di||∞
a
) n∑
i=1
P
(
|Di| > b
)
.
By the notations defined in the beginning of this section, we have the following strong
laws of large numbers under various regimes:
Theorem 1. Suppose T is a connected feasible graph of order k, k ∈ N. Let nr2n → λ ∈
(0,∞). Then
lim
n→∞
n−1H˜n,T = k
−1
∫
R2
ϕT (λf(x))f(x)dx a.s.
where
ϕT (t) :=


tk−1
(k−1)!(2pi)k
∫ 2pi
0
· · ·
∫ 2pi
0︸ ︷︷ ︸
k
∫
R2
· · ·
∫
R2︸ ︷︷ ︸
k−1
hT (0, x2, · · · , xk, y1, · · · , yk)
·e−t|S(0,x2,··· ,xk,y1,··· ,yk)|dx2 · · · dxkdy1 · · · dyk k ≥ 2;
e−
tα
2 k = 1,
and S(x1, · · · , xk, y1, · · · , yk) := ∪
k
i=1S(xi, yi, 1).
Theorem 2. Let T be a single vertex. Suppose nRdn → λ ∈ [0,∞) in probability. Then
lim
n→∞
n−1G˜n,T =
∫
Rd
e−θλf(x)f(x)dx a.s.
Theorem 3. For k ≥ 2, let T be a connected feasible graph of order k. Suppose nr2n → 0
and lnn = o
(
n2k−1r
4(k−1)
n
)
, as n→∞. Then
lim
n→∞
n−kr−2(k−1)n H˜n,T = µT a.s.
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where
µT :=
1
k!(2pi)k
∫ 2pi
0
· · ·
∫ 2pi
0︸ ︷︷ ︸
k
∫
R2
· · ·
∫
R2︸ ︷︷ ︸
k
hT (0, z2, · · · , zk, y1, · · · , yk)
· fk(x)dxdz2 · · · dzkdy1 · · · dyk.
Theorem 4. For k ≥ 2, let T be a connected feasible graph of order k. Suppose f has
bounded support set (denoted by suppf). Suppose rn → 0 and there is a constant δ > 0
such that lim inf n2k−1−δr
4(k−1)
n > 0. Then
lim
n→∞
n−kr−2(k−1)n Hn,T = µT a.s.
3. Proofs
To prove our main theorems, we first derive several asymptotic results (Propositions
1∼4) for the means of subgraph counts Hn,T , H˜n,T and G˜n,T .
Proposition 1. For k ≥ 2, let T be a connected feasible graph of order k. Suppose
rn → 0 as n→∞. Then
lim
n→∞
n−kr−2(k−1)n EHn,T = µT
where µT is defined in Section 2.
Proof. From the linearity of expectation, EHn,T =
(
n
k
)
Ehn,T (Xk,Yk). Thereby
EHn,T =
1
(2pi)k
(
n
k
)∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x1, · · · , xk, y1, · · · , yk)
·fk(x1)dx1 · · · dxkdy1 · · · dyk
+
1
(2pi)k
(
n
k
)∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x1, · · · , xk, y1, · · · , yk)
·
( k∏
i=1
f(xi)− f
k(x1)
)
dx1 · · · dxkdy1 · · · dyk (1)
Let x1 = x and xi = x1 + rnzi for 2 ≤ i ≤ k, then the first term on the right hand side of
(1) equals
1
(2pi)k
(
n
k
)
r2(k−1)n
∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x, x+ rnz2, · · · , x+ rnzk, y1, · · · , yk)
· fk(x)dxdz2 · · · dzkdy1 · · · dyk.
We have hn,T (x, x+rnz2, · · · , x+rnzk, y1, · · · , yk) = hT (0, z2, · · · , zk, y1, · · · , yk). Since f is
bounded and T is a connected graph, fk(x) and hT (0, z2, · · · , zk, y1, · · · , yk) are integrable
on R2 and (R2)k−1 × [0, 2pi)k respectively. Hence, the first term on the right hand side of
(1) tends to nkr
2(k−1)
n µT by the dominated convergence theorem.
Set ηn(x1) :=
∫
D(x1,krn)
· · ·
∫
D(x1,krn)
r
−2(k−1)
n
∣∣∏k
i=2 f(xi) − f
k−1(x1)
∣∣dx2 · · · dxk. It’s
easy to see that the absolute value of the second term on the right hand side of (1)
multiplied by n−kr
−2(k−1)
n is bounded by
∫
R2
ηn(x1)f(x1)dx1. If x1 is a continuous point
4
of f , then ηn(x1) → 0 as n → ∞ by the mean value theorem for integrals. Therefore, by
the dominated convergence theorem and the assumption of almost everywhere continuity
of f , we have
∫
R2
ηn(x1)f(x1)dx1 → 0. This concludes the proof. ✷
Proposition 2. For k ≥ 2, let T be a connected feasible graph of order k. Suppose
nr2n → 0 as n→∞. Then
lim
n→∞
n−kr−2(k−1)n EH˜n,T = µT
where µT is defined in Section 2.
Proof. Let h˜n,T (X ,Y) := 1[G(X ,Y ,rn) is isolated and ∼=T ]. Therefore,
EH˜n,T =
(
n
k
)
Eh˜n,T (Xk,Yk)
=
(
n
k
)
Ehn,T (Xk,Yk) · P (G(Xk,Yk, rn) is isolated|G(Xk,Yk, rn) ∼= T )
:= EHn,T · P1
Since T is a connected graph and by the assumed asymptotic behavior of rn, we get as
n→∞,
1 ≥ P1 ≥ (1− P (X1 ∈ D(0, krn)))
n−k ≥ (1− fmaxpi(krn)
2)n−k → 1.
Consequently, EH˜n,T = (1+ o(1))EHn,T . By using Proposition 1, we complete the proof.
✷
Proposition 3. For k ∈ N, let T be a connected feasible graph of order k. Suppose
nr2n → λ ∈ (0,∞) as n→∞. Then
lim
n→∞
n−1EH˜n,T = k
−1
∫
R2
ϕT (λf(x))f(x)dx
where ϕT (·) is defined in Section 2.
Proof. By the definition of hn,T and similar with the beginning of the proof of Proposition
1, we have
n−1EH˜n,T =
1
n(2pi)k
(
n
k
)∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x1, · · · , xk, y1, · · · , yk)
·
(
1−
∫
∪ki=1S(xi,yi,rn)
f(x)dx
)n−k
fk(x1)dx1 · · · dxkdy1 · · · dyk
+
1
n(2pi)k
(
n
k
)∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x1, · · · , xk, y1, · · · , yk)
·
(
1−
∫
∪ki=1S(xi,yi,rn)
f(x)dx
)n−k
·
( k∏
i=1
f(xi)− f
k(x1)
)
dx1 · · · dxkdy1 · · · dyk (2)
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Let xi = x1+ rnzi for 2 ≤ i ≤ k, then the first term on the right hand side of (2) tends to
1
n(2pi)k
(
n
k
)
r2(k−1)n
∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hn,T (x1, x1 + rnz2, · · · , x1 + rnzk, y1, · · · , yk)
· e
(n−k) ln
(
1−
R
S(x1,y1,rn)∪∪
k
i=2
S(x1+rnzi,yi,rn)
f(x)dx
)
fk(x1)dx1dz2 · · · dzkdy1 · · · dyk
which is further asymptotic to
λk−1
k!(2pi)k
∫ 2pi
0
· · ·
∫ 2pi
0
∫
R2
· · ·
∫
R2
hT (0, z2, · · · , zk, y1, · · · , yk)
· e−λf(x1)|S(0,z2,··· ,zk,y1,··· ,yk)|fk(x1)dx1dz2 · · · dzkdy1 · · · dyk
by using the mean value theorem for integrals and the dominated convergence theorem.
Thereby, the first term on the right hand side of (2) tends to k−1
∫
R2
ϕT (λf(x1))f(x1)dx1.
On the other hand, note that n−1
(
n
k
)
≤ Cr
−2(k−1)
n for some positive constant C,
then the absolute value of the second term on the right hand side of (2) is bounded by
C
∫
R2
f(x1)ηn(x1)dx1, where ηn(x1) is defined by ηn(x1) =
∫
D(x1,krn)
· · ·
∫
D(x1,krn)
r
−2(k−1)
n
·
∣∣∏k
i=2 f(xi) − f
k−1(x1)
∣∣dx2 · · · dxk. By the mean value theorem for integrals, ηn(x1)
tends to 0 if x1 is a continuous point of f , then by the dominated convergence theorem,
as in the proof of Proposition 1,
∫
R2
f(x1)ηn(x1)dx1 → 0 as n → ∞. Thus the proof is
completed. ✷
Proposition 4. For k = 1, let T be a graph of order k, that is, T is a single point.
Suppose nRdn → λ ∈ [0,∞) in probability, as n→∞. Then
lim
n→∞
n−1EG˜n,T =
∫
Rd
e−f(x)θλf(x)dx
Proof. By the definition of gn,T ,
n−1EG˜n,T =
∫ ∞
0
∫
Rd
gn,T (x1, rn,1)
(
1−
∫
B(x1,rn,1)
f(x)dx
)n−1
f(x1)qn(rn,1)dx1drn,1
=
∫ ∞
0
∫
Rd
(
1−
∫
B(x1,rn,1)
f(x)dx
)n−1
f(x1)qn(rn,1)dx1drn,1
∼
∫ ∞
0
∫
Rd
e−nf(x1)θr
d
n,1f(x1)qn(rn,1)dx1drn,1.
Hence using the dominated convergence theorem and the assumption of Rn, the above
expression tends to
∫
Rd
e−f(x1)θλf(x1)dx1 as n tends to infinity, which concludes the proof.
✷
Now we are in position to prove our strong laws of large numbers.
Proof of Theorem 1. In order to use Lemma 1, we shall first define a filtration. Let
F0 = {∅,Ω} be the trivial σ-field, and Fi = σ{(X1, Y1), · · · , (Xi, Yi)} for i ≥ 1. Define a
martingale difference sequence as Dn,i := E(H˜n,T |Fi) − E(H˜n,T |Fi−1), therefore we can
write H˜n,T −EH˜n,T =
∑n
i=1Dn,i. Let H˜
i
n,T denote the number of isolated T -subgraphs in
G(Xn+1\{Xi},Yn+1\{Yi}, rn) and H˜
′
n+1,T denote the number of isolated T -subgraphs in
G(Xn+1,Yn+1, rn). Thus we have Dn,i = E(H˜n,T − H˜
i
n,T |Fi). Adding a point to a finite
6
set in Rd can cause the number of isolated T -subgraphs to increase by at most 1, and
can cause it to decrease by less than a constant M (here d = 2, so we may take M = 6),
thereby we get
|H˜n,T − H˜
i
n,T | ≤ |H˜n,T − H˜
′
n+1,T |+ |H˜
′
n+1,T − H˜
i
n,T |
≤ (M + 1) + (M + 1) = 2(M + 1)
and then Dn,i ≤ 2(M +1). Now for any ε > 0, by Lemma 1, we have P (|H˜n,T −EH˜n,T | >
εn) ≤ 2 exp
(
− ε
2n
8(M+1)2
)
, which is summable in n. The result follows by Borel-Cantelli
Lemma and Proposition 3. ✷
Proof of Theorem 2. The proof parallels to that of Theorem 1. Define a filtra-
tion: Fn,0 = {∅,Ω} and Fn,i = σ{(X1, Rn,1), · · · , (Xi, Rn,i)} for i ≥ 1. A martingale
difference sequence is defined by Dn,i = E(G˜n,T |Fn,i) − E(G˜n,T |Fn,i−1), and then we
have G˜n,T − EG˜n,T =
∑n
i=1Dn,i. Let G˜
i
n,T denote the number of isolated vertices in
G(Xn+1\{Xi},Rn ∪ Rn,n+1\{Rn,i}). It’s easy to see that Dn,i = E(G˜n,T − G˜
i
n,T |Fn,i).
Reason similarly as in the proof of Theorem 1, there exists a constant M > 0 depends
only on d such that |G˜n,T − G˜
i
n,T | ≤ M , hence |Dn,i| ≤ M a.s. For ε > 0, by Lemma
1, P (|G˜n,T − EG˜n,T | > εn) ≤ 2 exp
(
− ε
2n
2M2
)
, which is summable in n. The result then
follows by Borel-Cantelli Lemma and Proposition 4. ✷
Proof of Theorem 3. Proceeding along the same line as the proof of Theorem 1, by
Lemma 1, we get
P
(
|H˜n,T − EH˜n,T | > εn
kr2(k−1)n
)
≤ 2 exp
(
−
ε2n2k−1r
4(k−1)
n
8(M + 1)2
)
,
which is summable in n by the assumption. The result follows by Borel-Cantelli Lemma
and Proposition 2. ✷
In the next proof, we substitute Lemma 2 for Lemma 1 since this time the basic Azuma’
inequality is no longer valid.
Proof of Theorem 4. Set η := 1∧δ3(k−1) and partition R
2 into squares (An,i, i ∈ N), each
of side rn. Let
E := {X ⊂ R2|card(X ) = n,X (An,i) ≤ n
η(nr2n ∨ 1) for every An,i s.t. An,i ∩ suppf 6= ∅}.
Since Xn(An,i) ∼ Bin(n,
∫
An,i
f(x)dx) is a binomial random variable, by a Chernoff bound
(see e.g.[13] p.16), we have P (Xn(An,i) > n
η(nr2n ∨ 1)) ≤ e
−nη when n is large enough.
Since suppf is bounded, we have
P (Xn 6∈ E) ≤ Cn
2k−1−δ
2k−2 e−n
η
, (3)
where C is some positive constant. Now let’s define a filtration. Let F0 = {∅,Ω} be the
trivial σ-field, and Fi = σ{(X1, Y1), · · · , (Xi, Yi)} for i ≥ 1. We have Hn,T − EHn,T =∑n
i=1Dn,i with the martingale differences Dn,i := E(Hn,T |Fi)− E(Hn,T |Fi−1). Let H
i
n,T
denote the number of induced T -subgraphs in G(Xn+1\{Xi},Yn+1\{Yi}, rn), then Dn,i =
E(Hn,T −H
i
n,T |Fi). Set an event En,i = {Xn ∈ E,Xn+1\{Xi} ∈ E}, hence we may derive
|Hn,T −H
i
n,T | · 1En,i ≤ C · [n
η(nr2n ∨ 1)]
k−1 for some constant C, and |Hn,T −H
i
n,T | ≤ n
k,
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since changing the position of one point in a configuration can only at most affect the
subgraphs constructed by points in surrounding nine squares. Consequently,
|Dn,i| ≤ E(|Hn,T −H
i
n,T | · 1En,i |Fi) + E(|Hn,T −H
i
n,T | · 1Ecn,i |Fi)
≤ C · [nη(nr2n ∨ 1)]
k−1 + nkP (Ecn,i|Fi) (4)
Define an event Fn,i := {P (E
c
n,i|Fi) ≤ n
−k}, thus
P (F cn,i) ≤ n
kE(P (Ecn,i|Fi)) = n
kP (Ecn,i) ≤ C
′n
k+ 2k−1−δ
2k−2 e−n
η
,
by Markov’s inequality and (3). Note by (4) when Fn,i occurs, |Dn,i| ≤ C · [n
η(nr2n∨1)]
k−1.
Therefore, by using Lemma 2, we obtain for any ε > 0
P (|Hn,T − EHn,T | > εn
kr2(k−1)n ) ≤ 2 exp
(
−
ε2n2kr
4(k−1)
n
Cn[nη(nr2n ∨ 1)]
2(k−1)
)
+
(
1 +
2nk
εnkr
2(k−1)
n
)
· C ′nk+1+
2k−1−δ
2k−2 e−n
η
≤ 2e−
ε2
C
(
n1−2η(k−1)∧n2k−1−2η(k−1)r
4(k−1)
n
)
+C ′′n3k−δe−n
η
,
which is summable in n. The result then follows by Borel-Cantelli Lemma and Proposition
1. ✷
4. Conclusions and future work
We have derived various strong laws of large numbers of subgraph counts in two types
of directed random geometric networks. These models of directed graphs are natural
generalizations of standard geometric graphs applicable to analysis of a variety of spatial
networks exemplified as wireless communication networks and sensor networks. Our results
obtained for the second model is limited and a very natural question would be to ask what
happens for other sorts of small subgraphs.
References
[1] N. Alon, J. H. Spencer, The Probabilistic Method. John Wiley & Sons, New York,
2008
[2] B. Bolloba´s, Random Graphs. Cambridge University Press, 2001
[3] T. K. Chalker, A. P. Godbole, P. Hitczenko, J. Radcliff, O. G. Ruehr, On the size of a
random sphere of influence graph. Advances in Applied Probability, 31(1999) 596–609
[4] J. Dı´az, Z. Lotker, M. Serna, The distant-2 chromatic number of random proximity
and random geometric graphs. Information Processing Letters, 106(2008) 144-148
[5] J. Dı´az, D. Mitsche, X. Pe´rez-Gime´nez, On the probability of the existence of fixed-
size components in random geometric graphs. arXiv:0806.0311v3 [cs.DM], 2008
[6] J. Dı´az, J. Petit, M. Serna, A random graph model for optical networks of sensors.
IEEE Trans. on Mobile Computing, 2(2003) 186–196
8
[7] J. Dı´az, V. Sanwalani, M. Serna, P. Spirakis, The chromatic and clique number of
random scaled sector graphs. Theoretical Computer Science, 349(2005) 40–51
[8] S. K. Iyer, D. Manjunath, Topological properties of random wireless networks.
Sa¯dhana¯, 31(2006) 117–139
[9] S. Janson, T.  Luczak, A. Rucinski, Random Graphs. Wiley, New York, 2000
[10] P. Li, C. Zhang, Y. Fang, Asymptotic connectivity in wireless networks using direc-
tional antennas, International Conference on Distributed Computing Systems 2007
article No. 4268197
[11] R. Meester, R. Roy, Continuum Percolation. Cambridge University Press, 1996
[12] U. N. Okorafor, D. Kundur, On the connectivity of hierarchical directional optical
sensor networks. IEEE Wireless Communications and Networking Conference, 2007
3527–3531
[13] M. D. Penrose, Random Geometric Graphs. Oxford University Press, Oxford, 2003
[14] D. B. West, Introduction to Graph Theory. Prentice Hall, 2001
[15] C. W. Yu, L.-H. Yen, Computing subgraph probability of random geometric graphs:
Quantitative analyses of wireless ad hoc networks. LNCS 3731(2005) 458–472
9
