Introduction
Pattern avoidance is a rich and interesting subject which has received much attention since Knuth first connected the notion of [231]-avoidance with stack sortability [Knu97] . Pattern avoidance has also appeared in the study of smoothness of Schubert varieties [BL00, Bil98] , the Temperley-Lieb algebra and the computation of Kazhdahn-Lusztig polynomials [Fan96, FG99] . There is also an extensive literature on enumeration of permutations avoiding a given pattern; for an introduction, see [B04] . Pattern containment (the complementary problem to pattern avoidance) was previously known to be related to the strong Bruhat order; in particular, Tenner showed that a principal order ideal of a permutation is Boolean if and only if the permutation avoids the patterns [321] and [3412] [Ten07] .
While many have studied pattern avoidance for particular patterns, there are relatively few results on pattern avoidance as a general phenomenon. Additionally, while there has been a great deal of combinatorial research on pattern avoidance, there have been few algebraic characterizations. In this paper, we first introduce an equivalence between pattern containment and a factorization problem for certain permutation patterns. We then use these results directly in analysing the fibers certain quotients of the 0-Hecke monoid. Finally, we consider the question of pattern avoidance in the affine permutation group.
We begin by introducing the notion of a width system, which, in some cases, allows the factorization of a permutation x containing a pattern σ as x = yσ z, where σ is a 'shift' of σ, y and z satisfy certain compatibility requirements, and the len(x) = len(y) + len(σ) + len(z). This factorization generalizes an important result of Billey, Jockusch, and Stanley [BJS93] , which states that any permutation x containing a [321]-pattern contains a braid; that is, some reduced word for x in the simple transpositions contains a contiguous subword s i s i+1 s i . (This subword, in our context, plays the role of the σ .) Equivalently, a permutation that is [321]-avoiding is fully commutative, meaning that every reduced word may be obtained by commutation relations. These permutations have been extensively studied, with major contributions by Fan and Green [Fan96, FG99] and Stembridge [Ste96] , who associated a certain poset to each fully commutative element, where linear extensions of the poset are in bijection with reduced words for the permutation.
Width systems allow us to extend this notion of subword containment considerably, and give an algebraic condition for pattern containment for certain patterns. The width system is simply a measure of various widths of a pattern occurrence within a permutation (called an 'instance'). For certain width systems, an instance of minimal width implies a factorization of the form discussed above. These width systems tend to exist for relatively long permutations. The main results are contained in Propositions 3.3, 3.4, 3.5, 3.7, and Corollary 3.6.
We then apply these results directly, and study pattern avoidance of certain patterns (most interestingly [321]-avoidance) in the context of quotients of the 0-Hecke monoid. The non-decreasing parking functions NDPF N may be realized as a quotient of the 0-Hecke monoid for the symmetric group S N , and coincide with the set of order-preserving regressive functions on a poset when the poset is a chain. These functions are enumerated by the Catalan numbers; if one represents f ∈ NDPF N as a step function, its graph will be a (rotated) Dyck path. These functions form a J -trivial monoid under composition, and may be realized as a quotient of the 0-Hecke monoid; the monoid NDPF n coincides with the Catalan monoid. We show that the fibers of this quotient each contain a unique [ We then combine these results to obtain a bijection between [4321]-avoiding permutations and elements of a submonoid of NDPF 2N (Theorem 5.3), which we consider as a parabolic submonoid of a type B generalization of non-decreasing parking functions, which coincide with the double Catalan monoid [MS11] .
We then expand our discussion to the affine symmetric group and affine 0-Hecke monoid. The affine symmetric group was introduced originally by Lusztig [Lus83] , and questions concerning pattern avoidance in the affine symmetric group have recently been studied by Lam [Lam06] , Green [Gre02] , Billey and Crites [BC10] . Lam and Green separately showed that an affine permutation contains a [321]-pattern if and only if it contains a braid, in the same sense as in the finite case.
We introduce a definition for affine non-decreasing parking functions NDPF
(1) N , and demonstrate that this monoid of functions may be obtained as a quotient of the affine symmetric group. We obtain a combinatorial map from affine permutations to NDPF N by generators and relations as a quotient ofS N . Finally, we prove that each fiber of this quotient contains a unique [321]-avoiding element of minimal length (Theorem 6.11).
1.1. Overview. In Section 3 we introduce width systems on permutation patterns as a potential system for understanding pattern containment algebraically. The main results of this section describe a class of permutation patterns σ such that any permutation x containing σ factors as x = yσ z, with len(x) = len(y) + len(σ) + len(z). Here σ is a "shift" of σ, and some significant restrictions on y and z are established. The main results are contained in Propositions 3.3, 3.4, 3.5,3.7, and Corollary 3.6.
We apply these ideas directly in Section 4 while analyzing the fiber of a certain quotient of the 0-Hecke monoid of the symmetric group. In Theorem 4.2, we show that each fiber of the quotient contains a unique [321]-avoiding permutation and a unique [231]-avoiding permutation. We then apply an involution and study a slightly different quotient in which fibers contain a unique [321]-avoiding permutation and a unique [312]-avoiding permutation (Theorem 4.4). In Section 5, we consider a different monoid-morphism of the 0-Hecke monoid for which each fiber contains a unique [4321]-avoiding permutation (Theorem 5.3).
We then define the Affine Nondecreasing Parking Functions in Section 6, and establish these as a quotient of the 0-Hecke monoid of the affine symmetric group. We prove the existence of a unique [321]-avoiding affine permutation in each fiber of this quotient (Theorem 6.11).
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Background and Notation
2.1. Pattern Avoidance. Pattern avoidance phenomena have been studied extensively, originally by Knuth in his 1973 classic, The Art of Computer Programming [Knu97] . A thorough introduction to the subject may be found in the book "Combinatorics of Permutations" by Bona [B04] . A pattern σ is a permutation in S k for some k; given a permutation x ∈ S N , we say that x contains the pattern σ if, in the one-line notation for x = [x 1 , . . . , x N ], there exists a subsequence [x i 1 , . . . , x i k ] whose elements are in the same relative order as the elements in p. If x does not contain σ, then we say that x avoids σ, or that x is σ-avoiding. (Note that if k > N , x must avoid σ.)
For example, the pattern [1, 2] appears in any x such that there exists a x i < x j for some i < j. The only [12]-avoiding permutation in S N , then, is the long element, which is strictly decreasing in one-line notation. As a larger example, the permutation [3, 4, 5, 2, Lam [Lam06] and Green [Gre02] separately showed that this result extends to the affine symmetric group. The affine symmetric group (see Definition 6) is a subset of the permutations of Z, satisfying some periodicity conditions. Pattern avoidance for the affine symmetric group works exactly as in a finite symmetric group. The one-line notation for x is the doubly infinite sequence
. Then x contains a pattern σ if any subsequence of x in one-line notation has the same relative order as σ. Fully commutative elements of the affine symmetric group are those which have no reduced word containing the consecutive subsequence s i s i+1 s i , where the indices are considered modulo N . Green showed that the fully commutative elements of the affine symmetric group coincide with the [321]-avoiding affine permutations.
Fan and Green [Fan96, FG99] previously studied the quotient of the full Hecke algebra H q (W ) for W simply-laced, by the ideal I generated by T sts + T st + T ts + T s + T t + 1 for s and t generators of W satisfying a braid relation sts = tst. This quotient H/I yields the Temperley-Lieb Algebra. Fan showed that this quotient has a basis indexed by fully commutative elements of W , and in further work with Richard Green derived information relating this quotient to the Kazhdan-Lusztig basis for H q (W ).
A further application of pattern avoidance occurs in the study of rational smoothness of Schubert varieties; an introduction to this topic may be found in [BL00] . The Schubert varieties X w in Type A are indexed by permutations; a result of Billey [Bil98] 
where I is a finite set, m(s i , s j ) ∈ {1, 2, . . . , ∞}, and m(s i , s i ) = 1. The elements s i with i ∈ I are called simple reflections, and the relations can be rewritten as:
for all i, j ∈ I , where 1 denotes the identity in W . An expression w = s i 1 · · · s i for w ∈ W is called reduced if it is of minimal length . See [BB05, Hum90] for further details on Coxeter groups.
The Coxeter group of type A N −1 is the symmetric group S N with generators {s 1 , . . . , s N −1 } and relations: (3)
the last two relations are called the braid relations. 0-Hecke monoid The 0-Hecke monoid H 0 (W ) = π i | i ∈ I of a Coxeter group W is generated by the simple projections π i with relations (4)
for all i, j ∈ I .
Thanks to these relations, the elements of H 0 (W ) are canonically indexed by the elements of W by setting π w := π i 1 · · · π i k for any reduced word i 1 . . . i k of w.
2.3. Non-decreasing Parking Functions. We consider a collection of functions which form a monoid under composition. Notice that we use the right action in this paper, so that for x ∈ P and a function f : P → P we write x.f for the value of x under f . Monoid of Non-Decreasing Parking Functions Let P = {1, . . . , N + 1} be a poset. The set NDPF N +1 of functions f : P → P which are
• order preserving, that is, for all x, y ∈ P, x ≤ P y implies x.f ≤ P y.f • regressive, that is, for all x ∈ P one has x.f ≤ P x is a monoid under composition.
Proof. It is trivial that the identity function is order preserving and regressive and that the composition of two order preserving and regressive functions is as well.
According to [GM09, 14.5 .3], not much is known about these monoids. When P is a chain on N elements, we obtain the monoid NDPF N of nondecreasing parking functions on the set {1, . . . , N } (see e.g. [Sol96] ; it also is described under the notation C N in e.g. [Pin10, Chapter XI.4] and, together with many variants, in [GM09, Chapter 14]). The unique minimal set of generators for NDPF N is given by the family of idempotents (π i ) i∈{1,...,N −1} , where each π i is defined by (i + 1).π i := i and j.π i := j otherwise. The relations between those generators are given by:
It follows that NDPF N is the natural quotient of H 0 (S N ) by the relation
Similarly, it is a natural quotient of Kiselman's monoid [GM10, KM09] . In [DHST11] , this monoid was studied as an instance of the larger class of order-preserving regressive functions on monoids, and a set of explicit orthogonal idempotents in the algebra was described.
3. Width Systems, Pattern Containment, and
Factorizations.
In this section we introduce width systems on permutation patterns, which sometimes provide useful factorizations of a permutation containing a given pattern. The results established here will be directly applied in Sections 4 and 5. Definition Let x be a permutation and σ ∈ S k a pattern. We say that x factorizes over σ if there exist permutations y, z, and σ such that: (1) x = yσ z, (2) σ has a reduced word matching a reduced word for σ with indices shifted by some j, (3) The permutation y satisfies y −1 (j) < · · · < y −1 (j + k), (4) The permutation z satisfies z(j) < · · · < z(j + k), (5) len(x) = len(y) + len(σ ) + len(z). Set W = S N and J ⊂ I, with I the generating set of W . An element x ∈ W has a right descent i if len(xs i ) < len(x), and has a left descent i if len(s i x) < len(x). Equivalently, x has a right (resp., left) descent at i if and only if some reduced word for x ends (resp., begins) with i. Let W J be the set of elements in W with no right descents in J. Similarly, J W consists of those elements with no left descents in J. Finally, W J is the parabolic subgroup of W generated by
Recall that a reduced word or reduced expression for a permutation x is a minimal-length expression for x as a product of the simple transpositions s i . Throughout this chapter, we will use double parentheses enclosing a sequence of indices to denote words. For example, ((1, 3, 2)) corresponds to the element s 1 s 2 s 3 in S 4 . Note that same expression can also indicate an element of H 0 (S 4 ), with ((1, 3, 2)) corresponding to the element π 1 π 2 π 3 . Context should make usage clear. Definition Let σ be a permutation pattern in S k , with reduced word ((i 1 , . . . , i m )). Let J = {j, j + 1, . . . , j + l} for some l ≥ k − 1 and σ ∈ W J with reduced word ((i 1 + j, . . . , i m + j)). Then we call σ a J-shift or shift of σ. Problem For which patterns σ does x contain σ if and only if x ∈ W J σ J W , where σ is a J-shift of σ for some J?
As a tool for attacking this problem, we introduce the notion of a width system for a pattern.
Definition Suppose x contains σ at positions (i 1 , . . . , i k ); the tuple P = (P 1 , . . . , P k ) is called an instance of the pattern σ, and we denote the set of all instances of σ in x by P x .
Definition A width on an instance P of σ is a difference P j − P i with j > i. A width system w for a permutation pattern σ ∈ S k is a function assigning a tuple of widths to each instance of σ in x. An instance P of a pattern in x is minimal (with respect to σ and w) if w(P ) is lexicographically minimal amongst all instances of σ in x. Finally, an instance P = (P 1 , . . . , P k ) is locally minimal if P is the minimal instance of σ in the partial permutation [x P 1 , x P 1 +1 , . . . ,
Example Consider the pattern [231] and let P = (p, q, r) be an arbitrary instance of σ in a permutation x. We choose to consider the width system w(P ) = (r − p, q − p). (Other width systems include u(P ) = (r − q, q − p) and v(P ) = (r − q), for example.)
The The circled numbers represent elements (x p , x q , x r ) filling the roles of the pattern; the widths are denoted a and b, and the restrictions on x t with p < t < q and x s with s < q < r implied by minimality of the pair (a, b) are also recorded. The red arrows record the fact that shifting the end elements towards the center using a sequence of simple transpositions reduces the length of the permutation.
Minimality of the total width (r − p) implies that for every s with q < s < r, we have x s > x p (> x r ), as otherwise (x p , x q , x s ) would be a [231]-pattern of smaller width. Then multiplying x on the right by u 1 = s r−1 s r−2 . . . s q+1 yields a permutation of length len(x)−(r −q −1),
. Minimality of the inner width (q − p) implies that for every t with p < t < q, then x t < x r . (If x p < x t < x q , then (x t , x q , x r ) would form a [231]-pattern of lower width. If x p > x t , then q was not chosen minimally.) Then multiplying xu 1 on the right by u 2 = s p s p+1 . . . s q−2 yields a permutation of length len(xu 1 )−(q−p−1) = len(x)−r+p+2). This permutation is:
Since [x p , x q , x r ] form a [231]-pattern, we may further reduce the length of this permutation by multiplying on the right by s q s q−1 . The resulting permutation has no right descents in the set J := {q − 1, q}.
We then set y = xu 1 u 2 s q s q−1 , σ = s q−1 s q , and z = (u 1 u 2 ) −1 . Notice that z has no left descents in {q − 1, q} by construction, since it preserved the left-to-right order of x p , x q and x r . Then x = yσ z is a factorization of x over σ.
One may use a similar system of minimal widths to show that any permutation containing a [321]-pattern contains a braid, replicating a result of Billey, Jockusch, and Stanley [BJS93] . The corresponding system of widths is depicted in Figure 3 . Definition Let σ be a permutation with a width system. The width system is bountiful if for any x containing a locally minimal σ at positions (p 1 , . . . , p k ), any x t with p i < t < p i+1 has either
Proposition 3.2. If a pattern σ admits a bountiful width system, then any x containing σ factorizes over σ.
Proof. By definition, any x t with p i < t < p i+1 has either
Then using methods exactly as in Example 3, we may vacate the elements x t by multiplying on the right by simple transpositions, moving "small" x t out to the left and moving "large" x t out to the right. This brings the minimal instance of the pattern σ together into adjacent positions (j, j + 1, . . . , j + k), while simultaneously creating a reduced word for the right factor z in the factorization. Then we set J = {j, j + 1, . . . , j + k − 1}, and let σ be the J-shift of σ. Set y = xz −1 σ −1 . Then by construction x = yσ z is a factorization of x over σ.
Thus, establishing bountiful width systems allows the direct factorization of x containing σ as an element of
Problem Characterize the patterns which admit bountiful width systems. 
. Both choices for J contain 2, so it is impossible to write x as such a product. Suppose that (x p , x q , x r ) is lexicographically minimal in this width system, and consider x t with p < t < q and x s with q < s < r. Then a = 1:
pattern with a smaller. Thus, we must have r − q = 1.
Since b is minimal, we must also have that x t > x q or x t < x p for every t with p < t < q. This completes the proof that the width system is bountiful. Proof. Let w = (w 1 , w 2 , . . . , w k−2 ) be a bountiful width system on σ (so w i is the difference between indices of an instance of σ in a given permutation). Let x contain σ + in positions (x p , . . . , x q ). For σ + , we show that the width system w + = (w 1 , w 2 , . . . , w k−2 , q − p) is bountiful, where w i measures widths of elements in σ as in w.
Consider a σ + -pattern in a permutation x that is minimal under the width system w + , appearing at indices given by the tuple p := (i 1 , . . . , i k+1 ). Then x contains a σ-pattern at positions (i 2 , . . . , i k+1 ). This pattern may not be minimal under w but, by the choice of width system, is as close as possible to being w-minimal, in the following sense.
We examine two cases.
• If there are no indices t with i 2 < t < i k+1 such that x t > x i 1 , then σ must be w-minimal on the range i 2 , . . . , i k+1 . (Otherwise, a w-minimal σ-pattern in that space would extend to a pattern that was less than p in the w + width system.) Then bountifulness of the σ pattern ensures that for any t with i j < t < i j+1 with j ≥ 2; then x t < x i k for all i k < t or x t > x i k for all i k > t. (The "small" elements are still smaller than the "large" element x i 1 .) • On the other hand, if there exist some t with i 2 < t < i k+1 such that x t > x i 1 , we may move these x t out of the σ pattern to the right by a sequence of simple transpositions, each decreasing the length of the permutation by one. Let u be the product of this sequence of simple transpositions. Then xu fulfills the previous case. Each of the x t were larger than all pattern elements to the right, so we see that σ + fulfills the requirements of a bountiful pattern. The proof that σ − admits a bountiful width system is similar.
Corollary 3.6. Let σ ∈ S K be a permutation pattern, where the length of σ is at most one less than the length of the long element in S K . Then σ admits a bountiful width system.
Proof. This follows inductively from Proposition 3.5, and the fact that the patterns [12] and [21] both admit bountiful width systems.
Proposition 3.7. Let σ be a pattern in S K−2 with a bountiful width system, and let
. Then σ −− admits a bountiful width system.
Proof. The proof of this proposition closely mirrors the proof of Proposition 3.5. Let w = (w 1 , w 2 , . . . , w k−2 ) a bountiful width system on σ. Let x contain σ ++ in positions (x p , x r , x s , . . . , x q ). For σ ++ , we claim that the width system w ++ = (w 1 , w 2 , . . . , w k−2 , q − p, s − r) is bountiful, where w i measures widths of elements in σ as in w. (The width system w ++ is depicted in Figure 5 .)
Figure 5. Diagram of extensions of a bountiful width system w by the additional widths a or (a, b), as described in the proofs of Propositions 3.5 and 3.7.
Again, local minimality of σ ensures that all x t with s < t < q with x t not in the instance of σ ++ are either smaller than all pattern elements to the left of x t , or larger than all pattern elements to the right of x t . The choice of w ++ ensures that all x t with p < t < r are either less than x p or larger than x r , and that all x t with r < t < s are less than x p . Then w ++ is bountiful.
The proof that σ −− is bountiful is analogous.
3.1. Further Directions. Preliminary investigation suggests that patterns admitting a bountiful width system are somewhat rare, though there are more than those described by Corollary 3.6. Weakening the definition of a factorization over a permutation may provide an additional avenue of investigation, though.
Definition A permutation x ∈ W = S N left-factorizes over a pattern σ ∈ S K if x = yσ z with:
• σ ∈ W J , with J = {j, j + 1, . . . , j + k} and σ containing a σ-pattern,
This definition drops the requirement that z ∈ J W . This definition may be too weak, though, since one can show that any permutation containing the pattern [K, K − 1, . . . , 1] left-factors over every pattern in S K .
On the other hand, consider Example 3. The permutation x = [1, 3, 2, 4] = s 2 admits a factorization S {1,3} 1 {1,3} {1,3} S, and the element 1 {1,3} contains a [123]-pattern. Allowing factorizations over arbitrary subgroups -and obtaining a combinatorial characterization of these factorizations -may provide a way forward. Problem Find a general characterization of pattern containment in terms of factorizations of a permutation.
Pattern Avoidance and the NDPF Quotient
In this section, we consider certain quotients of the 0-Hecke monoid of the symmetric group, and relate the fibers of the quotient to patternavoidance. The 0-Hecke monoid H 0 (S N ) is defined in Definition 2.2, and the Non-decreasing Parking Function NDPF N quotient is discussed in Section 2.3, in its guise as the the monoid of order-preserving regressive functions on a chain. Definition For x ∈ H 0 (S N ), we say x contains a braid if some reduced word for x contains a contiguous subword π i π i+1 π i .
The permutation x contains an unmatched ascent if some reduced word for x contains a contiguous subword π i π i+1 that is not part of a braid. More precisely, if inserting a π i directly after the π i π i+1 increases the length of x, then x contains an unmatched ascent. Equivalently, x may be factorized as x = yπ i π i+1 z, where y has no right descents in {i, i + 1}, and z has no left descents in {i, i + 1}, and len(x) = len(y) + 2 + len(z).
An unmatched descent is analogously defined as a contiguous subword π i+1 π i such that insertion of a π i immediately before this subword increases the length of x. Equivalently, x may be factorized as x = yπ i+1 π i z, where y has no right descents in {i, i + 1}, and z has no left descents in {i, i + 1}, and len(x) = len(y) + 2 + len(z). Proof. This is a straightforward application of the bountiful width system for the patterns [231] and [312] . The resulting factorization contains an unmatched ascent (resp., descent).
This process of inserting an s i can be made more precise in the symmetric group setting: suppose s j 1 . . . s i s i+1 . . . s j k is a reduced expression for x ∈ S N . Then write x = x 1 s i s i+1 x 2 . To insert s i , multiply x on the right by
This insertion is generally not a valid operation in H 0 (S N ), since inverses do not exist. However, the operation does make sense in the NDPF setting: the NDPF relation simply allows one to exchange a braid for an unmatched ascent or vice-versa. Recall that the right action of S N acts on positions. A permutation y has a right descent at position i if the two consecutive elements y i , y i+1 are out of order in one-line notation. Then multiplying on the right by s i puts these two positions back in order and reduces the length of y by one. Likewise, if y does not have a right descent at i, multiplying by s i increases the length by one.
Fibers of the NDPF quotient For S 4 , the fibers of the NDPF quotient can be found in Figure 6 . On the other hand, call a [321]-pattern (x p , x q , x r ) left minimal if for all t with p < t < q, x t < x r , and for all s with q < s < r, x s > x q .
The following is a direct result of the proof of Lemma 4.1. 4.1. Involution. Let Ψ be the involution on the symmetric group induced by conjugation by the longest word. Then Ψ acts on the generators by sending s i → s N −i . This descends to an isomorphism of H 0 (S N ) by exchanging the generators in the same way:
We can thus obtain a second map from H 0 (S N ) → NDPF N by precomposing with Ψ. This has the effect of changing the NDPF relation to a statement about unmatched descents instead of unmatched ascents. Then applying the NDPF relation allows one to exchange braids for unmatched descents and vice-versa, giving the following theorem. The proof is exactly the mirror of the proof in previous section. We fix bountiful width system for [312]-patterns, and a second bountiful width system for [321]-patterns, which we will use for the remainder of this section. Conjecture 5.1.
Let X be some object (group, monoid, algebra) defined by generators S and relations R. Recall that a parabolic subobject X J is generated by a subset J of the set S of simple generators, retaining the same relations R as the original object. Let BNDPF N,N denote the parabolic submonoid of of BNDPF N retaining all generators but µ N .
Consider the embedding of BNDPF N,N in NDPF 2N . Then a reduced word for an element of BNDPF N,N can be separated into a pairing of NDPF N elements as follows:
In particular, one can take any element x ∈ H 0 (S N ) and associate it to the pair:
recalling that Ψ is the Dynkin automorphism on H 0 (S N ), described in Section 4.1.
Given the results of the earlier section, one naturally asks about the fiber of ω. It is easy to do some computations and see that the situation is not quite so nice as before. In H 0 (S 4 ) the only fiber with order greater than one contains the elements Let x ∈ S N and P = (x p , x q , x r , x s ) a [4321]-pattern in x. For the remainder of this section, we fix the width system (q − p, r − q, s − r), and use the same width system for [4231]-patterns. One may check directly that this is a bountiful width system in both cases.
Lemma 5.2. Let x contain a minimal [4321]-pattern P = (x p , x q , x r , x s ), and let x = xt r,s , where t r,s is the transposition exchanging x r and x s . Then ω(x ) = ω(x).
Proof. Since the width system on [4321]-patterns is bountiful, we can factor x = yx J z, with len(x) = len(y) + len(x J ) + len(z) where
By the discussion above, the trailing s s−1 in x J may be removed to simultaneously yield an unmatched ascent and an unmatched descent. Then this removal preserves the fiber of both φ and Ψ • φ, and thus also preserves the fiber of ω. occurs at least once. It is best to perform this check with a computer, given that there are 2761 elements in BNDPF 7,7 , with 7! = 5040 elements in the fibers, and indeed a computer check shows that the claim holds. The code accomplishing this is provided below.
Let's look at a couple cases, though, to get a feeling for why this should be true. Refer to the extremal elements at the edge of the [4321] pattern as the "boundary," and the elements to be transposed as the "interior." The main cases are the following:
Case c = r: Just take the smaller of x s and x d to be the common right boundary for both patterns.
Case c = q: The problem for [4231] patterns was that one could apply a transposition that obstructed the other transposition by moving one of the interior elements past its boundary. But here, we have x d < x c and x s < x q = x d , so we can use s as the boundary for both patterns, and the obstruction is averted. In this case, though, the two transpositions generate six elements in the fiber, instead of four. We can still find a common meet, though. And so on. Many cases are symmetric to the three considered above, and every interesting case is solved by changing the boundary of one of the patterns.
Now that every pair of elements have a common meet, we are almost done. Suppose there exist two different [4321]-avoiding elements A 1 and A 2 in some fiber. Then since the fiber is connected, we can find a minimal element x where a branching occurred, so that x covers both y > A 1 and z > A 2 , and x is of minimal length. But if both y and z were obtainable from x, then there exists a w of shorter length below them both. Now w sits above some [4321]-avoiding element, as well. If w > A 1 but not A 2 , then in fact a branching occurred at z, contradicting the minimality of x. The same reasoning holds if w > A 2 but not A 1 . If w is above both A 1 and A 2 , then in fact y was comparable to A 2 and z was comparable to A 1 , and there was not a branching at x at all. #prints if any fiber has more than one 4321-av elt print H, total bad.append(H) print "N =", N print "\tTotal connected components: \t", count print "\tBad connected components: \t", len(bad), '\n' return bad As explained in Theorem 5.3, we should check that each fiber of ω contains a unique [4321]-avoiding element for each N ≤ 7. This is accomplished by running the following commands: The author executed this code on a computer with a 900-mhz Intel Celeron processor (blazingly fast by 1995 standards) and 2 gigabytes of RAM. On this machine, the N = 6 case took 3.86 seconds of CPU time, and the N = 7 case took just over one minute (62.06s) of CPU time. The N = 8 case (which is unnecessary to the proof) correctly returns 15767 connected components, none of which are bad, in 1117.24 seconds (or 18.6 minutes).
Affine NDPF and Affine [321]-Avoidance
The affine symmetric group is the Weyl group of type A (1) N , whose Dynkin diagram is given by a cycle with N nodes. All subscripts on generators for type A
(1) N in this section will be considered (mod N ). A combinatorial realization of this Weyl group is given below.
Definition The affine symmetric groupS N is the set of bijections σ : Z → Z satisfying:
• Skew-Periodicity: σ(i + N ) = σ(i) + N , and • Sum Rule:
We will often denote elements ofS N in the window notation, which is a one-line notation where we only write (σ(1), σ(2), . . . , σ(N ) ). Due to the skew-periodicity restriction, writing the window notation for σ specifies σ on all of Z.
The generators s i ofS N are indexed by the set I = {0, 1, . . . , N − 1}, and s i acts by exchanging j and j + 1 for all j ≡ i(mod N ). These satisfy the relations:
•
In these relations, all indices should be considered mod N .
Since the Dynkin diagram is a cycle, it admits a dihedral group's worth of automorphisms. One can implement a "flip" automorphism Φ by fixing s 0 and sending s i → s N −i for all i = 0, extending the automorphism used in the finite case. A "rotation" automorphism ρ can be implemented by simply sending each generator s i → s i+1 . Combinatorially, this corresponds to the following operation. Given the window notation (σ 1 , σ 2 , . . . , σ N ), we have:
This can be thought of as shifting the base window one place to the left, and then adding one to every entry. It is clear that this operation preserves the skew periodicity and sum rules for affine permutations, and it is also easy to see that ρ N = 1. As before, we can define the Hecke algebra ofS N , and the 0-Hecke algebra, generated by π i with π i idempotent anti-sorting operators, exactly mirroring the case for the finite symmetric group. As in the finite case, elements of the 0-Hecke algebra are in bijection with affine permutations. We can also define the NDPF quotient of H 0 (S N ), by introducing the relation
This allows us to give combinatorial definition for the affine NDPF, which we will prove to be equivalent to the quotient. Definition The extended affine non-decreasing parking functions are the functions f : Z → Z which are:
, and • Skew Periodic: f (i + N ) = f (i) + N . Define the shift functions sh t as the functions sending i → i − t for every i.
The affine non-decreasing parking functions NDPF
(1) N are obtained from the extended affine non-decreasing parking functions by removing the shift functions for all t = 0.
Notice that the definition implies that
Furthermore, since the shift functions are not in NDPF
(1) N , there is always some j ∈ {0, 1, . . . , N } such that f (j) = f (j + 1) unless f is the identity.
We now state the main result of this section, which will be proved in pieces throughout the remainder of the chapter.
Theorem 6.1. The affine non-decreasing parking functions NDPF 
N is generated by the functions f i defined by:
These functions satisfy the relations:
where the indices are understood to be taken (mod N ).
Proof. One can easily check that these functions f i satisfy the given relations. We then check that any f ∈ NDPF
(1)
N maybe written as a composition of the f i .
Let f ∈ NDPF
N . If there is no j ∈ {0, . . . , N } such that f (j) = f (j + 1), then f is a shift function, and is thus the identity.
Otherwise, we have some j such that f (j) = f (j + 1). We can then build f using f i 's by the following procedure. Notice that, if any g ∈ NDPF
(1) has g(j) = g(j + 1) for some j, we can emulate a shift function by concatenating g with f j f j+1 · · · f j+N −1 , where the subscripts are understood to be taken (mod N ). In other words, we have:
Suppose, without loss of generality, that f (N ) = f (N + 1), so that N and N + 1 are in different fibers of f , and N is maximal in its fiber.
(If the "break" occurs elsewhere, we simply use that break as the 'top' element for the purposes of our algorithm. Alternately, we can apply the Dynkin automorphism to f until ρ k f (N ) = ρ k f (N + 1). for some k. We can use this algorithm to construct ρ k f , and then apply ρ N − k times to obtain f .) Begin with g = 1, and construct g algorithmically as follows.
• Collect together the fibers. Set g to be the shortest element in NDPF N such that the fibers of g match the fibers of f in the base window. Let g 0 be the affine function obtained from a reduced word for g . This is the pointwise maximal function in NDPF
(1) N with fibers equal to the fibers of f .
• Now that the fibers are collected, post-compose g 0 with f i 's to move the images into place. We begin with g := g 0 and apply the following loop:
for i in {1, . . . , N } :
if g(i + 1) > f (i + 1) and g −1 (g(i + 1) − 1) = ∅ :
This process clearly preserves the fibers of g 0 (which coincide with the fibers of f ), and terminates only if g = f . We need to show that the algorithm eventually halts. Recall that g 0 (i) ≥ f (i) for all i, and then notice that it is impossible to obtain any g in the evaluation of the algorithm with g(i) < f (i), so that we always have g(i) − f (i) > 0. With each application of a f j , the sum
) decreases by one. Suppose the loop becomes stuck; then for every i either f (i + 1) = g(i + 1) or g −1 (g(i + 1) − 1) = ∅. If there is no i with f (i + 1) = g(i + 1), then there must be some i with g −1 (g(i + 1) − 1) = ∅, since g(N ) − g(1) ≤ N and g = 1. Then we can find a minimal i ∈ {1, . . . , N } with f (i + 1) = g(i + 1). Now, find j minimal such that f (i + j) = g(i + j), so that f (i + j − 1) = g(i + j − 1). In particular, notice that i + j − 1 and i + j must be in different fibers for both f and g. If g −1 (g(i + j) − 1) = ∅, then the loop would apply a f i+j−1 to g, but the loop is stuck, so this does not occur and we have that f (i + j − 1) = g(i + j − 1) = g(i + j) − 1 < f (i + j) ≤ g(i + j) = g(i + j − 1) + 1. This then forces g(i + j) = f (i + j), contradicting the condition on j. Thus, the loop must eventually terminate, with g = f . We have not yet shown that these relations are all of the relations in the monoid; this must wait until we have developed more of the combinatorics of NDPF N is a quotient of the 0-Hecke monoid ofS N by the relations π i π i+1 π i = π i π i+1 for each i ∈ I, where subscripts are understood to be taken mod N . To prove this (and simultaneously prove that we have in fact written all the relations in NDPF
(1) N ), we will define three maps, P, Q, and R (illustrated in Figure 8 ). The map P :
N is the algebraic quotient on generators sending
N is a combinatorial algorithm that assigns an element of NDPF
(1) N to any affine permutation. In Lemma 6.8 we show that P = Q. Additionally, we have already shown that P is onto (since the f i generate NDPF N is entirely determined by its set of fibers, set of images, and one valuation f (i) for some i ∈ Z.
Proof. This follows immediately from the fact that f is regressive and order preserving.
Lemma 6.5. Let f ∈ NDPF
(1) N , and F f = {m j } be the set of maximal elements of the fibers of f . Each pair of distinct elements m j , m k of the set 
Note that NDPF
N is not aperiodic in the sense of a finite monoid. (Aperiodicity was defined in Section 2.) Take the function f where
6.1. Combinatorial Quotient. A direct combinatorial map from affine permutations to NDPF
N is now discussed. This map directly constructs a function f from an arbitrary affine permutation x, with the same effect as applying the algebraic NDPF
(1) quotient to the 0-Hecke monoid element indexed by x. We first define the combinatorial quotient in the finite case and provide an example (Figure 9 ). Definition The combinatorial quotient Q cl : H 0 (S N ) → NDPF N is given by the following algorithm, which assigns a function f to a permutation x. A similar combinatorial quotient may be defined fromS N → NDPF We first identify some k ∈ {1, 2, . . . , N } such that for every j > k, x(j) > x(k).
Proof. Suppose j > k 0 with x(j) < x(k 0 ). Then there exists p ∈ N such that j − pN ∈ {1, 2, . . . , N }, so that x(j − pN ) = x(j) − pN < x(k 0 ), contradicting the minimality of x(k 0 ). Now the affine combinatorial quotient is defined by the following algorithm.
Definition The combinatorial quotient Q :
N is given by the following algorithm, which assigns a function f to an affine permutation x.
3) Define f on all other i using skew periodicity.
Lemma 6.8. The affine combinatorial quotient Q agrees with the algebraic NDPF
(1) quotient P .
Proof. We denote the combinatorial quotient by Q and the algebraic quotient by P . One can easily check that Q(1) = P (1) = 1, and Q(π i ) = P (π i ) = f i . Since P is a monoid morphism, we have that P (xπ i ) = P (x)P (π i ) = f f i . We then assume that Q(x) = P (x) = f , and consider Q(xπ i ). We will show that Q(
If π i is a right descent of x then Q(xπ i ) = Q(x) = f = P (xπ i ), and we are done.
If π i is not a right descent of x, we have x(kN + i) < x(kN + i + 1) for all k ∈ Z, and
We examine the functions Q(xπ i ) and f f i on i and i + 1, since these functions are equal on j ≡ i, i + 1(mod N ), and the actions on i and i + 1 then determine the functions on all j ≡ i, i + 1(mod N ).
We consider two cases, depending on whether i and i + 1 are in the same fiber of f .
• If i and i + 1 are in the same fiber of f and i + 1 is maximal in this fiber, we must (by construction of Q) have x(i + 1) < x(i), contradicting the assumption that π i was not a right descent of x. • If i and i + 1 are in different fibers of f , then we have i maximal in its fiber, and take m (possibly equal to i + 1) to be the maximal element of the fiber in which i + 1 sits. We note that if m ≡ i + 1(mod N ), then we must have i and i + 1 in the same fiber, reducing to the previous case. Otherwise, applying the construction of Q, we find that Q(xπ i )(i+ 1) = x(i), and that Q(xπ i )(i) = x(i); thus i + 1 is removed from its fiber and merged into the fiber with i. The resulting function is equal to f f i . This exhausts all cases, completing the proof. Proof. This follows immediately from Lemma 6.8 by parabolic restriction to the finite case. In the finite case, the index set is {1, 2, . . . , N − 1}, so we must have i ∈ {1, . . . , N − 2}.
6.2. Affine [321]-Avoidance. An affine permutation x avoids a pattern σ ∈ S k if there is no subsequence of x in the same relative order as σ. This ostensibly means that an infinite check is necessary, however one may show that only a finite number of comparisons is necessary to determine if x contains a [321]-pattern. The following lemma is equivalent to [Gre02, Lemma 2.6].
Lemma 6.10. Let x contain at least one [321]-pattern, with x i > x j > x k and i < j < k. Then x contains a [321]-pattern x i > x j > x k such that i ≤ i < j < k ≤ k, j − i < N , and k − j < N .
Proof. We have x j > x k > x k−aN = x k − aN for a ∈ N, so if k − j > N , we can find a [321] pattern replacing x k with x k−aN . A similar argument allows us to replace i with i + bN for the maximal b ∈ N such that j − (i + bN ) < N .
As noted by Green, one can then check whether an affine permutation contains a [321]-pattern using at most N 3 comparisons. Green also showed that any affine permutation containing a [321]-pattern contains a braid; we can actually replicate this result using a width system on the affine permutation, as depicted in Figure 10 . The Lemma ensures that the width of a minimal [321]-pattern under this width system has a total width of at most 2N − 2. One must consider the case when the total width of a minimal [321]-instance is greater than N , but nothing untoward occurs in this case: the width system is bountiful and allows a factorization of x over [321] .
We now prove the main result of this section.
Theorem 6.11. Each fiber of the NDPF Proof. We first establish that each fiber contains a [321]-avoiding affine permutation, and then show that this permutation is unique.
Recall the algebraic quotient map P : H 0 (S N ) → NDPF
N , which introduces the relation π i π i+1 π i = π i+1 π i .
Choose an arbitrary affine permutation x; we show that the fiber Q N , we have x(m i ) < x(m i ) whenever i < i ; thus {x(m i )} is a strictly increasing sequence.
Let {m i,j } = f −1 • f (m i ) \ {m i }, with m i,j < m i,j+1 for every j. Notice that if i < i and j < j then m i,j < m i ,j .
We claim that if i < i and j < j , then x(m i,j ) < x(m i ,j ). If not, then we have x(m i ) < x(m i ,j ) < x(m i,j ), with m i,j < m i ,j < m i , in which case x contains a [321]-pattern, contrary to assumption. Thus, the sequence {x(m i,j )} with i and j arbitrary is a strictly increasing sequence. Now {f (m i ) = x(m i )} and {x(m i,j )} are two increasing sequences. Since x is a bijection, and every z ∈ Z is either an m i or an m i,j , x is determined by the choice of x(m 1,1 ). A valid choice for x(m 1,1 ) exists, since every f arises as the image of some affine permutation under Q, and every fiber contains some 
