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The problems of conjugacy and boundary values in the intinite-dimensional cases 
have been analyzed by many in recent years for self-adjoint systems in ordinary 
differential equations. Our point of view is that of an input and output system 
achieved by utilizing an extended scattering matrix system. Our results in general 
take care of non-self-adjoint systems and consider systems with interim sources. 
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I. INTR~OUCTI~N 
The extended scattering matrix P on a B* algebra B with 
introduced by Wang [l-3]. It has the mapping property 
where 
f(XT Y) u(x) +lJk Y) U(Y) + 4x9 Y) 
4x, Y) u(x) + $x, Y) 4~) + G(x, Y) ’ 
identity E, is 
(1.1) 
For convenience, sometimes the arguments x and y are dropped. We 
merely write 
p = cs, NIV 
383 
U-2) 
0022-247X/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
384 WANG AND MISTIRI 
where 
and N= 
F 
0 G’ XdYE [a, 81, 
and t, r, p, r E L(B, B) and F, GE B. S is called the scattering matrix and N 
is the matrix of interior sources. 
If Pi= [S,, Nil, i= 1,2, are two such extended scattering matrices then 
P, @P,= [S,* S,, NJ (1.3) 
with 
N3=[(GF: T:>*(k zj](E) 
and where the *-product is given by Redheffer [4]. Under the @ 
operation, (P} forms a strongly continuous semi-group of bounded linear 
operators on R x R. If M(y) is the generator for a strongly continuous 
semigroup P at y then we write 
and II(y) = (E,‘$;) satisfies the following differential equation 
5 II(Y) = YMY) WY), %= f -“E 9 
( > 
(1.4) 
(1.5) 
where E is the identity of L(B, B). 
The purpose of this paper is to investigate conjugacy properties of the 
functional system (I.5 ). 
II. ANALYSIS OF CONJUGACY 
To study the conjugacy or disconjugacy of (1.5), we perform the 
(-)-operation on P by assuming t nonsingular on [a, /I] and performing 
the (*)-operation by t nonsingular. Since the analyses and results are 
similar for both cases, then we shall consider the case of the ( B)-operation, 
-:P+H=[S,rn], (11.1) 
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where 
It should be noted the local existence of T ~ ‘, i.e., the existence of y > x 
such that r(x, y) is nonsingular, follows from the strong continuity of P. It 
can be shown that P is strongly continuous at y if and only if P is strongly 
continuous at y. In this case 
II(y) = B(x, y) II(x). (11.2) 
It also can be shown that if P and i” are strongly continuous at y, then 
M(y) is a generator of P if and only if 
m(Y)= 2 (Y) P(Y) = YC (Y)? %Y(Y) Ll[ 1 (11.3) 
is a generator of P. The proof is similar to that given in Lemmas 4.2 and 
4.3 of [l], therefore details are not presented here. By a straightforward 
computation, it can be shown that p satisfies the differential equation, 
f(Y) ( )I -g(Y) ’ (11.4) 
with P(x, x) = E or, equivalently, 
~i(l,Y)=aoi(x,Y)+h(y)i(x,Y), i(x, x) = E 
$i(x,l.)= -C(Y)i(X,Y)-d(Y)~(X,Y), ?(x, x) = 0 
~P(x,Y)=a(Y)P(x,Y)+b(y)i(x,Y), P(x, x) = 0 
(11.4’) 
Yfp,I.)= -C(Y)P(X,Y)-d(Y)?(X,Y), z”(x, x) = E 
~nx,Y)=a(Y)~(n~Y)+b(Y)ec~,Y~+f(Y)~ F(x, x) = 0 
-+Y)= -c(Y)~(‘(x,Y)-d(Y)~(x,Y)-g(Y), G(x, x) = 0. 
The following lemmas also follow from a straightforward computation. 
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LEMMA 2.1. ZfII(y) is a solution of (1.5) and if [u(y)-F(x,y)] is non- 
singular on [rx, /I] then w(y) = [u(y) - G(x, y)] [u(y) - F(x, y)] ~ ’ satisfies 
the equation 
$ w(~) = -C(Y) - 4~) W(Y) - W(Y) 4~) - W(Y) 4~) W(Y). (11.4) 
The existence and uniqueness of (11.4) are well known [4]. 
DEFINITION 2.1. A solution (u, V) of (1.5) is a self-conjoined solution if 
u(Y)* V(Y) - v*(Y) WY) = 0 (11.5) 
for x < y in [a, /I], where 
U(Y) = U(Y) -&3 Y) and V(Y) = U(Y) - (3x, Y). (11.5’) 
DEFINITION 2.2. A special case of great interest and with wide 
applications [S-7] if the system P in (1.2). It is called self-adjoint if 
t=r*, p*=p, and r* =r. (11.6) 
DEFINITION 2.3. Two distinct points y,, y, of [a, 81 are conjugate with 
respect to (1.5) if there is a solution (u(y), u(y)) such that u(y) z 0 on 
[yr, y2] while u(yI)=u(yyz) =O. System (1.5) is disconjugate on [a, /I] 
provided no two points on [a, 81 are conjugate. 
The following results are easily verified. 
LEMMA 2.2. Let z be nonsingular on [a, /?I, then the unique solution 
(us, u,) of (1.5) satisfying u,(s) = 0, u,(s) = E for some s E [a, /?I is given by 
U,(Y) = P(s, Y) E+ &, Y) 
V,(Y) = f(s, Y) E+ ‘%, Y). 
(11.7) 
From this it follows that (1.5) is disconjugate on [s, /3] if and only if 
p(s, y) E + F(a, y) is nonsingular on [s, /?I. 
If p(x, y) = G(x, y) =O, then the solution of (1.5) is a self-conjoined 
solution on [a, /?I if 
u*(Y)v(Y)-v*(Y)u(Y)=o. (11.8) 
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Consequently, the solution (u, u) of the self-adjoint homogeneous differen- 
tial system 
d 4~) U(Y) b(y) U(Y) 
dy V(Y) = ( >( -C(Y) -a*(Y) >( > U(Y) ’ 
is self-conjoined on [cr, 8-J if (11.8) holds, as given by Williams [S], with 
a, b, and c self-adjoin& which follows from (11.6). 
LEMMA 2.3. Under the assumption given in Lemma 2.2 and if 
f(y) + b(y) > 0 for YE [a, fi], there exists h > 0 such that u,(y) is non- 
singular on (s, s + h) [a, /?I. 
Proof Since r is nonsingular then for any (u, u) satisfying (II.2), we 
have 
II(s + h) = &s, s + h) II(s). (11.9) 
By Eq. (11.2) and the strong continuity property, then 
&as, s + h) = [E, 0] - 8(y) + o(h). (11.10) 
Hence, by (11.9) and (11.10) it follows that 
us@ + h) = [b(s) +f (s)l h + o(h), 
for h>O small. Therefore, for s< y<s+ h and b(s)+f(s)>O then 
U,(Y) > 0 on Cc s + h) [a, 81. 
The preceding proposition gives a local property of the disconjugacy of 
(1.5) through the solution (u,, u,). Now we investigate some global proper- 
ties of (1.5), concerning diconjugacy, under certain conditions imposed on 
some elements of P. 
THEOREM 2.1. Let (u,, u,) be the unique solution of (1.5) on [a, /?I 
satisfying u,(a) =O, u,(a)= E. Zf p is compact on [a, /3], F and z are 
nonsingular with llG/ < 1 on (a, 81, then u,(y) is nonsingular on (a, /?I. 
Proof: From Lemma (2.2) the solution (u,, v,) of (1.5) is given by 
U,(Y) = B(a, Y) + Qa, Y) 
V,(Y) = ?(a, Y) + G(a, Y) 
but 
U,(Y) = p(a, Y) z-l(a, y) + CF(a, u) - Aa, Y) T-l(a, Y) (3% Y)I 
= F(a, Y) + Aa, Y) T -l(a, y)CE- G(a, y)l, 
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and since r ~ ’ and G are bounded then T ‘(E - G) is bounded on [LX, /I]. 
Hence, since p is compact and pr -‘(E- G) is also compact on [CY, /I]. 
So we have either 
(i) u,(y) is nonsingular on (a, fi] 
or 
(ii) there is an ZE B with I#0 such that 
U,(Y) I= 0 on (4 /31, 
that is, 
or 
[F+~T-l(E-G)] I=0 on (a, 81 
FZ=~TC’(G- E) Z on (4 81. 
Since F(cr, y) is nonsingular on (~1, p], then we must have pr-‘(G - E) 
nonsingular on (a, /I]. But llGl1 < 1, that is (G - E) is nonsingular, then 
~(a, y) is nonsingular on (CC, fl), but this cannot occur, since by assumption 
p being compact would imply pp ~ ’ = E to be compact, which is false. So 
(ii) does not occur, and consequently u,(y) is nonsingular on (a, /?I. 
THEOREM 2.2. Let T be nonsingular and (u,, v,) be the unique solution of 
(1.5) u,(a) = 0, U,(CY) = E. up is nonsingular on (a, /?I and both F and G are 
compact on [a, /I?] then u,(y) is nonsingular on (IX, /?I. 
Proof: p(a, y) nonsingular on (CI, /I] implies that fi(a, y) = p(a, y) 
~-‘(a, y) is also nonsingular on (~1, /I]. Since pz - ’ is bounded and G is 
compact, then pz-‘G is also compact. This, along with F being compact, 
implies F(:(cr, y) compact on [cr, 8-j. 
Since u,(y) = p(cl, y) + F(cr, y), then either 
(i) u,(y) is nonsingular on (a, /3], or 
(ii) there is an ZE H with I# 0 such that 
fita, Y) I= -&, Y) 1, 
but since p(a, y) is nonsingular for y E (a, /I] then we must have &a, y) 
also nonsingular on (a, /I]. But this cannot happen since FF-’ = E would 
be compact, which is false, so (ii) cannot occur, and consequently u,(y) is 
nonsingular on (a, 81. 
Remarks. (a) On the compactness assumption used in Theorem 2.1. 
The operator p is assumed to be compact. We shall give a reason for this 
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assumption. Because the quantitative empirical data appear in scalar form, 
the scientist is interested in scalar quantities associated with operator 
values functions. For example, in the system involved with photon 
radiation, i.e., radiative transfer [8], the quantitative data are the scalar 
reading on a radiometer. That is, associated with impedance 
R(K)=r+rK(E-pK)-‘t (11.11) 
are scalars of the form (R(K)f, g), where B is assumed to have an inner 
product ( , ) and f, g E B, since all scalar reading on a radiometer are 
continuous with respect o the operator {K}. Therefore, it is reasonable to 
say that R(K) is weak continuous operator topology. By investigating the 
relation between a fixed operator K and its impedance, it is known [9] 
that the weak operator topology continuity of the impedance R(K) in 
(II.1 1) is equivalent to the compactness of the reflection operator p. 
(b) On the assumption that p is nonsingular in Theorem 2.2. By 
the strongly continuous properties of S, p is locally nonsingular if b > 0. 
However, it is difficult to justify that p is nonsingular, in general. In 
radiative transfer, the local properties are loosely related to those of the 
generator. This is usually controlled by the phase functions based on that 
type of scattering. For example, Rayleigh or Mie scattering. But p = p(x, y) 
is the overall reflection which involves all multiple reflections and boundary 
conditions. It can be shown [4] with proper adjustment of boundary 
conditions, one can make p(x, y) = 0. 
In view of the above remark, we shall drop the condition of 
nonsingularity of p, but we need additional conditions to have results 
similar to these in Theorem 2.2. 
THEOREM 2.3. Let t be nonsingular, P be self-adjoint, b > 0, and (u, u) be 
a self-conjoined solution of (1.5) with u-p nonsingular on [a, 81. Zf (u,, v,) 
is a solution of (1.5), satisfying U,(U) = 0, U,(M) = E, then u, -P is non- 
singular on (a, 81. 
Proof: Let U(y) = u(y) - F(x, y) and V(y) = u(y) - G(x, y). Then 
U*(Y) = P(a, Y) and 
with U,(a) = 0 and V,(a) = E. Since U(y) is nonsingular on [a, /?I then 
U,(y) can be written as 
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where @(a, y, U) = V’(y) ~(cc, y). Then, upon differentiating both sides of 
the equation with respect o y, we obtain 
CO) VY) + 0) J+)l@(4 Y? v + U(Y) f @(4 Y, U) 
= a(Y) Aa, Y) + 0) ?(a, Y). 
Hence, 
-fj @(a, Y, U) = u-‘(Y) wY)Cz”(x, Y)- V(Y) WV P(X? Y)l* 
Since (u, u) is self-conjoined, then VU-’ = U* ~ ’ V*, and 
f @(% y, f-4 = WY) b(Y) u*(.Yr’w*(.Y) w Y) - v*(Y) Pk YJI. 
(11.12) 
Since P is self-adjoint see (11.6) and r is nonsingular, with simple algebra it 
can be shown that 
I*(x, y) ?(x, y) - ?*(x, y) i(x, y) = 0 
P*k Y) WY Y) - 7*(x, Y) P(x, VI = 0 
(11.13) 
and 
Z*(x, Y) ?(x, Y) - r”*(x, Y) Pb, Y) = E. 
After a simple computation by taking advantage of (11.13) we obtain 
u*(Y) 34 Y) - v*(Y) P(x, Y) = u*(a). 
Hence, (11.12) reduces to 
-fj @(4 Y, u) = U-‘(Y) NY) U-‘*(Y) U*(a), 
with initial value 
@(ct, u, u) = 0. 
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Consequently, 
U,(Y) = U(Y) @(a, Y, u) > 0, 
and the desired result follows. 
An immediate consequence of this is the case F(x, y) = 0, then we have 
the following lemma. 
LEMMA 2.3. Let z be nonsingular, P be self-adjoint, b > 0, and (u, v) be a 
self-conjoined solution of (1.5) with P=O. Zf (u,u,) is a solution satisfying 
u,(a) = 0, u,(a) = 0 and zf b > 0 then u~( y) is nonsingular on (a, /I]. 
In the following theorem, we establish the connection between the 
solution of (1.5) when it is considered as a two-point boundary value 
problem and as an initial-value problem. But first we rewrite system (5.3) 
as given by the functional equations 
4Y) = F(si9 Y) u(si) + Ptsi, Y) v(si) + Ftsiv Y) 
4Y) = ?tsi3 Y) u(si) + ?tsi, Y) Otsi) + Rsj, Y) 
with i= 1, 2, and where s, #s, and y are in [a, /3]. This 
considered as a two-point boundary value problem with 
u(sJ = u*. 
(11.14) 
system can be 
u(s,) = ui and 
THEOREM 2.4. Suppose z is nonsingular on [a, /?I, then for s1 # s2 in 
[a, /3] and arbitrary ul, u2 E B, there exists a unique solution of (11.14) ifand 
onfy zffor each SE [cr, p] the solution (u,, u,) of (11.14), satisfying u,(s) = 0, 
u,(s) = E, is such that u,(y) - p(s, y) is nonsingular for all y # s in [a, B] or 
equivalently p(s, y) is nonsingular for all y # s in [a, /?I. 
Proof Assume p(s, y) is nonsingular for all y # s in [a, /I], then 
p(s, y) = p(s, y) r-l(s, y) is also nonsingular for all y fs in [cr, /I]. Let 
s, #s, in [a, /I], then by Lemma 2.2 we have 
u,,(Y)=P(si,Y)+~(si,Y) 
Us,(Y) = ~(so Y) + asi, Y), i= 1,2. 
(11.15) 
(11.14) and (11.15) give 
u(Y)=r(sivY)ui+ C”s,(Y)-Rsi3Y)l v(si)+Ftsi7Y) 
u(Y)=Ffsi9Y)ui+ C”s,(Y)-~(si~Y)l u(si)+G(si7Y)7 
(11.16) 
i= 1, 2; by taking i= 1 and y = s2 in the first equation of (11.16) we get 
u,=ds2)= Gl(Sl, 32) u,+ C~,,(~2)-~h, s2)l &)+~h, s2) (11.17) 
409/133/2-8 
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and since p(sl, s2) is nonsingular for sl # s2 then [u,,(s,) - F(.Y,, s2)] is also 
nonsingular for S, # s2. (II. 17) then gives 
Consequently, the first equation of (II. 16) with i = 1 becomes 
U(Y) = C&,(Y) - &I > Y)l C%,M - h, > 41 -l cuz - phi dl 
+ P(bY)- cQ+R’(sdl 
x b,,(~*)-R.(s,,~2w1 hsz)} ~l+~h,Y). (11.18) 
On the other hand, if we take i = 2 and y = s, we get as above from the first 
equation of (11.16) 
equating the coefficients of ui, from (11.18) and (11.19), then (11.18) 
becomes 
with an argument similar to that above, the second equation of (11.16) 
yields 
o(Y)= C~,,(Y)-~(~,,Y)lC~,,(~*)-~(~(s,, ~,wc~,-~h sdl 
+ CU,,(Y)--G(s*,Y)lEu,,(s,)-~(~2,S,)1-1 Ul +@,YY). (11.21) 
To show uniqueness of the solution (u, u) given by (11.20) and (11.21) we let 
(U, I?) be a solution of (11.14) such that ti(s,) = ui and ii( u2. Then, 
clearly u(y) - U(y) = 0 for y = si, i = 1, 2. Hence, by uniqueness of the 
solution of the initial value problem we must have 
U(Y) - fi(Y) = [Us,(Y) - w, 9 Y)l(U(S,) - 3SI)L 
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since U(Q) - ii(+) = 0 and [u,, - &:(si, sz)] is nonsingular, then we must 
have [u(sl) - V(sl)] = 0; that is, u(sl) = D(s,) and therefore u(y) = i?(y) and 
U(Y) = fi(Y). 
Conversely, suppose that the solution of (11.14) exists and is unique. Let 
s1 # s2 in [a, b]; then there is a solution (u, u) of (11.14) such that u(s,) = 0 
and U(Q) - F(s~, s2) = E, but by uniqueness of the initial value problem we 
must have 
u(y)= b,,(y)-&(s,9Y)l ~h)+&(s,~Y) 
U(Y) = [Us,(Y) - WI > Y)l u(s,) + (3% > Y)* 
Hence 
and therefore, for y = s2, 
L-u&,) - &I, 41 v(s,) = E. 
To show that [u,,(s,) - F(s,, Q)] is nonsingular, we need only to show 
that u(s,)[u,,(s,) - &:(s,, sz)] = E. For this, consider the solution 
(U(y), O(y)) of (11.14) given by 
C(Y) = C%,(Y) - &I, Y)l 
x {~hh,(~*) -R ~1, sz)l -E} + &, 4 
fi(y)= C%,(Y)-WY)1 
(11.22) 
x luhh,(%) - R s1,sz)l -E} + G(s,, Y). 
Clearly, ii = 0 and ii = F(.s,, sz). 
However, the solution U,,(y) E F(s, y), V,,(y) E G(s,, y) is such that 
G,,(sl) =0 and iiS, = F(:(s,, s2). Hence, by uniqueness of the solution 
(11.14), we must have ii(y) = p(:(s,, y), V(y) = G(s,, y). 
Therefore, from (11.22) 
O=$s1)= C%,(~d-~(wl)l 
x {~(s~)CU,,(SZ)-~(:(S~,SZ)I-E)+~(S,,S~) 
= {4sdCu,,(s,) - Ft’(s, 3 sz)l - El 
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LEMMA 2.4. The solution (u, u) of (11.14) giuen hy (11.20) and (II.21 ) 
satisfies the nonhomogeneous differential system 
du 
-=au+v+f 
4 
dv - -= 
4 
cu+dv+g. 
(11.23) 
The next corollary is equivalent to a theorem given by Williams [3] 
for the homogeneous elf-adjoint differential system obtained from (11.23), 
but here we shall see that it is valid for a non-selfadjoint homogeneous 
differential system obtained from (11.23). 
LEMMA 2.5. Zf F(s, y) = G(s, y) ~0 for ail s and y in [a, 81 then the 
solution (u, v) of (11.14) given by (11.20) and (11.21) becomes 
~(Y)=~,,(Y)~,1(~2)u2+~,,(Y)~,1(~l)~l 
v(Y)=v,,(Y)~,‘(~2)~2+v,,(Y)~,‘(~l)~l~ 
where s, #s, in [a, /-I]. 
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