In this paper, we consider a large-scale convex-concave saddle point problem that arises in many machine learning problems, such as robust classification, kernel matrix learning, etc. To contend with the challenges in computing full gradients, we employ a block-coordinate primal-dual scheme in which a randomly selected primal and dual block of variables is updated at every iteration. When the number of component functions is massive, we can derive further efficiency by utilizing an increasing batch-size of gradients, leading to progressive variance reduction. An ergodic convergence rate of O(1/k) is obtained which is the first rate result for non-bilinear saddle point problem using variance reduction that matches the best known rate for primal-dual schemes that use full gradients. Using an acceleration over the setting where a single component gradient is utilized, a non-asymptotic rate of O(1/ √ k) is obtained.
Introduction
Let (X i , · Xi ) for i ∈ M {1, 2, . . . , m} and (Y j , · Yj ) for j ∈ N {1, 2, . . . , n} be finite dimensional, normed vector spaces such that X i = R mi for i ∈ M and Y j = R nj for j ∈ N . Let x = [x i ] i∈M ∈ Π i∈M X i X and y = [y j ] j∈N ∈ Π j∈N Y j Y with dimensions M i∈M m i and N j∈N n i , respectively. We study the following saddle point (SP) problem:
where f i : X i → R for all i ∈ M and h j : X → Y j for all j ∈ N are convex functions (possibly nonsmooth) with compact domains; moreover, Φ(x, y) 1 p ∈P Φ (x, y) such that Φ : X × Y → R is convex in x, concave in y and it satisfies certain differentiability assumptions for all ∈ P {1, 2, . . . , p} (see Assumption 2.1). The problem considered in (1) has m ≥ 1 blocks corresponding to the primal variable x, n ≥ 1 blocks corresponding to the dual variables y, and p 1 differentiable functions coupling both primal and dual variables. We assume that for any ∈ P, computing the full gradient ∇ x Φ (x, y) and ∇ y Φ (x, y) is expensive; however, computing partial gradients with respect to each primal or dual block is efficient, i.e., approximately require 1/m and 1/n computational effort compared to the full gradients, respectively. In effect, we assume that the problem has a coordinate-friendly structure [28] . Moreover, since p 1, an increasing or constant batch-size of the gradients of Φ will be used at each iteration to save on computational effort.
It is worth emphasizing that (SP) includes convex (un)constrained optimization as a special case, e.g., consider the following composite convex optimization problem with many constraints:
where K j ⊆ Y j is a closed convex cone for j ∈ N , ρ (x) : X → R is a convex function with coordinate-wise Lipschitz continuous gradient for ∈ P; and g j : X → Y j is a K j -convex function [5, Chapter 3.6.2] that is Lipschitz continuous with a Lipschitz continuous Jacobian, Jg j (x) ∈ R nj ×M for j ∈ N . Using Lagrangian duality and introducing y j ∈ Y j as the dual corresponding to j-th constraint, problem (2) can be cast as (1) . In particular, without loss of generality, assume p ≥ n (possibly with some ρ (·) = 0). Then Φ(x, y) = 1 p p =1 Φ (x, y) where Φ (x, y) = ρ (x) − g (x), y for ∈ P, and h j (y j ) = −σ Kj (y j ), for j ∈ N where σ Kj (·) denotes the support function of cone K j .
Related Work. Many practical problems arising in machine learning, signal processing, image processing, finance, etc., can be formulated as a special case of the SP problem in (1) . As briefly discussed above, convex optimization problems with nonlinear constraints in the form of (2) can be reformulated as a SP problem. Recently, there have been several papers proposing efficient algorithms to solve convex-concave SP problems, e.g., [7, 9, 8, 17, 19, 1, 38] . In a large-scale setting, the computation of full-gradient and/or prox operator might be prohibitively expensive; hence, presenting a strong motivation for using the partial-gradient and/or separable structure of the problem at each iteration of the algorithm. There has been a vast body of work on randomized block-coordinate descent schemes for primal optimization problems [26, 23, 36, 29] ; but, there are far fewer studies on randomization of block coordinates for algorithms designed for solving SP problems. Much of the recent work is motivated from the perspective of regularized empirical risk minimization of linear predictors, addressed via primal-dual algorithms [41, 39, 6] . This problem can be formulated as:
Clearly, this problem is a special case of (1) by setting Φ(x, y) = i∈M A i x i , y which is both bilinear and separable in x i -coordinates. Recently, Chambolle et al. [6] considered (3) , where they proposed a primal-dual algorithm with arbitrary sampling of coordinates, an extension of a previous work [7] , which guarantees that L(x k , y * ) − L(x * ,ȳ k ) converges to zero with a rate O(m/k) in a convex-concave setting, where {(x k ,ȳ k )} k is the ergodic average sequence. In [37] , a bilinear SP with a factorized data matrix is considered and a primal-dual coordinate method is proposed which updates a randomly sampled block of coordinates of the primal and dual variables at each iteration. Furthermore, some recent studies have been carried out on block-coordinate ADMM-type algorithms [40, 13] . A majority of prior work on block-coordinate algorithms for SP problems requires the coupling term Φ to be bilinear in the saddle point problem formulation (cf. [11, 12, 32] ).
Only a few of the existing methods [25, 18, 16, 17, 22, 19] can handle the more general framework discussed in this paper, i.e., Φ may not be bilinear. Palaniappan and Bach [27] applied the celebrated stochastic variance reduction technique (SVRG) to the saddle-point problem and under a strong convexity-concavity assumption and Lipschitz continuity of the gradient, a linear convergence rate is achieved. The mirror-prox scheme proposed in [2] is a related method that can solve stochastic convexconcave saddle point problems min x∈X max y∈Yφ (x, y) E[φ(x, y)] through reformulating it as a variational inequality problem. Additionally, [34, 35] considered a randomized block-coordinate and/or a stochastic structure in the general framework. In [34], a special case of (2) is considered with n = 1 and K j = Rn + for which a randomized block-coordinate primal-dual method is proposed, based on a linearized augmented Lagrangian method (BLALM), with a provable convergence rate of O(1/(1 + k m )). In subsequent work [35] , which is also closely related to our work, a primal-dual stochastic gradient method (PDSG) is proposed to solve min x {E[g 0 (x)] : g j (x) ≤ 0, j ∈ N }, where {g j } N j=0 are convex functions. Under the boundedness of g j (x) and its subgradient, using a single sampled gradient at each iterate, a convergence rate of O(1/ √ k) is proven for the convex setting. However, our method can achieve rate of O(1/k) by combining an increasing batch-sizes of sampled-gradients with acceleration, matching the deterministic rate.
Application. Now we briefly mention some applications of our problem setting. i) Robust optimization problems, where the objective function involves uncertain data and the aim lies in minimizing the worst case (maximum) value of the objective function under a given ambiguity set [3, 4] including robust classification problem [24, 30] (see section 4 for details), which leads to a saddle-point problem; ii) Distance metric learning proposed in [33] is a convex optimization problem over positive semidefinite matrices subject to nonlinear convex constraints; iii) Kernel matrix learning for transduction can be cast as an SDP or a QCQP [20, 14] ; iv) Training of ellipsoidal kernel machines [31] requires solving nonlinear SDPs. The aforementioned problems are typically large-scale and standard primal-dual schemes do not scale well with problem dimension, since their iterations may be expensive from the standpoint of memory or computation; therefore, the advantages of randomized block-coordinate schemes are evident as problem dimension increases.
Contributions. In this paper, we study large-scale structured SP problems in which the coupling function is neither bilinear nor separable. To efficiently handle large-scale SP problems, we propose a randomized block-coordinate primal-dual algorithm (RB-PDA).We analyze the proposed method when both primal and dual variables have block coordinates which subsumes using a single block for the primal and/or dual variables as a special case. Practically, primal and/or dual variables should be partitioned into blocks such that the computational effort compared to the full gradients is significantly cheaper. The contributions of this work can be summarized as follows.
(i) Non-bilinear and non-separable maps Φ(x, y). Our scheme can deal with Φ(x, y) that is neither bilinear nor separable. We show that RB-PDA can contend with finite-sums by utilizing an increasing batch-size of gradients of the components functions {Φ } p∈P in each iteration in such a way that the iterate sequence asymptotically converges to a saddle point (x * , y * ) with a non-asymptotic
An obvious implication of this rate is an iteration complexity (in prox. steps) of O(1/ ) to obtain an -solution, a significant benefit in terms of run-time. Notably, the batch-size sequences are also block-specific random variables, adapted to block selection. Instead of an increasing batch-size, when a single sampled gradient is utilized at each iteration, then a non-asymptotic O(1/ √ k) rate can be derived. (ii) Block-specific steplengths. The block-specific primal and dual steplengths are reliant on blockspecific Lipschitzian parameters, allowing for larger steps, compared to centralized steplengths reliant on global Lipschitzian parameters. and leading to significantly better empirical behavior. (iii) Block-specific sampling. By leveraging a novel block-specific sampling rule reliant on the number of times a block is activated, we provide bounds on expected oracle complexity. This avenue facilitates distributed implementations and is characterized by significant benefits in our numerical study when compared to deterministic batch-size rule that is reliant on a global iteration clock.
In the next section, we develop the proposed method and state its convergence properties. In Section 3 we describe the proof technique while the technical details are provided in the appendix. Finally, in Section 4, we provide some numerical results that show that RB-PDA works well in practice.
* , and is equal to 0 otherwise. Let S n ++ (S n + ) be the set of n × n symmetric positive (semi-) definite matrices, and I n denotes the n × n identity matrix. Given a normed vector space (X , · X ), X * denotes the dual space with a dual norm · X * such that r X * max x∈X { r, x : x X ≤ 1}. E[·] denotes the expectation operation and the i-th column of matrix Q is denoted by Q(:, i).
Before describing the proposed method, we define Bregman distance functions for each X i and Y j which can be considered as generalization of the Euclidean distance. Definition 1. For i ∈ M and j ∈ N , let ϕ Xi : X i → R and ϕ Yj : Y j → R be differentiable functions on open sets containing dom f i and dom h j , respectively. Suppose ϕ Xi and ϕ Yj have closed domains and are 1-strongly convex w.r.t. · Xi and · Yj , respectively. Let D Xi : X i × X i → R + and D Yj : Y j × Y j → R + be Bregman distance functions corresponding to ϕ Xi and ϕ Yj for i ∈ M and j ∈ N , i.e., D Xi (x,x) ϕ Xi (x) − ϕ Xi (x) − ∇ϕ Xi (x), x −x for all x ∈ X i and x ∈ dom ϕ Xi ; D Yj is defined similarly.
Proposed Method
We propose a Randomized Block coordinate Primal-Dual Algorithm (RB-PDA), displayed in Algorithm 1, to solve the SP problem in (1) . At each RB-PDA iteration k ∈ Z + , we randomly select a single dual and a single primal block coordinates, j k ∈ N and i k ∈ M; next, we generate ∇ yj k Φ(x, y) and estimate the partial gradient ∇ xi k Φ(x, y) through partial gradients of randomly
10: end for specific random variable depending on the (random) number of times the primal block i k ∈ M has been selected, namely
This is distinct from a centrally mandated and deterministic batch-size (possibly dependent on k), which generally leads to higher oracle complexities. Next, we state the main result of this paper and subsequently discuss the assumptions under which our results hold. Main Result 1. (Increasing batch-size) Suppose (1) satisfies certain differentiability assumptions, i.e., Assumptions 2.1 and 2.2. There exist constant primal-dual step sizes, {τ i } i∈M and {σ j } j∈N , such that {x k , y k } k≥0 generated by RB-PDA, stated in Algorithm 1, with τ
for any > 0 and for all k ≥ 0, satisfies
for any initialization (x 0 , y 0 ) ∈ X × Y and for any saddle point (
The details of Main Result 1 is provided in Theorem 3.1.
Main Result 2.
(Constant batch-size) Suppose (1) satisfies certain differentiability assumptions, i.e., Assumptions 2.1 and 2.2. Given ∈ (0, 1 2 ), there exist primal-dual step sizes for k ≥ 0, {τ
for any (x 0 , y 0 ) ∈ X × Y and for any saddle point (
The details of Main Result 2 are provided in Theorem 3.2 and Remark 3.2. Next, we state the assumptions on the SP problem in (1) required for the two main results stated above.
Assumption 2.1. Suppose f i for i ∈ M and h j for j ∈ N are closed convex with compact domains. (i) For any fixed y ∈ Y, Φ(x, y) is convex and differentiable in x; and for all i ∈ M and j ∈ N , there exist L xixi ≥ 0 and L xyj > 0 such that for any x ∈ X , v ∈ X i , u ∈ Y j ,
(ii) for any fixed x ∈ X , Φ(x, y) is concave and differentiable in y; and for all i ∈ M and j ∈ N , there exist L yj yj ≥ 0 and
can be computed efficiently for anȳ x i ∈ dom f i , r ∈ X i , and t > 0. Similarly, j ∈ N , argmin yj ∈Yj {th j (y j ) + s, y j + D Yj (y j ,ȳ j )} is also efficient to compute for anyȳ j ∈ dom h j , s j ∈ Y * j and t > 0. We impose the next assumption only when the number of coordinates in dual variable is greater than one. In fact, when n > 1, some sort of coordination among the blocks is required as the stepsize associated with primal (dual) block variable may depend on its interaction with the dual (primal) variable since the primal-dual variables are coupled via function Φ. Assumption 2.2. For n > 1, we assume that for any i ∈ M and j ∈ N , there exist constants C xi ≥ 0 and C yj ≥ 0 such that, for any x ∈ X , y ∈ Y, v ∈ X i , and u ∈ Y j ,
It is worth emphasizing that when Φ is separable in
Next, we clarify the notation and provide assumptions on the random sampling of the gradients
denote the conditional expectation with respect to the σ-algebra F k−1 generated by {x
j=1 is the vector of indices randomly selected from P without replacement and with uniform probabilities, i.e., indices associated with v
According to line 7 of RB-PDA, at the k-th iteration, instead of using the exact partial gradient
for the random block i k ∈ M. Therefore, we define two types of gradient error:
We analyze the convergence of RB-PDA under the following assumption on the gradient errors
Assumption 2.3. There exists a stochastic first order oracle that can generate
Assumption 2.3 holds when the primal-dual domain of L is bounded. Remark 2.1. In Assumption 2.3, the upper bound on the conditional second moment of the error in the sampled gradient is based on sampling with replacement. One may instead consider sampling without replacement, leading to max
for all i ∈ M. In the analysis of the paper, we consider the bound provided in Assumption 2.3; however, the results continue to hold for sampling without replacement which is a tighter bound.
Convergence Analysis
To avoid notational burden, we provide our results for the Bregman functions generated by the Euclidean norm · , i.e., ϕ Xi (·) = 1 2 · 2 and ϕ Yj (·) = 1 2 · 2 for i ∈ M and j ∈ N , although the method RB-PDA is stated using general Bregman distance functions as given in Definition 2.
Next, some diagonal matrices are defined based on Assumptions 2.1 and 2.2 to simplify the notation:
Definition 4. For k ≥ 0, given some positive potential 2 primal and dual step sizes, i.e., {τ
M be block diagonal matrices defined as follows:
where
, and λ j∈N λ j for some free positive parameters {γ i } i∈M and {λ j } j∈N .
We introduce some further notation and state our assumptions on the stepsize rule which are helpful to state and prove the results.
are defined in Definition 4.
Increasing batch-sizes, rate O(1/K)
In this section, we study how to choose the batch-size of sampled gradients in line 7 of Algorithm 1. In particular, we show that increasing the batch-size and using constant step-sizes, the optimal ergodic convergence rate of O(1/K) can be obtained. To this end, we drop the superscript k of the parameters of algorithm to indicate constant parameters, i.e., we set T k = T, S k = S, θ k = θ, and t k = t for any k ≥ 0. Theorem 3.1. Let {x k , y k } k≥0 be the sequence generated by RB-PDA, stated in Algorithm 1 initializing from arbitrary vectors x 0 ∈ X and y 0 ∈ Y. Suppose Assumptions 2.1, 2.2, 2.3 and 3.1 hold and let t = θ = 1, v
1+ } , and for all i ∈ M and j ∈ N ,
Then for any z = (x, y) ∈Z, the ergodic average iteratesx
αi , for any > 0, α i > 0, i ∈ M, and for some P > 0. Remark 3.1. To achieve ε-accuracy, i.e., E[L(
is random variable with a finite support {τ
We now consider the case where a single sampled gradient ∇ x Φ k (x, y) is used at each iteration k. This setting arises in different problems, such as online optimization where the problem information becomes available over time. We show that the ergodic convergence rate of O(1/K 0.5− ) can be achieved. In order to control the error of using one sample at each iteration (reducing the variance of gradient error), the primal step-size is chosen to be diminishing while the dual step-size remains constant. Next, the rate statement with specific step-size rules are proposed. Theorem 3.2. Let {x k , y k } k≥0 be the sequence generated by RB-PDA, initialized from arbitrary vectors x 0 ∈ X and y 0 ∈ Y. Suppose Assumptions 2.1, 2.2, 2.3 and 3.1 hold. For any ∈ (0,
for all i ∈ M and j ∈ N , where
. Then for all K ≥ 1 and z = (x, y) ∈Z,
where ∆ 0 2 (z)
, andτ i = 0.5 mL xixi +2m(n−1)(C xi +γ 
where τ i and σ j are defined in (12) and (13), leads to
where C 0 is defined in (15) and C 3 = 4n 2 δ 2 i∈M τ i . Remark 3.3. The single sample approach can be easily extended to a mini-batch scheme by setting v k i k = v, for some v ∈ (0, p) which employs 1/v fraction of C 2 and C 3 in bounds (18) and (19) respectively. Moreover, the oracle complexity of the methods to achieve ε-accuracy are 
Numerical Experiments
In this section, we illustrate the benefits of the proposed method. The experiments are performed on Matlab running on a 64-bit Windows 10 Pro with Intel i7-8650U @1.9GHz with 16GB RAM. The optimal solutions of the following examples are obtained using MOSEK through CVX [15] . 
where L i is a loss function for i ∈ P and S, a p-dimensional simplex, denotes the uncertainty set. Similar to [24], we consider the logistic loss L (x) = log(1+exp(−b a x)), for ∈ P, and R = 10 over a simplex uncertainty set.
Experiment 1.
Our aim is to show the benefits of double blocking (dividing both primal and dual variables into block coordinates) and block-specific sampling, i.e., v
is increasing, v k i = p with high probability for sufficiently large k, i.e., our method starts computing the full partial gradient ∇ xi k Φ. That said, below we also empirically demonstrate that for the example considered in this paper using increasing batch-size is more efficient than using full gradient from the start, i.e., v
, we generated a true classifier x * ∈ R M , a random matrix A = [a 1 , . . . , a N ] ∈ R N ×M with entries from standard normal distribution, and set b = sign(Ax * ). With 10% probability the labels switch signs. We set N = p = 10 3 and M = 10 4 and consider partitioning dual into n = N blocks, i.e., n j = 1 for all j = 1, . . . , N .
Effect of number of blocks. In Fig.1(a) , (blue line) RB-PDA with m = 100 primal blocks has a better performance compared to (black line) RB-PDA with single primal block, i.e., m = 1 -both methods use block-specific sampling, i.e., v
The main reason is that for the problem in (20) partitioning both variables into blocks reduces per iteration complexity of the algorithm and allows more iterations to be performed.
Effect of block-specific sampling. We now examine the impact of block-specific sampling rule on the performance of RB-PDA. We ran RB-PDA in four different settings: (blue line) uses m = 100 and v Fig. 1(a) ) since the oracle complexity requirements are more modest and in effect, more steps can be taken before the sampling budget is consumed. Additionally, (pink line) in Fig.1(a) denotes RB-PDA with m = 100 and using full gradient ∇ x Φ, i.e. v k i k = p for all k ≥ 0. We observe that gradually increasing the sample-size achieve better accuracy than using full gradient, because it saves computational time.
Comparison with other method. RB-PDA outperforms PDSG [35] and the possible reasons are the computational efficiency arising from the use of multiple blocks, increasing block-specific batch-size of sampled gradients (reduces variance in noise), and larger block-specific step-sizes (see Fig. 1(b) ). [21] (N = 8124 samples and M = 20 features). We partitioned dual variable P into n = N blocks and we used a single block of primal variable, i.e., m = 1. We ran RB-PDA both with block-specific sampling, i.e., v Fig.1(c) shows that increasing sample size leads to a better accuracy. Moreover, in Fig. 1(c) , we also observe that RB-PDA achieves a better accuracy compared to PSGD as well -this can be due to the fact that PSGD does not use block-specific step-sizes and has potentially lower convergence rate.
Conclusion
In this paper, we studied a randomized block coordinate primal-dual algorithm to solve large-scale saddle point problems. The method can contend with non-bilinear non-separable maps Φ(x, y) possibly characterized by a finite sum as well as multiple primal and/or dual blocks, at each iteration, a pair of primal and dual blocks is randomly selected and updated while primal updates rely on a block-specific increasing (or constant) batch-size of component functions. Under this setup, an ergodic convergence rate of 6 Appendix Lemma 6.1. Let X be a finite dimensional normed vector space with norm . X , f : X → R∪{+∞} be a closed convex function with convexity modulus µ ≥ 0 w.r.t. . X , and D : X × X → R + be a Bregman distance function corresponding to a strictly convex function φ : X → R that is differentiable on an open set containing dom f . Givenx ∈ dom f and t > 0, let
Then for all x ∈ X , the following inequality holds:
Lemma 6.2. Let G f , G h , and G Φ be defined as in Definition 6, and θ ≥ 1. Then for anyz = (x,ȳ) ∈ Z and z = (x, y) ∈Z we have the following inequalities,
Proof. Note that for any z ∈Z, we know that
Hence, using the simple fact that for any a ≥ 0 and θ ≥ 1, a ≤ θa, (23) and (24) can be proved. Finally, from concavity of Φ(x, ·) we have that
Lemma 6.3. (One-step analysis) Let {x k , y k } k≥0 be the sequence generated by RB-PDA, stated in Algorithm 1 initialized from arbitrary vectors x 0 ∈ X and y 0 ∈ Y. Suppose Assumptions 2.1 and 2.2 hold and {M
is defined in Definition 4. Then for any z = (x, y) ∈Z, the following inequality holds for any k ≥ 0,
Proof. Let {x k } k≥1 ⊆ X and {ỹ k } k≥1 ⊆ Y be auxiliary sequences defined such that for k ≥ 0,
For k ≥ 0, when Lemma 6.1 is applied to theỹ j -subproblem in (27) and thex i -subproblem in (28), we obtain two inequalities that hold for any y j ∈ Y j and x i ∈ X i :
fi(x
We define two auxiliary sequences containing the norm squared terms in (29) and (30) as
Xi
. From coordinate-wise Lipschitz continuity of ∇ y Φ(x, y), we obtain that
Similarly, using the coordinate-wise Lipschitz continuity of ∇ x Φ(x, y) we get,
Summing (29) over j ∈ N , and multiplying by
. Now Using (31) and the fact that s
where in the last inequality, we invoke the concavity of Φ(x, ·) for any x ∈ X . Similarly, combining (30) with (32), summing over i ∈ M, taking conditional expectation E k [·], and multiplying by 1 m leads to
where in the last inequality, we utilize the convexity of Φ(·, y) for any y ∈ Y. Note that from the definition of conditional expectation we have that h(ỹ
Since at iteration k, one block of x k+1 and y k+1 are updated uniformly at random with probability 1 m , for any x ∈ X and y ∈ Y, we have that
By using the tower law of conditional expectation and (36), we obtain the following inequality
By taking conditional expectation in (36),utilizing (35) and adding nh(y) to both sides of (37), the following inequality can be derived,
Similarly, by adding mf (x) to both sides of (34) and invoking (36), (37), we obtain
Now, by summing the results in (38) and (39), adding E k [Φ(x k+1 , y)] to both sides, and rearranging the terms leads to
where in the last inequality, the concavity of Φ(x k , y k+1 ) in y-variable, the convexity of Φ(x k , y k+1 ) in x-variable, and the definition of G 
Recall that q
, for all k ≥ 0. Now we rearrange the inner products containing ∇ y Φ on the right hand side of (40) as follows,
where the first equality is obtained using the fact thatỹ
Using a similar idea, we can rearrange the inner products involving ∇ x Φ on the right hand side of (40) as follows,
where the first equality is obtained using the fact thatx k+1 = mE k [x k+1 ] − (m − 1)x k and the last equality is derived by adding and subtracting the term (n − 1)
and using definition of q k x . Therefore, substituting the results derived from (42) and (43) back in (41) and using definition of L we get the following bound,
.
Now, we will provide a bound for (a), (b), and (c) using the fact that for any y, y ∈ Y andΓ ∈ S N ++ , | y, y | ≤ 
In Lemma 6.3, we derived a one-step bound on the Lagrangian metric, separating the error of using gradient sampling. In the next lemma we will further bound the error using Assumption 2.3 in terms of number of samples required. Lemma 6.4. Let {w k } k be the error sequence of utilizing sampled gradients of ∇ x Φ in line 7 of Algorithm 1. Suppose Assumption 2.3 holds and v
is the expectation with respect to {x 0 , i 0 , . . . , i k−1 } ∪ { 0 , . . . , k−1 }. First by using Assumption 2.3 we have that
; hence, using the fact that e −1 = 0 we get
Note that I k i k is adapted to F k−1 , and we get P(I
then from the definition of e k , we get
1+ ≤ p and for any i ∈ M, there exists
where in the last inequality, we used the fact that inverse moments of a binomial random variable X with parametersn = k + 1 andp = 1 m are such that for all α ∈ R ++ , we have
−α ) (see [10] ). Hence, the result immediately follows by (53) and (52).
Proof of Theorem 3.1
We start by bounding the inner product term A −1 can be bounded above using Lemma 6.4. Hence, we sum the inequality (26) over k = 0 to K − 1 by setting θ k = 1, use Jensen's inequality, and take unconditional expectation to obtain,
+m(E[G 
where in the last inequality we used the fact that (x −1 , y −1 ) = (x 0 , y 0 ). Note that from concavity of Φ(x, ·) for any x, we have m(G 
Then one can bound the two inner product terms involving q 
where c = max{n − 1, m}. The last term in (56) contains K k=1 k −(1+ ) which can be estimated from above using integral as follows,
Note that step-size rules (12) and (13) clearly satisfy Assumption 3.1 and dropping the nonpositive terms in (56) together with (57) leads to the result (14).
Proof of Theorem 3.2
In this case, since a single gradient sample can be used at each iteration we need to decrease the step-sizes to ensure that the gradient error accumulation diminishes. Hence, using a similar discussion as in Section 6.1 we have that
A k . Note that w k is the error of using single sample gradients, i.e., v k i k = 1. Hence, simply one can observe
. Also, with a simple algebra one can conclude that 1 + 4(n − 1)
++ . Starting with (26), multiplying both sides by t k+1 , summing over k = 0 to K − 1, and using Jensen's inequality we obtain the following, for any K ≥ 1 and z = (x, y) ∈Z,
By using the fact that (x −1 , y −1 ) = (x 0 , y 0 ) and replacing the bound on w k , we get
