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A weighted lattice path from (1, 1) to (n, m) is a path consisting of unit 
vertical, horizontal, and diagonal steps of weight w. Let f(O), f(l), f(2), ... 
be a nondecreasing sequence of positive integers; the path connecting the points 
of the set {(n, m) 1 f(n - 1) < m < f(n), n = 1,2, *a.} will be called the roof 
determined by f. We determine the number of weighted lattice paths from 
(1, 1) to (n + l,f(n)) which do not cross the roof determined by f. We also 
determine the polynomials that must be placed in each cell below the roof such 
that if a 1 is placed in each cell whose lower left-hand corner is a point of the 
roof, every k x k square subarray comprised of adjacent rows and columns 
and containing at least one 1 will have determinant x 2 * (“1 
1. INTRODUCTION 
By a weighted lattice path from (1, 1) to (n, m) we mean a path which 
consists of unit horizontal, unit vertical, and diagonal steps of weight w. 
For w  = 0, this reduces to the familiar problem of minimal lattice paths 
(cf. [I] or [7]). For w  = 1, it becomes lattice paths with unit diagonal 
steps permitted, a problem apparently first considered by Moser and 
Zayachkowski [lo] and since then by a number of other authors 
L4, 8, 111. 
It is possible to restrict these lattice paths to fall within certain 
boundaries. For example, the number of minimal lattice paths which 
remain below the line y = ax + b with a and b positive integers has been 
obtained by Lyness [6], Mohanty and Narayana [9], and Carlitz, Roselle, 
and Scoville [2]. This problem has also been solved for the weighted 
case [4]. 
A general boundary can be described by allowing 1 = f(0) < f(1) < 0-n 
to be a non-decreasing sequence of positive integers and allowing the 
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roof determined by f to consist of the unit horizontal and unit vertical 
lines which connect points of the set 
How many weighted lattice paths from (1, 1) to (n, m) stay under or on 
the roof determined by f? 
For example, iff(1) = f(2) = 2, f(3) = 4, and f(4) = f(5) = 5, then, 
with w  = x - 1, the entry in each cell of the array 
4x2+5x+1 6x3+16x2+9x+1 
2x+1 4x2+5x+1 2X3+11x2+8x+1 
-- 
1 x+1 2x+1 3x + 1 4x + 1 
-~ 
1 1 1 1 1 
indicates the number of paths to the lower left-hand corner of that cell. 
In this paper we give a solution for the number of weighted lattice 
paths from (1, 1) to (n + 1, f(n)) which may touch but not rise above the 
roof determined byf. This generalizes the solutions given by Kreweras [5] 
and Carlitz, Roselle and Scoville [2] for the unweighted case. 
Suppose that the sequence f and the roof determined by f are as above, 
and place a 1 in each cell whose lower left-hand corner is a point of the 
roof. Can we assign polynomials to the cells under the roof in such a way 
that every square subarray comprised of adjacent rows and columns and 
containing at least one 1 will have determinant x(k)? If so, what are these 
numbers ? This problem, with x = 1, was posed by Elwyn Berlekamp at 
the 1968 Combinatorics Conference at the University of Waterloo, and 
a solution for this case is given in [2]. 
Continuing the example above, we get the array 
1 1 
1 1 x+1 
(1-l) 1 x+1 x2 + 3x + 1 
1 1 1 2x + 1 
-- 
I I 
i 3x2 + 5x + 1 
1 x+1 2x+1 4~2+5x+l 6x3+16x2+9x+1 
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Notice that, for instance, 
1 x+1 x2 + 3.x + 1 
1 2x + 1 3x2 + 5x + 1 = x3. 
2x+1 4x2+5x+1 6x3+16x2+9x+1 
This example illustrates our Theorem 1, namely, the polynomial defined 
by the generalized Berlekamp problem which appears at the bottom of 
the n-th column is the number of weighted lattice paths of weight x - 1 
from (1, I) to the top of that column. 
2. SOLUTION OF THE GENERALIZED BERLEKAMP PROBLEM 
f Letf = (f(l),f(2),...) be a non-decreasing sequence of positive integers, 
and define, following [2], the associated sequence (S,, , S, ,...) by putting 
S, = 0 and taking & as the number of indices j for whichf(j) = i. Next, 
we write a, = S, + S, + **. + S, (R = 0, l,...) and define the function 
fR according to 
cw fR(n) = f(n + oR) - R (R = 0, l,...). 
Note thatf,(n) = f(n). Select k so that 1 < k G&(n), and let r&z, k) 
denote the number of weighted lattice paths from (1, 1) to (n, k) in which 
diagonal moves are assigned the weight x - 1 and the path across the 
j-th column may touch, but not cross, the horizontal line y = f,(j). It 
will be convenient to write T,(n) = T’(n,f,(n)). 
For instance, iff = (2,2,4, 5,5), then T&z, k) is given by the example 
of Section 1. 
It is not difficult to verify that T&z, k) satisfies each of the following 
relations. 
(2.2) T&z, k) = T&z - 1, k) + (x - 1) T&r - 1, k - 1) + T&Z, k - 1) 
(1 < k <fR(n - I)), 
(2.3) mn, 4 = zdn,fdfl - 1)) (fR(a - 1) d k <fR(fi)), 
(2.4) T&h k) = (k -fR(n - 2)) xTrt(n - LfR(n - 2)) 
+ T&f,@ - 2)) (fdn - 2) < k <fR(n - I)), 
(2.5) xk-l = z (-1)i (” j ‘) T’(n + k - 1 -j, k) 
The last of these follows from (2.2). 
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The roof determined by the non-decreasing sequence f = (f(l),f(2),...) 
consists of the cells which have one of the lattice points 
{(l,Y)l 1 ev ~<f(l>>uNx~Y)If(x- 1) GY ef(x>> 
in their lower left-hand corner. The Berlekamp array determined by f is 
obtained by placing a 1 in each cell of the roof and then defining the entries 
under the roof according to the convention that, if A is a k x k subarray 
consisting of adjacent rows and columns of cells and containing at least 
one cell of the roof, then det A = x(i). 
For instance, iff = (2,2,4, 5, 5), then the Berlekamp array is given by 
(1.1). Incidentally, this example illustrates our first theorem. Namely, 
the entries in (1.1) can be written as 
T,(l) ~4c4 
T,(l) T,(2) T,(3) 
T,(l) T,(2) T,(3) 
T,(l) T,(2) T,(3) T,(4) T,(5) 
To(l) T,(2) T,(3) T,(4) T,(5) 
We are now able to state, analogous to Theorem 2 of [2]: 
THEOREM 1. The entries in the n-th column of the Berlekamp array 
determined by f are, from the bottom, 
To(n), T& - %I, T&z - S, - S,),... . 
ProojI Let A = (ars) be the k x k array whose determinant we must 
evaluate. We can assume that A reaches the bottom row and that the 
theorem is true for all matrices smaller than A. By definition we have 
4, = T&n + s - 1 - ukJ, 
and we are assuming that alI = 
det A = x(l). 
T,-,(n - a,-,) = 1. We shall show that 
First notice that the condition T,-,(n - olcP1) = 1, together with the 
combinatorial meaning of T,(n), implies that fk& - ukwl - 1) = 1, or, 
what is the same thing,fj(n - 1 - a,) = k - j forj = 0, l,..., k - 1. It 
follows from (2.3) that we can write the first column of A in the form 
(2.6) a 7.1 = Tdn - *k--r , r> (1 < r < k). 
We next claim that, if k 3 2 and 1 < j < k - 1, there are matrices 
M 1 Y--*9 Mj such that det Mi = 1 for 1 < i < j and 
(2.7) AM, ..* Mj = (as), 
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where 
i 
ars (s < k -3, 
(2.8) a!: = T&z+s-1 -a,-,,f~-r(n+k-2-j--a, ,.)) 
(s > k -j). 
In particular, it follows from (2.7) and (2.8) that we have 
(2.9) a?-l) = Tk.+(n + s - 1 - uk+ , r). 
Notice that it will follow from (2.7) and (2.9) that 
det A = det AM, ..* &I,-, 
= det(T&,(n + S - 1 - u&r , r)) 
the last equality being an easy consequence of (2.5). 
The proof of (2.8) is by induction on j. Ifj = 1, we write 
Ml = I- (f(n + k - 2) - f(n + k - 3)) x(&c-,,,c), 
where I denotes the k x k identity matrix and 6,, is the Kronecker delta. 
It is easy to verify that the first k - 1 columns of AM, are identical to 
those of A and, using (2.4), we verify that the k-th column consists of 
the terms 
ark - (.f(n + k - 2) -.f(n + k - 3)) x&,k-1 
= ark - (fk--Tb + k - 2 - (Jk--7) -J;c-,(n + k - 3 - %--r)) Xa,,rc-, 
= ?‘,&z + k - 1 - ok--+ ,f(n + k - 3 - u,-4, 
as desired. 
Now suppose (2.8) holds and put B = AM, .a* Mi . If 
f(n+k-2-j)=f(n+k-3---j), 
then, for s > k - j, we have 
a!: = Tk-,(n + S - 1 - (T&r ,f&.(n + k - 2 - j - u&r)) 
= T,-,(?I + S - 1 - (Sk-,. , fk-,.(n + k - 3 - j - Ok-T)). 
Hence we put Mj+l = I. On the other hand, if 
f(n + k - 2 -j) -f(n + k - 3 -j) = d 3 1, 
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then we define 
Kl = I -  x(6,- l - , . , - j )  -  @k-i.k-j+3 -  - * *  -  &-l.k), 
Kt = I - (x - I)&-j-s+t.k-i-~+t)) (2 < t d j + I), 
and put 
Since 
Mj+1 = (K,K, *.. K,+,)d. 
6) 
a,,+j = X&b-j-l 
+ T,& + k - 1 - j - u&-r ,fk-T(n + k - 2 - j - ok--r) - 1) 
and 
a(j) r,s = az’s-l 
+ (X - l)T,-,(n + S - 2 - (Tk-,. ,fkvr(n + k - 2 -j - ok-,.) - 1) 
+ T,-,.(?I + S - 1 - ok-,. ,&-&I + k - 2 - j - ‘JB-T) - 1) 
for s > k - j, it is easy to verify that the entries of the last j + I columns 
of BK, *mm Kj+l are of the form 
T&Z + S - 1 - (T&-r ,fk-&Z + k - 2 - j - u&r) - 1). 
In the same way, d - 1 additional right multiplications will show that the 
entries of the last j + 1 columns are of the form 
Tk-,.(n $- S - 1 - uk--r ,fk-&t + k - 2 - j - u&.) - d) 
= T,-,.(n + S - 1 - (T&-T ,f&.(lZ + k - 3 - j - a&)-)). 
This evidently completes the proof of (2.8) and, therefore, of Theorem 1. 
3. A DETERMINANT EVALUATION OF THE NUMBER OF LATTICE PATHS 
Let T(n + 1) = I”Cf(l),...,f(n)) denote the number of weighted lattice 
paths from (1, 1) to (n + 1, f(n)) which remain under the roof determined 
by f: Classifying these paths according to their path across the first 
column, we verify at once that 
(3.1) 
f(l) 
R.f(l>,...,fW = Kf(%..J(4) + x C W(2) + 1 -.L-,fW + 1 -A 
j=2 
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or, what is the same thing, 
= wm...,f(~)) + (x - 1) WC3 - l,...,f(n> - 11, 
(3.2) + W(l) - 1,...,f(4 - 1) 
We are now able to state: 
THEOREM 2. The number, T(n + l), of weighted lattice paths from (1 ,I) 
to (n + 1, f(n)) which remain under the roof determined by f is given by 
T(n + 1) = det B, where B = (bii) is the n x n matrix given by bij = 0 
(j 3 i + 2), bi.i+l = 1, bii = (f(i) - 1) x + 1 and 
(3.3) bij = ii: (-l)i-'-1-k (i -'k- ')(ftp2k) Xk+2 (j < 0, 
or equivalently, 
(3.4) 
bij = iF’ (f ‘,j)) (i ; {, ‘) x8(x _ l)i+l-j-“. 
s=2 
Proof. The equivalence of (3.3) and (3.4) is not difficult to establish. 
We will prove by induction on n that B is of the form given by (3.3). The 
case n = 1 is immediate, and if f(t) = 1, then T(l, f(2),..., f(n)) = 
T(f(2),..., f(n)) and it is easy to verify that the result follows in this case. 
Hence we assume the result for all values less than f (1) > 1. Using the 
inductive hypothesis, we verify that 
(X - 1) T(f(2) - l,..., f(n) - 1) + T(f (1) - L.,f(n) - 1) = det C, 
where C = (cij) is then x n matrix given by cii = O(j >, i + 2), ~i,i+~ = 1, 
c 11 = (f(1) - 1) x, cii = (f(i) - 2) x + 1 (i 3 2), and 
cii = i;$;l (-1)+1-k ( 
i-j-l 
k ) ( 
f(j)-1 +k 
k+2 1 
Xk+2 (j < i). 
We claim that C is row equivalent to the matrix D = (dii) defined by 
d,, = cIi and dii = bij (i > 2). To see this, let E,, be the n x n matrix 
defined by E,, = (I&) with S,, the Kronecker delta and note that 
n-2 
D = C (I + xE,-,,,-,-1 - xE,,-,,,-T-2 + *** + (--lY’-‘xEn-v.3 C’. 
r-0 
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This last equation follows from the observation that, using (3.3), we have 
forj > 1 
i-l 
= cij + (-I)“-‘-‘(f(j) - 1) x2 + 1 (-l)i-1-7b,j 
7=&l 
= cij + (-l)i-+‘(f(j) - 1) x2 
+ ‘z2 (-l)i-j-k-2 (“!$;2k) Xk+3 i$;2 (f) 
k=O 
= (++ (.f1”, x2 + izy (-l)i-j-l-k (i - jk- ‘)I (f(j)k++k2- l) 
+ ( f(i)k++kl- ‘) 1 Xk+2 
The proof forj = 1 is similar. It now follows from (3.2) and the inductive 
hypothesis that 
W(l),...,f(~)) = Rf@,...,f(n)) + det D 
= det B. 
This evidently completes the proof of Theorem 2. 
Notice that, in the case in which diagonal steps are not permitted, that 
is, the case x = 1, Theorem 2 yields 
T(n + 1) = det 
( 
f(j) 
1 i+l-j’ 
in agreement with [2] and [S]. 
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