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Abst rac t - -The  main objective of this paper is to propose a generalized form of the performability 
measure, which has been initially defined for the purpose of studying the performance and reliability 
analysis of fault tolerant systems. This generalized form takes into account more detailed rewards 
and can be used in general for maintenance cost analysis as well as in the modeling of the websitc 
users behavior. We give different formulations by means of a homogeneous Markov chain and a cyclic 
nonhomogeneous Markov chain and their asymptotic expression. (~ 2006 Elsevier Ltd. All rights 
reserved. 
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1. INTRODUCTION 
Lately, a new class of models called stochastic reward models or performabi l i ty  models is in- 
creasingly used in the dependabi l i ty  assessment of highly available systems. These models have 
init ial ly been introduced by Meyer [1,2] and Beaudry  [3], and widely used since then [4-15 I. 
They  consider composite rel iabil ity and performance measures in order to have a more detai led 
and more accurate evaluat ion of a system operat ional  performance. Indeed, for fault - tolerant 
systems, it is necessary to evaluate the performance under degraded states where the system may 
somehow be available but  nevertheless not fully operat ional .  In the same way, it can be applied 
to other highly available systems such as computer  networks [16,17] and electrical systems [18]. 
In this kind of system, users or customers play the most signif icant part,  and their satisfaction 
has to be taken into account. Therefore classical avai labi l i ty est imat ions are obsolete since the 
availabil ity has to be evaluated in conjunct ion with the users' needs. A failure dur ing peak hours, 
where a system is in full charge, has a much more important  impact  on the  users, in comparison 
with a failure occurr ing when the system is not used extensively. Thus for a same availability, 
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the performabil i ty (performance and reliability) highlights its interest due to its abil ity to dif- 
ferentiate the evaluation of such events. Furthermore, the progressive advances achieved by the 
performabil ity modeling can be clearly observed. Recently, new areas of appl ication have been 
identified: website users' behaviour modeling [19] and the quality of Internet services, which 
seems to be very promising [20,21]. In order to have a complete tool for evaluating the perfor- 
mance of different systems from electrical systems to Internet services, a generalization of this 
performabil ity indicator is proposed. The classical performabil ity or cumulative reward evaluates 
events such as the total  cumulative t ime spent in a state [6]. Impulse rewards have been defined 
in order to take also into account transit ions from one state to another [15]. In a wide area 
network reliabil ity evaluation, for instance, this allows the reward from one operational state to a 
failure state, yielding consequently the information flow interruption indicator, which, in simple 
words, rewards the frequency of a certain type of failure. The proposed generalization of the 
performabil ity indicator will evaluate much more detailed events, such as the transit ion from one 
state to another, at a given time and for a given duration which allows the access to much more 
detailed information. Two models will be used to i l lustrate the interest: a homogeneous Markov 
chain and a cyclic nonhomogeneous Markov chain. 
2. NOTAT ION 
E,D:  
g: 
Ci,k,s : 
i . Ak,s. 
P, Pn: 
p(~,j), 
Po ,d  
Pk l ,k2  
Or: 
7r, 7rr: 
1: 
T: 
Set of integer numbers, respectively, real numbers. 
State space of the stochastic process, respectively, dimension of the state space E. 
dim E = D. 
Vectorial reward function from E T ~ R +. 
Reward depending on the state i of the system, on the time k of entrance in that state 
and on the duration s of the sojourn in that state. 
Event of entering in a state i, at t ime k, and spending s units of t ime in that state. 
Transition probabil i ty matr ix for the homogeneous Markov chain X, respectively, transi- 
tion probabi l i ty matr ix at t ime n for the nonhomogeneous Markov chain X. 
pn(i , j ) :  Transition probabil i ty from state i to state j for the homogeneous Markov 
chain X, respectively, transit ion probabil i ty from state i to state j at t ime n for the 
nonhomogeneous Markov chain X. 
d- I  = l-[k=0 Pk: Constant ransit ion probabil i ty matrix for the embedded homogeneous Mark- 
ov chain Y, from the cyclic nonhomogeneous Markov chain X, defined as Yn = X,~d with d 
the cycle length. 
l--i-k2-1 = t lk=kl  Pk: Transition probabi l i ty matrix from time kl  to t ime k2. 
Initial probabi l i ty distr ibution for the chain X. 
Stat ionary probabil i ty distribution for the homogeneous Markov chain X, respectively, sta- 
t ionary probabil i ty distr ibution at t ime r for the cyclic nonhomogeneous Markov chain X. 
D-dimensional unit vector 
Length of the interval of time, the performabil ity measure is defined on. T = T2 - T1. 
3. DEF IN IT IONS 
AND PREVIOUS WORK 
The performabil i ty measure is defined as a measure combining reliabil ity measures but also 
performance measures. This concept has been mainly applied to fault tolerant systems. Let (Xt, 
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t C N +) with state space E, be a process defined on a probabil i ty space (~, F ,  P), describing the 
evolution of the system. A reward function, g : E --* R, is associated to each state, rewarding 
or penalizing the sojourn of the system in each state. The performabil i ty on a t ime interval also 
called mission t ime [0, T] is defined as the probabil i ty density function of the random variable YT, 
// YT = g(Xs) ds, (1) 
where 9(Xt) is the performance rate when the system is in state Xt. 
In discrete time, the performabil ity will be defined as the probabi l i ty density function of 
the following random variable where (Xn, n E N) is generally a discrete t ime Markov chain: 
I/VT T-1 = }-~n=0 g(Xn). The first moment of this variable can easily be obtained: E[WT] = 
T-1 ~=0 ~i~E g(i)P (X ,  = i). It can be remarked that each t ime the system is in a state X~, 
a reward is associated to it, and on the time interval [0, T], the cumulative reward is being 
computed. 
However, it is not possible to associate costs to passages to the different states of the system, 
for instance the maintenance cost associated to the transit ion from a failure state to an opera- 
tional state. In this case it is necessary to define another performabil i ty random variable, which 
takes into account these costs. The time parameter has been introduced in order to take into 
account the time dependency of the rewards, which leads to the following definition [11]: WT = 
T-2 T-2 E,~=0 g( xn ,  Xn+ 1) with the following first moment: E[WT] = En=0 }-~(x,y)eE 2 ~ x, Y)" 
g,~(z,y) 
4. GENERAL IZAT ION 
OF THE PERFORMABIL ITY  MEASURE 
4.1. Genera l  Formulat ion  
The generalization of the performabil ity measure proposed will be based on the consideration 
of more detailed rewards. Let E = {1, 2 , . . . ,  D} C N be a set of points representing the sys- 
tem state space and {Xn; n E N} an E-valued stochastic process on a probabi l i ty space, whose 
probabil i ty measure is P, and g: E T --* l~, a reward function assigning to each combination of 
states X~+I , . . . ,  X~+T a particular measure of performance, the generalization of the performa- 
bility measure will be defined on a time interval [T1,T2] with T1 > T2 and T = T2 -T1 ,  as the 
probabil i ty density function of the following random variable: 
YT1,T2 = gT I (XT1 ,  XT I+ I ,  XTI+2," ' ,  XT2-1) ,  (2) 
gT I (XT I , . . .  ,XT2-1) = E gTI(XT1,... ,XT2--1)I{xT,=XT ...... XT2-1=ZT2-,}" (3) 
(XT1,...,XT2-1)EE T 
The expectat ion of this random variable is 
E[YT1,T2] 
: E gT I (XT1 , . . . ,XT2_ I ) IP (XT  1 : XT1 , . .  . ,XT2_ I  = XT2_I)" (4) 
(XT1,...,XT2-1)EE T 
Let us consider the event of entering in a state i at t ime k and remaining in that state for s units 
of time, that is, 
A i = {Xk-1 r i, Xk = i, Xk+s-1 = i, Xk+s r i}. (5) k,s " " " ' 
The corresponding reward associated to this event can be defined as follows: c~,k,s is a reward 
depending on: 
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- the state i, 
the time k of entrance in that state, and 
- the duration s of the sojourn in that state. 
The previous function g can now be defined as follows: 
ci,k,s, i f xk - l r  xk=i , . . . , xk+s- l= i ,  Xk+sr 
gTI(XTI,... ,XT2-1) = for i E E, T1 < k, 0 < s and k + s < T2, (6) 
0, else. 
The interest with this formulation is that it is a model independent formulation. 
4.2. Computat ion  of  the  P robab i l i ty  
of  the  A i Event  for a Homogeneous  Markov  Cha in  k,s  
Let {Xn; n E N}, now be a homogeneous Markov chain in discrete time X, with a the initial 
distribution of the probabilities and p (p(i, j) = P{Xn+I = j ] X ,  = i}) the transition probability 
matrix; then 
P {A~,s} = [apk(i) - o~pk-l(i)p(i, )] [p(i, i)]s-i [1 -- p(i, i)] (7) 
and in the case of an irreducible and aperiodic hain, the transition matrix from time 0 to time n 
tends to an ergodic matrix, therefore if 7r is the stationary distribution probability vector, 
lim P,rA~r I = 7r(i) [p(i,i)]~-t [1 -p(i,i)] 2 (8) 
k-*oo  l ,s J 
PROOF. By the Markovian property, the following is obtained: 
IP {Ak,~} = I?{Xk_l r  Xk = i ,  Xk+l =i  . . . .  , Xk+s-1 =i ,  Xk+s # i}  
= ~(xk-~ # i}~{xk  = i I xk - ,  # i}~{xk+~ = i ] xk = i} 
9 " I?{Xk+~ # i I Xk+s-1 = i}. 
The last probability can be computed as follows: 
P{Xk+s~i[Xk+s- l=i}= ~ P{Xk+s=jlXa+s_I = i}=l -p ( i , i ) ,  (9) 
jeE--{i} 
whereas the first can be evaluate as follows: 
P{Xk-1 r  =i IXk_l # i}= E P{Xk-1 =j}P{Xk =i lXk-1  =j} 
j6E-{i} 
= E C~Pk-l(J)P(J'i) 
iCE-{i} 
= ~p~(i) - ~pk- l ( i )p( i ,  z). 
Since l imk~o rxpk(i) = ~r(i) then 
lim Pr {Xk-1 # i}Pr{Zk  = i l Xk-1 # i} = 7r(i)[1 --p(i,i)]. 
k--~oo 
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4.3. Computat ion  o f  the  Probab i l i ty  
of  the  A i Event  for a Nonhomogeneous  Markov  Cha in  k,s 
Let us give the formulation for another interesting case, the case of nonhomogeneous Markov 
chains where the transit ion probabil it ies are t ime-dependent [17,18]. Let {Xn; n E N} now be a 
nonhomogeneous Markov chain in discrete time, with c~ the initial distr ibution of the probabil it ies 
and P.n (pn(i,j) = IP{Xn+l = j ] Xn i}; n E N, i,j E E) the t ime-dependent transit ion 
probabil i ty matrix, then 
I?{A~,,} = [aP0,k+l(i) - OLpo,k(i)pk(i,i)] L ~ p,(i,i) [1 --pk+~-l(i,i)]. (10) 
PROOF. The previous formulation still holds since the Markovian property is valid; however, the 
computat ion of the different probabil it ies gives 
IP{Xk+s r I Xk+s-1 =i} = E I~{Xk+s =j  I Xk+s-1 =i} 
j 6E -{ i}  (11) 
= 1 - pk+s-l(i,i) 
and 
r i} {xk = i l xk_  # i} = = j} {xk = i l xk_  = j}  
j EE -{ i}  
= ~ Crpo,k(j)pk(j,i) 
j~E-{O 
= ap0,k+l (i) - apo,k(i)pk(i, ). 
4.4. Computat ion  of  the  Probab i l i ty  
of  the  A i Event  for a Cyc l i c  Nonhomogeneous  Markov  Cha in  k,s 
In this special case of nonhomogeneous Markov chains [22,23], the transit ion probabil it ies have 
a periodical behavior, that is they may vary but remain constant from one period to another: 
this special feature is called cyclicity. The transit ion function (p~(i,j); n E N, i,j E E) is called 
cyclic of period d (d > 1), if d is the smallest integer verifying Prnd+r : Pr for m,r E N. The 
major benefit of these chains is that  an asymptotic analysis is possible due to their eventual weak 
ergodicity. It has been shown in [18], if Y~ is an embedded homogeneous Markov chain from X~ 
such as Yn : Xnd  and if p~ is the transit ion probabil i ty matr ix of Xn, then P0,d is the constant 
transit ion probabi l i ty matr ix of Yn. If addit ional ly Y~ is irreducible and aperiodic then its transi- 
tion probabil i ty from time 0 to time n tends to an ergodic matrix, therefore l im~_~ [P0,d] n -- 1.rr 
and asymptotical ly, the steady state probabil it ies inside a cycle are given by 7rr(j) = ~r0,r(j). Let 
k =md + r (m, r e N) and APmd+r(i) = ~(P0,d)mp0,~+l (i) -- O~(Po,d)mpo,r(i)pr(i, i), then 
J r+s -2  Lg ~{Amd+r,s } = APmd+~(i) pz(i,i) [1 -p~+s-l(i,i)], (12) 
and in the case of an irreducible and aperiodic embedded chain Yn, the transit ion matrix from 
time 0 to t ime n tends to an ergodic matrix, therefore if 7rr is the stat ionary distr ibution proba- 
bility vector inside a cycle at t ime r, then 
l imlP  {Amd+r,s } = [Trr+l(i) - ~rr(i)pr(i,/)] Pl(% i) [1 - p~+~_~(i,i)]. (13) 
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PROOF. It can easily be remarked that due to the cyclic behavior of the transition function that 
7lq 
c~P0,md+r = Otpo,dPd+l,2d'" "P(m-1)d+l,mdPO,r = c~p0,dP0,d'" "P0,dP0,r = c~(P0,d) P0,r. And 
consequently imm-.oo a[P0,d]'~p0,r = c~.l.Tr.p0,~ = 7r.p0,~ = rr~, yielding the proposed result. 
4.5. Final Formulat ion  
The expectation of the generalization of the performability random variable is given by means 
of a homogeneous Markov chain and by means of a cyclic nonhomogeneous Markov chain, bottl 
in transient and in steady state. 
i,k,s 
T2-2  T2-k 
k=Tl s=l  lEE 
(14) 
The following transient formulation is obtained for a homogeneous Markov chain: 
IF. { YT1.T2 } 
T2-2  T2-k 
E E E ci'k's [ apk( i )  - c~Pk-i(i)p(i'i)] [p(i'i)~-'] [1 p(i,i)]. 
k=T1 s=l  iEB 
(15) 
For the steady state formulation of a homogeneous Markov chain, it shall be assumed that 
7'1 --* oc and the cost ci,k,~ is independent from k, that is c~,k,s = c~,s, or at least for sufficient 
large k, that is 3no, Vn > no, ci,k,s = c~,s, 
T- I  
E {Y~} = E (T - s) E c~,sTr(i) [p(i, i) s-l] [1 - p(i, i)]2. 
s=l  lEE 
(16) 
The following assumptions are considered in the case of the transient formulation of a cyclic 
nonhomogeneous Markov chain: the reward function is cyclic with the same period d (d > 1), 
and for simplification reasons any variable k can be written as k =md + r. In this case, the 
formulation is the following: 
T2-2 T2-k F +s-~ ] 
E{YTI'T2} = E E EC',r,s[APk(i)] [ ~ pl(i,i)J [1 - -P r+s- l ( i , i ) ] .  
k=T1 s=l  icE 
(17) 
For tile steady state formulation for a cyclic nonhomogeneous Markov chain, tile reward is still 
considered cyclic and the following formulation is obtained: 
E{Y~} 
T-2 T-k Jr+s-2 1 
= E E E ci .... [Trr+l(i)-~r~(i)pr(i,i)] l ~ pl(i,i) [1 
k=r s=l  lEE 
- p~+s_,  (i, i ) ]  
(is) 
5. CONCLUSIONS 
Performability indicators have already shown their important interest and their increasing ap- 
plication fields. The major benefit of this particular indicator is to gain more information by 
rewarding much more detailed events and this for a great number of applications. The corre- 
sponding reward associated to the event described by equation (5), in a maintenance cost analysis, 
can be defined as a cost c~,k,s, a cost depending on the state of the failure i, the time k where this 
failure took place, and its duration s. For the reliability analysis of a highly available system, the 
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knowledge of the time and sojourn of a particular type of failure has an impact on the cost of 
the failure. Moreover the impact of a failure during the peak hours has a much more important 
cost in comparison with a failure that occurs during idle hours. The duration of the failure can 
also have an impact on the cost and which is not necessary a linear function of the duration. 
For instance, the cost of a failure may contain a cost affecting the replacement or the repair of a 
component, a cost concerning the man working hours which is a linear function of the duration, 
and finally a cost regarding the consumer dissatisfaction that may appear after a certain time 
threshold. 
In the Markov modeling of the behavior of a website users, we consider the different pages 
visited as a stochastic process with state space the pages of the website. In this case the reward 
considered will be a weight assigned to each page and more particular events such as visiting a 
certain page at a certain time of the day and for a particular duration may be rewarded with 
a highest weight expressing this way the interest for this precise need: for instance, the need to 
reward the information to be read and contained in a page. 
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