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This work was started in 2000 and completed in 2003, both times during my stay at
the Max-Planck-Institut fu¨r Mathematik in Bonn. I am deeply grateful to MPIM for
hospitality and especially for giving me a fortunate opportunity to meet in 2000
Marat Gizatullin, discuss with him some examples and learn from him about the
Eisenstein automorphism of the space of non-degenerate binary cubic forms. This
renovated my old interest to configuration spaces and stimulated the present work.
3Abstract.
I mean... You know...
We study certain analytic properties of the ordered and unordered configuration
spaces Cno (X) = {(q1, ..., qn) ∈ Xn | qi 6= qj ∀ i 6= j} and Cn(X) = {Q ⊂ X | #Q = n}
of simply connected algebraic curves X = C and X = CP1.
For n ≥ 3 the braid group Bn(X) = pi1(Cn(X)) of the curve X is non-abelian. A
map F : Cn(X)→ Ck(X) is called cyclic if the subgroup F∗(pi1(Cn(X))) ⊂ pi1(Ck(X))
is cyclic; otherwise F is called non-cyclic.
The diagonal AutX action in Xn induces AutX actions in Cno (X) and Cn(X).
A morphism (holomorphic or regular) F : Cn(X) → Ck(X) is called orbit-like if
F (Cn(X)) ⊂ (AutX)Q∗ for some Q∗ ∈ Ck(X). An endomorphism F of Cn(X)
is called tame if there is a morphism T : Cn(X)→ AutX such that F (Q) = T (Q)Q
for all Q ∈ Cn(X). Tame endomorphisms preserve each AutX orbit in Cn(X). We
prove that for n > 4 and k ≥ t(X) := dimCAutX an endomorphism F of Cn(X) is
tame if and only if it is non-cyclic, and a morphism F : Cn(X)→ Ck(X) is orbit-like
if and only if it is cyclic (“Tame Map Theorem” and “Cyclic Map Theorem”).
To study non-cyclic maps we establish first certain algebraic properties of the braid
groups Bn(X), including the stability of the pure braid group PBn(X) ⊂ Bn(X)
under all non-cyclic endomorphisms of Bn(X). This implies that any non-cyclic en-
domorphism of Cn(X) lifts to an S(n) equivariant endomorphism of Cno (X). To study
the latter one, we define a new invariant of affine varieties Z. We constract a finite
simplicial complex L∆(Z) whose set of vertices L(Z) consists of all non-constant
holomorphic functions Z → C \ {0, 1}. In many interesting cases the correspondence
Z 7→ L∆(Z) is a contravariant functor (this is surely the case when restricting to
dominant morphisms). We describe the simplices of the complex L∆(Cno (X)) explic-
itly, compute dimR L∆(Cno (X)) and show that any S(n) equivariant endomorphism of
Cno (X) produces the corresponding simplicial self-map of L∆(Cno (X)). We determine
the S(n) orbits of simplices ∆ ∈ L∆(Cno (X)) and find their normal forms with respect
to this action. Eventually, this provides a complete description of S(n) equivariant
endomorphisms of Cno (X) and proves Tame Map Theorem. This theorem shows
that Cn(X)/AutCn(X) = Cn(X)/AutX and the holomorphic homotopy classes of
non-cyclic endomorphisms of Cn(X) are in a natural 1 − 1 correspondence with the
homotopy classes of all continuous maps Cn(X)→ K(X), where K(X) is a maximal
compact subgroup of AutX . It also implies that dimC F (Cn(X)) ≥ n− t(X) + 1 for
any n > 4 and any non-cyclic endomorphism F of Cn(X).
The study of cyclic maps involves the Liouville property of Cn(X) and the holomor-
phic direct decomposition Cko (X) ∼= AutX×Cmo (C\{0, 1}), where m = k− t(X) and
Cmo (C \ {0, 1}) is the ordered configuration space of C \ {0, 1}.
We prove that for n > t(X) + 1 and any non-cyclic morphism F : Cn(X) → Ck(X)
there is a point Q ∈ Cn(X) such that Q∩F (Q) 6= ∅ (“Linked Map Theorem”). The
proof involves an “explicit” description of the holomorphic universal covering map
Π: A˜utX×T(0,m)→ Cn(X), where m = n+3− t(X), A˜utX is the universal cover
of AutX and T(0,m) is the Teichmu¨ller space of type (0,m). The construction of
Π involves the universal Teichmu¨ller family V′(0,m) → T(0,m). To prove Linked
Map Theorem, we use the Hubbard-Earl-Kra theorem, which says that the universal
Teichmu¨ller family of type (g,m) has no holomorphic sections if dimC T(g,m) > 1.
The above results apply to a version of the 13th Hilbert problem. We prove that
for n > max{4,m+ 2} the algebraic function [x : y] = Un(z) on CPn defined by the
”universal” equation z0x
n + z1x
n−1y + ... + zny
n = 0 cannot be represented as a
composition of algebraic functions of m variables in such a way that a representing
function-composition F ⊇ Un and Un
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1. INTRODUCTION 7
1. Introduction
1.1. Configuration spaces. The (unordered) nth configuration space Cn(X) of
a space X consists of all n point subsets Q ⊆ X . It may be also viewed as the regular
orbit space of the natural S(n) action in Xn. The standard left action of the symmetric
group S(n) on Xn defined by
(σ, q) 7→ σq = (qσ−1(1), ..., qσ−1(n)) ∀ σ ∈ S(n) and ∀ q = (q1, ..., qn) ∈ Xn (1.1)
is free on the ordered configuration space
Cno (X) = {q = (q1, ..., qn) ∈ Xn | qi 6= qj ∀ i 6= j} ; (1.2)
this provides the unbranched S(n) Galois covering
p : Cno (X)→ Cn(X) = Cno (X)/S(n) ,
p(q) = p(q1, ..., qn) = {q1, ..., qn} = Q ∈ Cn(X) ∀ q = (q1, ..., qn) ∈ Cno (X) .
(1.3)
If X is a complex or complex algebraic manifold then both Cno (X) and Cn(X) are so.
This paper is devoted to the configuration spaces Cn(C) and Cn(CP1), which are ir-
reducible complex affine algebraic manifolds of dimension n; Cn(C) may be viewed as
a Zariski open subset of Cn(CP1). We are especially interested in the morphisms of
these spaces in the analytic or algebraic category.
Throughout the paper, unless otherwise specified, we assume that n ≥ 3 and X is one
of the curves C, CP1.
1.2. The fundamental groups π1(Cn(X)) and π1(Cno (X)). The fundamental
group π1(Cn(X)) and its normal subgroup π1(Cno (X)) are quite the classical objects
known as the braid group Bn(X) and the pure braid group PBn(X) respectively. They
fit into the exact sequence
1→ PBn(X) p∗−→ Bn(X) µ−→ S(n)→ 1 (1.4)
related to the Galois covering (1.3); the epimorphism µ : Bn(X)→ S(n) is called stan-
dard. In more details, π1(Cn(C)) = Bn and π1(Cno (C)) = PBn are the classical Artin
braid group and the pure Artin braid group respectively. Similarly, π1(Cn(PC1)) =
Bn(S
2) and π1(Cno (PC1)) = PBn(S2) are the braid group and the pure braid group
of the two dimensional sphere S2. Notice that for n ≥ 3 the braid groups Bn
and Bn(S
2) are non-abelian. Their abelianizations are cyclic: Bn/B
′
n
∼= Z and
Bn(S
2)/B′n(S
2) ∼= Z/(2n− 2)Z.
1.3. Tame, degenerate tame and orbit-like morphisms. Let AutX be the
automorphism group of X ; thus, AutX is either the group Aff(C) of all affine trans-
formations of C or the group PSL(2,C) of all Mo¨bius transformations of the Riemann
sphere. The diagonal AutX action in Cn(X)
Cn(X) ∋ Q = {q1, ..., qn} 7→ {Aq1, ..., Aqn} def== AQ ∈ Cn(X) ∀A ∈ AutX (1.5)
gives rise to the simplest examples of automorphisms of Cn(X): every A ∈ AutX
induces the automorphism Cn(X) ∋ Q 7→ AQ ∈ Cn(X). These examples may be
modified by letting A = A(Q) depend on a point Q ∈ Cn(X) holomorphically and
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applying A(Q) either to Q itself or to a chosen and marked point Q∗ ∈ Cn(X). To be
more precise, we give the following definition.
Definition 1.1. For any morphism T : Cn(X)→ AutX we define the corresponding
tame endomorphism FT : Cn(X)→ Cn(X) by
FT (Q) = T (Q)Q = {T (Q)q1, ...., T (Q)qn} ∀Q = {q1, ...., qn} ∈ Cn(X) . (1.6)
Choosing a point Q∗ = {q∗1, ...., q∗k} ∈ Ck(X), we define also the degenerate tame
morphism FT,Q∗ : Cn(X)→ Ck(X),
FT,Q∗(Q) = T (Q)Q
∗ = {T (Q)q∗1, ...., T (Q)q∗k} ∀Q = {q1, ...., qn} ∈ Cn(X) ; (1.7)
if k = n, we obtain a degenerate tame endomorphism of Cn(X). Furthermore, a
morphism F : Cn(X)→ Ck(X) is said to be orbit-like if its image F (Cn(X)) is contained
in an orbit of AutX action in Ck(X). ©
Remark 1.2. a) Of course, any degenerate tame morphism is orbit-like. Since the
stabilizer StQ∗ = {A ∈ AutX | AQ∗ = Q∗} of a generic point Q∗ ∈ Ck(X) is trivial,
an orbit-like morphism whose image is contained in the orbit of such a point Q∗ is
degenerate tame.
b) We may extend the above definition to continuous maps by saying that a contin-
uous map T : Cn(X)→ AutX provides the tame continuous map FT : Cn(X)→ Cn(X)
and the degenerate tame continuous map FT,Q∗ : Cn(X)→ Ck(X) defined by (1.6) and
(1.7) respectively. Any tame map F keeps each orbit of the AutX action in Cn(X)
stable, that is, F ((AutX)Q) ⊆ (AutX)Q for all Q ∈ Cn(X). Any degenerate tame
map is orbit-like, that is, it carries the whole space Cn(X) into a single AutX orbit
in Ck(X). These facts are of a little moment since tame and degenerate tame maps
are the rarities in the class of all continuous maps of configuration spaces. However,
due to Tame Map Theorem formulated below, a ”generic” endomorphism is tame and
hence it keeps each AutX orbit stable. Furthermore, by a quite elementary reason,
any morphism Cn(X)→ Ck(X) must carry AutX orbits to AutX orbits; see Section
8.2, Proposition 8.5. ©
1.4. Cyclic homomorphisms and cyclic maps. It will be convenient to intro-
duce the following notions.
Definition 1.3. A group homomorphism ϕ : G → H is said to be cyclic, abelian
or solvable if its image ϕ(G) is a cyclic, abelian or solvable subgroup of the group H
respectively. A homomorphism ϕ : G → H is abelian if and only if its restriction to
the commutator subgroup G′ = [G,G] of the group G is trivial. If the abelianization
G/G′ of G is a cyclic group then any abelian homomorphism of G is cyclic.
A continuous map F : X → Y of arcwise connected spaces is called cyclic, abelian
or solvable if the induced homomorphism F∗ : π1(X ) → π1(Y) of the fundamental
groups is cyclic, abelian or solvable respectively. ©
1.5. Main results. Any degenerate tame morphism is cyclic since π1(AutC) ∼= Z
and π1(AutCP1) ∼= Z/2Z. In fact, we will show in Section 8 that for n > 4 a morphism
Cn(X)→ Ck(X) is cyclic if and only if it is orbit-like.
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In contrast to orbit-like morphisms, for n ≥ 3 any tame endomorphism of Cn(X) is
non-cyclic (see Remark 2.9(b)). Our first main result tells that the for n > 4 the
converse is also true.
Theorem 1.4 (Tame Map Theorem). For n > 4 every non-cyclic endomorphism F of
Cn(X) is tame. That is, there exists a unique morphism T : Cn(X)→ AutX such that
F (Q) = FT (Q)
def
== T (Q)Q for all Q ∈ Cn(X) .
In particular, for n > 4 every automorphism of Cn(X) is tame. ©
In view of the above notes about cyclic morphisms, this theorem shows that for endo-
morphisms of Cn(X) the properties to be tame or orbit-like form a dichotomy, which
actually coincides with the dichotomy “non-cyclic – cyclic”:
Corollary 1.5. For n > 4 the classes of non-cyclic and cyclic endomorphisms of Cn(X)
coincide with the classes of tame and orbit-like endomorphisms respectively. ©
Tame Map Theorem has also the following two immediate consequences.
Corollary 1.6. For n > 4 the holomorphic homotopy classes of non-cyclic holomor-
phic maps1 Cn(X) → Cn(X) are in the natural one-to-one correspondence with the
holomorphic homotopy classes of holomorphic maps Cn(X)→ AutX . By the famous
Grauert theorem, the latter classes are in the natural one-to-one correspondence with
the usual homotopy classes of all continuous maps Cn(X) → AutX , or, which is the
same, with the homotopy classes of all continuous maps Cn(X)→ K(X), where K(X)
is a maximal compact subgroup of the group AutX . ©
Corollary 1.7. Let n > 4 and G = Aut Cn(X) . Then the orbits of the natural G
action in Cn(X) coincide with the orbits of the diagonal AutX action in Cn(X).
In particular, the orbit space Cn(CP1)/Aut Cn(CP1) may be identified to the orbit
space Cn(CP1)/PSL(2,C), which, in turn, may be viewed as the moduli spaceM(0, n)
of the Riemann sphere with n unordered punctures. ©
Remark 1.8. ForX = C one may take K(C) to be the subgroup T ⊂ Aff C consisting
of all rotations z 7→ eitz, t ∈ R. Thereby, the holomorphic homotopy classes of non-
cyclic holomorphic maps Cn(C) → Cn(C) are in the one-to-one correspondence with
the homotopy classes of all continuous maps Cn(C) → T, which, in turn, may be
identified with the elements of the group H1(Cn(C),Z) ∼= Hom(Bn,Z) ∼= Z.
For X = CP1 one may take K(CP1) ⊂ PSL(2,C) to be the subgroup isomorphic to
SO(3) and consisting of all Mo¨bius transformations of the form
z 7→ az − c¯
cz + a¯
, |a|2 + |c|2 = 1 .
Thus, the holomorphic homotopy classes of non-cyclic holomorphic endomorphisms
of Cn(CP1) are in the one-to-one correspondence with the homotopy classes of all
continuous maps Cn(CP1)→ SO(3). ©
1That is, the classes of holomorphic maps homotopic to each other within the space of all holo-
morphic maps.
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Remark 1.9. Consider the space of all non-zero complex binary forms of degree n
φ(x, y; z) = z0x
n + z1x
n−1y + · · ·+ zn−1xyn−1 + znyn , (1.8)
where z is regarded either as a non-zero point (z0, · · · , zn) ∈ Cn+1 or as a point
[z0 : · · · : zn] ∈ CPn. In the latter case the form φ(x, y; z) is called projective, meaning
that proportional forms are identified. The discriminant Dn(z) of a form φ(x, y; z) is
a homogeneous polynomial in z0, ..., zn of degree 2(n− 1):
Dn(z)=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 z1 z2 ... zn−2 zn−1 zn 0 ... 0
0 z0 z1 ... ... ... zn−1 zn .... 0
... ... ... ... ... ... ... ... ... ...
0 0 0 ... z0 z1 z2 .... zn−1 zn
n (n− 1)z1 (n− 2)z2 ... 2zn−2 zn−1 0 0 ... 0
0 nz0 (n− 1)z1 ... ... 2zn−2 zn−1 0 .... 0
... ... ... ... ... ... ... ... ... ...
0 0 0 ... 0 nz0 (n− 1)z1 ... 2zn−2 zn−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
;
φ(x, y; z) is said to be non-degenerate if Dn(z) 6= 0. The set
Fn = {φ = φ(x, y; z) | z = [z0 : ... : zn] ∈ CPn , Dn(z) 6= 0} (1.9)
is called the space of all non-degenerate complex projective binary forms of degree n.
For every Q = {q1, ..., qn} ∈ Cn(CP1) there is a unique form φ = φ(x, y; z) ∈ Fn whose
zero set Zφ = {[x : y] ∈ CP1 | φ(x, y; z) = 0} coincides with Q. This provides the
natural identification Cn(CP1) = Fn.
Under this identification, the subspace Cn(C) ⊂ Cn(CP1) consists of all φ([x : y], z) ∈
Fn with z0 6= 0; it may be viewed as the spaceGn of all complex polynomials pn(t;w) =
tn+w1t
n−1+ ...+wn with simple roots. We also regard Gn as a domain in Cn defined
by
Gn = {w = (w1, ..., wn) ∈ Cn | dn(w) 6= 0} , (1.10)
where dn(w) = dn(w1, ..., wn) = Dn(1, w1, ..., wn) is the discriminant of pn(t;w). The
discriminant map
dn : Cn(C) = Gn ∋ w 7→ dn(w) ∈ C∗ (1.11)
is a holomorphic locally trivial fiber bundle; the induced homomorphism of the fun-
damental groups dn∗ coincides with the abelianization homomorphism χ : Bn → Z.
In terms of binary forms, a tame endomorphism of Cn(CP1) = Fn is just a projective
change of variables [x : y] 7→ T (φ)[x : y], which depends holomorphically on a form
φ itself. A tame endomorphism of the space Cn(C) = Gn is the transformation of
polynomials pn(t;w) corresponding to an affine change of the variables T : t 7→ t′ =
a(w)t+ b(w) holomorphically depending on w ∈ Gn. ©
Our second main result concerns morphisms of configuration spaces which do not
necessarily coincide to each other. It will be convenient to make the following definition
and notation.
Definition 1.10. Let F : Cn(X) → Ck(X) be a map of configuration spaces. Then
either Q ∩ F (Q) = ∅ for all Q ∈ Cn(X) or there is a point Q0 ∈ Cn(X) such that
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Q0 ∩ F (Q0) 6= ∅. In the first case F is called disjoint; in the second case we say that
F is linked.
Notation 1.11. We set t(X) = dimCAutX , i. e., t(X) = 2 for X = C and t(X) = 3
for X = CP1. ©
In all dimensions there are smooth maps Cn(X)→ Ck(X) of both kinds. For holomor-
phic maps the situation changes drastically.
Theorem 1.12 (Linked Map Theorem). For n > t(X)+1 and k ≥ 1 every holomorphic
map F : Cn(X)→ Ck(X) is linked. ©
This theorem is actually a reflection of the fact that the universal Teichmu¨ller family
of type (0, n + 3) does not possess holomorphic sections. In Section 3 we will relate
configuration spaces to Teichmu¨ller spaces. The proof of Linked Map Theorem and
some its applications to algebraic functions will be postponed till Section 7. Examples
of disjoint holomorphic maps in small dimension will be presented in Section 14. In
Section 11 we will discuss some applications of Linked Map Theorem to the 13th
Hilbert problem for algebraic functions.
1.6. Some historical remarks. My interest to holomorphic mappingsGn → Gk
of polynomials with simple roots was motivated by their relations to a version of
the 13th Hilbert problem for algebraic functions. Endomorphisms of Cn(C) = Gn
were completely described in the 1970’s (see my papers [Lin72b, Lin72c, Lin79],
where some results about morphsms Gn → Gk were obtained as well). However,
the complete proofs were never published, since they contained some very long and
unpleasant combinatorial computations.
In the 1990’s I found that certain morphisms Gn → Gk are related to the universal
Teichmu¨ller family of type (0, n+ 1), which led to the proof of Linked Map Theorem
for X = C in the form presented in Remark 7.7(a) (see [Lin96b]).
On the other hand, in [Lin96b] (see also Section 14.2 of the present paper) a dis-
joint polynomial map F : C3(C) → C6(C) has been constructed. In view of the result
mentioned above, the latter map is so special that its novelty must look dubious. Dur-
ing my stay at Max-Planck-Institut fu¨r Mathematik in Bonn in 2000, I met Marat
Gizatullin (whose knowledge of and love to the classical mathematical literature are
exceptional) and asked him whether he have seen such a map somewhere. After a few
days he came back and told that he did not meet such a monster but instead he found
out that in 1844 Gotthold Eisenstein has discovered a very exciting automorphism
of non-degenerate binary cubic forms (see [Eis1844] and Section 14.3 of the present
paper).
This Eisenstein’s example renovated my interest to endomorphisms of configuration
spaces. In the present work my old approach is improved and simplified and now it
applies to both Cn(C) and Cn(CP1).
It should be also mentioned that endomorphisms of the configuration spaces Cn(C∗)
have been described by V. Zinde [Zin77].
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Recently my student Y. Feler proved that for n > 4 all automorphisms of the config-
uration space Cn(T2) of a torus T2 = C/(aZ + bZ) are tame. Together with my old
results quoted above, results of V. Zinde, [Zin77], and the ones of the present paper,
this gives a realistic hope to complete the description of endomorphisms of config-
uration spaces for all non-hyperbolic Riemann surfaces. Furthermore, Feler studied
certain configuration spaces of different kind, say the spaces Cnaff (C2) and Cnprj(CP2)
consisting of subsets Q = {q1, ..., qn} in C2 or in CP2 whose points q1, ..., qn are in gen-
eral affine and general projective position respectively. (My attention to such spaces
was attracted by A. M. Vershik.)
2. Strategy of the proof of Tame Map Theorem
The question about the nature of endomorphisms of configuration spaces belongs to
analytic or algebraic geometry and seemingly is a rather complicated one. We will
reduce it, step by step, to a series of algebraic or combinatorial tasks, which look and
as a matter of fact are simpler.
In this section we try first to find out what the inevitable attributes of tame endomor-
phisms and those of certain accompanying objects ought to be. Then we formulate the
statements which should be proved in order to ensure that non-cyclic endomorphisms
and the corresponding objects of their “suite” actually possess such properties. The
accomplishment of this approach in the consequent sections eventually will lead to the
desired result.
Some proofs named “Explanation” also are placed here but only when they are
completely trivial. We start with an obvious observation.
Lifting and invariance properties. Tame and degenerate tame endomorphisms
F of Cn(X) have in common the following
Lifting property: there exists an endomorphism f : Cno (X)→ Cno (X) which fits into
the commutative diagram
Cno (X) ✲f Cno (X)
❄
p
❄
p
Cn(X) ✲
F
Cn(X)
(2.1)
Such an f may be defined as follows:
f(q) = fT (q)
def
== T (Q)(q) = (T (Q)q1, ..., T (Q)qn) whenever F = FT , (2.2)
and
f(q) = fT,Q∗(q)
def
== T (Q)(q∗) = (T (Q)q∗1, ..., T (Q)q
∗
n) whenever F = FT,Q∗ , (2.3)
where q = (q1, ..., qn) ∈ Cno (X), Q = {q1, ..., qn} = p(q) ∈ Cn(X). ©
By the covering map theorem, a continuous map F : Cn(X) → Cn(X) possesses a
continuous covering map f that fits into diagram (2.1) if and only if the following
invariance condition is fulfilled:
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Invariance property: the induced endomorphism F∗ : π1(Cn(X)) → π1(Cn(X)) of
the fundamental group respects the normal subgroup π1(Cno (X)) ⊳ π1(Cn(X)), that
is,
F∗(π1(Cno (X))) ⊆ π1(Cno (X)) . (2.4)
2.1. Step 1: Lifting of non-cyclic continuous maps. Taking into account
that tame endomorphisms of Cn(X) must lift to the covering Cno (X), we are going to
prove the following
Theorem 2.1 (Lifting Theorem). Let n > 4. Then every non-cyclic continuous map
F : Cn(X)→ Cn(X) lifts to a continuous map f : Cno (X)→ Cno (X) so that F and f fit
into commutative diagram (2.1). Clearly f is an endomorphism if F is so. ©
In view of the covering mapping theorem, this topological result is equivalent to the
following algebraic
Theorem 2.2 (Invariance Theorem). Let n > 4. Then any non-cyclic endomorphism
ϕ of the group Bn(X) respects the normal subgroup PBn(X), i. e., ϕ(PBn(X)) ⊆
PBn(X). In fact PBn(X) = ϕ
−1(PBn(X)), which certainly implies the previous
inclusion. ©
Invariance Theorem is, in turn, an immediate consequence of the following two results:
Theorem 2.3 (Composition Theorem). Let n > 4 and let ϕ : Bn(X) → Bk(X) be a
non-cyclic homomorphism. Then the composition
ψ = µ ◦ ϕ : Bn(X) ϕ−→ Bk(X) µ−→ S(k) (2.5)
of ϕ and the standard epimorphism µ : Bn(X)→ S(n) is non-cyclic as well. ©
Theorem 2.4 (Kernel Theorem). For n > 4 the kernel Kerψ of any non-cyclic
homomorphism ψ : Bn(X)→ S(n) coincides with the pure braid group PBn(X). ©
Explanation. For a non-cyclic ϕ : Bn(X) → Bn(X) Composition Theorem shows
that ψ = µ ◦ ϕ : Bn(X) → S(n) is non-cyclic and, by Kernel Theorem, PBn(X) =
Kerψ = Ker(µ ◦ ϕ) = ϕ−1(Kerµ) = ϕ−1(PBn(X)), which is exactly the statement of
Invariance Theorem. 
2.2. Step 2: Commutator subgroup, homomorphisms Bn(X) → S(n). To
prove Composition and Kernel Theorems, we establish first some other important
properties of braid groups Bn(X).
Recall that a group G is said to be perfect if it coincides with its commutator subgroup
G′ = [G,G], or, which is the same, G does not possess non-trivial homomorphisms to
abelian groups.
We extensively make use of the following theorem proved in Section 4.2:
Theorem 2.5 (Commutator Theorem). The commutator subgroup B′n(X) of the braid
group Bn(X) is a perfect group whenever n > 4. ©
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In the next section we show (Theorem 3.3) that for any n ≥ 2 perfect groups do not
admit non-trivial homomorphisms into the pure braid group PBk(X). Together with
Commutator Theorem, this implies:
Theorem 2.6 (homomorphisms B′n(X) → PBk(X)). For n > 4 the commutator sub-
group B′n(X) of the braid group Bn(X) does not possess non-trivial homomorphisms
to the pure braid group PBk(X). ©
Furthermore, in Section 4.3 we prove the following theorem:
Theorem 2.7 (Surjectivity Theorem). For n 6= 4 every non-cyclic homomorphism
ψ : Bn(X)→ S(n) is surjective. ©
These results, together with the classical Artin theorem about transitive represen-
tations Bn → S(n) (see [Art47b, Lin96b]), lead to the proof of Composition and
Kernel Theorems and thereby Invariance and Lifting Theorems as well (see Section 4
for the proofs).
2.3. Step 3: Strictly equivariant maps. With Lifting Theorem at our dis-
posal, we proceed as follows. Since (1.3) is a Galois S(n) covering, any continuous
lifting
f = (f1, ..., fn) : Cno (X)→ Cno (X) (2.6)
of a continuous map
F : Cn(X)→ Cn(X) (2.7)
is equivariant in the following sense:
Equivariance condition: there exists an endomorphism α : S(n)→ S(n) such that
f(σq) = α(σ)f(q) for all q ∈ Cno (X) and σ ∈ S(n) , (2.8)
or, in terms of the components of f ,
fm(σq) = f[α(σ)]−1(m)(q) for all m = 1, ..., n , q ∈ Cno (X) , σ ∈ S(n) .
Up to conjugation, the endomorphism α is uniquely defined by the original map F .
That is, if endomorphisms α′, α′′ correspond to two liftings f ′, f ′′ of F then there is
a permutation s ∈ S(n) such that α′′(σ) = s−1α′(σ)s for all σ ∈ S(n).
Explanation. Given F which lifts to Cno (X), we may construct α as follows. Taking
a continuous lifting f and choosing basepoints q◦ ∈ Cno (X) and Q◦ = p(q◦) ∈ Cn(X)
we obtain the commutative diagram
π1(Cno (X), q◦) ✲f∗ π1(Cno (X), f(q◦))
❄
p∗
❄
p∗
π1(Cn(X), Q◦) ✲F∗ π1(Cn(X), F (Q◦))
❄
µ′
❄
µ′′
π1(Cn(X), Q◦)/π1(Cno (X), q◦) ✲α π1(Cn(X), F (Q◦))/π1(Cno (X), f(q◦)),
❄ ❄
1 1
(2.9)
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where µ′ and µ′′ are the natural epimorphisms onto the quotient groups and α is
a unique homomorphism which makes the lower rectangle commutative. The latter
quotient groups are identified with the symmetric groups of the ordered sets q◦ =
(q◦1 , ..., q
◦
n) and f(q
◦) = (f1(q
◦), ..., fn(q
◦)), that is, with S(n); thus, α becomes an
endomorphism of S(n). Another choice of f and/or a basepoint q◦ ∈ Cno (X) may lead
to another endomorphism which must be conjugate to α. Furthermore, connecting
f(q◦) to q◦ and F (Q◦) to Q◦ with paths γ : [0, 1] → Cno (X) and p ◦ γ : [0, 1] → Cn(X)
we come to identifications of pairs
{π1(Cno (X), q◦) ⊳ π1(Cn(X), Q◦)} ∼= {PBn(X) ⊳ Bn(X)} and
{π1(Cno (X), f(q◦)) ⊳ π1(Cn(X), F (Q◦))} ∼= {PBn(X) ⊳ Bn(X)}
that conform to each other. Thereby (2.9) leads to the commutative diagram
1 ✲ PBn(X) ✲
p∗ Bn(X) ✲
µ
S(n) ✲ 1
❄
f∗
❄
F∗
❄
α
1 ✲ PBn(X) ✲
p∗ Bn(X) ✲
µ
S(n) ✲ 1
(2.10)
whose horizontal lines are exact sequences (1.4) of the covering p : Cno (X) → Cn(X)
corresponding to the two pairs of basepoints {Q◦, q◦} and {F (Q◦), f(q◦)}. 
Definition 2.8. A continuous map f : Cno (X) → Cno (X) is said to be strictly equi-
variant if there exists an automorphism α of the group S(n) such that the above
mentioned condition
f(σq) = α(σ)f(q) for all q ∈ Cno (X) and σ ∈ S(n) (2.9)
is fulfilled. ©
Remark 2.9. a) For n 6= 6 any automorphism of S(n) is inner, and therefore (2.8)
takes the form
∃ s ∈ S(n) such that f(σq) = sσs−1f(q) ∀ q ∈ Cno (X) and ∀ σ ∈ S(n) . (2.11)
In fact, any strictly equivariant endomorphism of Cno (X) satisfies (2.11) for all n ≥ 3
(see Explanation in Section 2.4).
b) It is easily seen from diagram (2.10) that a tame endomorphism F = FT of
Cn(X) must be non-cyclic. Indeed, let f = fT be the lifting of F defined according
to (2.2), that is, f(q) = T (p(q))q = (T (p(q))q1, ..., T (p(q))qn) for q = (q1, ..., qn). As
we know, f is equivariant; let α be the corresponding endomorphism of S(n). Then
for any σ ∈ S(n) and all q ∈ Cno (X) we have α(σ)f(q) = f(σq) = T (p(σq))σq =
σT (p(q))q = σf(q); thereby α(σ) = σ and α = idS(n). In particular, α is non-cyclic,
and (2.10) implies that F∗ is non-cyclic. ©
The following result is an easy consequence of Composition Theorem.
Theorem 2.10 (Equivariance Theorem). Let n > 4. Then any continuous lifting
f : Cno (X) → Cno (X) of a non-cyclic continuous map F : Cn(X) → Cn(X) is strictly
equivariant. ©
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Explanation. Since F is non-cyclic, the induced homomorphism F∗ in (2.10) is non-
cyclic and, by Composition Theorem, the composition α ◦ µ = µ ◦ F∗ is non-cyclic
as well. Thus, α is non-cyclic, that is, its image α(S(n)) ∼= S(n)/Kerα is a non-
cyclic group. For n > 4 the group S(n) possesses a single proper normal subgroup,
the alternating group A(n), and the quotient group S(n)/A(n) ∼= Z/2Z is cyclic.
Therefore Kerα = {1} and α is an automorphism. 
Definition 2.11. A morphism τ : Cno (X) → AutX is called S(n) invariant if it is
constant on each S(n) orbit in Cno (X), that is,
τ(σq) = τ(q) for all q ∈ Cno (X) and σ ∈ S(n) .
An endomorphism f : Cno (X) → Cno (X) is said to be tame if there exists an S(n)
invariant morphism τ : Cno (X)→ AutX and a permutation s ∈ S(n) such that
f(q) = f sτ (q)
def
== sτ(q)q = (τ(q)qs−1(1), ..., τ(q)qs−1(n)) ∀ q = (q1, ..., qn) ∈ Cno (X) .
Similarly, we say that f is degenerate tame if there are q◦ ∈ Cno (X), s ∈ S(n) and an
S(n) invariant morphism τ : Cno (X)→ AutX such that
f(q) = f sτ,q◦(q)
def
== sτ(q)q◦ ∀ q ∈ Cno (X) . ©
Any tame endomorphism f = f sτ of Cno (X) may be pulled down to a unique tame
endomorphism F = FT of Cn(X) such that f and F fit into (2.1); T and F are defined
by
T (Q) = τ(q) and F (Q) = FT (Q) = T (Q)Q = pf
s
τ (q) , (2.12)
where Q ∈ Cn(X) and q is any point of the fiber p−1(Q) ⊂ Cno (X).
Lifting and Equivariance Theorems show that in order to prove Tame Map Theorem
it suffices to prove the following
Theorem 2.12 (Equivariant Map Theorem). For n > 6 − t(X) every strictly equi-
variant endomorphism of Cno (X) is tame. ©
2.4. Step 4: Coherence Theorem. The group AutX is exactly t(X) times
transitive in X (see Notation 1.11). Let n > t(X). Two ordered n point subsets
x = (x1, ..., xn), y = (y1, ..., yn) ⊂ X may be carried to each other by an automorphism
A ∈ AutX if and only if they satisfy
y1 − ym
y1 − y2 =
x1 − xm
x1 − x2 for all m = 3, ..., n when X = C
and
ym − y1
ym − y2 :
y1 − y3
y2 − y3 =
xm − x1
xm − x2 :
x1 − x3
x2 − x3 for all m = 4, ..., n when X = CP
1 .
When the corresponding condition is fulfilled a required A ∈ AutX is uniquely defined
and regular in x, y ∈ Cno (X).
Let n > t(X) and let f = (f1, ..., fn) be an endomorphism of Cno (X). If we are
looking for a representation f = fτ with a morphism τ : Cno (X) → AutX , we must
for every q = (q1, ..., qn) ∈ Cno (X) find τ(q) ∈ AutX , which carries (q1, ..., qn) to
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(f1(q), ..., fn(q)) and nicely depends on q. This is possible if and only if the ordered sets
x = (q1, ..., qn) ⊂ X and y = (f1(q), ..., fn(q)) ⊂ X satisfy the necessary and sufficient
condition mentioned above. Taking into account that permutations are admitted,
we can conclude that Equivariant Map Theorem is an immediate consequence of the
following result.
Theorem 2.13 (Coherence Theorem). Let n > 6 − t(X) and let f = (f1, ..., fn)
be a strictly equivariant endomorphism of Cno (X). Then there exists a permutation
σ ∈ S(n) such that for all q ∈ Cno (X) and all r = t(X) + 1, ..., n
(SR)
f1(σq)− fr(σq)
f1(σq)− f2(σq) =
q1 − qr
q1 − q2 if X = C ,
(CR)
fr(σq)− f1(σq)
fr(σq)− f2(σq) :
f1(σq)− f3(σq)
f2(σq)− f3(σq) =
qr − q1
qr − q2 :
q1 − q3
q2 − q3 if X = CP
1 . ©
Explanation. For the sake of neatness, let us explain how to deduce Equivariant
Map Theorem from Coherence Theorem. We start with the following simple remark,
which will be useful in what follows:
Remark 2.14. For n > t(X) there exist non-empty Zariski open subsets U ⊂ Cno (X)
and V ⊂ Cn(X) such that a) if Aq = sq for some q ∈ U , A ∈ AutX and s ∈ S(n)
then A = id and s = 1; b) if AQ = Q for some Q ∈ V and A ∈ AutX then A = id.
Indeed, the set of all points q = (q1, ..., qn) ∈ Cno (X) such that some its non-trivial
permutation sq = (qs−1(1), ..., qs−1(n)) may be also written as Aq = (Aq1, ..., Aqn) with
some A ∈ AutX is a proper Zariski closed subset of Cno (X); this implies both (a) and
(b). ©
For each q = (q1, ..., qn) ∈ Cno (X) we define the transformation τ(q) ∈ AutX by one of
the following equations:
f1(σq)− τ(q)x
f1(σq)− f2(σq) =
q1 − x
q1 − q2 if x ∈ X = C , (2.13)
τ(q)x− f1(σq)
τ(q)x− f2(σq) :
f1(σq)− f3(σq)
f2(σq)− f3(σq) =
x− q1
x− q2 :
q1 − q3
q2 − q3 if x ∈ X = CP
1. (2.14)
Clearly τ : Cno (X) → AutX is a morphism. Conditions (SR) and (CR) respectively
imply that τ(q)qm = fm(σq) for each m = 1, ..., n and all q = (q1, ..., qn) ∈ Cno (X);
thereby τ(q)q = f(σq) = α(σ)f(q), or, which is the same, f(q) = α(σ−1)τ(q)q for
all q ∈ Cno (X). To complete the proof, we must check that the morphism τ is S(n)
invariant. For every s ∈ S(n) and all q ∈ Cno (X) we have
sτ(sq)q = τ(sq)sq = f(σsq) = α(σs)f(q)
= α(σs)f(σσ−1q) = α(σs)τ(σ−1q)σ−1q = α(σs)σ−1τ(σ−1q)q ,
which can be rewritten as
[(τ(sq))−1 · τ(σ−1q)]q = σα(s−1σ−1)sq , (2.15)
where (τ(sq))−1 · τ(σ−1q) ∈ AutX is the product in the group AutX . In view of
Remark 2.14, this implies that σα(s−1σ−1)s = 1 and τ(sq) = τ(σ−1q) for all s ∈ S(n)
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and all q in a non-empty Zariski open subset U ⊂ Cno (X). Since τ is continuous, the
latter relation holds true for all q ∈ Cno (X) and all s ∈ S(n), which shows that the
morphism τ : Cno (X)→ AutX is S(n) invariant.
Moreover, it is easily seen that the second identity implies α(s) = σ−1sσ for all
s ∈ S(n). Thus, Coherence Theorem implies that for all n > 4 the automorphism α
related to a strictly equivariant endomorphism f of Cno (X) must be inner; in view of
Remark 2.9, this α must be inner also for n = 3 or 4. 
2.5. Step 5: Simplicial complex of functions omitting two values. Let
f = (f1, ..., fn) : Cno (X)→ Cno (X) be a morphism and let i, j, k, l be distinct. Then
srijk[f ] = (fk − fi)/(fk − fj) and crijkl[f ] = [(fl− fi)/(fl − fj)] : [(fi− fk)/(fj − fk)]
are meromorphic function on Cno (X) and do not take the values 0 and 1. In fact, if
X = C then srijk[f ] and crijkl[f ] are both holomorphic; if X = CP1 this is certainly
the case for crijkl[f ].
In Section 6 (Lemma 6.1) we show that if f is a strictly equivariant endomorphism of
Cno (X) then for X = C all srijk[f ] and crijkl[f ] are non-constant and for X = CP1 this
is certainly the case for all crijkl[f ].
Notice that the functions standing in the left hand sides of relations (SR) and (CR)
up to a permutation of the variables q1, ..., qn coincide with srr,2,1[f ] and cr1,2,3,r[f ]
respectively. Thus, what is written above applies to these functions.
It is well known that the set L(Z) of all non-constant holomorphic functions λ : Z →
C \ {0; 1} on an irreducible quasi-projective variety Z is finite. In particular, the set
L(Cno (X)) is finite and all functions srijk[f ] and crijkl[f ] in the case X = C (or all
crijkl[f ] in the case X = CP1) must be its elements.
This observation suggests the following way to prove Coherence Theorem. First, com-
pute L(Cno (X)), that is, determine explicitly all non-constant holomorphic functions
on Cno (X) omitting the values 0 and 1. Second, try to identify (perhaps after a suit-
able permutation of q1, ..., qn) the functions srr,2,1[f ] (r = 3, ..., n) and/or cr1,2,3,r[f ]
(r = 4, ..., n) with certain elements of L(Cno (X)), and then... if we are lucky... who
knows... To say the least, this looks as a finite combinatorial problem.
To execute the first part of this program, we prove the following theorem.
Theorem 2.15 (non-constant holomorphic functions Cno (X)→ C \ {0; 1}). a) Each
non-constant holomorphic function µ : Cno (C)→ C \ {0; 1} is either
a simple ratio srijk = (qk − qi)/(qk − qj) or
a cross ratio crijkl = [(ql − qi)/(ql − qj)] : [(qi − qk)/(qj − qk)]
(for n = 3 only simple ratios survive).
b) Each non-constant holomorphic function µ : Cno (CP1) → C \ {0; 1} is a cross
ratio crijkl = [(ql − qi)/(ql − qj)] : [(qi − qk)/(qj − qk)] (for n = 3 no such function
exists). ©
To avoid unpleasant combinatorics in the course of the realization of the second part
of our plan, we must try to find the “genuine” reason forcing the sequence of the
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functions in the left hand side of (SR) or (CR) to be of the form prescribed by the
right hand side (perhaps after a suitable rearrangement).
To this end, we notice that the set L(Z) of all non-constant holomorphic functions
λ : Z → C \ {0; 1} on an irreducible quasi-projective variety Z carries a natural struc-
ture of a finite simplicial complex L△(Z), which turns out to be amazingly useful for
our purposes.2
A subset ∆m = {µ0, ..., µm} consisting of m+ 1 distinct elements of L(Z) is declared
to be an m simplex if the quotients µi : µj ∈ L(z) for all i 6= j. In other words,
∆m : Z ∋ z 7→ (µ0(z), ..., µm(z)) ∈ Cm+1 (2.16)
must be a holomorphic map such that all its compon µi and all their pairwise quotients
µi : µj (i 6= j) are non-constant and its image ∆m(Z) is contained in the domain
Mm+1 = {w = (w0, ..., wm) ∈ Cm+1 | wi 6= 0, 1 ∀ i and wi 6= wj ∀ i 6= j} , (2.17)
which may also be viewed as the ordered configuration space Cm+1o (C \ {0, 1}).
For instance, the sets of functions
{(q1 − qr)/(q1 − q2) | r = 3, ..., n} and
{[(qr − q1)/(qr − q2)] : [(q1 − q3)/(q2 − q3)] | r = 4, ..., n}
standing in the right hand sides of (SR) and (CR) are simplices of dimension n − 3
and n− 4 respectively.
For a holomorphic map f : Y → Z of irreducible quasi-projective varieties the corre-
spondence
λ 7→ f ∗(λ) def== λ ◦ f : Y f−→ Z λ−→ C \ {0; 1}
turns out to be a simplicial map f ∗ : L△(Z)→ L△(Y ), provided that λ ◦ f 6= const for
each λ ∈ L(Z) (this is certainly the case if f is dominant but the latter condition is
not a necessary one). Moreover, the map f ∗ preserves dimension of simplices.
Remark 2.16. The simplicial complex L△(Z) itself and all its standard topological
invariants are invariants of the underlying complex manifold Z with respect to biholo-
morphic isomorphisms. In Section 5.3 we shaw that dimL△(Cno (C)) = n− 3 for n ≥ 3
and dimL△(Cno (CP1)) = n − 4 for n ≥ 4, which plays important part in the proof of
Coherence Theorem. It is not difficult to show that for n ≥ 4 the Euler characteristic
χ(L△(Cno (CP1))) = n(n− 1)(n− 2)(13− 3n)/4; for n > 4 the complex L△(Cno (CP1)) is
connected and its highest homology group Hn−4(L△(Cno (CP1),Z)) is trivial. Moreover,
π1(L△(C5o (CP1))) = F31 and rankH1(L△(C6o (CP1),Z)) = 151. Does it mean anything?
The complex L△(Z) always has the following rather special property: if {µ0, µ1},
{µ1, µ2} and {µ0, µ2} are simplices then the ordered set ∆2 = [µ0, µ1, µ2] is an ordered
2 simplex and therefore the chain c = [µ1, µ2] − [µ0, µ2] + [µ0, µ1] = ∂∆2 is a 1 cycle
2I came to this almost obvious structure just very recently when the first version of this paper
was already written. In this renewed version the proof does not become much shorter but its main
ideas are now utterly clear. Strangely enough I paid no attention to this structure 30 years ago. But
seemingly nobody did so...
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homologic to 0. This does not mean, however, that H1(L△(Z),Z) = 0, as some
“longer” 1 cycle may be not a boundary. ©
We show (see Section 6, Lemma 6.1) that the above construction applies to every
strictly equivariant endomorphism f of Cno (X). It follows that the sets of functions
standing in the left hand sides of (SR) and (CR) also are simplices (of dimension n−3
and n− 4 respectively).
The S(n) action in Cno (X) induces an S(n) action on the set of all simplices ∆m ⊆
L(Cno (X)) of any fixed dimension m. In view of what was explained above, Coherence
Theorem just tells us that the simplices of functions standing in the left hand sides of
(SR) and (CR) belong to the S(n) orbits of the simplices of functions standing in the
right hand sides of (SR) and (CR) respectively.
Using the explicit form of functions λ ∈ L(Cno (X)) provided by Theorem 2.15, we will
determine all the orbits of the latter S(n) action on the set of m simplices. In fact,
this will prove Coherence Theorem in the form presented in the previous paragraph
and complete the proof of Tame Map Theorem.
3. Holomorphic universal covers and universal Teichmu¨ller families
In this section we exhibit holomorphic universal coverings of certain configuration
spaces, which will play the key part in the proof of Linked Map Theorem in Sec. 7.
To my best knowledge, the holomorphic universal coverings of Cn(C) and some related
spaces were for the first time descibed by S. Kaliman [Kal75, Kal76b, Kal93]; in
particular, it was stated in [Kal75, Kal76b] that the universal cover of Cn(C) is
isomorphic to C2×T(0, n+1).3 We do this in a different manner more convenient for
our purposes.
At the end of the section we describe the standard normal series with free factors in
the pure braid group PBn and construct a similar series in PBn(S
2). In particular,
this leads to the proof of Theorem 2.6 formulated in Section 2.2. We also present some
information about higher homotopy groups of Cn(X).
Some of the results discussed below are known, especially those dealing with homotopy
groups; see, for instance, [FoxNeu62, FadNeu62, FadHus01]. In the quoted sources
complex structure of the configuration spaces of the plane or sphere played no role,
unlike in works of V. Arnold, where it was used extensively; in fact, the complex point
of view goes back to A. Hurwitz and O. Zariski. The direct decomposition (3.11),
which is certainly very well known, and projections (3.14) are “invisible” from the real
point of view. S. Kojima [Koj02] deals with the decomposition (3.11) for X = CP1.
E. M. Feichtner and M. Ziegler [FeiZie99] also pointed it out; what they denoted by
M0,n and referred to as moduli spaces of n-punctured complex projective line in the
3H. Shiga in his review (MR1254030 (95b:32032)) of the paper [Kal93], which is the English
translation of [Kal76b], noted: “However, this has been essentially shown already in a paper by L.
Bers and H. L. Royden [Acta Math. 157 (1986), no. 3-4, 259–286; MR88i:30034 (§3, Lemma)]”. It is
a pity that being aware of the importance of such an historical remark Reviewer payed no attention
to the far earler papers [Kal75, Kal76b], MR0364688 (51 #942) and MR0590056 (58 #28654).
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present paper is denoted by Dn−3(CP1), Cn−3o (C \ {0, 1}) or Mo(0, n); see the next
section and Sec. 12.3.
3.1. Holomorphic universal coverings of certain configuration spaces.
We need now to deal with configuration spaces of the line C punctured at several
distinct points, say such as Cno (C \ {0, 1, ..., k − 1}). To shorten notation, we set
C©k = C \ {0, 1, ..., k − 1} (k ≥ 1) . (3.1)
For instance, for m > 1
Cmo (C©2 ) = Cmo (C \ {0, 1})
= {z = (z1, ..., zm) ∈ Cm | zi 6= 0, 1 ∀ i and zi 6= zj ∀ i 6= j}
(3.2)
(compare to (2.17)). To avoid the doubling in formulations related to two cases X = C
and X = CP1 under consideration, we will assume that n ≥ t(X) (see Notation 1.11)
and use the notation
Dn−t(X)(X) def==

{q = (q1, ..., qn) ∈ Cno (C) | qn−1 = 0, qn = 1} if X = C ,
{q = (q1, ..., qn) ∈ Cno (CP1) | qn−2 = 0, qn−1 = 1, qn =∞}
if X = CP1 .
For n > t(X) we identify Dn−t(X)(X) and Cn−t(X)o (C \ {0, 1}) via the correspondence
Dn−2(C) ∋ (q1, ..., qn−2, 0, 1)
∼=←→ (q1, ..., qn−2) ∈ Cn−2o (C \ {0, 1}) ,
Dn−3(CP1) ∋ (q1, ..., qn−3, 0, 1,∞)
∼=←→ (q1, ..., qn−3) ∈ Cn−3o (C \ {0, 1}) .
(3.3)
It is well known (see, for instance, [Kal75, Kal76b, Kal93]) that the holomorphic
universal cover ˜Cmo (C \ {0, 1}) of Cmo (C\{0, 1}) may be viewed as the Teichmu¨ller space
T(0, m+3) of the Riemann sphere with m+3 punctures.4 The construction presented
in the quoted papers makes use of the classical techniques related to quasi-conformal
mappings, which is, in a sense, inevitable when dealing with Teichmu¨ller spaces. We
present here a more direct construction of holomorphic covering mappings5
τ : T(0, m+ 3)→ Cmo (C \ {0, 1}) , (3.4)
π : A˜utX ×T(0, n+ 3− t(X))→ Cno (X) and
Π: A˜utX ×T(0, n+ 3− t(X))→ Cn(X)
(3.5)
based on the concept of the universal Teichmu¨ller family, or, which is the same, the
“universal Teichmu¨ller curve”
T (0, l) := ρ : V′(0, l)→ T(0, l) , (3.6)
which may be roughly described as follows.
4Notice that T(0,m+ 3) is homeomorphic to R2m; moreover, it is biholomorphic to a holomor-
phically convex Bergmann domain in Cm.
5A˜utX is the holomorphic universal covering of the complex Lie group AutX; see (3.13).
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Any point t of the Teichmu¨ller space T(0, l) “is” a curve Γt of type (0, l) (i. e., the
Riemann sphere CP1 ∼= C = C∪{∞} punctured at certain l points and endowed with
a marked free basis of its fundamental group, which we prefer to forget about). The
natural projection
ρ : CP1 ×T(0, l)→ T(0, l) (3.7)
possesses l holomorphic sections si : T(0, l) ∋ t 7−→ (si(t), t) ∈ CP1 ×T(0, l) with the
following properties: all the maps s1, ..., sl : T(0, l) → CP1 are holomorphic and take
distinct values at each point t ∈ T(0, l),
sl−2(t) ≡ 0 , sl−1(t) ≡ 1 , sl(t) ≡ ∞ 6 (3.8)
and, moreover, for every t ∈ T(0, l) the curve Γ(t) def== CP1 \ {s1(t), ..., sl(t)} is “the
same” curve Γt whose “shape” in T(0, l) is the point t. We set
V′(0, l) = [CP1 ×T(0, l)] \ [s1(T(0, l)) ∪ ... ∪ sl(T(0, l))] ; (3.9)
restricting (3.7) to V′(0, l) we obtain (3.6). Because of normalization (3.8), the map-
pings s1, ..., sl−3 are just holomorphic functions on si : T(0, l)→ C \ {0, 1} distinct at
each point t ∈ T(0, l).
The family T (0, l) := ρ : V′(0, l)→ T(0, l) is universal in the following sense:
Universality: Let F := π : X → Y be a holomorphic family of curves of type (0, l)
over a simply connected base Y , i. e., π is a holomorphic map of complex manifolds,
Y is simply connected and for each y ∈ Y the fiber π−1(y) is a curve of type (0, l).
Then there exists a holomorphic map φ : Y → T(0, l) such that the induced family
φ∗(T (0, l)) is equivalent to the family F .
With the above construction at our disposal, we take l = m+3 and define the required
holomorphic covering map (3.4) as follows:
τ : T(0, m+ 3) ∋ t 7→ (s1(t), ..., sm(t)) ∈ Cmo (C \ {0, 1}) , (3.10)
where si = (si, ·) : T(0, m + 3) → CP1 (i = 1, ..., m + 3) are the corresponding
normalized sections of the projection V′(0, m+ 3)→ T(0, m+ 3).
Furthermore, let Θ: Cno (X) → AutX denote the morphism whose value at any point
q = (q1, ..., qn) ∈ Cno (X) is a unique element Θ(q) ∈ AutX that carries (0, 1) to
(qn−1, qn) when X = C and (0, 1,∞) to (qn−2, qn−1, qn) when X = CP1. The diagonal
AutX action in Cno (X) is free and biregular, and each its orbit (AutX)q intersects the
submanifold Dn−t(X)(X) in a single point that is exactly (Θ(q))−1q. In view of (3.3),
this provides us with the biregular isomorphisms
jX,n : Cno (X)
∼=−→ AutX ×Dn−t(X)(X) = AutX × Cn−t(X)o (C \ {0, 1}) , (3.11)
where jX,n and its inverse j
−1
X,n are defined by
jX,n(q) = (Θ(q), (Θ(q))
−1q) , j−1X,n(A, z) = Az
(q ∈ Cno (X) , A ∈ AutX , z ∈ Dn−t(X)(X)) .
(3.12)
6This normalization is not a necessary but a very convenient one.
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Let C ⋋ C be the semi-direct product with the group multiplication (b, ζ) · (b′, ζ ′) =
(b + eζb′, ζ + ζ ′) and the complex structure of C × C. For X = C or X = CP1 the
holomorphic universal covering πX : A˜utX → AutX is given by
πC : C⋋ C ∋ (b, ζ) 7→ πC(b, ζ) = A ∈ Aff C , Az = eζz + b ∀ z ∈ C ,
πCP1 : SL(2,C)→ SL(2,C)/{±I} = PSL(2,C) = AutCP1 .
(3.13)
Finally, we define the required holomorphic covering maps (3.5) as follows:7
π : A˜utX ×T(0, n+ 3− t(X)) ∋ (A, t) 7→ π(A, t)
= (πX(A)s1(t), ..., πX(A)sn(t)) ∈ Cno (X) ,
Π: A˜utX ×T(0, n+ 3− t(X)) ∋ (A, t) 7→ Π(A, t)
= {πX(A)s1(t), ..., πX(A)sn(t)} ∈ Cn(X) ,
(3.14)
where πX : A˜utX → AutX is defined by (3.13).
3.2. Homotopy groups and the standard normal series for PBn(X). Ac-
cording to (3.11), Cno (X) ∼= AutX × Cn−t(X)o (C \ {0, 1}). Hence for n ≥ 3
π1(Cno (X)) = π1(AutX)× π1(Cn−t(X)o (C \ {0, 1}))
=
{
Z× π1(Cn−2o (C \ {0, 1})) if X = C ,
(Z/2Z)× π1(Cn−3o (C \ {0, 1})) if X = CP1 .
(3.15)
The fundamental group π1(Cn−2o (C \ {0, 1})) is one of the important objects of the
classical braid theory, which usually appears by the following way. The projection
Cno (C) ∋ q = (q1, ..., qn) 7→ qn ∈ C
is a smooth fiber bundle with the fiber
Cn−1o (C∗) = {(q1, ..., qn−1) ∈ C | qi 6= 0 ∀i, qi 6= qj ∀i 6= j} .
Since the base C is contractible, the exact homotopy sequence of this fibration shows
that
πk(Cno (C)) ∼= πk(Cn−1o (C∗)) ∀ k .
The next projection
Cn−1o (C \ {0, 1}) ∋ (q1, ..., qn−1) 7→ qn−1 ∈ C∗ = C©1
is a smooth fiber bundle as well and the fiber is
Cn−2o (C©2 ) = Cn−2o (C \ {0, 1}) = {(q1, ..., qn−2) ∈ C | qi 6= 0, 1 ∀i, qi 6= qj ∀i 6= j} .
Since the base C©1 = C∗ is aspherical, we have
πk(Cn−1o (C©1 )) ∼= πk(Cn−2o (C©2 )) ∀ k ≥ 1 .
Moreover, the final segment of the corresponding exact homotopy sequence is
1→ π1(Cn−2o (C©2 ))→ π1(Cn−1o (C©1 ))→ π1(C∗)→ 0
7We invite the reader to write down these mappings for X = C and X = CP1 separately.
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may be written as
1→ PB(2)n → PB(1)n → Z→ 0 ,
where PB
(2)
n
def
== π1(Cn−2o (C©2 )) and PB(1)n def== π1(Cno (C)) = PBn. This projecting
process may be continued; say the next step leads to a fiber bundle with the fiber
Cn−3o (C©3 ) = {(q1, ..., qn−3) ∈ C | qi 6= 0, 1, 2 ∀i, qi 6= qj ∀i 6= j}
over the aspherical base C©2 = C \ {0, 1}, the relations
πk(Cn−3o (C©3 )) ∼= πk(Cn−2o (C©2 )) ∀ k > 1
and the exact sequence
1→ PB(3)n → PB(2)n → F2 → 1 ,
where PB
(3)
n
def
== π1(Cn−3o (C©3 )) and F2 stands for a free group of rank 2. This in-
ductive procedure eventually leads to the following important result going back to E.
Artin [Art25], A. Markov [Mar45] (at least part (c) and the determination of the
fundamental groups in part (a)) and also to E. Fadell, R. H. Fox and L. Neuwirth
[FadNeu62, FoxNeu62] (asphericity in parts (a,b)).
Theorem 3.1 (Artin-Markov-Fadell-Neuwirth). a) The spaces Cno (C) and Cn(C) are
Eilenberg-MacLane K(π, 1) spaces for the pure braid group PBn and the braid group
Bn respectively, i. e., these spaces are aspherical and have the fundamental groups
that are pointed out.8
b) All configuration spaces9 Cmo (C©k ) are aspherical.
c) The pure braid group PBn possesses a finite series of normal subgroups
{1} = PB(n)n ⊂ PB(n−1)n ⊂ · · · ⊂ PB(2)n ⊂ PB(1)n = PBn (3.16)
such that PB
(r)
n /PB
(r+1)
n
∼= Fr (the free group of rank r), 1 ≤ r ≤ n− 1. 
The normal series (3.16) will be referred to as the standard one.
Replacing n in (3.16) with n−1, we see that the fundamental group π1(Cn−3o (C\{0, 1})),
which participate in the formula for π1(Cno (CP1)) = PBn(S2) given by (3.15), coincides
with second term PB
(2)
n−1 ⊳ PBn−1 of the standard normal series for PBn−1. Together
with (3.11), (3.13) and asphericity of Cn−3o (C\{0, 1}), this implies the following result.
Theorem 3.2. a) The pure sphere braid group PB3(S
2) ∼= Z/2Z. For n > 3 the group
PBn(S
2) ∼= (Z/2Z)× PB(2)n−1, where PB(2)n−1 possesses a series of normal subgroups
{1} = PB(n−1)n−1 ⊂ PB(n−2)n−1 ⊂ · · · ⊂ PB(3)n−1 ⊂ PB(2)n−1 (3.17)
such that PB
(r)
n−1/PB
(r+1)
n−1
∼= Fr (the free group of rank r), 1 ≤ r ≤ n− 2.
8This certainly follows from (3.11), (3.13) and (3.14); but the standard argument exhibited above
is more preferable since it is quite elementary.
9See notation (3.1)
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b) The higher homotopy groups of Cn(CP1) and Cno (CP1) are as follows:
πk(Cn(CP1)) = πk(Cno (CP1)) = πk(PSL(2,C))
= πk(SL(2,C)) = πk(S3) =
{
0 if k = 2 ,
πk(S
2) if k > 2 .
(3.18)
The following theorem, which contains also Theorem 2.6 formulated in Section 2.2, is
an immediate consequence of part (c) of Artin-Markov-Fadell-Fox-Neuwirth Theorem,
part (a) of Theorem 3.2 and Commutator Theorem, which we still need to prove.
Theorem 3.3. Perfect groups do not admit non-trivial homomorphisms into the pure
braid group PBk(X). In particular, for n > 4 the commutator subgroup B
′
n(X) of
the braid group Bn(X) does not possess non-trivial homomorphisms to the pure braid
group PBk(X). ©
4. Proof of Invariance Theorem
The main aim of this section is to prove Invariance Theorem; we follow the way outlined
in Section 2.
4.1. Canonical presentations of Bn and Bn(S
2). The inclusion C →֒ C ∪
{∞} = CP1 provides the inclusions io : Cno (C) →֒ Cno (CP1) and i : Cn(C) →֒ Cn(CP1),
which, in turn, induce the epimorphisms of the fundamental groups
io∗ : PBn = π1(Cno (C))→ π1(Cno (CP1)) = PBn(S2) (4.1)
and
i∗ : Bn = π1(Cn(C))→ π1(Cn(CP1)) = Bn(S2) . (4.2)
Recall that the canonical presentation of the Artin braid group Bn = π1(Cn(C)) in-
volves n− 1 generators σ1, ..., σn−1 and the defining system of relations
σiσj = σjσi (|i− j| ≥ 2) , (4.3)
σiσi+1σi = σi+1σiσi+1 (1 ≤ i ≤ n− 2) . (4.4)
It is well known that the kernel of the epimorphism i∗ : Bn → Bn(S2) is the normal
subgroup S ⊳ Bn generated (as a normal subgroup) by the single element
s = σ1σ2 · · ·σn−1σn−1 · · ·σ2σ1 ∈ PBn , (4.5)
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so that S ⊳ PBn. Thus, involving also the monomorphisms p∗ that correspond to
the coverings p : Cno (C)→ Cn(C) and p : Cno (CP1)→ Cn(CP1), we obtain the following
commutative diagram with exact lines and rows:
1 1 1
❄ ❄ ❄
1 ✲ S ✲ PBn ✲io∗ PBn(S
2) ✲ 1
❄ ❄
p∗
❄
p∗
1 ✲ S ✲ Bn ✲i∗ Bn(S
2) ✲ 1
❄ ❄
µ
❄
µ
1 ✲ S(n) ✲
id
S(n) ✲ 1
❄ ❄
1 1
(4.6)
(compare to (1.4)). It follows that the sphere braid group Bn(S
2) = π1(Cn(CP1))
admits a presentation (we call it the canonical one) with n− 1 generators σ1, .., σn−1
and the defining system of relations
σiσj = σjσi (|i− j| ≥ 2) ,
σiσi+1σi = σi+1σiσi+1 (1 ≤ i ≤ n− 2) ,
σ1σ2 · · ·σn−1σn−1 · · ·σ2σ1 = 1
(4.7)
(see, for instance, [FadBusk61, FadBusk62]).
4.2. Proof of Commutator Theorem. A finite presentation of the commutator
subgroup B′n found in [GorLin69] implies immediately that for n > 4 the abelian-
ization B′n/[B
′
n, B
′
n] of B
′
n is trivial; that is, B
′
n is perfect. Since Bn(S
2) is a quotient
group of Bn, its commutator subgroup B
′
n(S
2) is a quotient group of B′n. A quotient
group of a perfect group is obviously perfect; hence for n > 4 the group B′n(S
2) is
perfect as well. 
Remark 4.1. This remark allows to avoid the quotation of [GorLin69] in the above
proof of Commutator Theorem.
In 1967 I found certain identities in Bn, n > 6, which led to the first proof of the
fact that for such n the group B′n is perfect; during a long time, the only known proof
for smaller n was based on the presentation of B′n found in [GorLin69].
In the middle 1980’s E. A. Gorin discovered the following beautiful relation, which
holds for any n ≥ 4:
σ3σ
−1
1 = (σ1σ2)
−1 · [σ3σ−11 , σ1σ−12 ] · (σ1σ2) , (4.8)
where
[
σ3σ
−1
1 , σ1σ
−1
2
]
=
(
σ3σ
−1
1
)−1 · (σ1σ−12 )−1 · (σ3σ−11 ) · (σ1σ−12 ) is the commutator
of the elements g1 = σ3σ
−1
1 and g2 = σ1σ
−1
2 . Clearly, g1, g2 ∈ B′n, and (4.8) shows
that σ3σ
−1
1 ∈ [B′n, B′n]. Hence the normal subgroup N ⊳ Bn generated (as a normal
subgroup) by the element σ3σ
−1
1 is contained in [B
′
n, B
′
n]. For n > 4 it follows readily
from (4.3) and (4.4) that N contains the whole commutator subgroup B′n. Indeed, the
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presentation of Bn/N involves the generators σ1, ..., σn−1 and the defining system of
relations consisting of (4.3), (4.4) and the additional relation σ3σ
−1
1 = 1; since n > 4
relations (4.3) and σ3σ
−1
1 = 1 imply σ3σ4 = σ4σ3; in view of (4.4), this shows that
σ3 = σ4 and, finally, σ1 = σ2 = ... = σn−1. Thus, Bn/N ∼= Z and N ⊇ B′n. Thereby
B′n ⊆ N ⊆ [B′n, B′n] and B′n is perfect. ©
4.3. Proof of Surjectivity Theorem 2.7. Since Bn(S
2) is a quotient group of
Bn, it suffices to prove the theorem for Bn. This was done in [Lin96b] (Lemma 2.7).
It turns out that this theorem is a very convenient technical tool. Since I still did not
take care of publication of [Lin96b], I decided to outline the proof here.
First, let me recall (in a convenient form) some classical results of E. Artin [Art47b].
Definition 4.2. Two group homomorphisms φ, ψ : G → H are said to be conjugate
if there is an element h ∈ H such that ψ(g) = hφ(g)h−1 for all g ∈ G. If this is the
case, we write φ ∼ ψ; otherwise, we write φ ≁ ψ.
Definition 4.3. A group homomorphism ψ : G→ S(n) is said to be transitive if its
image ψ(G) is a transitive subgroup of the symmetric S(n) (meaning the standard left
action of S(n) on ∆n
def
== {1, ..., n}).
Recall that the elements σ1 and α = σ1 · · ·σn−1 generate the whole Artin braid group
Bn; this follows from the relations
ασj = σ1 · · ·σj−1 · (σjσj+1σj) · σj+2 · · ·σn−1
= σ1 · · ·σj−1 · (σj+1σjσj+1) · σj+2 · · ·σn−1 = σj+1α (1 ≤ j ≤ n− 2) (4.9)
(the same relations hold true in Bn(S
2)). Thus, a homomorphism ψ : Bn → H is
uniquely defined by its values ψ(σ1), ψ(α).
Artin Theorem. Let ψ : Bn → S(n) be a non-cyclic transitive homomorphism.
a) If n 6= 4 and n 6= 6 then the homomorphism ψ is conjugate to the standard
epimorphism µ : Bn → S(n).
b) If n = 6 and ψ ≁ µ then ψ is conjugate to the homomorphism ν6 defined by
ν6(σ1) = (1, 2)(3, 4)(5, 6), ν6(α) = (1, 2, 3)(4, 5).
c) If n = 4 and ψ ≁ µ then ψ is conjugate to one of the following three homomor-
phisms ν4,1, ν4,2, ν4,3:
ν4,1(σ1) = (1, 2, 3, 4),
ν4,2(σ1) = (1, 3, 2, 4),
ν4,3(σ1) = (1, 2, 3),
ν4,1(α) = (1, 2);
ν4,2(α) = (1, 2, 3, 4);
ν4,3(α) = (1, 2)(3, 4);
[ν4,2(σ3) = ν4,2(σ
−1
1 )]
[ν4,3(σ3) = ν4,3(σ1)].
d) Except of the case n = 4 and ψ ∼ ν4,3, the homomorphism ψ is surjective.
In the exceptional case when ψ ∼ ν4,3 the image of ψ coincides with the alternating
subgroup A(4) ⊂ S(4). ©
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The following lemma is the heart of Artin’s methods developed in [Art47b].10
Artin Lemma. Let n > 4 and m be natural numbers. Suppose that there is a prime
p > 2 such that
m/2 < p ≤ n− 2 . (4.10)
Then for every non-cyclic transitive homomorphism ψ : Bn → S(m) the permutation
σ̂1 = ψ(σ1) has at least n−2 fixed points; in particular, such a homomorphism cannot
exist if m < n. ©
We use Artin Lemma to prove the following useful addition to Artin Theorem (see
[Lin72a, Lin74, Lin79], and also [Lin96b], Theorem 2.1).
Theorem 4.4. For n 6= 4 and n > k any homomorphism ψ : Bn(X)→ S(k) is cyclic.
Proof. As Bn(S
2) is a quotient group of Bn it suffices to prove the theorem for
homomorphisms ψ : Bn → S(k).
For n ≤ 3 all is trivial, since S(2) ∼= Z/2Z. Suppose that n > max{4, k} and
there is a non-cyclic homomorphism ψ : Bn → S(k). Let H = Imψ ⊆ S(k). For
each orbit O ⊆ ∆k = {1, ..., k} of H , define the reduction ψO : Bn → S(O) of ψ to
O as follows: ψO(g) = ψ(g)|O for all g ∈ Bn, where ψ(g)|O denotes the restriction of
the permutation ψ(g) ∈ H ⊆ S(k) to the H-orbit O. Clearly, all such reductions are
transitive (meaning that ImψO is a transitive subgroup of the symmetric group S(O)),
and for at least one orbit O◦ the corresponding reduction ψO◦ : Bn → S(O◦) ∼= S(m)
(m = #O◦) must be non-cyclic (otherwise, ψ itself would be abelian and hence cyclic).
Since n > 4 and m ≤ k < n, it follows from the famous Chebyshev Theorem that
there is a prime p > 2 such that m/2 < p ≤ n − 2. In view of the above inequalities
m ≤ k < n, Artin Lemma implies that any transitive homomorphism Bn → S(m)
must be cyclic, which contradicts our choice of the orbit O◦. 
We are now in a position to prove Theorem 2.7.
Proof. Let n 6= 4 and let ψ : Bn(X)→ S(n) be a non-cyclic homomorphism. We
must prove that ψ is surjective.
We have already noticed that it suffices to deal with the Artin braid group Bn. If
ψ is transitive the statement follows directly from Artin Theorem. Assume that ψ is
intransitive. Then #O < n for any (Imψ)-orbit O ⊂∆n and Theorem 4.4 implies that
the reduction of ψ to any such orbit is cyclic. Hence ψ itself is cyclic, contradicting
our assumption. 
4.4. Proof of Composition Theorem. Suppose, on the contrary, that the com-
position ψ = µ ◦ ϕ : Bn(X) ϕ−→ Bk(X) µ−→ S(k) is cyclic. Then µ(ϕ(B′n(X))) = {1}
and hence ϕ(B′n(X)) ⊆ Kerµ = PBk(X). By Commutator Theorem, the commutator
subgroup B′n(X) is perfect; thus, the inclusion ϕ(B
′
n(X)) ⊆ PBk(X) and Theorem 3.3
imply ϕ(B′n(X)) = {1}, which contradicts the assumption that ϕ is non-cyclic. 
10In fact, this lemma is not formulated explicitly in [Art47b]; moreover, Artin treats only the
special case n = m. However, the corresponding part of the proof of Lemma 6 in [Art47b], after an
evident minor modification, leads to the desired result. See [Lin96b] for more details.
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4.5. Homomorphisms Bn(X) → Bk(X) for n > k. Theorem 4.4 and Compo-
sition Theorem imply the following result.
Theorem 4.5. For n 6= 4 and n > k any homomorphism ϕ : Bn(X) → Bk(X) is
cyclic.
Proof. For n = 3 all is trivial since B2(X) is cyclic. Let n > 4. Were ϕ non-cyclic,
then, by Composition Theorem, the map ψ = µ◦ϕ : Bn(X) ϕ−→ Bk(X) µ−→ S(k) would
be non-cyclic, which contradicts Theorem 4.4. 
4.6. Proof of Equivariance Theorem. As we mentioned in Section 2, Equiv-
ariance Theorem follows immediately from Composition Theorem. 
4.7. Proof of Kernel Theorem. Let n > 4 and let ψ : Bn(X)→ S(n) be a non-
cyclic homomorphism. By Theorem 2.7, ψ is surjective and, all the more, transitive11.
All non-cyclic transitive homomorphisms ψ : Bn → S(n) were described by E. Artin
[Art47b] (see also [Lin96b], Section 0.5); it follows from this description that Kerψ =
PBn.
Finally, for a non-cyclic homomorphism ψ : Bn(S
2)→ S(n) of the sphere braid group,
we apply the above result to the composition
ψ˜ = ψ ◦ i∗ : Bn i∗−→ Bn(S2) ψ−→ S(n)
and conclude that (i∗)
−1(Kerψ) = Ker(ψ ◦ i∗) = Ker ψ˜ = PBn. Since the homomor-
phism i∗ : Bn → Bn(S2) is surjective, i∗((i∗)−1(H)) = H for any H ⊆ Bn(S2); hence
Kerψ = i∗((i∗)
−1(Kerψ)) = i∗(PBn) = PBn(S
2) (see (4.6)). 
4.8. Proof of Invariance Theorem. We prove the following stronger statement:
Let n > 4. Then ϕ−1(PBn(X)) = PBn(X) for every non-cyclic endomorphism
ϕ : Bn(X)→ Bn(X).
By Composition Theorem, the homomorphism ψ = µ◦ϕ : Bn(X) ϕ−→ Bn(X) µ−→ S(n)
is non-cyclic, and Kernel Theorem shows that Kerψ = PBn(X). Thus,
PBn(X) = Kerψ = ϕ
−1(Kerµ) = ϕ−1(PBn(X)) .
Of course, this implies ϕ(PBn(X)) = ϕ(ϕ
−1(PBn(X))) ⊆ PBn(X). 
As we mentioned in Section 2.1, Lifting Theorem follows immediately from Invariance
Theorem. 
5. Holomorphic functions omitting two values
In this section we prove Theorem 2.15, that is, determine explicitly all non-constant
holomorphic functions Cno (C)→ C \ {0; 1} and Cno (CP1)→ C \ {0; 1}.
Furthermore, we establish that the set L(Z) of all non-constant holomorphic func-
tions Z → \{0; 1} on a quasi-projective algebraic variety Z carries a natural structure
of a finite simplicial complex. For Z = Cno (C) and Z = Cno (CP1) we study this structure
11That is, its image ψ(Bn(X)) is a transitive permutation group.
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in more details, which provides us with a very useful tool for the proof of Coherence
Theorem.
5.1. Proof of Theorem 2.15. For non-zero complex functions f, g of the same
variables, we write f ≈ g whenever f = γg for some γ ∈ C∗. The following lemma
is, in a sense, a multivariate analog of so-called ”abc-lemma“ for polynomials of one
variables.
Lemma 5.1. Let P,Q,R ∈ C[z1, ..., zn] be pairwise coprime polynomials that do not
vanish outside of the ”big diagonal“ D = ⋃i 6=j{zi = zj}. Assume that at least one of
them is non-constant and
P +Q +R = 0 . (5.1)
Then either
P ≈ zq − zr , Q ≈ zr − zp , R ≈ zp − zq (5.2)
or
P ≈ (zq − zr)(zs − zp) , Q ≈ (zr − zp)(zs − zq) , R ≈ (zp − zq)(zs − zr) . (5.3)
Proof. Let ai, bi, ci denote the degrees of P,Q,R with respect to the variable zi
and let di = max{ai, bi, ci}; the condition (5.1) implies that at least two of the three
numbers ai, bi, ci must coincide with di.
Every polynomial non-vanishing outside of D is of the form γ∏i 6=j(zi−zj)sij , where
γ ∈ C∗ and all sij ∈ Z+. Hence for every i◦ we have representations
P = Pi◦
∏
j 6=i◦
(zi◦ − zj)ai◦j , Q = Qi◦
∏
j 6=i◦
(zi◦ − zj)bi◦j , R = Ri◦
∏
j 6=i◦
(zi◦ − zj)ci◦j , (5.4)
where
Pi◦ ≈
∏
i6=j
i,j 6=i◦
(zi − zj)ai◦;i,j , Qi◦ ≈
∏
i6=j
i,j 6=i◦
(zi − zj)bi◦;i,j , Ri◦ ≈
∏
i6=j
i,j 6=i◦
(zi − zj)ci◦;i,j (5.5)
are pairwise coprime polynomials not depending on zi◦ , and the products∏
j 6=i◦
(zi◦ − zj)ai◦j ,
∏
j 6=i◦
(zi◦ − zj)bi◦j ,
∏
j 6=i◦
(zi◦ − zj)ci◦j
are pairwise coprime polynomials in the variable zi◦ of degrees ai◦ , bi◦ , ci◦, respectively.
We consider the following two mutually complementary cases:
a) there exists a value i = p such that the triple {ap, bp, cp} contains at least two
distinct numbers;
b) ai = bi = ci for every i.
a) We may assume that ap < bp = cp. Taking into account (5.4) (with i◦ = p)
and comparing the leading terms with respect to the variable zp in identity (5.1), we
obtain Qp +Rp = 0. As Qp and Rp are coprime, they are non-zero constants. Hence
Q ≈
∏
j 6=p
(zp − zj)bpj , R ≈
∏
j 6=p
(zp − zj)cpj
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and identity (5.1) may be written as
Pp
∏
j 6=p
(zp − zj)apj +B
∏
j 6=p
(zp − zj)bpj + C
∏
j 6=p
(zp − zj)cpj = 0 , (5.6)
where B,C ∈ C∗.
Each exponent apj in (5.6) must be zero. Indeed, each factor zp − zj that actually
occurs in the first summand of (5.6) cannot occur in the second and the third ones;
were apj◦ > 0 for some j◦, then the left hand side would be a non-trivial polynomial
in the variable zj◦ , contradicting (5.6).
This means that ap =
∑
j 6=p apj = 0, the polynomial P does not depend on zp,
P = Pp, and identity (5.6) takes the form
P +B
∏
j 6=p
(zp − zj)bpj + C
∏
j 6=p
(zp − zj)cpj = 0 .
For the particular value zp = 0 the latter identity shows that
P +B
∏
j 6=p
(−zj)bpj + C
∏
j 6=p
(−zj)cpj = 0 ,
where the polynomial P = Pp is given by (5.5) (with i◦ = p), and the products∏
j 6=p
(−zj)bpj ,
∏
j 6=p
(−zj)cpj
are coprime. One can readily see that this may only happen if P,Q,R satisfy (5.2)
with some distinct q, r 6= p, which complete the proof in case (a).
b) Since ai = bi = ci for any i, and at least one of the polynomials P,Q,R is non-
constant, there is a value i = s such that zs actually occurs in P , Q, and R. Taking
into account (5.4) and (5.5) (with i◦ = s), we can write (5.1) as
Ps
∏
j 6=s
(zs − zj)asj +Qs
∏
j 6=s
(zs − zj)bsj +Rs
∏
j 6=s
(zs − zj)csj = 0 . (5.7)
By our choice of s, ∑
j 6=s
asj =
∑
j 6=s
bsj =
∑
j 6=s
csj > 0 ;
hence there is p 6= s such that asp > 0. As P is coprime with Q, R and contains the
factor (zs − zp)asp, we have bsp = csp = 0. Comparing the leading terms with respect
to zs in (5.7), we see that
Ps +Qs +Rs = 0. (5.8)
Let a′sp, b
′
sp, c
′
sp be the degrees of the polynomials Ps, Qs, Rs with respect to zp. Clearly,
a′sp = ap − asp < ap , b′sp = bp − bsp = bp = ap , c′sp = cp − csp = cp = ap ;
hence a′sp < b
′
sp = c
′
sp; in particular, Qs and Rs are non-constant. In view of (5.8), this
means that the triple {Ps, Qs, Rs} is of the type considered in case (a). Therefore,
Ps ≈ (zq − zr) , Qs ≈ (zr − zp) , Rs ≈ (zp − zq
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for certain distinct q, r such that q 6= p, s and r 6= p, s. Consequently, identity (5.7)
may be written as
A(zq − zr)(zs − zp)asp
∏
j 6=s,p
(zs − zj)asj
+B(zr − zp)
∏
j 6=s,p
(zs − zj)bsj + C(zp − zq)
∏
j 6=s,p
(zs − zj)csj = 0
(5.9)
(with certain A,B,C ∈ C∗). In particular, on the hyperplane zp = zq we have the
identity
A(zq − zr)(zs − zq)asp
∏
j 6=s,p
(zs − zj)asj +B(zr − zq)
∏
j 6=s,p
(zs − zj)bsj = 0 ,
or
A(zs − zq)asp
∏
j 6=s,p
(zs − zj)asj − B
∏
j 6=s,p
(zs − zj)bsj = 0 . (5.10)
The products
∏
j 6=s,p(zs− zj)asj and
∏
j 6=s,p(zs− zj)bsj must be coprime; hence identity
(5.10) can hold true only if
A = B, asj = 0 for all j 6= s, p , bsj = 0 for all j 6= s, p, q , and asp = bsq .
Under these conditions we have
P ≈ (zq−zr)(zs−zp)asp , Q ≈ (zr−zp)(zs−zq)asp , R ≈ (zp−zq)
∏
j 6=s,p,q
(zs−zj)csj , (5.11)
and identity (5.9) takes the form
A(zq − zr)(zs − zp)asp + A(zr − zp)(zs − zq)asp + CR = 0 . (5.12)
Taking into account the conditions aq = bq = cq and ar = br = cr, we obtain from (5.12)
and (5.11) that asp = 1, csj = 0 for all j 6= r, and csr = 1; hence P ≈ (zq−zr)(zs−zp) ,
Q ≈ (zr − zp)(zs − zq) , R ≈ (zp − zq)(zs − zr) . 
Now we are ready to prove Theorem 2.15.
Proof. a) Let ℓ ⊂ Cn be any com lex straight line such that ℓ 6⊆ D; by Great
Picard Theorem, the restriction µ|Cno (C)∩ℓ is a regular function. Thus, the function µ
itself is rational on Cn and regular on Cno (C). That is, µ = −P/R, where polynomials
P,R ∈ C[q1, ..., qn] are coprime, do not vanish on Cno (C), and at least one of them is
non-constant. The polynomial Q = −P − R is coprime to P and R; it has no zeros
in Cno (C), as −Q/R = 1− µ and the function µ does not assume the value 1. Lemma
5.1 implies the desired result.
b) By (a), the restriction of µ to the Zariski open subset Cno (C) ⊂ Cno (CP1) must
be either a simple ratio srijk or a cross ratio crijkl. However, the function srijk =
(qk − qi)/(qk − qj) has a pole in Cno (CP1) along the divisor qi =∞, and only the cross
ratios survive when passing from Cno (C) to Cno (CP1). 
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Remark 5.2. We have seen in Section 3.1 that for any m ≥ 1 there are a natural
identification
Dm(CP1) ∋ (q1, ..., qm, 0, 1,∞)
∼=←→ (q1, ..., qm) ∈ Cmo (C \ {0, 1}) (5.13)
and a biholomorphic isomorphism
jCP1,m+3 : Cm+3o (CP1)
∼=−→ PSL(2,C)×Dm(CP1) = PSL(2,C)×Cmo (C\{0, 1}) ; (5.14)
jCP1,m+3 and its inverse j
−1
CP
1,m+3
are defined by
jCP1,m+3(q) = (Θ(q), (Θ(q))
−1q) , j−1
CP
1,m+3
(A, z) = Az
(q ∈ Cm+3o (CP1) , A ∈ PSL(2,C) , z ∈ Dm(CP1)) ,
(5.15)
where Θ: Cm+3o (CP1) → PSL(2,C) denote the morphism whose value at any point
q = (q1, ..., qm+3) ∈ Cm+3o (CP1) is a unique element Θ(q) ∈ PSL(2,C) that carries
(0, 1,∞) to (qm+1, qm+2, qm+3). By the Picard theorem, any holomorphic function
Cm+3o (CP1) → C \ {0; 1} is constant on each fiber of the projection Cm+3o (CP1) →
Cmo (C\{0, 1}); therefore there is a one-to-one correspondence between the set L(Cmo (C\
{0, 1})) of all non-constant holomorphic functions Cmo (C\{0, 1})→ C\{0; 1} and the
set L(Cm+3o (CP1)) of all non-constant holomorphic functions Cm+3o (CP1)→ C \ {0; 1}.
Due to Theorem 2.15 we know all functions of the latter set; this provides us with the
following explicit description of all functions h ∈ L(Cmo (C \ {0, 1})), which was also
obtained by S. Kaliman [Kal76b, Kal93] in a different way. Let us set qm+1 = 0,
qm+2 = 1, qm+3 =∞. Then every function h ∈ L(Cmo (C \ {0, 1})) is of the form
h(q1, ..., qm) = hi,j,k,l(q1, ..., qm) =
qi − qj
qi − qk :
qj − ql
qk − ql , (5.16)
where i, j, k, l ∈ {1, ..., m+3} are pairwise distinct. We shall use this fact in Sec. 12.3
Similarly, using an isomorphism Cmo (C∗)) ∼= C∗ × Cm−1o (C \ {0, 1}) we may identify
the set L(Cmo (C∗)) first with L(Cm−1o (C \ {0, 1})) and then with L(Cm+2o (CP1)), which
provides an explicit description of all non-constant holomorphic functions Cmo (C∗) →
C \ {0; 1} obtained in [Zin77] in a different way. ©
5.2. Simplicial complex of holomorphic functions omitting two values.
Here I will describe an almost obvious combinatorial structure, which occurs amazingly
useful for the proof of Coherence Theorem. I came to it very recently when the first
version of this paper was already written. In this renewed version the proof does not
become much shorter but its main ideas are now absolutely clear. Strangely enough I
paid no attention to this structure 30 years ago. But seemingly nobody did so...
For an irreducible quasi-projective variety Z we denote by L(Z) the set of all non-
constant holomorphic functions λ : Z → C \ {0; 1}. It is well known that all λ ∈ L(Z)
are regular and L(Z) is finite.12 Clearly λ−1 ∈ L(Z) whenever λ ∈ L(Z) and ι : L(Z) ∋
λ 7→ ι(λ) def== λ−1 ∈ L(Z) is an involution. The set L(Z) carries a natural structure of
a finite simplicial complex L△(Z) described in the following definition.
12In what follows we are interested only in the case when L(Z) 6= ∅.
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Definition 5.3. Let µ, ν ∈ L(Z); we say that ν is a proper divisor of µ and write
ν | µ if the quotient λ = µ : ν ∈ L(Z), i. e., λ 6= const and λ(z) 6= 1 for all z ∈ Z;
otherwise, we write ν ∤ µ. Clearly, ν | µ is equivalent to µ | ν.
A non-empty subset (respectively a non-empty ordered subset) ∆ ⊆ L(Z) is said
to be a simplex (respectively an ordered simplex) of dimension m = #∆ − 1 if ν | µ
for each pair of distinct µ, ν ∈ ∆; the functions µ ∈ ∆ are said to be the vertices of ∆.
Any non-empty subset of an (ordered) simplex is an (ordered) simplex. We define the
boundary ∂∆ of an ordered simplex ∆ = [µ0, ..., µm] ⊆ L(Z) by the standard formula
∂∆
def
==
m∑
i=0
(−1)i[µ0, ..., µ̂i, ..., µm] . (5.17)
Thereby L(Z) becomes a finite simplicial complex with the simplicial involution ι.
When we need to emphasize that L(Z) is regarded as a simplicial complex, i. e.,
the collection of all simplices ∆ ⊂ L(Z) rather than the set of all vertices µ ∈ L(Z)
we write L△(Z) instead of L(Z) and ∆ ∈ L△(Z) instead of ∆ ⊂ L(Z). ©
Lemma 5.4. Let f : Z → Y be a holomorphic mapping of irreducible quasi-projective
varieties. Suppose that for each λ ∈ L(Y ) the composition
f ∗(λ)
def
== λ ◦ f : Z f−→ Y λ−→ C \ {0; 1}
is non-constant (this is certainly the case whenever f is dominant). Then
f ∗ : L(Y ) ∋ λ 7→ λ ◦ f ∈ L(Z) (5.18)
is a simplicial mapping whose restriction to each simplex ∆ ⊆ L(Y ) is injective.
Consequently, f ∗ preserves dimension of simplices. Moreover, f ∗(ιλ) = ιf ∗(λ) for all
λ ∈ L(Y ).
Proof. Let µ, ν be two distinct vertices of a simplex ∆ ∈ L△(Y ) and let λ = µ : ν.
By Definition 5.3, λ ∈ L(Y ). By our assumption, f ∗(µ) : f ∗(ν) = f ∗(λ) 6= const and
µ(f(z)) : ν(f(z)) = λ(f(z)) 6= 1 for all z ∈ Z. Hence f ∗(ν) | f ∗(µ). This shows that
f ∗(∆) ∈ L△(Z) and the restriction of f ∗ to the set of all vertices of ∆ is injective. The
last statement of Lemma is evident. 
5.3. Complexes of simple and cross ratios. Let, as usual, X = C or X = CP1
and let Z = Cno (X). Due to Theorem 2.15, where we met all non-constant holomorphic
functions Z → C\{0; 1} face to face, certain properties of the simplicial complex L(Z)
may be described in a more explicit manner.
Notation. It is convenient to start with a little bit more formal situation. Let
q = {qi | i ∈ N} be a countable set of independent variables. For any three distinct
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i, j, k ∈ N and any four distinct i, j, k, l ∈ N the rational functions13
srijk = sr(qi, qj , qk)
def
==
qk − qi
qk − qj and
crijkl = cr(qi, qj, qk, ql)
def
==
ql − qi
ql − qj :
qi − qk
qj − qk =
(ql − qi)(qj − qk)
(ql − qj)(qi − qk)
(5.19)
are referred to as simple and cross ratios, respectively. The unordered set of variables
q that actually participate in such a function µ is called its support; we denote it by
supp µ; the differences of these variables in the numerator and the denominator of
µ are said to be the factors of µ. There are 6 distinct simple ratios with support
{qi, qj, qk} and 6 distinct cross ratios with support {qi, qj, qk, ql}. (Permutations of
i, j, k, l formally lead to 24 cross ratios with the same support, but only 6 of them are
distinct, since Kleinian permutations 1, (i, j)(k, l), (i, k)(j, l), (i, l)(j, k) do not change
the rational function crijkl.) The sets of all simple and all cross ratios are denoted
by SR(q) and CR(q), respectively. We set L(q) = SR(q) ∪ CR(q). The following
definition is similar to Definition 5.3.
Definition 5.5. Let µ, ν ∈ L(q) and µ 6= ν. We say that ν is a proper divisor of µ
and write ν | µ if the quotient µ : ν ∈ L(q); otherwise, we write ν ∤ µ. As λ ∈ L(q) is
equivalent to λ−1 ∈ L(q), ν | µ is equivalent to µ | ν. The set (λ, µ) of all common
proper divisors of elements λ, µ ∈ L(q) consists of all ν ∈ L(q) such that ν | λ and
ν | µ.
A non-empty finite subset ∆ ⊂ L(q) is called a simplex (respectively, an ordered
simplex when ∆ is ordered) of dimension dim∆ = #∆ − 1 if µ | ν for every two
distinct µ, ν ∈ ∆.14 The elements µ ∈ ∆ are said to be the vertices of ∆ and the
union supp∆
def
==
⋃
µ∈∆
suppµ is called the support of ∆. Any non-empty subset of an
(ordered) simplex is an (ordered) simplex. The boundary ∂∆ of an ordered simplex
∆ = [µ0, ..., µm] ⊆ L(q) is defined by formula (5.17). Thereby, L(q) becomes a
simplicial complex with the simplicial involution ι : λ 7→ λ−1.
As in Section 5.2, we use also the notation L△(q) instead of L(q) to emphasize
that we deal with a simplicial complex, i. e., the collection of all simplices ∆ ⊂ L(q)
rather than just the set of all vertices µ ∈ L(q). There are three types of simplices in
L△(q): two types of “pure” ones, which belong either to SR△(q) (they are referred to
as “simple” ones) or to CR△(q) (they are referred to as “cross” ones), and “mixed”
ones, which have vertices in both SR(q) and CR(q).
We denote by SR(qn) ⊂ SR(q), CR(qn) ⊂ CR(q) and L(qn) ⊂ L(q) the subsets
consisting of all vertices of the corresponding type whose supports are contained in
the set qn = {q1, ..., qn} ⊂ q of the first n variables. The subcomplexes SR△(qn),
13The ground field k is not important as soon as it is commutative and of characteristic 0; for
instance, k = C and k = Q both are suitable.
14The latter definition does not require that the quotients ν : µ, µ : ν must be elements of ∆.
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CR△(qn) and L△(qn) consist of all simplices whose vertices are in SR(qn), CR(qn)
and L(qn), respectively.
15 ©
The main purpose of the following three lemmas is to estimate dimension of simplices
of a certain type provided their supports are contained in qn.
Lemma 5.6. a) If µ, ν ∈ SR(q) and ν | µ then either µ and ν have the same
denominator or they have the same numerator; in particular, #(supp µ∩ supp ν) = 2.
b) Each proper divisor µ ∈ SR(q) of srijk is obtained from srijk by replacing of
one of the indices i, j with some l 6= i, j, k.
In fact, up to a choice of l 6= i, j, k and the order of multipliers, the formula
srijk = srilk · srljk . (5.20)
provides us with a unique possible decompositions of srijk to a product of two other
simple ratios.
c) For every four distinct i, j, k, l ∈ N
(srijk, srilk) ∩ SR(q) = {srimk | m 6= i, j, k, l} ,
(srijk, srljk) ∩ SR(q) = {srmjk | m 6= i, j, k, l} . (5.21)
d) If ∆ = {λ, µ, ν} ⊂ SR(q) is a simplex, then either λ, µ, ν have the same
denominator or they all have the same numerator; in any case #supp∆ = 5.
e) Let n ≥ 3 and ∆ ∈ SR△(qn). Then either all vertices of ∆ have the same
denominator or they all have the same numerator. Moreover, dim∆ ≤ n − 3, i. e.,
dimSR△(qn) ≤ n− 3.
Proof. (a) is evident; the proof of (b) is straightforward. (c) is a simple conse-
quence of (b), and (d) follows from (c). The first statement of (e) follows immediately
from (d), and the second statement follows from the first one. 
Lemma 5.7. a) If µ, ν ∈ CR(q) and ν | µ then #(suppµ ∩ supp ν) = 3.
b) Each proper divisor µ ∈ CR(q) of crijkl is obtained from crijkl by replacing of
one of the indices i, j, k, l with some m 6= i, j, k, l.
In fact, up to a choice of m 6= i, j, k, l and the order of multipliers, the formulae
crijkl = crijkm · crijml = crimkl · crmjkl (5.22)
provide us with all decompositions of crijkl to a product of two other cross ratios.
16
15L(q2) = CR(q3) = ∅. It should be emphasized that SR△(qn), CR△(qn) and L△(qn) are not
the n-skeletons of the corresponding complexes.
16As crimkl = crklim and crmjkl = crklmj , the Kleinian permutation (i, k)(j, l), which does not
change crijkl , transforms these decompositions to each other.
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c) For every five distinct i, j, k, l,m ∈ N
(crijkl, crijkm) ∩ CR(q) = {crijkn | n 6= i, j, k, l,m} ,
(crijkl, crijml) ∩ CR(q) = {crijnl | n 6= i, j, k, l,m} ,
(crijkl, crimkl) ∩ CR(q) = {crinkl | n 6= i, j, k, l,m} ,
(crijkl, crmjkl) ∩ CR(q) = {crnjkl | n 6= i, j, k, l,m} .
(5.23)
d) If ∆ = {λ, µ, ν} ⊂ CR(q) is a simplex then #supp∆ = 6.
e) Let n ≥ 4. Then dimCR△(qn) ≤ n − 4, that is, dim∆ = #∆ − 1 ≤ n− 4 for
every cross simplex ∆ whose vertices are supported in {q1, ..., qn}.
Proof. a) The quotient µ : ν formally contains 8 factors; a mutual cancellation
of two pairs of them cannot happen unless #(supp µ∩ supp ν) ≥ 3. A straightforward
verification shows that ν ∤ µ whenever supp µ = supp ν.
b) Let crijkl = µ
′ · µ′′ for some two cross ratios µ′, µ′′; due to (a), we may also
assume that suppµ′ is one of the sets {qi, qj, qk, qm}, {qi, qj, ql, qm}, {qi, qk, ql, qm},
{qj , qk, ql, qm}. There are precisely 4 · 6 = 24 cross ratios µ′ with such a support, and
one may check them all, one by one; this leads to the desired result.
c) By (b), to get a common proper divisor ν ∈ CR(q) of crijkl and crijkm, one must
replace one of the indices in each of the latter two cross ratios with some n 6= i, j, k, l,m
so that the results coincide with each other. Only the cross ratio ν = crijkn appears
in such a way; this proves the first of relations (5.23). As Kleinian permutations
(i, j)(k, l), (i, k)(j, l) and (i, l)(j, k) do not change the rational function crijkl, and for
any s 6= i, j, k, l we have crjils = crijsl, crklis = criskl and crlkjs = crsjkl, three other
relations follow from the first one.
d) Let λ = crijkl. By (b), there is m 6= i, j, k, l such that µ coincides with one of
the four cross ratios crijkm, crijml, crimkl, crmjkl. In each of these cases one of relations
(5.23) shows that #(supp λ ∪ supp µ ∪ supp ν) = 6.
e) By (a), statement (e) is valid for n = 4. Suppose that for some n ≥ 4 we
have dimCR△(qn) ≤ n − 4 and consider any simplex ∆ ∈ CR△(q) with support
supp∆ ⊆ {q1, ..., qn+1}. We must prove that dim∆ ≤ n− 3, i. e., #∆ ≤ n− 2.
Take two distinct λ, µ ∈ ∆. According to (a), #(supp λ ∩ supp µ) = 3; thus,
supp λ = {qi, qj, qk, ql} and suppµ = {qi, qj , qk, qm} for some distinct i, j, k, l,m ∈
{1, ..., n+ 1}.
Let ∆(m̂) = {τ ∈ ∆ | qm /∈ supp τ}; clearly, λ ∈ ∆(m̂) and µ /∈ ∆(m̂). By
the induction hypothesis, dim∆ = #∆(m̂) − 1 ≤ n − 4. Let us show that actually
∆\∆(m̂) = {µ}; this will imply #∆ = #∆(m̂)+1 ≤ (n−3)+1 = n−2 and complete
the step of induction.
Suppose to the contrary that ν ∈ ∆\∆(m̂) and ν 6= µ; clearly, qm ∈ supp ν. As λ ∈
∆(m̂), we have ν 6= λ. Thereby, {λ, µ, ν} is a simplex; by (d), # supp∆ = #(supp λ∪
supp µ ∪ supp ν) = 6. Since suppλ ∪ supp µ = {qi, qj , qk, ql, qm}, the set supp ν must
contain at least one additional variable, say qp, distinct from all qi, qj, qk, ql, qm. As
supp λ = {qi, qj , qk, ql} and qm, qp ∈ supp ν, we see that #(supp λ∩ supp ν) ≤ 2, which
contradicts (a). 
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Lemma 5.8. a) Each mixed simplex ∆ contains precisely one vertex µ ∈ SR(q).
b) dim∆ ≤ n− 3 for any mixed simplex with support supp∆ ⊆ {q1, ..., qn}.
Proof. a) As ∆ is mixed, there are µ ∈ ∆∩SR(q) and ν ∈ ∆∩CR(q). We may
assume that µ = srijk; then it is easily seen that ν = crijlk for a certain l 6= i, j, k. Up
to an order of multipliers, there exist exactly two distinct decompositions of ν = crijlk
to a product of two simple ratios:
crijlk = srijk · srjil = srkli · srlkj .
Each of the three simple ratios srjil, srkli, srlkj is not a proper divisor of µ = srijk;
hence ∆ does not contain any simple ratio λ 6= µ.
b) By (a), there is a single vertex µ ∈ ∆∩SR(q). Thus, ∆′ def== ∆\{µ} is a simplex
contained in CR(q) with support in {q1, ..., qn}. By Lemma 5.7(e) dim∆′ ≤ n − 4,
which implies dim∆ ≤ n− 4. 
Example 5.9. a) Let n ≥ 3. Then ∆ = {sr3,2,1, sr4,2,1, ..., srn,2,1} ⊂ SR(q) is a
simplex of dimension n− 3 with support in {q1, ..., qn}.
b) Let s ≥ 4. Then ∆ = {cr1,2,3,4, cr1,2,3,5, ..., cr1,2,3,n} ⊂ CR(q) is a simplex of
dimension n− 4 with support in {q1, ..., qn}.
c) Let n ≥ 3. Then ∆ = {sr1,2,3; cr1,2,4,3, cr1,2,5,3, ..., cr1,2,n,3} is a mixed simplex
of dimension n− 3 with support in {q1, ..., qn}.
These examples show that the upper bounds of dim∆ established in Lemma 5.6(e),
Lemma 5.7(e) and Lemma 5.8(b) are the best possible ones. ©
Due to Theorem 2.15 the complexes L△(Cno (C)) and L△(Cno (CP1)) defined according to
Section 5.2 may be identified to the complex L△(qn) and to the subcomplex CR△(qn) ⊂
L△(qn), respectively. When it is convenient we use also the notation
SR(Cno (C)) , SR△(Cno (C)) , CR(Cno (C)) = CR(Cno (CP1))
and CR△(Cno (C)) = CR△(Cno (CP1))
instead of SR(qn), SR△(qn), CR(qn) and CR△(qn).
Lemma 5.6, Lemma 5.7 and Example 5.9 imply the following corollary.
Corollary 5.10. a) dimSR△(qn) = n− 3 and dimCR△(qn) = n− 4.
b) dimL△(Cno (C)) = dimSR△(Cno (C)) = dimSR△(qn) = n− 3 and
dimL△(Cno (CP1)) = dimCR△(Cno (CP1)) = dimCR△(qn) = n− 4. ©
5.4. S(n) action in L(qn). The natural S(n) action in {1, ..., n} induces the left
S(n) action in L(qn); in more details, for µ ∈ L(qn) and σ ∈ S(n) the rational
function σµ is defined by (σµ)(q) = µ(σ−1q), i. e., (σµ)(q1, ..., qn) = µ(qσ(1), ..., qσ(n)).
This action is transitive on the sets of vertices SR(qn) and CR(qn) (for S(n) action
in {1, ..., n} is n transitive).
Furthermore, if µ, ν ∈ L(qn) and ν | µ then for each σ ∈ S(n) we have (σµ)(q) :
(σν)(q) = µ(σ−1q) : ν(σ−1q) = (µ : ν)(σ−1q), which shows that σν | σµ. Hence for
each simplex ∆ = {µ0, ..., µs} ∈ L△(qn) and each σ ∈ S(n) the set σ∆ = {σµ0, ..., σµs}
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is the simplex of the same type and dimension. Thus we have the (left) dimension
preserving S(n) action in SR△(qn) and CR△(qn).
We denote by SR△m(qn) ⊆ SR△(qn) and CR△m(qn) ⊆ CR△(qn) the S(n) invariant
subsets consisting of all m simplices of the corresponding type.
Definition 5.11. We define the following three normal forms of m simplices:
∆mS
def
== {sr3,2,1, sr4,2,1, ..., srm+3,2,1} ∈ SR△(qn) (0 ≤ m ≤ n− 3) , (5.24)
∆−mS
def
== {sr2,3,1, sr2,4,1, ..., sr2,m+3,1} ∈ SR△(qn) (0 ≤ m ≤ n− 3) (5.25)
and
∆mC
def
== {cr1,2,3,4, cr1,2,3,5, ..., cr1,2,3,m+4} ∈ CR△(qn) (0 ≤ m ≤ n− 4) . (5.26)
A simplex in a normal form we call normal.
The following lemma shows that the S(n) action in L(qn) allows to carry any simplex
to a normal form.
Lemma 5.12. a) For m ≥ 1 the set of all simple m simplices SR△m(qn) is the disjoint
union of two S(n) orbits S(n)∆mS and S(n)∆
−m
S of the normal m simplices ∆
m
S and
∆−mS . That is, any simple m simplex can be carried to one of the normal forms (5.24),
(5.25) by a permutation σ ∈ S(n).
b) The S(n) action on CR△m(qn) is transitive, that is, any cross m simplex can be
carried to the normal form (5.26) by a permutation σ ∈ S(n).
Proof. a) Let ∆ = {µ0, ..., µm} ∈ SR△m(qn). As permutations are admitted we
may assume that µ0 = sr3,2,1. By Lemma 5.6(b), µ1 must be one of the functions
srl,2,1, sr3,l,1 with a certain l 6= 1, 2, 3. A suitable permutation of {4, ..., n} keeps µ0
and carries µ1 to one of the functions sr4,2,1 and sr3,4,1.
In the first case {µ0, µ1} = {sr3,2,1, sr4,2,1}; in the second case we apply the trans-
position (2, 3) to all vertices of ∆ and get {µ0, µ1} = {sr2,3,1, sr2,4,1}.
If m = 1 we are done. For m ≥ 2 the simplex ∆ has at least one more vertex µ2;
so either
(i) ∆ = {µ0, µ1, µ2, ..., µm} = {sr3,2,1, sr4,2,1, µ2, ..., µm} or
(ii) ∆ = {µ0, µ1, µ2, ..., µm} = {sr2,3,1, sr2,4,1, µ2, ..., µm} .
In case (i), µ0 and µ1 have the same denominator q1 − q2. Lemma 5.6(e) shows
that all µ2, ..., µm also have the same denominator q1 − q2. By Lemma 5.6(c), they
must be of the form µ2 = srk2,2,1, ..., µm = srkm,2,1, where all k2, ..., km ∈ {5, ..., n} are
distinct. A suitable permutation of {5, ..., n} keeps the forms of µ0, µ1 and carries ∆
to the normal form (5.24).
In case (ii), µ0 and µ1 have the same numerator q1 − q2 and Lemma 5.6(e) shows
that so do all other vertices µ2, ..., µm of ∆. As above, we conclude that they must be
of the form µ2 = sr2,k2,1, ..., µm = sr2,km,1, where all k2, ..., km ∈ {5, ..., n} are distinct.
A suitable permutation of {5, ..., n} does not change µ0, µ1 and brings ∆ to the normal
form (5.25).
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b) Let ∆ = {µ0, ..., µm} ∈ CR△m(qn). We may assume that µ0 = cr1,2,3,4. By
Lemma 5.7(b), µ1 is one of the functions cr1,2,3,l, cr1,2,l,4, cr1,l,3,4, crl,2,3,4 for a certain
l 6= 1, 2, 3, 4. A suitable permutation of {5, ..., n} keeps µ0 and carries µ1 to one of
the functions cr1,2,3,5, cr1,2,5,4, cr1,5,3,4, cr5,2,3,4. The Kleinian permutation (1, 3)(2, 4)
does not change the rational function cr1,2,3,4 and carries the pair cr1,2,3,5, cr1,2,5,4 to
the pair cr1,5,3,4, cr5,2,3,4; hence we may restrict ourselves to the following two cases:
either {µ0, µ1} = {cr1,2,3,4, cr1,2,3,5} or {µ0, µ1} = {cr1,2,3,4, cr1,2,5,4}. In fact, the
Kleinian permutation (1, 2)(3, 4) keeps cr1,2,3,4 and brings cr1,2,5,4 to cr1,2,3,5; thus we
are left with the case when ∆ = {µ0, µ1, ..., µm} = {cr1,2,3,4, cr1,2,3,5, ..., µm}.
If m = 1 we are done. For m ≥ 2 the first of relations (5.23) in Lemma 5.7(c)
shows that µ2, ..., µm must be of the form µ2 = cr1,2,3,k2, ..., µm = cr1,2,3,km, where all
k2, ..., km ∈ {6, ..., n} are distinct. A suitable permutation of {6, ..., n} keeps µ0, µ1
and brings ∆ to the normal form (5.26). 
6. Coherence Theorem
In this section we prove Coherence Theorem formulated in Section 2.4, which completes
the proof of Tame Map Theorem.
It is clear that all components of a strictly equivariant endomorphism
f = (f1, ..., fn) : Cno (X)→ Cno (X)
are non-constant holomorphic mappings Cno (X) → X . The following lemma shows
that Lemma 5.4 applies to strictly equivariant endomorphisms.
Lemma 6.1. Let f = (f1, ..., fn) : Cno (X)→ Cno (X) be a strictly equivariant endomor-
phism and µ : Cno (X)→ C \ {0; 1} be a non-constant holomorphic function. Then the
composition µ ◦ f : Cno (X) f−→ Cno (X) µ−→ C \ {0; 1} is non-constant.
Proof. Suppose to the contrary that µ◦f = c = const 6= 0, 1. Then (µ◦f)(σq) ≡ c
for all σ ∈ S(n). Since f is strictly equivariant, there is α ∈ AutS(n) such that
f(θq) = α(θ)f(q) for all θ ∈ S(n) and q ∈ Cno (X), so that c ≡ µ(f(θq)) = µ(α(θ)f(q)).
By Theorem 2.15, either µ ∈ SR(qn) or µ ∈ CR(qn) (for X = CP1 the first case does
not occur). S(n) acts transitively on the sets SR(qn) and CR(qn), which are invariant
under the involutions λ 7→ λ−1 and λ 7→ 1 − λ; thus µ−1 = sµ and 1 − µ = tµ for
certain s, t ∈ S(n). Let σ = α−1(s−1) and τ = α−1(t−1). Then
c−1 ≡ [µ(f(q))]−1 ≡ sµ(f(q)) ≡ µ(s−1f(q)) ≡ µ(α(σ)f(q)) ≡ µ(f(σq)) ≡ c
and
1− c ≡ 1− µ(f(q)) ≡ tµ(f(q)) ≡ µ(t−1f(q)) ≡ µ(α(τ)f(q)) ≡ µ(f(τq)) ≡ c ,
and the contradiction −1 = c = 1/2 ensues.17 
Recall the notation t(X) = 2 for X = C and t(X) = 3 for X = CP1. The following
result is just an evident combination of Theorem 2.15, Lemma 6.1 and Lemma 5.4.
17My original proof was at least twice as long; I am grateful to Yoel Feler who noticed that it
may be simplified by involving the second involution λ 7→ 1− λ.
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Corollary 6.2. Let n > t(X)18 and let f be a strictly equivariant endomorphism of
Cno (X). The induced map f ∗ : L(Cno (X)) ∋ µ 7→ µ ◦ f ∈ L(Cno (X)) is simplicial. 
Lemma 6.3. Let f be a strictly equivariant endomorphism of Cno (X) and let α be the
automorphism of S(n) related to f (see (2.8) and Definition 2.8).
a) The map f ∗ : L(Cno (X))→ L(Cno (X)) is strictly equivariant meaning that
f ∗(σµ) = α−1(σ)f ∗(µ) for all σ ∈ S(n) and all µ ∈ L(Cno (C)) . (6.1)
Consequently, for any vertex µ ∈ L(Cno (X)) the f ∗-image of its S(n) orbit coincides
with the S(n) orbit of the vertex f ∗(µ).
b) If X = C then f ∗(SR(Cno (C))) = SR(Cno (C)).
Proof. a) Let s = α−1(σ). The proof of (6.1) is straightforward:
[f ∗(σµ)](q) = (σµ)(f(q)) = (α(s)µ)(f(q)) = µ(α(s−1)f(q))
= µ(f(s−1q)) = (f ∗(µ))(s−1q) = [sf ∗(µ)](q) = [α−1(σ)f ∗(µ)](q) .
The permutation s runs over the whole S(n) whenever σ does so, and vice versa. Hence
(6.1) implies f ∗(S(n)µ) = S(n)f ∗(µ) for each µ ∈ L(Cno (X)).
b) By Lemma 5.18, the map f ∗ preserves dimension of simplices; taking into ac-
count Corollary 5.10, we have dim f ∗(SR△(Cno (C))) = dimSR△(Cno (C)) = n − 3 and
dimCR△(Cno (C)) = n − 4, which shows that f ∗(SR△(Cno (C))) 6= CR△(Cno (C)). Thus
f ∗(SR△(Cno (C))) = SR△(Cno (C)), which is certainly equivalent to f ∗(SR(Cno (C))) =
SR(Cno (C)). 
Remark 6.4. It follows from Coherence Theorem (which is not proved yet!) that
f ∗(CR(Cno (C))) = CR(Cno (C)); we do not need this fact at the moment. ©
6.1. Proof of Coherence Theorem for X = C. Let n > 4 and let f be a
strictly equivariant endomorphism of Cno (C). In view of what has been done above, in
this case Coherence Theorem is equivalent to the following
Claim 1. Let ∆ = ∆n−3S ∈ SR△(Cno (C)) be the normal simplex of the form (5.24),
that is, the simplex with the vertices µi = sri,2,1, i = 3, ..., n. Then f
∗(∆) ∈ S(n)∆.
Proof. By Lemma 6.3(b), f ∗(∆) ∈ SR△n−3(Cno (C)). According to Lemma 5.12(a),
SR△n−3(Cno (C)) is the disjoint union of the orbits S(n)∆n−3S and S(n)∆−(n−3)S . So it
suffices to show that f ∗(∆) 6∈ S(n)∆−(n−3)S ; in view of Lemma 6.3(a), the latter is
equivalent to f ∗(S(n)∆) 6∈ ∆−(n−3)S .
Suppose to the contrary that f ∗(s∆) = ∆
−(n−3)
S for some s ∈ S(n). Then
f1(σq)− fi(σq)
f1(σq)− f2(σq) =
q1 − q2
q1 − qi
18See Notation 1.11.
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for all i = 3, ..., n, where σ = α−1(s−1) and α is the automorphism of S(n) related to
f . This implies that for all distinct j, k ∈ {3, ..., n}.
fk(σq)− fj(σq)
f1(σq)− f2(σq) =
f1(σq)− fj(σq)
f1(σq)− f2(σq) −
f1(σq)− fk(σq)
f1(σq)− f2(σq)
=
q1 − q2
q1 − qj −
q1 − q2
q1 − qk =
(q1 − q2)(qj − qk)
(q1 − qj)(q1 − qk) .
Consequently, for distinct i, j, k ∈ {3, ..., n} we have
[f ∗(srijk)](σq) = srijk(f(σq)) =
fk(σq)− fi(σq)
fk(σq)− fj(σq)
=
fk(σq)− fi(σq)
f1(σq)− f2(σq) :
fk(σq)− fj(σq)
f1(σq)− f2(σq)
=
(q1 − q2)(qi − qk)
(q1 − qi)(q1 − qk) :
(q1 − q2)(qj − qk)
(q1 − qj)(q1 − qk) =
qk − qi
qk − qj :
qi − q1
qj − q1 = cri,j,1,k(q) ,
which contradicts Lemma 6.3(b). 
6.2. Proof of Coherence Theorem for X = CP1. Let n ≥ 4 and let f =
(f1, ..., fn) be a strictly equivariant endomorphism of Cno (CP1). In this case Coherence
Theorem is equivalent to the following
Claim 2. Let ∆ = ∆n−4C ∈ CR△n−4(Cno (CP1)) be the normal simplex of the form
(5.26), that is, the simplex with the vertices µi = cr1,2,3,i, i = 4, ..., n. Then f
∗(∆) is
a n− 4 simplex contained in the S(n) orbit S(n)∆ of ∆ itself.
Proof. By Lemma 6.1 and Lemma 5.4, f ∗(∆) is a n− 4 simplex in L((Cno (CP1)).
By Theorem 2.15, L((Cno (CP1))) = CR(qn); hence f ∗(∆) ∈ CR△n−4(qn). Finally,
Lemma 5.12(b) asserts that S(n) is transitive on each CR△m(qn). This completes the
proof of Coherence Theorem and thereby the proof of Tame Map Theorem too. 
7. Linked Map Theorem
The main aim of this section is to prove Linked Map Theorem 1.12. In fact, there
are several similar results, which we also intend to discuss. In all cases the key points
of the proofs are the the “explicit” description of the holomorphic universal covering
τ : T(0, m + 3) → Cmo (C \ {0, 1}) presented in Section 3.1 and the following remark-
able property of the universal Teichmu¨ller families established first by J. H. Hubbard
[Hub72, Hub76] for compact Riemann surfaces and then generalized to all Riemann
surfaces of finite type by C. J. Earle and I. Kra [EarKra74, EarKra76]:
Theorem 7.1 (Hubbard-Earl-Kra Theorem). The universal punctured Teichmu¨ller
family T (g,m) := ρ : V′(g,m) → T(g,m) has no holomorphic sections T(g,m) →
V′(g,m) whenever dimCT(g,m) > 1. 
We start with the following definition similar to Definition 1.10.
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Definition 7.2. A map h : Cno (X) → Ck(X) is said to be linked if there is a point
q = (q1, ..., qn) ∈ Cno (X) such that {q1, ..., qn}∩h(q) 6= ∅, and disjoint otherwise. A map
h : Cmo (C\{0, 1})→ Ck(X) is said to be linked if there is z = (z1, ..., zm) ∈ Cmo (C\{0, 1})
such that {z1, ..., zm, 0, 1,∞}∩ h(z) 6= ∅, and disjoint otherwise. ©
7.1. Linked Map Theorem for Cmo (C \ {0, 1}). Among all the forms of Linked
Map Theorem that we were able to prove there is the strongest one, which implies all
others as simple consequences; it will be proved in this section.
Theorem 7.3 (Linked Map Theorem for Cmo (C \ {0, 1})). For m > 1 and k ≥ 1 every
holomorphic map h : Cmo (C \ {0, 1})→ Ck(X) is linked. ©
Our proof of this theorem is based on Lemma 7.4, which directly involves the universal
punctured Teichmu¨ller family V′(0, m + 3) → T(0, m + 3), and on the analytic fact
stated in Theorem 7.5 below. The latter theorem, in turn, is an easy consequence of
Hubbard-Earl-Kra Theorem 7.1 formulated above.
Define
Em+1o (C \ {0, 1}) = {(ζ, z) ∈ C× Cmo (C \ {0, 1}) | ζ 6= z1, ..., zm, 0, 1} ,
Π := π : Em+1o (C©2 ) ∋ (ζ, z) 7→ π(ζ, z) def== z ∈ Cmo (C \ {0, 1}) .
(7.1)
Then Em+1o (C \ {0, 1}) is a complex manifold and Π is a smooth locally trivial fiber
bundle with the fiber diffeomorphic to C \ {m+2 points}. Of course, the projection π
is holomorphic and Π may be also regarded as a holomorphic family of curves of type
(0, m+ 3). Set
τ ∗(Em+1o (C\{0, 1})) = {(t, (ζ, z)) ∈ T(0, m+3)×Em+1o (C\{0, 1}) | τ(t) = z} ; (7.2)
then the fibration
τ ∗(Π) := τ ∗(π) : τ ∗(Em+1o (C \ {0, 1})) ∋ (t, (ζ, z)) 7→ t ∈ T(0, m+ 3) (7.3)
is the pullback of the fibration Π along the map τ : T(0, m+ 3)→ Cmo (C \ {0, 1}) and
we have the commutative diagram
τ ∗(Em+1o (C \ {0, 1})) ✲ Em+1o (C \ {0, 1})
❄
τ∗(π)
❄
π
T(0, m+ 3) ✲τ Cmo (C \ {0, 1}) ,
(7.4)
where the top horizontal map is just the restriction of the projection of the product
T(0, m+ 3)× Em+1o (C \ {0, 1}) to the second factor.
Lemma 7.4. The family τ ∗(Π) := τ ∗(π) : τ ∗(Em+1o (C \ {0, 1})) → T(0, m + 3) is
isomorphic to the universal Teichmu¨ller family ρ : V′(0, m + 3) → T(0, m + 3), that
is, there is a commutative diagram
V′(0, m+ 3) ✲λ τ ∗(Em+1o (C \ {0, 1})) ✲ Em+1o (C \ {0, 1})PPPPPPq
ρ
❄
τ∗(π)
❄
π
T(0, m+ 3) ✲τ Cmo (C \ {0, 1}) ,
(7.5)
where λ is a biholomorphic fiber isomorphism.
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Proof. Keeping in mind that a point (ζ, t) ∈ C×T(0, m+3) belongs toV′(0, m+
3) iff ζ 6= s1(t), ..., sm(t), 0, 1, while a point (t, ζ, z) ∈ T(0, m+3)×C×Cmo (C \ {0, 1})
belongs to τ ∗(Em+1o (C \ {0, 1})) iff ρ(t) = z = (z1, ..., zm) ∈ Cmo (C \ {0, 1}) and ζ 6=
z1, ..., zm, 0, 1, we define λ by
λ : V′(0, m+ 3) ∋ v = (ζ, ρ(v)) 7→ (t, ζ, s1(t), ..., sm(t))
def
== (ρ(v), ζ, s1(ρ(v)), ..., sm(ρ(v))) ∈ τ ∗(Em+1o (C \ {0, 1})) .
(7.6)
The map λ−1 is defined by
λ−1 : τ ∗(Em+1o (C \ {0, 1})) ∋ (t, (ζ, z)) 7→ (ζ, t) ∈ V′(0, m+ 3) . (7.7)
These λ and λ−1 are holomorphic fiber mappings inverse to each other. 
Theorem 7.5. For m > 1 the restriction π|A : A → Cmo (C \ {0, 1}) of the projection
π : Em+1o (C \ {0, 1}) → Cmo (C \ {0, 1}) to an analytic subset A ⊂ Em+1o (C \ {0, 1})
cannot be an unbranched covering over the whole manifold Cmo (C \ {0, 1}).
Proof. Suppose, on the contrary, that an analytic subset A ⊂ Em+1o (C \ {0, 1})
covers the whole base Cmo (C \ {0, 1}). The pullback τ ∗(π|A) : τ ∗(A) → T(0, m + 3)
of the covering π|A : A → Cmo (C \ {0, 1}) along the mapping τ is a holomorphic un-
branched covering as well. It must be trivial since the Teichmu¨ller space T(0, m+ 3)
is contractible; hence there exists a holomorphic section s : T(0, m + 3) → τ ∗(A) ⊂
τ ∗(Em+1o (C \ {0, 1})). As λ in diagram (7.5) is an isomorphism, the latter section pro-
vides a holomorphic section S : T(0, m+3)→ V′(0, m+3) of the universal Teichmu¨ller
family T (0, m+3) := ρ : V′(0, m+3)→ T(0, m+3). Since dimCT(0, m+3) = m > 1,
this contradicts Hubbard-Earl-Kra Theorem 7.1. 
We are now in a position to prove Linked Map Theorem for Cmo (C \ {0, 1}) (Theorem
7.3).
Proof. Suppose, on the contrary, that for some m > 1 and k ≥ 1 there is a
disjoint holomorphic map h : Cmo (C \ {0, 1})→ Ck(X).
Notice first that for each point z = (z1, ..., zm) ∈ Cmo (C \ {0, 1}) its image h(z) ⊂ X
is in fact contained in C, i. e., ∞ /∈ h(z). In the case X = C this is self evident; in
the case X = CP1 this follows from the condition {z1, ..., zm, 0, 1,∞} ∩ h(z) = ∅ (see
Definition 7.2). Let Pk(t, h(z)) be the polynomial in t with the leading coefficient 1
and with the set of the roots h(z); it may clearly be regarded as an analytic function
on C× Cmo (C \ {0, 1}). Let A ⊂ C× Cmo (C \ {0, 1}) be the analytic subset defined by
A = {(t, z) ∈ C× Cmo (C \ {0, 1}) | t ∈ h(z)}
= {(t, z) ∈ C× Cmo (C \ {0, 1}) | Pk(t, h(z)) = 0} .
As {z1, ..., zm, 0, 1,∞} ∩ h(z) = ∅, the image h(z) of any point z ∈ Cmo (C \ {0, 1})
contains no punctures of the fiber π−1(z) of the family π : Em+1o (C \ {0, 1})→ Cmo (C \
{0, 1}) defined in (7.1). That is, all k distinct roots t1, ..., tk ∈ h(z) of the polynomial
Pk(t, h(z)) are in π
−1(z). Hence A ⊆ Em+1o (C \ {0, 1}) and the restriction π|A : A →
Cmo (C \ {0, 1}) of the projection π : Em+1o (C \ {0, 1}) → Cmo (C \ {0, 1}) to A is a
holomorphic unbranched covering over the whole base Cmo (C\{0, 1}), which contradicts
Theorem 7.5. 
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7.2. Linked Map Theorem for Cno (X). If for a map f : Cno (X) → Ck(X) and
a subset M ⊆ Cno (X) there is q = (q1, ..., qn) ∈ M such that {q1, ..., qn} ∩ f(q) 6= ∅
then f is certainly linked. Hence the following form of Linked Map Theorem, which
is certainly stronger that the original one formulated in Section 1.5 (Theorem 1.12),
follows immediately from Linked Map Theorem for Cmo (C\{0, 1}) (Theorem 7.3) proved
above.
Theorem 7.6 (Linked Map Theorem for Cno (X)). For n > t(X) + 1 and k ≥ 1 every
holomorphic map h : Cno (X)→ Ck(X) is linked. 
Remark 7.7. Let n > t(X) and k ≥ 1. The above theorem implies that
a) any holomorphic map F : Cn(X) → Ck(X) is linked, i. e., there is Q ∈ Cn(X)
such that Q ∩ F (Q) 6= ∅;
b) any holomorphic map f : Cno (X) → Cko (X) is linked, i. e., there is q ∈ Cno (X)
such that p(q) ∩ p(f(q)) 6= ∅;
c) any holomorphic map g : Cn(X) → Cko (X) is linked, i. e., there is Q ∈ Cn(X)
such that Q ∩ p(g(Q)) 6= ∅.
To prove these statements, one just take h = F ◦ p in case (a), h = p ◦ f in case (b)
and h = p ◦ g ◦ p in case (c) and applies Theorem 7.6 to the map h. ©
8. Morphisms Cn(X)→ Ck(X) and AutX orbits. Cyclic and orbit-like maps
In this section, using the direct decomposition (3.11), we show that any morphism
F : Cn(X) → Ck(X) respects AutX orbits, that is, F ((AutX)Q) ⊆ (AutX)F (Q)
for all Q ∈ Cn(X). Then we try to clarify, as far as possible, the structure of cyclic
morphisms.
8.1. Liouville and Picard spaces. Here we exhibit a certain class of holomor-
phic maps Z → Ck(X) whose images must always be contained in an AutX orbit. We
will use these results in Section 8.2 below. All complex spaces under consideration are
assumed to be reduced.
Definition 8.1. A connected complex space Z is said to be Liouville if it carries no
non-constant bounded holomorphic functions. We say that Z is a Picard space if it
carries no non-constant holomorphic functions omitting the values 0 and 1; Z is called
ultra-Picard whenever every its connected unbranched finite cover is Picard. ©
Lemma 8.2. Let Y be a connected complex space and p : Y → Z be a holomorphic
finite unbranched covering map onto a Liouville space Z. Then Y is Liouville.19
Proof. Let h be a bounded holomorphic function on Y . The coefficients of the
polynomial P (t, z) =
∏
y∈p−1(z)(t−h(y)) are bounded holomorphic functions on Z and
hence constant. Since Y is connected this implies h = const. 
19Of course, this is a very well-known elementary result. See [Lin88, LinZai98] and the refer-
ences therein for more interesting results about the Liouville property.
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Proposition 8.3. Let Z be a connected complex space and F : Z → Cm(X) be a
holomorphic map. Suppose that either (i) Z is an ultra-Picard space or (ii) Z is a
Liouville space and the homomorphism F∗ : π1(Z) → π1(Cm(X)) is solvable. Then
there is a point Q∗ ∈ Cm(X) such that F (Z) ⊆ (AutX)Q∗.
Proof. Let F ∗(p) : F ∗(Cmo (X))→ Z be the pullback of the covering p : Cmo (X)→
Cm(X) along the mapping F and let Y be a connected component of F ∗(Cmo (X)).
Then we have the commutative diagram
Y ✲
f Cmo (X) ✲
jX,m
∼=
(AutX)×Dm−t(X)(X) ✲ξ Dm−t(X)(X)
❄
ν
❄
p
Z ✲
F
Cm(X) ,
(8.1)
where ξ : (AutX) × Dm−t(X)(X) → Dm−t(X)(X) is the projection onto the second
factor and ν is the restriction of F ∗(p) to Y (see (3.11) and (3.12)). The coordinate
functions z1, ..., zm−t(X) on Dm−t(X)(X) = Cm−t(X)o (C \ {0, 1}) are holomorphic and do
not assume the values 0 and 1; hence for each i, 1 ≤ i ≤ m − t(X), the function
hi = zi ◦ ξ ◦ jX,m ◦ f is holomorphic on Y and does not take the values 0 and 1.
In case (i), Y is a Picard space. Thus, ξ ◦ jX,m ◦ f = const and f(Y ) is contained in
the AutX orbit of some point q∗ ∈ Cmo (X), which implies F (Z) ⊆ (AutX)p(q∗).
In case (ii) for each i = 1, ..., m− t(X) the image Gi = (hi)∗(π1(Y )) of the homomor-
phism (hi)∗ : π1(Y ) → π1(C \ {0, 1}) is a solvable subgroup of π1(C \ {0, 1}) ∼= F2.
Thus, either Gi is trivial or Gi ∼= Z. Let νi : Γi → C \ {0, 1} be the covering
corresponding to the subgroup Gi so that either Γi ∼= D = {ζ ∈ C | |ζ | < 1} or
Γi ∼= Kri =
{
ζ ∈ C | r−1i < |ζ | < ri
}
for some ri > 1. By the covering map theorem,
there is a holomorphic map h˜i : Y → Γi that fits into the commutative diagram
Γi
✟✟
✟✟
✯
h˜i
❄
νi
Y ✲
hi
C \ {0, 1} .
By Lemma 8.2, the space Y is Liouville; since both D and Kri are bounded domains,
h˜i = const, which implies hi = const. Thus, ξ ◦ jX,m ◦ f = const, f(Y ) is contained in
the AutX orbit of some point q∗ ∈ Cmo (X) and F (Z) ⊆ (AutX)p(q∗). 
Any connected complex Lie group L satisfies both (i) and (ii) since the union of the
images of all holomorphic homomorphisms C→ L contains an open neighborhood of
the unity and, moreover, π1(L) is abelian. Thus, we have:
Corollary 8.4. Let L be a connected complex Lie group. Then for every holomorphic
map Φ: L → Cm(X) there is a point Q∗ ∈ Cm(X) such that Φ(L) ⊆ (AutX)Q∗. 
8.2. Morphisms Cn(X) → Ck(X) and AutX orbits. Here we prove the state-
ment about morphisms of configuration spaces mentioned in Remark 1.2.
Proposition 8.5. Every morphism F : Cn(X) → Ck(X) respects AutX orbits, that
is, F ((AutX)Q) ⊆ (AutX)F (Q) for all Q ∈ Cn(X).
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Proof. Let Q ∈ Cn(X) and let Ψ: AutX → Cn(X) be the holomorphic map
defined by Ψ(A) = AQ for each A ∈ AutX . Set Φ = F ◦ Ψ; clearly Φ(idX) = F (Q).
By Corollary 8.4, the image F ((AutX)Q) = F (Ψ(AutX)) = Φ(AutX) is contained
in an AutX orbit, which certainly is the orbit of the point F (Q). 
Remark 8.6. Being a domain in the Kobayashi hyperbolic manifold (C \ {0, 1})m,
the space Dm(X)
8.3. Stabilizers of points in Ck(X). In what follows we need to use the clas-
sification of finite subgroups G ⊂ SO(3); this is a very classical matter, which goes
back at least to F. Klein’s “Vorlesungen u¨ber das Ikosaeder” [Kle]. The following list
exhibits all such subgroups20:
a) cyclic groups Z/mZ, m ≥ 2;
b) (Z/2Z)× Z/(2Z);
c) dihedral groups (Z/mZ)⋋ (Z/2Z), m > 2, having two generators a, b and the
defining system of relations am = 1, b2 = 1, bab−1 = a−1;
d) the rotation groups of Platonic solids, that is, the symmetric group S(4)
(rotation groups of the cube and the octahedron), the alternating groups
A(4) (the rotation group of the tetrahedron) and A(5) (rotation groups of
the icosahedron and the dodecahedron), and their subgroups.
Notice that all groups of this list except of A(5) are solvable.
Proposition 8.7. For k ≥ t(X) the stabilizer StQ∗ = {A ∈ AutX | AQ∗ = Q∗} of
any point Q∗ ∈ Ck(X) is a finite group which is either solvable or isomorphic to the
alternating group A(5).
Proof. Let Q∗ = {q∗1, ..., q∗k}. Any element A ∈ StQ∗ is either an affine or a
Mo¨bius transformation permuting the points q∗1, ..., q
∗
k; A is uniquely determined by
its values Aq∗i , 1 ≤ i ≤ t(X), which shows that StQ∗ is finite.
If X = C then StQ∗ is a finite subgroup ofAff C. Every such subgroup is conjugate
to a finite subgroup of the maximal compact subgroup T ⊂ Aff C, which consists of
all rotations z 7→ eitz, t ∈ R. Every finite subgroup of the latter group is cyclic.
If X = CP1 then StQ∗ is a finite subgroup of PSL(2,C). Every such subgroup
is conjugate to a finite subgroup of the maximal compact subgroup K ⊂ PSL(2,C),
which is isomorphic to SO(3) and consists of all Mo¨bius transformations of the form
z 7→ az − c¯
cz + a¯
, |a|2 + |c|2 = 1 .
Thus, in this case StQ∗ is isomorphic to one of the groups exhibited in the above list,
which proves the proposition. 
20We take no care about possible repetitions in this list. See, for instance, [Fo51], Chapter VI,
Sections 51-57, for more details.
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8.4. Cyclic Map Theorem. Recall that a continuous map F : Cn(X)→ Ck(X)
is said to be orbit-like if its image F (Cn(X)) is contained in some orbit of AutX action
in Ck(X), that is, there is a point Q∗ ∈ Ck(X) such that F (Cn(X)) ⊆ (AutX)Q∗. We
have already mentioned that the stabilizer StQ∗ of a generic point Q
∗ ∈ Ck(X) is
trivial; thereby a morphism F whose image is contained in the orbit of such a point
Q∗ is degenerate tame, that is, there is a morphism T : Cn(X) → AutX such that
F (Q) = T (Q)Q∗ for all Q ∈ Cn(X) (see Definition 1.1 and Remark 1.2).
Theorem 8.8 (Cyclic Map Theorem). Let n > 4 and k ≥ t(X). Then
a) every cyclic morphism F : Cn(X)→ Ck(X) is orbit-like;
b) every continuous orbit-like map F : Cn(X)→ Ck(X) is cyclic.
Statement (a) follows from Proposition 8.3(ii) since Cn(X) is a connected algebraic
manifold and therefore Liouville, whereas F is supposed to be cyclic.
Statement (b) is an immediate consequence of the following lemma.
Lemma 8.9. Let n > 4 and k ≥ t(X). Then for each point Q∗ ∈ Ck(X) every
homomorphism ϕ : Bn(X)→ π1((AutX)Q∗) is cyclic.
Proof. If the stabilizer StQ∗ is trivial then (AutX)Q
∗ ∼= AutX , π1((AutX)Q∗) ∼=
π1(AutX) is cyclic and ϕ is cyclic.
Suppose that StQ∗ is non-trivial; then the natural map h : AutX → (AutX)Q∗ is a
finite regular covering with the fiber StQ∗ and we have the commutative diagram
Bn(X)
❄
ϕ
❍❍❍❍❥
δ◦ϕ
1 ✲ π1(AutX) ✲h∗ π1((AutX)Q
∗) ✲
δ
StQ∗ ✲ 1 ,
(8.2)
where the horizontal line is the exact sequence corresponding to the covering h.
Consider the restriction of the homomorphisms ϕ and δ◦ϕ to the commutator subgroup
B′n(X), which is perfect since n > 4.
By Proposition 8.7, StQ∗ is either solvable or isomorphic to A(5).
If StQ∗ is solvable then the restriction of δ ◦ ϕ to B′n(X) is trivial and hence
ϕ(B′n(X)) ⊆ Ker δ = h∗(π1(AutX)) ∼= π1(AutX) .
The group π1(AutX) is cyclic, which shows that ϕ(B
′
n(X)) is trivial and ϕ is cyclic.
Thus, we are left with the case StQ∗ ∼= A(5) ⊂ S(5). If n > 5 then, by Theorem 4.4,
the homomorphism δ ◦ ϕ is cyclic, which implies that (δ ◦ ϕ)(B′n(X)) = {1} and, as
above, ϕ(B′n(X)) ⊆ Ker δ = π1(AutX), ϕ(B′n(X)) = {1} and ϕ is cyclic. Finally, if
n = 5 then the homomorphism δ◦ϕmaps B5(X) into the proper subgroupA(5) ⊂ S(5)
and, by Surjectivity Theorem 2.7, it is cyclic again; as above, we conclude that ϕ is
cyclic. This proves the lemma and completes the proof of Cyclic Map Theorem. 
8.5. Holomorphic maps to the balanced configuration space. We start
with the following
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Definition 8.10. The space of balanced configurations, or balanced configuration
space Cm−1b (C) is the (m − 1)-dimensional subspace of Cm(C) consisting of all sets
Q = {q1, ..., qn} ∈ Cm(C) having its mass centers at the origin:
Cm−1b (C) = {Q = {q1, ..., qm} ∈ Cm(C) | q1 + ...+ qm = 0} .
We set also
Cm−1ob (C) = {q = (q1, ..., qm) ∈ Cmo (C) | q1 + ... + qm = 0} ,
Cm−2ob,1 (C) = {q = (q1, ..., qm) ∈ Cno (C) | q1 + ...+ qm = 0, q1 − q2 = 1} . ©
The multiplicative group C∗ acts in Cm−1b (C) and Cm−1ob (C) via
C∗ ∋ ζ : {q1, ..., qm} 7→ {ζq1, ..., ζqm} and (q1, ..., qm) 7→ (ζq1, ..., ζqm) (8.3)
respectively. The C∗-orbit of any point q = (q1, ..., qm) ∈ Cm−1ob (C) intersects the
subspace Cm−2ob,1 (C) ⊂ Cm−1ob (C) at a single point q˜ = (q1/(q1− q2), ..., qm/(q1− q2)); this
provides the biholomorphic direct decomposition Cm−1ob (C) = C∗ × Cm−2ob,1 (C),
Cm−1ob (C) ∋ q = (q1, ..., qm) 7→ (q1 − q2; q˜) ∈ C∗ × Cm−2ob,1 (C) .
On the other hand, the functions φi(q) = (q1−qi)/(q1−q2), i = 3, ..., n, are holomorphic
on Cm−1ob (C), separate points of Cm−2ob,1 (C) and do not take the values 0 and 1. This
implies that
(i) for every holomorphic map Φ: L → Cm(C) of a connected complex Lie group
L there is a point Q∗ ∈ Cm−1b (C) such that Φ(L) ⊆ C∗Q∗ and
(ii) any holomorphic map F : Cn−1b (C) → Ck−1b (C) respects C∗-orbits, that is,
F (C∗Q) ⊆ C∗F (Q) for all Q ∈ Cn−1b (C).
The proof of the following analog of Proposition 8.3 is clear:
Proposition 8.11. Let Z be a connected complex space and F : Z → Cm−1b (C) be a
holomorphic map. Suppose that either Z is an ultra-Picard space or the homomor-
phism F∗ : π1(Z)→ π1(Cm−1b (C)) is solvable and Z is Liouville. Then there is a point
Q∗ ∈ Cm−1b (C) such that F (Z) ⊆ C∗Q∗. 
In what follows, instead of Cm(C) and its balanced subspace Cm−1b (C), it is convenient
to deal with the space of polynomials with simple roots Gm and its subspace
G0m = {w = (w1, ..., wm) ∈ Gm | w1 = 0} (8.4)
that corresponds to Cm−1b (C) under the identification Cm(C) = Gm (see Remark 1.9).
The C∗ action in Gm corresponding to the C∗ action (8.3) in Cm−1b (C) look as follows:
C∗ ∋ ζ : G0m ∋ (0, w2, ..., wm) 7→ Uζw = (0, ζ2w2, ..., ζmwm) ∈ G0m . (8.5)
Notation 8.12. For w = (0, w2, ..., wm) ∈ G0m set Z(w) = {j | j ≥ 2, wj = 0},
NZ(w) = {j | j ≥ 2, wj 6= 0} and denote by D(w) the greatest common divisor of
all j ∈ NZ(w). Since Z(w) cannot contain both m − 1 and m, the number D(w)
divides m(m − 1). As usual, O(Z) denotes the algebra of all holomorphic functions
on Z; O∗(Z) is the multiplicative group of all non-vanishing functions f ∈ O(Z) and
its subgroup expO(Z) ⊆ O∗(Z) consists of all functions ef , f ∈ O(Z).
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The following evident lemma provides a complete description of C∗ orbits in the space
of balanced configurations Cm−1b (C) = G0m; it will be used in next sections.
Lemma 8.13. Let w◦ = (0, w◦2, ..., w
◦
m) ∈ G0m and D = D(w◦). Then the stabilizer
Stw◦ ⊂ C∗ of w◦ is the cyclic subgroup {ζ ∈ C∗ | ζD = 1} ∼= Z/DZ, and the C∗-orbit
C∗w◦ ∼= C∗/Stw◦ ∼= C∗ of w◦ admits the following biholomorphic parameterization:
f : C∗
∼=→ C∗w◦ , f(ζ) = (0, ζ2/Dw◦2, ..., ζm/Dw◦m) ∈ C∗w◦ ⊂ G0m ⊂ Gm (8.6)
(notice that the set {j/D | w◦j 6= 0} consists of mutually co-prime integers). 
8.6. Solvable holomorphic maps of Liouville spaces to Cm(C) = Gm.
Proposition 8.14. Let Z be a connected complex space and F : Z → Gm be a
holomorphic map. Suppose that either (i) Z is an ultra-Picard space or (ii) the
homomorphism F∗ : π1(Z)→ π1(Gm) is solvable and Z is Liouville. Then:
a) There exist w◦ = (0, w◦2, ..., w
◦
m) ∈ G0m, ζ ∈ O∗(Z) and c, η2, ..., ηm ∈ O(Z) such
that ηj = 0 for j ∈ Z(w◦), ηj = ζj/D(w◦) for j ∈ NZ(w◦) and
F (z) = (t+ c(z))m +
m∑
j=2
w◦jηj(z)(t+ c(z))
m−j , z ∈ Z . (8.7)
b) If w◦m 6= 0 then the map (8.7) is homotopic to the model map
Aa : Z ∋ z 7→ (0, ..., 0, 0, a(z)) = tm + a(z) ∈ G0m ⊂ Gm , (8.8)
where a(z) = [ζ(z)]m/D(w
◦).
c) If w◦m = 0 then w
◦
m−1 6= 0 and the map (8.7) is homotopic to the model map
Bb : Z ∋ z 7→ (0, ..., 0, b(z), 0) = tm + b(z)t ∈ G0m ⊂ Gm , (8.9)
where b(z) = [ζ(z)](m−1)/D(w
◦).
Proof. a) Let F (z) = (F1(z), F2(z), ..., Fm(z)); consider a holomorphic map F
0 =
(0, F 02 , ..., F
0
m) : Z → G0m with the components F 02 , ..., F 0m defined by the condition
tm +
m∑
j=2
F 0j (z)t
m−j ≡ (t− F1(z)/m)m +
m∑
j=1
Fj(z)(t− F1(z)/m)m−j . (8.10)
By Proposition 8.11, F 0(Z) ⊆ C∗w◦ for a certain point w◦ = (0, w◦2, ..., w◦m) ∈ G0m. It
follows from Lemma 8.13 that there are ζ ∈ O∗(Z) and η2, ..., ηm ∈ O(Z) such that
ηj = 0 for j ∈ Z(w◦), ηj = ζj/D(w◦) for j ∈ NZ(w◦) and
F 0(z) = (0, w◦2η2(z), ..., w
◦
mηm(z)) = t
m +
m∑
j=2
w◦jηj(z)t
m−j , z ∈ Z . (8.11)
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Let c(z) = F1(z)/m; then (8.10) and (8.11) show that
F (z) = tm +
m∑
j=1
Fj(z)t
m−j = (t+ c(z))m +
m∑
j=2
F 0j (z)(t + c(z))
m−j
= (t+ c(z))m +
m∑
j=2
w◦jηj(z)(t + c(z))
m−j ,
(8.12)
which proves (a).
(b,c) By (a), F is of the form (8.7). The homotopy
F (z, s) = (t + sc(z))m +
m∑
j=2
w◦jηj(z)(t + sc(z))
m−j , z ∈ Z , 0 ≤ s ≤ 1 , (8.13)
joins F = F (·, 1) to the map F (·, 0), F (z, 0) = tm +∑mj=2w◦jηj(z)tm−j in the class of
holomorphic maps Z → Gm. At least one of the numbers m − 1, m is not in Z and
the vector subspace
V (w◦)
def
== {w = (0, w2, ..., wm) ∈ Cm | wj = 0 whenever j ∈ Z}
is of positive dimension. The discriminant dm(w) cannot vanish identically on V (w
◦),
for w◦ ∈ G0m ∩ V (w◦); thus, the intersection
G0m ∩ V (w◦) = V (w◦) \ {w = (0, w2, ..., wm) ∈ Cm | dm(w) = 0}
is arcwise connected. Set w′ = (0, ..., 0, 0, 1) = tm + 1 when w◦m 6= 0 and w′ =
(0, ..., 0, 1, 0) = tm + t otherwise; notice that in both cases w′ ∈ G0m ∩ V (w◦). Let
w(s) = (0, w2(s), ..., wm(s)), 0 ≤ s ≤ 1, be a path in G0m ∩ V (w◦) joining the point
w(0) = w◦ to the point w(1) = w′. It is easily seen that
dm(0, w2(s)η2(z), ..., wm(s)ηm(z)) = [ζ(z)]
m(m−1)/D(w◦)dm(0, w2(s), ..., wm(s)) ;
therefore the formula hs(ζ) = t
m+
∑m
j=2wj(s)ηj(z)t
m−j provides a well-defined homo-
topy joining the map F (·, 0) to a model map Aa in case (b) and to a model map Bb
in case (c). 
Remark 8.15. Let a, b, ai, bi ∈ O∗(Z), i = 1, 2. Then21 Aa1 ∼ Aa2 (respectively
Bb1 ∼ Bb2) if and only if a1/a2 ∈ expO(Z) (respectively if and only if b1/b2 ∈
expO(Z)). Moreover, Aa ∼ Bb if and only if am−1/bm ∈ expO(Z). ©
Definition 8.16. Define the points w
(m)
◦ , w
(m−1)
◦ ∈ Gm as
w(m)◦ = (0, ..., 0, 0,−1) = tm − 1 and w(m−1)◦ = (0, ..., 0,−1, 0) = tm − t
respectively. For any r ∈ Z we define the model holomorphic maps
Ar : C∗ ∋ ζ 7→ Uζrw(m)◦ = (0, ..., 0, 0,−ζr) = tm − ζr ∈ G0m ⊂ Gm = Cm(C) ,
Br : C∗ ∋ ζ 7→ Uζrw(m−1)◦ = (0, ..., 0,−ζr, 0) = tm − ζrt ∈ G0m ⊂ Gm = Cm(C) .
(8.14)
Notice that Ap ∼ Bq if and only if (m− 1)p = mq. ©
21Here “∼” means free homotopy.
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Corollary 8.17. Any holomorphic map C∗ → Cm(C) = Gm is homotopic to one of
the model maps Ar, Br (r ∈ Z). 
8.7. Cyclic morphisms Cn(C) → Ck(C). Notice that any non-vanishing holo-
morphic function f(Q) on Cn(C) is of the form f(Q) = [dn(Q)]leϕ(Q), where l ∈ Z and
ϕ ∈ O(Cn(C)). Since any connected algebraic variety is a Liouville space, Proposition
8.14 applies to cyclic morphisms Cn(C)→ Ck(C):
Theorem 8.18. Let F : Cn(C) = Gn → Gk = Ck(C) be a cyclic holomorphic map.
Then:
a) There exist w◦ = (0, w◦2, ..., w
◦
k) ∈ G0k = Ck−1b (C), l ∈ Z and c, ϕ ∈ O(Cn(C))
such that
F (Q) = (t+ c(Q))k +
k∑
j=2
w◦j [dn(Q)]
jl/D(w◦)ejlϕ(Q)(t+ c(Q))k−j , Q ∈ Cn(C) . (8.15)
b) If w◦k 6= 0 then kl/D(w◦) ∈ Z and the map (8.15) is homotopic to the model
map
Al : Cn(C) ∋ Q 7→ (0, ..., 0, 0, [dn(Q)]kl/D(w◦)) = tk + [dn(Q)]kl/D(w◦) . (8.16)
c) If w◦k = 0 then w
◦
k−1 6= 0, (k − 1)l/D(w◦) ∈ Z and the map (8.15) is homotopic
to the model map
Bl : Cn(C) ∋ Q 7→ (0, ..., 0, [dn(Q)](k−1)l/D(w◦), 0) = tk + [dn(Q)](k−1)l/D(w◦)t . (8.17)
d) Al1 ∼ Al2 (respectively Bl1 ∼ Bl2) if and only if l1 = l2. Moreover, Al1 ∼ Bl2 if
and only if (k − 1)l1 = kl2.
In particular, every cyclic holomorphic map F : Cn(C) → Ck(C) homotopically splits,
that is, there exists a holomorphic map G : C∗ → Ck(C) such that F is homotopic to
the composition
G ◦ dn : Cn(C) dn−→ C∗ G−→ Ck(C) . 
9. Morphisms Cn(C)→ Ck(C) and special homomorphisms Bn → Bk
Due to Theorem 4.5, for n 6= 4 and n > k every continuous map (and all the more
every morphism) Cn(X) → Ck(X) must be cyclic. On the other hand, for 3 ≤ n ≤ k
it is easy to construct non-cyclic continuous maps Cn(C) → Ck(C). It is not so in
the case X = CP1. To see this, one may use a theorem of Kunio Murasugi [Mur82],
which provides a complete description of the torsion in the sphere braid group Bm(S
2)
and in the quotient group Bm/CBm of the Artin braid group Bm by its center CBm.
Let us set α = σ1 · · ·σm−1, β = σ1 · · ·σm−1σ1 (both in Bm and Bm(S2)), and γ =
σ1 · · ·σm−2σ1 in Bm(S2); furthermore, let us denote by αˆ, βˆ the images of the elements
α, β ∈ Bm in the quotient group Bm/CBm.
Murasugi Theorem. a) Each element of finite order in Bm/CBm is conjugate to an
element of the form αˆp or βˆp, where p ∈ Z. The elements αˆ, βˆ ∈ Bm/CBm are of the
order m and m− 1 respectively.
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b) Each element of finite order in Bm(S
2) is conjugate to an element of the form αp,
βp or γp, where p ∈ Z. The elements α, β, γ ∈ Bm(S2) are of the order 2m, 2(m− 1)
and 2(m− 2) respectively.
For any homomorphism ϕ : Bn(S
2)→ Bk(S2) we have ϕ(TorsBn(S2)) ⊆ TorsBk(S2).
Hence part (b) of Murasugi Theorem implies that ϕ cannot be non-cyclic unless the
number n(n− 1)(n− 2) divides k(k − 1)(k − 2).
A homomorphism ϕ : Bn → Bk (cyclic or not) must not induce a homomorphism of
quotient groups Bn/CBn → Bk/CBk. Hence Murasugi Theorem puts no restraints
in homomorphisms Bn → Bk. In fact, for k > n ≥ 3 there is plenty of non-cyclic
homomorphisms ϕ : Bn → Bk and each of them is induced by a certain non-cyclic
continuous map Cn(C)→ Ck(C).
For holomorphic maps the situation is completely different. In fact, I do not know any
example of a non-cyclic holomorphic map Cn(X) → Ck(X) for 4 < n < k (compare
to Linked Map Theorem); most likely they do not exist at all. Being unable to prove
this I present here a rather restricted result, which says that in the case X = C such
a map cannot exist unless the number n(n − 1) divides k(k − 1). In order to prove
this, we will show that a homomorphism F∗ : Bn → Bk induced by a holomorphic map
Cn(C)→ Ck(C) must satisfy a strong algebraic condition.
9.1. Special presentations and special homomorphisms. Recall that α =
σ1 · · ·σm−1 and β = ασ1 generate the whole braid group Bm(X) (see 4.9).
Definition 9.1. A pair of elements a, b ∈ Bm is said to be a special system of
generators in Bm if there exists an automorphism ψ of Bm such that ψ(α) = a and
ψ(β) = b. If {a, b} is such a system of generators then the elements
si = ψ(σi) = a
i−2ba−(i−1) (1 ≤ i ≤ m− 1)
also form a system of generators of Bm that satisfy relations (4.3), (4.4); we call such
a system of generators standard. ©
Definition 9.2. Given a special system of generators {a, b} in Bm, we denote by
Hm(a, b) the set of all elements of the form g−1apg or g−1bpg, where g runs over Bm
and p runs over Z. A homomorphism ϕ : Bn → Bk is said to be special if ϕ(Hn(a, b)) ⊆
Hk(a′, b′) for some choice of special systems of generators a, b ∈ Bn and a′, b′ ∈ Bk. ©
Part (a) of Murasugi Theorem quoted above shows that the set Hm = Hm(a, b) does
not depend on a choice of a special system of generators a, b ∈ Bm, and a homomor-
phism ϕ : Bn → Bk is special if and only if for any element g ∈ Bm of finite order
modulo CBn its image ϕ(g) ∈ Bk is an element of finite order modulo CBk (we do not
use this fact below; it is convenient however to keep it in mind).
Remark 9.3. It is easily seen that for n ≥ 3 every endomorphism of the group Bn
is special. On the other hand, for k > n ≥ 3 the standard embedding Bn →֒ Bk can
never be a special homomorphism. ©
The following result stated in [Lin71] and [Lin79] is the crucial one for our purposes.
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Theorem 9.4. For every holomorphic map F : Cn(C) → Ck(C), every point Q◦ ∈
Cn(C) and any choice of isomorphisms Bn ∼= π1(Cn(C), Q◦) and π1(Cn(C), F (Q◦)) ∼= Bk
the induced homomorphism
F∗ : Bn ∼= π1(Cn(C), Q◦)→ π1(Cn(C), F (Q◦)) ∼= Bk (9.1)
is special. ©
To prove this theorem we will use the description of holomorphic maps C∗ → Cm(C)
given in Corollary 8.17. But first I want to present a general concept of holomorphic
elements of homotopy groups introduced in [Lin71].
9.2. Holomorphic elements of homotopy groups. The idea of this section is
to choose for each i ∈ N an appropriate test complex manifoldMi homotopy equivalent
to the i-dimensional sphere Si and define corresponding holomorphic elements in the
homotopy groups πi(Y ) of connected complex spaces Y as those admitting holomorphic
representatives Mi → Y . Doing so one may sometimes come to certain non-trivial
algebraic restraints imposed by the condition that a homomorphism πi(Y ) → πi(Z)
can be induced by a holomorphic map Y → Z, since such a homomorphism must
carry holomorphic elements of πi(Y ) to holomorphic elements of πi(Z). What are
“test manifolds” depends on the problem under consideration; for our purpose the
following choice is an appropriate one just because it works.
Definition 9.5. Let Y be a connected complex space. We define the holomorphic
part holπi(Y, y◦) of the homotopy group πi(Y, y◦) as follows. In the space Ci+1 with
coordinates ζ0, ..., ζi consider the quadric
CSi =
{
ζ = (ζ0, ..., ζi) ∈ Ci+1 | ζ20 + ...+ ζ2i = 1
}
.
Its intersection Si = CSi∩Ri+1 with the real subspace Ri+1 ⊂ Ci+1 is the standard unit
sphere in Ri+1; moreover, Si is a deformation retract of CSi (for CSi is diffeomorphic to
the total space of the tangent bundle TSi). Therefore choosing ζ◦ = (1, 0, ..., 0) ∈ CSi
as a basepoint we may regard any element γ ∈ πi(Y, y◦) as a homotopy class of
continuous mappings (CSi, ζ◦) → (Y, y◦). Let us say that an element γ ∈ πi(Y, y◦) is
holomorphic if there exists a holomorphic mapping h : CSi → Y freely homotopic to
some (and hence to any) map contained in γ. The set of all holomorphic elements in
πi(Y, y◦) is denoted by holπi(Y, y◦); in general, it is not a subgroup; the subgroup of
πi(Y, y◦) generated by holπi(Y, y◦) is denoted by Holπi(Y, y◦). ©
Proposition 9.6. The subset holπi(Y, y◦) and the subgroup Hol πi(Y, y◦) have the
following properties:
i) If Y is a homogeneous space of a complex Lie group then holπi(Y, y◦) =
πi(Y, y◦) for every natural i. In particular, the complex orthogonal group
O(n + 1,C) acts transitively on CSm and hence
holπi(CSm, ζ◦) = πi(CSm, ζ◦) ∼= πi(Sm)
for all natural i and m.
ii) If γ ∈ holπi(Y, y◦) then the whole cyclic subgroup generated by γ is contained
in holπi(Y, y◦).
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iii) The isomorphism χi : πi(Y, y1) → πi(Y, y0) induced by a path χ : [0, 1] → Y
joining points y0, y1 ∈ Y carries holπi(Y, y1) into holπi(Y, y0).
iv) The homomorphism f∗i : πi(Y, y◦)→ πi(Z, z◦) induced by a holomorphic map
f : (Y, y◦)→ (Z, z◦) carries holπi(Y, y◦)) into holπi(Z, z◦).
v) Holπ1(Y, y◦) is a normal subgroup of the fundamental group π1(Y, y◦).
Proof. Property (i) follows from the Cartan–Grauert–Ramspott theorem (see
[Car40, Gra58, Rams65]). It follows from (i) that holπi(CSi, ζ◦) = πi(CSi, ζ◦) ∼=
πi(S
i, ζ◦) ∼= Z. Hence if h : CSi → X is a holomorphic representative of a class
γ ∈ holπi(Y, y◦) and f (q) : CSi → CSi is a holomorphic map homotopic to a map
Si → Si of degree q ∈ Z then the composition CSi f(q)−→ CSi h−→ Y is a holomorphic
representative of the class qγ (for i = 1 we use the multiplicative notation γq); this
proves (ii). Properties (iii) and (iv) follow directly from the definitions and (v) is a
consequence of (iii). 
9.3. Holomorphic elements of πi(Cm(C)). It follows from Proposition 8.3 that
the image of any holomorphic map f : CSi → Cm(C) is contained in the AutX-orbit
of some point Q∗ ∈ Cm(C).
First, let i ≥ 2. Then holπi(Cm(C)) = πi(Cm(C)) = 0 (moreover, it is easily shown
that for such i any holomorphic map CSi → Cm(C) is contractible in the class of
holomorphic maps). Thus, on this way no difference occurs in the behavior of higher
homotopy group homomorphisms induced by holomorphic maps and continuous ones.
Let us compute holomorphic elements of π1(Cm(C)); we use the concept of model
holomorphic maps Ar,Br introduced in Definition 8.16.
Proposition 9.7. a) For anyQ∗ ∈ Cm(C) = Gm there is a special system of generators
{a, b} in π1(Cm(C)) ∼= Bm such that the set holπ1(Cm(C), Q∗) of all holomorphic
elements in π1(Cm(C), Q∗) coincides with Hm(a, b).
b) The set holBm of all elements that for some choice of a basepoint Q
∗ ∈ Cm(C)
and an isomorphism Bm ∼= π1(Cm(C), Q∗) admit holomorphic representatives C∗ →
Cm(C) coincides with the set of all elements of finite order modulo the center CBm.
Proof. For any element h ∈ π1(Cm(C), Q∗) let us denote by [h] the free homotopy
class of continuous mappings C∗ → Cm(C) containing some (and hence each one)
representative of h. A straightforward geometric consideration shows that a standard
system of generators s1, ..., sm−1 in the group π1(Cm(C), Q∗) = π1(Gm, w∗) ∼= Bm
may be chosen in such a way that the model holomorphic map A = A1 : C∗ ∋ ζ 7→
(0, ..., 0, 0,−ζ) = tm − ζ belongs to the free homotopy class [a] corresponding to the
element a = s1 · · · sm−1 and the map B = B1 : C∗ ∋ ζ 7→ (0, ..., 0,−ζ, 0) = tm − ζt
belongs to the free homotopy class [gbg−1] corresponding to the element gbg−1, where
b = as1 = s1 · · · sm−1s1 and g is a suitable element of π1(G0m, w∗). Then it is clear that
Ar ∈ [ar] and ⌊r ∈ g[brg−1]. On the other hand, by Corollary 8.17, any holomorphic
map C∗ → Cm(C) = Gm is homotopic to one of the model maps Ar, Br (r ∈ Z); this
completes the proof of statement (a). In view of the Murasugi theorem quoted above,
statement (b) is just a consequence of (a) 
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Now we are ready to prove Theorem 9.4.
Proof of Theorem 9.4. Let F : Cn(C) → Ck(C) be a holomorphic map. By
Proposition 9.6(iv), the homomorphism F∗ : π1(Cn(C), Q◦)→ π1(Ck(C), F (Q◦)) of the
fundamental groups induced by F carries holπ1(Cn) into holπ1(Ck). According to
Proposition 9.7(a), this implies that F∗(Hn(a, b)) ⊆ Hk(a, b) and F∗ is special. 
9.4. Special homomorphisms Bn → Bk and morphisms Cn(C) → Ck(C).
The following result proved in [Lin96b], Theorem 8.1 (see also [Lin04b], Sec. 9)
clarifies the arithmetical consequences of the assumption that the Artin braid group
Bn admits a non-cyclic special homomorphism to the Artin braid group Bk and, in
view of Theorem 9.4, imposes the corresponding restraints on the possible existence
of non-cyclic morphisms Cn(C)→ Ck(C).
Theorem 9.8. If n 6= 4 and there is a non-cyclic special homomorphism Bn → Bk
then n(n− 1) divides k(k − 1). ©
Theorems 9.4 and 9.8 imply the following
Corollary 9.9. If n 6= 4 and n(n−1) does not divide k(k−1) then every holomorphic
map Cn(C)→ Ck(C) is cyclic. 
Remark 9.10. The group B3 possesses non-cyclic special homomorphisms B3 → Bk
for any k that is not forbidden by Theorem 9.8. Moreover, let α, β ∈ B3 and a, b ∈ B4
be special systems of generators; then the map α 7→ b, β 7→ a2 extends uniquely to
a surjective (and thereby non-cyclic) homomorphism B4 → B3; hence, if 6 divides
k(k − 1) then non-cyclic special homomorphisms B4 → Bk do exist.
Suppose that n > 4 and k is not forbidden by Theorem 9.8, i.e., n(n − 1) divides
k(k − 1). Then non-cyclic special homomorphisms Bn → Bk certainly exist whenever
n divides k (see [Lin96b], Section 8.1, Theorem 8.3); however, I do not know whether
such homomorphisms can exist when n does not divide k. ©
10. Dimension of the image
Let n > 4 and let F : Cn(X) → Cn(X) be a morphism. If F is cyclic then, by Cyclic
Map Theorem 8.8, it is orbit-like and hence dimC F (Cn(X)) ≤ dimCAutX = t(X) (see
Notation 1.11). If F is non-cyclic then it is tame and hence F ((AutX)Q) ⊆ (AutX)Q
for all Q ∈ Cn(X); thus, each AutX orbit in Cn(X) contains at least one point of its
own image and therefore dimC F (Cn(X)) ≥ n − dimCAutX = n − t(X). The next
theorem strengthens this estimate.
Theorem 10.1. Let n > 4 and let F : Cn(X) → Cn(X) be a non-cyclic morphism.
Then dimC F (Cn(X)) ≥ n− t(X) + 1.
This theorem follows immediately from Tame Map Theorem, the existence of points
Q ∈ Cn(X) with non-trivial stabilizers StQ and the following local result.
Lemma 10.2. Let T : U → AutX be a holomorphic map of a non-empty open AutX
invariant subset U ⊆ Cn(X) and let F : U → U be the map defined by F (u) = T (u)u
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for all u ∈ U . Suppose that the stabilizer Stu∗ of some point u∗ ∈ U is non-trivial.
There is a non-empty open AutX invariant subset V ⊆ U such that
(∗) F ((AutX)v) contains a subset biholomorphic to the open disc D
for each point v ∈ V Moreover, for such a set V we have dimC F (V ) ≥ n− t(X) + 1.
Proof. Notice that dimC(AutX)u = dimCAutX = t(X) for each u ∈ U ; consider
the holomorphic map
fu : AutX ∋ A 7→ T (Au)Au = F (Au) ∈ (AutX)u .
Let us show that the differential dAfu : Ct(X) → Ct(X) of fu at A cannot be zero
identically on U × (AutX). Since AutX is connected, the assumption that dAfu = 0
on U × (AutX) implies fu = const for each u ∈ U . I. e., T (Au)Au does not depend
on A. Hence T (Au)Au = T (u)u and (T (u))−1T (Au)A ∈ Stu on U × (AutX). Since
Stu is finite, (T (u))
−1T (Au)A cannot depend on A and hence (T (u))−1T (Au)A =
(T (u))−1T (u) = 1 for all (u,A) ∈ U × (AutX). For u = u∗ there is a non-trivial
A ∈ Stu∗ and we have 1 = (T (u∗))−1T (Au∗)A = (T (u∗))−1T (u∗)A = A, which is
impossible.
Take (u0, A0) ∈ U × (AutX) such that dA0fu0 6= 0; then rank dA0fu0 ≥ 1 and, by
semi-continuity, rank dAfu ≥ 1 in some open neighborhood U0 × A0 of (u0, A0). The
implicit map theorem implies that for each u ∈ U0 the image fu(AutX) contains a
subset biholomorphic to D.
Clearly F ((AutX)u) = fu(AutX); hence each point v of the non-empty open
AutX invariant set V = (AutX)U0 satisfies (∗), which implies dimC F (V ) ≥ n −
t(X) + 1. 
Remark 10.3. The statement of the above lemma may fail if Stu = {1} for all u ∈ U .
Indeed, let u0 ∈ Cn(X) and Stu0 = {1}; then Stu = {1} for all u in a small open ball
B centered at u0. Let D be a very small open complex disc of dimension n − t(X)
contained in B, centered at u0 and transversal to the orbit (AutX)u0 at u0. Then
[(AutX)v] ∩ D = {v} for each v ∈ D and the correspondence (A, v) 7→ Av gives
rise to the biholomorphic isomorphism f : (AutX) × D ∼=−→ (AutX)D def== U . The
composition τ = π1 ◦ f−1 : U f
−1−→ (AutX)×D π1−→ AutX of the inverse isomorphism
f−1 and the projection π1 to the first factor is a holomorphic surjection, the map
T : U ∋ u 7→ (τ(u))−1 ∈ AutX is holomorphic, and the map F : U ∋ u 7→ T (u)u
carries U to D. Indeed, for each u ∈ U , u = f(A, v) = Av ∈ U , we have τ(u) =
(π1 ◦f−1)(u) = π1(f−1(f(A, v))) = π1(A, v) = A, T (u) = (τ(u))−1 = A−1 and, finally,
F (u) = T (u)u = A−1Av = v ∈ D so that dimC F (U) = n− t(X). ©
The linear map L = (L1, ..., Ln) : Cn(C)→ Cn(C) defined by
Li({q1, ..., qn}) = qi − (q1 + ... + qn)/n , i = 1, ..., n ,
carries the whole space Cn(C) to its (n−1)-dimensional submanifold Cn−1b (C) consisting
of all balanced configurations (see Definition 8.10). Thus, in the case X = C the lower
bound dimC F (Cn(C)) ≥ n− t(C) + 1 = n− 1 is the best possible one.
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Let L = (L1, ..., Ln) : Cn(C) → Cn−1b (C) be the above linear map; the following theo-
rem provides a more precise result about images of non-cyclic endomorphisms, which
strengthens Theorem 10.1 in the case X = C.
Theorem 10.4. Let n > 4 and let F : Cn(C) → Cn(C) be a non-cyclic holomorphic
map. Then the linear map L caries the image F (Cn(C)) of F on the whole Cn−1b (C);
more precisely,
L(F (Cn(C))) = L(F (Cn−1b (C))) = Cn−1b (C) .
Proof. By Tame Map Theorem, F (Q) = T (Q)Q, where T : Cn(C) → Aff C
is a holomorphic map, that is, T (Q) : C ∋ z 7→ A(Q)z + B(Q) ∈ C with certain
holomorphic functions A : Cn(C) → C∗ and B : Cn(C) → C. The cohomology class
d∗n ∈ H1(Cn(C),Z) ∼= Z provided by the discriminant map dn : Cn(C) → C∗ gen-
erates H1(Cn(C),Z); hence A(Q) = (dn(Q))s expϕ(Q), where s ∈ Z and ϕ is a
holomorphic function on Cn(C). Take any Q◦ = {q◦1 , ..., q◦n} ∈ Cn−1b (C) and con-
sider the holomorphic function a : C∗ ∋ ζ 7→ a(ζ) = ζA(ζQ◦) ∈ C∗. Then a(ζ) =
ζA(ζQ◦) = ζ · (dn(ζQ◦))s expϕ(ζQ◦) = ζsn(n−1)+1(dn(Q◦))s expϕ(ζQ◦), which shows
that a 6= const. Since a does not take the value 0, it follows from the Picard the-
orem that a(ζ◦) = 1 for some ζ◦ ∈ C∗. A straightforward computation shows that
Gi(ζ
◦Q◦) = Li(F (ζ
◦Q◦) = ζ◦A(ζ◦Q◦)q◦i = a(ζ
◦)q◦i = q
◦
i for all i = 1, ..., n, that is,
G(ζ◦Q◦) = Q◦, which proves the theorem. 
Remark 10.5. I do not know any example of a non-cyclic holomorphic endomorphism
F of Cn(CP1) such that dimC F (Cn(CP1)) < n. ©
11. Some applications to algebraic functions
The n-valued algebraic function [x : y] = Un([z]) defined by the equation
φn(x, y; z) = z0x
n + z1x
n−1y + ...+ zny
n = 0 ,
z = (z0, ..., zn) ∈ Cn+1 , [z] = [z0 : ... : zn] ∈ CPn ,
(11.1)
and the n-valued entire algebraic function t = un(w) defined by the equation
pn(t, w) = t
n + w1t
n−1 + ...+ wn = 0 , w = (w1, ..., wn) ∈ Cn , (11.2)
are said to be the universal ones. It is easily seen that any n-valued algebraic function
on CPm (respectively any n-valued entire algebraic function on Cm) is a composition
of a rational map CPm → CPn (respectively a polynomial map Cm → Cn) and the
corresponding universal function. The branch loci of the universal functions are also
called universal ones.
In this section we study algebraic functions whose branch loci coincide with a universal
one and apply the obtained results to a version of the 13th Hilbert problem for algebraic
functions.
11.1. Algebraic functions with the universal branch locus. To avoid the
doubling related to our wish to consider both “general” and “entire” algebraic func-
tions, we will use the following notation.
Notation 11.1. We consider the following two cases:
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(a) X = CP1, Xn/S(n) = CPn, Un = Un is the universal n-valued algebraic
function on CPn defined by (11.1) with the branch locus
ΣUn = ΣUn = {[z] ∈ CPn | Dφn([z]) = 0} , (a′)
and (Xn/S(n)) \ ΣUn = CPn \ ΣUn ∼= Cn(X) = Cn(CP1) ;
(b) X = C, Xn/S(n) = Cn, Un = un is the universal n-valued entire algebraic
function on Cn defined by (11.2) with the branch locus
ΣUn = Σun = {w ∈ Cn | dn(w) = 0} , (b′)
and (Xn/S(n)) \ ΣUn = Cn \ ΣUn ∼= Cn(X) = Cn(C1).
In case (a) the term “an m-valued algebraic function F on Xn/S(n)” will mean an
algebraic function [x : y] = F([z]) on CPn defined by an equation
ϕ(x, y; z) = a0(z)x
m + a1(z)x
m−1y + ...+ am(z)y
m = 0 ,
where ϕ(x, y; z) = a0(z)x
m + a1(z)x
m−1y + ... + am(z)y
m is a homogeneous binary
form whose coefficients a0, ..., am are coprime homogeneous polynomials in z0, ..., zn
of the same positive degree.22 The form ϕ(x, y; z) is called the defining form of the
algebraic function F . The zero set Σϕ = {z = (z0, ..., zn) ∈ Cn+1 | Dϕ(z) = 0}
of the discriminant Dϕ(z) is said to be degeneration locus of the form ϕ(x, y; z); in
particular, Σϕ contains all common zeros of the coefficients a0, ..., am. The quotient
space ΣF = Σϕ/C∗ ⊂ CPn is the branch locus of the function F (it may happen that
Dϕ = 0 and ΣF = CPn).
For two algebraic functions [x : y] = G([z]) and [x : y] = F ([z]) with the defining
forms ψ(x, y; z) and ϕ(x, y; z) we say that G is a (multivalued) branch of F and write
G ⊆ F if there is a form ω(x, y; z) such that ϕ(x, y; z) = ψ(x, y; z) · ω(x, y; z). We
write F = G if ϕ(x, y; z) = cψ(x, y; z) for some c ∈ C∗.
Let us notice that if t = f(w) is an algebraic function of w ∈ Cn defined by an algebraic
equation P (t, w) = A0(w)t
m+A1(w)t
m−1+ ...+Am(w) = 0 with coefficients Ai ∈ C[w]
then one may replace t with x/y, each of wi with zi/z0, and rewrite the function as
[x : y] = F ([z]) and the defining equation as ϕ(x, y; z) = 0, where ϕ(x, y; z) is a binary
form of the type described above.
In case (b) the term “an m-valued algebraic function F on Xn/S(n)” will mean an
entire algebraic function t = F(w) on Cn defined by an equation
P (t;w) = tm + a1(w)t
m−1 + ...+ am(w) = 0 , (b
′)
where all ai ∈ C[w]. For two entire algebraic functions t = g(w) and t = f(w) with
the defining polynomials Q(t, w) and P (t, w) we say that g is a (multivalued) branch
of f and write g ⊆ f if there is a polynomial R(t, w) such that P = Q · R. We write
g = f if P = Q.
The following result is in fact equivalent to Tame Map Theorem for regular endomor-
phisms.
22In this section, all binary forms under consideration are supposed to be of such kind. It is
possible that some coefficients ai = 0.
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Theorem 11.2. Let n > 4 and let F be an n-valued algebraic function on Xn/S(n)
with the branch locus ΣF = ΣUn and a non-cyclic monodromy representation
π1((X
n/S(n)) \ ΣUn)→ S(n) . (11.3)
Then there exists a rational map T : Xn/S(n) → AutX regular on (Xn/S(n)) \ ΣUn
such that F(z) = T (z)Un(z) for all z ∈ Xn/S(n).
Proof. The algebraic function F is the composition F(z) = Un(A(z)) of the
rational mapA : Xn/S(n)→ Xn/S(n) given by the coefficients of the equation defining
F and the universal function Un. The assumption ΣF = ΣUn implies that A is regular
on (Xn/S(n))\ΣUn and carries the latter set into itself. Thus, under the identification
of the defining equations to the sets of their roots established in Remark 1.9, A may
be regarded as a regular endomorphism A′ of the configuration space Cn(X). Since
the monodromy representation (11.3) is non-cyclic, A′ is non-cyclic as well. By Tame
Map Theorem, there is a regular map T ′ : Cn(X)→ AutX such that A′(Q) = T ′(Q)Q
for all Q ∈ Cn(X). Denoting by T the regular morphism (Xn/S(n)) \ ΣUn → AutX
corresponding to T ′, we obtain that F(z) ≡ Un(A(z)) ≡ T (z)Un(z) meaning that each
value of F at z ∈ (Xn/S(n)) \ ΣUn is obtained from the corresponding value of Un at
z with help of the Mo¨bius transformation T (z). 
The following result is just a simple consequence of Linked Map Theorem (for X = C
it has been proved in [Lin96b]).
Theorem 11.3. Let n > t(X) + 1 and let F be an N -valued algebraic function on
Xn/S(n). If Un ⊆ F then either N = n and F = Un or N > n and F has branch
points that are not branch points of Un.
Proof. We consider here only the case X = CP1. Let ϕ(x, y; z) be the defining
form of the function F . The condition Un ⊆ F means that there is a binary form
ω(x, y; z) of degree k = N − n ≥ 0 such that ϕ(x, y; z) = φn(x, y; z) · ω(x, y; z); in this
case Dφn(z) = 0 implies Dϕ(z) = 0, which means that ΣF ⊇ ΣUn.
Assume that k > 0 and ΣF = ΣUn. Then for every z ∈ CPn \ΣUn = Cn(CP1) the form
ϕ(x, y; z) is non-degenerate; therefore ω(x, y; z) is non-degenerate as well and has no
common roots with φn(x, y; z). This means that the correspondence z 7→ ω(x, y; z)
defines a disjoint morphism Cn(CP1) ∼= Fn → Fk ∼= Ck(CP1), which contradicts
Linked Map Theorem 1.12. Thus, ΣUn must be a proper subset of ΣF , which shows
that F has branch points that are not branch points of Un.
Finally, if k = 0 then N = n, ω = const 6= 0 and F = Un. 
The problem about existence of an algebraic function with the preassigned branch
locus and monodromy group goes back to B. Riemann (in one variable), F. Enriques
and O. Zariski (for functions of two variables; see [Enr23, Zar29]). It was discovered
that in two variables there are obstacles related to the fundamental group of the
complement of the branch curve.
We deal with very distinguished subvarieties ΣUn ⊂ CPn and Σun ⊂ Cn and we know
in advance that there exist n valued algebraic functions, namely the universal ones Un
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and un, with these very branch loci and the standard monodromy representations
µ : π1(CPn \ ΣUn) = π1(Cn(CP1)) ∼= Bn(S2)→ S(n) ,
µ : π1(Cn \ Σun) = π1(Gn) = π1(Cn(C)) ∼= Bn → S(n) .
Theorem 11.2 provides a reasonable description of all non-cyclic n-valued algebraic
functions of n variables z ∈ Xn/S(n) with the universal branch locus ΣUn in terms
of the universal function Un(z) and automorphisms of the target domain X = C
or X = CP1 depending regularly on a point z ∈ (Xn/S(n)) \ ΣUn . On the other
hand, Theorem 11.3 tells that the universal function cannot be a proper branch of an
algebraic function with the same branch locus.
11.2. Compositions of multivalued functions. One possible form of the ques-
tion posed in the 13th Hilbert problem is as follows:
What is the minimal natural number m for which the function un can be represented
as a composition of algebraic functions of m variables?
Since un is multivalued, the emphasized expression may have quite different meanings.
It has been proved in [Arn70c, Lin76, Lin96a] that for certain possible interpre-
tations of the problem the answer is m = n − 1. Here we discuss the corresponding
problem for the function [x : y] = Un([z]) and show that in this case m ≥ n− 2.
Following the papers quoted above, we explain first some formalities related to multi-
valued maps; we do this in a manner convenient for working with non-entire algebraic
functions.
Given two topological spaces Y and Z, we use the notation f : Z
n−→ Y for a map
defined and continuous on an open dense subset Zf ⊆ Z and carrying it into the space
Symm Y = Y m/S(m); such a map is said to be an m-valued map of Z to Y . The
points y1, ..., ym ∈ f(z) are said to be the values of f at z ∈ Zf . The subset Im f ⊆ Y
consisting of all values of f at all points z ∈ Zf is called the image of f . The subset
Γf ⊆ Z × Y consisting of all pairs (z, y) such that y is a value of f at z ∈ Zf is called
the graph of g.
Let f : Z
m−→ Y and g : Y n−→ W be multivalued maps; suppose that there are open
dense subsets Z ′ ⊆ Zf and Y ′ ⊆ Yg such that all values of f at any point z ∈ Z ′
belong to Y ′. The composition
g ◦ f : Z mn−→W
is the (mn)-valued map whose values at a point z ∈ Z ′ are all mn values of g at the
m points of Y ′ which are the values of f at z. The complete composition
g ∗ f : Z mn−→ Y ×W
is the (mn)-valued map whose values at a point z ∈ Z ′ are all pairs (y, w) such that
y is one of the values of f at z and w is one of the values of g at y.
Let k,m,M be natural numbers. Assume that for each i = 1, . . . ,M we are given
with an ni-valued algebraic function [x : y] = gi([w]), [w] = [w0 : ... : wm] ∈ CPm,
defined by an equation ϕi(x, y; [w]) = a0(w)x
ni + a1(w)x
ni−1y + ... + ani(w)y
ni = 0,
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where a0, ..., ani are co-prime homogeneous polynomials of the same positive degree.
Assuming that the discriminant Dϕi(w) of ϕi is not identically zero, we may regard
gi as an ni-valued map gi : CP
m ni−→ CP1 , which is surely defined on the non-empty
Zariski open set Wi = {w ∈ CPm | Dϕi(w) 6= 0}.
Furthermore, for each i = 1, . . . ,M let Ri : CPk × (CP1)i−1 → CPm be a rational map
such that its regularity domain contains a non-empty Zariski open subset Vi with the
image Ri(Vi) ⊆Wi.
Let F0 : CPk → CPk denote the identity map. Using the compositions ◦ and ∗ of
multivalued functions defined above, we construct algebraic functions
Gi = gi ◦Ri : CPk × (CP1)i−1 Ri−→ CPm ni−→ CP1 , i = 1, ...,M ,
F1 = G1 ∗ F0 : CPk ✲n1 CPk × CP1 ,
F2 = G2 ∗ F1 : CPk ✲n1n2 CPk × (CP1)2 ,
...................................................................
Fi = Gi ∗ Fi : CPk ✲n1n2···ni CPk × (CP1)i ,
...................................................................
FM−1 = GM−1 ∗ FM−2 : CPk ✲n1n2···nM−1 CPk × (CP1)M−1 ,
and, finally,
F = FM = GM ◦ FM−1 : CPk ✲n1n2···nM CP1 .
F is a well-defined N = n1 · · ·nM -valued algebraic function on CPk whenever ImFi ⊆
Vi+1 for all i = 1, ...,M−1. If this is the case then the collection A = {Vi,Wi, Ri, gi | i =
1, ...,M} is said to be a tame algebraic (k,m)-ensemble in CPk, and the algebraic
function FA = F is called the function generated by the ensemble A. Two tame
algebraic (k,m)-ensembles A and A′ in CPk are said to be equivalent if the functions
FA and FA′ generated by them coincide.
Some of the algebraic functions gi appearing in a tame ensemble A may be single-
valued; the number of those ones which are actually multivalued is called the rank of
the ensemble A.
Example 11.4. ForM = 2 we have F (z) = g2{R2[z, g1(R1(z))]}. If A is an ensemble
of rank 1 then FA = R2(z, g(R1(z)), where [x : y] = g(w) is a multivalued algebraic
function and R1, R2 are rational. ©
Definition 11.5. We say that an algebraic function g in CPk can be represented as
a composition of algebraic functions of m variables if there exists a tame algebraic
(k,m)-ensemble A such that g ⊆ FA, that is, g is a (multivalued) branch of FA. The
function FA is called a representing function-composition for g; clearly Σg ⊆ ΣFA . If the
ensemble A can be chosen so that g = FA we say that g can be faithfully represented as
a composition of algebraic functions of m variables; in this case Σg = ΣFA . In general,
the conditions g ⊆ FA and Σg = ΣFA do not imply g = FA. ©
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In the following theorem we deal with a representation of the universal algebraic
function Un as a composition Un ⊆ FA, which a priori is not supposed to be faithful
but satisfies the formally weaker condition ΣUn = ΣFA . We will see however that the
conditions Un ⊆ FA and ΣUn = ΣFA imply Un = FA.
Theorem 11.6. For n > max{4, m + 2} the universal n-valued algebraic function
[x : y] = Un([z]) cannot be represented as a composition of algebraic functions of m
variables in such a way that a representing function-composition F = FA and Un itself
have the same branch loci.
Proof. Suppose to the contrary that there exists a tame algebraic (n,m)-ensemble
A = {Ui, Vi, Ri, gi | i = 1, ...,M} in CPn such that Un ⊆ F = FA and the branch locus
ΣF of theN -valued algebraic function-composition F = FA defined by A coincides with
the branch locus ΣUn . Then, by Theorem 11.3, N = n and Un = F . In particular,
the monodromy group of F coincides with the monodromy group S(n) of the function
Un. This implies that the unbranched n-covering p : ΓF → CPn \ ΣUn defined by the
function F is indecomposable, that is, the projection π cannot be represented as a
composition
p = q1 ◦ q2 : ΓF q2−→ E q1−→ CPn \ ΣUn
of two non-univalent unbranched coverings q1,q2 (see [Arn70c, Lin76, Lin96a]).
This property implies that the ensemble A must be of rank 1, that is, it cannot
contain more than one multivalued algebraic function and thereby the corresponding
representation of the function Un as a superposition must be of the form Un(z) =
F (z) = R2(z, g(R1(z)), where [x : y] = g(w) is an n-valued algebraic function on CPm
with a defining binary form
ϕ(x, y;w) = a0(w)x
n + a1(w)x
n−1y + ...+ an(w)y
n , (11.4)
R1 : CPn → CPm is a rational map regular on CPn \ ΣUn with the image
R1(CP
n \ ΣUn) ⊆ {w ∈ CPm | Dϕ(w) 6= 0} ,
and R2 : CPn × CP1 → CP1 is a rational function regular at each point (z, [x : y]) ∈
(CPn \ ΣUn) × CP1 such that ϕ(x, y;R1(z)) = 0. Let A = (a1, . . . , an) : CPm → CPn
be the rational map defined by the coefficients of the binary form (11.4). The identity
Un(z) ≡ R2(z, g(R1(z)) shows that A must be regular on {w ∈ CPm | Dϕ(w) 6= 0}
and the A-image A(R1(CPn \ ΣUn)) of the set R1(CPn \ ΣUn) must be contained in
CPn \ ΣUn . Thus, the composition f = A ◦R1,
f : Cn(CP1) = CPn \ ΣUn R1−→ {w ∈ CPm | Dϕ(w) 6= 0} A−→ CPn \ ΣUn = Cn(CP1) ,
is a regular map. This map is certainly non-cyclic, for otherwise the monodromy group
of the algebraic function g((R1(z)) would be cyclic, as well as the monodromy group of
the function R2(z, g(R1(z)) = Un(z). Since m < n− 2, we have dimC(f(Cn(CP1))) ≤
m < n− 2, which contradicts Theorem 10.1. 
Remark 11.7. a) The corresponding result for the universal entire algebraic function
un on Cn has been proved in [Lin96a]:
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Theorem 11.8. For n > max{4, m+ 1} the universal n-valued entire algebraic func-
tion t = un(z) cannot be represented as a composition of entire algebraic functions of
m variables in such a way that a representing function-composition F = FA and un
itself have the same branch loci.
The proof is also based on Theorems 1.12, 10.1 and 11.3, which in the case X = C
have been proved in the paper quoted above.
b) The compositions of entire algebraic functions treated in Theorem 11.8 are
defined similarly to what has been done above. Just in the definition of an algebraic
(k,m)-ensemble one should consider affine spaces instead of projective ones and work
with polynomials instead of rational functions; that is, the operation of division is
in fact prohibited. V. I. Arnold many times expressed his conviction that whenever
rational functions are admitted un cannot be faithfully represented as a composition
of algebraic functions of less than n− 2 variables. Seemingly, Theorem 11.6 confirms
this Arnold’s opinion (and even for a formally wider class of representations without
superfluous branch points instead of the faithful ones). ©
12. Automorphisms
12.1. How to catch automorphisms? By Tame Map Theorem, every non-
cyclic endomorphisms F of Cn(X) is of the form F = FT , FT (Q) = T (Q)Q, where
T : Cn(X)→ AutX is a morphism uniquely defined by F . It is reasonable to ask the
following question: for which morphism T : Cn(X) → AutX the corresponding tame
endomorphism FT is an automorphism? It is easy to give the following “answer”:
FT is an automorphism if and only if there exists a morphism S : Cn(X) → AutX
such that T (S(Q)Q)S(Q) = S(T (Q)Q)T (Q) = I (the unity of the group AutX) for
all Q ∈ Cn(X).
It is unclear how ensure that T satisfies such a condition. It is naturally to look for a
relationship between the group multiplication in AutX and the composition of tame
maps. In general, these operations know nothing about each other; however in the
special case of AutX invariant maps Cn(X)→ AutX they are in a close connection.
Definition 12.1. As usually, the pointwise product ST : Cn(X) → AutX of two
maps S, T : Cn(X) → AutX is defined by (ST )(Q) = S(Q)T (Q), where S(Q)T (Q)
denotes the group product of the elements S(Q), T (Q) ∈ AutX .
A map S : Cn(X) → AutX is said to be AutX invariant if S(AQ) = S(Q) for all
A ∈ AutX and Q ∈ Cn(X). ©
Lemma 12.2. Let FS, FT : Cn(X)→ Cn(X) be the tame maps induced by two maps
S, T : Cn(X)→ AutX . If S is AutX invariant then FST = FS ◦ FT .
Proof. It suffices to know that S(Q) = S(T (Q)Q) ∀Q = {q1, ..., qn} ∈ Cn(X); in-
deed, FST (Q) =
{(
(ST )(Q)
)
q1, ...,
(
(ST )(Q)
)
qn
}
= {S(Q)T (Q)q1, ..., S(Q)T (Q)qn} =
{S(Q)Aq1, ..., S(Q)Aqn} = {S(AQ)Aq1, ..., S(AQ)Aqn} = FS(AQ) = FS(T (Q)Q)) =
FS(FT (Q)), that is, FST = FS ◦ FT . 
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Corollary 12.3. The tame map FT : Cn(X)→ Cn(X) induced by an AutX invariant
morphism T : Cn(X)→ AutX is an automorphism of Cn(X).
Proof. Set S = T−1, that is, S(Q) = (T (Q))−1 for all Q ∈ Cn(X). Then S is
an AutX invariant morphism and, by Lemma 12.2, FS ◦ FT = FST = FI = IdCn(X) =
FTS = FT ◦ FS. 
Remark 12.4. If T satisfies T ((T (Q))−1Q) = T (Q) for all Q ∈ Cn(X) then FT is an
automorphism whose inverse is FT−1 . ©
12.2. Some examples. Corollary 12.3 gives rise to some simple examples.
Example 12.5. Take c ∈ C∗ and an Aff C invariant regular function b : Cn(C)→ C;
then the map
F : Cn(C) ∋ Q 7→ cQ + b(Q) · 1I ∈ Cn(C) , 1I = {1, ..., 1} ∈ Cn , (12.1)
is a biregular automorphism of Cn(C). The inverse map is given by
Cn(C) ∋ Q 7→ c′Q + b′(Q) · 1I ∈ Cn(C) ,
where c′ = c−1 and b′(Q) = −c−1b(Q). For instance, one may take a homogeneous
polynomial P of degree rn(n− 1)/2 in n(n− 1)/2 variables ξ = {ξij | 1 ≤ i < j ≤ n}
and for each Q = {q1, ..., qn} ∈ Cn(C) set ξij(Q) = qi − qj, b(Q) = P (ξ(Q))/drn(Q).
A similar example of a biregular automorphism of Cn(CP1) looks as follows: Q =
{q1, ..., qn} 7→ {Cq1 + B(Q), ..., Cqn + B(Q)}, where C ∈ C∗ and B : Cn(CP1) → C is
a regular PSL(2,C) invariant function. ©
Example 12.6. The map
FT : Cn(C) ∋ Q 7→ cQ + λa(Q) · 1I ∈ Cn(C) , 1I = {1, ..., 1} ∈ Cn ,
where a(Q) =
∑
ζ∈Q
ζ , c ∈ C∗ and λ ∈ C, λ 6= −c/n, provides an example of a tame
biregular automorphism FT of Cn(C) corresponding to a non-invariant morphism
T : Cn(C) ∋ Q 7→ T (Q) ∈ Aff C , T (Q)w = cw + λa(Q) , w ∈ C .
The inverse map is given by
Cn(C) ∋ Q 7→ c′Q+ λ′a(Q) · 1I ∈ Cn(C) ,
where c′ = 1/c and λ′ = −λ/[c(c+ nλ)]. ©
Example 12.7. Let A(z),B(z) be homogeneous polynomials in z = (z0, ..., zn) ∈ Cn+1
of degrees 2a(n − 1) and 2b(n − 1) respectively (one or both of A,B may be 0).
As in Remark 1.9, let Q ∈ Cn(CP1) be the zero set of a binary projective form
φ(x, y; z) = z0x
n + z1xn−1y + ... + zny
n with the discriminant Dn(z). Set h(z) =
A(z) exp[B(z)/(Dn(z))
b]
(Dn(z))a
and define the holomorphic map TA,B : Cn(CP1)→ SL(2,C)
and the corresponding tame holomorphic endomorphism FTA,B : Cn(CP1) → Cn(CP1)
by
TA,B(Q) =
(
h(z), h(z) + 1
h(z)− 1, h(z)
)
, FTA,B(Q) = TA,B(Q)Q . (12.2)
66 Vladimir Lin
It is easily seen that FTA,B is homotopic to the automorphism
Cn(CP1) ∋ Q = {q1, ..., qn} 7→ {−q−11 , ...,−q−1n } def== −Q−1 ∈ Cn(CP1)
in the class of holomorphic endomorphisms of Cn(CP1). ©
12.3. Automorphisms of certain moduli spaces. The moduli space Mo(0, n)
of the Riemann sphere with n ordered punctures may be identified to the orbit space
Cno (CP1)/PSL(2,C). According to Sec. 3.1, the latter orbit space may be viewed as
the (n− 3)-dimensional ordered configuration space of the Riemann sphere punctured
at 0, 1 and ∞:
Mo(0, n) = Cno (CP1)/PSL(2,C) ∼= Cn−3o (C \ {0, 1})
= {z = (z1, ..., zn−3) ∈ Cn−3| zi 6= 0, 1 ∀ i , zi 6= zj ∀ i 6= j}
= {q = (q1, ..., qn) ∈ Cno (CP1) | qn−2 = 0, qn−1 = 1, qn =∞} = Dn−3(CP1).
(12.3)
Let g = (g1, ..., gn−3) : Dn−3(CP1)→ Dn−3(CP1) be a non-constant holomorphic map.
Set gn−2 = 0, gn−1 = 1 and gn = ∞. S. Kaliman [Kal76a] discovered the following
fact:
Theorem 12.8 (1st Kaliman theorem). For n ≥ 4 every non-constant holomorphic
endomorphism g = (g1, ..., gn−3) of the space Dn−3(CP1) = Cn−3o (C \ {0, 1}) is an
automorphism and its components gr are of the form
gr(q) =
qσ(r) − qσ(n−2)
qσ(r) − qσ(n) :
qσ(n−2) − qσ(n−1)
qσ(n) − qσ(n−1) , 1 ≤ r ≤ n− 3 , (12.4)
where σ ∈ S(n) is a permutation not depending on r.
Since Kaliman’s paper [Kal76a] does not contain a proof and exists only in Rus-
sian, I decided to prove this theorem here (due to the techniques developed in Sec. 5,
the proof below is simpler than the original one).
Proof. First we prove that each gr 6= const. Suppose, on the contrary, that
gr = c = const 6= 0, 1 for some r ∈ {1, ..., n − 3}, whereas gp 6= const for some
p ∈ {1, ..., n − 3}, p 6= r. Since gp(q) 6= gr(q) for all q ∈ Dn−3(CP1), we see that (∗)
gp(q) 6= 0, 1, c everywhere in Dn−3(CP1). According to Remark 5.2, gp must be of the
form
gp(q1, ..., qn−3) =
qi − qj
qi − qk :
qj − ql
qk − ql ,
where i, j, k, l ∈ {1, ..., n} are pairwise distinct. However the function in the right hand
side assumes on Dn−3(CP1) all values a ∈ C \ {0, 1}, which contradicts the property
(∗) mentioned above.
Now we consider the composition
G : Cno (CP1)
j
CP1,n∼= PSL(2,C)×Dn−3(CP1) ν−→ Dn−3(CP1) g−→ Dn−3(CP1) , (12.5)
where ν is the natural projection. Let fr(q) = qr for all q = (q1, ..., qn−3) and
r = 1, ..., n − 3. Clearly, the set ∆n−4 = {f1, ..., fn−3} is an (n − 4)-simplex in
the complex L(Dn−3(CP1)). Since gr 6= const for all r = 1, ..., n − 3 and g(q) =
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(g1(q), ..., gn(q)) ∈ Dn−3(CP1) for all q = (q1, ..., qn−3, 0, 1,∞) ∈ Dn−3(CP1), the set
g∗(∆n−4) = (g1, ..., gn−3) also is an (n−4)-simplex in the complex L(Dn−3(CP1)). Fur-
thermore, the set G∗(∆n−4) = j∗
CP
1,n
(ν∗(g∗(∆n−4))) is an (n−4)-simplex in the complex
L(Cno (CP1)). By Lemma 5.12(b), the latter simplex can be carried to the normal form
(5.26) (with m = n−4) via an appropriate permutation of the coordinates q1, ..., qn in
Cno (CP1). It is easily seen that (up to a choice of the notation) this is precisely what
formulas (12.4) say about the components gr of the map g. Finally, a map g whose
components gr satisfy (12.4) is certainly an automorphism of Dn−3(CP1)). 
Clearly, σAq = Aσq for all σ ∈ S(n), A ∈ PSL(2,C) and q ∈ Cno (CP1). Thereby,
every σ ∈ S(n) produces an automorphism of the moduli space Mo(0, n). The above
theorem implies the following immediate corollary.
Corollary 12.9. Every automorphism of the moduli space Mo(0, n) of the Riemann
sphere with n ordered punctures is produced by a certain permutation σ ∈ S(n) of
coordinates in Cno (CP1).23 Hence AutMo(0, n) ∼= S(n).
12.4. Endomorphisms of balanced confiquration spaces. In Sec. 8.5 we
introduced the balanced configuration spaces
Cn−1b (C) = {Q = {q1, ..., qn} ∈ Cn(C) | q1 + ... + qn = 0}
and
Cn−1ob (C) = {q = (q1, ..., qn) ∈ Cno (C) | q1 + ... + qn = 0} .
As in Remark 1.9, we identify Cn−1b (C) to the space
G0n
def
== {z = (0, z2, ..., zn) ∈ Cn | dn(z) 6= 0}
of all complex polynomials of the form p0n(t; z) = t
n + z2t
n−2 + ... + zn with simple
roots. Clearly, Gn ∼= C×G0n, so that πk(G0n) = πk(Gn) = 0 for k > 1 and π1(G0n) =
π1(Gn) = Bn; we have also the S(n) Galois covering
p : Cn−1ob (C) ∋ q = (q1, ..., qn) 7→ {q1, ..., qn} = Q ∈ Cn−1b (C) = G0n (12.6)
that carries any ordered balanced configuration q = (q1, ..., qn) to the unordered one
Q = {q1, ..., qn}, which, in turn, identifies to the polynomial p0n(t; z) =
∏n
j=1(t − qj)
with the roots q1, ..., qn. We define also the special balanced configuration spaces
SCn−2b (C) def== {Q = {q1, ..., qn} ∈ Cn(C) | q1 + ...+ qn = 0 , dn(Q) = 1}
= {z = (z1, z2, ..., zn) ∈ Cn | z1 = 0 , dn(z) = 1} def== SGn
(12.7)
and
SCn−2ob (C) = SE+n
def
==
{
q = (q1, ..., qn) ∈ Cn | q1 + ... + qn = 0 ,
∏
j<k
(qj − qk) = in(n−1)/2
}
. (12.8)
23I. Dolgachev wrote me that this was conjectured by W. Fulton, but I did not find the corre-
sponding reference.
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The latter space is one of the two connected components of the space
SEn =
{
q = (q1, ..., qn) ∈ Cn | q1 + ... + qn = 0 , Dn(q) =
∏
j 6=k
(qj − qk) = 1
}
,
and we have the A(n) Galois covering
p′ : SE+n ∋ q = (q1, ..., qn) 7→
n∏
j=1
(t− qj) ∈ SGn . (12.9)
Both spaces G0n, SGn and their coverings Cn−1ob (C), SE+n are smooth irreducible affine
algebraic manifolds. The discriminant map
dn : G
0
n ∋ z 7→ dn(z) ∈ C∗ (12.10)
is a holomorphic locally trivial fiber bundle with the fiber SGn. The exact homotopy
sequence of this bundle shows that SGn is an Eilenberg-MacLane K(π, 1) space for
the commutator subgroup B′n of the Artin braid group Bn. It is also easely seen that
SE+n an Eilenberg-MacLane K(π, 1) space for the intersection Jn = PBn ∩ B′n of the
pure braid group PBn with the commutator subgroup B
′
n.
In what follows, we describe automorphisms G0n and SGn; in fact, a complete exhibi-
tion of endomorphisms of SGn and proper endomorphisms of G
0
n will be presented.
Notice that the stabilizer
StCn−1b (C)
= StG0n = {A ∈ Aff C | A(Cn−1b (C)) ⊆ Cn−1b (C)}
of the subspace Cn−1b (C) = G0n ⊂ Gn = Cn−1(C) in the group AutC = Aff C is
isomorphic to C∗ and consists of all transformations of the form
Aζ : Cn−1b (C) ∋ Q = {q1, ..., qn} 7→ ζQ = {ζq1, ..., ζqn} ∈ Cn−1b (C) , ζ ∈ C∗ . (12.11)
Under the identification Cn−1b (C) ∼= G0n, the corresponding C∗ action in G0n looks as
follows:
∀ ζ ∈ C∗, Aζ : G0n ∋ z = (0, z2, ..., zn−1, zn) 7→ (0, ζ2z2, ..., ζn−1zn−1, ζnzn)
= tn + ζ2z2t
n−2 + ...+ ζn−1zn−1t+ ζ
nzn ∈ G0n .
(12.12)
Furthermore, the stabilizer (in the group C∗ acting in G0n according to (12.12))
StSGn = {ζ ∈ C∗ | Aζ(SGn) ⊆ SGn} (12.13)
of the special balanced subspace SGn ⊂ G0n is the subgroup
Γn(n−1) = {1, ω, ..., ωn(n−1)−1} ∼= Zn(n−1) = Z/n(n− 1)Z ,
where ω = e2πi/n(n−1).
Notice also that every holomorphic function h : G0n → C∗ is of the form h(z) =
eϕ(z)dmn (z), where dn(z) is the discriminant, m ∈ Z and ϕ is a holomorphic function
on G0n.
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Notation 12.10. Let An = OC∗(G0n) denote the algebra of all holomorphic functions
a on G0n that are invariant under the C
∗ action (12.12). In other words, An consists of
all holomorphic functions a : G0n → C such that a(0, ζ2z2, ..., ζnzn) = a(0, z2, ..., zn)
for all z = (0, z2, ..., zn) ∈ G0n and ζ ∈ C∗. For instance, the function a(z) =
z
n(n−1)/2
2 /dn(0, z2, ..., zn) belongs to An. ©
The following theorem stated in [Lin72b, Lin79] is an easy consequence of Tame
Map Theorem 1.4 and Theorem 10.4.
Theorem 12.11. For n > 4 every non-cyclic holomorphic map F : G0n → G0n is C∗-
tame, meaning that it is induced by the C∗ action (12.12) and a holomorphic function
h : G0n → C∗. In more details, there exist m ∈ Z and a holomorphic function a on G0n
such that h(z) = ea(z)dmn (z) and
F (z) = Fh(z) = Ah(z)z = t
n + z2h
2(z)tn−2 +...+ zn−1h
n−1(z)t + znh
n(z)
= tn + z2e
2a(z)d2mn (z)t
n−2 +...+ zn−1e
(n−1)a(z)d(n−1)mn (z)t + zne
na(z)dnmn (z) .
(12.14)
Moreover, every such F is surjective, and the pre-image F−1(w) of any point w ∈ G0n
is descrete and consists of all z of the form z = Aζw, where ζ ∈ C∗ runs over the set
of all roots of the equation
Hw(ζ)
def
== dmn (w)ζ
mn(n−1)+1 exp a(Aζw) = 1 .
24 (12.15)
A holomorphic map F = Fh of the form (12.14) is proper if and only if the cor-
responding holomorphic function a belongs to An. Every proper holomorphic map
F : G0n → G0n is everywhere non-degenerate; moreover, it is an unramified finite Z/NZ
Galois covering of degree N ≡ 1modn(n− 1) (in fact, N = mn(n− 1) + 1 whenever
F = Fh with h = e
admn and some C
∗-invariant a). The corresponding normal sub-
group Γ ⊳ Bn of index N consists of all g = σ
m1
i1
· · ·σmqiq ∈ Bn such that N divides
m1 + ... +mq. Every two such coverings of the same degree are equivalent. 
This theorem implies the following immediate corollary.
Corollary 12.12. For n > 4 every biholomorphic automorphism F : G0n → G0n is of
the form
F (z) = Fea(z)(z) = Aea(z)z = t
n + z2e
2a(z)tn−2+ ...+ zn−1e
(n−1)a(z)t+ zne
na(z) , (12.16)
where a ∈ An. The automorphism group Aut(G0n) is isomorphic to the quotient group
An/2πiZ. The orbits of the natural Aut(G0n) action in G0n coinside with the orbits of
C∗ action (12.12); each of them is a smooth algebraic curve isomorphic to C∗. 
24For each w ∈ G0n the function Hw : C∗ → C∗ is a well-defined non-constant holomorphic
function. By the Picard theorem, the set H−1w (1) of all roots ζ ∈ C∗ of the equation Hw(ζ) = 1
is non-empty and descrete; it is easily seen that distinct ζ′, ζ′′ ∈ H−1w (1) produce distinct points
Aζ′w,Aζ′′w ∈ F−1(w).
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12.5. Endomorphisms of SGn. The following theorem was stated by S. Kali-
man [Kal76a].
Theorem 12.13 (2nd Kaliman theorem). For n 6= 4 every non-constant holomorphic
map F : SGn → SGn is an automorphism of the form
F (z) = Fω(z) = t
n + z2ω
2mtn−2 + ... + zn−1ω
(n−1)mt+ znω
nm , (12.17)
where ω = e2πi/n(n−1) and m ∈ {0, 1, ..., n−1}. The automorphism group Aut(SGn) ∼=
Z/n(n− 1)Z.
Proof. A complete description of holomorphis endomorphisms of the affine el-
liptic curve SG3 ∼= {(x, y) ∈ C2 | x2 + y3 = 1} = a torus with one puncture is
straightforward; therefore we restrict ourselves to the case n > 4.
According to [Lin74, Lin79], for n > 4 the intersection Jn = PBn∩B′n is a completely
characteristic subgroup of B′n, that is, ψ(Jn) ⊆ Jn for every endomorphism ψ of the
group B′n (see [Lin96b] or [Lin04b] for a complete proof). Hence every continuous
map F : SGn → SGn lifts to a continuous map f : SE+n → SE+n , which is A(n)
equivariant, meaning that there is an automprphism α ∈ Aut(A(n)) such that f(sq) =
α(s)f(q) for all q ∈ SE+n and s ∈ A(n). In our case F is holomorphic and its lifting f
is holomorphic, as well.
The cyclic group Γn(n−1)/2 ∼= Zn(n−1)/2 = Z/[n(n− 1)/2]Z of n(n− 1)/2-roots of 1 acts
freely on SE+n and on the variety S defined by
S =
{
(ζ, z) ∈ C×Dn−2(CP1) | ζn(n−1)/2
∏
1≤j<k≤n
(zj − zk) = in(n−1)/2
}
(here and in what follows zn−1 = 0, zn = 1 and zn+1 = ∞). In both cases the
action is by multiplication: (q1, ..., qn) 7→ (γq1, ..., γqn) and (ζ, z) 7→ (γζ, z), where
γ ∈ Γn(n−1)/2. These two Γn(n−1)/2 spaces are in fact equivalent. This can be seen from
the commutative diagram
SE+n
✲ι
∼=
S
❅
❅
❅
❅
❅
❅❘
p◦ν
❍❍❍❍❥
ν
Γn(n−1)/2 ✟✟✟✟✙
Γn(n−1)/2
π  
 
 
 
 
 ✠
p◦πDn−2(CP1)
❄
p
Dn−3(CP1) ,
where the isomorphism ι is defined by
ι : SE+n ∋ (q1, ..., qn) 7→ (ζ, z) ∈ S ⊂ C×Dn−2(CP1) ,
ζ = qn − qn−1 , zj = qj − qn−1
qn − qn−1 for j = 1, ..., n , zn+1 =∞ ,
the quotient map ν : SE+n → SE+n /Γn(n−1)/2 = Dn−2(CP1) is given by
ν : SE+n ∋ (q1, ..., qn) 7→
(
q1 − qn−1
qn − qn−1 , ...,
qn−2 − qn−1
qn − qn−1 , 0, 1,∞
)
∈ Dn−2(CP1) , (12.18)
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the quotient map π : S → S/Γn(n−1)/2 = Dn−2(CP1) is just the restriction to S of the
projection C×Dn−2(CP1)→ Dn−2(CP1), and finally
p : Dn−2(CP1) ∋ z = (z1, z2, ..., zn−2, 0, 1,∞)
7→ z′ = (z2, ..., zn−2, 0, 1,∞) ∈ Dn−3(CP1)
is the projection forgetting the first coordinate. Notice that p is a smooth fibra-
tion with fiber Dz′ = p
−1(z′) being a Riemann sphere punctured at n points z′ =
(z2, ..., zn−2, 0, 1,∞) and coordinate z1. Moreover, being coverings of the Kobayashi
hyperbolic manifold Dn−2(CP1) (see Remark 8.6) both SE+n and S are Kobayashi
hyperbolic as well.
The following claim [Kal75, Kal93] provides a main technical tool of the proof.
Claim. Any holomorphic function h : SE+n
∼= S → C \ {0, 1} is Γn(n−1)/2 invariant
and hence can be pulled down to Dn−2(CP1).
Proof of Claim.25 The composition
ρ = p ◦ π : S π−→ Dn−2(CP1) p−→ Dn−3(CP1)
is a locally trivial smooth fibration whose fiber Sz′◦ = ρ
−1(z′◦) over a point z′◦ =
(z◦2 , ..., z
◦
n−2, 0, 1,∞) ∈ Dn−3(CP1) is a smooth irreducible algebraic curve in C×Dz′◦
given by
Sz′◦ =
{
(ζ, z1) ∈ C×Dz′◦| ζn(n−1)/2 ·
n∏
k=2
(z1 − z◦k) ·
∏
2≤j<k≤n
(z◦j − z◦k) = in(n−1)/2
}
.
The restriction p|Sz′◦ : Sz′◦ ∋ (ζ, z1) → z1 ∈ Dz′◦ of p to Sz′◦ determines a Γn(n−1)/2
covering of the punctured Riemann sphere Dz′◦ = π
−1(z′◦) = C\{z◦2, ..., z◦n−2, 0, 1,∞}.
The curve Sz′◦ have n − 1 + N punctures. The first n − 1 of them denoted by
a(z◦2), ..., a(z
◦
n−2), a(z
◦
n−1) = a(0) and a(z
◦
n) = a(1) are situated, one by one, above
the punctures z◦2 , ..., z
◦
n−2, 0, 1, whereas the rest N denoded by b1(z
′◦), ..., bN(z
′◦) lie
above the puncture at ∞ (N = n− 1 for n even and N = (n− 1)/2 for n odd). The
Γn(n−1)/2 action on Sz′◦ coming from S extends uniquelly to the complition Sz′◦ of Sz′◦ .
This extension keeps each of the punctures a’s at its place; as opposed to this, it is
transitive on the set of the rest N punctures b’s.
Adding to each fiber Sz′ all its punctured points we get the union
S =
⋃
z′∈Dn−3(CP1)
Sz′ ⊃
⋃
z′∈Dn−3(CP1)
Sz′ = S
25A revised version communicated by S. Kaliman.
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of smooth compact curves Sz′ . This union S may be viewed as an algebraic variety
obtained from the variety
Σ =
{
([ζ : τ ],[z1 : t]), (z2, ..., zn−2)) ∈ CP1 × CP1 × Cn−3o (C) |
ζn(n−1)/2
n∏
k=2
(z1 − tzk)
∏
2≤j<k≤n
(zj − zk) = in(n−1)/2τn(n−1)/2tn−1
}
by normalization of all fibers Ŝz′ of the projection Σ→ Cn−3o (C); here [ζ : τ ] and [z1 : t]
are homogeneous coordinates in two copies of CP1, (z2, ..., zn−2) ∈ Cn−3o (C), zn−1 = 0
and zn = 1. The projection ρ extends to a projection ρ : S → Cn−3o (C) with fibers Sz′.
For each j = 2, ..., n the set Aj of all punctures
{a(zj) | z′ = (z2, ..., zn) ∈ Dn−3(CP1)}
is a hypersurface in S, which is a section of the projection ρ : S → Cn−3o (C) and hence
irreducibale. The Γn(n−1)/2 action on S coming from S is identical on each Aj and
keeps stable the hypersurface
B = {br(z′) |z′ = (z2, ..., zn) ∈ Dn−3(CP1); r = 1, ..., N}
consisting of all punctures above infinity. The hypersurfaces A2, ..., An, B do not in-
tersect each other. The projection B → Dn−3(CP1) is an unramified Galois covering
of degree N with a transitive Galois group, which is a quotient group of Γn(n−1)/2. To
see this one can travel in the base Dn−3(CP1) along a small simple loop around some
hyperplane zj = zk with 2 ≤ j < k ≤ n; this trip generates a permutation of the points
b1(z
′), ..., bN(z
′) that is the same as the action of a primitive element of Γn(n−1)/2. In
particular, B is irreducible.
Now take any holomorphic function h : S → C \ {0, 1}. If h = const on each fiber
Sz′ = ρ
−1(z′) then h is a lift-up of a function on Dn−3(CP1) and, all the more, it is
Γn(n−1)/2 invariant.
Suppose that h 6= const on a certain fiber Sz′◦ = ρ−1(z′◦). Since S is hyperbolic,
h extends to a holomorphic map h¯ : S → CP1. Being non-constant on Sz′◦ the latter
extension h¯ takes somewhere on Sz′◦ the values 0, 1 and∞; in fact h¯ must accept each
of these values on the whole union of some of the hypersurfaces A2, ..., An, B.
Let γ ∈ Γn(n−1)/2. As γ(Aj) = Aj and γ(B) = B we see that the rational function
h/(h ◦ γ) has no poles on S and hence h¯/(h¯ ◦ γ) = const on each fiber Sz′ of ρ.
This constant must be 1 since h¯ = 1 at least on one of the irreducible hypersurfaces
A2, ..., An, B and on such a hypesurface h¯ = h¯ ◦ γ. Thus, h = h ◦ γ on each Sz′ and
hence everywhere on S. This is the desired conclusion. 
Now we can complete the proof of the theorem. By Claim, each function
gj = zj ◦ ν ◦ f : SE+n f−→ SE+n ν−→ Dn−2(CP1)
zj−→ C \ {0, 1} , 1 ≤ j ≤ n− 2 ,
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pulls down to Dn−2(CP1); this gives a commutative diagram
SE+n
✲f SE+n
❄
ν
❄
ν
Dn−2(CP1) ✲g Dn−2(CP1) ,
(12.19)
with g = (g1, ..., gn−2, 0, 1,∞) being a non-constant holomorphic map. According to
Theorem 12.8, there is a permutation σ ∈ S(n + 1) such that
gr(z) =
zσ(r) − zσ(n−1)
zσ(r) − zσ(n+1) :
zσ(n−1) − zσ(n)
zσ(n+1) − zσ(n) , 1 ≤ r ≤ n− 2 ,
for all z = (z1, ..., zn−2, 0, 1,∞) ∈ Dn−2(CP1). The existence of diagram (12.19) with
an A(n) equivariant f implies that σ(n+1) = n+1, for otherwise g cannot have such
a lifting f to SE+n . Thus zσ(n+1) = zn+1 =∞ and
gr(z) =
zσ(r) − zσ(n−1)
zσ(n) − zσ(n−1) , 1 ≤ r ≤ n− 2 , (12.20)
where σ ∈ S(n). By (12.18), (12.19) and (12.20),
fr(q)− fn−1(q)
fn(q)− fn−1(q) = (ν ◦ f)r(q) = (g ◦ ν)r(q) = gr(ν(q))
= gr
(
q1 − qn−1
qn − qn−1 , ...,
qn−2 − qn−1
qn − qn−1 , 0, 1,∞
)
=
[
qσ(r) − qn−1
qn − qn−1 −
qσ(n−1) − qn−1
qn − qn−1
]
:
[
qσ(n) − qn−1
qn − qn−1 −
qσ(n−1) − qn−1
qn − qn−1
]
=
qσ(r) − qσ(n−1)
qσ(n) − qσ(n−1) for 1 ≤ r ≤ n− 2 ,
whereas (ν ◦ f)n−1(q) = 0, (ν ◦ f)n(q) = 1, (ν ◦ f)n+1(q) =∞. The final relation
fr(q)− fn−1(q)
fn(q)− fn−1(q) =
qσ(r) − qσ(n−1)
qσ(n) − qσ(n−1) (12.21)
holds certainly true for all r = 1, ..., n.
In what follows we just solve equations (12.21). First, it follows from (12.21) that
fi(q)− fj(q)
fn(q)− fn−1(q) =
qσ(i) − qσ(j)
qσ(n) − qσ(n−1) for 1 ≤ r ≤ n . (12.22)
Since σ may be odd, for some q ∈ SE+n the point σ−1q may be not in SE+n but in
the second connected component SE−n of SEn; however in any case the polynomial
n∏
j=1
(t−qσ(j)) belongs to SGn so that qσ(1)+ ...+qσ(n) = 0 and
∏
1≤j 6=k≤n
(qσ(j)−qσ(k)) = 1.
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Therefore, it follows from (12.22) that
1
(fn(q)− fn−1(q))n(n−1) =
∏
1≤i 6=j≤n
(fi(q)− fj(q))
(fn(q)− fn−1(q))n(n−1)
=
∏
1≤i 6=j≤n
(qσ(i) − qσ(j))
(qσ(n) − qσ(n−1))n(n−1) =
1
(qσ(n) − qσ(n−1))n(n−1)
and hence
fn(q)− fn−1(q) = e2πim/n(n−1)(qσ(n) − qσ(n−1)) for all q ∈ SE+n
with a certain m ∈ {0, 1, ..., n(n− 1)− 1}. Together with (12.21), this shows that
fr(q)− fn−1(q) ≡ e2πim/n(n−1)(qσ(r) − qσ(n−1)) for all r = 1, ..., n . (12.23)
Summing over all r = 1, ..., n and taking inro account that f1+ ...+ fn = 0, we obtain
fn−1(q) = e
2πim/n(n−1)qσ(n−1). This and (12.23) show that
fr(q) = e
2πim/n(n−1)qσ(r) for all q ∈ SE+n and r = 1, ..., n . (12.24)
Since f(q) ∈ SE+n , we have also e2πim/n(n−1)σ−1q = e2πim/n(n−1)(qσ(1), ..., qσ(n)) ∈ SE+n ,
and (12.24) implies that F is of the desired form (12.17). 
13. Certain coverings of Cn(X)
The main objective of this section is describe all unbranched connected k-coverings of
the configuration spaces Cn(X) for k ≤ 2n. We will use the notation introduced in
Remark 1.9.
13.1. Cyclic coverings. The following unbranched holomorphic cyclic coverings
will be referred to as the standard ones:
En∞(C) = {(ζ, w) ∈ C×Gn | eζ = dn(w)}, p∞ : En∞(C) ∋ (ζ, w) 7→ w ∈ Gn; (13.1)
Enk (C) = {(ζ, w) ∈ C∗ ×Gn | ζk = dn(w)}, pk : Enk (C) ∋ (ζ, w) 7→ w ∈ Gn; (13.2)
En2(n−1)(CP
1) = {z = (z0, ..., zn) ∈ Cn+1 | Dn(z) = 1},
p2(n−1) : E
n
2(n−1)(CP
1) ∋ z 7→ ψ([x : y], z) ∈ Fn. (13.3)
For a non-trivial divisor m of 2(n − 1) set k = 2(n − 1)/m; the cyclic subgroup
Z/mZ ⊂ Z/2(n− 1)Z acts freely on En2(n−1)(CP1) via
r(z0, ..., zn) =(e
iπr/(n−1)z0, ..., e
iπr/(n−1)zn)
for all r ∈ Z/mZ and all z = (z0, ..., zn) ∈ En2(n−1)(CP1) ,
(13.4)
and the quotient space
Enk (CP
1) = [En2(n−1)(CP
1)]/(Z/mZ) (13.5)
is an unbranched holomorphic Z/kZ covering of Cn(CP1), which is also referred to as
the standard one.
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Since the abelianization Bn(X)/B
′
n(X) is a cyclic group, the equivalence classes of
cyclic coverings over Cn(X) are in the one-to-one correspondence with the subgroups
of Bn(X)/B
′
n(X). This implies the following result.
Theorem 13.1. Every unbranched cyclic covering of Cn(X) is equivalent to one of
the standard cyclic coverings exhibited above. 
Remark 13.2. a) The Z cover En∞(C) defined by (13.1) is in fact biholomorphic to
the algebraic manifold E˜n∞(C) = C× {v ∈ Cn | dn(v) = 1}. The isomorphism is given
by
En∞(C) ∋ (ζ ;w1, w2, ..., wn)
7→ (ζ ; e−ζ/n(n−1)w1, e−2ζ/n(n−1)w2, ..., e−nζ/n(n−1)wn) ∈ E˜n∞(C)
and the covering map E˜n∞(C)→ Gn = Cn(C) is defined by
E˜n∞(C) ∋ (ζ ; v1, v2, ..., vn)
7→ tn + eζ/n(n−1)v1tn−1 + e2ζ/n(n−1)v2tn−2 + ...+ enζ/n(n−1)vn ∈ Gn .
Moreover, π1(E
n
∞(C)) = π1(E˜
n
∞(C)) ∼= B′n and En∞(C) is the maximal abelian cover of
Cn(C).
b) If k ≡ 1 mod n(n − 1) then Enk (C) is isomorphic to Cn(C). The biregular
isomorphism Gn ∋ w = (w1, ..., wn) 7→ (ζ, v) = (ζ ; v1, ..., vn) ∈ Enk (C) is given by
ζ = dn(w), v1 = (dn(w))
mw1, v2 = (dn(w))
2mw2, ..., vn = (dn(w))
nmwn , (13.6)
where m = (k − 1)/n(n− 1). In other words, for m ∈ N and k = mn(n − 1) + 1 the
regular endomorphism26
p : Cn(C) ∋ Q = {q1, ..., qn}
7→ {(dn(Q))mq1, ..., (dn(Q))mqn} = (dn(Q))mQ ∈ Cn(C) (13.7)
is an unbranched analytic cyclic covering of order k, which is equivalent to the standard
cyclic Z/kZ covering defined by (13.2). The induced monomorphism p∗ : Bn → Bn is
given by σi 7→ σi · cm (i = 1, ..., n − 1), where c = an = (σ1 · · ·σn−1)n generates the
center CBn ∼= Z of the group Bn. The image of p∗ consists of all g ∈ Bn such that
χ(g) ∈ (mn(n− 1) + 1)Z, where χ : Bn → Z is the abelianization epimorphism.
c) π1(E
n
2(n−1)(CP
1)) ∼= B′n(S2) and En2(n−1)(CP1) is the maximal abelian cover of
Cn(CP1). ©
In the rest of this section, assuming that n > 6 and k ≤ 2n, we describe all connected
unbranched non-cyclic k covers of Cn(X). The monodromy concept provides the one-
to-one correspondence between the equivalence classes of such covers and the conjugacy
classes of transitive non-cyclic homomorphisms Bn(X) → S(k), which are described
below.
26Here dn(Q) = dn(w(Q)) denotes the discriminant of the polynomial pn(t;w(Q)) = t
n +
w1(Q)t
n−1 + ...+ wn(Q) =
∏
ζ∈Q(t− ζ) corresponding to a point Q ∈ Cn(C).
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13.2. Transitive homomorphisms Bn(X) → S(k), k ≤ 2n. Artin Theorem
quoted in Section 4.3 and Theorem 4.4 give the complete description of transitive
homomorphisms Bn(X)→ S(k) for n ≥ k. Here we present the case n < k ≤ 2n.
Definition 13.3. For i = 1, ..., n− 1 set
ϕ1(σi) = (2i− 1, 2i+ 2, 2i, 2i+ 1)︸ ︷︷ ︸
4-cycle
;
ϕ2(σi) = (1, 2) · · · (2i− 3, 2i− 2) (2i− 1, 2i+ 1)(2i, 2i+ 2)︸ ︷︷ ︸
two transpositions
×
× (2i+ 3, 2i+ 4) · · · (2n− 1, 2n);
ϕ3(σi) = (1, 2) · · · (2i− 3, 2i− 2) (2i− 1, 2i+ 2, 2i, 2i+ 1)︸ ︷︷ ︸
4-cycle
×
× (2i+ 3, 2i+ 4) · · · (2n− 1, 2n).
These formulae determine three non-cyclic transitive homomorphisms ϕj : Bn → S(2n)
(j = 1, 2, 3). Since ϕ2(σ1 · · ·σn−1σn−1 · · ·σ1) = 1, the homomorphism ϕ2 gives also rise
to the homomorphism ϕ2 : Bn(S
2)→ S(2n).27 All these homomorphisms are referred
to as the standard non-cyclic transitive homomorphisms Bn(X)→ S(2n). ©
For the braid group Bn the next theorem has been proved in [Lin96b] (part (b) for
n > 8 only; the cases n = 7 and n = 8 were treated by S. Orevkov [Ore98]). For the
sphere braid group Bn(S
2) both (a) and (b) are easy consequences of the corresponding
properties of Bn and the presentation of Bn(S
2) exhibited in Section 4.1.
Theorem 13.4. a) Let 6 < n < k < 2n. Then every transitive homomorphism
Bn(X)→ S(k) is cyclic.
b) For n > 6 every non-cyclic transitive homomorphism Bn(X)→ S(2n) is conju-
gate to one of the standard homomorphisms.
Remark 13.5. For any n ≥ 3 and any r ≥ 2 there exist non-cyclic transitive homo-
morphisms Bn → S(rn); let us present some of them.
For any l ∈ Z and t ∈ N we denote by |l|t the image of l along the natural epimorphism
Z → Z/tZ. We identify the set ∆n = {1, ..., n} to the group Z/nZ via {1, ..., n} ∋
m ↔ |m|n − 1 and identify the symmetric groups S(n) and S(Z/nZ). Furthermore,
we identify the set ∆rn = {1, ..., rn} to the direct product D(r, n) = (Z/rZ)× (Z/nZ)
via
∆rn ∋ m 7→ (R(m), N(m)) ∈ (Z/rZ)× (Z/nZ) ,
where R(m) = |m− 1|r ∈ Z/rZ and N(m) = |(m− 1−R(m))/r|n ∈ Z/nZ
and regard S(rn) as the symmetric group S(D(r, n)).
27This is not the case for ϕ1 and ϕ3.
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For each x, y ∈ Z/rZ and any i = 1, ..., n − 1 let si = sx,y;i ∈ S(D(r, n)) denote the
permutation that acts on elements (R,N) ∈ D(r, n) = (Z/rZ)× (Z/nZ) as follows:
si(R,N) =

(R + y, N) if N 6= i− 1, i;
(R, N + 1) if N = i− 1;
(R + x, N − 1) if N = i;
(1 ≤ i ≤ n− 1) .
It is easily shown that the map σi → sx,y;i, i = 1, ..., n−1, extends to a uniquely defined
non-cyclic homomorphism ϕx,y : Bn → S(D(r, n)) = S(rn). This homomorphism ϕx,y
is transitive if and only if the elements x, y ∈ Z/rZ generate the whole group Z/rZ,
or, which is the same, if and only if x,y and r are mutually co-prime. However ϕx,y
can never be primitive. For more details see [Lin96b]. ©
13.3. Non-cyclic coverings of Cn(X). We start with some simple examples.
Example 13.6. The unbranched connected analytic covering
En(X) = {(ζ, Q) ∈ X × Cn(X) | ζ ∈ Q} , νn : En(X) ∋ (ζ, Q) 7→ Q ∈ Cn(X) (13.8)
is referred to as the standard non-cyclic n covering of Cn(X). In the case X = C it
may also be described as
En(C) = {(ζ, w) ∈ C×Gn | pn(ζ, w) = 0} , νn : En(C) ∋ (ζ, w) 7→ w ∈ Gn , (13.9)
and in the case X = CP1 as
En(CP1) = {([x : y], z) ∈ CP1 × Fn | ϕ([x : y], z) = 0} ,
νn : En(CP1) ∋ ([x : y], z) 7→ z = [z0 : ... : zn] ∈ Fn ⊂ CPn .
(13.10)
The monodromy representation corresponding to the covering (13.8) coincides with
the standard epimorphism µ : Bn(X)→ S(n). ©
Example 13.7. Here is a generalization of the previous example. For m ≤ n set
E(nm)(X) = {(O
′, Q) ∈ Cm(X)× Cn(X) | Q′ ⊆ Q} ,
ν(nm)
: E(nm)(X) ∋ (Q
′, Q) 7→ Q ∈ Cn(X) . (13.11)
This is an unbranched connected non-cyclic
(
n
m
)
-covering of Cn(X). Its monodromy
representation is the composition Bn(X)
µ−→ S(n) τ
n
m−→ S((n
m
)
), where τnm stands for
the transitive representation corresponding to the natural S(n) action on the set of all
m point subsets M ⊂ {1, ..., n}. ©
Example 13.8. Set p′n(t, w) = nt
n−1+(n−1)w1tn−2+ ...+wn−1. Define the following
non-trivial unbranched analytic 2 coverings of the space En(C):
ν(1) : E (1)n (C) =
{
(ξ; (ζ, w)) ∈ C∗ × En(C)| ξ2 = p′n(ζ, w)
}→ En(C),
ν(2) : E (2)n (C) =
{
(ξ; (ζ, w)) ∈ C∗ × En(C)| ξ2 = dn(w)
}→ En(C),
ν(3) : E (3)n (C) =
{
(ξ; (ζ, w)) ∈ C∗ × En(C)| ξ2 = dn(w)p′n(ζ, w)
}→ En(C), (13.12)
all with the same natural projection (ξ; (ζ, w)) 7→ (ζ, w). Any non-trivial 2 covering
of En(C) is equivalent to one of the coverings ν(j) : E (j)n (C) → En(C), j = 1, 2, 3 (see
[Lin96b] for the proof; we will not use this fact in what follows).
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Let us construct a non-trivial unbranched analytic 2 covering of the space En(CP1).
To this end, take the standard Z/2n(n − 1)Z covering p2(n−1) : En2(n−1)(CP1) → Fn
described in (13.3). The subgroup Z/n(n − 1)Z ⊂ Z/2n(n − 1)Z acts freely on
En2(n−1)(CP
1) by the transformations r(z0, ..., zn) = (e
iπr/(n−1)z0, ..., e
iπr/(n−1)zn), where
r ∈ Z/n(n − 1)Z and z = (z0, ..., zn) ∈ En2(n−1)(CP1). This provides us with the non-
trivial unbranched analytic 2 covering
λ : En2 (CP
1) = [En2(n−1)(CP
1)]/(Z/n(n− 1)Z)→ Fn = Cn(CP1) . (13.13)
The desired 2-covering
ν(2) = ν∗n(λ) : E (2)n (CP1)→ En(CP1) (13.14)
is obtained as the pullback ν(2) = ν∗n(λ) of the covering (13.13) along the mapping
νn : En(CP1)→ Cn(CP1) defined by (13.10).
The 2-coverings ν(j) : E (j)n (C) → En(C) (j = 1, 2, 3) and ν(2) : E (2)n (CP1) → En(CP1)
defined by (13.8) and (13.14) are referred to as the standard 2-coverings of En(X). ©
Example 13.9. We define 2n-coverings µ
(j)
2n (X) : E (j)n (X) → Cn(X) as compositions
of the 2-coverings ν(j) : E (j)n (X) → En(X) and the n-covering νn : En(X) → Cn(X)
exhibited in Examples 13.12 and 13.6 respectively. That is,
µ
(j)
2n (C) = νn ◦ ν(j) : E (j)n (C) ν
(j)−→ En(C) νn−→ Cn(C) , j = 1, 2, 3 ,
µ
(2)
2n (CP
1) = νn ◦ ν(2) : E (2)n (CP1) ν
(2)−→ En(CP1) νn−→ Cn(CP1) .
(13.15)
These covering are referred to as the standard non-cyclic 2n-coverings of Cn(X).
The monodromy representations ϕj = µ
(j)∗
2n : Bn(X) → S(2n) corresponding to the
above 2n-coverings of Cn(X) are conjugate to the eponymous standard non-cyclic
transitive homomorphisms ϕj : Bn(X)→ S(2n) introduced in Definition 13.3. ©
The description of transitive homomorphisms Bn(X) → S(k) provided by Theorem
4.4, Artin Theorem (quoted in Section 4.3) and Theorem 13.4, together with Theorem
13.1 and the latter example, leads the following complete description of unbranched
connected k coverings of Cn(X) for k ≤ 2n.
Theorem 13.10. Let E = {p : E → Cn(X)} be an unbranched connected k-covering.
a) If n > max{k, 4} then E is equivalent to one of the cyclic k-coverings exhibited
in Section 13.1.
b) If 6 < n ≤ k ≤ 2n then either E is cyclic and then equivalent to one of the cyclic
k-coverings exhibited in Section 13.1 or k = n and E is equivalent to the standard
non-cyclic n-covering defined by (13.8) or k = 2n and E is equivalent to one of the
standard non-cyclic 2n-coverings exhibited in Example 13.9. In the latter case E splits
to the composition of a 2-covering and the standard non-cyclic n-covering. 
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14. Configuration spaces of small dimension and some other examples
Configuration spaces of small dimension admit certain exceptional morphisms prohib-
ited by results stated above. In this section we present some of such examples. We
will also describe the Eisenstein automorphism mentioned in Section 1.6.
14.1. Ferrari map. The Ferrari map (L. Ferrari, 1545), which carries each poly-
nomial of degree 4 to its cubic resolvent, provides the oldest and undoubtedly the
most famous example of a non-cyclic morphism of configuration spaces. This mor-
phism Fe : C4(C) → C3(C) arises as follows. For every four distinct q1, q2, q3, q4 ∈ C
the points z1 = (q1−q2−q3+q4)2/4, z2 = (q1−q2+q3−q4)2/4, z3 = (q1+q2−q3−q4)2/4
are distinct and a permutation of q1, q2, q3, q4 leads to a permutation of z1, z2, z3. Thus,
we obtain polynomial maps fe : C4o (C) → C3o (C) and Fe : C4(C) → C3(C). The mor-
phism Fe induces the epimorphism of braid groups Fe∗ : B4 → B3, which carries both
σ1,σ3 to σ1 and keeps σ2.
14.2. Disjoint morphisms C3(C)→ C6(C) and C3(C)→ C9(CP1). For distinct
q1, q2, q3 ∈ C define six points µ±1 , µ±2 , µ±3 ∈ C by the quadratic equations
(µ±1 −q1)2 = (q1−q2)(q1−q3), (µ±2−q2)2 = (q2−q3)(q2−q1), (µ±3 −q3)2 = (q3−q1)(q3−q2).
All nine points qi, µ
±
j , 1 ≤ i, j ≤ 3, are distinct and a permutation of q’s leads to a
permutation of µ’s. Thus, we obtain a disjoint polynomial map
L : C3(C) ∋ {q1, q2, q3} 7→ {µ+1 , µ−1 , µ+2 , µ−2 , µ+3 , µ−3 } ∈ C6(C) ,
which may also be viewed as a polynomial map L : G3 → G6 that carries any polyno-
mial p3(t, z) = t
3 + z1t
2 + z2t + z3 ∈ G3 to the polynomial p6(t, L(z)) ∈ G6, which is
co-prime to p3(t, z) and whose coefficients L1(z), . . . , L6(z) are as follows:
L1(z) = 2z1;
L2(z) = 5z2;
L3(z) = 20z3;
L4(z) = 20z1z3 − 5z22 ;
L5(z) = 8z
2
1z3 − 2z1z22 − 4z2z3;
L6(z) = 4z1z2z3 − z32 − 8z23 .
The first three of these formulae show that L is an embedding; one can check that it
is non-cyclic and that the following relation between the discriminants holds:
d6(L(z)) = −49 · [d3(z)]5.
The following simple geometric interpretation of the map L due to E. A. Gorin (per-
sonal communication). Let ∆(Q) ⊂ C be the triangle with the vertices at the points
q1, q2, q3 (it may degenerate to a straightline segment with a distinguished interior
point). For each vertex A = qi, let b and c denote the lengths of the sides of ∆(Q)
intersecting at A, and let ℓ(A) be the bisector line of the inner angle of ∆(Q) at A.
Take two points on ℓ(A) which are
√
bc-distant from A. Thus, we obtain six points,
which coincide with the six points µ±i defined above (see the picture below).
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√
ac
√
bc
c
√
ab
b
a
µ−1
q3
q1
q2
µ+2
µ+3
µ+1
µ−2
µ−3
•
•
•
•
••
On the other hand, Yoel Feler has recently noticed that the same morphism L may be
defined via the formulae(
µ±1 − q2
µ±1 − q3
)2
=
q1 − q2
q1 − q3 ,
(
µ±2 − q3
µ±2 − q1
)2
=
q2 − q3
q2 − q1 ,
(
µ±3 − q1
µ±3 − q2
)2
=
q3 − q1
q3 − q2 .
This observation let him to construct a disjoint28 morphism
F : C3(C) ∋ {q1, q2, q3} 7→ {µ(1)1 , µ(2)1 , µ(3)1 , µ(1)2 , µ(2)2 , µ(3)2 , µ(1)3 , µ(2)3 , µ(3)3 } ∈ C9(CP1) ,
where µ
(j)
i (1 ≤ i, j ≤ 3) are defined by the cubic equations(
µ
(j)
1 − q2
µ
(j)
1 − q3
)3
=
(
q1 − q2
q1 − q3
)2
,(
µ
(j)
2 − q3
µ
(j)
2 − q1
)3
=
(
q2 − q3
q2 − q1
)2
,(
µ
(j)
3 − q1
µ
(j)
3 − q2
)3
=
(
q3 − q1
q3 − q2
)2
.
In terms of polynomials p(t, q) = (t − q1)(t − q2)(t − q3) ∈ G3 and binary projective
forms φ([x : y], F (q)) ∈ F9, the map F may be defined by the formula
φ([x : y], F (q)) =((x− yq1)3(q2 − q3)2 − (x− yq2)3(q3 − q1)2)
× ((x− yq2)3(q3 − q1)2 − (x− yq3)3(q1 − q2)2)
× ((x− yq3)3(q1 − q2)2 − (x− yq1)3(q2 − q3)2) .
28Meaning that each set Q ∈ C3(C) is disjoint to its image F (Q) ∈ C9(CP1).
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A straightforward computation of the discriminant shows that
Dφ = 3
27[(q1 − q2)(q2 − q3)(q3 − q1)]56 .
14.3. Eisenstein automorphism. Here we present three different constructions
of the Eisenstein automorphism: the original one [Eis1844], the Cayley construction
(1845) and also the new one in the form of a tame morphism C3(CP1) → C3(CP1)
found by Yoel Feler in 2001.
The discriminant Dφ of a binary cubic form φ(x, y) = z0x
3 + 3z1x
2y + 3z2xy
2 + z3y
3
is given by
Dφ = z
2
0z
2
3 − 3z21z22 − 6z0z1z2z3 + 4z0z32 + 4z31z3 .
For every binary cubic form φ, Eisenstein considers the binary cubic form (Eφ)(x, y) =
w0x
3+3w1x
2y+3w2xy
2+w3y
3 whose coefficients wi are homogeneous cubic polynomials
in z0, ..., z3 defined by
29
w0 =
1
2
∂Dφ
∂z3
= 2z31 − 3z0z1z2 + z20z3 , w1 =
1
6
∂Dφ
∂z2
= 2z0z
2
2 − z0z1z3 − z21z2 ,
w2 =
1
6
∂Dφ
∂z1
= 2z21z3 − z0z2z3 + z1z22 , w3 =
1
2
∂Dφ
∂z0
= 2z32 − 3z1z2z3 + z0z23 .
He proves the identities E(Eφ) = (Dφ)2 · φ and
DEφ = w
2
0w
2
3 − 3w21w22 − 6w0w1w2w3 + 4w0w32 + 4w31w3
= (z20z
2
3 − 3z21z22 − 6z0z1z2z3 + 4z0z32 + 4z31z3)3 = (Dφ)3 .
Thus Eisenstein’s correspondence f 7→ Eφ determines a birational involution of the
space CP3 of all projective cubic binary forms. Moreover, its restriction to the space
F3 of non-degenerate cubic forms is an involutive biregular automorphism of the latter
space:
F3
❄
E ∼=
❩
❩
❩⑦
id
F3 ✲∼=E F3 .
(14.1)
14.4. Cayley’s form of the Eisenstein automorphism. Take a complex bi-
nary cubic form30
φ(x, y) = z0x
3 + 3z1x
2y + 3z2xy
2 + z3y
3 .
Its Hessian
ψ(x, y) = det
(
∂2φ/∂x2 , ∂2φ/∂x∂y
∂2φ/∂y∂x , ∂2φ/∂y2
)
is a binary quadratic form. The Jacobian
J(x, y) = det
(
∂φ/∂x , ∂φ/∂y
∂ψ/∂x , ∂ψ/∂y
)
29Eisenstein has not pointed out that the discriminant Dφ plays the part of a potential function
for the coefficients of the form Eφ; I have learned this fact from M. Gizatullin.
30There is a minor difference between the automorphism described here and the original Eisenstein
form: one has just to interchange x and y in one of the examples.
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is a binary cubic form.
Eisenstein’s map: E : φ 7→ Eφ = J .
14.5. Feler’s form of the Eisenstein automorphism. For any Q ∈ C3(CP1)
let z(Q) = [z0(Q) : z1(Q) : z2(Q) : z3(Q)] denote the coefficients of the projective
binary cubic form φ = φ([x : y], Q) whose zero set
Zφ = {[x : y] ∈ CP1 | φ([x : y]) = 0}
coincides with Q, and let Dφ denote the discriminant of φ. The Eisenstein’s automor-
phism of C3(CP1) coincides with the tame map
FT : C3(CP1) ∋ Q 7→ T (Q)Q ∈ C3(CP1)
that corresponds to the morphism T : C3(CP1)→ PSL(2,C), where
T (Q) : CP1 ∋ ζ 7→ a(Q)ζ + b(Q)
c(Q)ζ + d(Q)
∈ CP1 (14.2)
is the Mo¨bius transformation with the coefficients
a(Q) = (z1z2 − z0z3)/
√−Dφ ;
b(Q) = 2(z22 − z1z3)/
√−Dφ ;
c(Q) = 2(z0z2 − z21)/
√−Dφ ;
d(Q) = −a(Q) = −(z1z2 − z0z3)/
√−Dφ .
(14.3)
It is easily seen that T (Q) ∈ PSL(2,C) is well defined by (14.2) and (14.3).
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