In decision making systems involving multiple classifiers there is the need to assess classifier (in)congruence, that is to gauge the degree of agreement between their outputs. A commonly used measure for this purpose is the Kullback-Leibler (KL) divergence. We propose a variant of the KL divergence, named decision cognizant Kullback-Leibler divergence (DC-KL), to reduce the contribution of the minority classes, which obscure the true degree of classifier incongruence. We investigate the properties of the novel divergence measure analytically and by simulation studies. The proposed measure is demonstrated to be more robust to minority class clutter. Its sensitivity to estimation noise is also shown to be considerably lower than that of the classical KL divergence. These properties render the DC-KL divergence a much better statistic for discriminating between classifier congruence and incongruence in pattern recognition systems.
in the following discussion we shall drop the refer-144 ence to specific instances x, y and adopt a simplified 145 notation for the class probabilities as P i andP i , i.e.
LetP i Pi = u i . Then it can alternatively be ex-150 pressed using the following notation:
in which u log u is a convex function of variable u 152 satisfying u ≥ 0.
153
Inspecting Equations 2 and 3, the K-L divergence 154 has the following properties: respectively. We thus define a new decision cog- 
whereas the DC-KL clutter is given as
By virtue of the log sum inequality we have:
Thus the DC-KL clutter is always lower than the 199 KL divergence clutter.
200
The difference between the clutters will be partic- It is also interesting to note that the decision cog- The first interesting result is the log-shaped curve ter, while regular KL often showed high variance ( ( (see Figure 2) 
arg max
In order to illustrate how the probabilities are The simulation involved two posterior probability when ω =ω and P ω ,Pω ≥ 60%; weak agreement, ( when ω =ω and P ω ,Pω ≥ 40% but the require-D D , something that D K cannot reliably achieve.
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