Deep learning (DL) has become a key technique for solving complex problems in scientific research and discovery. DL training for science is substantially challenging because it has to deal with massive quantities of multi-dimensional data. Highperformance computing (HPC) supercomputers are increasingly being employed for meeting the exponentially growing demand for DL. Multiple GPUs and high-speed interconnect network are needed for supporting DL on HPC systems. However, the excessive use of GPUs without considering effective benefits leads to inefficient resource utilization of these expensive setups. In this paper, we conduct a quantitative analysis to gauge the efficacy of DL workloads on the latest HPC system and identify viability of next-generation DL-optimized heterogeneous supercomputers for enabling researchers to develop more efficient resource management and distributed DL middleware. We evaluate wellknown DL models with large-scale datasets using the popular TensorFlow framework, and provide a thorough evaluation including scalability, accuracy, variability, storage resource, GPU-GPU/GPU-CPU data transfer, and GPU utilization. Our analysis reveals that the latest heterogeneous supercomputing cluster shows varying performance trend as compared to the existing literature for single-and multi-node training. To the best of our knowledge, this is the first work to conduct such a quantitative and comprehensive study of DL training on a supercomputing system with multiple GPUs.
I. INTRODUCTION
Deep learning (DL) [1] enabled artificial intelligence (AI) technology is widely used in industry due to its ability to recognize images, process natural languages, play games better than humans, and drive cars. We also have started witnessing the impact of DL in scientific discoveries [2] , [3] such as classifying galaxies types [4] , analyzing medical images [5] , and predicting protein structure properties [6] . A notable trend in designing supercomputers is the adoption of extreme parallelism and heterogeneity [7] , [8] . Such a trend makes high-performance computing (HPC) systems favorable to DL workloads. For example, Summit [9], the number one in the Top500 list [10] , is equipped with 27, 648 NVIDIA V100 GPUs [11] (six GPUs on each node), and each is linked to IBM PowerPC9 with dual high speed NVLink connections [12] . This configuration enables Summit to be DL ready and makes it "one of the most AI-capable machines ever constructed" [13] . Similarly, Sierra [14] at Lawrence Livermore National Laboratory and AI Bridging Cloud Infrastructure [15] at National Institute of Advanced Industrial Science and Technology are also built for supporting DL workloads. In fact, five of the top ten supercomputers in 2018 have GPU-enabled heterogeneous environment as compared to two out of the top ten supercomputers in 2017. It shows an increasing trend of migration from traditional homogeneous supercomputers to GPU-based heterogeneous supercomputers. We expect this trend to continue with the high computational demands of emerging DL workloads.
Modern supercomputers are DL friendly due to system configuration to reduce I/O movement costs, which further enhances computational capabilities of hardware accelerators. In turn, they are able to meet the requirements of DL workloads entailing transferring enormous amount of data between compute nodes in the cluster to train models at the desired level of accuracy. For example, in the training of deep neural network (DNN) models over a climate data, a single GPU training of a DL model can consume 189 MB/s, which means the 6 GPUs on a Summit node require an aggregated 1.14 GB/s I/O bandwidth. The training of such a DNN model on the full Summit system therefore will require 5.23 TB/s [16] . To deliver the desired I/O bandwidth, HPC systems employ Non-Volatile Memory Express (NVMe) SSDs to reduce data I/O latency [17] , [18] between the compute nodes and the storage servers with high throughput parallel file systems. Besides, compute clusters in modern HPC systems provision large memory (e.g., 1.6 TB per node in Summit) and high throughput interconnect, e.g., NVLink [12] that provides 25 GB/s bandwidth between a GPU and a CPU, along with a fast communication interconnect between compute nodes, such as 100 Gbps InfiniBand (IB) [19] .
Despite significant efforts to efficiently run AI workloads in HPC environments [20] , the effectiveness of a given HPC system for general DL workloads is highly desirable. A number of performance studies [21] - [23] have explored cloud environments to facilitate optimizations of industrial platforms and enable applying best practices to improve efficiency. However, since each supercomputing facility is uniquely built, the outcomes of these studies cannot be applied directly to HPC setups. Deploying an HPC system requires significant human resources and capital cost. Therefore, it is critical to clearly understand the behavior and performance of DL applications in current HPC systems to provide system design principles for future generations of supercomputers, and to guide researchers in better utilizing the available system resources for reducing the training span.
Although the top two supercomputers are equipped with IBM POWER processors [24] and multiple GPUs, most of the existing DL research is conducted on Intel Xeon-based HPC systems. Intel Xeon-based HPC systems use PCI bus between CPU and GPU, while the latest POWER-based HPC systems use NVLink between CPU and GPU, providing 5 times faster connectivity than PCIe [25] . Therefore, it is a critical factor impacting the performance compared to the previous studies as faster NVLink between CPU and GPU significantly reduces communication bottleneck. Although, the existing studies [21] , [26] - [31] show that multiple GPUs and large-batch size can improve training throughput, they do not provide insights into the factors impacting the performance. To this end, this paper aims at providing valuable insights into critical performance factors, and show that the general understanding of running DL workloads on conventional data centers cannot be applied directly to supercomputing facilities.
We provide a quantitative study of DL training in modern POWER-based HPC environments, i.e., Summitdev [32] , and evaluate representative DL training models with large datasets. We use the popular TensorFlow [27] framework and train DL networks using publicly available datasets, such as Im-ageNet dataset [33] . Furthermore, we measured the training throughput on a single node and multiple machines, while varying different parameters, such as the number of GPUs, batch size, file systems, etc., to study the impact of these parameters on DL training performance. This paper provides a thorough evaluation using comprehensive metrics such as training scalability, accuracy, storage performance, GPU-CPU data transfer, and GPU utilization. To the best of our knowledge, this is the first work to quantitatively study DL training on IBM POWER-based large-scale HPC systems. Specifically, this paper makes the following contributions: 
II. BACKGROUND
In this section, we first give an overview of the architecture of a modern HPC supercomputer. Next, we briefly introduce a representative DL approach, convolutional neural network (CNN), and the basics of parallel training.
A. HPC Supercomputer Architecture
DL has influenced the architecture of modern HPC systems. The world's fastest HPC systems use multiple GPUs for DL computation workloads. Unlike the traditional homogeneous systems, GPU-based heterogeneous HPC systems are more suitable for DL workloads because GPUs provide strong parallel computing capabilities with higher bandwidth between parallel threads. To alleviate I/O overhead of multi-GPU, GPUs and CPUs are connected through high throughput, e.g., 75 GB/s NVLink interconnect. As these supercomputers have thousands of compute nodes, high performance networks, e.g., 100 Gbps IB, are deployed to improve data movement between the nodes. The latest HPC architectures have started using NVM [37] devices as burst buffers to reduce I/O time [38] . Parallel file systems, e.g., Lustre [34], and General Parallel File System (GPFS) [39] , are used to improve I/O throughput. Lustre has been deployed on a large number of supercomputers as shared storage resource for efficiently handling I/Ointensive workloads [40] , [41] . Recently, Summit has adopted IBM's Spectrum Scale GPFS that provides more than 2 TB/s of bandwidth [13] . Figure 1 shows high-level architecture of Summitdev [32] supercomputer that we use in this paper.
B. Convolutional Neural Network (CNN)
A CNN is a type of DL model that contains multiple convolutional layers. The layers extract features from spatial information of the input data, without manual feature extraction [1] , [42] . A convolution layer comprises multiple feature maps to extract different features. A single feature map shares the same weights and the same bias to detect the same feature from the input images. However, other feature maps in the same layer use their own sets of weight and bias to extract different types of features. Each layer performs convolution operation on the feature maps, and then forwards these results to the next layer. Convolution requires the sum of the element-wise multiplication for each pixel. Therefore, training a CNN involves convolution operation with a large number of parameters at each layer, which requires very large number of image data and high computational capacity. Overall, DL training involves a series of complex processes, each adjusting parameters and processing data. Table I shows popular CNN models. LeNet, originally developed in 1998, has significantly less number of parameters than other models [43] . AlexNet and ResNet-50 contain more complex layers and parameters than LeNet, and have 61 million and 25 million parameters, respectively [44] . Although ResNet-50 contains much deeper layers than AlexNet, its number of parameters are much less than that of AlexNet as ResNet deploys residual blocks that allow very deep networks with a smaller number of parameters than other CNN models. 1) Parallel Training: Training a large scale deep neural network (DNN) on a single server, even with high-end resources, would take many hours [45] , [46] . Therefore, it is common practice to train such models in parallel. Figure 2 shows the two usual ways of parallelizing a DNN training, i.e., data parallel and model parallel. Data parallel approach partitions input data into batches, e.g., multiple images per batch, and replicates the network model on each GPU in a single node or multiple nodes. It essentially performs training of the same model with different batches of data. The weights are updated across all GPUs after each iteration. Increasing batch size reduces weight synchronization steps because the weight synchronization happens per batch, while very big batch sizes have a negative effect on training convergence [26] . Conversely, model parallel approach partitions a DNN model and assigns different portion of the DNN model's computation to multiple GPUs. For example, filters of a layer is split across GPUs, where each GPU performs convolutions with different parts of the filters [47] . Each GPU requires the output from other GPUs to synchronize results for a layer [26] . If the size of a model is large, then it would be challenging to upload the entire DNN model into GPU memory. In such a case, model-parallel approach is preferred. Previous studies have shown that the model parallel training causes more frequent synchronization overhead than the data parallel training [45] , and data parallel approach scales better for convolutional layers than model parallel approach [26] . Therefore, the model parallel approach is currently not widely used. In our evaluation, we tested AlexNet and ResNet-50, where the number of convolution layers is larger than the number of fully connected layers. These DNN models fit into GPU memory on our HPC systems. Hence, we selected data parallel training for our evaluation.
2) Parallel Training in HPC: As shown in Figure 1 , each node in our evaluation environment is equipped with multiple GPUs connected to two CPU sockets via NVLink, where all GPU-to-GPU and CPU-to-GPU connections go through NVLink. We evaluate our target system for data parallel approach at intra-node and inter-node levels. For intra-node level, each node fetches parameters into main memory, which are then copied into each GPU memory through NVLink. It enables each GPU to have its own copy of the parameters that it uses to process different part of a batch. Whenever one iteration is finished, a master GPU, referred to as GPU0, gathers the gradients from other GPUs through NVLink. GPU0 aggregates all gradients, and then sends the aggregate to the CPU on the worker. Finally, the CPU pushes the single aggregated gradient into the parameters.
For inter-node level, we adopt the widely applied parameter server architecture [48] for distributed parameter aggregation as shown in Figure 3 . Under such a scheme, two types of nodes are deployed, i.e., parameter server and workers. Parameter server maintains globally shared parameters that can be shared by multiple workers. Input data and computational workload are distributed to multiple worker nodes. Each worker node retrieves the latest parameters from the parameter server, reads input data from the storage systems, processes training, and sends updates back to the parameter server directly.
Summary: In distributed training, the total number of iterations for training a single network model are distributed between workers. Before performing the computation, the model parameter W is pulled from the parameter server to all workers. The training data subset, called mini-batch, is loaded from the storage devices to the main memory. After decoding and resizing the data, the data is then divided across the GPUs. Multiple GPUs are deployed in each node for achieve further intra-node level data parallelism, i.e., if a mini-batch has 128 images and there are four GPUs in a single compute node, then 32 images can be trained simultaneously during one iteration by each GPU at each node. GPU0 gathers gradients from other GPUs, and sends an aggregated gradient to the CPU. Then, each worker pushes the updated delta W to the parameter server to maintain the latest model parameters.
III. METHODOLOGY
Performance of DL training has been well studied on commodity servers [28] , [31] and cloud environments [27] . However, DL training has not been thoroughly studied on the latest HPC systems (such as IBM-built heterogeneous supercomputers), in spite of the effort and revenue invested in building DL-ready HPC systems. Simply applying the lessons from commodity servers and clouds to a HPC systems is not recommended given the significant differences in the hardware and software architecture, configurations, and scale. Thus, it is crucial to understand how DL training performs atop state-ofthe-art DL-ready HPC systems, and to evaluate cost-benefit trade-offs, diagnose bottlenecks, and improve hardware and software designs to efficiently support DL training.
Existing studies reveal that DL training is computeintensive [49] , less sensitive to data I/O [50] , and suffer from network communication overhead when scaling-out [29] , [50] . In fact, modern HPC systems are being designed with these assumptions about the DL training behavior. In our study, we quantitatively validate these conclusions in top HPC systems with high-end GPUs, storage systems, and network devices. Our study aims to answer the following research questions:
• Do traditional performance understanding and assumptions of DL training still hold in DL capable HPC systems? For example, do large-batch training and multi-GPU training provide scalability? • How much performance benefit can be achieved from the upgrade of GPUs, modern storage and network devices for DL applications? • Do DL applications scale with the increasing number of parameter nodes, worker nodes, and GPU devices? What is the communication overhead for scaling-up and scaling-out? • How do workload characteristics have impact on the performance indications? We design our experiments to answer the above research questions. First, we conduct our experiments on a supercomputer, i.e., Summitdev, that provides an early access development platform for the top ranked supercomputer Summit with latest configurations. Our system architecture is shown in Figure 1 . Specifically, our test bed has 54 compute nodes where each compute node has four NVIDIA Tesla P100 GPUs and two IBM POWER8 CPUs as shown in Table II . Each P100 GPU has 3584 CUDA cores and 16 GB memory (maximum memory clock frequency is 715 MHz, and the peak memory bandwidth is 732 GB/s).
We select TensorFlow deep learning framework for our experiments because of its wide adoption in academia and industry [51] , [52] . We choose TensorFlow 1.8 with CUDA 9.0 [53] and cuDNN 7.0.3 [54] . We use the default GPU memory option, where TensorFlow allocates GPU memory dynamically when necessary. We focus on CNN training as it has been well-studied with a lot of variable models, and is proven to be easy to scale with data-parallel schemes. We select ImageNet dataset [33] in this paper for training the model as it is widely used for DL evaluation [55] , [56] , and therefore, offers a representative benchmark. There are about 1.2 million images of 1, 000 categories for training and 50, 000 images for validation. For training, we use TensorFlow-Slim [57] suite, a library that provides various image categorization models. We measure the training throughput (images per second) as our performance metric, since it is a de facto metric used in the DL community. We conduct experiments with data both from locally-attached NVMe SSDs and Lustre file system to identify the performance benefit of fast local storage. Moreover, we record the performance variance of both scenarios as we expect Lustre to suffer from network congestion when I/O load is high, while local SSDs will not be affected by other users. We conduct experiments to analyze scaling characteristics of the studied DL workloads. We scale our workloads from 1 GPU to 128 GPUs. For distributed training, we conduct experiments with increasing number of workers with the fixed number of parameter server, and increasing number of parameter servers with fixed number of workers to study the impact for different scaling configurations. We quantitatively study the communication overhead of scaling-up with data transfer measurements between CPU and GPU, as well as between multiple GPUs.
Finally, to answer the last question, i.e., effects of workload characteristics, we analyze the performance impact of model parameters, such as batch size and data store formats, in addition to selecting models with different characteristics, in the evaluation of the DL models studied in this paper.
IV. EVALUATION RESULTS
We setup our experiments according to the methodology as described in Section III. We built TensorFlow to support the IBM POWER architecture in our platform, and configure TensorFlow to use IP over IB for distributed training in parameter server mode. We also made necessary modifications to TensorFlow-Slim package to support distributed training with parameter server mode. We run each experiment five times and report averages with 95% confidence intervals, except for cases where negligible variation is observed between runs.
A. Overall Performance
We first give an overview of performance of the studied workloads (Table I) in our experimental setup. As shown in Figure 4a with the results of Lustre, LeNet [42] performance is faster than other neural networks. This is because LeNet has less number of layers and parameters as compared to the other DL models. Similarly, ResNet-101 has the worst performance among the models as it has the biggest number of layers as shown in Table I . The evaluation of different models on HPC shows a similar trend to the existing studies [58] . In our following sections, we will breakdown the obtained performance to investigate in detail the impact of each component in our HPC setting on the training of the studied DL models.
The biggest highlight of DL-ready supercomputers is the upgrade of GPUs. To test how much DL can benefit from a top class GPU, we also tested the GPU utilization using the studied workloads. Figure 5 shows the results. Our evaluation shows that the GPU utilization increases with the increase in the number of layers of DL models. LeNet shows the lowest GPU utilization with only 2.3% whereas the utilization goes up to 69.9% for ResNet-101. This result confirms that the computation overhead of ResNet-101 is higher than other CNNs, which slows down the overall training throughput. However, we can see that the number of layers almost doubles from ResNet-50 to ResNet-101 model, but the performance only decreases by 7%. This is due to the high utilization of GPU using ResNet-101 model, which significantly benefits the training throughput. Our results show that GPU upgrade is useful for compute-intensive models, such as ResNet, instead of simple DL models, such as LeNet. Moreover, even with ResNet-101, the GPU utilization is only less than 70%. It is essential to design algorithms for models, resource managers, workload schedulers that are able to fully utilize available high performance GPUs. We further discuss the communication overheads with the upgrade of numbers of GPUs in a single node in Section IV-C. 
B. Impact of Storage
As described in Section III, each node in our experimental platform is supplied with a 800 GB NVMe SSD, and a parallel file system (Lustre) is shared by all cluster nodes for serving I/O requests. We first measure the I/O performance of both storage configurations. We run the default read tests with a 2.5 GB file using the UNIX dd [59] command. We observe an I/O read throughput of 7.2 GB/s for NVMe SSD, and 4.2 GB/s for Lustre file system. We also observe that the performance variance of NVMe SSD is more stable than Lustre, i.e., 7.0 ∼ 7.3 GB/s for NVMe SSD, 2.0 ∼ 5.2 GB/s for Lustre. This gives a performance variation of 0.3 GB/s for NVMe SSD as compared to a performance variation of 3.2 GB/s for Lustre. Note that performance of Lustre file system is dependent on the I/O requests from all users in the system. With this raw performance difference in mind, we now examine how high throughput I/O devices, such as NVMe SSD, can impact the performance of DL using different training models.
We measure the training throughput with input data in Lustre and XFS (local file system on NVMe SSD) storage systems respectively to identify the storage bottlenecks of these storage systems. In our evaluation platform, Lustre is distributed across multiple storage nodes and might create a network bottleneck with increasing number of I/O requests from distributed cluster nodes, whereas NVMe is mounted using XFS file system where each node has its own NVM that serves as a burst buffer. Therefore, storage bottleneck can cause a performance degradation in DL training over Lustre storage system. Figure 4a shows the results. We can observe from the figure that training on the same dataset has a similar performance trend for both back-end storage systems. The performances of LeNet and AlexNet DL models using NVMe are faster than the corresponding performances on Lustre, i.e., 4.63% and 1.75%, respectively, while the performances of ResNet-50 and ResNet-101 models are almost identical for both configurations. The result shows that NVMe can enhance the training throughput of DL models where computational overhead is not significant.
The I/O performance of Lustre file system is heavily dependant on the overall I/O in the system, whereas the performance of NVMe is dependent on the I/O load at the corresponding node. Figure 4b shows the difference between the shortest and the longest training times using the two configurations. While the training times on NVMe is very stable and shows a negligible performance difference between 0.1% and 3.1%, the training time on Lustre shows a variability between 1.3% ∼ 9.0%. This result shows that an unstable storage system can affect DL performance because of the variability in the training time. We expect the variance in the case of Lustre file system to further increase when it is being used by a large number of users with a diverse set of workloads, thus creating more noise for the file system.
C. Impact of Scale
In the next set of experiments, we explore how DL training scales in HPC systems with increasing number of hardware resources. We analyze scale-up in a single node with a maximum of 4 GPUs per node, and scale-out to the maximum 32 compute nodes in our HPC cluster. Overall, we scale DL training to 128 distributed GPUs in our experimental setup.
1) Scale-up with Multiple GPUs on a Single node: We evaluate the impact of varying the number of GPUs on a single compute node on the training performance of DL models, and show the result in Figure 6 . The performance of AlexNet, ResNet-50, and ResNet-101 is improved with the increasing number of GPUs as computational load is distributed between available GPUs. However, a performance degradation is observed for LeNet when two or more GPUs are used. LeNet does not need to distribute computation loads to multiple GPUs because its computation workload is less intensive than other models. As shown in Figure 5 , LeNet has a very low GPU utilization and adding more GPUs incurs more coordination overhead than the achieved parallelism. The training performance of AlexNet and ResNet-50 substantially increases when two GPUs are used as compared to using a single GPU. However, further increase in the number of GPUs for training does not provide any performance improvement because of the communication overhead between the participating GPUs. ResNet-101 shows better scalability due to higher computation overhead than other models. It achieves non-linear speedup, i.e., 3.26×, with four GPUs. This result shows a different performance trend as compared to a recent research [49] , where stronger scalability is achieved with four V100 GPUs on a single node.
To further investigate scaling-up bottlenecks, we take a deeper look into the communication overhead of our setup. Figure 7 shows the NVLink connection topology between the CPUs and GPUs in our evaluation platform. We have two CPUs and four GPUs connected together through NVLink with different CPU affinities. Two GPUs, i.e., GPU0 and GPU1, are connected to the CPU0, while the other two GPUs, i.e., GPU2 and GPU3, are connected to the CPU1 through NVLink. NVLink provides peak unidirectional theoretical bandwidth of 40 GB/s [60] . However, in our measurements, we found that NVLink is only able to achieve 79% (31.77 GB/s) and 87% (35.12 GB/s) of the theoretical peak bandwidth for GPU-to-CPU and GPU-to-GPU communication, respectively.
To identify the communication load, we measure the size of the transferred data through NVLink during one epoch both for CPU-to-GPU and GPU-to-GPU communications. As Table III shows, large amount of data is being transferred through NVLink during DL training. The total data transfer size is about 24 TB and 1.8 TB for AlexNet and LeNet, respectively. The data transfer size for ResNet-50 (15 TB) is smaller than AlexNet even though the former has much deeper layers in its training model. Therefore, the GPU-to-GPU/GPUto-CPU workload is related to the parameter size of the model. We also observed that GPU-to-CPU communication is higher than GPU-to-GPU communication, which means that multi-GPU environment needs to focus on GPU-to-CPU workloads for achieving faster DL training. The ratio of GPU-CPU to GPU-GPU communications is related to NVLink topology (shown in Figure 7 ). There is a direct connection between GPU0 and GPU1, while there is no direct connection between GPU0 and GPU2, and between GPU0 and GPU3.
In TensorFlow, GPU0 gathers gradients from other GPUs in each iteration and then sends the aggregated gradients to the CPU. This scheme is effective for Intel-based systems as they connect CPU and GPU0 using PCIe bus while GPU1/2/3 are connected directly with GPU0 via NVLink. However, in POWER-based systems, this scheme is ineffective because GPU2 and GPU3 cannot send data directly to GPU0. Hence, GPU2 and GPU3 send their gradients through additional paths e.g., through NVLink between GPU2 and CPU1, through X-BUS between CPU1 and CPU0, and through NVLink between CPU0 and GPU0, which requires additional hops. According to our measurements, bandwidth between GPU0 and GPU1 is 35.12 GB/s, while bandwidth between GPU0 and GPU2 is 21.47 GB/s. Roughly 40% bandwidth degradation occurs due to the indirect connection between two GPUs, i.e., GPU0 and GPU2, and GPU1 and GPU3. When only two GPUs (e.g., GPU0 and GPU1) are used, there is no such additional transfer LeNet  1520  326  1846  AlexNet  20355  3832  24187  ResNet-50  13136  1948  15084 bottleneck. However, when four GPUs are used, GPU0 has to wait for a longer period of time to receive gradients from GPU2 and GPU3. Thus, the current multi-GPU environment of our target HPC system does not provide scalability for DL training with TensorFlow framework. This observation advocates developing new workflow schemes that incorporate GPU connection topology in making task assignments decisions.
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2) Scale-out with Multiple nodes: One of the common approaches for distributed training is to use the standard distributed TensorFlow which consists of multiple parameter servers and workers. One or more parameter servers aggregate gradients and broadcast corresponding updates to the worker nodes. Each worker then executes computational parts, such as convolution operation, of the DL model. The native distributed TensorFlow framework uses protocol buffer [61] based Google's remote procedure call (gRPC) [62] for efficient high performance communication between the compute nodes.
We employ the standard distributed TensorFlow framework with multiple parameter servers and workers and study the impact of cluster configurations on distributed DL throughput. We varied the number of parameter servers or workers in this set of experiments, while other options, such as backend storage, are fixed. Each scenario was executed on parallel file system with a fixed batch size of 128 images per node. We do not include AlexNet in our scalability study due to the occurrence of a well-known NaN (Not a Number) [63] error with TensorFlow. a) Scalability with Multiple Workers: Figure 8a shows the training throughput when the number of compute nodes increases 32 nodes using a separate parameter server. LeNet shows a scalable performance improvement up to 1211%, and ResNet-50 also shows performance improvement of 94% ∼ 1094%, as compared to the single-worker training. ResNet-101 shows a similar performance trend, i.e., 93% ∼ 1012% improvement, as compared to the single-worker training. The ResNet models show less performance improvement with 32 nodes as compared to LeNet. This is because LeNet has lower checkpointing overhead with less parameters as compared to ResNet models. Although the training is scalable, the checkpointing mechanism is not scalable with multi-node. In our experiment, checkpointing with Tensorflow takes about 5 seconds in LeNet, but it takes about 70 seconds in ResNet-101. This result shows that although high speed network can provide scale-out performance, it is critical to develop scalable checkpointing techniques for models that have a large number of parameters to deliver high scalability.
Accuracy: Existing studies [64] , [65] show that training with large batches using multiple nodes results in slow convergence. Our experiments also confirm this trend as shown in figure 8b . However, distributed training is still promising and several efforts [16] , [50] , [66] , [67] are exploring methods to reduce accuracy degradation. Learning rate algorithms, such as Layer-wise Adaptive Rate Scaling (LARS) [50] , can be effectively used to mitigate the impact of accuracy loss. Recent efforts [16] , [66] , [67] have demonstrated performance improvement for large-batch training without sacrificing accuracy by using LARS-based methods. b) Scalability with Multiple Parameter Servers: Our previous experiments use only one parameter server. In this experiment, we study parameter server scalability by increasing the number of parameter servers from 1 to 16 on a cluster with 16 worker nodes and show the results in Figure 9a .
Counterintuitively, increasing the number of parameter servers is less effective for all DL models, which shows different trend compared to the past research [30] . For LeNet, using more parameter servers is ineffective, whereas, for ResNet-50 and ResNet-101, there is a slight improvement initially, but no performance gain is observed going beyond more than 4 parameter servers. Combined with the previous observations of scaling with multiple workers, the result of this experiment shows that when scaling-out a DL model, it is more efficient to increase the number of workers instead of the number of parameter servers. Network bandwidth is known [46] to have an impact on parameter server's performance as network congestion increases when serving multiple workers. However, high network bandwidth, i.e. 100 Gbps, equipped in our setup reduces the performance impact of such network congestion and results in the negligible end-to-end performance improvement. On the contrary, older HPC systems or cloud computing systems deploy network with lower bandwidth (e.g., NERSC Cori 66.4 Gbps, Amazon EC2 10 Gbps) [68] can benefit more from scaling parameter servers. Accuracy: The existing study [23] shows that multiple parameter servers results in slow convergence performance. Our result, shown in Figure 9b , shows a similar pattern. The accuracy reduces with the increase in the number of parameter servers. Asynchronous updates of multiple parameter servers results in unsynchronized partitions between parameter server nodes, which causes slow-down of convergence [48] , [69] . This result underscores the conclusions of the existing studies [48] , [69] - [71] .
D. Impact of Workload Configurations
In this set of experiments, we explore the performance impact of application configurations. The goal of this evaluation is to provide insights and guidance on how to configure DL training on supercomputers to best utilize the capability of the resources and realize best performance without loosing training accuracy.
1) Data Format: A recent study shows that the data format can impact training time while achieving same quality [72] . Specifically, key-value (KV) stores such as LMDB [73] can provide 17× speedup [72] as compared to using separate image files (e.g., PNG format) as input dataset. KV stores have also been used as HPC storage back-ends because of achieving high performance and high scalability with simple design and easy to use interfaces. Thus, we investigate how using KV stores in our HPC platform can impact the performance of DL applications. To this end, we measure the training performance with two different storage options, namely, TFRecordformatted [74] files on Lustre file system, and LMDB [73] database files on the Lustre file systems. TFRecord file format is a TensorFlow-specific binary format whereas LMDB is a light and simple-to-deploy B+ tree-based KV store. The default implementation of TensorFlow does not provide mechanism to create LMDB data files from the input datasets. Therefore, we implemented a C++ based parser that creates a LMDB database file from the provided ImageNet datasets. In our evaluation, TFRecords-formatted files and LMDB database files are located on the Lustre file systems. Figure  10 shows that the performance difference between TFRecords and LMDB is negligible, i.e., under 1% as compared to each other. We note a different performance trend from an existing analysis [72] of using image files in the storage systems for training DNN models. File systems cannot provide superior indexing and caching mechanism to locate image files because it caches blocks from the same image file [72] , thus providing poor performance when using separate image files. Instead of using separate image files, TFRecords-formatted files for ImageNet dataset consist of 1024 files for about 1.2 million images. Thus, TFRecords-formatted files can provide comparable throughput when compared to LMDB KV store.
2) Batch Size: Batch size per machine is an important parameter configuration in DL applications that can also impact the training performance [65] , [66] . As discussed in Section II, a large dataset is partitioned into smaller batches to achieve data parallel training. Large batch sizes will increase computation workload with decreased gradient aggregation frequency and weight update. Here, we analyze how batch size affects training performance by scaling the batch size from 128 to 8192 images on a single node. Figure 11 shows the results. The results of ResNet-50 are not available after 512 images as going beyond 512 images per batch saturates the GPU memory. Intuitively, bigger batch size with higher compute and less communication overhead is preferred for throughput reasons. However, we observe that increasing batch size on a single node does not lead to performance enhancement on the target supercomputer. When the batch size is increased from 128 images to 256 images, it results in negligible performance enhancement, i.e., 1.0% ∼ 3.7% for the studied models. Moreover, performance degradation occurs when very large, i.e., 4K and 8K, batch sizes are used. Large batch training is not effective in our system setup. Previous studies [64] , [75] have used large batch sizes to reduce the number of training steps, where the performance gains are obtained by reducing the I/O overhead between CPU and GPU. This assumes slower connections between CPU and GPU, and reducing the training steps is effective in reducing the I/O overhead. While the existing Intel-based HPC systems use PCIe bus between CPU and GPU, the latest POWER-based HPC systems have NVLink (5× faster than PCIe) between CPU and GPU. As a result, the percentage of GPU I/O utilization (e.g., GPUto-GPU copy, CPU-to-GPU copy) is already much low, i.e, the maximum observed is 18.06%, as shown in Figure 12 .
LeNet and ResNet-50 show lower GPU I/O utilization than AlexNet (3.50% ∼ 0.08%), as the number of parameters in these models are less than AlexNet. In our setup, large batch sizes are not helpful in reducing GPU I/O time. We further measure how large-batch per node affects distributed training with 16 worker nodes and 1 parameter server as shown in Figure 13 . Similarly, large-batch training in distributed setting is also not effective on training throughput, while accuracy drops significantly.
V. DISCUSSION
We made the following key findings based on our evaluation, which show different performance trends from past works on analyzing the performance of DL workloads. These findings help provide insights to system designers and DL scientists.
• Employing multiple GPUs on a single node for training DL workloads does not help in improving the model performance. While using two GPUs may help improve model performance by sharing the load, using additional GPUs diminishes the performance benefits because of the coordination overhead. This is in contrast to the existing practices [49] , [58] , where using a larger number of GPUs is recommended for scaling DL training performance. • GPU utilization should be increased by means of designing efficient resource managers or schedulers [76] to obtain scalable training in a multi-GPU system. Although NVLink is used to connect GPUs on a single node, GPUs are not fully utilized. • Distributed training with multiple workers enhances throughput as compared to single node training, but the performance does not scalable with the increasing number of parameter servers. the main underlying causes exposed by our work are the performance differences between CPUs and accelerators, and the I/O limitations between the available processing devices. These causes will exacerbate with the use of specialized accelerators. If these accelerators have comparable compute power as a powerful GPUs and use fast connectivity, such as NVLink, then they will provide a similar performance pattern as observed in this work.
VI. RELATED WORKS
The performance of DL training has been studied on different platforms. Mojumder et al. [58] analyzed DL workloads on DGX-1 system that uses the fastest V100 GPUs. Shi et al. [49] evaluated distributed DL performance with multiple machines that have multiple GPUs. Chien et al. [77] analyzed effects of the number of threads, burst buffer for checkpoint, and prefetcher on TensorFlow performance with Xeon-based multi-GPU supercomputers. Xu et al. [31] compared performance of V100 and P100 GPUs. However, these studies are not conducted with the latest hardware upgrades, such as NVLink for GPU-CPU communication, which are critical for improving the performance of DL applications. In contrast, our work performs intensive performance analysis including the impact of NVLink on the performance of DL applications.
There are existing studies on DL training analysis conducted on IBM POWER systems. Shams et al. [29] evaluated DL training performance with NVIDIA's NVLink on an IBM POWER-based machine. Gupta et al. [78] investigated tradeoffs between accuracy and DL training time on IBM POWERbased homogeneous supercomputers without GPUs. While these works have used IBM POWER processors, their evaluation environments are different from the emerging IBM POWER-based heterogeneous supercomputers. Shams et al. focused on a single machine only, unlike HPC systems. Similarly, Gupta et al. did not evaluate on multiple GPUs, which is common in top-ranked supercomputers.
DL performance evaluation has also been studied [21] , [79] on cloud platform where Intel CPUs and NVIDIA GPUs are supported by Amazon Web Services (AWS). However, cloud environment differs a lot from HPC environment where dedicated high performance resources, such as CPU, GPU, memory and SSDs are provided without virtualization. Thus, our study is unique and different from such works, and unlike them, our results are applicable to HPC systems.
Although the top two supercomputers are IBM POWERbased heterogeneous HPC systems, there is no comprehensive performance research on HPC systems where IBM POWER CPUs coupled with high-end GPUs are used as compute nodes. To the best of our knowledge, ours is the first work that studies DL on representative systems (similar to topranked supercomputers) and provides detailed performance breakdown using different hardware and software settings.
VII. CONCLUSION
The use of DL for solving highly complex problems and deriving scientific discoveries is increasing fast. To meet this growing demand, supercomputers are evolving to support popular DL and machine learning workloads by deploying energy-efficient GPUs (such as NVIDIA Tesla GPUs), faster interconnect (such as NVLink and IB), and faster storage systems (such as NVMe SSDs). In this paper, we presented a quantitative performance study and analysis of deep learning training using popular TensorFlow framework on a heterogeneous supercomputing cluster built on IBM POWER-based machines. To the best of our knowledge, this is the first effort to evaluate DL performance on IBM POWER-based heterogeneous supercomputers with a thorough analysis of the impact of hardware settings, such as storage, interconnect, CPUs and GPUs, as well as software configurations, such as batch size and data format. Our evaluation reveals that system insights are required to improve DL performance. Existing practices, e.g., large-batch training, and multi-GPU training, may not be helpful in improving DL throughput performance. The main factors impacting the DL training throughput are GPU utilization, and the communication link performance between CPU and GPU.
