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This work gives a detailed investigation of matrix product state (MPS) representations for multi-
partite quantum states. We determine the freedom in representations with and without translation
symmetry, derive respective canonical forms and provide efficient methods for obtaining them. Re-
sults on frustration free Hamiltonians and the generation of MPS are extended, and the use of the
MPS-representation for classical simulations of quantum systems is discussed.
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I. INTRODUCTION AND OVERVIEW
The notorious complexity of quantum many-body sys-
tems stems to a large extent from the exponential growth
of the underlying Hilbert space which allows for highly
entangled quantum states. Whereas this is a bless-
ing for quantum information theory—it facilitates expo-
nential speed-ups in quantum simulation and quantum
computing—it is often more a curse for condensed mat-
ter theory where the complexity of such systems make
them hardly tractable by classical means. Fortunately,
physical interactions are local such that states arising for
instance as ground states from such interactions are not
uniformly distributed in Hilbert space. Hence, it is de-
sirable to have a representation of quantum many-body
states whose correlations are generated in a ‘local’ man-
ner. Despite the fact that it is hard to make this picture
rigorous, there is indeed a representation which comes
close to this idea—the matrix product state (MPS) rep-
resentation. In fact, this representation lies at the heart
of the power of the density matrix renormalization group
(DMRG) method and it is the basis for a large number
of recent developments in quantum information as well
as in condensed matter theory.
This work gives a detailed investigation of the MPS
representation with a particular focus on the freedom in
the representation and on canonical forms. The core of
our work is a generalization of the results on finitely cor-
related states in [1] to finite systems with and without
translational invariance. We will mainly discuss exact
MPS representations throughout and just briefly review
results on approximations in Sec.VI. In order to provide
a more complete picture of the representation and its use
we will also briefly review and extend various recent re-
2sults based on MPS, their parent Hamiltonians and their
generation. The following gives an overview of the article
and sketches the obtained results:
• Sec.II will introduce the basic notions, provide
some examples and give an overview over the re-
lations between MPS and the valence bond picture
on the one hand and frustration free Hamiltonians
and finitely correlated states on the other.
• In Sec.III we will determine the freedom in the MPS
representation, derive canonical forms and provide
efficient ways for obtaining them. Cases with and
without translational invariance are distinguished.
In the former cases we show that there is always a
translational invariant representation and derive a
canonical decompositions of states into superposi-
tions of ‘ergodic’ and periodic states (as in [1]).
• Sec.IV investigates a standard scheme which con-
structs for any MPS a local Hamiltonian, which
has the MPS as exact ground state. We prove
uniqueness of the ground state (for the generic case)
without referring to the thermodynamic limit, dis-
cuss degeneracies (spontaneous symmetry break-
ing) based on the canonical decomposition and re-
view results on uniform bounds to the energy gap.
• In Sec.V we will review the connections between
MPS and sequential generation of multipartite en-
tangled states. In particular we will show that MPS
are feasible to generate in a lab.
• In Sec.VI we will review the results that show
how MPS efficiently approximate many important
states in nature; in particular, ground states of 1D
local Hamiltonians. We will also show how the
MPS formalism is crucial to understand the need
of a large amount of entanglement in a quantum
computer in order to have a exponential speed-up
with respect to a classical one.
II. DEFINITIONS AND PRELIMINARIES
A. MPS and the valence bond picture
We will throughout consider pure quantum states
|ψ〉 ∈ C⊗dN characterizing a system of N sites each of
which corresponds to a d-dimensional Hilbert space. A
very useful and intuitive way of thinking about MPS is
the following valence bond construction: consider the N
parties (’spins’) aligned on a ring and assign two virtual
spins of dimension D to each of them. Assume that every
pair of neighboring virtual spins which correspond to dif-
ferent sites are initially in an (unnormalized) maximally
entangled state |I〉 = ∑Dα=1 |α, α〉 often referred to as
FIG. 1: Computing an expectation value of an MPS is equiva-
lent to contract the tensor of the figure, where bonds represent
indices that are contracted. The matrices associated to each
spin are represented by the circles (the vertical bond of each
matrix is its physical index) and observables are represented
by squares. It is trivial to see that this contraction can be
done efficiently.






Ai,α,β |i〉〈α, β| (1)
to each of the N sites. Here and in the following Greek
indices correspond to the virtual systems. By writing
Ai for the D × D matrix with elements Ai,α,β we get
that the coefficients of the final state when expressed in
terms of a product basis are given by a matrix product
tr [Ai1Ai2 · · ·AiN ]. In general the dimension of the entan-
gled state |I〉 and the map A can both be site-dependent
and we write A
[k]
i for the Dk ×Dk+1 matrix correspond-
ing to site k ∈ {1, . . . , N}. States obtained in this way












· · ·A[N ]iN
]
|i1, i2, . . . , iN 〉 , (2)
and are called matrix product states. As shown in [5] ev-
ery state can be represented in this way if only the bond
dimensions Dk are sufficiently large. Hence, Eq.(2) is a
representation of states rather than the characterization
of a specific class. However, typically states are referred
to as MPS if they have a MPS-representation with small
D = maxkDk which (in the case of a sequence of states)
does in particular not grow withN . Note that ψ in Eq.(2)
is in general not normalized and that its MPS represen-
tation is not unique. Normalization as well as other ex-



















〈i|S|j〉A[k]i ⊗A[k]j . (3)
B. Finitely correlated states
The present work is inspired by the papers on finitely
correlated states (FCS) which in turn generalize the find-
3ings of Aﬄeck, Kennedy, Lieb and Tasaki (AKLT) [2].
In fact, many of the results we derive are extensions
of the FCS formalism to finite and/or non-translational
invariant systems. For this reason we will briefly re-
view the work on FCS. A FCS is a translational invari-
ant state on an infinite spin chain which is constructed
from a completely positive and trace preserving map
E : B(HA) → B(HA ⊗ HB) and a corresponding fixed
point density operator Λ = trA[E(Λ)]. Here HB = Cd is
the Hilbert space corresponding to one site in the chain
and HA = CD is an ancillary system. An n-partite re-
duced density matrix ρn of the FCS is then obtained by
repeated application of E to the ancillary system (ini-







An important instance are purely generated FCS where
E(x) = V †xV is given by a partial isometry V . The lat-
ter can be easily related to the A’s in the matrix product




α,β=1 Ai,α,β |α〉〈βi|. Ex-
pressed in terms of the matrices Ai the isometry condi-





i = 1 ,
d∑
i=1
A†iΛAi = Λ , (5)
which already anticipates the type of canonical forms for
MPS discussed below. As shown in [3] purely generated
FCS are weakly dense within the set of all translational
invariant states on the infinite spin chain. Moreover, a
FCS is ergodic, i.e., an extreme point within all trans-
lational invariant states, iff the map E(x) = ∑iAixA†i
has a non-degenerate eigenvalue 1 (i.e., 1 and Λ are the
only fixed points in Eq.(5)). Every FCS has a unique de-
composition into such ergodic FCS which in turn can be
decomposed into p p-periodic states each of which corre-
sponds to a root of unity exp(2piip m), m = 0, . . . , p − 1
in the spectrum of E . A FCS is pure iff it is purely
generated and 1 is the only eigenvalue of E of modulus
1. In this case the state is exponentially clustering, i.e.,
the connected two-point correlation functions decay ex-
ponentially
〈Si ⊗ 1⊗l−1 ⊗ Si+l〉 − 〈Si〉〈Si+l〉 = O
(|ν2|l−1) , (6)
where ν2 (|ν2| < 1) is the second largest eigenvalue of E .
C. Frustration free Hamiltonians
Consider a translational invariant Hamiltonian on a









where τ is the translation operator with periodic bound-






i=1 xi+1 where sites
N + 1 and 1 are identified. The interaction is called
L-local if h acts non-trivially only on L neighboring
sites, and it is said to be frustration free with respect
to its ground state φ0 if the latter minimizes the en-
ergy locally in the sense that 〈φ0|H |φ0〉 = infφ〈φ|H |φ〉 =
N infφ〈φ|h|φ〉. As proven in [4] all gapped Hamiltonians
can be approximated by frustration free ones if one allows
for enlarging the interaction range L up to O(logN).
For every MPS and FCS ψ one can easily find frustra-
tion free Hamiltonians such that ψ is their exact ground
state. Moreover, these parent Hamiltonains are L-local
with L ∼ 2 logD/ log d and they allow for a detailed anal-
ysis of the ground state degeneracy (Sec.IVA) and the
energy gap above the ground state (Sec.IVB). Typically,
these Hamiltonians are, however, not exactly solvable,
i.e., information about the excitations might be hard to
obtain.
D. Examples
1. AKLT: The father of all matrix product states is











where ~S is the vector of spin-1 operators (i.e.,
d=3). Its MPS representation is given by {Ai} ={
σz,
√
2σ+,−√2σ−} where the σ’s are the Pauli
matrices.




2~σi~σi+1 + ~σi~σi+2 (9)
is such that every ground state is a superposition of
two 2-periodic states given by products of singlets
on neighboring sites. The equal weight superposi-
tion of these states is translational invariant and
has an MPS representation
A1 =

 0 1 00 0 −1
0 0 0

 , A2 =





3. GHZ states of the form |ψ〉 = | + + . . .+〉 + | −
− . . .−〉 have an MPS representation A± = 1±σz .
Anti-ferromagnetic GHZ states would correspond
to A± = σ
±.






















45. W-states can for instance appear as ground states of
the ferromagnetic XX model with strong transver-
sal magnetic field. A W-state is an equal super-
position of all translates of |100 . . .00〉. For a sim-
ple MPS representation choose {A[k]1 , A[k]2 } equal to
{σ+,1} for all k < N and {σ+σx, σx} for k = N .
Although the state itself is translational invariant
there is no MPS representation with D = 2 having
this symmetry.
III. THE CANONICAL FORM
The general aim of this section will be to answer the
following questions about the MPS representation of a
given pure state:
Q III.1. Which is the freedom in the representation?
Q III.2. Is there any canonical representation?
Q III.3. If so, how to get it?
We will distinguish two cases. The general case, or the
case of open boundary conditions (OBC) and the case in
which one has the additional properties of translational
invariance (TI) and periodic boundary conditions (PBC).
A. Open boundary conditions
A MPS is said to be written with open boundary con-
ditions (OBC) if the first and last matrices are vectors,










· · ·A[N−1]iN−1 A
[N ]
iN
|i1 · · · iN 〉, (11)
where A
[m]
i are Dm×Dm+1 matrices with D1 = DN+1 =
1. Moreover, if D = maxmDm we say that the MPS has
(bond) dimension D. The following is shown in [5]:
Theorem III.4 (Completeness and canonical
form). Any state ψ ∈ Cd⊗N has an OBC-MPS rep-
resentation of the form Eq.(11) with bond dimension
















[m], for all 1 ≤ m ≤ N ,
3. Λ[0] = Λ[N ] = 1 and each Λ[m] is diagonal, positive,
full rank and tr Λ[m] = 1.
Thm.III.4 is proven by successive singular value de-
compositions (SVD), i.e., Schmidt decompositions in ψ,
and the gauge conditions 1.-3. can be imposed by










j ). If 1.-3. are satisfied for a MPS
representation, then we say that the MPS with OBC is
in the canonical form. From the way it has been obtained
one immediately sees that:
• it is unique (up to permutations and degeneracies
in the Schmidt Decomposition),
• Λ[m] is the diagonal matrix of the non-zero eigen-
values of the reduced density operator ρm =
trm+1,...,N |ψ〉〈ψ|,
• any state for which maxm rank(ρm) ≤ D can be
written as a MPS of bond dimension D.
This answers questions III.2 and III.3. Question III.1
will be answered with the next theorem which shows that
the entire freedom in any OBC-MPS representation is
given by ‘local’ matrix multiplications.
Theorem III.5 (Freedom in the choice of the ma-










· · ·B[N−1]iN−1 B
[N ]
iN
|i1 · · · iN 〉 .
Then, there exist (in general non-square) matrices Yj, Zj














i Zm, for 1 < m < N (12)










· · ·A[N−1]iN−1 A
[N ]
iN
|i1 · · · iN 〉. (13)
Proof. We will prove the theorem in three steps.
STEP 1. First we will find the matrices A
[j]
i verifying


















i,β , with U
[N−1], A[N ]



























γ,i,β . That is
B
[N−1]











i = 1 and ZN−2 = U
[N−2]∆[N−2]
has left inverse.
We can go on getting relations (12) to the last step,




i Z1. From the con-






i = 1 for
every 1 < j ≤ N . The case j = 1 comes simply from the
normalization of the state.











i we get a





















































[2]. We keep on





















[N ] = 1 comes from the
normalization of the state. Moreover, by construction we
have the relation (12) and Eq.(13).
STEP 3. It remains to prove that the diagonal matri-
ces Λ can be taken full rank. We do it by induction. If
Λ[j−1] is full rank and Λ[j] is not, there is a projector such








⊥ = 0. We have that















B. Periodic boundary conditions and TI
Clearly, if the A′s in the MPS in Eq.(2) are the same,
i.e., site-independent (A
[m]
i = Ai), then the state is trans-
lational invariant (TI) with periodic boundary conditions
(PBC). We will in the following first show that the con-
verse is also true, i.e., that every TI state has a TI MPS
representation. Then we will derive canonical forms hav-
ing this symmetry, discuss their properties and show how
to obtain them. An important point along these lines will
be a canonical decomposition of TI states into superpo-
sitions of TI MPS states which may in turn be written
as superpositions of periodic states. This decomposi-
tion closely follows the ideas of [1] and will later, when
constructing parent Hamiltonians, give rise to discrete
symmetry-breaking.
1. Site independent matrices
Before starting with the questions III.1, III.2 and III.3,
we will see that we can use TI and PBC to assume the
matrices in the MPS representation to be site indepen-
dent. That is, if the state is TI, then there is also a TI
representation as MPS.
Theorem III.6 (Site-independent matrices). Every
TI pure state with PBC on a finite chain has a MPS







tr(Ai1 · · ·AiN )|i1 · · · iN〉 . (14)
Proof. We start with an OBC representation of the state
with site-dependent A
[m]
i and consider the matrices (for



































· · ·A[N ]iN+j )|i1, . . . , iN〉,
where ij = ij−N if j > N . Due to TI of ψ this yields
exactly Eq.(14).
Note that the above condition does not lead to a bound
(independent of N) of the size of the matrices Ai. In the
particular case of theW -state |10 . . . 0〉+ |01 . . .0〉+ · · ·+
|0 . . . 01〉 the minimal bond dimension is 2 as a MPS with
OBC. However, if we want site-independent matrices, it
is not difficult to show that one needs bigger matrices.
In fact, we conjecture that the size of the matrices has to
grow with N (Appendix A).
From now on we suppose that we are dealing with a
MPS of the form in Eq.(14) with the matrices Ai of size
D × D. In cases where we want to emphasize the site-
independence of the matrices, we say the state is TI rep-
resented or simply a TI MPS.
2. MPS and CP maps
There is a close relation (and we will repeatedly use
it) between a TI MPS and the completely positive map







One can always assume without loss of generality that the
cp map E has spectral radius equal to 1 which implies by
[6, Theorem 2.5] that E has a positive fixed point. As in
the FCS case stated in Eq.(6) the second largest eigen-
value of E determines the correlation length of the state
and as we will see below the eigenvalues of magnitude one
are closely related to the terms in the canonical decom-





have the same spectrum as they are related via
〈β1|E(|α1〉〈α2|)|β2〉 = 〈β1, β2|E1|α1, α2〉 . (16)
Since the Kraus operators of the cp map E are uniquely
determined up to unitaries, it implies that E uniquely
