This paper presents a user throughput performance analysis of a coordinated radio-resource scheduler with a hardware accelerator for the fifth generation of mobile communications systems (5G). To ensure fairness among mobile terminals (MTs) in 5G ultra-high-density distributed antenna systems, the transmission weight matrixes for a huge number of possible combinations of antennas and MTs have to be computed in a coordinated radio-resource scheduling process. To accelerate the computation, we devised a scheduler that executes the computation on dedicated hardware. System-level simulations reveal that the scheduler with a hardware accelerator composed of 5.3 Mgates obtains around 20 Mbps at the 5th percentile of average user throughput for 256 MTs. Computational resources are hence the critical factor in obtaining high average user throughput and ensuring fairness among MTs.
Introduction
Ultra-high-density distributed antenna systems have been studied for the fifth generation of mobile communications systems (5G) [1, 2] . To accommodate rapidly increasing mobile data traffic, multiple antennas will be deployed in an ultra-dense pattern [ Fig. 1(a) ]. As shown in Fig. 1(b) , the radio transmissions of all antennas are controlled at a centralized baseband unit equipped with a radio-resource scheduler.
In mobile communications systems, the scheduler determines a combination of antennas and mobile terminals (MTs) that are granted the right to transmit data. An optimal combination raises the sum of data throughputs from all antennas to the MTs (i.e., system throughput). At the same time, the scheduler must ensure fairness among MTs. To search for the optimal combination, it probes a combination and computes a metric based on MT selection algorithms, such as proportional fairness (PF) or the maximum carrier-to-interference ratio (Max C/I). By iterating such probes and computations, the scheduler determines the optimal combination.
In addition, this determination must be completed within a scheduling period of 1 millisecond in the long-term evolution (LTE) specifications [3] . If the scheduler cannot find the optimal combination within this time, the system cannot achieve higher system throughput and cannot ensure fairness among MTs.
To suppress interference among multiple antennas in 5G systems, a coordinated radio resource scheduling algorithm has been proposed [1]. The algorithm computes a transmission weight matrix from the channel matrixes reported from the MTs. Then, it estimates the data throughput from the transmission weight matrix and computes a metric for a combination. When the number of MTs is small, the scheduler executes this computation using software-based processing as in a conventional scheduler, and it can find the optimal combination within the scheduling period. However, it is difficult for a software-based scheduler to find the optimal combination when the number of MTs is large because it takes longer to compute the transmission weight matrix and it cannot probe a sufficient number of combinations.
We previously revealed in [4, 5, 6, 7] that system throughput in ultra-high-density distributed antenna systems can be increased by using a scheduler equipped with a hardware accelerator (HWA) using the Max C/I MT selection algorithm. In this paper, we focus on the user throughput performance and discuss fairness among MTs. The average user throughput required for providing 5G services, such as high-definition video, is around 20 Mbps even for MTs in poor channel conditions. To ensure fairness among MTs, we have devised a coordinated radio resource scheduler with an HWA that accelerates the computation of a PF metric by using dedicated hardware. In addition, we have clarified the dependences of the computational resources on the average user throughput.
Coordinated radio-resource scheduler with HWA
To ensure fairness among MTs, we devised a coordinated radio-resource scheduler with an HWA that runs a PF MT selection algorithm. As shown in Fig. 1(c) , it consists of software and an HWA comprising three parts: a combination generation part, a total PF metric computation part, and a combination decision part. At the beginning of the scheduling period, the software sets the possible MTs for each antenna and average throughput of each MT in the HWA. To accelerate the processing, the HWA computes the transmission weight matrix for the generated possible combinations in parallel. To compute the PF metric of each MT, the scheduler estimates the data throughput from the computed transmission weight matrix and divides the estimated data throughput by the average data where TH n, m denotes the computed data throughput of antenna n and MT m and Avg_TH m represents the average user throughput of MT m.
Evaluation
To examin how the required computational resources vary with the average user throughput, we carried out a system-level simulation. According to [7] , the processing time to compute the metric of a combination on a scheduler with HWA having 2.9 Mgates or 5.3 Mgates is 9.2 s and 1.9 s, respectively. Moreover, the processing time without acceleration of 16 or 64 cores is 73 s and 18 s, respectively. Table I shows the simulation conditions. We evaluated how the computational resources affect the average user throughput when using the PF and the Max C/I MT selection algorithms. Thirty-two antennas were deployed in a circle with a radius of 100 m. The density of MTs ranges from a dense urban scenario to an indoor hotspot scenario in 3GPP's 5G use case model [8] . The approximate search described in [4] was used to find the optimal combination. results show that the scheduler with the HWA can obtain higher average user throughput for both algorithms regardless of the number of MTs. To discuss the fairness among MTs, we compared the 5th percentile average user throughput. In the case of the Max C/I, the 5th percentile throughput is below 20 Mbps even for the scheduler with the 5.3-Mgate HWA. In contrast, the PF scheduler with the same HWA obtains around 20 Mbps at the 5th percentile throughput even at 256 MTs. Now, let us discuss the 5th percentile average user throughput in order to clarify the computational resources required for ensuring fairness among MTs. Figure 2 (g) shows the dependences of the 5th-percentile throughput on the number of MTs. To provide 20 Mbps at this percentile, the scheduler without acceleration from 16 or 64 cores is acceptable when the number of MTs is 32 and 64, respectively. As the number of MTs becomes larger, the scheduler needs to use the HWA in order to provide 20 Mbps at the 5th percentile. A scheduler with a 2.9-Mgate HWA suffices for 128 MTs, while one with an HWA of 5.3 Mgates or more can handle 256 MTs. Thus, a system with a scheduler equipped with an HWA can accommodate several times as many MTs in the same area compared with a system that uses a scheduler without acceleration.
Simulation conditions

User throughput analysis
These simulation results show that computational resources are the critical factor in obtaining high average user throughput and ensuring fairness among MTs. An appropriate scheduler should be selected according to the system requirements.
Summary
We discussed the average user throughput of a coordinated radio-resource scheduler for 5G ultra-high-density distributed antenna systems. In 5G mobile communications systems, the transmission weight matrix and the PF metric for a huge number of possible combinations of antennas and MTs have to be computed in the scheduling process. To accelerate the computation, we devised a scheduler equipped with an HWA that computes the transmission weight matrix and total PF metric on dedicated hardware. System-level simulations reveal that, compared with a scheduler that dose not use an HWA, this scheduler can obtain higher average user throughput for both the PF and Max C/I MT selection algorithms regardless of the number of MTs. In addition, a scheduler with a 5.3-Mgate HWA obtains around 20 Mbps at the 5th percentile of average user throughput when the number of MTs is 256. Moreover, a smaller HWA with 2.9 Mgates is suitable for accommodating up to 128 MTs. Computational resources are hence the critical factor in obtaining high average user throughput and ensuring fairness among MTs.
