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A utilizac¸a˜o de imagens obtidas por meio da ressonaˆncia magne´tica (do ingleˆs magnetic
resonance, ouMR) auxilia no diagno´stico e no acompanhamento das mais diversas patologias
que afetam o corpo humano. Ela apresenta, contudo, um custo mais elevado do que outras
te´cnicas de imageamento que na˜o sa˜o capazes de gerar imagens com a mesma qualidade
objetiva, e isso pode dificultar o trabalho dos profissionais de sau´de. Esse custo mais elevado
se deve ao alto valor do equipamento e de sua manutenc¸a˜o, bem como ao baixo nu´mero de
exames que podem ser realizados por dia, quando comparados com os de te´cnicas como a
tomografia computadorizada. Ale´m de seu processo de aquisic¸a˜o ser inerentemente mais
lento, uma vez que sua durac¸a˜o depende da alta quantidade de medidas extra´ıdas pelo
scanner.
De modo a diminuir a quantidade de medidas necessa´ria, te´cnicas de reconstruc¸a˜o al-
ternativas a`s tradicionais veˆm sendo estudadas, como as que se baseiam em compressive
sensing(CS ). O CS permite reconstruir um sinal a partir de uma quantidade de medidas
muito inferior a` estabelecida pelo crite´rio de Nyquist. Ale´m disso, o imageamento por res-
sonaˆncia magne´tica atende aos requisitos mı´nimos para a aplicac¸a˜o dessa te´cnica: o sinal
possui uma representac¸a˜o esparsa num domı´nio transformado e as medidas adquiridas pelo
scanner ja´ sa˜o naturalmente codificadas. Essas te´cnicas teˆm sido eficientes ao diminuir a
quantidade de medidas e garantir uma boa qualidade objetiva da imagem reconstru´ıda, mas
ainda ha´ potencial para que essa diminuic¸a˜o seja maior. Uma das alternativas e´ encontrar a
transformada esparsificante que torne o sinal o mais esparso poss´ıvel, como a transformada
de Fourier bidimensional, transformadas baseadas em wavelets e a pre´-filtragem.
Ale´m disso, a utilizac¸a˜o de informac¸a˜o a priori aliada aos algoritmos de reconstruc¸a˜o
que se baseiam em compressive sensing tambe´m e´ utilizada para diminuir a quantidade de
medidas. Essa informac¸a˜o pode ser caracterizada por dados estat´ısticos pre´vios da imagem
ou com base em informac¸o˜es determin´ısticas sobre ela.
Neste trabalho, propomos uma modelagem estoca´stica da informac¸a˜o a priori a ser uti-
lizada em algoritmos de reconstruc¸a˜o de imagens de ressonaˆncia magne´ticas baseados em
compressive sensing com pre´-filtragem. Nossa abordagem gera um espalhamento proba-
bil´ıstico em torno de um ponto que apresenta o potencial de pertencer ao suporte da versa˜o
esparsa da imagem a ser reconstru´ıda. Esse espalhamento proposto tem o objetivo de garan-
tir que a imagem possa ser reconstru´ıda, mesmo em situac¸o˜es nas quais o ponto do suporte
pode mudar de posic¸a˜o – quando um paciente se movimenta dentro do scanner, por exemplo.
De modo a validar essa te´cnica, no´s a aplicamos a sinais de domı´nio unidimensional,
bidimensional, imagens de fantomas de Shepp-Logan e imagens reais de RM. Os resultados
dos testes sistema´ticos em sinais de domı´nio unidimensional mostram que essa abordagem
v
estoca´stica apresenta melhores resultados de reconstruc¸a˜o do que aquele que na˜o utiliza
informac¸a˜o a priori, apresentando um SER superior em cerca de 100dB para alguns valores
de medidas ℓ. Em sinais de domı´nio bidimensional e de fantomas, apresentamos os resultados
de um estudo de caso envolvendo a reconstruc¸a˜o de um sinal de cada tipo. Os resultados
corroboram o que foi encontrado com os sinais de domı´nio unidimensional, com a abordagem
estoca´stica apresentado valores de SER superiores em cerca de 10dB quando comparada com
a abordagem determin´ıstica, apesar da pouca significaˆncia estat´ıstica .
Os testes em imagens de MR inclu´ıram a reconstruc¸a˜o de imagens deslocadas para
simular uma poss´ıvel situac¸a˜o de movimento do paciente durante a aquisic¸a˜o do exame. Ale´m
disso, foi analisada a influeˆncia do nu´mero de linhas radiais na reconstruc¸a˜o, bem como da
matriz de covariaˆncia usada para gerar a func¸a˜o de espalhamento. Os resultados mostram
que a abordagem estoca´stica apresenta sempre um bom desempenho quando comparada
com as demais e, muitas vezes, esse desempenho e´ superior ao das outras te´cnicas. Em
alguns pontos cr´ıticos, por exemplo, o valor do SER para a abordagem estoca´stica chega a
ser superior em 6dB com relac¸a˜o ao caso ideal e em mais de 10dB para o caso na˜o-ideal.
Algo importante de se destacar e´ o fato de a abordagem estoca´stica apresentar um bom
desempenho constantemente (um valor me´dio de SER de 21dB e do ı´ndice SSIM de 0, 7),
inclusive em casos em que as demais falham.
Os resultados encontrados permitem agora que outras formas de explorar essa informac¸a˜o
a priori possam ser investigados, para diminuir ainda mais a quantidade de medidas ne-
cessa´ria para a reconstruc¸a˜o. Mas e´ tambe´m importante realizar um estudo teo´rico para
quantificar a probabilidade de reconstruc¸a˜o em func¸a˜o da representac¸a˜o estoca´stica da in-
formac¸a˜o a priori e da quantidade de medidas dispon´ıvel.
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❆❜str❛❝t
The use of images obtained through MRI helps in the diagnosis and follow-up of the
most diverse pathologies that affect the human body. However, it presents a higher cost
than other imaging techniques that are not capable of generating images with the same
objective quality, and this may hinder the work of health professionals. This higher cost
is due to the high value of the equipment and its maintenance, as well as to the low
number of tests that can be carried out per day, when compared to techniques such as
the computed tomography. Besides its acquisition process is inherently slower, since its
duration depends on the high amount of measurements extracted by the scanner.
In order to reduce the amount of measurements required, alternatives to traditional
reconstruction techniques have been studied, such as those based on compressive sensing.
The CS allows you to reconstruct a signal from a quantity of measures much lower than
the one established by the Nyquist theorem. In addition, magnetic resonance imaging
meets the minimum requirements for the application of this technique: the signal has a
sparse representation in a transformed domain and the measurements acquired by the
scanner are already encoded naturally. These techniques have been effective in decreasing
the number of measurements and ensuring a good objective quality of the reconstructed
image, but there is still potential for such a decrease. One of the alternatives is to find
a sparsifying transform that makes the signal as sparse as possible, such as the two-
dimensional Fourier transform, wavelet-based transforms, and pre-filtering.
Besides, the use of a prior information coupled with reconstruction algorithms based
on compressive sensing is also used to decrease the number of measurements. This
information may be characterized by prior statistical data of the image or based on
deterministic information about it.
In this work, we propose a stochastic modeling of the prior information to be used
in reconstruction algorithms of magnetic resonance images based on compressive sensing
with pre-filtering. Our approach generates a probabilistic spreading around a point that
has the potential to belong to the support of the sparse version of the image to be recons-
tructed. This proposed spread is intended to ensure that the image can be reconstructed,
even in situations when the position of the support point may change - when a patient
moves within the scanner, for example.
In order to validate this technique, we apply it to one-dimensional, two-dimensional
domain signals, Shepp-Logan phantom images, and real MRI images. The results of the
systematic tests on one-dimensional domain signals show that this stochastic approach
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presents better reconstruction results than those that do not use the prior information,
with a SER 100dB greater for some number of measures ℓ. In two-dimensional domain
signals and phantoms, we present the results of a case study involving the reconstruction
of a signal of each type. The results corroborate what was found with one-dimensional
domain signals, with the SER for the stochastic approach being 10dB higher than when
the deterministic approach was used, despite the low statistical significance.
The MR imaging tests included the reconstruction of shifted images to simulate a
possible patient movement situation during the acquisition of the examination. In addi-
tion, the influence of the number of radial lines in the reconstruction was analyzed, as
well as the covariance matrix used to generate the spreading function. The results show
that the stochastic approach always performs well when compared to the others, and this
performance is often superior to other techniques. When considering some critic points,
for instance, the SER value for the stochastic approach is 6dB higher than the ideal
prior approach, and more than 10dB higher than the non-ideal. Something important to
emphasize is that the stochastic approach performs consistently well (a SER mean value
of around 21dB and a SSIM index of around 0,7), even when the others fail.
Those results will now allow the investigation of other ways to explore this prior
information in order to further reduce the amount of measures required for reconstruction.
But it is also important to carry out a theoretical study to quantify the reconstruction
probability as a function of the stochastic representation of the prior information and of
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Te´cnicas de imageamento me´dico teˆm permitido, ao longo das u´ltimas de´cadas, uma
maior eficieˆncia no diagno´stico de patologias, e no acompanhamento de pacientes du-
rante tratamento ou apo´s a realizac¸a˜o dos mais diversos procedimentos me´dicos [1]. Ao
gerar uma representac¸a˜o esta´tica ou dinaˆmica do corpo humano, ou de parte dele, o pro-
fissional de sau´de possui uma importante ferramenta para realizar o seu trabalho de forma
adequada. A radiografia [2, 3], a tomografia computadorizada (CT, do ingleˆs computed
tomography) [4,5], a cintilografia [6,7], a ultrassonografia [8,9] e a ressonaˆncia magne´tica
(MR, do ingleˆs magnetic resonance) [10, 11] sa˜o exemplos de te´cnicas que se tornaram
mais populares e acess´ıveis a` populac¸a˜o nos u´ltimos anos. A formac¸a˜o da imagem nas treˆs
primeiras te´cnicas, pore´m, depende de um est´ımulo f´ısico inicial que pode trazer riscos a`
sau´de na˜o so´ do paciente, mas tambe´m de quem opera o equipamento. Os raios-X que
incidem sobre o paciente, no caso da radiografia e CT, por exemplo, teˆm sido relacionados
ao desenvolvimento de alguns tipos de caˆncer; assim como as substaˆncias utilizadas na
medicina nuclear como contraste, uma vez que elas emitem radiac¸a˜o ionizante ao interagir
com os tecidos do organismo [12–14]. A ultrassonografia na˜o oferece riscos a` sau´de, mas
possui limitac¸o˜es quanto a` qualidade da imagem produzida, o que impede ana´lises que
necessitam de um certo n´ıvel de detalhamento [1].
O imageamento por ressonaˆncia magne´tica (MRI, do ingleˆs magnetic resonance ima-
ging) permite gerar imagens com boa qualidade sem que haja riscos para a sau´de dos
indiv´ıduos, uma vez que ele utiliza apenas sinais na faixa de ra´dio-frequeˆncia para esti-
mular as a´reas a serem escaneadas [1, 10,11,15]. Ale´m de gerar imagens com um melhor
contraste do que o que e´ encontrado nas outras te´cnicas, o MRI pode tambe´m produzir
imagens funcionais e dinaˆmicas, que consistem em sequeˆncias de imagens que mostram o
movimento de um o´rga˜o ou a circulac¸a˜o do sangue em vasos sangu´ıneos, por exemplo; e,
ate´ mesmo, as a´reas do ce´rebro que sa˜o ativadas durante uma certa atividade [16–19].
O custo de um exame de MRI, pore´m, e´ mais alto que o das te´cnicas anteriormente
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mencionadas, o que e´ explicado, em parte, pelas altas despesas em manutenc¸a˜o do equipa-
mento. Outro fator que eleva esse custo e´ a durac¸a˜o desse exame [1]. Para a formac¸a˜o da
imagem porMR, e´ necessa´rio que o scanner obtenha uma quantidade mı´nima de medidas
apo´s excitar o tecido analisado. Pore´m, o processo de excitac¸a˜o do tecido e de posterior
aquisic¸a˜o das medidas deve obedecer trajeto´rias predeterminadas que, em geral, na˜o sa˜o
de fa´cil implementac¸a˜o. Dessa forma, sa˜o necessa´rias va´rias excitac¸o˜es intercaladas para
se adquirir a quantidade mı´nima de amostras para a reconstruc¸a˜o de uma imagem com
uma boa qualidade. Isso impede, por exemplo, que uma quantidade mı´nima de pessoas
seja atendida de modo a tornar os custos operacionais menos relevantes para o custo final
do exame. Ale´m disso, o paciente deve se manter praticamente imo´vel por um longo
per´ıodo de tempo, o que aumenta seu desconforto durante o procedimento e aumenta
os riscos de ele se mexer e formar uma imagem incoerente, em decorreˆncia de aquisic¸o˜es
incorretas [10, 11, 20,21].
Por esses motivos, e´ de extrema relevaˆncia que os algoritmos de reconstruc¸a˜o levem
em considerac¸a˜o a limitada quantidade de medidas que podem ser extra´ıdas pelo scan-
ner de MRI. Os algoritmos tradicionais, que sa˜o encontrados em ma´quinas comerciais,
sa˜o a interpolac¸a˜o espectral e a retroprojec¸a˜o filtrada, que necessitam de uma grande
quantidade de medidas para reconstruir uma imagem com qualidade aceita´vel. Mais re-
centemente, te´cnicas de reconstruc¸a˜o de imagens que baseiam-se em compressive sensing
(CS ) teˆm obtido imagens reconstru´ıdas com qualidade equivalente e, a`s vezes, superior
a`s das te´cnicas tradicionais mencionadas, com uma quantidade de medidas consideravel-
mente menor [20,21]. A teoria que sustenta o CS baseia-se no fato de que sinais possuem
alguma representac¸a˜o em um domı´nio esparso e, assim, apenas alguns coeficientes – um
nu´mero bem inferior ao proposto por Nyquist – ja´ seriam suficientes para representa´-los
de forma satisfato´ria [22–24]. Ainda de acordo com essa teoria, quanto mais esparsa for
a representac¸a˜o do sinal, menor a quantidade de medidas necessa´ria para reconstru´ı-lo.
Dessa forma, diferentes transformadas esparsificantes veˆm sendo testadas para tornar
essa representac¸a˜o cada vez mais esparsa, como transformadas no domı´nio de wavelets, a
transforma discreta de cossenos (DCT, do ingleˆs discrete cosine transform) e te´cnicas de
pre´-filtragem [25,26].
Uma extensa˜o da teoria de CS, aplicada ao problema de reconstruc¸a˜o de imagens
de MRI, propo˜e a utilizac¸a˜o de informac¸o˜es sobre a imagem que ja´ sa˜o conhecidas para
que uma menor quantidade de medidas seja utilizada pelo algoritmo de reconstruc¸a˜o.
Essa informac¸a˜o de suporte poderia vir, por exemplo, devido a` redundaˆncia estrutural
do que e´ escaneado pela ma´quina: quando a cabec¸a de um paciente e´ analisada, espera-
se encontrar algo que assemelha-se a` estrutura de um craˆnio. Esse tipo de informac¸a˜o
tambe´m poderia ser utilizada ao se reconstruir imagens de MRI dinaˆmicas ou funcionais,
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nas quais apenas algumas estruturas se alteram ao longo do tempo. Uma das primeiras
refereˆncias a` utilizac¸a˜o de informac¸a˜o a priori foi feita em [27]. Nesse artigo, Lauterbur
et al. descrevem na˜o so´ as vantagens que poderiam ser obtidas ao se utilizar informac¸o˜es
ja´ conhecidas da imagem a ser reconstru´ıda, como o ganho em velocidade de reconstruc¸a˜o
e qualidade da imagem, mas tambe´m destaca o fato de que essas informac¸o˜es poderiam
trazer um erro associado e, dessa forma, prejudicar a qualidade da imagem reconstru´ıda.
Desde enta˜o, diferentes abordagens que exploram a utilizac¸a˜o de informac¸a˜o a priori
na reconstruc¸a˜o de sinais a partir de um limitado nu´mero de medidas teˆm sido imple-
mentadas, inclusive em outros contextos ale´m do imageamento me´dico. Algumas dessas
abordagens manipulam o sinal esparsificado para gerar informac¸o˜es a priori adequadas,
como em [28] e em [29]. Este utiliza o algoritmo de ana´lise de componentes principais
robusto (RPCA, do ingleˆs robust principal components analysis) para decompor o frame
obtido de um exame de MR dinaˆmico numa matriz de baixo posto (low-rank matrix ) e
em suas componentes esparsas, que e´ usado como informac¸a˜o a priori. Ja´ o trabalho [28]
utiliza a representac¸a˜o no espac¸o de wavelets da informac¸a˜o de borda da imagem combi-
nada com as medidas obtidas para reconstruir a imagem final. Em [30], por outro lado, a
descric¸a˜o estat´ıstica da fonte que gera os sinais estoca´sticos e´ utilizada como informac¸a˜o
a priori para reconstru´ı-los utilizando o algoritmo de CS.
O me´todo Bayesiano e´ outra abordagem baseada em conceitos estat´ısticos para a mo-
delagem da informac¸a˜o a priori a ser utilizada nos algoritmos de CS. Nesse me´todo, todos
os sinais desconhecidos sa˜o tratados como varia´veis estoca´sticas a`s quais sa˜o atribu´ıdas
distribuic¸o˜es de probabilidade. A informac¸a˜o a priori e´ modelada de acordo com uma
func¸a˜o probabil´ıstica que represente a esparsidade do sinal esparso a ser reconstru´ıdo
como a func¸a˜o de densidade de Laplace usada em [31], no qual o problema de otimizac¸a˜o
e´ resolvido usando o algoritmo de ma´quina de vetores de relevaˆncia (RVM, do ingleˆs re-
levance vector machine). Em [32] e em [33], a informac¸a˜o a priori e´ explorada utilizando
a estrutura em a´rvore dos sinais esparsificados atrave´s de wavelets apropriadas que sa˜o
inseridas na estrutura do compressive sensing Bayesiano; o problema de otimizac¸a˜o e´
enta˜o resolvido utilizando os me´todos de Monte Carlo via cadeia de Markov (MCMC, do
ingleˆs Markov chain Monte Carlo) [32] e a ana´lise Bayesiana variacional (VB do ingleˆs,
Variational Bayesian) [33]. Os trabalhos [34] e [35] seguem uma linha parecida sendo
que, no primeiro, a func¸a˜o que representa a esparsidade do sinal utilizada foi a distri-
buic¸a˜o Gaussiana generalizada com um algoritmo Bayesiano de busca evolutiva (BEPA,
do ingleˆs Bayesian evolutionary pursuit algorithm); e em [35], a func¸a˜o utilizada e´ um
produto normal (NP, do ingleˆs normal product), onde cada varia´vel corresponde ao pro-
duto entre duas varia´veis independentes com distribuic¸a˜o normal, e o algoritmo para
resoluc¸a˜o do problema de otimizac¸a˜o foi o VB. Por outro lado, trabalhos como [36] e [37]
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utilizam a estrutura do compressive sensing Bayesiano de uma forma diferente: em [36],
apresenta-se um algoritmo adaptativo que permite calcular um ı´ndice capaz de indicar
a quantidade mı´nima de medidas necessa´rias para reconstruir o sinal sem informac¸a˜o a
priori com uma poss´ıvel aplicac¸a˜o para sinais de radar; ja´ em [37], utiliza-se um diciona´rio
no processo de reconstruc¸a˜o de imagens de MR que e´ constru´ıdo com base em imagens
esparsas para gerar o melhor modelo para a informac¸a˜o a priori a ser usada pelo algoritmo
de reconstruc¸a˜o.
Uma outra forma de explorar esse tipo de informac¸a˜o e´ investigar a localizac¸a˜o da
mesma. Como proposto em [38], onde a localizac¸a˜o dos pontos de suporte (aqueles que
sa˜o na˜o-nulos na representac¸a˜o esparsa) e´ indicada, e um algoritmo modificado do com-
pressive sensing e´ utilizado para reconstruir a imagem. Em [39], considera-se que essas
informac¸o˜es surgem, em geral, em blocos na representac¸a˜o esparsa, o que permitiria iden-
tifica´-las mais facilmente. Ja´ Miosso et al. propoˆs em [26,40] um algoritmo de reconstruc¸a˜o
utilizando CS com pre´-filtragem no qual uma das entradas e´ a posic¸a˜o dos coeficientes
de suporte da representac¸a˜o esparsa da imagem, obtidas de forma determin´ıstica. Essas
abordagens, pore´m, na˜o levam em considerac¸a˜o que a posic¸a˜o do suporte pode se alterar
ao longo da aquisic¸a˜o das medidas, seja por um movimento volunta´rio do paciente (apo´s
minutos esperando pelo te´rmino do exame) ou dada a natureza involunta´ria do que esta´
sendo analisado (o batimento de um corac¸a˜o, MRI funcional do ce´rebro). Por esse mo-
tivo, e´ interessante pensar sobre as posic¸o˜es de suporte de uma forma estat´ıstica, onde
uma probabilidade e´ associada a`s chances de a posic¸a˜o pertencer ou na˜o ao suporte da
imagem a ser reconstru´ıda.
Pore´m, essas implementac¸o˜es na˜o se preocupam, por exemplo, em como a natu-
reza da informac¸a˜o no domı´nio esparso influencia o desempenho final da reconstruc¸a˜o.
Uma avaliac¸a˜o mais minuciosa dessa informac¸a˜o pode ser importante, por exemplo, para
desenvolver modelos que permitam diminuir a quantidade de medidas necessa´rias para
reconstruir a imagem. Esses modelos poderiam ser inseridos, por exemplo, pelo te´cnico
responsa´vel pelo exame antes da reconstruc¸a˜o da imagem, de modo a diminuir efeitos
de artefatos causados por movimentos de pacientes. Ao modelar estatisticamente a in-
formac¸a˜o que vai ser utilizada ao se reconstruir uma imagem ou o pro´ximo frame de um
MRI funcional (fMRI, do ingleˆs functional MRI ), e´ poss´ıvel acrescentar aspectos que
caracterizem situac¸o˜es anormais, como os movimentos mencionados anteriormente que
gerariam artefatos na imagem final reconstru´ıda. Dessa forma, e´ poss´ıvel incorporar aos





O objetivo deste trabalho e´ desenvolver e aprimorar te´cnicas de reconstruc¸a˜o de imagens
de ressonaˆncia magne´tica baseadas em compressive sensing, que utilizam informac¸a˜o a
priori. Essas te´cnicas podem ser utilizadas para a reconstruc¸a˜o de imagens esta´ticas,
dinaˆmicas e funcionais. Sera˜o desenvolvidas novas abordagens que modelam estatistica-
mente essas informac¸o˜es ao avaliar a informac¸a˜o do sinal no domı´nio esparso em que e´
representado, substituindo o me´todo de modelagem determin´ıstica do suporte por um
me´todo estoca´stico. Dessa forma, espera-se quantificar – atrave´s de me´tricas objetivas
de qualidade de imagem – as diferenc¸as nos resultados obtidos utilizando os me´todos
propostos, quando comparado com te´cnicas que sa˜o consideradas o estado da arte em
reconstruc¸a˜o de imagens.
1.2.2 Objetivos espec´ıficos
Os algoritmos desenvolvidos realizam a reconstruc¸a˜o da imagem a partir de paraˆmetros
de entrada, como o tamanho do sinal e a quantidade de medidas. Para a implementac¸a˜o,
testes e validac¸a˜o dos me´todos, sa˜o considerados os seguintes objetivos espec´ıficos:
• elaborac¸a˜o de algoritmos que ira˜o modelar estatisticamente a informac¸a˜o a priori,
com base em sinais gerados artificialmente de forma aleato´ria, e tambe´m utilizando
imagens de fantomas e de imagens reais de MRI retiradas de banco de dados apro-
priados;
• elaborac¸a˜o de algoritmos que incorporem aos algoritmos de compressive sensing
existentes as alterac¸o˜es propostas de forma adequada, para alterar a modelagem
determin´ıstica da informac¸a˜o a priori por uma modelagem probabil´ıstica;
• elaborac¸a˜o de algoritmos de testes que permitam avaliar a qualidade objetiva da
imagem reconstru´ıda e o tempo de reconstruc¸a˜o utilizando os me´todos propostos;




Este trabalho propo˜e novas te´cnicas de utilizac¸a˜o dos algoritmos baseados em compres-
sive sensing de modo a diminuir a quantidade de medidas necessa´rias para reconstruir
adequadamente imagens de ressonaˆncia magne´tica. Uma vez que ocorre a reduc¸a˜o na
quantidade de medidas, garantindo a qualidade da imagem reconstru´ıda, e´ poss´ıvel dimi-
nuir o tempo de aquisic¸a˜o das mesmas e, consequentemente, o tempo total de realizac¸a˜o
de um exame de MRI. Isso pode diminuir os custos para os pacientes que necessitam
desse recurso e diminui o desconforto para o paciente.
Contudo, essa e´ apenas uma aplicac¸a˜o para as te´cnicas desenvolvidas e aqui apresen-
tadas. O compressive sensing vem sendo utilizado em outros contextos, como tecnologias
de radar e processamento de sinais multimı´dia, o que permite que este trabalho seja uti-
lizado para o desenvolvimento de te´cnicas similares que se adequem a` realidade desses
contextos.
1.4 ❊str✉t✉r❛ ❞❛ ❞✐ss❡rt❛❝✘⑦❛♦
O restante da dissertac¸a˜o esta´ organizado da seguinte forma.
O Cap´ıtulo 2 aborda aspectos teo´ricos relevantes para o desenvolvimento deste tra-
balho. A primeira sec¸a˜o trata exclusivamente da te´cnica de imageamento por ressonaˆncia
magne´tica. Os aspectos matema´ticos que regem o fenoˆmeno de ressonaˆncia magne´tica
sa˜o apresentados, assim como o processo de codificac¸a˜o espacial que permite a recons-
truc¸a˜o da imagem a partir de algoritmos espec´ıficos. A sec¸a˜o seguinte trata da te´cnica de
compressive sensing. Ela apresenta na˜o so´ a teoria que valida essa te´cnica, mas tambe´m
aspectos de otimizac¸a˜o nume´rica cruciais para que a mesma possa ser realizada. Em
uma subsec¸a˜o, e´ apresentada a te´cnica de pre´-filtragem associada ao compressive sensing,
desenvolvida por Miosso et al., que foi utilizada em grande parte dos experimentos aqui
propostos. A u´ltima sec¸a˜o deste cap´ıtulo traz uma revisa˜o dos principais me´todos de re-
construc¸a˜o de imagens de MRI que fazem uso de algum tipo de informac¸a˜o previamente
conhecida sobre a imagem a ser reconstru´ıda.
O Cap´ıtulo 3 apresenta detalhes do desenvolvimento dos sistemas propostos e da
avaliac¸a˜o dos mesmos. Em uma sec¸a˜o, descreve-se o desenvolvimento dos algoritmos pro-
postos que utilizam os diferentes tipos de informac¸a˜o a priori, assim como outras rotinas
que sa˜o relevantes nesses sistemas de reconstruc¸a˜o. Na sec¸a˜o seguinte, os experimen-
tos utilizados para validar essas ferramentas sa˜o descritos. Descrevem-se os bancos de
dados de imagens utilizados, os paraˆmetros para a realizac¸a˜o dos experimentos e os al-
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goritmos desenvolvidos para realiza´-los. A u´ltima sec¸a˜o do cap´ıtulo dedica-se a explicar
os me´todos de avaliac¸a˜o dos resultados obtidos a partir desses experimentos propostos.
Ale´m disso, destacam-se as comparac¸o˜es feitas com te´cnicas de reconstruc¸a˜o de imagens
de MRI consagradas.
O Cap´ıtulo 4 apresenta e descreve os resultados dos testes realizados sob a forma
de tabelas, gra´ficos e imagens, conforme a relevaˆncia dos mesmos. As ana´lises desses
resultados tambe´m sa˜o apresentadas de modo a explicitar as vantagens e desvantagens
dos me´todos propostos, quando comparados a outros existentes.
O Cap´ıtulo 5 retoma os objetivos do trabalho de modo a descrever quais concluso˜es
foram obtidas a partir deles. Ale´m disso, realiza-se uma breve s´ıntese de todo a pesquisa
realizada e do seu impacto cient´ıfico e social. Finalmente, uma breve descric¸a˜o de poss´ıveis
trabalhos futuros que podem ser desenvolvidos a partir do que foi apresentado.
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✷ ❋✉♥❞❛♠❡♥t❛❝✘⑦❛♦ t❡✓♦r✐❝❛
2.1 ■♠❛❣❡❛♠❡♥t♦ ♣♦r ❘❡ss♦♥❫❛♥❝✐❛ ▼❛❣♥✓❡t✐❝❛
O imageamento por ressonaˆncia magne´tica se destaca, quando comparada a`s outras
te´cnicas de imageamento amplamente utilizadas, devido a` superior qualidade – subje-
tiva e objetiva – das imagens formadas [1]. Isso se deve, principalmente, ao me´todo de
constraste utilizado ao adquirir as medidas que sa˜o utilizadas para a formac¸a˜o da imagem:
a excitac¸a˜o de pro´tons de hidrogeˆnio presentes nos tecidos a serem escaneados. Como
os diferentes tecidos do corpo humano possuem diferentes densidades desses pro´tons (ou
densidade de spins), o contraste que se obte´m entre diferentes tecidos ao se utilizar o
scanner de MRI e´ muito bom quando comparado a` outras te´cnicas [15]. E´ poss´ıvel, por
exemplo, diferenciar claramente as estruturas do craˆnio (cuja constituic¸a˜o e´ cerca de 20%
de a´gua) e do ce´rebro (constitu´ıdo por cerca de 80% de a´gua).
Essa excitac¸a˜o e´ provocada por campos eletromagne´ticos que atuam sobre o corpo que
sera´ analisado. Inicialmente, esse volume esta´ sob a atuac¸a˜o apenas de um forte campo
magne´tico uniforme (B = B0zˆ), com magnitude t´ıpica em torno de B0 = 30000 gauss (ou
3 tesla), gerado a partir de ı´ma˜s ou eletro´ıma˜s no scanner (Figura 2.1). Sob influeˆncia
desse campo, alguns momentos magne´ticos dos nu´cleos dos a´tomos de hidrogeˆnio se ali-
nham a ele, o que gera um momento magne´tico mensura´vel (M0), chamado magnetizac¸a˜o.
O vetor de magnetizac¸a˜o (M) sofre, enta˜o, uma perturbac¸a˜o provocada por sinais de radi-
ofrequeˆncia (RF) circularmente polarizados enquanto precessa em torno do plano longitu-
dinal a uma frequeˆncia chamada frequeˆncia de Larmor – ω0 = γB0, onde γ e´ a constante
giromagne´tica, cujo valor para a´tomos de hidrogeˆnio e´ γ(H) = 42, 6 MHz/Tesla [1, 41].
Como consequeˆncia, M alinha-se ao plano perpendicular ao plano do campo esta´tico ate´
que suas componentes transversais,Mxy, comecem a decair. Apo´s certo tempo, o vetor de
magnetizac¸a˜oM retorna a` sua orientac¸a˜o original, ou seja, paralelo ao plano longitudinal.
Essas perturbac¸o˜es no vetorM ira˜o induzir tenso˜es em bobinas posicionadas ao longo do
plano transversal e ressonantes em ω0. As medidas obtidas atrave´s dessas bobinas sera˜o
utilizadas posteriormente para a reconstruc¸a˜o da imagem final.
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(a) (b)
Figura 2.1. (a) Scanner de MRI encontrado comercialmente e, ao lado, (b) um
esquema interno com algumas de suas estruturas. Apresentam-se tambe´m os eixos
dos campos magne´ticos gerados. Figuras obtidas de [42] e modificada de [43],
respectivamente. U´ltimo acesso em 11/04/2016.
Ale´m disso, o movimento de decaimento do vetorM ao longo do tempo e do espac¸o e´








yˆ − Mz(r, t)−M0
T1(r)
zˆ, (2.1)
onde r e´ um vetor posic¸a˜o.
A Eq. 2.1 relaciona os campos magne´ticos (B) aos momentos magne´ticos (M) ao
longo do objeto analisado e ao longo do tempo. Sob determinadas condic¸o˜es de contorno,
essa equac¸a˜o pode ser resolvida analiticamente de modo a caracterizar adequadamente os
decaimentos das componentes transversal (Mxy) e longitudinal (Mz). Apo´s a aplicac¸a˜o de
um pulso no plano xy, por exemplo, a componenteMxy comec¸a a decair exponencialmente
– |Mxy| = M0e−
t
T2 – enquanto a componente Mz cresce ate´ atingir o seu valor inicial –
|Mz| = M0(1 − e−
t
T1 ), para um determinado ponto analisado. T1 e T2 sa˜o os tempos de
relaxac¸a˜o das componentes Mz e Mxy, respectivamente [1,15,41]. O gra´fico da figura 2.2
ilustra o comportamento das componentes de M ao longo do tempo para uma excitac¸a˜o
gene´rica ao longo do plano xy: o tempo de decaimento de Mxy e´ bem menor que o tempo
que Mz leva para retornar a seu valor original – T2 < T1 –, o que pode ser explicado por
uma incoereˆncia de fase entre os spins dos pro´tons apo´s o fim do pulso aplicado, devido
a` interac¸a˜o entre spins e a` poss´ıveis na˜o uniformidades de B0 ao longo de z. Ale´m disso,
as diferenc¸as nos valores de T1 e T2 dependem tambe´m das caracter´ısticas intr´ınsecas ao
tecido analisado. Quando excitado, cada tecido do corpo humano apresenta diferentes
valores para essas constantes de tempo, de modo que a combinac¸a˜o desses tempos permite
controlar o constraste entre diferentes estruturas na imagem a ser formada [1, 11, 15].
A mensurac¸a˜o de T1, contudo, na˜o pode ser feita apenas a partir de um est´ımulo
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Figura 2.2. Comparac¸a˜o entre o decaimento do valor do mo´dulo da componente
transversal Mxy com o crescimento do valor do mo´dulo da componente longitudinal
Mz apo´s uma excitac¸a˜o no plano xy.
que anule a componente longitudinal de M por causa do posicionamento das bobinas
medidoras. Dessa forma, diferentes sequeˆncias de pulsos sa˜o utilizadas para que a medida
final obtida na bobina na˜o seja apenas func¸a˜o de T2. Uma dessas sequeˆncias de pulsos e´ a
π
2
− τ −π− τ , que consiste de uma perturbac¸a˜o no plano xy, seguida de uma perturbac¸a˜o
na direc¸a˜o −zˆ, com intervalos τ de mesma durac¸a˜o entre os pulsos, e entre o u´ltimo pulso
e a medic¸a˜o. Essa mesma sequeˆncia de pulsos deve, enta˜o, ser repetida ate´ que uma
quantidade suficiente de medidas tenha sido adquirida. Para essa sequeˆncia de pulsos,
uma aproximac¸a˜o da contribuic¸a˜o Mxy de cada ponto excitado para o sinal obtido na
bobina – desde que o tempo entre as repetic¸o˜es (TR) seja maior que o tempo de eco
(TE = 2τ) – e´ dada por:






onde k e´ uma constante.
A partir da ana´lise da Eq. 2.2, percebe-se que e´ poss´ıvel controlar os valores obtidos na
bobina (e, consequentemente, o contraste final da imagem) ao se escolher adequadamente
os valores dos tempos de eco e de repetic¸a˜o durante o processo de aquisic¸a˜o das medidas.
Quando o operador do scanner escolhe um valor alto para TR, por exemplo, a influeˆncia
de T1 diminui, e da´-se uma maior importaˆncia a T2 no contraste final da imagem. Essa
abordagem poderia ser utilizada ao se avaliar dois tecidos com valores muito diferentes
de T2, de modo a garantir a correta diferenciac¸a˜o entre eles na imagem final. O mesmo
procedimento pode ser utilizado para diferenciar tecidos atrave´s de T1 ao se escolher
valores adequados para TR [11, 15].
A Eq. 2.2 traz a informac¸a˜o sobre a influeˆncia dos diferentes pontos sobre o valor total
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do sinal recebido na bobina. Pore´m, na˜o ha´ ainda a informac¸a˜o precisa sobre a posic¸a˜o
desses pontos, de modo a permitir localiza´-los na imagem. O mecanismo que permite
codificar espacialmente esses pontos e, posteriomente, formar a imagem sera´ explicado
na pro´xima sec¸a˜o.
2.1.1 Codificac¸a˜o espacial
A excitac¸a˜o dos tecidos atrave´s de um simples sinal de RF na˜o consegue discriminar
a contribuic¸a˜o dos diferentes pontos excitados, uma vez que a informac¸a˜o colhida na
bobina refere-se a todo o volume excitado. Para localizar as contribuic¸o˜es de cada ponto,
utilizam-se bobinas que ira˜o distorcer o campo magne´tico (B) ao longo da orientac¸a˜o
desejada. Essa distorc¸a˜o e´ conhecida como gradiente (G) e as bobinas do gradiente sa˜o
responsa´veis por emitirem esse sinal que se soma a B, cujo mo´dulo em uma posic¸a˜o r
pode ser dado por:
B(r) = B0 + r ·G. (2.3)
Consequentemente, o gradiente tambe´m altera a frequeˆncia na qual os pro´tons pre-
cessam e, dessa forma, pro´tons em diferentes posic¸o˜es ira˜o precessar a uma diferente taxa
dada por:
ω(r) = −γ(B0 + r ·G). (2.4)
Suponha que inicialmente aplica-se uma perturbac¸a˜o que varie linearmente ao longo
do eixo z (G = Gz zˆ), de modo que a componente Bz de B varie ao longo do corpo do
paciente, apresentando um valor ligeiramente menor que B0 na regia˜o do pe´ do paciente,
e maior na regia˜o da cabec¸a, por exemplo. Se, apo´s a aplicac¸a˜o do gradiente, for emitido
um sinal RF com um comprimento de banda que se encaixe dentro desse intervalo de
valores, apenas a regia˜o que precessa nessa faixa de frequeˆncias sera´ excitada (Eq. 2.4),
como pode se ver na Fig. 2.3. Ou seja, apenas uma fatia do volume sob efeito de B0 e´
selecionada e, para alterar essa regia˜o (seja em tamanho, ou para uma regia˜o diferente),
basta alterar a faixa de frequeˆncias do sinal RF emitido pelas bobinas.
Contudo, apenas uma componente de G na˜o e´ suficiente para que a informac¸a˜o no
interior da regia˜o excitada seja descrita precisamente. Para que a informac¸a˜o de cada pixel
possa ser diferenciada, e´ necessa´rio fazer uso das componentes Gx e Gy. Uma vez que a
fatia a ser analisada e´ selecionada, aplica-se um gradiente variando linearmente na direc¸a˜o
y por alguns instantes, de modo que os pro´tons excitados por um campo magne´tico mais
forte precessem a uma frequeˆncia maior. Apo´s a retirada desse gradiente, os pro´tons
que encontram-se numa mesma linha ira˜o precessar com uma mesma fase, enquanto
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Figura 2.3. Variac¸a˜o do mo´dulo de B e de ω0 ao se aplicar o gradiente variando
linearmente ao longo de algum dos eixos. Destaca-se tambe´m a regia˜o excitada apo´s
aplicar o sinal de RF limitado em banda.
que pro´tons de linhas diferentes estara˜o defasados, devido a` diferenc¸a na frequeˆncia de
precessa˜o imposta por Gy. Uma vez defasados, aplica-se o gradiente Gx que tambe´m
varia linearmente ao longo da direc¸a˜o x. Seguindo o racioc´ınio anterior, os pro´tons em
uma mesma coluna ira˜o precessar na mesma frequeˆncia, pore´m com diferentes fases.
Simultaneamente a` aplicac¸a˜o do gradiente ao longo da direc¸a˜o x, realiza-se a leitura das
medidas nas bobinas, uma vez que cada pro´ton apresenta diferentes fases e frequeˆncias de
precessa˜o [10,11,15]. A figura 2.4 apresenta um diagrama com a sequeˆncia dos gradientes
aplicados, relacionando-os aos intervalos em que ocorrem.
Figura 2.4. Diagrama que apresenta a sequeˆncia de gradientes aplicados para uma
sequeˆncia π2 − τ − π − τ .
A informac¸a˜o coletada nas bobinas corresponde, portanto, a` amostras de Mxy codi-
ficadas por frequeˆncia e fase, ou seja, sa˜o amostras da transformada espacial de Fourier
(2DFT, do ingleˆs Two-Dimensional Fourier Transform). Cada vez que a sequeˆncia de
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pulsos explicada anteriormente e´ aplicada, um conjunto dessas amostras e´ recebido pela
bobina. A posic¸a˜o dessas amostras no domı´nio da frequeˆncia (espac¸o-k para sinais bidi-







onde k(t) e´ definido como a frequeˆncia espacial da amostra coletada no instante de tempo
t.
E os valores das amostras da transformada bidimensional de Fourier de Mxy para





Contudo, o processo de aquisic¸a˜o dessas medidas para preencher a informac¸a˜o do
espac¸o-k da imagem na˜o depende apenas da emissa˜o de uma u´nica sequeˆncia de pulsos.
Ao amostrar em um grid retangular, por exemplo, utilizando trajeto´rias cartesianas,
cada linha corresponde a`s informac¸o˜es geradas apo´s uma sequeˆncia, e cada sequeˆncia tem
TR segundos de durac¸a˜o, em me´dia. Para uma imagem com 256 linhas, por exemplo, o
tempo total seria em torno de 256TR. Ale´m disso, existem limitac¸o˜es f´ısicas e te´cnicas que
impedem que o procedimento acontec¸a mais rapidamente, como limitac¸o˜es do hardware
para emitir e receber os pulsos [1, 10].
Apo´s a coleta das medidas de Mxy no espac¸o-k, e´ necessa´rio representar essa in-
formac¸a˜o no domı´nio de imagem, ou seja, reconstruir a imagem. A reconstruc¸a˜o da
imagem, pore´m, na˜o pode ser feita apenas utilizando a transformada inversa de Fourier
bidimensional porque, ale´m da quantidade restrita de medidas que podem ser obtidas,
a trajeto´ria utilizada ao se amostrar no espac¸o-k pode tornar esse me´todo invia´vel. Em
contrapartida, te´cnicas de reconstruc¸a˜o tradicionais – como a interpolac¸a˜o espectral e a
retroprojec¸a˜o filtrada – podem ser utilizadas para reconstruir a partir de diferentes tra-
jeto´rias (cartesiana, radial, espiral), mas tambe´m necessitam de uma quantidade mı´nima
de medidas para garantir a qualidade final da imagem reconstru´ıda [20].
A retroprojec¸a˜o filtrada e´ uma te´cnica de reconstruc¸a˜o de imagens muito utilizada
na tomografia computadorizada. Nessa te´cnica de imageamento, feixes de raio-X incidem
sobre o corpo analisado em diferentes angulac¸o˜es. No lado oposto, os feixes sa˜o recebidos
e descrevem um somato´rio das diferentes densidades do corpo naquele segmento, descrito
por um aˆngulo. Diversas incideˆncias sa˜o realizadas de modo a obter projec¸o˜es do objeto
para diferentes aˆngulos, e correspondem a` transformada de Radon do objeto [4, 5]. A
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te´cnica de retroprojec¸a˜o consiste em projetar cada uma das projec¸o˜es, na direc¸a˜o origi-
nalmente adquirida, sobre uma superf´ıcie e soma´-las ate´ que o objeto original possa ser
reconstru´ıdo. Quanto maior o nu´mero de projec¸o˜es obtidas em diferentes angulac¸o˜es,
mais eficiente e´ a reconstruc¸a˜o do objeto. Contudo, o resultado final ainda sera´ diferente
do original, pois da´-se muita importaˆncia a`s componentes de baixa frequeˆncia ao se re-
alizar a retroprojec¸a˜o. Dessa forma, aplica-se um filtro passa-altas antes de se realizar
a retroprojec¸a˜o de modo a obter um resultado mais pro´ximo ao original. Ainda assim,
para que haja uma reconstruc¸a˜o satisfato´ria, a quantidade de projec¸o˜es e´ alta [5].
Com base na quantidade mı´nima de medidas que as te´cnicas anteriores demandam,
viu-se a necessidade de se utilizar uma te´cnica que permitisse reconstruir a imagem de
MRI com uma boa qualidade a partir de um nu´mero significativamente menor de medidas.
Te´cnicas baseadas na correlac¸a˜o entre as informac¸o˜es nos domı´nios do espac¸o e do tempo,
e tambe´m na redundaˆncia da informac¸a˜o extra´ıda da imagem surgiram nos u´ltimos anos.
Contudo, neste trabalho, iremos utilizar a te´cnica conhecida como compressive sensing
que foi baseada nos trabalhos de [22,23].
2.2 Compressive Sensing
Com o aumento no tamanho dos dados nas u´ltimas de´cadas, viu-se a necessidade de criar
te´cnicas que permitissem a compressa˜o dos mesmos para que eles pudessem ser trans-
mitidos e armazenados mais eficientemente. Em geral, essas te´cnicas utilizam-se do fato
de que um sinal x pode ser representado em domı´nios apropriados com uma quantidade
menor de coeficientes, de modo a diminuir o tamanho dos dados a serem manipulados.
Contudo, essas te´cnicas necessitam que os N coeficientes do sinal original sejam comple-
tamente conhecidos, de modo a se aplicar uma transformac¸a˜o T que permita obter uma
representac¸a˜o de x com uma menor quantidade de coeficientes η << N relevantes para
sua representac¸a˜o no domı´nio escolhido. Mesmo assim, uma quantidade 2η de coeficientes
deve ser localizada e codificada antes de ser transmitida ou armazenada, para que seja
poss´ıvel reconstruir x, de acordo com os crite´rios de Nyquist [20, 23, 24, 26].
No caso espec´ıfico de MRI, contudo, as ℓ medidas que sa˜o obtidas pelo scanner
correspondem a alguns coeficientes de xˆ = Tx. Essas medidas sa˜o, em geral, em nu´mero
muito inferior ao que e´ necessa´rio para reconstruir o sinal x com uma qualidade aceita´vel
(ℓ < 2η), ja´ que obter uma quantidade 2η de medidas e´ extremamente custoso [20,21,26].
O compressive sensing foi desenvolvido para ser utilizado nesse tipo de contexto: uma
vez que o sinal pode ser comprimido, reconstruir esse sinal a partir de ℓ < 2η coeficientes,
onde ℓ sa˜o medidas de xˆ [22]. Ou seja, essa na˜o e´ uma te´cnica de compressa˜o como as
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mencionadas no para´grafo anterior, mas uma te´cnica que permite a reconstruc¸a˜o de x a
partir de ℓ medidas obtidas do domı´nio transformado.
Todas essas te´cnicas, pore´m, partem do princ´ıpio de que o sinal x possui uma re-
presentac¸a˜o esparsa xˆ em algum domı´nio, ou seja, xˆ e´ tambe´m um sinal de tamanho N ,
mas cujos coeficientes sa˜o, em sua maioria, nulos. O grau de esparsidade η de xˆ cor-
responde a` quantidade de elementos na˜o-nulos que ele possui. Como mencionado, essa
representac¸a˜o esparsa e´ obtida apo´s aplicar uma transformac¸a˜o (representada pela matriz
de transformac¸a˜o T) que deve ser invers´ıvel: x = T−1xˆ. A teoria de compressive sensing
garante, pore´m, que e´ poss´ıvel reconstruir com grande precisa˜o sinais que possuem re-
presentac¸a˜o esparsa em algum domı´nio utilizando apenas uma quantidade limitada ℓ de
medidas [20, 22–24]:
b =MT−1xˆ, (2.7)
onde bℓ×1 e´ o vetor de medidas e Mℓ×N e´ a matriz de medidas. Duas questo˜es devem ser
consideradas ao se resolver o problema exposto pela equac¸a˜o 2.7: o primeiro e´ a construc¸a˜o
de uma matriz de medidasM que na˜o prejudique a informac¸a˜o do sinal devido a` reduc¸a˜o
nas dimenso˜es (N → ℓ); o segundo consiste em elaborar algoritmos que permitam resolver
o sistema linear subdeterminado indicado por 2.7.
Uma condic¸a˜o necessa´ria e suficiente que a matriz de medidas deve satisfazer para
que exista uma soluc¸a˜o esta´vel ao se resolver o sistema linear da Eq. 2.7 e´ a propriedade
de isometria restrita [22,24,26]. Suponha um vetor v de dimensa˜o N com 3η coeficientes
na˜o-nulos e uma toleraˆncia ǫ > 0. A matriz M de medidas satisfaz essa propriedade com
respeito a T se, e somente se,
1− ǫ 6 ||MT
−1v||2
||v||2 6 1 + ǫ. (2.8)
Nota-se que a relac¸a˜o descrita por 2.8 impo˜e que a matriz MT−1 mantenha, com
uma toleraˆncia ǫ, a norma do vetor v com esparsidade 3η. Se essa relac¸a˜o e´ va´lida para o
vetor v, enta˜o e´ poss´ıvel reconstruir um vetor x com esparsidade η a partir das medidas
obtidas utilizando M. Ale´m disso, quanto menor o valor da toleraˆncia ǫ, mais esta´vel e´
a soluc¸a˜o encontrada.
Uma outra condic¸a˜o necessa´ria para uma reconstruc¸a˜o esta´vel de x e´ a incoereˆncia
entre as linhas deM e as colunas da matriz de transformac¸a˜o T [22,24,26]. A propriedade
de incoereˆncia diz que o Hermitiana das linhas deM na˜o podem ser esparsas no domı´nio
definido por T. Essa condic¸a˜o, pore´m, na˜o e´ suficiente para a reconstruc¸a˜o; sendo que a
condic¸a˜o suficiente para uma reconstruc¸a˜o esta´vel e´ a propriedade de isometria restrita.
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Apesar de essas duas condic¸o˜es condicionarem a construc¸a˜o da matriz M a` trans-
formada esparsificante utilizada, Cande`s e Tao [22] mostraram que uma matriz de medi-
das constru´ıda aleatoriamente com entradas independentes e identicamente distribu´ıdas
(i.i.d.) com distribuic¸a˜o Gaussiana satisfaz a propriedade de isometria restrita com uma
probabilidade muito alta, independentemente da transformada T escolhida. Dessa forma,





, onde k e´ uma constante, permite construir
uma matriz Mℓ×N com uma grande probabilidade de se encontrar uma soluc¸a˜o esta´vel
para o sistema linear 2.7 [24].
2.2.1 Algoritmos de Otimizac¸a˜o Nume´rica para Resolver Sistemas Lineares Sub-
determinados
Como mencionado na sec¸a˜o anterior, um outro fator complicador de se resolver o problema
de reconstruc¸a˜o a partir da teoria de compressive sensing e´ a resoluc¸a˜o do sistema linear
indicado por 2.7. Esse sistema e´ subdeterminado (ℓ << N) e, por isso, apresenta infinitas
soluc¸o˜es poss´ıveis. Uma vez obtidas as medidas b, a soluc¸a˜o para o problema consiste em
encontrar o xˆ mais esparso de modo a calcular a transformada inversa para, enta˜o, obter
x. Esse e´ um t´ıpico problema de minimizac¸a˜o de ℓ0, onde a ℓ0 corresponde a` quantidade
de coeficientes na˜o-nulos de um sinal [22–24,26,40]. No caso do sinal x com esparsidade η,
a ℓ0(x) = η. Para a resoluc¸a˜o de 2.7, podemos modelar esse problema como um problema
de otimizac¸a˜o nume´rica do tipo:
xˆ∗ = argmin||xˆ||0
s. a MT−1xˆ = b.
(2.9)
O problema de otimizac¸a˜o nume´rica mostrado em 2.9 possui uma grande probabili-
dade de reconstruir o sinal com a menor quantidade de medidas necessa´rias, se sua re-
soluc¸a˜o fosse via´vel. Contudo, a resoluc¸a˜o desse problema de otimizac¸a˜o e´ extremamente
insta´vel, uma vez que ele deve tentar exaustivamente todas as combinac¸o˜es C(N, ℓ) para
as posic¸o˜es dos coeficientes na˜o-nulos. Entre as classificac¸o˜es poss´ıveis dentro de com-
plexidade computacional, esse problema e´ classificado como NP-completo, de modo que
na˜o se sabe se o mesmo pode ser resolvido em tempo polinomial. Uma alternativa a` esse
me´todo de resoluc¸a˜o, e´ a minimizac¸a˜o da norma ℓ2:
xˆ∗ = argmin||xˆ||2
s. a MT−1xˆ = b,
(2.10)
que e´ um problema de otimizac¸a˜o convexa e possui soluc¸a˜o fechada da forma xˆ∗ =
(MT−1)T (MT−1(MT−1)T )−1b [44]. Essa abordagem, contudo, encontra a soluc¸a˜o de
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energia mı´nima o que forc¸a alguns coeficientes na˜o-nulos a se tornarem nulos no domı´nio
esparso. Essas descontinuidades no domı´nio esparso se refletem no espac¸o do sinal como
artefatos [24, 26, 40]. Apesar dessa abordagem apresentar uma soluc¸a˜o fechada, essa
soluc¸a˜o na˜o e´ a mais esparsa que procuramos.
Por outro lado, a minimizac¸a˜o da ℓ1 apresenta bons resultados quando aplicada a`
resoluc¸a˜o de problemas de compressive sensing :
xˆ∗ = argmin||xˆ||1
s. a MT−1xˆ = b.
(2.11)
Apesar de na˜o apresentar uma soluc¸a˜o fechada como 2.10, a minimizac¸a˜o da ℓ1 e´ tambe´m
um problema de otimizac¸a˜o convexa e pode ser resolvido por me´todos iterativos, como o
de pontos interiores. Esses me´todos, em geral, apresentam complexidade computacional
polinomial, diferentemente da minimizac¸a˜o da ℓ0, o que torna a sua resoluc¸a˜o fact´ıvel.
Ale´m disso, e´ poss´ıvel reconstruir o sinal a partir de uma quantidade pequena de medidas
ℓ com uma alta probabilidade utilizando a minimizac¸a˜o da ℓ1 [22–24, 26, 40]. Pore´m, a
reconstruc¸a˜o a partir da quantidade o´tima de medidas, ou seja, da menor quantidade de
medidas, so´ e´ possivel quando utiliza-se a minimizac¸a˜o por ℓ0.
Uma outra abordagem que visa aproximar a quantidade de medidas utilizadas da que
e´ obtida atrave´s da minimizac¸a˜o da ℓ0 e´ a minimizac¸a˜o da ℓp. A ℓp e´ uma generalizac¸a˜o
de ℓ1 e pode ser definida para um sinal y qualquer, de tamanho M , como sendo: ||y||pp =∑M
i=1 |yi|p [25, 26, 40]. Dessa forma, a reconstruc¸a˜o de x utilizando compressive sensing




s. a MT−1xˆ = b.
(2.12)
Ao se utilizar a minimizac¸a˜o da ℓp, e´ poss´ıvel diminuir a quantidade de medidas ℓ para
a reconstruc¸a˜o do sinal conforme se diminui o valor de p, que deve estar entre 0 < p 6 1,
sendo que p = 1 corresponde ao problema 2.11 ja´ mencionado. Ale´m disso, assim como no
problema 2.11, algoritmos iterativos sa˜o utilizados na resoluc¸a˜o e os mesmos garantem
que a complexidade computacional seja polinomial. Contudo, conforme o valor de p
aproxima-se de zero, a resoluc¸a˜o desses sistemas torna-se cada vez mais insta´vel [26].
Como o problema de reconstruc¸a˜o de imagens de ressonaˆncia magne´tica e´ tipicamente
subdeterminado, por causa da dificuldade em se obter uma quantidade suficiente de
medidas, a utilizac¸a˜o de compressive sensing nesse contexto torna-se uma alternativa. Isso
se deve tambe´m a`s caracter´ısticas das medidas que sa˜o obtidas: elas ja´ sa˜o espacialmente
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codificadas no domı´nio da frequeˆncia, e possuem uma representac¸a˜o esparsa em algum
domı´nio adequado [20, 21, 24, 26]. Dessa forma, ao se aplicar o compressive sensing na
resoluc¸a˜o do problema de reconstruc¸a˜o, utilizam-se as te´cnicas de otimizac¸a˜o nume´rica
mencionadas anteriormente para a resoluc¸a˜o do problema 2.7, onde x corresponde a`
imagem a ser reconstru´ıda num formato empilhado, b sa˜o as medidas obtidas pelo scanner
e T e´ a transformada de Fourier. Para o caso espec´ıfico de a transformada esparsificante
T ser a transformada de Fourier, a matriz de medidas M a ser utilizada na˜o precisa ser
uma matriz aleato´ria. Nesse caso, a matriz M pode corresponder a linhas da matriz
identidade de tamanho N ×N [26].
Como mencionado, os problemas de otimizac¸a˜o utilizados nos algoritmos de compres-
sive sensing devem ser solucionados a partir de me´todos iterativos que baseiam-se em
me´todos diretos (como o me´todo de eliminac¸a˜o de Gauss) ou em me´todos indiretos. Os
me´todos diretos sa˜o extremamente ra´pidos ao se resolver sistemas de pequeno porte, mas
tornam-se invia´veis quando o sistema a ser resolvido apresenta muitas varia´veis, por causa
da grande quantidade de memo´ria exigida para armazenar as matrizes utilizadas. Como
a reconstruc¸a˜o de imagens de ressonaˆncia magne´tica envolve a resoluc¸a˜o de sistemas de
grande porte, e´ necessa´rio utilizar me´todos indiretos ao resolveˆ-los [26, 45].
Uma forma de mostrar a superioridade das te´cnicas que baseiam-se em compressive
sensing com relac¸a˜o a` qualidade da imagem final obtida, quando aplicadas ao problema
de reconstruc¸a˜o de imagens e´ comparar o resultado final obtido com aqueles obtidos por
te´cnicas tradicionais, como a retroprojec¸a˜o filtrada. Realizando a reconstruc¸a˜o de um
fantoma de Shepp-Logan (Fig. 2.5), por exemplo, e´ poss´ıvel comparar o desempenho
dessas te´cnicas dado uma quantidade ℓ de medidas. Na Fig. 2.5b, as ℓ = 15 linhas
radiais, que foram retiradas a partir do espectro em frequeˆncia do fantoma, tambe´m
sa˜o mostradas. Essas linhas simulam as medidas obtidas pelo scanner atrave´s de uma
trajeto´ria radial e, a partir delas, o fantoma original vai ser reconstru´ıdo.
Com base nas medidas extra´ıdas da Fig. 2.5b, foi poss´ıvel reconstruir o fantoma ori-
ginal utilizando algumas te´cnicas diferentes. Os resultados sa˜o mostrados na Fig. 2.6.
A Fig. 2.6a corresponde a` reconstruc¸a˜o utilizando a transformada de Radon que e´ utili-
zada na retroprojec¸a˜o filtrada ao se recontruir imagens de tomografia ou de ressonaˆncia
magne´tica, quando a trajeto´ria de obtenc¸a˜o das medidas e´ a radial. As imagens em 2.6b, 2.6c
e 2.6d sa˜o o resultado da reconstruc¸a˜o utilizando compressive sensing a partir da mini-
mizac¸a˜o da ℓ2, ℓ1 e ℓp (p = 0, 1), respectivamente.
Percebe-se uma grande melhora na qualidade subjetiva das imagens geradas ao se
utilizar o compressive sensing quando a quantidade de medidas dispon´ıveis e´ pequena.
Mesmo utilizando a minimizac¸a˜o da norma ℓ2 (Fig. 2.6b), ja´ percebe-se uma qualidade
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(a) (b)
Figura 2.5. Em (a), fantoma de Shepp-Logan usado nas reconstruc¸o˜es e, em (b),
as ℓ = 15 linhas extra´ıdas do espac¸o-k para reconstru´ı-lo.
superior quando comparada com a retroprojec¸a˜o filtrada (Fig. 2.6a), apesar de ambas as
imagens apresentarem. Contudo, a maior semelhanc¸a com o fantoma original e´ percebido
nas imagens 2.6c e 2.6d, com a utilzac¸a˜o da minimizac¸a˜o da ℓ1 e da ℓp, respectivamente.
Entre elas, talvez na˜o se perceba a olho nu uma grande diferenc¸a na qualidade. Pore´m,
a relac¸a˜o sinal-erro (SER, do ingleˆs signal-to-error ratio) mostra que a reconstruc¸a˜o
utilizando o p = 0, 1 e´ superior (SERp=0,1 = 21, 3 dB) a` que utiliza o p = 1 (SERp=1 =
20, 2 dB). Para as reconstruc¸o˜es utilizando a transformada de Radon (retroprojec¸a˜o
filtrada) e a minimizac¸a˜o da ℓ2, o valor da relac¸a˜o sinal-erro encontrado foi de SERRadon =
1, 7 dB e SERℓ2 = 4, 5 dB, respectivamente. Esses valores corroboram a avaliac¸a˜o
subjetiva ao se analisar as imagens reconstru´ıdas da Fig. 2.6, onde essas duas te´cnicas
apresentam um desempenho bastante inferior a`s que utilizam o CS.
Portanto, dentre as te´cnicas apresentadas para resolver o problema da equac¸a˜o 2.7, o
compressive sensing utilizando a minimizac¸a˜o da ℓp, com p pro´ximo de zero, mostrou-se
a mais eficiente com relac¸a˜o a` qualidade – tanto subjetiva quanto objetiva – da ima-
gem reconstru´ıda, conforme previsto pela literatura. Ha´, pore´m, uma desvantagem ao se
utilizar o compressive sensing na reconstruc¸a˜o de imagens. Como e´ um me´todo que se
baseia na resoluc¸a˜o de um problema inverso subdeterminado, as te´cnicas de otimizac¸a˜o
nume´rica apresentadas anteriormente dependem de me´todos iterativos para encontrar a
soluc¸a˜o mais esparsa. Por esse motivo, leva-se mais tempo para reconstruir uma imagem
utilizando compressive sensing a partir da minimizac¸a˜o da ℓp quando comparado com as
te´cnicas que utilizam alguma forma de interpolac¸a˜o ou com a retroprojec¸a˜o filtrada. Ape-
sar dessa imperfeic¸a˜o, ao se utilizar o compressive sensing e´ poss´ıvel reconstruir imagens
com qualidade igual ou superior a` obtida pelas te´cnicas mais ra´pidas computacionalmente
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com uma quantidade muito inferior de medidas. Ou seja, ao se utilizar o compressive sen-
sing perde-se, em geral, no tempo de processamento (uma vez que este e´ maior quando
comparado aos outros casos), mas ganha-se no tempo necessa´rio para adquirir as medidas
(ja´ que elas sa˜o necessa´rias em menor quantidade).
2.2.2 Pre´-filtragem
Conforme mencionado nas sec¸o˜es anteriores, a transformada esparsificante T pode ser
arbitra´ria, desde que seja invers´ıvel e que satisfac¸a a propriedade da incoereˆncia com
relac¸a˜o a` matriz de medidasM [22,24,26]. No caso de imagens de ressonaˆncia magne´tica,
alguns domı´nios transformados ja´ sa˜o amplamente utilizados, como a transformada de
Fourier bidimensional, a transformada discreta do cosseno, representac¸o˜es no espac¸o de
wavelets, dentre outras. Uma outra opc¸a˜o e´ esparsificar a imagem atrave´s de operac¸o˜es
de diferenc¸as finitas, ou seja, subtrair linhas consecutivas ((i+ 1)− i) e, posteriormente,
as colunas, de modo a obter duas representac¸o˜es esparsas (uma para o resultado das
subtrac¸o˜es das linhas e outra para a das colunas), ou uma representac¸a˜o que possua
as duas informac¸o˜es (como um par ordenado complexo, por exemplo: A + jB, onde
A corresponde a` subtrac¸a˜o na vertical, e B na horizontal). O me´todo de reconstruc¸a˜o
tradicional para resolver esse problema e´ a minimizac¸a˜o da total variation (TV) [25,26]:
x∗ = argmin||Tx||TV
s. a Mx = b.
(2.13)
Considerando a operac¸a˜o de diferenc¸as finitas mencionada anteriormente, a TV de uma




A(i, j)2 +B(i, j)2. Portanto, a resoluc¸a˜o
atrave´s da Eq. 2.13 baseia-se no fato de que A(i, j)2 + B(i, j)2 resulta em uma repre-
sentac¸a˜o esparsa de x.
Miosso et al. [25, 26] mostraram que, ao se aplicar filtros adequados a`s medidas que
compo˜em o vetor b antes de se realizar a reconstruc¸a˜o utilizando compressive sensing, e´
poss´ıvel melhorar a relac¸a˜o sinal-ru´ıdo e o tempo de processamento quando comparado
com a minimizac¸a˜o da TV. Nessa abordagem, os filtros atuam apenas sobre as trajeto´rias
γ a partir das quais as medidas foram retiradas. Logo, a versa˜o filtrada de b, bfn, e´ obtida
como bfn = Hn•b, onde Hn e´ a representac¸a˜o na frequeˆncia do filtro hn, e • corresponde
a uma multiplicac¸a˜o ponto a ponto dos vetores ao longo da trajeto´ria mencionada (pontos















Os filtros h1 e h2 correspondem aos filtros usados na decomposic¸a˜o da wavelet de
Haar. Eles realizam a operac¸a˜o de diferenc¸as finitas na vertical e na horizontal, respec-
tivamente; enquanto que o filtro h3 realiza a mesma operac¸a˜o na diagonal. Na imple-
mentac¸a˜o proposta em [25], realiza-se a filtragem do vetor de medidas b utilizando cada
um dos filtros apresentados. A partir de cada versa˜o bfn filtrada, realiza-se a minimizac¸a˜o
da ℓp de xfn, conforme explicado na sec¸a˜o anterior. Obte´m-se, enta˜o, uma versa˜o recons-
tru´ıda para cada operac¸a˜o envolvendo um dos filtros de 2.14. Essa informac¸a˜o, contudo,
na˜o e´ suficiente para se obter a imagem original correta, uma vez que a informac¸a˜o de
baixa frequeˆncia do espectro foi desprezada ao se realizar a filtragem utilizando tais fil-
tros. Dessa forma, e´ necessa´rio adicionar informac¸o˜es provenientes do vetor de medidas
b para se realizar a composic¸a˜o da imagem e, posteriormente, aplicar a transformada
inversa sobre essa composic¸a˜o para se obter x. O esquema que elucida essa descric¸a˜o
para uma quantidade n = 3 de filtros e´ apresentado na Fig. 2.7.
A combinac¸a˜o de filtros mostradas em 2.7 e´, contudo, apenas uma das combinac¸o˜es
poss´ıveis a ser aplicada aos sinais a serem reconstru´ıdos [45]. O objetivo ao se filtrar o
vetor de medidas b e´ esparsificar o sinal, uma vez que a te´cnica de compressive sensing
e´ tanto mais eficiente quanto mais esparso e´ o sinal a ser reconstru´ıdo [22, 26]. Por
esse motivo, e´ poss´ıvel que diferentes combinac¸o˜es de filtros aplicados ao sinal tornem o
me´todo de pre´-filtragem ainda mais eficiente. Uma outra vantagem dessa te´cnica, e´ o fato
de ser extremamente paraleliza´vel, ou seja, na˜o e´ necessa´rio realizar todas as filtragens
serialmente. Assim, a quantidade de filtros utilizada torna-se irrelevante, desde que seja
via´vel realizar as operac¸o˜es referentes a cada um de forma paralela.
2.3 Compressive Sensing e Informac¸a˜o a Priori
Conforme apresentado na sec¸a˜o 2.2, a te´cnica de compressive sensing permite a recons-
truc¸a˜o de um sinal x que possua uma representac¸a˜o esparsa xˆ, a partir de uma quantidade
de medidas ℓ que depende da esparsidade η de xˆ. De modo a resolver esse problema de
reconstruc¸a˜o, te´cnicas de otimizac¸a˜o, como as apresentadas na sec¸a˜o 2.2.1, sa˜o utiliza-
das, sendo que a minimizac¸a˜o da ℓp e´ a que apresenta melhores resultados com relac¸a˜o
a` qualidade objetiva e subjetiva da imagem. Como o grau de esparsidade η influencia
diretamente no desempenho dos algoritmos baseados na teoria de CS, a te´cnica de pre´-
filtragem foi apresentada na sec¸a˜o 2.2.2, uma vez que ela permite a reconstruc¸a˜o de sinais
filtrados e, consequentemente, mais esparsos de x.
Uma outra abordagem que permite melhorar os resultados das te´cnicas que se baseiam
em CS e´ a utilizac¸a˜o de informac¸a˜o a priori, ou seja, de um conjunto de informac¸o˜es a
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respeito da representac¸a˜o esparsa xˆ que permita melhorar tanto a qualidade do sinal
reconstru´ıdo, quanto diminuir a quantidade de medidas ℓ necessa´rias para realizar a
reconstruc¸a˜o [26,27]. Essa informac¸a˜o pode vir em diversas formas, como em formulac¸o˜es
estat´ısticas sobre o sinal esparso [30–37], ou ate´ mesmo a indicac¸a˜o da localizac¸a˜o dos
pontos na˜o-nulos de xˆ [26,28,29,38–40]. Dessa forma, irei explicar melhor como funciona
a abordagem proposta por Miosso et al. em [26, 40] para a utilizac¸a˜o de informac¸a˜o a
priori na reconstruc¸a˜o de sinais nesta sec¸a˜o.
2.3.1 Informac¸a˜o a priori aplicada ao algoritmo de minimizac¸a˜o da ℓp
Em seu trabalho, Miosso et al. apresentam um algoritmo que minimiza a ℓp de xˆ, mas com
uma formulac¸a˜o diferente daquela mostrada na Eq. 2.12, de modo a incluir a informac¸a˜o
que pertence ao suporte do sinal esparso no processo iterativo. O suporte Φ do sinal
esparso xˆ sa˜o os pontos xˆk na˜o-nulos, ou seja,
xˆk 6= 0 ∀ k ∈ Φ. (2.15)







s. a MT−1xˆ = b.
(2.16)
O problema descrito pela Eq. 2.12 e´ uma extensa˜o da minimizac¸a˜o da ℓ1, descrito na
equac¸a˜o 2.11, cujo objetivo e´ encontrar o vetor xˆ com o maior nu´mero de componentes
nulos. Por esse motivo, a descric¸a˜o do problema com informac¸a˜o a priori na Eq. 2.16 e´
poss´ıvel: ao inve´s de encontrar o vetor mais esparso analisando todo o comprimento N ,
o algoritmo agora minimiza apenas as posic¸o˜es que na˜o pertencem ao suporte Φ. Dessa
forma, a soluc¸a˜o da Eq. 2.16 tenta encontrar a soluc¸a˜o mais esparsa fora de Φ, uma vez
que a informac¸a˜o nessa regia˜o e´, a princ´ıpio, na˜o-nula.
O me´todo utilizado por Miosso et al. para a resoluc¸a˜o do problema de reconstruc¸a˜o
indicado pela Eq. 2.16 foi o algoritmo de mı´nimos quadrados iterativos reponderados
(IRLS, do ingleˆs iterative reweighted least squares) [26,40,46]. Esse e´ um me´todo iterativo
para a resoluc¸a˜o de problemas de otimizac¸a˜o nume´rica, como o descrito pela Eq. 2.16,
onde a func¸a˜o objetiva a ser otimizada e´ alterada a cada iterac¸a˜o de modo a atingir a
func¸a˜o objetiva que vai ser, de fato, solucionada. Ao utilizar esse me´todo para solucionar












s. a MT−1xˆ = b,
(2.17)







k de 2.17 se aproxime da func¸a˜o
∑N
k=1 |xˆk|p do problema 2.16,
o que e´ poss´ıvel ao se fazer com que wk se aproxime do valor de xk a cada iterac¸a˜o, ou
seja, w(m) = |xˆ(m−1)|, onde w(m) e´ o vetor de pesos na m-e´sima iterac¸a˜o. Conforme o
algoritmo converge para o resultado da otimizac¸a˜o, o valor de xˆ(m−1) sera´ suficientemente
pro´ximo ao de xˆ(m) e, consequentemente, as duas func¸o˜es objetivas tambe´m o sera˜o, dada
uma certa toleraˆncia.
Ao incluir a informac¸a˜o de suporte da imagem no problema de otimizac¸a˜o descrito









s. a MT−1xˆ = b,
(2.18)
ou seja, deve-se resolver o problema iterativamente ate´ que, ao convergir, wp−2k xˆ
2
k seja
suficientemente pro´ximo de |xk|p ∀ k /∈ Φ. Para que isso ocorra, e´ necessa´rio alocar
valores adequados para o vetor de pesos w a cada iterac¸a˜o m:
w(m) =
{
|xˆ(m−1)k |, se k /∈ Φ
τ |xˆ(m−1)k |, caso contra´rio.
(2.19)
Como o que nos interessa e´ que os coeficientes que na˜o pertencem ao suporte Φ
sejam minimizados, o ideal e´ que o termo τ p−2|xˆ(m−1)k | seja o mais pro´ximo de zero.
Portanto, o valor de τ p−2 deve ser pequeno de modo a fazer com que esse termo se anule
no procedimento iterativo, de modo a encontrar a soluc¸a˜o mais esparsa fora de Φ. Ao
utilizar os valores para w indicados em 2.19 no problema descrito pela Eq. 2.18, percebe-
se que ele se resume a` minimizac¸a˜o de uma func¸a˜o quadra´tica, cuja soluc¸a˜o possui uma
forma fechada do tipo:
xˆ(m) = Q(m)(MT−1)T (MT−1Q(m)(MT−1)T )−1b, (2.20)







|xˆ(m−1)k |2−p, se k /∈ Φ
τ p−2|xˆ(m−1)k |2−p, caso contra´rio.
(2.21)
Para garantir que o termo τ p−2|xˆ(m−1)k |2−p na˜o se anule, o algoritmo proposto por
Miosso et al. soma a ele um termo de regularizac¸a˜o µ 6= 0. Ale´m disso, apresenta-se um
estudo da variac¸a˜o do valor de τ p−2 na qualidade e no tempo de reconstruc¸a˜o final.
Miosso et al. comprovaram em [26,40], atrave´s de testes sistema´ticos, que a utilizac¸a˜o
da informac¸a˜o a priori na reconstruc¸a˜o de sinais melhora a qualidade objetiva dos sinais
reconstru´ıdos ao fazer uso de uma menor quantidade de medidas ℓ e de um menor tempo
computacional, quando comparado a` na˜o utilizac¸a˜o de nenhum tipo de informac¸a˜o sobre
a regia˜o de suporte de xˆ. Ale´m disso, tambe´m foi mostrado que, mesmo que parte
dessa informac¸a˜o esteja incorreta, o algoritmo de reconstruc¸a˜o supera as te´cnicas que
utilizam apenas o compressive sensing ; desde que se fornec¸a mais informac¸a˜o correta do
que incorreta. Apesar de ser um avanc¸o, esse modelo na˜o permite indicar a possibilidade
do ponto pertencer ou na˜o a Φ, deixando para o algoritmo iterativo a responsabilidade
de avaliar se o ponto xˆk – que supostamente pertence a Φ – e´, de fato, na˜o-nulo.
2.3.2 Informac¸a˜o a priori e pre´-filtragem
Uma vez formulado o algoritmo para a utilizac¸a˜o de informac¸a˜o a priori que utilizaremos
neste trabalho, apresento agora a incorporac¸a˜o desse me´todo a` pre´-filtragem apresentada
na sec¸a˜o 2.2.2. Como mencionado anteriormente, a pre´-filtragem proposta em [25] tem
como objetivo esparsificar o sinal a ser reconstru´ıdo e, dessa forma, tornar o me´todo
de compressive sensing ainda mais efetivo, com a necessidade de um nu´mero menor de
medidas. Dessa forma, para diminuir ainda mais a quantidade de medidas necessa´rias,
basta incluir a informac¸a˜o sobre o suporte de xˆ ao algoritmo de pre´-filtragem, uma vez
que o mesmo tambe´m usa o me´todo IRLS para resolver os problemas de otimizac¸a˜o
inerentes.
Alguns cuidados, pore´m, devem ser tomados ao utilizar ambas as abordagens men-
cionadas. Ao se filtrar o sinal a ser reconstru´ıdo utilizando n filtros esparsificantes, sa˜o
criadas n verso˜es filtradas e esparsificadas desse sinal que sera˜o individualmente recons-
tru´ıdas. A regia˜o de suporte Φn de cada um desses sinais na˜o e´, necessariamente, a
mesma e, de fato, na˜o deve ser; pois o objetivo de se aplicar diferentes filtros esparsifi-
cantes e´ que cada sinal esparsificado seja uma representac¸a˜o esparsa diferente do sinal a
ser reconstru´ıdo. Portanto, para cada filtragem realizada deve-se fornecer os pontos do
suporte Φn correspondentes, como esquematizado na Fig. 2.8.
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Miosso et al. mostram em [26] a aplicac¸a˜o desse me´todo em imagens de ressonaˆncia
magne´tica funcionais utilizando os treˆs filtros descritos na Fig. 2.14 e informac¸a˜o a pri-
ori obtidas por frames pre´vios ao reconstru´ıdo; ale´m de implementar a reconstruc¸a˜o de
imagens comuns deMR. Ao se recontruir frames de fMRI, constatou-se que a maior quan-
tidade de medidas usadas como informac¸a˜o a priori garantia a pertineˆncia dos pontos a`
regia˜o de suporte, ou seja, uma menor quantidade de informac¸a˜o incorreta era utilizada
na reconstruc¸a˜o do frame. Esse aspecto talvez possa ser melhorado ao se modelar a




Figura 2.6. Fantomas de Shepp-Logan reconstru´ıdos a partir das medidas obtidas
do espectro em frequeˆncia da imagem original indicada na Fig. 2.5. Em a), mostra-
se a imagem obtida utilizando retroprojec¸a˜o filtrada (SERRadon = 1, 7 dB). Em b),
c) e d), sa˜o mostradas as imagens obtidas utilizando compressive sensing a partir
da minimizac¸a˜o da ℓ2, ℓ1 e ℓp (p = 0, 1), respectivamente, cujos respectivos valores
de SER sa˜o SERℓ2 = 4, 5 dB, SERp=1 = 20, 2 dB e SERp=0,1 = 21, 3 dB.
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Figura 2.7. Diagrama que esquematiza o procedimento de pre´-filtragem utili-
zando os treˆs filtros mostrados em 2.14, seguido da minimizac¸a˜o da ℓp de xfn e a
composic¸a˜o da imagem final. O diagrama foi modificado de [25].
Figura 2.8. Diagrama que esquematiza o procedimento de pre´-filtragem utili-
zando n filtros com informac¸a˜o a priori, seguido da minimizac¸a˜o da ℓp de xfn e a
composic¸a˜o da imagem final. O diagrama foi modificado de [25].
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Nesta sec¸a˜o, irei apresentar uma descric¸a˜o dos algoritmos que ate´ agora foram imple-
mentados. Tais algoritmos utilizam como base os co´digos ja´ existentes que realizam a
reconstruc¸a˜o de sinais utilizando compressive sensing com minimizac¸a˜o da ℓp. Quando
esses sinais eram imagens, o me´todo de pre´-filtragem descrito na sec¸a˜o 2.2.2 foi aplicado
como transformada esparsificante. O que e´ proposto a seguir, e´ uma forma de alterar os
pesos que representavam a informac¸a˜o a priori nos algoritmos anteriormente propostos.
Ao inve´s de fornecer aos algoritmos pesos baseados apenas na localizac¸a˜o da informac¸a˜o
de suporte da imagem esparsificada, forneceremos pesos baseados em poss´ıveis posic¸o˜es
que essa informac¸a˜o pode apresentar. Uma explicac¸a˜o mais detalhada e´ dada nas sec¸o˜es
a seguir.
Ale´m disso, os experimentos realizados com os diferentes tipos de sinais sera˜o de-
talhados de forma a deixar claro os mecanismos de validac¸a˜o dos resultados que foram
utilizados. Apresentam-se as me´tricas que foram utilizadas para avaliar o desempenho
dos sistemas propostos, e as comparac¸o˜es com os sistemas ja´ existentes que foram consi-
derados relevantes.
3.1.1 Modelagem estat´ıstica da informac¸a˜o a priori
A abordagem proposta por Miosso et al. em [40] propo˜e que o algoritmo de reconstruc¸a˜o
utilize informac¸o˜es sobre a localizac¸a˜o de pontos na˜o-nulos na representac¸a˜o esparsa xˆ.
Foi mostrado que isso permite na˜o so´ aumentar a qualidade objetiva do sinal reconstru´ıdo,
como tambe´m diminuir a quantidade de medidas ℓ necessa´rias para a reconstruc¸a˜o. Nessa
proposta, esses pontos xˆk 6= 0 ∈ Φ, onde Φ e´ a regia˜o de suporte da imagem, sa˜o divididos
por uma constante τ durante o processo iterativo que resolve o sistema linear proposto.
O valor de τ na˜o pode ser nulo, mas deve ser menor que um para que o ponto a ser
analisado seja diferenciado dos demais que na˜o pertencem a Φ.
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Contudo, a informac¸a˜o da localizac¸a˜o de um xˆk ∈ Φ nem sempre e´ correta, sendo
que essa localizac¸a˜o pode estar equivocada. Nesse mesmo trabalho, Miosso mostrou
que, mesmo que existam algumas informac¸o˜es incorretas, o algoritmo reconstro´i o sinal
satisfatoriamente desde que sejam fornecidas mais informac¸o˜es corretas do que incorretas.
Dessa forma, propomos que os valores de τ sejam calculados com base na probabilidade da
informac¸a˜o em uma determinada posic¸a˜o pertencer a` regia˜o de suporte Φ. Inicialmente,
o problema foi formulado para sinais de uma dimensa˜o e, em seguida, estendido para
sinais de duas dimenso˜es.
3.1.1.1 Sinais Unidimensionais
Antes de realizar a implementac¸a˜o da abordagem proposta em sinais de domı´nio bidi-
mensional, aplicamos a mesma em sinais de domı´nio unidimensional devido a` menor
complexidade ao se trabalhar com esses sinais. Como mencionado anteriormente, o obje-
tivo inicial e´ modelar estatisticamente os pontos de xˆ nos quais existe uma probabilidade
de a informac¸a˜o ser na˜o-nula. Ou seja, devemos construir uma func¸a˜o de densidade de
probabilidade em torno de um ponto xˆi, que apresenta uma probabilidade p de pertencer
a Φ.
Inicialmente, de modo a avaliar esse sistema proposto em comparac¸a˜o aos ja´ existen-
tes, geramos η pontos na˜o-nulos dentro de um intervalo de tamanho N (Fig. 3.1a), que
ira´ depois ser usado para gerar um sinal esparso xˆ. De modo a simplificar esse primeiro
modelo, a func¸a˜o de densidade de probabilidades da distribuic¸a˜o Normal (Eq. 3.1) foi
utilizada para descrever o poss´ıvel comportamento em torno de xˆi. Para cada xˆi, com
i = 1, 2, · · · η, calcula-se uma dessas curvas sobre o comprimento de xˆ – ou seja, sobre
um vetor z = 1, 2, · · ·N –, centrada em cada um desses pontos (µi = xˆi) e com um valor
de variaˆncia (σ2) inicialmente arbitra´rio. Um exemplo dessas curvas pode ser visto na
Fig. 3.1b.










onde n = 1, 2, · · ·N e i = 1, 2, · · · η.
Esses η sinais precisam, enta˜o, ser combinados de forma a gerar um u´nico sinal P
que descreva o comportamento de todos os pontos de suporte xˆi. E´ necessa´rio levar
em considerac¸a˜o, contudo, que agora na˜o existem apenas η pontos na˜o-nulos, mas um
espalhamento em torno de cada xˆi que gera uma quantidade maior de pontos na˜o-nulos.
Esses pontos representam a probabilidade de xˆi se deslocar em torno de seu ponto central,
o que pode ser visto na Fig. 3.1b. Logo, caso existam dois pontos xˆi e xˆi+1 muito




Figura 3.1. Func¸o˜es de probabilidade pi a partir dos pontos xˆi que pertencem ao
suporte Φ. Em (a), as posic¸o˜es no suporte da representac¸a˜o esparsa de um sinal de
dimensa˜o N = 128, com esparsidade η = 10; (b) espalhamentos gerados em torno de
cada posic¸a˜o k ao se utilizar a func¸a˜o de densidade de probabilidade da distribuic¸a˜o
normal, com variaˆncia σ2 = 5 e segundo 3.1.
de sobreposic¸a˜o k do sinal P, a probabilidade resultante de que k seja na˜o-nulo e´ dada
por: pr(k) = 1 − (1 − pi(k))(1 − pi+1(k)). Ao estender esse ca´lculo de probabilidades
para todos os pi sinais, e´ poss´ıvel encontrar todos os elementos que compo˜em o sinal P,





A Eq. 3.2, portanto, calcula a probabilidade de cada ponto k ser um ponto da regia˜o
de suporte do sinal a ser reconstru´ıdo. Um exemplo dessa func¸a˜o P pode ser visto na
Fig. 3.2. Nessa figura, a func¸a˜o P para os pontos de suporte apresentados na Fig. 3.1 e´
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calculada e apresentada. E´ poss´ıvel perceber que as sobreposic¸o˜es interferem nos valores
de probabilidade calculados, o que tambe´m ira´ interferir no sinal esparso xˆ gerado.
Figura 3.2. Func¸a˜o de probabilidade P obtida ao se utilizar a equac¸a˜o 3.2 a`s
func¸o˜es mostradas na Fig. 3.1(b).
Uma vez que a func¸a˜o de probabilidades P e´ calculada, e´ poss´ıvel utiliza´-la como
informac¸a˜o a priori ao se reconstruir o sinal x. Para tanto, utilizei o algoritmo proposto
por Miosso et al. em [40] com algumas alterac¸o˜es. Em sua abordagem original, Miosso
et al. utiliza o algoritmo IRLS para resolver os problemas de otimizac¸a˜o inerentes a` te´cnica
de compressive sensing. Conforme explicado anteriormente, esse algoritmo permite a
utilizac¸a˜o de pesos na func¸a˜o objetiva a ser minimizada, que podem ser modificados a
cada iterac¸a˜o (como o problema da Eq. 2.18). Nesse algoritmo, o peso aplicado a uma
certa posic¸a˜o depende da pertineˆncia desse ponto a` regia˜o de suporte Φ. Dessa forma, a
constante τ p−2 pode assumir apenas dois valores:
τ p−2 =
{
1, se k /∈ Φ
0, 1, caso contra´rio.
(3.3)
De acordo com os poss´ıveis valores apresentados na Eq. 3.3, o algoritmo recebe um
vetor de tamanho N onde a maioria de seus coeficientes e´ unita´ria, enquanto que as
posic¸o˜es indicadas pelo usua´rio como pertencentes ao suporte Φ apresentam um valor
menor que 1 nesse mesmo vetor.
Se considerarmos que a func¸a˜o P calculada pela Eq. 3.2 representa a probabilidade de
uma certa posic¸a˜o pertencer ou na˜o a` regia˜o de suporte, e´ poss´ıvel utilizar um vetor que
possua mais informac¸o˜es a respeito das poss´ıveis posic¸o˜es de suporte. Com base nesse
racioc´ınio, utilizamos como ponderac¸a˜o o mapeamento de τ p−2 com base na func¸a˜o de
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probabilidade calculada P, da seguinte forma:
τ p−2(k) = m(P(k)−Pmin) + 1, (3.4)
onde m = 0,1−1
Pmax−Pmin
. Dessa forma, o vetor de pesos a ser aplicado no algoritmo iterativo
abrange maiores possibilidades com relac¸a˜o a` posic¸a˜o dos pontos de suporte da imagem
esparsa. O mapeamento escolhido para os testes iniciais foi o linearmente proporcional
descrito na Eq. 3.4. Como na˜o havia estudados que relacionassem o valor de τ ao tipo de
distribuic¸a˜o probabil´ıstica adequada, decidimos utilizar um ca´lculo de proporcionalidade
mais simples e que se aplica a diversos outros contextos.
Uma observac¸a˜o interessante a ser realizada e´ o fato de que o valor mı´nimo de τ p−2
na˜o precisa ser, necessariamente, 0, 1. Desde que esse valor esteja no intervalo entre 0 e
1, o algoritmo funciona corretamente. Contudo, em [40], Miosso et al. apresentam um
estudo da alterac¸a˜o desse valor mı´nimo no qual o melhor desempenho – tanto com relac¸a˜o
a` relac¸a˜o sinal-erro quanto com relac¸a˜o a tempo de processamento – e´ atingido quando
τ p−2 esta´ na faixa de 0, 1 e 0, 2.
Outra observac¸a˜o a ser feita e´ o fato de a func¸a˜o P manter uma certa esparsidade
ao avaliar a possibilidade da pertineˆncia dos pontos do sinal a` regia˜o de suporte. Como
mencionado anteriormente, o compressive sensing apresenta maior eficieˆncia quando o
sinal a ser reconstru´ıdo possui uma alta esparsidade. Isso justifica a utilizac¸a˜o, para essa
modelagem em sinais de domı´nio unidimensional, de valores pequenos para a entrada de
variaˆncia σ2, uma vez que isso garante um menor espalhamento em torno do ponto xˆi.
3.1.1.2 Sinais de Dom´ınio Bidimensional
Antes de aplicar o algoritmo proposto em imagens de fantomas e em imagens reais de
MR, o mesmo foi testado em imagens com esparsidade obtida artificialmente e de forma
aleato´ria. Como no caso de sinais de domı´nio unidimensional, devemos gerar um sinal
com esparsidade η que apresente espalhamentos em torno do pontos xˆi (i = 1, 2, · · · η),
pertencentes a` regia˜o de suporte Φ. Nesse caso, contudo, devemos levar em considerac¸a˜o
que o espalhamento na˜o ocorre apenas em uma direc¸a˜o, como mostrado na Fig. 3.2, mas
o mesmo pode ocorrer em qualquer direc¸a˜o centrado em xˆi. Para tanto, e´ necessa´rio
que sejam definidas dois valores de variaˆncia, uma para o eixo vertical e outro para o
eixo horizontal. Supomos que as varia´veis horizontais e verticais sa˜o independentes e,
portanto, a covariaˆncia entre os eixos foi considerada nula.
De modo ana´logo ao procedimento descrito na sec¸a˜o anterior, um sinal de domı´nio
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bidimensional t × t foi gerado, com um tamanho vetorizado N = t2, que apresenta η
posic¸o˜es na˜o-nulas. O espalhamento em torno de cada ponto xˆi foi calculado utilizando
uma distribuic¸a˜o Normal bivariada a partir da Eq. 3.5, que utiliza os comprimentos de
cada eixo como as duas varia´veis de entrada, ou seja, s = [(1, 2, · · · t) (1, 2, · · · t)].










onde a matriz µi corresponde a`s coordenadas da posic¸a˜o xˆi, e a matriz Σ e´ a matriz
de covariaˆncia, onde a diagonal principal corresponde a` variaˆncia de cada varia´vel, e
os demais elementos correspondem aos valores de covariaˆncia que aqui sa˜o considerados
nulos.
Um espalhamento pi e´ calculado para cada posic¸a˜o xˆi e, a partir de 3.2, a distribuic¸a˜o
P da imagem e´ calculada. Um exemplo para uma imagem de tamanho 64×64 (N = 4096)
e´ apresentado na figura 3.3.
(a) (b) (c)
(d)
Figura 3.3. Func¸a˜o de probabilidade P para uma imagem de tamanho 64 × 64.
Em (a), os xˆi pontos de suporte (η = 10); em (b), a func¸a˜o de probabilidade P
calculada a partir dos pontos mostrados em (a); ja´ em (c), e´ poss´ıvel ver a func¸a˜o P
em um esquema de cores, que tambe´m pode ser visto por uma visa˜o tridimensional







3.1.1.3 Imagens de Fantomas
Imagens de fantomas de Shepp-Logan (Fig. 2.5(a)) sa˜o geralmente utilizadas em testes
para verificar o desempenho de algoritmos de reconstruc¸a˜o de imagens de MR pois eles
se assemelham a` algumas estruturas encontradas em imagens de MR do craˆnio. Iremos,
portanto, aplicar o que foi desenvolvido para imagens nesses fantomas de modo a avaliar
as imagens reconstru´ıdas e compara´-las com outros me´todos.
Dessa forma, iremos aplicar a` representac¸a˜o esparsa xˆ do fantoma x os algoritmos
mencionados na sec¸a˜o anterior, de modo a calcular a distribuic¸a˜o de probabilidade P
referente a xˆ, com uma variaˆncia inicialmente arbitra´ria. Para esparsificar a imagem,
o me´todo de pre´-filtragem – com os treˆs filtros definidos pela Eq. 2.14 – sera´ aplicado
a` imagem, ou seja, teremos treˆs representac¸o˜es esparsas de xˆ. Assim sendo, para cada
representac¸a˜o esparsa xˆn, iremos encontrar uma func¸a˜o de probabilidade Pn que sera´
utilizada como informac¸a˜o a priori no me´todo de reconstruc¸a˜o. A func¸a˜o Pn e´ calculada
como no caso de sinais de domı´nio bidimensional: uma distribuic¸a˜o normal bivariada (pi,
calculada com base na Eq. 3.5) e´ associada a cada ponto na˜o-nulo xˆi; a func¸a˜o Pn e´ enta˜o
calculada com base na Eq. 3.2. A func¸a˜o Pn apo´s a aplicac¸a˜o de cada um dos filtros
sobre o fantoma de Shepp-Logan e´ mostrado na Fig. 3.4, assim como cada representac¸a˜o
esparsa apo´s a filtragem.
3.1.1.4 Imagens Reais de MRI
No caso de imagens reais de MRI, o procedimento para a obtenc¸a˜o da func¸a˜o de espa-
lhamento P e´ similar ao utilizado para as imagens de fantomas de Shepp-Logan. Ou
seja, utiliza-se a pre´-filtragem (cujos filtros esta˜o esquematizados na Eq. 2.14) para obter
treˆs representac¸o˜es esparsas da imagem original xˆ. Para cada representac¸a˜o esparsa xˆn,
calcula-se uma func¸a˜o de espalhamento Pn utilizando a func¸a˜o Normal bivariada centrada
nos pontos na˜o-nulos xˆi da representac¸a˜o esparsa correspondente.
A imagem utilizada nas simulac¸o˜es e mostrada em 3.5 corresponde a um corte trans-
versal da regia˜o craniana de um ser humano. Ela possui uma dimensa˜o de 512 × 512 e
foi obtida do banco de dados BIRN (Biomedics Informatics Research Network) [47]. As
verso˜es filtradas dessa imagem e as func¸o˜es de espalhamento Pn calculadas correspon-
dentes sa˜o mostradas em 3.6. Vale ressaltar que na Fig. 3.6, mostra-se o equivalente a




Figura 3.4. Func¸a˜o de probabilidade P para as verso˜es filtradas de um fantoma
de Shepp-Logan de tamanho 256 × 256. De (a) – (c), sa˜o mostradas as verso˜es
filtradas do fantoma apo´s a aplicac¸a˜o dos filtros descritos pela Eq. 2.14; a partir
dessas verso˜es esparsas, calculam-se as func¸o˜es P correspondentes mostradas de (d)
– (f)







3.2.1 Sinais de Dom´ınio Unidimensional
De modo a avaliar o desempenho do algoritmo que gera o espalhamento da regia˜o de su-
porte em sinais de domı´nio unidimensional, conforme descrito na subsec¸a˜o 3.1.1.1, alguns
experimentos foram realizados. O objetivo desse experimento e´ comparar os resultados
de reconstruc¸a˜o obtidos utilizando a abordagem estoca´stica com os me´todos de recons-
truc¸a˜o utilizando compressive sensing propostos por Miosso et al. em [25] e [40], quando
aplicados a sinais de domı´nio unidimensional para, em seguida, avaliar a aplicac¸a˜o do
mesmo me´todo a sinais de domı´nio bidimensional e imagens de MR. Nesse primeiro ex-
perimento, a pre´-filtragem proposta em [25] na˜o foi utilizada, mas a minimizac¸a˜o por ℓp
foi a escolhida em ambos os casos (com e sem informac¸a˜o a priori).
O experimento consiste em gerar sinais esparsos xˆ de tamanho N = 1024 com η =
50 posic¸o˜es na˜o-nulas (Φo). Inicialmente, gera-se um sinal de tamanho N no qual sa˜o
alocados os η pontos aleatoriamente. Com base nessas posic¸o˜es, gera-se o espalhamento
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Figura 3.5. Corte transversal do craˆnio obtido do bando de dados BIRN. A
imagem possui dimensa˜o 512× 512.
centrado em cada um desses pontos como explicado na sec¸a˜o 3.1.1.1 e mostrado nas
Fig. 3.1 e 3.2. Com base na func¸a˜o de probabilidade P encontrada, calcula-se o sinal
esparso xˆ da seguinte forma: gera-se um valor aleato´rio ρk entre 0 e 1; ρk e´ comparado ao
valor que a func¸a˜o P apresenta na posic¸a˜o k; se ρk < P(k), enta˜o xˆ(k) apresenta um valor
aleato´rio; caso contra´rio, xˆ(k) = 0. No ponto k+1, um novo valor aleato´rio ρk+1 e´ gerado
e comparado ao valor de P(k+1), de modo a atribuir a xˆk+1 um valor nulo ou na˜o-nulo.
Isso se repete ao longo de todo o comprimento do sinal e ate´ que xˆ apresente η pontos
na˜o-esparsos (Φn). A partir do sinal xˆ contru´ıdo, encontra-se um sinal x utilizando um
par de matrizes de transformac¸a˜o T e T−1 aleato´rias.
A Fig. 3.7 ilustra esse experimento para o sinal de tamanho N = 128 com o suporte
Φo mostrado anteriormente na Fig. 3.1. No gra´fico 3.7(a), sa˜o mostrados os pontos de
suporte Φo, a curva P correspondente e os pontos de suporte reais Φn obtidos a partir
da representac¸a˜o esparsa xˆ (Fig. 3.7(b)). Os gra´ficos 3.7(b) e 3.7(c) apresentam o
sinal esparso xˆ e x, respectivamente, que foram calculados atrave´s de uma matriz de
transformada T aleato´ria. E´ poss´ıvel perceber pelas posic¸o˜es nos suportes Φo e Φm, na
Fig. 3.7(a), que nem todas as posic¸o˜es de Φm coincidiram com as posic¸o˜es de Φo. Esse
comportamento e´ esperado uma vez que as posic¸o˜es de Φm foram obtidas diretamente de





Figura 3.6. Func¸a˜o de probabilidade P para as verso˜es filtradas de um corte trans-
versal real do craˆnio humano, de dimensa˜o 512× 512. De (a) – (c), sa˜o mostradas
as verso˜es filtradas da imagem apo´s a aplicac¸a˜o dos filtros descritos pela Eq. 2.14; a
partir dessas verso˜es esparsas, calculam-se as func¸o˜es P correspondentes mostradas
de (d) – (f)










Figura 3.7. Construc¸a˜o de um sinal esparso xˆ a partir de suas posic¸o˜es de suporte.
Em (a), as posic¸o˜es no suporte Φo, a curva P e as posic¸o˜es no suporte Φn; Em (b),
o sinal esparso xˆ obtido a partir da curva P e, em (c), o sinal x obtido apo´s aplicar
a matriz T−1 correspondente.
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Uma vez que x e sua representac¸a˜o esparsa xˆ foram calculados, e´ poss´ıvel realizar a
reconstruc¸a˜o de x usando te´cnicas de compressive sensing, a partir de ℓ medidas toma-
das utilizando uma matriz de medidas Mℓ×N que seja i.i.d. com distribuic¸a˜o Gaussiana,
conforme mostrado anteriormente. Inicialmente, o sinal foi reconstru´ıdo utilizando com-
pressive sensing sem informac¸a˜o a priori, a partir da minimizac¸a˜o da ℓp com p = 0, 1. Esse
foi o me´todo de otimizac¸a˜o utilizado nas demais reconstruc¸o˜es realizadas. Em seguida,
calculamos os sinais reconstru´ıdos utilizando o algoritmo de compressive sensing com in-
formac¸a˜o a priori proposto por Miosso et al. em [40] e descrito na sec¸a˜o 2.3. Contudo, a
informac¸a˜o a priori utilizada em cada reconstruc¸a˜o e´ fornecida de formas diferentes: (i) a
informac¸a˜o de suporte do sinal Φo e´ fornecida ao algoritmo, ou seja, as posic¸o˜es originais
de suporte que foram utilizadas para gerar P e xˆ sa˜o fornecidas, de forma a alterar o
valor de τ p−2 apenas nessas posic¸o˜es; (ii) a informac¸a˜o de suporte de xˆ (Φn) e´ fornecida
ao algoritmo, ou seja, as posic¸o˜es fornecidas sa˜o, de fato, na˜o nulas e, como no caso (i),
ira˜o alterar o peso τ p−2 apenas nos locais indicados; (iii) ao inve´s de fornecer a posic¸a˜o
na qual a informac¸a˜o e´ na˜o-nula, foi fornecido ao algoritmo a func¸a˜o P calculada e, desse
modo, o valor de τ p−2 apresenta N valores dentro de uma faixa (entre 0, 1 e 1) de acordo
com a probabilidade do ponto de pertencer ou na˜o a` regia˜o de suporte. Em (iii), portanto,
e´ fornecido ao algoritmo um vetor τ p−2 de tamanho N que apresenta valores entre 0, 1
e 1, que foram mapeados, ponto a ponto, com relac¸a˜o aos valores de P, como mostrado
anteriormente na Eq. 3.3. Esse mapeamento e´ feito de forma inversamente proporcional,
uma vez que as posic¸o˜es que apresentam maior probabilidade de pertencerem ao suporte
sa˜o atribu´ıdas ao menor valor de τ p−2 (τ p−2 = 0, 1).
Espera-se, dessa forma, que o desempenho de (ii) seja melhor que o de (i) e (iii), pois,
em (iii), a posic¸a˜o real dos pontos na˜o-nulos de xˆ e´ fornecida; diferentemente de Φo que
pode apresentar posic¸o˜es erradas. Uma vez que a func¸a˜o P conte´m a probabilidade de
um ponto pertencer ou na˜o a` regia˜o de suporte, e´ esperado que o desempenho de (iii)
seja superior ao de (i), pois a func¸a˜o de probabilidade ja´ apresenta um erro associado a`
alocac¸a˜o de um determinado ponto a` regia˜o de suporte do sinal; enquanto que a abor-
dagem em (i) consiste em considerar que os pontos que pertencem a Φo sa˜o pontos do
suporte, o que na˜o e´ necessariamente verdade.
3.2.2 Sinais de Dom´ınio Bidimensional
O experimento realizado utilizando sinais de domı´nio bidimensional e´ muito similar ao
descrito na sec¸a˜o 3.2.1. A principal diferenc¸a e´ que, neste caso, iremos apresentar o sinal
como uma matriz t × t. Ou seja, iremos gerar sinais esparsos xˆ de tamanho N = 4096
(64× 64), com uma certa quantidade η de posic¸o˜es na˜o-nulas (Φo). No sinal de dimensa˜o
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64× 64 sa˜o alocadas as η posic¸o˜es do suporte e, ao redor dessas posic¸o˜es, o espalhamento
e´ calculado como descrito na sec¸a˜o 3.1.1.2 e mostrado na Fig. 3.3. Uma vez localizados os
pontos de suporte e calculado o espalhamento ao redor dos mesmos, e´ necessa´rio encontrar
o sinal esparso xˆ correspondente. O procedimento para o ca´lculo e´ ideˆntico ao caso de
domı´nio unidimensional: ao longo de todo o comprimento do sinal e ate´ que existam η
pontos na˜o-nulos, compara-se o valor aleato´rio ρk (entre 0 e 1) com o valor da func¸a˜o P
na posic¸a˜o k; o valor atribu´ıdo ao sinal esparso na posic¸a˜o k e´, enta˜o, como definido na




valor aleato´rio, se ρk < P(k)
0, caso contra´rio.
(3.6)
A Fig. 3.8 mostra o experimento para uma imagem de dimensa˜o 64× 64 (N = 4096)
como a mostrada na Fig. 3.3, com η = 10. Sa˜o apresentados os pontos de suporte originais
Φo (Fig. 3.8(a)), a partir dos quais calcula-se a func¸a˜o de espalhamento P (Fig. 3.8(b))
e, em seguida, o sinal esparso xˆ (Fig. 3.8(d)) com o novo suporte Φn (Fig. 3.8(c)). Nova-
mente, como no caso de sinais de domı´nio unidimensional, nem todas as posic¸o˜es na˜o-nulas
de xˆ coincidem com as posic¸o˜es originais de Φo, uma vez que a representac¸a˜o esparsa e´
obtida do sinal P.
(a) (b) (c)
(d) (e)
Figura 3.8. Construc¸a˜o de um sinal esparso xˆ de domı´nio bidimensional a partir
de suas posic¸o˜es de suporte. Em (a), as posic¸o˜es no suporte Φo; Em (b), o sinal
P, onde e´ mostrado o espalhamento em torno de cada ponto xˆi; e em (c), as
posic¸o˜es no suporte Φn. A partir do espalhamento da func¸a˜o P, constro´i-se o sinal
esparso mostrado em (d) e, em (e), o sinal x obtido apo´s aplicar a matriz T−1
correspondente.
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De forma ana´loga ao que foi descrito em 3.2.1, iremos reconstruir o sinal x a partir
de medidas ℓ tomadas usando uma matriz i.i.d. Mℓ×N usando um me´todo direto de
reconstruc¸a˜o. O sinal e´, enta˜o, reconstru´ıdo utilizando CS sem informac¸a˜o a priori com
p = 0, 1; em seguida, utilizamos informac¸a˜o a priori das treˆs formas descritas anterior-
mente: (i) a informac¸a˜o de suporte do sinal Φo e´ fornecida ao algoritmo; (ii) a informac¸a˜o
de suporte de xˆ (Φn) e´ fornecida ao algoritmo; (iii) ao inve´s de fornecer a posic¸a˜o na qual
a informac¸a˜o e´ na˜o-nula, foi fornecido ao algoritmo a func¸a˜o P calculada, sendo que neste
u´ltimo caso, o vetor τ p−2 apresenta valores mapeados entre 0 e 1 que sa˜o proporcionais
ao valores de P, como calculado na Eq. 3.4. Esperamos que os resultados obtidos por (ii)
sejam melhores que os apresentados por (i) e (iii), ja´ que em (ii) sa˜o fornecidas as posic¸o˜es
exatas de cada ponto pertencente ao suporte. Ale´m disso, e´ esperado que (iii) apresente
um desempenho melhor que (i), ja´ que o espalhamento descrito por P compreende uma
toleraˆncia caso um ponto do suporte se mova.
3.2.3 Imagens de Fantomas
Para analisar o desempenho do algoritmo em imagens de fantomas de Shepp-Logan, um
experimento de reconstruc¸a˜o foi proposto: a partir de um fantoma de tamanho 256 ×
256 como na Fig. 3.9(a), iremos reconstruir uma versa˜o desse fantoma que apresenta
um deslocamento (vertical e/ou horizontal) 3.9(b). Ou seja, iremos deslocar o fantoma
original e reconstru´ı-lo utilizando as te´cnicas mencionadas ate´ enta˜o para que possamos
comparar os diferentes desempenhos apresentados por elas.
Inicialmente iremos, portanto, gerar um fantoma deslocado. Esse fantoma deve,
enta˜o, ser reconstru´ıdo a partir das informac¸o˜es a priori da representac¸a˜o esparsa do fan-
toma original (Fig. 3.4(a), (b) e (c)), que aqui representam Φo, e a partir do espalhamento
P calculado (Fig. 3.4(d), (e) e (f)). Ale´m disso, as informac¸o˜es da representac¸a˜o esparsa
do fantoma deslocado (Φn) tambe´m sera˜o utilizadas para comparac¸a˜o (Fig. 3.9(c), (d) e
(e)).
3.2.4 Imagens Reais de MRI
Para que possamos avaliar a efica´cia da informac¸a˜o a priori estoca´stica desenvolvida na
reconstruc¸a˜o de imagens reais de MRI, propomos um experimento inicial que consiste na
reconstruc¸a˜o da imagem 3.5 em quatro situac¸o˜es: (i) sem informac¸a˜o a priori; (ii) com
informac¸a˜o a priori na˜o-exata (Φo); (iii) com informac¸a˜o a priori ideal (Φn); e (iv) com




Figura 3.9. Representac¸a˜o do sinal xˆ e de sua representac¸a˜o deslocada, com
as componentes filtradas a serem utilizadas como informac¸a˜o a priori. Em (a), o
fantoma de Shepp-Logan original; em (b), o fantoma deslocado; e de (c – e), o novo
conjunto de pontos Φn a ser utilizado como informac¸a˜o a priori.
a priori utilizada na reconstruc¸a˜o. Esse e´ um aspecto importante uma vez que, ao for-
necer muita informac¸a˜o proveniente da imagem original, podemos fornecer ao algoritmo
informac¸a˜o na˜o-relevante para a reconstruc¸a˜o e ate´ mesmo que inviabilize a reconstruc¸a˜o
correta da imagem, como pontos de ru´ıdo.
Em seguida, iremos reconstruir uma versa˜o deslocada da imagem inicial. Ou seja, rea-
lizaremos um deslocamento em 3.10(a), resultando em 3.10(b), e iremos reconstruir 3.10(a)
utilizando os quatro conjuntos de informac¸a˜o a priori mencionados anteriormente para
diferentes porcentagens de informac¸a˜o a priori.
Finalmente, iremos identificar o ponto no qual a quantidade de informac¸a˜o a priori a
ser utilizada para a reconstruc¸a˜o e´ adequada, para avaliarmos o impacto da quantidade
de medidas na reconstruc¸a˜o. Para tanto, iremos reconstruir a imagem original a partir
das informac¸o˜es obtidas de sua versa˜o deslocada, variando a quantidade de medidas de




Figura 3.10. Representac¸a˜o do sinal xˆ e de sua representac¸a˜o deslocada, com as
componentes filtradas a serem utilizadas como informac¸a˜o a priori. Em (a), o corte
transversal craniano original; em (b), a imagem deslocada; e de (c – e), o novo
conjunto de pontos Φn a ser utilizado como informac¸a˜o a priori.
3.3 ▼❡t♦❞♦❧♦❣✐❛ ❞❡ ❱❛❧✐❞❛❝✘⑦❛♦
3.3.1 Sinais de Dom´ınio Unidimensional
Para validar as comparac¸o˜es descritas em 3.2.1, foram realizados dois experimentos.
No primeiro experimento, foram gerados 10000 sinais de tamanho N = 1024. Cada
um desses sinais, foi reconstru´ıdo a partir de uma das treˆs abordagens que utilizam
informac¸a˜o a priori mencionadas: com informac¸a˜o a priori determin´ıstica fornecida por
Φo, com informac¸a˜o a priori determin´ıstica fornecida por Φn e com informac¸a˜o a priori
estoca´stica fornecida por P. Ale´m disso, foram utilizadas cinco quantidades de medidas
diferentes para a reconstruc¸a˜o: ℓ1 = η + 1, ℓ2 = 2η, ℓ3 = 3η, ℓ4 = 4η e ℓ5 = 5η. Para
cada sinal reconstru´ıdo, foi calculada a relac¸a˜o sinal-erro (SER, do ingleˆs signal-to-error
ratio) entre o sinal reconstru´ıdo (x∗) e o sinal original (x) da seguinte forma:









(x(k)− x∗(k))2 e x∗RMS e´ o valor RMS do sinal reconstru´ıdo x∗. Com
base nos valores de SER de cada sinal, calculou-se a SER me´dia (SER) para cada
abordagem de reconstruc¸a˜o e para cada valor de medidas utilizado. Dessa forma, para
cada valor de medidas ℓ, foram levantadas treˆs curvas que permitem analisar a variac¸a˜o
da SER com base na abordagem de reconstruc¸a˜o utilizada.
Um outro experimento realizado constituiu na reconstruc¸a˜o de 1000 sinais de tama-
nho N = 1024 utilizando algumas das abordagens de recontruc¸a˜o mencionadas: sem in-
formac¸a˜o a priori, com informac¸a˜o a priori correta e com informac¸a˜o estoca´stica. Para esse
experimento, os valores das medidas utilizados variaram em um intervalo de ℓ = [η+1, 5η].
Assim como no experimento anterior, calculou-se a SER para cada ponto, ou seja, para
cada valor de ℓ, utilizando cada uma das abordagens de reconstruc¸a˜o. Dessa forma, qua-
tro curvas que descrevem o comportamento da SER em func¸a˜o da quantidade de medidas
foram levantadas.
3.3.2 Sinais de Dom´ınio Bidimensional
Neste primeiro momento, foi realizado um estudo de caso que consiste no seguinte: gerou-
se um sinal de dimensa˜o 64× 64 com esparsidade η = 50 aleatoriamente. A partir desse
sinal, calcula-se o espalhamento P e a representac¸a˜o esparsa xˆ a ser reconstru´ıda. Esse
sinal e´, enta˜o, reconstru´ıdo utilizando compressive sensing com p = 0, 1 e treˆs diferentes
tipos de informac¸a˜o a priori: a informac¸a˜o determin´ıstica parcialmente correta (Φo), a
informac¸a˜o determin´ıstica correta (Φn), e a func¸a˜o de espalhamento P. Essa reconstruc¸a˜o
foi realizada utilizando quantidades variadas de medidas: ℓ1 = η + 1, ℓ2 = 2η, ℓ3 = 3η,
ℓ4 = 4η e ℓ5 = 5η. Para cada sinal reconstru´ıdo, foi calculada a relac¸a˜o sinal-erro (SER)
entre o sinal reconstru´ıdo (x∗) e o sinal original (x), conforme Eq. 3.7.
3.3.3 Imagens de Fantomas
Realizamos um estudo de caso que permita analisar o potencial desempenho do algoritmo
aqui proposto, quando aplicado em imagens de fantomas de Shepp-Logan. Nesse experi-
mento, realizamos a reconstruc¸a˜o de um fantoma de tamanho 256×256 deslocada a partir
de informac¸o˜es obtidas de diferentes regio˜es de suporte. O deslocamento realizado foi de 8
linhas (vertical) e 7 colunas (horizontal), como o mostrado na Fig. 3.9(b). A reconstruc¸a˜o
dessa imagem deslocada foi realizado a partir de ℓ = 15 linhas de medidas obtidas das
representac¸o˜es esparsas em treˆs diferentes cena´rios: (i) a informac¸a˜o a priori utilizada e´
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a obtida atrave´s da pre´-filtragem do fantoma original (Φo, mostrado nas Fig. 3.4(a), (b)
e (c)) – utilizando os filtros descritos em 2.14; (ii) utilizando a informac¸a˜o de Φn, ou seja,
os pontos de suporte da versa˜o deslocada e filtrada do fantoma (Fig. 3.9(c), (d) e (e)); e
(iii) utilizando o espalhamento P calculado para cada versa˜o filtrada do fantoma original
(Fig. 3.4(d), (e) e (f)).
Para cada imagem reconstru´ıda (x∗), calculou-se a relac¸a˜o sinal-erro (SER) com
relac¸a˜o ao fantoma original (x), conforme a equac¸a˜o 3.7.
3.3.4 Imagens Reais de MRI
O primeiro experimento realizado utilizando o corte transversal do craˆnio 3.5 consiste
em reconstruir a imagem sem nenhum deslocamento, mas variando a porcentagem de
informac¸a˜o a priori utilizada. A reconstruc¸a˜o foi realizada utilizando ℓ = 50 linhas de





, e com a porcentagem de
informac¸a˜o a priori variando de 0% a 100%. A reconstruc¸a˜o foi feita para quatro cena´rios
distintos: (i) sem a utilizac¸a˜o de informac¸a˜o a priori; (ii) com informac¸a˜o a priori na˜o
exata (Φo, Fig. 3.6(a–c)); (iii) com informac¸a˜o a priori ideal (Φn, Fig. 3.10(c–e)); e (iv)
utilizando a func¸a˜o de espalhamento P, Fig. 3.6(d–f).
Em seguida, deslocamos a imagem da Fig. 3.5 em duas linhas e duas colunas e a
reconstru´ımos variando a porcentagem de informac¸a˜o a priori utilizada. A reconstruc¸a˜o






, e com a porcentagem de informac¸a˜o a priori variando de 0% a 100%. Ale´m
disso, fizemos as reconstruc¸o˜es considerando tambe´m os quatro cena´rios mencionados
anteriormente. Apo´s esse experimento, identificamos o percentual de prior information
a ser utilizado para avaliar a influeˆncia da quantidade de medidas ℓ na reconstruc¸a˜o:
reconstru´ımos, para os quatro cena´rios, a imagem deslocada variando o nu´mero de linhas
radiais de ℓ = 25 a ℓ = 150 linhas radiais.
O mesmo procedimento anterior foi repetido mas, dessa vez, considerando um des-
locamento maior de 8 linhas (vertical) e 7 colunas (horizontal). Ale´m disso, tambe´m
realizamos a reconstruc¸a˜o das duas imagens deslocadas (deslocamento 2 × 2 e 7 × 8)





, para avaliarmos a influeˆncia
desse paraˆmetro na qualidade da reconstruc¸a˜o.
Para cada imagem reconstru´ıda (x∗), calculou-se a relac¸a˜o sinal-erro (SER) com
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relac¸a˜o a` imagem original (x), conforme a Eq. 3.7, e o ı´ndice SSIM (Structural Similarity
index ) correspondente [48, 49].
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Nesta sec¸a˜o, apresentamos os resultados dos experimentos realizados. Sera˜o mostrados e
discutidos os resultados dos experimentos envolvendo os sinais de domı´nio unidimensional,
bidimensional, com imagens de fantomas e com as imagens reais de MRI.
4.1 ❙✐♥❛✐s ❞❡ ❉♦♠✓✏♥✐♦ ❯♥✐❞✐♠❡♥s✐♦♥❛❧
Os resultados dos experimentos descritos na sec¸a˜o anterior utilizando sinais de domı´nio
unidimensional sa˜o aqui apresentados. No primeiro experimento, foram gerados 10000 si-
nais de tamanho N = 1024 com esparsidade η = 50. A partir desses sinais, foram gerados
o sinal de espalhamento P e as regio˜es de suporte Φo e Φn, que sa˜o as informac¸o˜es utiliza-
das no processo de reconstruc¸a˜o. A partir dos sinais reconstru´ıdos, enta˜o, sa˜o calculadas
as relac¸o˜es sinal-erro me´dias (SER) para cada uma das abordagens de reconstruc¸a˜o: uti-
lizando a informac¸a˜o a priori original (Φo), a informac¸a˜o a priori correta (Φn) e a func¸a˜o
de espalhamento (P).
Na Fig. 4.1 sa˜o apresentados histogramas que mostram o valor da relac¸a˜o sinal-erro
me´dia encontrada ao se reconstruir os sinais utilizando diferentes quantidades de medidas:
η + 1 (a), 2η (b), 3η (c), 4η (d) e 5η (e). Esse valor me´dio SER corresponde ao valor
no eixo x do pico da curva e, ao seu redor, as curvas mostram como os valores da SER
variam em torno dessa me´dia. Uma outra forma de se analisar esses valores, e´ atrave´s de
seus desvios padro˜es que sa˜o tambe´m apresentados na Tab.4.1.
Pela ana´lise dos histogramas na Fig. 4.1 e dos dados da Tab. 4.1, e´ poss´ıvel perceber
que a abordagem que utiliza a func¸a˜o de espalhamento P apresentou uma relac¸a˜o sinal-
erro me´dia maior do que a abordagem que utilizou como informac¸a˜o a priori Φo, ou seja,
as posic¸o˜es que na˜o sa˜o totalmente corretas. A abordagem que apresenta todos os pontos
de suporte correto apresenta um valor de SER maior em todos os casos, como esperado.
O fato de a func¸a˜o de espalhamento obter melhores resultados pode ser explicado pelo
fato de ela contemplar, com pesos diferentes, as posic¸o˜es nas quais o ponto pode ou





Figura 4.1. Histogramas que apresentam o valor me´dio da SER e sua distribuic¸a˜o
em torno da SER. Cada histograma corresponde ao desempenho do algoritmo de
reconstruc¸a˜o ao se utilizar diferentes quantidades de medidas ℓ: (a) η + 1, (b) 2η,
(c) 3η, (d) 4η e (e) 5η.
de suporte do sinal esparso; enquanto que, ao se utilizar as informac¸o˜es do suporte Φo,
a utilizac¸a˜o da informac¸a˜o a priori determin´ıstica determina essas posic¸o˜es como sendo
pertencentes ao suporte.
O outro experimento que foi realizado utilizando sinais de domı´nio unidimensional
utilizou 1000 sinais de tamanho N = 1024 que foram recontru´ıdos utilizando diferentes
valores de medidas ℓ em um intervalo que vai de η + 1 a 5η. Os valores da relac¸a˜o sinal-
erro me´dia calculados para esse experimento sa˜o apresentados no gra´fico da Fig. 4.2. A
partir desse gra´fico e´ poss´ıvel ver como variam os valores de relac¸a˜o sinal-erro me´dios
em func¸a˜o da quantidade de medidas utilizadas na reconstruc¸a˜o utilizando a informac¸a˜o
a priori de treˆs formas distintas: sem informac¸a˜o a priori, informac¸a˜o determin´ıstica
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Tabela 4.1. Relac¸a˜o sinal-erro me´dia (SER) e desvio padra˜o (σ) para os sinais de
domı´nio unidimensional reconstru´ıdos.
SER± σ (dB)
Medidas Φo Φn P
1η + 1 16, 62± 9, 57 139, 98± 92, 10 21, 71± 9, 72
2η 24, 82± 9, 76 233, 18± 17, 50 32, 16± 22, 03
3η 92, 22± 88, 52 233, 45± 17, 66 230, 42± 19, 42
4η 226, 04± 17, 62 234, 16± 17, 35 231, 52± 17, 04
5η 226, 01± 17, 42 234, 27± 17, 21 231, 58± 17, 18
Figura 4.2. SER para diferentes valores de medidas ℓ variando no intervalo
ℓ = [η + 1, 5η].
e completamente correta (Φn) e estoca´stica (func¸a˜o de espalhamento P). Percebe-se
novamente que quando a informac¸a˜o a priori e´ correta (Φn), a qualidade objetiva do sinal
reconstru´ıdo e´ sempre superior a`s demais te´cnicas, mesmo que elas se aproximem conforme
a quantidade de medidas utilizadas aumenta. E´ interessante, contudo, perceber que a
abordagem estoca´stica (P) apresenta um desempenho superior a`quele sem informac¸a˜o
a priori mesmo quando a quantidade de medidas e´ alta. Ou seja, a informac¸a˜o que o
espalhamento fornece sobre a pertineˆncia de um certo ponto ao suporte ja´ e´ suficiente
para melhorar a qualidade do sinal reconstru´ıdo.
4.2 ❙✐♥❛✐s ❞❡ ❉♦♠✓✏♥✐♦ ❇✐❞✐♠❡♥s✐♦♥❛❧
Os resultados obtidos a partir do estudo de caso descrito na sec¸a˜o 3.3.2 sa˜o apresentados
na Tab. 4.2. E´ poss´ıvel ver que, assim como no caso unidimensional, a utilizac¸a˜o da
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func¸a˜o de espalhamento como informac¸a˜o a priori leva a uma melhor relac¸a˜o sinal-erro
quando compara-se a utilizac¸a˜o da informac¸a˜o parcialmente correta (Φo). Enquanto que
os melhores resultados, independentemente da quantidade de medidas, sa˜o encontrados
ao se utilizar toda a informac¸a˜o a priori correta (Φn). Entretanto, nem sempre essa
informac¸a˜o estara´ correta, fato que pode ser corrigido ao se utilizar a func¸a˜o de espalha-
mento. Uma ressalva deve ser levantada uma vez que, nesse experimento, foi reconstru´ıdo
apenas um sinal e, portanto, na˜o ha´ relevaˆncia estat´ıstica, apesar de ser um ind´ıcio de que
os resultados obtidos com sinais de domı´nio unidimensional sera˜o replicados nas outras
situac¸o˜es.
Tabela 4.2. Relac¸a˜o sinal-erro (SER) para o sinal de domı´nio bidimensional re-
constru´ıdo. Foram utilizados diferentes valores de medidas baseadas na esparsidade
η = 50 do sinal.
SER (dB)
Medidas Φo Φn P
1η + 1 12, 85 192, 96 25, 42
2η 23, 63 226, 90 30, 07
3η 30, 94 219, 62 40, 38
4η 35, 60 222, 76 179, 78
5η 216, 45 225, 27 235, 83
4.3 ■♠❛❣❡♥s ❞❡ ❋❛♥t♦♠❛s
Como explicado anteriormente, foi realizado um estudo de caso para a utilizac¸a˜o dos
algoritmos na reconstruc¸a˜o de imagens de fantomas de Shepp-Logan que apresentam
um certo deslocamento com relac¸a˜o ao fantoma original (Fig. 3.9(a) e (b)). A recons-
truc¸a˜o do fantoma deslocado foi feita a partir de ℓ = 15 linhas radiais utilizando treˆs
tipos de informac¸a˜o a priori diferentes: provenientes da pre´-filtragem do fantoma original
(Fig. 3.4(a) – (c)) e do fantoma deslocado (Fig. 3.9(c) – (e)), e a partir do espalhamento
modelado em cada versa˜o filtrada do fantoma original (Fig. 3.4(d) – (f)). Os valores da
relac¸a˜o sinal-erro para cada uma dessas reconstruc¸o˜es e´ apresentado na tabela 4.3.







E´ poss´ıvel perceber pela ana´lise da tabela que os resultados obtidos ao se reconstruir
os sinais de domı´nio unidimensional tambe´m sa˜o encontrados na reconstruc¸a˜o do fan-
toma de Shepp-Logan deslocado que foi proposto no experimento. Mas, mesmo assim,
percebe-se que a informac¸a˜o fornecida pela func¸a˜o de espalhamento P ja´ apresenta uma
melhora significativa na relac¸a˜o sinal-erro da imagem reconstru´ıda quando comparada
com a utilizac¸a˜o de informac¸a˜o a priori determin´ıstica parcialmente correta (Φo). Como
nos experimentos envolvendo os sinais de domı´nio unidimensional, o melhor resultado e´
obtido ao se utilizar a informac¸a˜o correta sobre os pontos pertencentes a` regia˜o de su-
porte. Suposic¸a˜o que, num contexto real, pode na˜o ser garantido devido a` movimentac¸a˜o
volunta´ria de um paciente ou involunta´ria de um o´rga˜o, por exemplo.
4.4 ■♠❛❣❡♥s ❘❡❛✐s ❞❡ MRI
Nesta sec¸a˜o, apresentamos os experimentos realizados utilizando a imagem de ressonaˆncia
magne´tica real obtida do banco de dados BIRN [47] e mostrada na Fig. 3.5. Nesses expe-
rimentos, realizamos a reconstruc¸a˜o da imagem real utilizando o me´todo de pre´-filtragem
– com os treˆs filtros descritos pela Eq. 2.14 – com compressive sensing baseado na mi-
nimizac¸a˜o da ℓ1. Em todos os experimentos, iremos comparar o desempenho das quatro
abordagens descritas ate´ aqui: (i) sem informac¸a˜o a priori; (ii) com informac¸a˜o a priori
determin´ıstica e parcialmente correta (Φo); com (iii) informac¸a˜o a priori determin´ıstica
e correta (Φn); e (iv) com a func¸a˜o de espalhamento P. Os resultados das me´tricas




O primeiro experimento realizado consistiu em reconstruir a imagem real de ressonaˆncia
magne´tica do craˆnio, mostrada em 3.5, a partir de ℓ = 50 linhas radiais obtidas do
espectro de frequeˆncia da imagem, variando a porcentagem de informac¸a˜o a priori na
reconstruc¸a˜o. Foram realizadas as quatro reconstruc¸o˜es, utilizando cada conjunto de
informac¸a˜o a priori sendo que, para gerar a func¸a˜o de espalhamento P foi utilizada uma





. Os resultados de SER e do ı´ndice SSIM obtidos
nesse experimento sa˜o apresentados nas Fig. 4.3 e 4.4, respectivamente.
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Figura 4.3. Comparac¸a˜o do valor da SER obtido ao se reconstruir a imagem do
craˆnio utilizando as diferentes abordagens de reconstruc¸a˜o, variando a quantidade
de informac¸a˜o a priori utilizada. Destaca-se a regia˜o de queda na qualidade de
reconstruc¸a˜o utilizando a abordagem com a informac¸a˜o a priori determin´ıstica: com
5% de informac¸a˜o a priori, obteve-se um valor de SER de 20, 87dB e, com 15% de
informac¸a˜o a priori, obteve-se um valor de SER de 16, 02dB.
Pela ana´lise dos gra´ficos das Fig. 4.3 e 4.4, e´ poss´ıvel perceber que a abordagem
estoca´stica se destaca por apresentar um bom desempenho, independentemente da quan-
tidade de informac¸a˜o a priori utilizada na reconstruc¸a˜o. No caso do valor da SER, a
abordagem estoca´stica apresentou melhores resultados do que o caso determin´ıstico ideal
em todo o intervalo analisado. Ja´ na ana´lise pelo ı´ndice SSIM , houve alguns intervalos
(entre 30% e 50% de informac¸a˜o a priori) no qual o caso determin´ıstico ideal foi melhor.
Como esperado nesse experimento, onde a imagem na˜o foi deslocada, o desempenho
das abordagens com informac¸a˜o a priori determinin´ıstica e´ ideˆntico. Isso se deve ao fato de
na˜o existir diferenc¸as entre as regio˜es de suporte nesses dois casos (Φo = Φn). Contudo, no
intervalo entre 5% e 15% de informac¸a˜o a priori, o desempenho das abordagens utilizando
a informac¸a˜o a priori determin´ıstica apresenta uma queda considera´vel (de 20, 87dB para
16, 02dB, no caso da SER, e de 0, 638 para 0, 526, no caso do ı´ndice SSIM), enquanto
que o desempenho da abordagem que utiliza a func¸a˜o de espalhamento P continua em
ascenc¸a˜o. Uma explicac¸a˜o para essa queda no desempenho pode ser a quantidade de
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Figura 4.4. Comparac¸a˜o do valor do ı´ndice SSIM obtido ao se reconstruir a
imagem do craˆnio utilizando as diferentes abordagens de reconstruc¸a˜o, variando
a quantidade de informac¸a˜o a priori utilizada. Destaca-se a regia˜o de queda na
qualidade de reconstruc¸a˜o utilizando a abordagem com a informac¸a˜o a priori deter-
min´ıstica: com 5% de informac¸a˜o a priori, obteve-se um valor para o ı´ndice SSIM
de 0, 638 e, com 15% de informac¸a˜o a priori, obteve-se um valor de 0, 526.
informac¸a˜o a priori que, de fato, esta´ sendo utilizada para se reconstruir a imagem. Ao
se analisar as imagens em 4.5, esse aspecto fica mais claro: ao se utilizar 5% (4.5(a) –
(c)) das informac¸o˜es presentes na imagem original como informac¸a˜o a priori, e´ possivel
obter um contorno das bordas da imagem, e isso e´ utilzado como informac¸a˜o a priori na
reconstruc¸a˜o. Quando aumentamos essa porcentagem, muita informac¸a˜o e´ fornecida para
o algoritmo, desde pontos de pouca relevaˆncia ate´ pontos de ru´ıdo que possam existir na
imagem original. Ao se aumentar muito os pontos de suporte da imagem utilizados na
reconstruc¸a˜o (4.5(g) – (i)), ja´ na˜o se veˆ muita diferenc¸a entre os desempenhos, exatamente
por causa do excesso de informac¸a˜o fornecida.
Apesar de apresentar esse intervalo de mau desempenho, as abordagens determin´ısticas
ainda superam o algoritmo que na˜o utiliza nenhum tipo de informac¸a˜o a priori, fato que
ja´ havia sido demonstrado por Miosso et al. [26,40]. Ale´m disso, a abordagem estoca´stica,
que utiliza a func¸a˜o de espalhamento P como informac¸a˜o a priori, apresentou um com-





Figura 4.5. Regio˜es de suporte para as diferentes verso˜es filtradas do corte trans-
versal do craˆnio original, considerando diferentes porcentagens de informac¸a˜o a
priori. De (a) – (c), sa˜o mostradas as verso˜es filtradas da imagem apo´s a aplicac¸a˜o
dos filtros descritos em 2.14, respectivamente, considerando 5% de informac¸a˜o a
priori; de (d) – (f), sa˜o mostradas as verso˜es filtradas, considerando 15% de in-
formac¸a˜o a priori; e de (g) – (i), sa˜o mostradas as verso˜es filtradas, considerando
30% de informac¸a˜o a priori.
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4.4.1.2 Deslocamento 2× 2
Com o intuito de simular situac¸o˜es que podem ocorrer durante a aquisic¸a˜o das medidas no
scanner de MRI (a movimentac¸a˜o do paciente, por exemplo), iremos deslocar a imagem
original 3.5 e tentaremos reconstru´ı-la utilizando compressive sensing com minimizac¸a˜o
da ℓ1 e informac¸a˜o a priori, a partir das quatro abordagens mencionadas anteriormente.
O primeiro teste envolve deslocar em duas linhas e duas colunas e, a partir disso, re-
construir a imagem original, na˜o-deslocada. Logo, Φo ira´ consistir daqueles pontos do
suporte da imagem na˜o-deslocada, e Φn compreendera´ os pontos de suporte da imagem
deslocada. Ale´m disso, a func¸a˜o de espalhamento P e´ calculada com base nos pontos de
Φo e tambe´m sera´ utilizada na reconstruc¸a˜o. Nesse primeiro momento, utilizamos ℓ = 50






o espalhamento P. Os valores de SER e do ı´ndice SSIM sa˜o apresentados nas Fig. 4.6
e 4.7, respectivamente.
Quando analizamos o comportamento da SER e do ı´ndice SSIM para esse expe-
rimento, notamos novamente o bom desempenho do algoritmo que utiliza a func¸a˜o de
espalhamento P como informac¸a˜o a priori na reconstruc¸a˜o, independentemente da por-
centagem de informac¸a˜o utilizada para gerar o espalhamento. Quando a informac¸a˜o a
priori determin´ıstica ideal e´ utilizada, o desempenho tambe´m e´ bom e superior ao do
me´todo que na˜o utiliza nenhum tipo de informac¸a˜o a priori. Contudo, ao se utilizar a
informac¸a˜o a priori na˜o-ideal, o desempenho torna-se pior que nesse caso. Isso se explica
pelo fato de a informac¸a˜o fornecida estar muito errada e distoante da imagem original, o
que piora o desempenho do algoritmo ao reconstruir a imagem nessa situac¸a˜o.
Ale´m disso, tambe´m notamos o vale no intervalo entre 5% e 15% de informac¸a˜o a pri-
ori utilizada na reconstruc¸a˜o para ambos os casos em que a informac¸a˜o determin´ıstica foi
fornecida, o que fortalece a ideia de que ha´ um excesso de informac¸a˜o sendo utilizada pelo
algoritmo. Por esse motivo, escolhemos o ponto de pico ao se utilizar 5% da informac¸a˜o
a priori para analisar como a quantidade de linhas radiais interfere nas me´tricas SER e
ı´ndice SSIM . Para tanto, variamos a quantidade de linhas radiais ℓ de 25 a 150 e calcu-
lamos os valores das me´tricas para as quatro abordagens. Os resultados sa˜o mostrados
nas Fig. 4.8 e 4.9.
E´ possivel vermos pelas curvas das Fig. 4.8 e 4.9 que, como esperado, conforme
aumentamos a quantidade de linhas radiais na reconstruc¸a˜o, os valores de SER e do
ı´ndice SSIM aumentam para todas as abordagens utilizadas, ou seja, quanto maior
a quantidade de linhas, maior e´ a qualidade da imagem reconstru´ıda. Outro aspecto
interessante a se notar, e´ o fato de a abordagem estoca´stica apresentar um desempenho
55
Figura 4.6. Comparac¸a˜o do valor da SER obtido ao se reconstruir a imagem do
craˆnio deslocada em 2×2 pixe´is utilizando as diferentes abordagens de reconstruc¸a˜o,
variando a quantidade de informac¸a˜o a priori utilizada. Destaca-se a regia˜o de
queda na qualidade de reconstruc¸a˜o utilizando a abordagem com a informac¸a˜o a
priori determin´ıstica: com 5% de informac¸a˜o a priori, obteve-se um valor de SER
de 20, 85dB e, com 15% de informac¸a˜o a priori, obteve-se um valor de SER de
16, 03dB.
um pouco superior a` abordagem determin´ıstica idea (que ja´ havia sido notado nas curvas
das Fig. 4.6 e em 4.7).






espalhamento P nesse experimento, a abordagem estoca´stica apresentou melhores re-
sultados ate´ mesmo do que a abordagem determin´ıstica ideal. Isso talvez se explique
pelo fato de o desvio padra˜o nesse caso ser muito pro´ximo do deslocamento fornecido
(σ =
√
5 ≈ 2, 24). Para testarmos essa hipo´tese, realizamos a reconstruc¸a˜o utili-






, onde o desvio padra˜o σ2 =
√
55 ≈ 7, 42. Os resultados sa˜o apresenta-
dos nas Fig. 4.10 e 4.11.
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Figura 4.7. Comparac¸a˜o do valor do ı´ndice SSIM obtido ao se reconstruir a
imagem do craˆnio deslocada em 2 × 2 pixe´is utilizando as diferentes abordagens
de reconstruc¸a˜o, variando a quantidade de informac¸a˜o a priori utilizada. Destaca-
se a regia˜o de queda na qualidade de reconstruc¸a˜o utilizando a abordagem com a
informac¸a˜o a priori determin´ıstica: com 5% de informac¸a˜o a priori, obteve-se um
valor para o ı´ndice SSIM de 0, 638 e, com 15% de informac¸a˜o a priori, obteve-se
um valor de 0, 526.
Quando comparamos esses resultados com aqueles obtidos ao se utilizar a matriz de
covariaˆncia Σ1, nota-se que ha´ uma pequena diferenc¸a na qualidade da reconstruc¸a˜o.
Essa diferenc¸a e´ mais visivelmente notada ao se comparar os valores da SER de 4.6 com
os de 4.10. Ha´, portanto, alguma interfereˆncia da matriz de covariaˆncia ao se gerar a
func¸a˜o de espalhamento P. Essa diferenc¸a talvez seja pequena para este caso porque o
deslocamento realizado se inclui no desvio padra˜o correspondente tanto a Σ1 quanto a
Σ2.
4.4.1.3 Deslocamento 7× 8
O experimento seguinte e´ parecido com o anterior, pore´m agora aplicamos um deslo-
camento maior na imagem original 3.10(a). Como no caso anterior, iremos comparar
o desempenho do algoritmo de reconstruc¸a˜o que utiliza compressive sensing com mini-
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Figura 4.8. Considerando 5% de informac¸a˜o a priori na reconstruc¸a˜o da imagem
de craˆnio deslocada em 2 × 2 pixe´is, compara-se os valores de SER obtidos ao se
variar o nu´mero de linhas radiais utilizadas na sua reconstruc¸a˜o para as diferentes
abordagens apresentadas no trabalho.
mizac¸a˜o da ℓ1 e informac¸a˜o a priori em quatro situac¸o˜es: (i) sem informac¸a˜o a priori; (ii)
com informac¸a˜o a priori obtida da regia˜o de suporte com base na imagem original, na˜o-
deslocada (Φo, Fig. 3.6(a)–(c)); (iii) com informac¸a˜o a priori obtida da regia˜o de suporte
com base na imagem original deslocada (Φn, Fig. 3.10(c)–(e)), com um deslocamento de
7 colunas e 8 linhas 3.10(b); e (iv) ao se utilizar a func¸a˜o de espalhamento P mostrada
na Fig. 3.6(d)–(f)) como informac¸a˜o a priori.
De forma similar ao experimento anterior, a primeira simulac¸a˜o que realizamos consis-
tiu em comparar as me´tricas SER e ı´ndice SSIM ao se variar a quantidade de informac¸a˜o
a priori utilizada na reconstruc¸a˜o: de 0% de informac¸a˜o a priori, ou seja, sem nenhuma
informac¸a˜o fornecida; ate´ 100%, ou seja, com toda a imagem sendo utilizada como in-
formac¸a˜o pre´via para sua reconstruc¸a˜o. Ale´m disso, utilizamos ℓ = 50 linhas radiais






. Dessa forma, o desvio padra˜o – que corresponde a σ1 =
√
5 ≈ 2, 24 –
e´ inferior ao deslocamento imposto a` imagem original. Os valores de SER e do ı´ndice
SSIM encontrados nesse experimento sa˜o mostrados nas Fig. 4.12 e 4.13.
Quando analisamos as Fig. 4.12 e 4.13, podemos perceber que o comportamento dos
valores das me´tricas ao se variar a porcentagem de informac¸a˜o a priori fornecida e´ similar
ao encontrado nas curvas das Fig. 4.6 e 4.7. E´ poss´ıvel identificar a regia˜o de vale (entre
5% e 15% de informac¸a˜o utilizada) para os casos em que a informac¸a˜o determin´ıstica e´ uti-
lizada pelo algoritmo e os valores das me´tricas ao se utilizar a informac¸a˜o determin´ıstica
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Figura 4.9. Considerando 5% de informac¸a˜o a priori na reconstruc¸a˜o da imagem
de craˆnio deslocada em 2×2 pixe´is, compara-se os valores do ı´ndice SSIM obtidos ao
se variar o nu´mero de linhas radiais utilizadas na sua reconstruc¸a˜o para as diferentes
abordagens apresentadas no trabalho.
ideal e a estoca´stica apresentam valores superiores ao caso em que na˜o se utiliza nenhuma
informac¸a˜o (com excec¸a˜o da regia˜o de vale). Mais uma vez, esse resultado vai de encon-
tro com o que propusemos anteriormente e com os resultados dos demais experimentos
realizados.
Uma outra simulac¸a˜o que realizamos foi investigar o comportamento das me´tricas com
relac¸a˜o ao nu´mero de linhas radiais utilizadas na reconstruc¸a˜o da imagem de ressonaˆncia
magne´tica do craˆnio original. Variamos o nu´mero de medidas ℓ de 15 a 150 linhas radiais,
utilizando os mesmos paraˆmetros da simulac¸a˜o anterior. Os valores de SER e do ı´ndice
SSIM sa˜o mostrados nas Fig. 4.14 e 4.15, respectivamente.
De forma similar ao experimento realizado ao se aumentar a quantidade de linhas
radiais para o deslocamento 2 × 2, os valores das me´tricas SER e do ı´ndice SSIM
tambe´m aumentam para qualquer uma das abordagens utilizadas. Algo interessante
de se notar, contudo, e´ o fato de o desempenho do algoritmo que utiliza a func¸a˜o de
espalhamento P na˜o ser melhor que os demais para todo o intervalo. Isso ocorreu quando
analisamos os resultados mostrados nas curvas das Fig. 4.8 e 4.9. Mais uma vez isso
mostra a interfereˆncia que a matriz de covariaˆncia utilizada para gerar P exerce sobre a
qualidade da imagem reconstru´ıda. Com o aumento do nu´mero de linhas radiais utilizado
na reconstruc¸a˜o, o desempenho da abordagem estoca´stica volta a superar o das demais.
Apesar dos bons resultados apresentados ate´ aqui, o desempenho do algoritmo que
utiliza a func¸a˜o de espalhamento na˜o apresenta resultados ta˜o superiores aos demais ao se
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Figura 4.10. Comparac¸a˜o do valor da SER obtido ao se reconstruir a imagem do
craˆnio deslocada em 2×2 pixe´is utilizando as diferentes abordagens de reconstruc¸a˜o,
variando a quantidade de informac¸a˜o a priori utilizada. Nesse caso, a func¸a˜o de
espalhamento P foi gerada utilizando a matriz de covariaˆncia Σ2.
utilizar a matriz de covariaˆncia Σ1 para se reconstruir a imagem original a partir de sua
versa˜o deslocada em 7×8, como se verificou no caso anterior (com o deslocamento 2×2).
Como mencionado anteriormente, a matriz de covariaˆncia exerceu certa influeˆncia no caso
do deslocamento 2×2, mas ela na˜o foi ta˜o significativa. Ao se utilizar a matriz Σ1, pore´m,
o desvio padra˜o associado talvez seja muito menor que o deslocamento e, dessa forma,
influenciou mais negativamente nessa reconstruc¸a˜o. Para avaliar tal hipo´tese, fizemos um
novo experimento no qual a func¸a˜o de espalhamento P e´ gerada utilizando a matriz de
covariaˆncia Σ2. Os resultados da SER e do ı´ndice SSIM para as quatro abordagens sa˜o
mostrados nas Fig. 4.16 e 4.17.
Pela ana´lise dos valores de SER e do ı´ndice SSIM mostrados nas curvas das Fig. 4.16
e 4.17, percebemos um salto nos valores associados a` abordagem estoca´stica ao se utilizar
a matriz de covariaˆncia Σ2, quando comparados com os valores obtidos quando a matriz
Σ1 foi utilizada (Fig. 4.12 e 4.13). Pelos resultados obtidos, percebemos que o desempenho
da abordagem estoca´stica possui o potencial de ser melhor que o de todas as outras desde
que o deslocamento realizado esteja inclu´ıdo no valor do desvio padra˜o associado a` matriz
60
Figura 4.11. Comparac¸a˜o do valor do ı´ndice SSIM obtido ao se reconstruir a
imagem do craˆnio deslocada em 2× 2 pixe´is utilizando as diferentes abordagens de
reconstruc¸a˜o, variando a quantidade de informac¸a˜o a priori utilizada. Nesse caso,
a func¸a˜o de espalhamento P foi gerada utilizando a matriz de covariaˆncia Σ2.
de covariaˆncia.
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Figura 4.12. Comparac¸a˜o do valor da SER obtido ao se reconstruir a imagem do
craˆnio deslocada em 7×8 pixe´is utilizando as diferentes abordagens de reconstruc¸a˜o,
variando a quantidade de informac¸a˜o a priori utilizada. Destaca-se a regia˜o de
queda na qualidade de reconstruc¸a˜o utilizando a abordagem com a informac¸a˜o a
priori determin´ıstica: com 5% de informac¸a˜o a priori, obteve-se um valor de SER
de 20, 86dB e, com 15% de informac¸a˜o a priori, obteve-se um valor de SER de
16, 02dB.
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Figura 4.13. Comparac¸a˜o do valor do ı´ndice SSIM obtido ao se reconstruir a
imagem do craˆnio deslocada em 7 × 8 pixe´is utilizando as diferentes abordagens
de reconstruc¸a˜o, variando a quantidade de informac¸a˜o a priori utilizada. Destaca-
se a regia˜o de queda na qualidade de reconstruc¸a˜o utilizando a abordagem com a
informac¸a˜o a priori determin´ıstica ideal: com 5% de informac¸a˜o a priori, obteve-se
um valor para o ı´ndice SSIM de 0, 637 e, com 15% de informac¸a˜o a priori, obteve-se
um valor de 0, 524.
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Figura 4.14. Considerando 5% de informac¸a˜o a priori na reconstruc¸a˜o da imagem
de craˆnio deslocada em 7 × 8 pixe´is, compara-se os valores de SER obtidos ao se
variar o nu´mero de linhas radiais utilizadas na sua reconstruc¸a˜o para as diferentes
abordagens apresentadas no trabalho.
Figura 4.15. Considerando 5% de informac¸a˜o a priori na reconstruc¸a˜o da imagem
de craˆnio deslocada em 7×8 pixe´is, compara-se os valores do ı´ndice SSIM obtidos ao
se variar o nu´mero de linhas radiais utilizadas na sua reconstruc¸a˜o para as diferentes
abordagens apresentadas no trabalho.
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Figura 4.16. Comparac¸a˜o do valor da SER obtido ao se reconstruir a imagem do
craˆnio deslocada em 7×8 pixe´is utilizando as diferentes abordagens de reconstruc¸a˜o,
variando a quantidade de informac¸a˜o a priori utilizada. Nesse caso, a func¸a˜o de
espalhamento P foi gerada utilizando a matriz de covariaˆncia Σ2.
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Figura 4.17. Comparac¸a˜o do valor do ı´ndice SSIM obtido ao se reconstruir a
imagem do craˆnio deslocada em 7× 8 pixe´is utilizando as diferentes abordagens de
reconstruc¸a˜o, variando a quantidade de informac¸a˜o a priori utilizada. Nesse caso,
a func¸a˜o de espalhamento P foi gerada utilizando a matriz de covariaˆncia Σ2.
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4.4.2 Ana´lises Qualitativas
Nesta sec¸a˜o sera˜o mostramos algumas das imagens reconstru´ıdas para que uma ana´lise
qualitativa da reconstruc¸a˜o seja realizada. Selecionamos alguns pontos cr´ıticos das cur-
vas apresentadas na sec¸a˜o anterior dos resultados de reconstruc¸a˜o quando realizamos
deslocamentos 2× 2 e 7× 8.
4.4.2.1 Deslocamento 2× 2
As imagens resultantes ao se utilizar as diferentes abordagens para a reconstruc¸a˜o da
imagem do corte do craˆnio deslocada em 2 × 2 p´ıxeis, utilizando treˆs porcentagens de
informac¸a˜o a priori (5%, 15% e 40%), sa˜o aqui apresentadas. Escolhemos esses percentuais
com base nos resultados mostrados nas Fig. 4.6 e 4.7, ou seja, consideramos treˆs pontos
cr´ıticos: o pico ao se utilizar por volta de 5% de informac¸a˜o a priori; o vale que se obteve
quando utilizamos 15%; e o pico em 40%. Apresentamos as imagens reconstru´ıdas nas
Fig. 4.18, 4.19 e 4.20, respectivamente.
Quando analisamos as imagens reconstru´ıdas mostradas nas Fig. 4.18, 4.19 e 4.20,
e´ poss´ıvel perceber que elas corroboram os resultados quantitativos mostrados anterior-
mente. De fato, quando analisamos, por exemplo, as imagens obtidas ao se utilizar 15%
(Fig. 4.19) de informac¸a˜o a priori, percebemos o qua˜o superior e´ a qualidade da imagem
reconstru´ıda ao se utilizar a func¸a˜o de espalhamento em detrimento dos outros tipos de
informac¸a˜o a priori. Ja´ quando utilizamos 40% de informac¸a˜o a priori (Fig. 4.20), ja´
quase na˜o percebemos diferenc¸as entre as imagens reconstru´ıdas.
4.4.2.2 Deslocamento 7× 8
As imagens resultantes ao se utilizar as diferentes abordagens para a reconstruc¸a˜o da
imagem do corte do craˆnio deslocada em 7 × 8 p´ıxeis, utilizando treˆs porcentagens de
informac¸a˜o a priori (5%, 15% e 35%), sa˜o aqui apresentadas. Escolhemos esses percentuais
com base nos resultados mostrados nas Fig. 4.16 e 4.17, ou seja, consideramos treˆs pontos
cr´ıticos: o pico ao se utilizar por volta de 5% de informac¸a˜o a priori; o vale que se obteve
quando utilizamos 15%; e o pico em 35% de informac¸a˜o utilizada. Apresentamos as
imagens reconstru´ıdas nas Fig. 4.21, 4.22 e 4.20, respectivamente.
De forma similar ao analisado no caso anterior, tambe´m pudemos ver pela ana´lise das
Fig. 4.21, 4.22 e 4.23 que os resultados das me´tricas se refletem na qualidade das imagens
reconstru´ıdas, como no caso em que se utilizou 15% de informac¸a˜o a priori. Tambe´m,
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Figura 4.18. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de 5%
de informac¸a˜o a priori para diferentes abordagens, considerando o deslocamento
2 × 2 e Σ1. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o de
informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o a
priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ1, como informac¸a˜o a priori; e em (d), a imagem




Figura 4.19. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de
15% de informac¸a˜o a priori para diferentes abordagens, considerando o desloca-
mento 2× 2 e Σ1. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o
de informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o
a priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ1, como informac¸a˜o a priori; e em (d), a imagem




Figura 4.20. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de
40% de informac¸a˜o a priori para diferentes abordagens, considerando o desloca-
mento 2× 2 e Σ1. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o
de informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o
a priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ1, como informac¸a˜o a priori; e em (d), a imagem




Figura 4.21. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de 5%
de informac¸a˜o a priori para diferentes abordagens, considerando o deslocamento
7 × 8 e Σ2. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o de
informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o a
priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ2, como informac¸a˜o a priori; e em (d), a imagem




Figura 4.22. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de
15% de informac¸a˜o a priori para diferentes abordagens, considerando o desloca-
mento 7× 8 e Σ2. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o
de informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o
a priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ2, como informac¸a˜o a priori; e em (d), a imagem




Figura 4.23. Imagens do corte transversal do craˆnio reconstru´ıdas a partir de
35% de informac¸a˜o a priori para diferentes abordagens, considerando o desloca-
mento 7× 8 e Σ2. Em (a), e´ mostrada a imagem final reconstru´ıda sem a utilizac¸a˜o
de informac¸a˜o a priori; em (b), a imagem reconstru´ıda ao se utilizar a informac¸a˜o
a priori na˜o-ideal (Φo); em (c), a imagem reconstru´ıda ao se utilizar a func¸a˜o de es-
palhamento P, gerada utilizando Σ2, como informac¸a˜o a priori; e em (d), a imagem
reconstru´ıda ao se utilizar a informac¸a˜o a priori ideal (Φn).
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✺ ❈♦♥❝❧✉s⑦❛♦
O imageamento por ressonaˆncia magne´tica tem se tornado uma ferramenta essencial para
o diagno´stico, acompanhamento e tratamento de diversas patologias. O fato de na˜o ser
ta˜o acess´ıvel e de ser extremamente incoˆmodo ao paciente, contudo, ainda limitam o
seu uso mais amplo. Por esse motivo, e´ importante que os algoritmos de reconstruc¸a˜o
dependam de uma quantidade menor de medidas extra´ıda pelo scanner e, dessa forma,
diminua o desconforto para o paciente a ser examinado. O compressive sensing e´ uma
das te´cnicas que vem sendo estudada com esse intuito, uma vez que ela permite obter a
imagem com qualidade a partir de uma quantidade menor de medidas. Aliado ao CS, no´s
utilizamos tambe´m a pre´-filtragem que permite aumentar a esparsidade da imagem antes
de ser reconstru´ıda, assim como a informac¸a˜o a priori que permite reduzir a quantidade
de medidas necessa´rias para a reconstruc¸a˜o.
Ao considerar a te´cnica de CS como uma poss´ıvel soluc¸a˜o para a reconstruc¸a˜o das
imagens a partir de poucas medidas, tambe´m consideramos neste trabalho a possibili-
dade de modelar a informac¸a˜o a priori fornecida ao algoritmo para que ela contemplasse
poss´ıveis artefatos provenientes de movimentos volunta´rios e/ou involunta´rios dos pa-
cientes. A modelagem proposta e´ estat´ıstica e consiste em modelar um espalhamento
centrado em pontos na˜o-nulos da representac¸a˜o esparsa da imagem. Esses pontos na˜o-
nulos sa˜o aqueles resultantes da operac¸a˜o de pre´-filtragem e, sobre cada um desses pontos
e para cada uma das verso˜es filtradas, foram calculadas curvas de distribuic¸a˜o Normal
(uni ou bidimensional) com uma certa variaˆncia.
De modo a avaliar esse algoritmo, foram realizados testes em sinais de domı´nios
unidimensional e bidimensional, em sinais de fantomas de Shepp-Logan e em imagens
reais de MR obtidas do banco de dados BIRN. Nesses testes, comparamos o desempenho
dos algoritmos de reconstruc¸a˜o sem a utilizac¸a˜o de informac¸a˜o a priori e com a utilizac¸a˜o
de informac¸a˜o a priori determin´ıstica, com o algoritmo que propusemos que utiliza a
func¸a˜o de espalhamento P como informac¸a˜o a priori.
Os testes em sinais unidimensionais mostraram que o desempenho do algoritmo que
utiliza a func¸a˜o P e´ superior ao algoritmo que na˜o utiliza nenhum tipo de informac¸a˜o a
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priori, mas e´ inferior a`quele que utiliza a informac¸a˜o a priori ideal. Contudo, ao se obter as
medidas do scanner quando o objeto escaneado se move, na˜o e´ poss´ıvel ter essa informac¸a˜o
ideal, sendo esta uma situac¸a˜o inalcanc¸a´vel. Portanto, o fato da abordagem estoca´stica
ser inferior a ela ja´ era esperado e o comportamento da curva 4.2 comprova essa situac¸a˜o.
Ale´m disso, e´ poss´ıvel perceber que, com o aumento do nu´mero de medidas, aumenta-se
a qualidade da reconstruc¸a˜o, independentemente da abordagem analisada. Sendo que a
abordagem estoca´stica atinge a regia˜o o´tima de desempenho com uma quantidade menor
de medidas do que a abordagem sem informac¸a˜o a priori.
Os testes de casos realizados com sinais de domı´nio bidimensionais gerados aleatori-
amente e com as imagens de fantoma de Shepp-Logan apresentaram resultados similares
com relac¸a˜o a` qualidade de reconstruc¸a˜o quando se utilizou a func¸a˜o de espalhamento
como informac¸a˜o a priori. Esta mostrou-se superior a`s demais, exceto quando se utilizou
a informac¸a˜o determin´ıstica ideal.
Finalmente, os testes com imagens reais de ressonaˆncia magne´tica foram realizados
com o intuito de analisar diferentes varia´veis que influenciariam a qualidade da imagem
reconstru´ıda. Inicialmente, fizemos testes deslocando a imagem original 3.5 e realizando a
reconstruc¸a˜o utilizando diferentes porcentagens de informac¸a˜o a priori. Tambe´m utiliza-
mos dois valores de variaˆncia distintos, de modo que cada desvio padra˜o correspondente
estivesse mais pro´ximo de um dos deslocamentos impostos a` imagem original. A partir
desses testes pudemos avaliar que o desempenho quantitativo das abordagens (baseado
nos valores das me´tricas SER e ı´ndice SSIM) que utilizam a informac¸a˜o a priori de-
termin´ıstica e´ muito dependente da quantidade de informac¸a˜o fornecida ao algoritmo.
Isso fez com que, em alguns casos, o desempenho dessas abordagens fosse inferior ao da
abordagem sem nenhuma informac¸a˜o a priori. Contudo, esse fato na˜o influencia tanto
a abordagem estat´ıstica, que se manteve com bom desempenho independentemente da
quantidade de informac¸a˜o fornecida.
A abordagem estoca´stica apresenta uma dependeˆncia com relac¸a˜o a` matriz de co-
variaˆncia utilizada. Pudemos perceber que, para obter o desempenho o´timo do algoritmo,
e´ necessa´rio que os valores de variaˆncia fornecidos pela matriz integrem, pelo menos, o
valor do deslocamento realizado. Quando deslocamos a imagem em 2 pixe´is em cada
direc¸a˜o, na˜o obtivemos uma grande diferenc¸a de desempenho (Fig. 4.6, 4.10, 4.7, 4.11),
pois as duas matrizes utilizadas englobavam esse deslocamento nos seus valores de desvio
padra˜o (σ1 > 2 e σ2 > 2). Pore´m, quando o deslocamento 7× 8 foi aplicado, a diferenc¸a
de desempenho foi mais evidente (Fig. 4.12, 4.16, 4.13, 4.17). Isso ocorreu porque, ao
se utilizar a matriz Σ1, o valor do desvio padra˜o correspondente era bem inferior aos
dois valores de deslocamento (σ1 < 7 e σ1 < 8) e, dessa forma, na˜o englobavam todo o
deslocamento que a imagem sofreu. Ao se utilizar a segunda matriz Σ2, o desempenho
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do me´todo estoca´stico melhorou quando comparado com o caso anterior.
Ale´m disso, tambe´m realizamos uma avaliac¸a˜o dos desempenhos da SER e do ı´ndice
SSIM ao se variar a quantidade de linhas radiais utilizadas na reconstruc¸a˜o. Como
esperado, ao se aumentar esse nu´mero, o desempenho tambe´m aumentou. Sendo que a
abordagem estoca´stica se manteve com o desempenho superior em boa parte da ana´lise
realizada.
Apesar dos diversos testes realizados neste trabalho, ainda ha´ muito a se avaliar com
relac¸a˜o ao me´todo proposto. Devido ao grande peso computacional das simulac¸o˜es rea-
lizadas, na˜o foi poss´ıvel realizar testes sistema´ticos para comprovar, de fato, a influeˆncia
da matriz de covariaˆncia no desempenho do me´todo estoca´stico e a sua relac¸a˜o com os
deslocamentos da imagem. Seria interessante tambe´m analisar o desempenho do algo-
ritmo quando aplicado em imagens de ressonaˆncia magne´tica funcional (fMRI ), onde as
informac¸o˜es de um frame possam ser modeladas na reconstruc¸a˜o do pro´ximo frame.
Ale´m disso, seria interessante explorar outras formas de manipular a informac¸a˜o a
priori fornecida para a reconstruc¸a˜o e utilizada no ca´lculo da func¸a˜o de espalhamento
como, por exemplo, usar te´cnicas mais aprimoradas para detecc¸a˜o de bordas nas direc¸o˜es
dos filtros e operac¸o˜es morfolo´gicas nas imagens a priori para eliminar poss´ıveis ru´ıdos ou
informac¸o˜es desnecessa´rias. Uma ana´lise da influeˆncia da informac¸a˜o a priori incorreta
no desempenho dos algoritmos tambe´m e´ necessa´ria ate´ mesmo para entender melhor o
comportamento de vale que identificamos nas curvas de desempenho.
Outra ana´lise que deve ser realizada no futuro e´ a utilizac¸a˜o de interpolac¸o˜es dife-
rentes ao se mapear o valor da constante τ , ale´m da linear descrita na Eq. 3.4. Existe a
possibilidade de uma outra interpolac¸a˜o, como a quadra´tica, descrever de forma mais pre-
cisa a pertineˆncia dos pontos de suporte da imagem. Dessa forma, a utilizac¸a˜o de outra
distribuic¸a˜o probabil´ıstica ao se construir as curvas de distribuic¸a˜o P, como a distribuic¸a˜o
Gamma, pode trazer melhorias aos resultados e deve ser investigado futuramente.
Finalmente, a abordagem estoca´stica apresentou um desempenho superior ao espe-
rado inicialmente e, portanto, faz-se necessa´rio realizar um estudo teo´rico aprofundado
sobre a utilizac¸a˜o dessa informac¸a˜o a priori modelada estatisticamente, como a realizada
por Miosso et al. [50] para informac¸o˜es determin´ısticas, a fim de validar teoricamente
todo o estudo realizado neste trabalho.
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