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Abstract
It is known that a group shift on a polycyclic group is necessarily of
finite type. We show that, for trivial reasons, if a group does not satisfy the
maximal condition on subgroups, then it admits non-SFT abelian group
shifts. In particular, we show that if a group is elementarily amenable or
satisfies the Tits alternative, then it is virtually polycyclic if and only if
all its group shifts are of finite type. Our theorems are minor elaborations
of results of Schmidt and Osin.
1 Introduction
In [5], it is shown that on polycyclic-by-finite groups, all group shifts are of finite
type. We prove a partial converse. A group satisfies the Tits alternative if every
finitely-generated subgroup either contains a free group on two generators or is
virtually solvable. Finite-dimensional linear groups over any field satisfy this.
We sayG satisfies the weak Tits alternative if all its finitely-generated subgroups
either contain a free group on two generators or are elementarily amenable.
Theorem 1. Let G be a group that satisfies the weak Tits alternative. Then all
group shifts on G are of finite type if and only if G is virtually polycyclic.
The theorem is a rather direct corollary of the following theorem, and a
characterization of virtually polycyclic groups due to Osin [3].
Theorem 2. Let G be a group which does not satisfy the maximal condition on
subgroups. Then there is a group shift on G which is not of finite type.
We give a direct proof of this. The essence of it, and probably also the
construction itself, can be extracted from Schmidt [5].
The full characterization of groups where all group shifts are of finite type
stays open. Theorem 1 shows that if such a group is not virtually polycyclic,
it is a counterexample to a strong form of the “Von Neumann conjecture”. Of
course there are such examples, such as Tarski monsters (see [2]), which satisfy
the maximal condition on subgroups but are not virtually polycyclic. We do
not know whether such groups support group shifts that are not of finite type.
2 The construction
In this section, we prove Theorem 2.
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Remark 1. The construction is written straight from the definitions, in some-
what excessive detail. This is because we found it (and especially the proof
method) quite surprising at the time of writing. Somehow, we had a hard time
believing that finite subshifts on non-finitely-generated groups could be essential
for obtaining results about uncountable subshifts on finitely-generated groups,
and that there had to be some gap in the logic. Of course, after the fact this is
nothing but an instance of the observation that sometimes you need to step into
a larger family of mathematical objects to understand the smaller family you are
actually studying.
All groups and finite sets are discrete and AB with A,B discrete has the
product topology. The reader may safely assume all groups are countable (the
case of uncountable groups is somewhat trivial), but we emphasize that groups
are not assumed to be finitely-generated.
Definition 1. Let G be a group and Σ a finite set. Then X ⊂ ΣG is a subshift
if it is topologically closed and closed under the action of G given by the shifts
defined by (g · x)h = xg−1h. A subshift is of finite type if there is a clopen
subset C ⊂ ΣG such that x ∈ ΣG is in X if and only if ∀g ∈ G : g · x ∈ C.
More generally, we say G y X is a subshift if it is conjugate to one, that is,
homeomorphic to one by a shift-commuting homeomorphism.
Clearly being of finite type is preserved under conjugacy, since this condition
is defined in terms of the topology and the shift maps, as this structure is
preserved by conjugacies. For groups that are not finitely-generated, it is not
clear that this is a particularly interesting definition, but it corresponds to the
usual notion in the finitely-generated case, and non-finitely-generated groups
are crucial in the proof even if we are only interested in finitely-generated ones.
Definition 2. If Σ is a group, then a group shift (on alphabet Σ) is a subshift
X ⊂ ΣG such that X is also a subgroup of ΣG under cellwise operations (x·y)g =
xg · yg.
It is known that group shifts as defined above are precisely the internal
groups of the category of subshifts (up to operation-preserving isomorphism).
Lemma 1. Suppose G is not finitely-generated. Then its trivial action on Z/2Z
is a group shift, but is not of finite type.
Proof. Let Σ = Z/2Z and define X = {0G, 1G}. Then clearly X is a subshift of
ΣG and a 7→ (g 7→ a) defines a conjugacy from the trivial action of G on Z/2Z
to the subshift X , where X inherits a symbolwise group operation from Z/2Z.
We recall the characterization of a clopen set in ΣG in terms of coordinates:
C ⊂ ΣG is clopen if and only if there exists a finite set A ⊂ G called the support
of C such that x ∈ C ⇐⇒ ∃x′ ∈ C : x′|A = x|A.
Suppose now that X is of finite type, and let C be a clopen set defining it
with support A. Then A generates a proper subgroup of X , say H ≤ G. Define
x ∈ {0, 1}Σ by xg = 1 ⇐⇒ g ∈ H . Then g · x ∈ C for all x, since if g ∈ H
then (g · x)h = xg−1h = 1 for all h ∈ H , so in particular (g · x)|A = 1
G|A since
A ⊂ H . On the other hand if g /∈ H , then (g · x)h = xg−1h = 0 for all h ∈ H ,
so in particular (g · x)|A = 0
G|A since A ⊂ H .
This contradicts the assumption that C defines the subshift X , since the
point x is not in X .
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Definition 3. Let H ≤ G and let Y ⊂ ΣH be an H-subshift. The coset
extension Y G/H is defined as the subset of ΣG defined by
x ∈ Y G/H ⇐⇒ ∀g ∈ G : g · x|H ∈ Y.
Note that this is the “full” coset extension, where each coset has an inde-
pendent copy of Y .
Lemma 2. Let H ≤ G, and let Y be an H-subshift. Then the coset extension
X = Y G/H is a G-subshift, and it is of finite type if and only if Y is.
Proof. Since Y is closed and translations are continuous, also X is closed. Also
X is indeed a subshift: If x ∈ X and g′ ∈ G, then
∀g ∈ G : (g · (g′ · x))|H = (gg
′ · x)|H ∈ Y,
which implies that g′ · x ∈ X .
Let pi : ΣG → ΣH be the projection map pi(x) = x|H . This map is clearly
continuous. Suppose that Y is of finite type. Let D ⊂ ΣH be the clopen set
defining Y . Define C ⊂ ΣG by
x ∈ C ⇐⇒ pi(x) = x|H ∈ D,
that is, C = pi−1(D). Then C and X \C are open as they are preimages of the
open sets D and Y \D, so C is clopen.
We claim that x ∈ ΣG is in X if and only if g · x ∈ C for all g ∈ G. To see
this, suppose first that x ∈ X . Then for all g ∈ G, g · x|H ∈ Y , so in particular
g · x|H ∈ D, implying g · x ∈ C. Next, suppose g · x ∈ C for all g ∈ G. Then in
particular h · (g · x) ∈ C for all g ∈ G, h ∈ H , and thus (h · (g · x))|H ∈ D. Let
y = (g · x)|H . Then (h · (g · x))|H = h · y because
(h · (g · x))h′ = (g · x)h−1h′ = yh−1h′ = (h · y)h′ .
It follows that h · y ∈ D for all h ∈ H , so y ∈ Y . This shows that g · x|H ∈ Y
for all g ∈ G, implying x ∈ X . We have shown that X is of finite type.
Next, we prove that if X is SFT, then so is Y . Since even sets of Z-rows
of Z2-SFTs can be Π01-hard, this is obviously very specific to the fact we are
restricting precisely the coset extension X = Y G/H of some H-subshift Y back
to H .
Suppose that the clopen set C defining X has support A. We claim that
there is a clopen set with support B = A−1A ∩ H defining Y . Suppose not.
Then there is in particular a point y ∈ ΣH \ Y such that for any h ∈ H , there
exists a point yh ∈ Y such that (h ·yh)|B = (h ·y)|B, as otherwise we could pick
{z | z|B ∈ Y |B} as a clopen set with support B defining Y .
If Y is empty, then it is an SFT (since the empty set is clopen) and we are
done. Otherwise pick any z ∈ Y , and let y /∈ Y and yh ∈ Y for all h ∈ H
be as above. Pick representatives 1G = g1, g2, . . . for the left cosets of H , so
that giH and H
−1g−1i = Hg
−1
i form two (possibly distinct) partitions of G, and
H = g1H = Hg
−1
1 . Define x ∈ Σ
G by xh = yh and xgih = zh whenever h ∈ H
and i > 1, and similarly define xh for all h ∈ H by xhh′ = y
h
h′ and x
h
gih′
= zh′
whenever h′ ∈ H and i > 1.
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We claim that xh ∈ X for all h ∈ H . For this let g ∈ G be arbitrary, and
write g = hˆg−1i . If i > 1, then g /∈ H and we have
(g · xh)h′ = x
h
g−1h′ = x
h
gihˆ−1h′
= zhˆ−1h′ = (hˆ · z)h′
so in this case g · xh|H = hˆ · z ∈ Y . Otherwise
(g · xh)h′ = x
h
g−1h′ = x
h
gihˆ−1h′
= yh
hˆ−1h′
= (hˆ · yh)h′
so again g ·xh|H = hˆ · y
h ∈ Y . By the definition of the coset extension, we have
xh ∈ X .
We claim that now also x ∈ X . Suppose not, so that g · x /∈ C for some
g ∈ G. First, suppose that g−1A does not intersect H , pick h ∈ H arbitrarily
and compute
(g · xh)a = x
h
g−1a = xg−1a = (g · x)a
for all a ∈ A, so actually g · xh /∈ C, a contradiction.
Suppose next that g−1A does intersect H , and let g−1a = h−1 ∈ H . We
claim that then g · xh /∈ C. Let a′ ∈ A. If g−1a′ /∈ H , then as above
(g · xh)a′ = x
h
g−1a′ = xg−1a′ = (g · x)a′ .
If g−1a′ ∈ H , then also b = (g−1a)−1g−1a′ = a−1a′ ∈ H . Note also that, by
form, we have b ∈ B. We thus have
(g · xh)a′ = x
h
g−1a′ = y
h
g−1a′ = y
h
g−1ab
where the second equality follows because g−1a′ ∈ H , and
(g · x)a′ = xg−1a′ = yg−1a′ = yg−1ab
by the same computation. Now yhg−1ab = yg−1ab because b ∈ B and by the
choice of the yh:
yhg−1ab = y
h
h−1b = (h · y
h)b = (h · y)b = yh−1b = yg−1ab.
We have shown that in any case (g · xh)a′ = (g · x)a′ for a
′ ∈ A, which implies
g · xh /∈ C, a contradiction with xh ∈ X .
Lemma 3. If Σ is a finite group, H ≤ G and Y ⊂ ΣH is a group shift, then
Y G/H is a group shift.
Proof. If x, x′ ∈ Y G/H , g ∈ G and h ∈ H , then
(g · (x · x′))h = (x · x
′)g−1h = xg−1h · x
′
g−1h = (g · x)h · (g · x
′)h.
Letting g · x = y, g · x′ = y′, we have y · y′ ∈ Y , implying (g · (x · x′)) ∈ Y . The
proof for inverses is similar.
Definition 4. A group G satisfies the maximal condition on subgroups if for
any sequence G1 ≤ G2 ≤ G3 ≤ ... of subgroups, the sequence eventually stabi-
lizes, i.e. for some i, Gi = Gi+j for all j ≥ 0.
4
Lemma 4. A group G satisfies the maximal condition on subgroups if and only
if all its subgroups are finitely-generated.
Proof. If H ≤ G is not finitely-generated, then clearly one can enumerate a
countable sequence of increasing subgroups of H , and in particular they are
subgroups of G. If G does not satisfy the maximal condition on subgroups,
then
⋃
iGi is a subgroup that is obviously not finitely-generated.
Proof of Theorem 2. SupposeH ≤ G is not finitely-generated. Then by Lemma 1
there is a group shift Y ⊂ ΣH which is not of finite type. Then by Lemma 3,
Y G/H is a group shift, and by Lemma 2 it is not of finite type.
3 Groups without the weak Markov property
Definition 5. A group G has the weak Markov property if all group shifts it
supports are of finite type.
This is a weaker version of the notion of Markov type as defined in [5], see
Lemma 7 for a proof. Theorem 2 states precisely that groups having the weak
Markov property satisfy the maximal condition on subgroups.
The maximal condition on subgroups is very strong. We include a brief
discussion of groups that do not have this property, and in particular prove
Theorem 1.
We begin with a few examples which cover some of our favorite groups such
as free groups and the lamplighter group.
Proposition 1. A free product G ∗H for nontrivial G,H satisfies the maximal
condition on subgroups if and only if it has the weak Markov property if and
only if |G| = |H | = 2.
Proof. The case |G| = |H | = 2 corresponds to the infinite dihedral group, which
is polycyclic and thus covered by Proposition 4 below. When one of the groups
has three generators, we pick g ∈ G \ {1G} and h, h
′ ∈ H \ {1H} with h 6= h
′,
and then gh, gh′ are easily seen to generate a free group with two generators
using the normal form theorem of free products [1]. The free group with two
generators contains a copy of the free group with infinitely many generators,
and thus does not satisfy the maximal condition on subgroups, and we apply
Theorem 2.
Proposition 2. A wreath product G ≀H with G nontrivial and H infinite never
satisfies the maximal condition on subgroups, thus never has the weak Markov
property.
Proof. When H is infinite, Gω (the direct union of Gd as d→∞) is contained
in G ≀ H , as the conjugates hGh−1 commute and have trivial intersection for
distinct h ∈ H . The group Gω is obviously never finitely generated when G is
non-trivial, and we apply Theorem 2.
Proposition 3. If G is uncountable, then it does not have the weak Markov
property.
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Proof. Pick a countable sequence g1, g2, g3, ... such that gi+1 /∈ 〈g1, g2..., gi〉 for
all i, which can be done since finitely-generated subgroups are countable. Then
〈g1, g2, . . .〉 is not finitely-generated since it admits an infinite generating set
having no finite generating subset, so this follows from Theorem 2.
For the main theorem, we will use a theorem of Osin, but while covering the
virtually polycyclic case, we give a self-contained proof of the virtually solvable
case in Proposition 4. The following is classical, see Theorem 5.4.12 of [4].
Lemma 5. A solvable group is polycyclic if and only if it satisfies the maximal
condition on subgroups.
Lemma 6. A virtually solvable group is virtually polycyclic if and only if it
satisfies the maximal condition on subgroups.
Proof. Suppose G is virtually solvable. Suppose first it is virtually polycyclic,
and let H ≤ G be a finite-index polycyclic subgroup. If K ≤ G, then [K :
K ∩ H ] ≤ [G : H ] < ∞. Since K ∩ H is finitely generated as a subgroup of
H , so is K, by adding finitely many coset representatives to a generating set of
K ∩H . Thus every subgroup of G is finitely generated.
Suppose then that G satisfies the maximal condition on subgroups, and let
K ≤ G be a solvable group of finite index. It is enough to show that K is
polycyclic. Suppose it is not. Then there is a subgroup H ≤ K which is not
finitely generated, and then also H ≤ G, a contradiction.
The following is Definition 4.1 in [5].
Definition 6. A countable group G is of Markov type if, for every compact Lie
group Σ, the shift-action of G on ΣG satisfies the descending chain condition.
In [5], Lie groups are defined to be compact matrix groups over the complex
numbers. In particular, every finite group with the discrete topology is a Lie
group. For the argument, we do not need to know what the descending chain
condition, or d.c.c., means, but it refers to that for the partially ordered set of
shift-invariant closed subgroups. The following is Theorem 4.2 of [5].
Theorem 3. If G is polycyclic-by-finite, then it is of Markov type.
The following is Theorem 3.8 of [5].
Theorem 4. Let G be a countable group, and let Σ be a compact Lie group.
The shift action of G on ΣG satisfies the d.c.c. if and only if every closed
shift-invariant subgroup of ΣG is of finite type.
This definition of finite type restricts to ours in the zero-dimensional setting,
and we omit the general definition.
Lemma 7. Let G be a countable group. If it is of Markov type, it has the weak
Markov property.
Proof. LetX ⊂ ΣG be a group shift. Then Σ can be represented by permutation
matrices, and thus is a compact Lie group in the sense of [5]. If G has the Markov
property, then ΣG satisfies the d.c.c. by definition, and thus X is of finite type
by Theorem 4. This proves the weak Markov property.
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Proposition 4. Let G be virtually solvable. Then G has the weak Markov
property if and only if it is virtually polycyclic.
Proof. If G is virtually polycyclic, then it is in particular polycyclic-by-finite
(by intersecting all conjugates of the polycyclic subgroup of finite index), so
by Theorem 3 it has the Markov property, so by Lemma 7 it has the weak
Markov property. If G is virtually solvable but not virtually polycyclic, then
by Lemma 6 it does not satisfy the maximal condition on subgroups, and thus
does not have the weak Markov property by Theorem 2.
We now prove Theorem 1 (in slightly stronger form). The following follows
by combining Proposition 4.5 and Example 4.8 (3) of [5], and is the Markov
type version of our construction in Theorem 2.
Lemma 8. If G is of Markov type and H ≤ G, then H is of Markov type. If a
group is of Markov type, then it satisfies the maximal condition on subgroups.
Definition 7. The class of elementary amenable groups is the smallest class
containing all finite and abelian groups, which is closed under subgroups, quo-
tients, extensions and directed unions.
The following is Theorem 2.1 in [3].
Lemma 9. An elementary amenable group satisfies the maximal condition on
subgroups if and only if it is virtually polycyclic.
Theorem 5. Let G be a group such that every finitely-generated subgroup of
it either contains a free group on two generators or is elementarily amenable.
Then the following are equivalent:
• G satisfies the maximal condition on subgroups,
• G is virtually polycyclic,
• G has the weak Markov property,
• G is of Markov type.
Proof. Since virtual polycyclicity proves the weak Markov property and Markov
type, and not having the maximal condition on subgroups proves the group does
not have the weak Markov property and is not of Markov type, it is enough to
show thatG is virtually polycyclic if and only if it satisfies the maximal condition
on subgroups.
Let H ≤ G be finitely-generated. If H contains a two-generator free group,
then G contains an infinitely-generated free group, and thus does not satisfy the
maximal condition on subgroups.
Suppose then that H does not contain a two-generator free group. Then
it is elementary amenable by assumption. It is then enough to show that an
elementary amenable group satisfies the maximal condition on subgroups if and
only if it is virtually polycyclic. This is Lemma 9.
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