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We present algorithms that (a) reduce an algebraic equation, defining an algebraic 
function, to a Fuchsian differential equation that this function satisfies; and (b) 
compute coefficients in the expansions of solutions of linear differential equations in 
the neighborhood of regular singularities via explicit linear recurrences. This allows 
us to compute the Nth coefficient (or N coefficients) of an algebraic function of 
degree d in O(dN) operations with O(d) storage (or O(D) storage). 
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INTRODUCTION 
Formal power series manipulations are one of the most attractive features 
of computer algebra systems. For a mathematician, physicist, or engineer the 
possibility of fast computation of the coefficients in the expansions of func- 
tions of interest built from relatively simple objects such as algebraic and/or 
differential equations is crucial in a vast variety of problems. Considerable 
attention was devoted for some time to the development of various algorithms 
for fast power series computations. See particularly a very good review in 
Knuth (1981, Chap 4.7), and original papers by Brent and Kung (1978), 
Brent and Traub (1980)) and Kung and Traub (1978). 
The construction of fast algorithms for the computation of expansions of 
algebraic functions is a major building block in the comprehensive formal 
power series packages for computer algebra systems. Knowledge of expan- 
sions of algebraic functions is important in many areas of mathematics. Some 
*This work was supported in part by the NSF under Grant DMS-8409626 and the U.S. Air 
Force under Grant AFOSR-81-0100. 
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examples of applications are presented in Kung and Traub (1978) (e.g., 
generating functions of combinatorial analysis and some functions of mathe- 
matical physics). Other applications include the p -adic tests of integrability 
in elementary functions of Abelian integrals, as presented in Chudnovsky and 
Chudnovsky (1984b, 1985b), where studying the denominators of the inte- 
grand of an Abelian integral is sufficient to determine the elementarity of the 
integral. For these and many other applications (see below) one needs fast 
algorithms that compute coefficients of power and Puiseux expansions of 
algebraic functions over various fields of constants (say, finite fields or alge- 
braically closed fields of characteristic zero). It is noted in Kung and Traub 
(1978) that the classical method of computation of algebraic functions by 
comparison of coefficients requires 0 (N”) operations to compute N terms of 
the expansion of an algebraic function of degree II. Thus it was a considerable 
improvement, when Kung and Traub (1978) presented an algorithm that 
computes N terms in the expansion of an algebraic function of degree it in 
0(&f(N)) operations, where M(N) is the number of operations sufficient to 
multiply two N th-degree polynomials. Here M(N) = 0 (N2), but 
M(N) = O(N log N) if the Fast Fourier Transformation is used. Kung and 
Traub (1978) asked whether or not a general algebraic function can be com- 
puted in less than 0 (M(N)) operations. This question was suggested to the 
present authors by J. Traub. We show in this paper that there exists an 
algorithm that requires 0 (d . N) operations and 0 (dN) storage to compute N 
coefficients in the expansion of an algebraic function y(x) given by an equa- 
tion P(x, y (.a)) = 0 of total degree d. Moreover, to compute only the Nth 
coefficient of the expansion of y(x) requires at most 0 (d) storage space. 
This paper is devoted to a detailed, ready-to-implement exposition of the 
algorithms. In fact, with a view toward further applications we present addi- 
tional algorithms for computation of power series expansions of regular 
solutions of linear differential equations. These algorithms are an important 
part of an algebraic function algorithm. However, the linear differential 
equation algorithm will play an important role in further fast algorithms of 
expansion computations, particularly in the algorithm of computation of 
power series solutions to algebraic (nonlinear) differential equations. In these 
algorithms, which we hope to present for implementation later, linearization 
methods (similar to Siegel’s (1966) methods reduce a nonlinear differential 
equation to a particular linear one by means of formal power series substi- 
tutions. 
The algorithm, and the paper, consists of two parts. Part I comprises 
Sections 1-3; Part II, Sections 4-7 (Chudnovsky and Chudnovsky, 1987). 
First, we replace an algebraic equation P(x, y(x)) = 0 defining a function 
y(x) by a linear differential equation with rational (polynomial) function 
coefficients, satisfied by y(x). This is done in Section 1, where several 
important questions are discussed, such as the construction of a linear differ- 
ential equation satisfied by y(x) of a minimal order, the proof of Fuchsianity 
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of the corresponding linear differential equation, and the reconstruction of an 
algebraic function and its linear differential equation from the initial part of 
its Puiseux expansions. In Section 2 we touch upon the theory of Fuchsian 
linear differential equations in several variables. These generalizations 
(involving the computation of generators of ideals in polynomial rings) are 
necessary for computation of expansions of algebraic functions in several 
variables. In Section 3 we present a summary of the theory of Fuchsian linear 
differential equations, including the relationship between the monodromy 
theory of Fuchsian linear differential equations and their indicial equations 
(e 2aia is an eigenvalue of the local monodromy matrix at x = x0 for a root (Y 
of the indicial equation at x = x0). In the exposition we follow G. V. Chud- 
novsky (1980a). The reader who wants to pursue the subject further, in 
particular to consider polylogarithmic expansions of solutions of Fuchsian 
linear differential equations and methods of computations of their mono- 
dromy matrices as well as their applications in physics and number theory, 
can consult D. V. Chudnovsky (1980) and G. V. Chudnovsky (1980b). 
One of the most efficient methods of determining power series (regular) 
expansions of solutions of linear differential equations is to substitute an 
undetermined power series y(x) = (X - x0)” C;=, yN . (x - J#’ in the dif- 
ferential equation, and determine the coefficients yn successively. This naive, 
but essentially correct, method has serious drawbacks, for, even in the regular 
case, the logarithmic term in the expansion of y(x) can occur when there are 
roots of the indicial equation at x = x0 that differ by integers. The Frobenius 
method, which we present in Section 4, gives the determination of a complete 
set of solutions of a linear differential equation in the regular case. The 
Frobenius method provides an on-line algorithm for the determination of 
regular expansions of solutions of linear differential equations, whose 
coefficients have regular power series expansions (are analytic functions). In 
Section 5 we describe a famous criterion (Forsyth, 1959) for the absence of 
logarithmic terms in the expansion of solutions of linear differential equations 
at x = x0. In Section 6 the Frobenius method is modified for the case of linear 
differential equations with rational (polynomial) coefficients. In this case the 
successive Coefficients yN in the expansion (X - lo)a xzEo yN (X - xO)N and in 
similar expansions in the presence of logarithmic terms, of a regular solution 
y(x), are determined from a finite-term linear recurrence whose coefficients 
are explicit polynomials in IZ. The length of this recurrence is called in the 
classical literature “the rank” of the linear differential equations, and is 
always bounded by the (maximal) degree of the polynomial coefficients of the 
Fuchsian equation. This recurrence, together with initial conditions (these are 
necessary only when logarithmic terms are present and are given in Section 
6 as well), determines the Nth coefficient yN in terms of y,&, , . , yN-rr 
where r is “the rank’ of the linear differential equation. Finally, to construct 
an expansion of an arbitrary algebraic function one has to represent it as a 
linear combination of a fundamental system of regular solutions. The corre- 
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sponding coefficients can be determined by comparison of the few first terms 
in the expansion of an algebraic function with the expansion of basic solutions 
of the fundamental system; see Section 7 for a discussion of expansions of 
algebraic functions and the general method of Newton polygons. 
It seems that the number of operations 0 (N) required to compute N terms 
in the expansion of an algebraic function is the best possible and cannot be 
improved. However, to be precise about this statement, we have to specify 
over what ring one looks for the coefficients in the expansion of an algebraic 
function. If one deals, say, in rational integer arithmetic, then the typical 
algebraic function with rational coefficients in its expansion has numerators 
and denominators of the Nth coefficient growing as a geometric progression 
in N. Thus, though one needs only 0 (1) operations to determine the Nth 
coefficients from a few previous ones, and these operations are only additions 
and multiplications (divisions) by small integers (size 0 (log N)), the storage 
requires 0 (1) terms in the expansion, each of which is of size 0 (N). Thus 
typically it seems that though the Nth coefficient can be determined very fast 
for a very large N, this coefficient can be impossible to display or to keep in 
the memory for a reasonably large N (say, of the order N - 10’). Moreover 
the size of N has to be even smaller, if symbols (say, constants) are present 
in the expansion. However, in many cases one has to compute coefficients of 
the expansion of algebraic functions with large indices. Since the only lim- 
itation we have is that of storage, a significant number of terms can be 
computed fast and kept in the memory, whenever the sizes of the coefficients 
that one needs to store are bounded. These are the cases of (a) computations 
in finite fields, and (b) multiprecision computations with fixed precision. In 
case (a) we compute, say, coefficients mod n for a fixed it, so that the sizes 
of stored numbers never exceed 0 (log n), independent of N. 
Applications of our algorithms should include the criteria of p -integrality 
of coefficients of solutions of linear differential equations (as necessary for 
the Grothendieck conjecture (Chudnovsky and Chudnovsky, 1984b, 
1985a, b); applications to diophantine geometry, especially to Abel’s the- 
orem and explicit laws of addition on Jacobians of algebraic curves; com- 
putations with algebroid formal groups over Q and Q, including applications 
to primality testing (Chudnovsky and Chudnovsky, 1985a, c). 
Investigation of the complexity problem is far from being completed. 
Ideally, one would hope to achieve the polynomial complexity-O(log N) 
operations to compute the Nth term in the expansion of an algebraic 
function-at least for simple functions and in the case where computations 
are done mod n or in finite fields (mod p). Such a possibility would be 
spectacular and hardly possible even for the simplest algebraic functions. 
Indeed, take y(x) = m near x = 0 : y(x) = XGZO (y )x”. If one 
could compute (T) mod II in polynomial time, then, as is well known, the 
factorization of integers could be achieved in polynomial time. In fact, the 
numbers ( y ) carry complete information on the distribution of primes (G. V. 
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Chudnovsky, 1983). This does not mean that polynomial complexity cannot 
be achieved under special conditions; we hope to present corresponding 
results ourselves, when p is fixed and we compute mod p”, or N and p are 
related (e.g., ($‘) modp for N = (p - 1)/2, N = (p ? 1)/4, etc.). 
The complexity discussion above relates to the obvious sequential imple- 
mentation of our algorithms. These algorithms can also be implemented in a 
parallel (sequential/parallel) manner. The parallelization of these algorithms 
depends on the parallelization of solutions of recurrences, generating the 
coefficients of power series expansions. In this way one can compute N first 
coefficients of the power (Puiseux) series expansions of an algebraic function 
in 0 (log N) parallel steps with 0 (N) processors. We will report further on 
parallel algorithms of power series computations and on methods of analytic 
continuation of solutions of algebraic and linear differential equations based 
on power series computations. 
The main purpose of this paper is to serve as a manual in the imple- 
mentation of power series computations in the SCRATCHPAD II (IBM) 
system. 
After the power series package is sufficiently developed, various continued 
fraction and Pad6 approximation algorithms will be added to it. Their com- 
plexity will match that of power series manipulation routines. One hopes, 
however, that continued fraction expansion and PadC approximation com- 
putations for algebraic functions are significantly faster than those of power 
series expansion computations. 
The complexity of computations of the Nth element in continued fraction 
expansion is, in fact, polynomial (in log N), if an algebraic function belongs, 
e.g., to a hyperelliptic algebraic function field C(x, m). We will report 
elsewhere on classes of algebraic functions for which the complexities of 
continued fraction expansions and PadC approximations are polynomial. 
1. LINEAR DIFFERENTIAL EQUATIONS SATISFIED BY ALL BRANCHES 
OF AN ALGEBRAIC FUNCTION 
We want to compute the nth coefficient (or n first coefficients) in the 
(Puiseux) expansion of an algebraic function over A(X), where A is Z, Q, U&, 
lF,,, or Iw or @ (in the two latter cases one speaks of multiple precision 
computations). As stated in the Introduction, we find an efficient algorithm 
to compute an expansion of an algebraic function by replacing an original 
algebraic equation by a linear differential equation satisfied by all branches of 
a given algebraic function. Thus we are reducing the problem of expansion 
of algebraic functions to a larger and, surprisingly, easier, problem of expan- 
sion of functions satisfying linear differential equations with rational function 
coefficients (possessing the regularity, or Fuchsianity, property). It is there- 
fore necessary to provide an algorithm that will associate to an algebraic 
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function a Fuchsian linear differential equation of the smallest possible order 
that this algebraic function and all its branches satisfy. 
We present this algorithm in several forms including two different proofs 
of its existence. 
Our first argument is based on a purely algebraic method. To establish the 
existence of the algorithm, it is sufficient to note that an arbitrary function 
field K, which is a finite extension of a rational function field k(x), is a 
differential field. Hence for an arbitrary elementf = f(x) of K (read: for an 
algebraic functionffrom K), its derivativef’ = dfldx is again an element of 
K, and so on. If m is the degree of K over k(x), then there are at most m 
elements of K, linearly independent over k(x). Since f, f’ , f” = &fldx*, 
. . . ) f’“’ = d”‘fldx” are all elements of K, and there are m + 1 of them, 
they are linearly dependent over k(x). The linear relation connecting them, 
amf h) + a,-,f(m-‘) + . . . + al f’ + aof = 0, 
for Ui E k(X) (i = 0, . . , m), and ai, not all zeros simultaneously, is the 
linear differential equation satisfied by the function f = f(x) from K. This, 
merely existence, result was made into an actual algorithm by Tannery. 
We start with an algebraic equation 
P(x, Y) = 0, (1.1) 
where P (x, y) is a polynomial from A [x, y] of degree m in y. An equation 
(1.1) defines an algebraic function (or, rather, branches of an algebraic 
function) y = y(x). We are assuming momentarily that a polynomial P (x, y) 
does not have multiple factors (say, is not divisible by the square of a 
polynomial nontrivially depending on y). This assumption is significantly 
weaker than an assumption of irreducibility of P (x, y). The assumption that 
P (x, y) does not have multiple roots (as a polynomial in y), means that two 
polynomials (in y), P = P (x, y) and 4. = aP/dy, are “relatively prime.” The 
latter term means that the resultant r = r(x) of P and 4, as polynomial in y, 
is nonzero. At this point, it is wise to rely on one of the subroutines of a 
computer algebra system that compute gcd’s of polynomials. The correspond- 
ing subroutine, called, say, 
SOLVEDIOPHANTINE (P, Q) 
for two polynomials P, Q in y, provides a triplet (A, B, r) where 
A-PiB.Q=r, 
r = gcd(P, Q) 
and coefficients of A and B are polynomials in coefficients of P and Q. If we 
apply the subroutine SOLVEDIOPHANTINE to two polynomials P and 
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Q = PY, considered as polynomials in y with coefficients that are polynomials 
in x, we obtain as an output 
(Ah Y>, B(x, Y), r(x)>. 
Here A (x, y) and B (x, y) are polynomials in x and y from A[x, y] of 
degrees, correspondingly, m - 2 and m - 1 in y; r(x) is a polynomial from 
Rx]]; and 
r(x) = A(x, y) * P(x, y) + B(x, Y) . qY(x, Y). (1.2) 
Now let y(x) be any solution of (1.1). Then it follows from (1.2) that 
4-d = B(x, Y(4) * p,(x, Y(X))* 
while differentiating (1.1) we obtain pX(x, y(x)) + (dy/dx) . 9y (x, y(x)) = 
0, or 
4 
dx=- 
P,(x, Y (-4) 
JIy(-G Y (-4) * 
Consequently, 
4 -=- B(x, Y(X)) * P,(x, Y(X)) 
dx 44 
(1.3) 
Taking into account the algebraic equation (1.1) we can eliminate from the 
numerator in the right-hand side of (1.3) all powers of y(x) higher than 
m - 1. Consequently, we get 
4 RI -=- 
dx r(x) ’ 
(1.4) 
where RI = R,(x, y) is a polynomial in y of degree m - 1 with coefficients 
being rational functions in x. Iterating (1.4) we obtain 
ar (4 - %!L + r(x) 2 - R, a~ ay . 
Again we use (1.1) to eliminate all powers of y(x) of degree higher than 
m - 1. Thus we obtain 
d2y R2 -- 
dx2 - r(x)’ ’ 
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Repeating this procedure m - 2 times more we obtain a system of 
equations 
(1.5) 
where R; = Ri(X, y) (i = 1, . . . , m) are polynomials in y of degrees in y at 
most m - 1 with coefficients rational in X. We obtain m equations 
R;=$$*r(x)‘:i= 1,. . . ,m, (1.6) 
and thus we can eliminate (say by Gauss’ elimination method) powers y”, y2, 
. . . ,Y m-’ of y in the left side of (1.6). In this way we obtain a linear relation 
where co, cl, . . , c, are rational functions in X. Multiplying this relation by 
the common denominator of co, cl, . , c,, we obtain a linear differential 
equation on y with polynomial coefficients in X: 
i b;(x) 2 = 0. 
r=O 
(1.7) 
Equation (1.7) corresponds to the algebraic equation ( 1. l), and is independent 
of the choice of its solution y (since we used only Eq. (1.1) to eliminate high 
powers of y). The order of (1.7) is at most m, and we can claim only that one 
of the coefficients b,(x), . . , b,(x) is nonzero. 
In fact, this algorithm provides a linear differential equation corresponding 
to (1.1) of the smallest possible order. For this it is enough to determine the 
rank of the matrix formed from the coefficients at powers of y(x) of poly- 
nomials Rj (i = 1, . . , m). Indeed, let 
m-l 
Ri = C Ri,iy’y (1.8) 
j=O 
where Ri,j are rational functions in x : j = 0, . . . , m - 1; i = 1, . . . , m. 
Form an (m + 1) X m matrix M = (MI,, : i = 0, . . . , m; j = 0, . , 
m - 1) with rational function entries, such that 
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fori=O,. . . ,m;j=O,. . . , m - 1. Let k 5 m be the minimal integer 
(2 0) such that k + 1 first rows Ri = (Mi,j : j = 0, . . . , m - 1; i = 0, 
. . . ) k) of M are linearly dependent (clearly k I m exists as rank of M is 
at most m). Then there are (rational functions in X) CO, . . . , ck such that ck 
is nonzero (as MO, . . . , Hk-, are linearly independent) and 
i CjMi = 0. 
i=O 
The last equation is equivalent to the linear differential equation 
(1.9) 
satisfied by all m solutions of (1.1). According to the definition of k, Eq. (1.9) 
is a linear differential equation of minimal order, satisfied by all solutions of 
(1.1). This equation is unique up to multiplication by an invertible rational 
function. 
Though for a “generic” algebraic equation (1.1) the order of a differential 
equation (1.9) is equal to the degree m of (1.1)) we can see that a simple linear 
transformation can reduce the order of a linear differential equation corre- 
sponding to (1.1) from m to m - 1. To do this let us assume for the moment 
that in the polynomial expansion of P(x, y) in powers of y the coefficient at 
Y m-1 is equal to zero. Then the order of the differential equation (1.9), 
corresponding to (1. l), is at most m - 1. Indeed, it is sufficient to note that 
under these assumptions on P (x, y), the rank of the matrix M above is at most 
m - 1. An alternative proof of this statement is given below in connection 
with Wronskians. 
This remark on the reduction of the order of a linear differential equation 
(1.9), if P(x, y) has a special form, can be applied to an arbitrary algebraic 
function. Indeed, let P(x, y) be an arbitrary polynomial of degree m in y as 
in (1. l), and let pm = pm (x) and pm- I = p,-,(x) be coefficients at y m and 
m-1 respectively, in P (x, y). Then the transformed polynomial 
“p,(x,‘y) = P(x, y + p,-,/mp,) * mm . p$‘-’ has the coefficient atym-’ equal 
to zero. Thus if y (x) is an arbitrary solution of (1.1)) then there exists a linear 
differential equation of order at most m - 1 satisfied by 
y (x) + pm- l(.x)/mp, (x). This equation has the form ( 1.9) for k 5 m - 1 if 
one constructs it4 from a polynomial P,(x, y) instead of P (x, y) in (1.1). 
The above algorithm can be realized using computer algebra systems 
(particularly, using SCRATCHPAD and SCRATCHPAD II) possessing 
codes for (a) resultants or gcd’s of polynomials; (b) differentiation of poly- 
nomials; and (c) solution of linear equations with symbolic (polynomial) 
entries. 
280 CHUDNOVSKY AND CHUDNOVSKY 
The only assumption of the polynomial P (x, y) made above was that P and 
Py are “relatively prime” in the sense that the resultant r(x) of P and 4, is not 
zero. If it is zero, then P, as a polynomial in y, possesses multiple roots. To 
rid ourselves of this possibility, we have to consider gcd of P and 4, in a 
polynomial ring and treat separately two polynomials: (a) P/gcd(P, 4.) and 
(b) gcd(P, 9y) (dividing 4). In case (a) we arrive at a polynomial without 
multiple roots to which the above algorithm is applied. In case (b) we obtain 
a polynomial of degree at most m - 1. If the polynomial does not have 
multiple roots, then the above algorithm is applied to it separately and we 
obtain two scalar linear differential equations corresponding to an algebraic 
equation (1.1). If the polynomial in (b) has multiple roots, we apply to it the 
same process that we applied to P, . . . , etc. If it is possible to factorize 
P(x, y) completely using a given computer algebra system, then it is easier 
to apply the above algorithm to each of its irreducible factors. 
The second method that we propose is based on Wronskians instead of 
resultants, and this method is more convenient when several first terms of the 
Puiseux expansions of branches of an algebraic function are known. These 
terms can be determined, say, directly from Eq. (1.1) and its Newton dia- 
gram. 
For convenience we work in extensions of a differential field K over a field 
of constants k. Typically, K is a rational function field over k (or, perhaps, 
an algebraic function field). To each homogeneous scalar linear differential 
equation of order d over K 
Y Cd) + ad&,y(d-l) + * * * + qy’ + soy = 0 (1.10) 
withai EK(i= 1,. . . , d - l), there corresponds a Picard-Vessiot ex- 
tension L of K (Kolchin, 1973; Kaplansky, 1957), generated by a funda- 
mental system of solutions of ( 1.10). If yl, . . . , yd is a fundamental system 
of solutions of ( 1.10) from L, then the left-hand side of Eq. (1. lo), denoted 
symbolically by L [ y], can be represented as a ratio of two Wronskian deter- 
minants: 
Y yl . . . yd 
Y’ Yi ... Y& 
. . . . 
. . . . . . 
. . . . . . 
(1.11) 
(To prove (1.11)) note that the denominator in the right-hand side of ( 1.11) 
is nonzero, because yl, . . , yd are linearly independent over k; see the main 
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property of Wronskians (Kolchin, 1973; Kaplansky, 1957). Thus the right- 
hand side of (1.11) is well defined. Also, every solution of (1.10) is a linear 
combination of y I, . . . , yd with coefficients from k. Consequently, for every 
solution y of (1. lo), the determinant in the numerator in the right-hand side 
of (1.11) is zero. The right side of (1.11) is, obviously, a linear differential 
equation of order d in y, with leading coefficient one, with coefficients from 
K and having, as we proved, yl , . . . , yd as its solutions. Thus the difference 
between the right and left sides in (1.11) is a differential operator of order at 
most d - 1 with d linearly independent solutions, and this is identically 
zero.) 
Expressions in the right-hand side of (1.11) for various yl , . . . , yd can be 
used, therefore, to construct linear differential equations (Chudnovsky and 
Chudnovsky, 1983, 1984a). If yl, . . . , yd are lying in some differential 
extension V of K, the crucial question is whether the coefficients of the 
corresponding linear differential equation lie in K. The answer is given by the 
following trivial 
LEMMA 1.1. Let V be an arbitrary Picard-Vessiot extension of K and let 
Yl, . . . , yd be elements of V, linearly independent over the field k’ of 
constants of K and such that the vector space k ‘{ y,, . . . , yd} over k’ 
generated by yI, . . . , yd is closed under the action of the Picard-Vessiot 
group of V/K. Then an expression 
L[y] = (+)d w$;“y . . . I;;) 
1,. . . , 
in a diflerential undetermined y is a linear differential operator of order d 
with coeflcients from K. 
Proof. It is enough to show that the differential operator L [ y] is invariant 
under the action of the Picard-Vessiot group of V/K. However, since the 
action of the Picard-Vessiot group on yI , . . . , yd is always a linear one, the 
ratio of two determinants in the definition of L [ y] is always unaltered. n 
Lemma 1.1 is sufficient to construct linear differential equations satisfied 
by algebraic functions. To see the relationship between differential fields and 
algebraic function fields, which are differential fields, as remarked above, we 
remind the reader that the Picard-Vessiot group of a Picard-Vessiot extension 
of a differential field is a Galois group of this extension. Henceforth, if one 
looks for the Galois group of an algebraic function field, one gets its 
Picard-Vessiot group. If the ground field (field of constants) is a complex 
number field, then the action of the Galois group of an algebraic function field 
coincides with the action of the monodromy group on a Riemann surface 
corresponding to the model of the function field. It is well known that in this 
case, the actions of the Galois, monodromy, and Picard-Vessiot groups are 
the same (cf. Markus,1959-1960). 
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To derive a linear differential equation over k(x) having minimal order and 
satisfied by all roots y = y(x) of an algebraic equation (1. l), let us assume 
that we have m distinct roots yl = y,(x), . . , y, = y,(x) of (1.1). (Here 
again we momentarily invoked an assumption that (1.1) does not have multi- 
ple roots in y.) Let us choose a subset of {y,, . . . , y,,,} with the maximal 
number of functions linearly independent over k. To do this it is enough to 
examine the rank of the Wronskian matrix 
(with y!” = d’yi/dxj). The rank of the matrix W over k is equal to the 
maximal number d of functions among { yI , . . , y,}, linearly independent 
over k. In these notations, the first d rows of W are linearly independent over 
k, while the d + 1 are linearly dependent over k. Also in this case there is a 
nonzero d X d minor of W of the form det(y:j’ : i, j = 0, . . . , d - 1) and 
1 I k0 < . . . < kd-, I m. Without loss of generality (simply by 
renumbering) we can assume that kc, = 1, k, = 2, . . , kd-, = d, i.e., that 
functions yI, . . , yd are linearly independent over k. In these notations we 
obtain 
PROPOSITION 1.2. The expression 
L[y] = (-l)d w$;“7 . . . ;f;) 
1, . . . , 
(1.12) 
is a linear differential operator with rational coefhcients from k(x) and the 
leading coefficient 1, such that all solutions y = y(x) of an algebraic equation 
(1.1) are solutions of a linear differential equation L [ y] = 0, and, con- 
versely, any solution of a linear differential equation L[ y] = 0 is a linear 
combination (with coeficients from a field of constants k) of roots of an 
algebraic equation (I. 1). 
Proof. First, the expression L [ y] is nontrivial, as yl , . . . , yd are linearly 
independent over k. As expression of L [ y] shows solutions of L [ y] = 0 are 
exactly linear combinations (with coefficients from k) of yl , . . . , yd. Since, 
by the choice of {y,, . . . , yd}, the linear closure over k of { yI, . . . , yd} 
coincides with that of {yl, . . . , ym}, solutions of L [ y] = 0 are exactly linear 
combinations of roots of (1.1). Also L [ y] is a linear differential operator of 
minimal order with the same property, because y,, . . . , yd are linearly 
independent. n 
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It follows from the discussion above (on the coincidence of the Galois and 
Picard-Vessiot groups) and Lemma 1.1 that the expression L[ y] has 
coefficients from the rational function field k(x). It is preferable to give an 
independent proof of it, without using any information on the structure of 
Picard-Vessiot extensions. 
To check that the coefficients of the operator L[ y] in (1.12) (see also 
(1.11)) are rational functions with the coefficients from k(x), it is sufficient 
to remark that the coefficients of (1.12) lie in the Galois closure K of 
kb, YI, . . . , yd)/k (x). An action of the Galois group of K on { yl, . . . , ym} 
is given by appropriate permutations. Since yl, . . . , y,,, are expressed lin- 
early over k in terms of y,, . . . , yd, an action of the Galois group of K on 
k . . . ’ 
yd} is given by linear transformations y + A . y for y = 
1,. . . , yd) and A E GLd(k). Then the action of the Galois group on the 
coefficients of the differential operator (1.12) is trivial, since any nonsingular 
linear transformation y ---f A . y affects both Wronskians in (1.12) in the 
same way: W(yl, . . . , yd) -+ deW * W(yl, . . . , yd); W(Y, yl, . . , 
yd) -+ det(A) * W(Y, YI, . . . , yd). This shows that the operator L[ y] is 
defined over k(x). 
Proposition 1.2 uniquely defines a linear differential equation of minimal 
order with rational function coefficients, satisfied by all m roots of Eq. (1.1). 
This equation, L[ y] = 0, coincides with Eq. (1.9) if one normalizes (1.9) 
with ck = 1, where, of course, k = d is the order of (1.12). The identification 
between Eq. (1.9) and the operator (1.12) is useful, e.g., for proof of the 
statement above that the order of an equation (1.9) is at most m - 1 whenever 
the coefficient at y m-1 of P(x, y) is zero. Indeed, in this case, form solutions 
Yl, . . , y, of (l.l), we have y, + . . . +ym=0,andthusd5m- 1, 
i.e., k 5 m - 1. 
For computational purposes, Proposition 1.2 seems to be unsuitable as an 
algorithm of construction of a minimal linear differential equation associated 
with (1.1)) unlike the first algorithm proposed above. The main reason for this 
lies in the ambiguity of the definition of “functions y, = y,(x), . . . , ym = 
y,(x) that are solutions of (1. l).” This ambiguity, and with it Proposition 1.2, 
can be clarified, if one assumes that instead of functions yi = y;(x) we con- 
sider approximations to them given by the sum of leading N terms in their 
Puiseux expansions at some point x = x0 in CP’, for an appropriate large 
integer N. In this case the word “functions” is computationally justified and 
we understand by “functions” their approximations, given by the sum of 
initial terms in the Puiseux expansion of y;(x). We denote an M th-order 
approximation to “true solutions” yi = y;(x) of (1.1) by the finite list 
Y(x; ~0, M) = (yi(X’; x0, M) : i = 1, . . . , m), where yi(x; ~0, M) are 
finite Laurent series in a variable (X - x0)’ for an appropriate I/ E Q and such 
that ord,=,,( yi(X) - yi(X; ~0, M)) 2 M for all i = 1, . . . , m. 
To generate a list Y (x; x0, M) of approximations to yi (x) up to order at least 
M, one can use any of the existing (even slow) algorithms of computation of 
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the first terms in the Puiseux expansions of all branches of solutions of (1.1) 
at x = x0. The standard method based on Newton diagrams of (1.1) is 
presented in Walker (1950) and efficient versions of this algorithm are 
presented in Kung and Traub (1978). We refer readers to Part II, Section 7 
(Chudnovsky and Chudnovsky, 1987) for remarks concerning the Newton 
diagram method. 
We indicate now how to recover a linear differential equation (1.9) from 
an approximation Y (x; x0, M) to solutions of (1.1). First we have to deter- 
mine d, the maximal number of solutions of (1.1) linearly independent over 
k, the field of constants. Having a list of approximations Y (x; x0, M), it is 
easy to find linearly independent (Laurent) polynomials among 
yi(X; X0, M) 1 i = 1, . . . , m by considering a scalar matrix of their 
coefficients. (This does not even require a computer algebra system.) If 
approximations of order A4 to yi are linearly independent, then, clearly, the 
corresponding functions y, (x) are linearly independent as well, whatever M is. 
The converse to this statement is correct only for large M. To determine the 
lower bound on such M, let us assume that the linear dependence relation 
between approximations vi (xi x0, M) - EZ”=, ci yi(x; x0, M) 3 0 for con- 
stants cl, . . , c, (not all zero) does not materialize as a linear dependence 
relation between functions vi(x). Then we have a nonzero algebraic function 
def 
yo = x=1 CiY,M, which has a zero at x = x0 of order at least 
M : ordX,,,yo 2 M. One must now consider the algebraic equation satisfied 
by YO = YO(X), 
def m’ 
Q(x, Yo) = C qj(x)y’o = 0; 40(x) P 0, (1.13) 
j=O 
for polynomials qj(X) (j = 0, . . . , m ‘). The simplest way to generate such 
an equation is to look at an equation satisfied by all n~lzzer~ functions of the 
form Cjm r cjydj) for all permutations 7r of { 1, . . . , m}. We are not interested 
in the explicit form of (1.13) but only in the upper bound on the degree of 
qo(x) : deg(qo) 5 Do. Do can be trivially estimated from the above discussion 
in terms of the degree d, of P(x, y) with respect to x independently of 
Ci : Do I d,m!. From (1.13) and ordX,,,yo L M it follows that whenever 
qj (x) are regular at x = x0 (i.e., x0 # co), ord,=,,qo(x) L M. Thus Do < M 
implies that ye(x) = 0. Consequently for positive M and M > Do the linear 
independence of approximations yi (x; x0, M) is equivalent o the linear inde- 
pendence of yi (x). (The arguments can be properly modified to include the 
case x0 = m.) 
Once d is found using the approximation Y (x; x0, M), we can determine 
similarly the linear differential equation (1.9). For this let us expand a linear 
operator L[ y] from (1.12) linearly in y(j) : j = 0, 1, . . . , d. We have 
L[y] = ycd) + ud-]ycd-‘) + . . ’ + a,y’ + soy, (1.14) 
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where ai E k(x) (i = 0, . . . , d - 1) according to Proposition 1.2 and Ui 
can be expressed as 
Mi 
a;=--, 
W 
(1.15) 
where W = W(y,, . . . , yd) and Mi is an appropriate d X d minor of 
WY, Yl, . . . 3 yd) : Mi = ?det( y!j’ : i = 1, . . . , d, j = 0, . . . , d,j # 
1) : i = 0, . . . , d - 1. In (1.15) we understand Mi and W as differential 
polynomials in yl, . . . , yd : Mi = Mi( yl, . . . , yd), w = ( yi, . . . , yd) : 
i=O,...,d-1. 
Hence we can substitute approximations yi(X; ~0, M) into ML and W and 
obtain approximate coefficients ai (x; x0, M)-as power series in an appropri- 
ate local parameter at x = x o. For large M, these coefficients are rational 
functions and coincide with ai = ai (x) from (1.14). To determine the ratio- 
nality of ai(x; x0, M) we suggest Pad6 approximations of order up to M/2. 
The precise bound on M for which the PadC approximations to ai(x; x0, M) 
coincide with rational functions u,(x) : i = 0, . . . , d - 1 can be easily 
determined in terms of degrees d, and m of P (x, y). However, instead of this 
bound, in practical terms it is enough to look at Pad6 approximations to 
ai(X; x0, M) and note the first instances when Pad6 approximations become 
nonnormal (i.e., continued fraction expansions become nonnormal.) As re- 
sults and conjectures predict (Chudnovsky and Chudnovsky, 1984a), if non- 
normality persists (say, for about 0 (m) steps), then the corresponding Pad6 
approximations are, in fact, correct rational functions. The approach to the 
construction of (1.9) from approximations to algebraic functions can be 
implemented whenever the proper power series facility allows. 
In construction of the linear differential equation satisfied by an algebraic 
function, an uncertainty lies in the order of this differential equation, as 
compared to the degree of an algebraic equation satisfied by this algebraic 
function. Though for a “generic” algebraic function this order is equal to the 
degree of the equation, there are numerous important algebraic functions 
satisfying linear differential equations of orders significantly smaller than 
their degree. For example, any algebraic function y = x’ln of degree n 
satisfies a homogeneous first-order linear differential equation 
my’ - y = 0. (The word “generic” means, as usual, that the coefficients of 
the algebraic equation defining a function lie in an open Zarisky set.) 
Though we proposed an algorithm (either the first or the second one) that 
determines the precise order of a linear differential equation satisfied by an 
algebraic function, it is important to present an alternative method of finding 
linear differential equations associated with algebraic functions, where the 
order of a differential equation is easier to determine. This method is based 
on a construction of a matrix first-order linear differential equation satisfied 
by algebraic functions. It should be remembered that though one can always 
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pass from the matrix form of a linear differential equation to a scalar one and 
vice versa, some information is lost/gained, particularly concerning apparent 
singularities (cf. D. V. Chudnovsky, 1980; G. V. Chudnovsky, 1980a, Sect. 
5). Matrix linear differential equations are useful, when one chooses a partic- 
ular basis of an algebraic function field. In this case many invariants con- 
nected with the function field can be computed directly from a matrix linear 
differential equation. 
As above, let us start with an algebraic equation 
PC% Y) = 0, (1.1) 
where P(x, y) is a polynomial with coefficients from k and of degree m in y. 
Now we make the following assumption: 
There are no multiple roots in Eq. (1.1) in y. 
See the discussion above after the presentation of the first algorithm on 
what to do if there is a multiple root in Eq. (1.1). 
Let yi = yi(X) 1 i = 1, . . . , m be m distinct roots of (1.1). We want to 
construct a matrix m X m first-order homogeneous linear differential 
equation 
$(“‘) = A . W’, (1.16) 
for W = (w,, . . . , w,) and A E M,&(x)) with a transposition operator t, 
such that m linearly independent solutions of (1.16) are 
Wi=(1,yi,y2,. . .,y,F-‘):i= l,.. .,m. 
First, m vectors i5; : i = 1, . . , m are linearly independent; this follows 
from the expression for the Vandermonde determinant. Consequently, if a 
linear differential equation (1.16) with the desired properties exists, it is, 
essentially, unique, up to multiplication by a rational function from k(x). To 
obtain this differential equation we use a method identical to (1.2)-( 1.4). 
Using the language of commands in a Computer Algebra system we apply the 
operation SOLVEDIOPANTINE (X, Y) = (A, B), where A - X + B - Y = 
gcd(X, Y) applied to two polynomials X = P (x, y) and Y = 8. (x, y) as poly- 
nomials in y with coefficients from k[x]. That is, we find two polynomials 
A = A(x, y) and B = B(x, y) such that A . P + B * ir: = T(X) (and T(X) is, 
of course, a resultant (= discriminant of P (x, y) in y) of P and Py in y). Then 
for any y = y, , P (x, y, ) = 0, and 
&r 
TX=- 
B(x, Y,> . P,(x, Y;) : i = 1 
r(x) 
, . * . ? m. 
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Similarly, we have 
-&Y”) = -k * yk-’ * B(x, yi) * P,(x, yi) 
4.4 
(1.17) 
foranyk=O,.. .,m- landi= l,..., m.Takingintoaccountthe 
defining equation P (x, yi) = 0, we can express in (1.17) all powers of y; with 
exponents higher than m - 1 in terms of 1, yi, y?, . . . , y,p-’ with 
coefficients from k(x). Then from (1.17) we obtain 
g(y”) = RkI;;:i) : i = 1,. . . ,m, 
where &(x, yi) = Ej”i’ rk,j(x)yj and rk,j(x) E k(x) : k,j = 0, . . . , 
m - 1. We note that rk,j (x) . a (x)” are polynomials from k[x] for an appro- 
priate K (depending only on m) : k, j = 0, . . . , m - 1. Consequently the 
matrix linear differential equation (1.16) has matrix coefficients of the form 
A = (Ai,j)yj=l and Ai,j = ri-l,j-l(x) 
fori,j = 1, . . . , m. Note that in order to obtain expressions for Ai,, it is 
enough to simplify the expression -(i - 1)~‘~‘B (x, y)P,(x, y) by means of 
the identity P(x, y) = 0. 
2. CRITERIA OF FUCHSIANITY OF LINEAR DIFFERENTIAL EQUATIONS 
A solution of a Fuchsian linear differential equation with rational function 
coefficients can be defined over the complex numbers as a multivalued func- 
tion in the extended complex plane, regular everywhere but at finitely many 
points (called regular singularities), near which the function exhibits alge- 
braic behavior. For detailed definitions and criteria of Fuchsianity see Forsyth 
(1959), Fuchs (1900-1906), Ince (1959), Theorem 2.1 and Proposition 2.2 
below, and Section 3. 
Thus the scalar linear differential equation L [ y] = 0 from (1.9) or (1.12) 
associated with an algebraic equation (1.1) is a Fuchsian linear differential 
equation. Indeed, as we remarked above, an analytic criterion of Fuchsianity 
states that if all of the solutions of a linear differential equation are analytic 
in CP’LS for a (fixed) finite set S and algebraic behavior near any singularity 
from S, then the linear differential equation is a Fuchsian one (see Proposition 
2.2). Since all solutions of L[y] = 0 are, according to Proposition 2.2, 
algebraic functions, an equation L[ y] = 0 is, according to this criterion, a 
Fuchsian one. From the point of view of applications to the construction of 
multivariable expansions of algebraic functions of several variables, we need 
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a generalization of the criterion of Fuchsianity for the case of linear differ- 
ential equations in several variables (as in the microlocal calculus). It is 
therefore important to review briefly the corresponding result on the re- 
lationship between the structure of singularities of functions of several com- 
plex variables and linear differential equations they satisfy. For details we 
refer the reader to Bjork (1979), Kashiwara and Kawai (1979), Nilsson 
(1963-1965), and Deligne (1970). Instead of multivalued functions with 
algebraic singularities only, we consider Nilsson class functions. According 
to Nilsson, a functionf = f(z,, . . . , z,) belongs to a Nilsson class if there 
exists a nonzero polynomial 4 = q(z,, . . , z,) E @[z,, . . . , z,] without 
multiple factors such that for the hypersurface in C”, M(q) = 
{(z,, . . . , z,) E @” : q(z,, . . , z,) = 0}, the functionfis multivalued on 
Cn\M(q), and is of tempered growth. The tempered (at most algebraic) 
growth condition means that on some polydisk A around z E M(q) we have 
f = ~%/I * ZP (log ~;)~(h 2 0, (Y E @, h E Z), where locally q - zi near 
M (q ). We can restate this by saying that f has at worst a polynomial growth 
near singularities and the vector space over k of all analytic continuations of 
f is finite dimensional. The last condition is known as the finite-dimensional 
determination condition, and means that the fundamental group of C”\M(q) 
has a finite-dimensional representation as a monodromy group off. Clearly, 
algebraic functions belong to the Nilsson class. It turns out that any functions 
of the Nilsson class (and only they) satisfy a system of Fuchsian linear 
differential equations with polynomial coefficients. We can associate with 
any Nilsson class function f a polynomial ideal L, of all linear differential 
equations with polynomial coefficients satisfied by f: 
Lf= 
i 
lE@[z I,..., z,] 
[ 
$ ,... 
I 
$1 :l.f=O}. 
If A, = @[z,, . . . , z,,][c~/c~z,, . . . , a/az,,] (the Weyl algebra of differ- 
ential operators with polynomial coefficients), then the A, -module A, . f = 
(1 . f : 1 E A,} is naturally isomorphic to A,/Lf. An algebraic character- 
ization of multidimensional Fuchsian linear differential equations is the fol- 
lowing. 
THEOREM 2.1. (Kashiwara and Kawai, 1979; Deligne, 1970). For an 
arbitrary Nilsson class function f, the An-module A, * f is Fuchsian along the 
principal ideal generated by q : (q) = C[z,, . . . , z,] * q. This means that 
for every derivative ~3 E Derc(@[z,, . . . , z,]) such that aq E (q), there 
exists m E h, m 2 0 and ao, . . . , u,,-~ E @[zl, . . . , z,] such that 
Pf + a,_,am-‘f + * . . + aof = 0. 
In particular, f satisfies a Fuchsian linear differential equation along any 
straight line in @“. That is, there exists ml I 1 such that 
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{(;~‘+am,-*.i(;- +. * +%]f=o 
foraj,iEQ=[~i ,..., z,]:j=O ,..., ml-landi=l,..., n. 
The coefficients in the Fuchsian linear differential equations are not arbi- 
trary polynomials, and their structure can be determined from the Nilsson 
class conditions. In the one-dimensional case this algebraic criterion of Fuch- 
sianity belongs to Fuchs. We present Fuchs’ criterion locally and globally. 
The local Fuchs’ criterion is particularly useful, because it allows us to 
expand solutions of arbitrary linear differential equations, even though they 
do not belong to the Fuchsian class, in the neighborhood of a point that is a 
regular singular point for the equation. We formulate this condition for linear 
differential equations with arbitrary, not necessarily rational, function 
coefficients. 
PROPOSITION 2.2. (Fuchs, 1900-1906; Ince, 1959). A point x = x0 is a 
regular singular point of the equation (i.e., it is a regular singularity for all 
its solutions) 
d”y d”-‘y dx” + a,-,(z) dx”-’ + * * - + a*(x) 2 + ao(x)y = 0 
if and only zf ai = (x - x&(m-i) * Ai : i = 0, . . . , m - 1, where 
Ai(x):i=O,. . . , m - 1 are regular at x = x0. 
In the case where the coefficients ai are given as Laurent power series 
in x - x0, the condition of regularity of Ai at x = x0 means that Ai are 
formal power series in x - x0. 
If all points in extended complex plane @P’ = @ U {m} are regular singu- 
lar points of the linear differential equation, this equation is called Fuchsian. 
If there are only finitely many singularities, then this Fuchsian equation has 
rational function coefficients. Alternatively, according to Theorem 2.1, the 
Fuchsianity of a linear differential equation means that all its solutions are 
multivalued functions everywhere at UP” minus the singularities, with alge- 
braic behavior everywhere. Proposition 2.2 gives the following character- 
izations of coefficients of a Fuchsian linear differential equation with rational 
function coefficients: 
hOPOSITION 2.3. (Forsyth, 1959; Fuchs, 1900-1906; Ince, 1959). Fuch- 
sian linear differential equations of order m with rational function 
coeficients, and only they, have the form 
d”y P,-,(x) d”-‘y 
dx”+po-- 
S(x) dY 
dxm-l + + ’ ’ + (X)m-l * z + p(x)m 
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where P(x) = II& 1 (x - aj) is a polynomial without multiple roots, and fi (x) 
are polynomials of degrees at most (m - i)(k - 1) : i = 0, . . . , m - 1. 
3. FUNDAMENTAL SYSTEMS OF SOLUTIONS OF FUCHSIAN LINEAR 
DIFFERENTIAL EQUATIONS 
Let us consider a linear differential equation of order n with rational 
function coefficients 
y’“‘(x) + am-,(x)y(“-‘)(x) + * * * + ao(x)y (x) = 0 (3.1) 
for y”‘(x) = d’y/dx’ and ai E C(x) : i = 0, . . , m (a,(x) = 1). 
We are interested in Eqs. (3.1) with regular singularities only. First, all 
singularities of solutions are singularities of aj (x) : j = 0, . . . , m - 1. We 
remind the reader that the singularity of the system (3.1) is called apparent 
(D. V. Chudnovsky, 1980) if it is a singularity of some of the aj(x) : j = 0, 
. . . ) m - 1 but not of the solutions of (3.1). The notion of a regular 
singularity for (3.1) is defined in many equivalent ways. The simplest way is 
described by the roots of an indicial equation (Forsyth, 1959; Ince, 1959): 
DEFINITION 3.1. Let x = x0 be a singularity of (3. l), i.e., a singularity of 
oneoftheaj(x) :j = 0, . . . , m - 1. We look for formal solutions y(x) of 
(3.1) of the form 
y(x) = (x - ~0)~ . ye(x) = (x - x~)~ . (a0 + a,(x - x0) + . . .), (3.2) 
a0 # 0, where ye(x) is an invertible element of C[[x - x0]]. Substituting y(x) 
from (3.2) into (3.1)) we obtain some algebraic equation P,,(r) = 0 character- 
izing possible values of r. This equation is called an indicial equation of (3.1) 
at x = x0 and has degree %z. If the degree P,,(r) is exactly n, then x = x0 is 
called a regular singularity of (3.1). 
If x = x0 is a regular singularity of (3. l), then a fundamental system of 
solutions of the form (3.2) exists. However, one must be aware of the case 
when the roots of P,,(r) differ by rational integers and logarithmic terms may 
appear in the expansion of y(x) (see Forsyth, 1959; Fuchs, 1900-1906; Ince, 
1959). Using the methods of G. Frobenius (1968) and L. Fuchs (1900-1906), 
one obtains the fundamental set of solutions at x = x0 of (3.1) as products of 
(x - ~0)~ logk (x - x0) b y a convergent power series at x = x0. 
THEOREM 3.2. (Frobenius, 1968; Fuchs, 1900-1906). Let x = x0 be a 
regular singularity of (3.1), and let r, , . . , r, be roots of an indicial 
equation P,,(r) = 0 of (3.1) at x = x0. Let {r,, ,, . . . , rl,k,}, . , 
G-h I, . . , r,,kr} be 1 blocks of elements of {r,, . . , r,,,}, m = k, + . * * 
+ k,, such that in each block {r,, , , . . , rr,k,} elements are equivalent 
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(mod Z) and elements of different blocks are nonequivalent (mod Z), i.e., 
ri.p - rj.4 E Z ifandonly ifi = jforp = 1, . . . , ki; q = 1, . . . , kj, Let 
the order of r,, . . . , r, be chosen in such a way that ri, , 2 * * * 2 ri,k, : 
i= 1,. . . , 1. Then there exists a fundamental system of solutions of (3.1) 
having the form 
Yi,,(X) = (x - xo)ri~w~p(x) + (x - x&p+’ - logb - x0) - 4,,+,(4 
(3.3) 
+ . * * + (x - x())‘h 10&-p (X - X0) * U$(X), 
where u:,(x) are analytic functions at x = ~0 : p 5 q 5 ki; p = 1, . . . , ki; 
i = 1,. . . ,l. 
The origin of the partition of {r,, . . . , rm} into blocks is connected with 
the normal form of the monodromy matrix of the system of (3.1) at x = x0 
(Lappo-Danilevski, 1953; Markus, 1959-1960). Exactly, let y(x) = (y,(x), 
. . . , ym (x)) be the fundamental system of solutions of (3.1). We consider 
now any simple closed contour y surrounding x0, and not containing any 
singularity of (3.1) other than x0. Let the system of functions Y(X) = 
(K(x), . . . 9 Y,(x)) be the result of the analytic continuation of y(x) after x 
has described the circuit y. Since the coefficients aj(x) : j = 0, . . , m - 1 
are unaltered by the description of the circuit y (they are rational functions), 
Eq. (3.1) is unchanged. Thus Y(x) is expressed in terms of y(x): 
Y(x)’ = v, . y(x)'. (3.4) 
Following from (3.2) and (3.4) is the well-known (Ince, 1959; Fuchs, 
1900-1906; G. V. Chudnovsky, 1980b) relationship between the roots rj of 
the indicial equation (3.1) at x = x0 and the eigenvalues /+ of the (local) 
monodromy matrix V, in (3.4): 
/.Lj = e zxar, . .J= 1,. . . ,m, (3.5) 
Now let the canonical Jordan form of the monodromy matrix V, be the 
matrix 
where JAi is a Jordan block corresponding to the eigenvalue Ai of size 
ki: i = 1,. . . ,landki + * * * + k[ = m. Then the Fuchs-Hamberger rule 
(Forsyth, 1959; Fuchs, 1900-1906; G. V. Chudnovsky, 1980 a) 
b-i, . . . , r,} of the indicial equation of (3.1) at x = x0 are divided into 1 
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groups corresponding to 1 Jordan blocks J,,, of S,V,S;’ according to the 
formula 
* .  = e2d=iri,p .  
I  .p=l,..., k,;i=l,..., 1. (3.6) 
That is, in each group {ri, 1 , . . . , ri,ki} of k; roots of an indicial equation at 
x = x0, roots differ by integers. 
As we mentioned in Section 2, there is an analytic characteristic of a 
regular singularity of Eq. (3.1) due to L. Fuchs (1900-1906): 
PROPOSITION 3.3. Equation (3.1) has a regular singularity at x = x0 if 
and only if all its solutions are at most regular singular at x = x0 and if and 
only if ai = (x - x~)-(~-~) X p;(x) for pi(x) analytic at x = x0 : i = 0, 
. . . , m - 1. 
Linear differential equations (3.1) having only regular singularities in the 
extended x-plane UP’ (including x = CC with a local parameter l/x instead 
of x - x0 at a finite x0) are called Fuchsian. Their characterization was 
presented in Proposition 2.3. According to this proposition (Ince, 1959; G. 
V. Chudnovsky, 1980a; Forsyth, 1959; Fuchs, 1900-1906), Fuchsian linear 
differential equations of order n have the form 
d”y P,-,(x) d”-‘y + + S(x) dy + PO(x) 
iiF+-*- .** -* p (4 dx”-’ P(x)“-’ dx po”y = 0, (3.7) 
where P(x) = II;=, (x - aj) is a polynomial without multiple roots, and fi (x) 
are polynomials of degrees at most (m - i)(k - 1) : i = 0, . . , m - 1. 
Now we make a few remarks about the local monodromy of Fuchsian linear 
differential equations. Due to the form (3.3) of the fundamental system of 
solutions of (3. l), we call the roots {r,, . . . , rn} of the indicial equation of 
(3.1) at x = x0 local exponents of (3.1) corresponding to x = x0 that are 
independent of the choice of the fundamental solution of (3.1). 
We have the set of all singularities of (3.7) as the set {a,, . . , ak}, 
possibly including w. If 
$f!$ = 5 (x lJsa )i + j$j+ : i = 1, . . . , m, 
s=l s 
then the indicial equation corresponding to x = a, has the form 
G-h + 2 S,(r),-i = 0, 
i=l 
where (r)k = r . . (r - k + 1). We denote by (Y!(~s) : i = 1, . . . , m local 
exponentsof(3.7)atx=a,:s= l,.. .,l,andbycr(“j:i= 1,. ..,m 
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the local exponents of (3.7) at x = 03 (with the local parameter 1 /X for a large 
x). Then we have 
p 
Is 
_ n(n - 1) = 
2 
-i c+) : s = 1, . . . , k 
i=l 
and 
COROLLARY 3.4. The total sum of all local exponents of (3.7) corre- 
sponding to all singularities at UP’ is (k - 1) * (m(m - 1)/2): 
i 2 al(as) + i &=’ = (k - 1) . mcm2- ‘). 
s=l i=l i=l 
(3.8) 
Identity (3.8) is called the Fuchs identity, and has many nontrivial con- 
sequences (cf. G. V. Chudnovsky, 1980b; Chudnovsky and Chudnovsky, 
1983) in number theory and quantum field theory, because it is the only 
algebraic identity relating various accessory parameters of Fuchsian equations 
(3.7). We suggest using the Fuchs identity (3.8) as a necessary check of any 
implementation that computes local exponents of Fuchsian equations. 
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