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Using molecular dynamics (MD) simulations and density functional theory (DFT) calculations, we
systematically study the effective pair potential between two particles induced by unconnected
monomers and by polymers at various polymer concentrations (above the overlap), particle sizes, and
polymer–particle interactions. In the case of athermal interactions, we verify that the entropic depletion
forces between two nanoparticles inside a solvent of unconnected monomers oscillate in accordance
with the radial distribution of monomers around one nanoparticle, and that the strength of polymer-
induced entropic depletion forces rises linearly with the increase of nanoparticle size. These results are
quite consistent with previously obtained experimental and theoretical results. When introducing
attractive interactions between nanoparticles and polymers, the adsorption of polymer segments on the
surface of each nanoparticle induces repulsive forces between the nanoparticles which can eliminate
the depletion attractions. Enhancing the attraction between monomers and nanoparticles leads to the
formation of thin polymer-layers on the surfaces of nanoparticles. As a consequence, the depletion
attraction reappears at a somewhat increased particle distance. The observed phenomena become
increasingly pronounced at higher polymer concentrations. Throughout this work we systematically
compare computer simulation results with predictions from density functional theory and show that the
data obtained with both approaches are quite consistent with each other.I Introduction
The complex behavior of nanoparticle–polymer composites is of
general interest not only within the polymer science commu-
nity, but also in research areas like nanotechnology and
biophysics. The mixing of polymers and nanoparticles is
opening pathways for the engineering of exible composites
that exhibit advantageous electrical, optical, and mechanical
properties.1 While the understanding of materials at the
micrometer and submicrometer scale has made signicant
progress in the past decades,2 the current research on nano-
meter scales is still facing great challenges, since the phase
behavior of polymer–nanoparticle composites is governed by an
intricate balance of entropic and enthalpic forces. The
combined effects of these forces, which occur at molecular
scales, on their properties at mesoscopic and macroscopic
scales is an active area of research with many unknowns.3
Recent studies suggested several routes to exploit bothUniversity, Xiamen 361005, P.R. China.
en, 01069 Dresden, Germany
irginia, Charlottesville, VA 22901, USA.
f Theoretical Physics, D-01069 Dresden,
26enthalpic and entropic interactions in order to manipulate the
phase behavior and thereby control the macroscopic perfor-
mance of polymer–nanoparticle composites.3–12 However, a
separation of the different contributions to these interactions in
experiment is difficult due to their delicate nature, and there-
fore our understanding of these nanoscopic phenomena in
polymer–nanoparticle blends is yet incomplete.
The effective forces, being responsible for spontaneous
structure formation, phase separation, or occulation in poly-
mer–nanoparticle composites, are in high demand to be
understood in detail both from experimental and theoretical
points of view. A rst approximate explanation of the depletion
forces was given by Asakura and Oosawa (AO),13,14 who assumed
that the dilute small spheres behave like an ideal gas, and that
around each large sphere (or plate) a depletion zone exists
which the centers of the small spheres cannot enter. Later A.
Vrij introduced the AO model for particles immersed in poly-
mers by approximating the ideal polymers as penetrable hard
spheres with a size of the radius of gyration of the polymers.15
The well-studied AO theory adequately describes the phase
behaviors of polymer–colloid mixtures at dilute polymer
concentrations in those situations in which polymer–polymer
interactions are negligible and the particles are much larger
than the coil size of polymers.16–23 However, the modeling of the












































View Article Onlinecomposites in the protein limit, in which the coil size of the
polymers is larger than the nanoparticle size.18,22,24–26 Further
complications arise from the excluded-volume interactions
between interacting polymers while increasing the concentra-
tions, leading to phase diagrams that differ qualitatively from
predictions of the classical AO theories.10,27–31 In these cases,
nanoparticles diffuse through a mesh of polymers, and the
relevant length scale for the depletion forces becomes the
polymer mesh size. Above the overlap density, the polymers are
characterized by their correlation length, x, rather than their
coil size Rg, so that the depletion forces exhibit a range
proportional to x, which also denes the thickness of the poly-
mer-depleted cavity.32,33
In a previous work, we had veried a scaling picture to
understand the entropic depletion potentials between two
nanoparticles induced by semi-dilute and concentrated poly-
mers, while approximating the polymer matrix as a melt of
correlation blobs.34 According to this picture, the attraction
between nanoparticles at a short distance is caused by the
depletion of correlation blobs. In the present work, we analyze in
detail the spatial distribution of polymer segments around two
close nanoparticles and how the corresponding effective poten-
tials between the nanoparticles are related to these distributions
under various conditions. The general scaling predictions of the
entropic depletion forces on the nanoparticle size and polymer
concentration are veried, the results being quite consistent with
previous theoretical predictions, including those from the
microscopic polymer reference interaction site model (PRISM)
and from density functional theory (DFT).35–44
Since the entropic depletion potential exhibits, at high
polymer concentrations, a strong attraction at contact, it does
not always support a stable homogeneous mixture of nano-
particles inside the polymer matrix. By using their PRISM
model, Hooper and Schweizer predicted the existence of an
enthalpically stabilized miscible state for polymer–nanoparticle
composites if there existed a weak monomer–nanoparticle
attraction.7 Hence, a carefully designed attractive interaction
between polymers and nanoparticles seemed to facilitate an
improved miscibility. For strongly adsorbing polymers, a phase
separation between polymers and polymer-covered nano-
particles was observed in both experiment45 and theory.7
Inspired by these results, we systematically investigate how the
effective forces change with the increase of attraction and
polymer concentration, thereby clarifying the physical mecha-
nisms by which the organization of nanoparticles changes from
contact aggregation to steric dispersion, and further to steric
aggregation. Throughout this work, we combine results gained
from MD simulations, which provide accurate data about both
the forces between the nano-particles as well as density proles
and correlation functions, with DFT calculations which reduce
the numerical effort and deliver fast results in symmetric situ-
ations. Otherwise, a bead–spring model and an equation of
state which quantitatively corresponds to the MD simulation
model were implemented.
Our work is structured as follows. In Section II, the simula-
tion model and procedure to calculate the depletion forces are
introduced in detail, and a brief introduction to the DFT isThis journal is ª The Royal Society of Chemistry 2013given. In Section III, we present and discuss the effective pair
potentials between nanoparticles induced by unconnected
monomers, athermal polymers, and attractive polymers. Our
conclusions are given in Section IV.
II MD simulations and DFT
A Simulation model
The polymers are modeled using a coarse-grained bead–spring
model without explicit twisting or bending potential, i.e. the
bonds are freely rotating and freely jointed within the limits set
by excluded volume interactions with nearby monomers. The
beads represent spherical monomers which interact via a shif-




















where sM stands for the bead diameter and 3 denes the strength
of the interaction. The parameter rc is the cut-off distance. It is
easily veried that without any cutoff this potential has a
minimum at rmin ¼ 21/6sM with the depth ULJ(rmin)¼ 3. In turn,
once a cutoff rc ¼ 21/6sM is implemented, the attractive contri-
bution to this potential is eliminated and in this way athermal
monomer–monomer interactions are simulated, being exclu-
sively the case for all situations treated in this work.
The connectivity between monomers is enforced by a nite
extensible nonlinear elastic (FENE) potential,46 dened as

















where the rst term is attractive and extends to a maximum
bond length of R0 ¼ 1.5sM, whereas the second term, a LJ
potential, contributes a short-range repulsion, which is cut off
at 21/6sM, the minimum of the LJ-potential. The coefficient K is
dened as K ¼ 303/sM2, well tested in earlier studies;47 this
parameter set leads to an average bond length of lav¼ 0.97sM.
The coarse graining of exible polymers from the level of
chemical monomers to the bead–spring model is based on
sound principles of statistical mechanics.48 The ‘Kuhn-’mono-
mers are of length scales at which orientation-correlations of
bond-vectors, being a result of local bending potentials, cease,
so that the polymer can be approximated as a freely jointed
bead–spring chain. In this way, single monomers typically
correspond to length scales of the order of nanometers.
In an athermal solvent, the interactions between nano-





















where sMN ¼ (sNP + sM)/2 is the mean size of the nanoparticle
and monomer involved in the pair interaction, and the cut-off
parameter rc is chosen to cut the potential at its minimum, rc ¼
rmin ¼ 21/6sMN. In a subset of the simulations, the nanoparticle–












































View Article Onlineparticular for nanoparticles of larger dimensions, to apply a
short-range surface potential rather than the ordinary LJ-











withDr¼ sMN  sM. A variation of the parameter 3 thenmodies
the strength of the interaction. In all cases, the monomer–
monomer interactions remained strictly repulsive (athermal).
Note that pair interactions between the two nanoparticles were
not required since we are interested in the effective forces
imposed by the surrounding polymer matrix only.
The simulations were carried out using the open source
LAMMPS molecular dynamics package.49 In this work, the LJ
system of units is used. It is dened using amodel polymer with a
LJ pair potential, featuring a bead size sM ¼ 1 (one length unit), a
potential depth 3 ¼ 1 (one energy unit) and a mass m ¼ 1 (one
mass unit). The temperature is then normalized to that energy
unit using a Boltzmann constant KB ¼ 1, and the time unit is sLJ
¼ d(m/3)1/2, which is the oscillation time of amonomer inside the
LJ potential, at small amplitudes so that the harmonic approxi-
mation is valid. The equation of motion for the displacement of a




¼ VUi  z dri
dt
þ F i; (5)






ri is the position of the i
th particle, and Ui is the total conser-
vative potential energy acting on the ith particle. The quantity Fi
is a random external force without dri and a second moment
proportional to the temperature and the friction constant z. In
our simulations, the temperature T ¼ 1, a time-step Dt ¼
0.001sLJ, and the friction coefficient z ¼ s1LJ were implemented.B Simulation setup
In order to calculate effective forces between the two nano-
particles, we xed one particle at the origin while the second
one was attached via a stiff harmonic potential fspring(r) ¼
k(r r0) with k¼ 100 as shown in Fig. 1, r0 denotes the natural
length of this spring potential. The harmonic potential is the
only direct interaction between the two nanoparticles, enforcingFig. 1 Simulation setup to calculate the effective force between two nano-
particles. The nanoparticle NP0 is fixed at the origin and connected with the
second nanoparticle through a harmonic spring to enforce a well defined average
distance.
5918 | Soft Matter, 2013, 9, 5916–5926a well dened average distance r over a large number of time-
steps for each choice of r0. The average distance r was then used
to calculate the effective forces acting on the nanoparticles.
More specically, the equation
fspringðrÞ þ feffectiveðrÞ þ 2
r
¼ 0 (6)
has to hold, where feffective denotes the effective force induced by
the surrounding polymer matrix. The additional term 2/r ¼
d[lnU(r)]/dr is an entropic force related to the rotational degrees
of freedom of the two-particle-system in three dimensions, in
which U(r)  4pr2. In eqn (6) we have expressed the force as a
function of the average distance, instead of using ensemble-
averaged forces. Since the uctuations about r0 remained very
small, both approaches delivered identical results within the
accuracy achieved in the simulations. Note that we set the
energy unit to kBT ¼ 1 in eqn (6) and in the following.
In order to calculate the depletion force as a function of
particle-separation, feffective(r), the value of r0 was varied in
separate simulations. Once the depletion forces were deter-
mined, the corresponding potential Ueff(r) was obtained
through integration. The simulations were carried out in a
periodic box of size d ¼ 24, which is large enough to eliminate
nite size effects. Throughout the paper, the volume ratio c ¼
NMonomerpsM
3/6d3 was used to dene the polymer concentra-
tion, where NMonomer denotes the number of monomers inside
the system. In our simulations, each system was relaxed by a
simulation of 4  107 time-steps (corresponding to 4  104 LJ-
times), followed by 108 time-steps (105 LJ-times) of data acqui-
sition, during which a trajectory of 10 000 conformations was
stored for the subsequent data analysis.C Density functional theory
In regard to DFT calculations, we note that all the details have
been presented in our earlier publications,39–44 and for the sake
of brevity we only provide a brief summary here.
We consider two colloidal particles with diameter sN present
at innite dilution in a melt of fully exible polymer chains
composed of N tangent beads with a diameter sM. The intra-
molecular potential characterizing the polymer chain can be
written as a sumof two terms:39–44 the segment–segment excluded

















vbðjri  riþ1jÞ; (7)
where ri are the positions of the polymer beads (Rp ¼ {ri}), and
nb(r) constrains adjacent beads to a xed separation sM, i.e.
exp[bvb(r)]¼ d(r sM)/4psM2, where b¼ 1/kBT. With the above
form for vb(r), one can write the total bonding energy as follows:
exp
 VbRp	 ¼ YN1
i¼1
dðjri  riþ1j  sMÞ
4psM2
: (8)
In order to obtainUDEP(R), the polymer-mediated PMF between












































View Article Onlineconditional probability of nding a polymer bead at r given that
one colloid is at the origin and the other one located atR (R¼ |R|).
With this denition, the polymer-mediated PMF between the two





where the outwards excess mean force, f (R), is given by:
bf(R) ¼ Ðdr(VULJ(r)  R̂)r(r,R). (10)
It is clear from the above that UDEP(R) is completely deter-
mined by the anisotropic bead density prole induced by the
two colloids, r(r) (to simplify the notation, from now on we
suppress the explicit dependence of the density prole on the
intercolloidal separation R). The average site density r(r) is












Hence, the problem of obtaining the polymer-mediated PMF
reduces to the calculation of the equilibrium density prole of
the polymer melt in an external potential created by a pair of
colloidal particles, which we obtain from standard DFT
formalism.
The starting point of the DFT treatment is the expression of
the grand free energy, U, as a functional of the polymer density
prole. The minimization of U with respect to rp(Rp) yields the
equilibrium polymer density distribution. The functional U is
related to the Helmholtz free energy functional, F, via a Leg-
endre transform:
U[rp(Rp)] ¼ F [rp(Rp)] +
Ð
dRprp(Rp)[Vext(Rp)  m], (12)
where m is the chemical potential and Vext(Rp) is the external
eld, which in the present case is due to the interaction of the









ULJðjri  RjÞ: (13)
We employ the following approximation for the Helmholtz
free energy functional, which separates it into ideal and excess
parts according to:39–44
F [rp(Rp)] ¼ Fid[rp(Rp)] + Fex[r(r)], (14)
with the ideal functional given by:39–44
bFid[rp(Rp)] ¼
Ð








drr(r)fex(r(r)), (16)This journal is ª The Royal Society of Chemistry 2013with
r(r) ¼ Ðdr0r(r0)w(|r  r0|). (17)
In the above, fex(r) is the excess free energy density per site of
the polymer melt with site density r, r(r) is the weighted density,




The minimization of the grand free energy functional U
yields the following result for the equilibrium polymer density
prole:













We now substitute the bonding energy from eqn (8), the
external eld from eqn (13), and the excess free energy from eqn
(16) into eqn (18). The resulting polymer density prole rp(Rp) is
then substituted into eqn (11) to obtain the following expres-






Ii ½ rðrÞINþ1i ½ rðrÞ; (20)
where rb is the segment bulk density. In the above expression:
I [r(r)] ¼ exp[b(ULJ(r) + ULJ(|r  R|) + l(r)  lb)], (21)
and
Ii½ rðrÞ ¼ 1
4ps2M
ð
dr0dðjr r0j  sMÞI ½ rðr0ÞIi1½ rðr0Þ; (22)
where I1[r(r)] h 1 and
l(r) ¼ fex[r(r)] +
Ð
dr0r(r0)fex0[r(r0)]w(|r  r0|),
lb ¼ fex[rb] + rb fex0[rb], (23)
with fex0 ¼ dfex/dr.
In order to compute r(r) from eqn (20)–(23), it remains to
specify the free energy per site fex(r) and the weighting function
w(r). For the free energy per site we adopt the result obtained on
the basis of the rst-order thermodynamic perturbation
theory:39–44










where h ¼ psM3r/6 is the packing fraction. For the weighting
function we employ the simple square-well form, whose range is
given by the diameter of the polymer segment:
wðrÞ ¼ 3
4ps3M
QðsM  rÞ; (25)
where Q(r) is the Heaviside step function.
With the above denitions of fex(r) and w(r), eqn (20)–(23)
can be solved iteratively to obtain the site density prole r(r). InSoft Matter, 2013, 9, 5916–5926 | 5919
Fig. 2 MD simulation and DFT results for the entropic depletion potentials
between two nanoparticles of size sNP ¼ 3sM as induced by a solution of












































View Article Onlineorder to do this, we employ the direct inversion in iterative
subspace algorithm.39–44 Using the cylindrical symmetry of the
problem, the anisotropic polymer site density around two
colloidal particles is constructed on a two-dimensional grid: r(r)
h r(r, q). The convolutions in eqn (22) and (23) are performed
by expanding the corresponding functions in Legendre
polynomials.39–44
In performing numerical calculations, we found that using
Nl ¼ 200 Legendre polynomials was sufficient to obtain
converged results for colloid–polymer systems discussed in the
next Section. The step size along the radial coordinate of the
grid was taken to be 0.05sM, and the number of points along
this coordinate ranged from 300 to 400 depending on the size of
the colloidal particle. Once the polymer site density prole was
calculated from eqn (20)–(23), it was substituted into eqn (10) to
compute the excess mean force between the two colloids, from
which the polymer-mediated PMF was obtained via eqn (9). The
integral in eqn (9) was calculated on a grid with step size 0.05sM.the corresponding radial distributions of monomers around a single nanoparticle.
To show the correlation between the depletion potential and the radial distri-
bution for one example at polymer concentration c ¼ 0.388, dotted straight lines
are plotted to guide the view.III Results and discussion
In what follows we shall denote contributions to the nanoparticle
pair potential in an athermal solvent, which are entirely of
entropic origin, as UDEP(r), the entropic depletion potential. They
will be discussed in detail in Section III A and III B. In the case of
attractive potentials between polymers and nanoparticles there
exists a subtle interplay between both entropic and enthalpic
contributions, the corresponding effective pair potentials shall be
denoted as UEFF(r) and studied in Section III C.A Entropic depletion potential induced by disconnected
monomers
We rstly discuss a setup of two nanoparticles inside a solution
of single (disconnected) monomers, i.e. polymer chain length
N ¼ 1, which serves as a rst step towards the understanding of
polymer-induced entropic depletion potentials. The nano-
particle size is sNP¼ 3sM, at variousmonomer packing fractions
in the range between c ¼ 0.0969 and c ¼ 0.388. At low monomer
concentrations and volume fractions of c < 0.10, the potential
exhibits a weak short-range attraction, which at higher density
increases in strength and additionally begins to oscillate as
shown in Fig. 2. The rst of these oscillations generates a
pronounced repulsive barrier surrounding the short-range
attractive region. As shown in the gure, our DFT results are
seen to be in good agreement with computer simulations,
reproducing all the general trends observed. These oscillatory
depletion potentials are in qualitative agreement with experi-
mental results obtained with a line-scanned optical tweezer50
for large sized colloid particles immersed in a sea of small
particles, i.e. sNP [ sM.
The oscillations, which are not contained in the AO
model,13,14,51 can be explained by the fact that at higher
concentrations the monomers tend to form layers around the
nanoparticles as a result of a surface-induced short-range
ordering, similar to a liquid in the vicinity of a hard boundary.
Whether or not the effect of the higher order layers is signicant5920 | Soft Matter, 2013, 9, 5916–5926does strongly depend on the total volume fraction of mono-
mers. The oscillatory behavior of the depletion potentials is far
more pronounced at higher monomer densities. The corre-
sponding radial distributions of monomers around a single
nanoparticle, gNPM(r), are also plotted in the lower panel of
Fig. 2, indicating the short-range ordering of hard-sphere
monomers around the nanoparticle. There exists a signicant
accumulation of monomers near the surface of the nano-
particle, which results in the substantial peak of the rst layer.
Once the two nanoparticles approach one another, the densely
packed layers of monomers around each nanoparticle begin to
interact, generating the repulsive peaks in the corresponding
depletion potential. In order to reach the primary short-range
attractive region, the two nanoparticles must rstly squeeze out
the dense monolayers in between, generating a void in between
both particles, which leads to the strong density gradient that
attracts the nanoparticles.
Taking a closer look at the plots of gNPM(r) and UDEP(r) in
Fig. 2, we observe a clear correlation: minima of the particle
density correspond to maxima of the depletion potential and
vice versa. In consistence with the experimental observation in
ref. 50, we note that the oscillation wavelength of the depletion
potential l, i.e. the periodic distance between two neighboring
repulsive peaks, is comparable to the mean spacing between the
matrix monomers (averaged mass-center distance between
monomers) in the uid state. Whenever the gap between the
surfaces of the nanoparticles amounts to a multiple integer of l,
the potential displays a minimum, and consequently there
exists a maximum at separations of half-integer multiples of l.
In order to illustrate how the depletion potential arises from
the monomer density distributions in the vicinity of the nano-
particle, we have computed two-dimensional cross-sections
from the simulation data. Fig. 3 displays the densities at the
monomer concentration of c ¼ 0.291. The data were averagedThis journal is ª The Royal Society of Chemistry 2013
Fig. 3 Entropic depletion potential induced by unconnected monomers at c ¼ 0.291 (upper left), and corresponding two dimensional density profiles of monomers












































View Article Onlineover 6000 conformations or 6  107 time-steps. Clearly
discernible are several concentric rings of high monomer
density exterior to the nanoparticles, a result of the short-range
packing of monomers. The most inner rings have the highest
monomer densities, and at a nanoparticle separation of about
r ¼ 4.125, they begin to overlap and generate the observed
repulsive force. Upon further approach of the nanoparticles, a
void between them begins to form at r ¼ 3.875, since now the
monomers become sterically expelled from the overlap region.
At a close distance (r # 3.625), an attraction arises due to the
osmotic pressure difference between the external matrix and
the empty depletion volume, leading to the attractive short-
range potential. Note that even in this latter case, there exist
certain regions at the boundary of the void with signicantly
increased monomer densities (as coded in yellow).B Entropic depletion potential induced by athermal
polymers
Once the nanoparticles are placed inside a matrix of athermal
polymers at concentrations well above the overlap, the physical
conditions become different.52,53 The two-dimensional density
proles of monomers around the nanoparticles at a polymer
concentration c ¼ 0.291 are shown in Fig. 4. Short-range
packing effects as they were observed with disconnected
monomers are still visible, though less pronounced. Monomer
densities do not reach as high values, even in the overlap region,
as in the disconnected case, and therefore the repulsive forces
triggered by polymers are comparably weak. The weakness of
the repulsive forces may be one reason for the absence of any
repulsive barrier in the polymer-induced depletion potential of
former experimental32 and theoretical results.8,54 At a distance of
r ¼ 4.125 between the two nanoparticles, monomers are stillThis journal is ª The Royal Society of Chemistry 2013depleted from the overlap zone, quite in contrast to the case of
disconnected monomers in which they largely aggregated
between the nanoparticles.
A quantitative comparison of the scaling model and simu-
lations has been presented in a previous work by the authors,34
supporting the validity of a picture, in which the polymer matrix
is approximated as a melt of so particles of the size of the
correlation blob. Above the overlap concentration, c > c*, the
depletion potential is therefore independent of the chain length
N or polydispersity of the polymers, displaying a universal
behavior for N [ g, where g is the average number of mono-
mers inside one correlation blob. Based on that scaling theory,
we derived a depletion force between the nanoparticles at the
surface contact, scaling as f0 ¼ f (r ¼ sNP)  sNPP2/3, where P
denotes the osmotic pressure. To test this prediction, the
contact force as a function of the directly measured osmotic
pressure was analyzed and a close agreement with the scaling
law f0 P2/3 was obtained.34 The linear dependence of f0 on the
nanoparticle size sNP is tested in the upper panel of Fig. 5, being
valid over a wide range of polymer concentrations. In addition,
far above the overlap concentration, i.e. c[ c*, the lower panel
of Fig. 5 shows a scaling behavior of the contact force with the
polymer concentration obtained by both MD and DFT. The
approximate tting of f0  c2 implies that the osmotic pressure
increases largely according toP c3 within the crossover region
investigated here.
It should be noted that the generic widening of the uid–
solid transition of a polymer–nanoparticle composite has been
found to be primarily driven by the value of the depletion force
at contact.8,55 The universal scaling law of f0  sNPP2/3, which
appears fairly robust within our simulations, promises to be a
valuable step towards the understanding and optimization of
these polymer–nanoparticle composites. Decreasing theSoft Matter, 2013, 9, 5916–5926 | 5921
Fig. 4 Induced entropic depletion potential between nanoparticles inside a polymer matrix (N ¼ 64) at polymer concentration c ¼ 0.291 (upper left), and two-
dimensional monomer density profiles. The polymer–nanoparticle interaction is athermal. Here, sNP ¼ 3sM.
Fig. 5 Contact forces: (a) the upper panel displays a linear dependence of f0 on
the nanoparticle size sNP at different concentrations c, the straight lines being
linear fits; (b) the lower panel shows the scaling dependence of f0 on monomer
concentration c for three different nanoparticle sizes, dotted straight lines having
the same slopes f0  c2. The polymer length was N ¼ 64.
Fig. 6 Polymer induced entropic depletion potentials for different nanoparticle
sizes sNP and fixed c ¼ 0.291. R is the ratio sNP/sM, and x ¼ r  sNP the surface












































View Article Onlinepolymer concentration or reducing the nanoparticle size is
expected to improve the dispersion of nanoparticles inside the
polymer matrix, since in this way the interaction strength of the
depletion potential is reduced.
At this point we have shown that the nanoparticle size sNP is
playing a critical role in dening the magnitude of the depletion5922 | Soft Matter, 2013, 9, 5916–5926potential and hence the phase structure of polymer–nano-
particle composites, and how the contact forces are scaling with
that particle size. In both scaling and PRISM model, the linear
dependence of the depletion force on the nanoparticle size has
been predicted to be valid not only at contact, but at any
nanoparticle-separation.33,37 In order to verify these predictions
in the framework of our MD-simulations, we computed the
polymer-induced entropic depletion potentials between two
nanoparticles, for systems at a constant polymer concentration,
c ¼ 0.291, and increasing nanoparticle sizes sNP ¼ 2.0, 3.0, 4.0
and 5.0. The data are horizontally shied by the nanoparticle
size, i.e. plotted as a function of the gap distance x ¼ r  sNP,
and scaled with the nanoparticle size, as displayed in Fig. 6. The
attractive parts of the plots fall onto the same master curve. The












































View Article Onlinesignicant only in the case of the smallest particle, sNP ¼ 2.0.
Note that in this latter case, the correlation blob size (xz 2.5 at
c ¼ 0.291) already exceeds the nanoparticle size and the picture
of blobs that have to be expelled from the gap between both
particles is breaking down. We may therefore conclude that the
linear dependence of the depletion forces on the nanoparticle
size is veried, as long as the particle size exceeds the correla-
tion length of the polymer matrix.
C Effective pair potential induced by attractive polymers
Since the entropic depletion potential generally exhibits a strong
attraction at contact, it does not always support a stable homo-
geneous mixture of nanoparticles inside the polymer matrix.
Previous studies indicate that nanoparticle–polymermixtures did
phase separate at high nanoparticle concentrations.11,56–58 The
possible aggregation of nanoparticles negates the advantageous
properties of polymer–nanoparticle composites associated with
their nanoscopic dimension. As part of the renewed interest in
nanocomposites, researchers began seeking for methods to
control the dispersion of nanoparticles in polymeric hosts.1,4Fig. 7 MD and DFT results for the effective pair potentials between nano-
particles induced by attractive polymers for different values of the polymer–
nanoparticle interaction parameter 3 at polymer concentration c ¼ 0.291 (upper
panel), and the corresponding radial distribution of monomers around one
nanoparticle (lower panel). Here, N ¼ 64 and sNP ¼ 3sM.
Fig. 8 Snapshots of two-dimensional density profiles of monomers around the nanop
This journal is ª The Royal Society of Chemistry 2013A thermodynamically stable dispersion of nanoparticles
inside a polymer liquid may be achieved for systems with an
attractive interaction between polymers and nanoparticles. In
this way the entropically unfavorable mixing of both compo-
nents, due to the entropically controlled depletion attraction, is
facilitated by an enthalpy gain from polymer–nanoparticle
contacts. Hence, attractive interactions between polymers and
nanoparticles seem to be required to achieve an improved
miscibility, and the dispersion of nanoparticles in their poly-
meric hosts. With their PRISM model, Hooper and Schweizer.
have predicted the abrupt transition of polymer–nanoparticle
composites from a state that is phase separated through the
entropic depletion attraction, to another, enthalpically stabi-
lized miscible phase, aer adding an enthalpic attraction
between nanoparticles and monomers.7
In Fig. 7, the effect of polymer–nanoparticle attraction on the
effective pair interaction between the nanoparticles is investi-
gated for different values of the interaction parameter 3 (see eqn
(4)). As expected, the dominant effect of adding a nanoparticle–
polymer attraction is the elimination of the entropic short-range
depletion attraction from the effective potential. This attraction is
gradually replaced by a repulsion as the enthalpic attractions
between the polymer and nanoparticle increase in strength. The
corresponding radial distributions of polymer segments around
one single nanoparticle are shown in the lower panel of Fig. 7,
their densities being signicantly enhanced near the surface
contact. Upon approach of both nanoparticles, these monomers
have to be squeezed out, against their enthalpic attraction,
leading to the effective short-range repulsion of the nano-
particles. DFT results, which are also presented in Fig. 7 show the
same effect of polymer–nanoparticle attraction on the effective
pair interaction between the nanoparticles, and are in close
agreement with the MD simulations. Two-dimensional density
proles for the case of 3¼ 1.0 at separations of r¼ 3.5 and r¼ 4.0
are shown in the snapshots of Fig. 8, the highlighted spots
indicating high monomer densities and correspondingly strong
repulsive forces upon overlap.
The effective pair interaction between the nanoparticles
largely determines the stability of a suspension of nanoparticles
mixed inside the polymer host, though, at higher concentra-
tions, additional many-body effects have to be included
for an elaborate understanding of the phase behaviors ofarticles at r < rm, for the case of c ¼ 0.291 and 3 ¼ 1.0. Here N ¼ 64 and sNP ¼ 3sM.
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Fig. 10 MD and DFT results for the effective pair potentials between nano-
particles induced by attractive polymers for different c and fixed 3¼ 1.0. Here N¼












































View Article Onlinepolymer–nanoparticle composites. A convenient measure of the
effect of the pair interaction is the second osmotic virial coef-
cient B2, which is sensitive to the strength and range of the
effective interaction, and dened as






where BHS2 ¼ 2ps3NP/3 is the second virial coefficient of a system
of hard spheres with diameter sNP. The normalized second
virial coefficients B*2 ¼ B2/BHS2 were measured and are shown in
Fig. 9 as a function of the interaction strength, 3, and at a xed
polymer concentration c ¼ 0.291. As a general tendency an
increase of B*2 with 3 is observable. In particular B
*
2 signicantly
increases during the addition of polymer–nanoparticle attrac-
tion, when compared to the athermal situation in which B*2(c ¼
0.291) ¼ 0.667. This supports the conjecture that an enthalpic
stabilization of the dispersion of nanoparticles is possible.
However, there exists a potential pitfall: following the
repulsive part of UEFF(r), exterior to the potential minimum
distance r¼ rmin, there exists an extended attraction zone which
is weak but clearly visible especially at high interaction
strengths. Note that the second virial coefficient approaches a
constant value aer the monomer–nanoparticle attraction
strength is larger than about one KT. To clarify the origin of this
extended attraction, it is instructive to take another look at the
radial distributions of monomers around each nanoparticle
(lower panel of Fig. 7). At high interaction strength, the mono-
mers form a dense layer, generating polymer-dressed nano-
particles with increased effective size, a phenomenon that has
also been reported in recent experiments.45 Those dressed
nanoparticles behave similar to the bare nanoparticles in an
athermal polymer matrix, with a depletion cavity at close
distances which resembles the properties of a LJ-type potential.
Hence, if the attraction between nanoparticles and polymers is
chosen too strong, the enthalpic stabilization of the mixture is
outbalanced by the entropic depletion force between the poly-
mer-dressed nanoparticles. It is therefore mandatory to chooseFig. 9 The reduced second virial coefficient B*2 as a function of the interaction
strength 3; the dotted line is used to guide the eye. Here, c ¼ 0.291, N ¼ 64 and
sNP ¼ 3sM.
5924 | Soft Matter, 2013, 9, 5916–5926the enthalpic interactions between both components with great
care in order to achieve the desired stabilization.
Finally, we investigate the inuence of polymer concentra-
tion on the effective interaction potentials. These, obtained
from MD simulations and from DFT calculations at xed
interaction strength 3 ¼ 1.0, are shown in Fig. 10. The two
methods deliver mutually consistent results that display the
same general trends, though deviating somewhat in their
quantitative predictions, in particular at high polymer concen-
trations. Among the common trends are the repulsive part (due
to the adhesion of monomers onto the nanoparticle surface)
and the exterior depletion attractions that are intensied with
the increase of the polymer concentration. At higher polymer
concentrations, there are a larger number of monomers
attached on the nanoparticle surface. The pair nanoparticles
need to pay higher energy compensation to squeeze out the
surrounding monomers, hence the effective repulsion is
improved by increasing the polymer concentration. At the same
time, the depletion force acting on the pair nanoparticles
saturated with the monomer-layer is enhanced since more
monomers in bulk contribute to the higher osmotic pressure
aer the polymer concentration is increased. So the total effect
of increasing the polymer concentration, when the monomer–
nanoparticle attraction is strong, is to improve the probability
of a demixing phase separation between polymers and polymer-
covered nanoparticles. Although the observed extended deple-
tion attraction is not as strong as in the case of athermal
polymers, a demixing phase separation between polymers
and polymer-covered nanoparticles is expected to happen for
polymer–nanoparticle blends at polymer concentrations
exceeding those necessary to saturate the nanoparticle
surface.45 Note that the origin of this phase separation is not
related to the reported occulation of nanoparticles that are
bridged by strongly adsorptive polymers at relatively low
concentrations.7,45IV Conclusion
In summary, the effective pair potentials between nanoparticles












































View Article Onlineattractive polymers above the overlap concentration have been
calculated directly using MD simulations and additionally
computed via the density functional theory. The entropic
depletion forces that arise between two nanoparticles inside a
solvent of smaller monomers are veried to be oscillatory. A
clear correlation is observed between the calculated entropic
depletion potentials and the ordering of monomers packed
around nanoparticles. Whenever the gap between the surfaces
of the nanoparticles is commensurate with the monomer layers,
the free energy displays a minimum, with a local maximum
whenever they are incommensurate. This implies that the liquid
structure of unconnected monomers induces the oscillatory
entropic depletion potential between the two nanoparticles.
We have thoroughly veried the validity of the scaling model
of the polymer-induced entropic depletion potential, through
variation of the polymer concentration and the nanoparticle size.
Apart from the scaling properties associated with the polymer
matrix, the nanoparticle size plays a critical role in deciding the
strength of the depletion force at contact, f0, which is increasing
linearly with the nanoparticle diameter. The universal scaling
law, f0  sNPP2/3, was found to be very robust throughout the
entire set of simulation data, and is likely to be of signicant help
for the development and understanding of polymer–nanoparticle
composites. Our data further prove that the linearity between the
depletion force and the particle size remains valid not only at
contact, but for the entire interaction range of the depletion
potential, as long as the nanoparticle size remains larger than the
correlation length of the polymer matrix.
Enthalpic attractive interactions between nanoparticles and
polymers induce repulsive forces between the nanoparticles
which are shown to eliminate the depletion attractions. This
could be a pathway to facilitate the dispersion of nanoparticles
inside polymeric matrices. Strong adsorption, on the other hand,
can lead to the formation of a thin polymer layer on the surfaces
of nanoparticles. In this way, the now “dressed” nanoparticle is
effectively an athermal particle of increased size which once
again induces a depletion attraction beyond the repulsive core,
which would lead to an undesired demixing of both components.
The optimal setup for dispersing NPs in a dense polymer matrix
is achieved aer tuning the monomer–nanoparticle attraction to
a value of the order KT, for instance through modication of the
particle surface. Then the depletion attraction is almost
cancelled, and a strong adsorption layer which favors depletion
attraction of the “dressed” particles is not yet formed. The same
argument holds for the brush-coating of NPs that is oen applied
to compatibilize the composites. Here the usually irreversibly
adsorbed polymer brush induces a depletion attraction and so-
repulsion at overlap. Varying the graing density, however, can
lead to the same, compatibilizing effect as is observed with the
weakly adsorbed polymers in our study.
It is further shown that both the repulsive and attractive
parts of this effective potential increase with the polymer
concentration. Care has to be taken with the choice of system
parameters to facilitate an optimum dispersion of the nano-
particles inside the polymer matrix. Finally, throughout this
work we have systematically compared computer simulation
results with density functional theory predictions, both beingThis journal is ª The Royal Society of Chemistry 2013quite consistent with each other, delivering the same qualitative
trends with just moderate quantitative differences at high
polymer concentrations.Acknowledgements
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