[1] Surface cooling in temperate regions is a common biogeophysical response to historical Land-Use induced Land Cover Change (LULCC). The climate models involved in LUCID show, however, significant differences in the magnitude and the seasonal partitioning of the temperature change. The LULCC-induced cooling is directed by decreases in absorbed solar radiation, but its amplitude is 30 to 50% smaller than the one that would be expected from the sole radiative changes. This results from direct impacts on the total turbulent energy flux (related to changes in land-cover properties other than albedo, such as evapotranspiration efficiency or surface roughness) that decreases at all seasons, and thereby induces a relative warming in all models. The magnitude of those processes varies significantly from model to model, resulting on different climate responses to LULCC. To address this uncertainty, we analyzed the LULCC impacts on surface albedo, latent heat and total turbulent energy flux, using a multivariate statistical analysis to mimic the models' responses. The differences are explained by two major 'features' varying from one model to another: the land-cover distribution and the simulated sensitivity to LULCC. The latter explains more than half of the inter-model spread and resides in how the land-surface functioning is parameterized, in particular regarding the evapotranspiration partitioning within the different land-cover types, as well as the role of leaf area index in the flux calculations. This uncertainty has to be narrowed through a more rigorous evaluation of our land-surface models. 
Introduction
[2] Land-cover conversion has increased significantly over the last 300 years and, nowadays, more than half of the global land surface is perturbed by humans to some degree [Ellis et al., 2010] . Since the preindustrial epoch, croplands and rangelands have expanded, mainly through the removal of natural forest and grasslands in the temperate regions of the Northern Hemisphere [Ramankutty and Foley, 1999; Hurtt et al., 2006; Ellis et al., 2010; Klein Goldewijk et al., 2011] .
[3] Land-Use induced Land-Cover Changes (LULCC) affect climate through many ways, some being changes in the continental energy and water surface budgets. Such biogeophysical impacts of LULCC have received special attention in the last two decades (e.g., Betts et al. [2007] and Pitman et al. [2009] at global scale and Pielke et al. [2011, and references therein] at regional scale), but still remain uncertain as they depend on many factors, such as for example the scale of perturbation and its geographical location (e.g., tropics, temperate or boreal lands).
[4] Studies using global climate models (GCMs) generally agree that historical LULCC has increased the surface albedo in regions where forests have been cleared, many of them showing this effect and the associated near surface 1 cooling as the leading impact of LULCC [Hansen et al., 1998; Govindasamy et al., 2001; Feddema et al., 2005b] . The global negative radiative forcing induced by surface albedo increases has therefore been estimated in several studies [Betts, 2001; Matthews et al., 2003; Myhre and Myhre, 2003; Betts et al., 2007; Davin et al., 2007; among others] and has been commonly used to measure the historical impact of LULCC [Forster et al., 2007] . However, a number of authors have alerted the community that nonradiative processes (i.e. alteration of surface fluxes) can also have large impacts on surface and air temperature, or precipitation [e.g., National Research Council, 2005; Davin et al., 2007] .
[5] The radiatively induced cooling at the surface may be enhanced or reduced by non-radiative processes including the partitioning of net radiation between latent and sensible heat [Bonan, 2008] . Temperate forest clearing may lead to evaporative cooling during spring and summer time because crops often have larger evaporation rates than forests if the water supply is sufficient [Baldocchi et al., 1997; Oleson et al., 2004; Mahmood et al., 2006; Puma and Cook, 2010; Teuling et al., 2010] . In contrast, strong decreases in latent heat flux resulting in net warming have been found at lower latitudes because the cropping systems in those regions are not as productive and efficient as in the developed temperate regions [Bounoua et al., 2002; Snyder et al., 2004; Lawrence and Chase, 2010] , which echo the future projections of the LULCC-induced impacts in the tropics [Feddema et al., 2005a] . While the two mechanisms mentioned above have a direct impact on the latent/sensible heat flux partitioning, LULCC in the form of deforestation could also reduce the magnitude of the ensemble of turbulent energy fluxes increasing surface temperatures through changes in surface roughness [Davin and de Noblet-Ducoudré, 2010] .
[6] At smaller spatial scales (local to regional), there have been a number of observations [e.g., Loarie et al., 2011; Butt et al., 2011; Lyons et al., 1993 Lyons et al., , 2008 and numerical simulations [e.g., Marshall et al., 2004; Gero et al., 2006; Georgescu et al., 2011] that have highlighted the complexity of land-atmosphere interactions, the multiple ways through which LULCC may impact the atmospheric and surface states, the land-atmosphere exchanges and therefore the atmospheric circulation at those scales, as reported in more details in Pielke et al. [2011] .
[7] Besides all these studies and some consistent regional climate signals, the net and robust effect of the different landsurface processes relevant to LULCC and the resulting impacts on surface temperatures and precipitation remain unclear at the large scale. Significant differences in land-use/ land-cover representation and in the simulated biophysical processes are behind the uncertainties found by various modeling studies [Matthews et al., 2003; Myhre and Myhre, 2003; Oleson et al., 2004; Feddema et al., 2005b; Forster et al., 2007; de Noblet-Ducoudré et al., 2012] .
[8] Within the framework of the international IGBP/ iLEAPS and GEWEX/GLASS project 'Land-Use and Climate, IDentification of robust impacts' (LUCID), an experimental design was conceived to assess the robust global biogeophysical impacts of LULCC on climate from the preindustrial period to present-day, using several GCMs forced with the same land-use datasets and using the same modeling protocol. Pitman et al. [2009] described the first results of LUCID at the global-scale for the Northern Hemisphere summer. They showed statistically significant impacts of LULCC on the simulated near-surface temperature and latent heat flux over the regions where the LULCC were imposed. Most models simulate cooling, but the strength of the changes varies considerably. The latent heat flux responses are even more heterogeneous, with different signs and amplitudes. de Noblet-Ducoudré et al. [2012] further explored those results and the reasons behind the variety of LULCC-induced responses in North America and Eurasia. One important finding of their analysis is that, although the dispersion among the models' response to LULCC is large, there are a number of robust common features shared by all models. Absence of consistency only regards how LULCC affects the partitioning of available energy between latent and sensible heat fluxes at a specific time in the various models. Quite importantly as well, they showed that, regionally, LULCC has an impact on the near surface temperatures and other variables of similar magnitude (opposite in sign) than the resulting from increased greenhouse gases and a warmer ocean that occurred during the same time period. This in itself reinforces the message brought forward by scientists working at the regional level, arguing that LULCC has the potential to significantly affect climate and should be accounted for in detection/attribution studies and projections of climate change at smaller scales.
[9] This paper builds on de Noblet-Ducoudré et al.
[2012] to a) examine the mechanisms through which the models involved in LUCID respond to LULCC, and b) try to explain why some of their responses to LULCC diverge. We quantify the causes of the inter-model dispersion focusing on the relative role of two key components. First, variations in the land-cover distribution that may largely differ from one model to another. Second, the individual GCM's sensitivity to the imposed LULCC, which includes how land-surface processes are parameterized and how these represent, and respond to, a land-cover perturbation.
[10] Our analyses focus on changes in the surface energy balance and particularly on the boreal summer (JJA) and winter (DJF) changes of surface albedo, latent heat flux and total turbulent energy flux, since these are the key variables that explain the radiative and non-radiative impacts of LULCC. We used statistical models of these variables to estimate the responses of each GCM to a limited number of drivers, notably, to perturbations in the land cover partitioning. We used the statistically based models as benchmark to assess the various LUCID GCMs in a similar approach of that of Koster and Milly [1997] and Abramowitz [2005] . The LUCID experimental design and used methodology are presented in section 2. Section 3 describes the LULCC impacts on the different components of the surface energy budget and the resulting temperature changes. The attribution of the LULCC-induced changes on surface climate and a diagnosis of the inter-model dispersion are presented in section 4. Conclusions are provided in section 5.
Material and Methods

LUCID Simulations
[11] The LUCID simulations analyzed here are the same as those described in Pitman et al. [2009] and de NobletDucoudré et al. [2012] (hereafter N2012). Four types of simulations were conducted by seven global climate models (GCMs) to evaluate the impact of LULCC from the preindustrial period to present day. Each experiment includes an ensemble of 30-years simulations (five members), computed with prescribed sea surface temperatures (SSTs) and sea-ice concentration (SIC), atmospheric CO 2 concentrations ([CO 2 ]) and land-cover maps (Table 1 ). All the models used the same SST/SIC HadISST dataset of Rayner et al. [2003] and a combined crop/pasture data set of Ramankutty and Foley [1999] and Klein Goldewijk [2001] . The preindustrial (PI) and present-day (PD) experiments used the prescribed data of the corresponding period, with interannual variability being accounted for uniquely for SSTs and SIC. Another experiment (PDv) was also performed using the present-day SST, SIC and [CO 2 ] (hereafter SST/CO2) and the preindustrial vegetation (set to 1870). Finally, experiment PIv used the preindustrial SST/CO2 with the current vegetation (1992) . Thus, the isolated effect of LULCC between 1870 and 1992 is defined by both differences PD À PDv and PIv À PI. All simulations have been run in an ensemble mode to include more robustness in the results reported herein.
[12] In this study we explore the main effect of land-use embedded in both SST/CO2-related climate states, and will refer to the LULCC-induced anomaly of a generic variable Y as
where Y E is the climatological value of Y in a given experiment E.
[13] The seven GCMs involved in LUCID and the land surface models (LSMs) embedded in each GCM (hereafter GCM/LSMs), are ARPEGE/ISBA [Salas-Mélia et al., 2005; Voldoire, 2006] , CCAM/CABLE [McGregor and Dix, 2008; Abramowitz et al., 2008] , CCSM/CLM [Collins et al., 2006; Oleson et al., 2008] , ECEARTH/TESSEL [van den Hurk et al., 2000] , ECHAM5/JSBACH [Roeckner et al., 2006; Raddatz et al., 2007] , IPSL/ORCHIDEE [Marti et al., 2010; Krinner et al., 2005] and SPEEDY/LPJmL [Strengers et al., 2010; Bondeau et al., 2007] . For further details on the experiment setup and model descriptions, see N2012.
Methodology
[14] Results from the LUCID simulations show clear impacts on the near-surface temperature and latent heat flux in regions where the land-cover is perturbed, and do not show statistically significant signals elsewhere [Pitman et al., 2009] . Therefore, we focus our analysis on areas where the imposed LULCC is significant. Two regions in respectively North America and west Eurasia were defined where the absolute change in the fraction of the surface occupied by crops or pastures between 1870 and 1992 exceeds 5% (Figure 1 ). In this study we do not shows specific comparison between these two regions (while N2012 did), so the analyses are related to the combined overall North American and Eurasian region (hereafter NAEA). We focus on the temperate mid-latitudes because Pitman et al. [2009] and N2012 showed these regions to be particularly sensitive to historical LULCC.
[15] Our analysis is based on the components of the surface energy budget (SEB):
where Q SN and Q SD are the net and downward shortwave radiation, Q LD and Q LU the downward and upward longwave radiation, Q T the sum of the latent (Q LE ) and sensible (Q H ) heat fluxes, Q R a residual term (all values are in Wm À2 ), and a is the surface albedo. In order to have a closed SEB relation, Q R is derived explicitly from the other terms in equation (2), and accounts for the energy fluxes not considered here (the soil heat flux principally).
[16] The results described in section 4 are based on multivariate statistical analyses. Linear regressions of a, Q LE and Q T were computed for each GCM/LSM within the NAEA region from a set of predictors including surface and atmospheric variables. In order to account for the land-surface properties related to the different types of vegetation, the grid-fractions occupied by the various land-cover types were used as part of these predictors in all analyses. In most of the LSMs assessed here, the biogeography is represented through Plant Functional Types (PFTs). Depending on the model, the grid cell includes one (CABLE), two (TESSEL) or multiple PFTs (CLM, JSBACH, ORCHIDEE, LPJmL). In the case of ISBA, a set of parameters, averaged from those of the different PFTs co-existing within each grid-cell, describes the vegetation-related grid properties. Considering this, the regression models for the three analyzed variables were based on a mosaic approach of the sub-grid heterogeneity; that is, the grid mean value of a generic land-surface quantity Y g is obtained as the linear combination of the components associated with the different land cover types present in the gridcell, i.e.,
where F v is the grid area fraction of the land-cover type v and F v is the associated tile value of Y.
[17] To have consistent land-cover types across the models, the various PFTs used in the different LSMs were grouped in four main vegetation classes (evergreen trees, deciduous trees, grasses and crops), in addition to bare soil. These five land-cover types were then used in the regression analysis.
[18] Our objective here is to evaluate the sensitivity of each GCM/LSM to the same historical LULCC perturbation or change in another predictor. Our method therefore estimates seasonal anomalies rather than absolute values. This choice also helps to minimize the effect of non-linear relationships (e.g., soil water availability versus evapotranspiration), and avoid the spatial variability of some surface properties that do not change between the various experiments and that are not assessed here (e.g., soil color). For each GCM/LSM, the seasonal anomalies (Y′ g ) represent departures from the climatological mean state of all four experiments (Y g ). The statistical models we used take the first order terms of the expansion of equation (4) 
[19] The first term on the right-hand side of equation (5) represents the direct effect of LULCC led by changes in the land-cover partitioning (F′ v ) and accounts for grid-mean change in the surface properties resulting from the vegetation perturbation. The second term represents the indirect impact led by a perturbation in the tile values of Y′ g (Y′ v ), which is driven by changes in the environmental variables (e.g., the contribution of snow-cover change to the surface albedo response).
[20] The array P represents the set of predictors used (Table 2 ) excluding the land-cover fractions F v , which are explicitly taken in account in equation (5). The seasonal mean state Y v and the corresponding anomaly Y′ v are modeled as polynomial expansions over the components of P (see Appendix A).
[21] For the Q LE and Q T analysis, the explanatory variables included in P were the seasonal means of leaf area index (LAI), net shortwave radiation (Q SN ) and precipitation (R), in addition of a 1-season lag precipitation value (R À ). The latter was included to take into account the effect of soil moisture memory [Seneviratne et al., 2006] . The surface energy supply by radiation was considered using only Q SN . Longwave radiation fluxes are explicitly isolated because they have the potential to mislead the interpretation of the regression results, as they are highly coupled with other drivers and predictands.
[22] The surface roughness (Z 0 ) is another important driver of Q LE and Q T , but it was not considered here because it is highly correlated with the forest fraction (Table 3 ) and, therefore, implicitly accounted for through F v . On the same ground, depending on the model, the role that LAI plays in the three assessed predictands should be interpreted with caution, since it may also be significantly collinear with the forest fraction (Table 3) . The results shown in section 4.2 were obtained from a second analysis carried out without using LAI as a predictor. This simpler choice allows us to evaluate the statistical models with different land-cover forcings without losing consistency with the LAI patterns. [23] A more complete description of the statistical analysis, of the regression models used, and of the skills of the predicted responses, is provided in Appendix A.
How Strongly Do the Non-radiative Fluxes
Contribute to the Temperature Changes?
[24] The simulated cooling in the NAEA region is a clear impact of LULCC on the surface climate in the ensemble of LUCID simulations, despite the inter-model spread (N2012). In both DJF and JJA the model-mean surface temperature anomalies (DT S ) averaged over NAEA are À0.34 K and À0.38 K respectively (Table 4 ). In DJF, the individual model responses range from À0.91 K (ECEARTH) to 0.02 K (ECHAM5). In JJA, the model spread is slightly greater, ranging from À0.78 K (ECEARTH) to +0.43 K (IPSL).
[25] Using equation (2) we can attribute the changes in surface temperature to changes in each of the SEB components. A perturbation in Q SN , Q LD , Q T or Q R can be expressed as an upward infrared radiation anomaly (DQ LU ), by fixing the non-perturbed terms. Then, DT S is calculated by inverting the Stefan-Boltzmann law:
where Q LU * is derived from the unperturbed components of SEB. The surface emissivity () is set to 1.0.
[26] Figure 2 shows the monthly near-surface temperature change induced by LULCC in NAEA averaged over all the models (solid line). Dots and shaded bars indicate the net DT S and the contributions from changes in the different SEB components (derived from equation (6)). Since the surface energy balance must be maintained, the simulated modelmean temperature response matches closely the one derived from the various SEB fluxes.
[27] The ensemble of LUCID models shows a cooling throughout the year dominated by a consistent decrease in available energy at the surface (defined here as the sum of the net shortwave and the downward longwave radiation; Q A = Q SN + Q LD ). The Q A decreases are mainly driven by the albedo-induced reductions in net solar radiation (Q SN ) but also by reductions in the incoming long-wave radiation (Q LD ). Q LD changes represent an indirect impact of LULCC and, in all models, are approximately proportional to the changes in T S (not shown). This underlines the existence of a positive feedback between T S and incident long-wave radiation as discussed by van der Molen et al. [2011] and reported in N2012. The Q SN decrease is stronger during the early spring (March), when the model-mean T S anomaly reaches about À0.5 K. The radiative impact is larger during this season due to a maximized effect of the forest-induced snow-masking albedo change combined with the increasing solar radiation availability.
[28] The component of DT S induced by Q R (white bars in Figure 2 ) is directed by changes in CCAM/CABLE and SPEEDY/LPJmL principally. The LULCC-induced Q R changes are near zero in most models except for these two cases, which show quite large positive values. This highlights an (6)- (8)).
Figure 2. LULCC-induced monthly surface temperature anomalies derived from changes in the various components of the surface energy budget (inter-model average). Bars indicate the temperature anomaly induced by changes in latent heat flux (blue), in sensible heat flux (red), in net shortwave radiation (grey), in downward longwave radiation (dark grey) and in the residual term (white; see equation (2)). Dots indicate the computed net surface temperature anomalies (all components). Solid line indicates the modelmean of the simulated LULCC-induced monthly 2-m temperature anomalies.
issue in the surface energy closure of CABLE and LPJmL, showing a lack of consistency between the surface temperature responses and the changes in the SEB components.
[29] In contrast to the impacts on radiative fluxes, the model-mean changes of sensible (Q H ) and latent (Q LE ) heat fluxes lead to a systematic warming (red and blue bars in Figure 2 ). The radiatively induced drop in T S is therefore dampened by the warming effect due to the decrease in the ensemble of turbulent heat fluxes (Q T ). The Q T anomalies are almost as large as those of Q A during the summer (JJA) and, as shown below and discussed in N2012, they are much larger than one would expect from the surface radiation perturbations. Figure 3 highlights these changes in the breakdown of Q A between Q T and Q LU during the winter (DJF) and summer (JJA), for each individual model in NAEA.
[30] When land-cover is set to its preindustrial conditions (i.e., the mean between the experiments PI and PDv; see Table 1 ) the partitioning of Q A into Q T and Q LU , averaged over NAEA, is about 0.25 (Q T /Q A ) and 0.75 (Q LU /Q A ) in JJA, and 0.05 (Q T /Q A ) and 0.95 (Q LU /Q A ) in DJF (these ratios are quite similar from one model to another). If one assumes that those ratios do not change when land-cover changes, then the radiatively induced responses of Q T and Q LU can be estimated by:
[31] These estimates, calculated for each model from equations (7) and (8), are shown in Figure 3 as black and red dots respectively. Most models show larger absolute changes in Q T than expected by the perturbation to Q A . Since the SEB must be maintained, these 'extra' (non radiatively induced) Q T reductions are associated with weaker Q LU responses (relative surface warming) than those expected from the Q A anomaly. This effect is particularly strong in the IPSL/ ORCHIDEE case, model that therefore displays warming instead of cooling in JJA. Our conclusion does not hold for CCAM/CABLE and SPEEDY/LPJmL in JJA because their net changes (sum) of Q T and Q LU are larger than those of Q A (i.e., large Q R changes compared to the other models).
[32] Thus, the LULCC-induced reduction in Q A plays a fundamental role explaining the surface cooling observed in most models and all seasons in NAEA. However, the large decrease in Q T , which can partially be attributed to the LULCC-induced decrease in Z 0 , dampens this cooling. Quantitatively, the net effect of Q T changes (averaged over all GCM/LSMs) leads to T S responses that are about 50% and 30% smaller (warmer), in DJF and JJA respectively, than the values that would be expected from reductions in Q SN and Q LD alone (Table 4) . This means that if surface albedo changes were to be the only perturbation following LULCC, the ensemble of LUCID models would simulate stronger cooling in T S (by À0.7 K and À0.5 K in DJF and JJA respectively; D R T S in Table 4 ). The temperature dampening is true for most models, but the magnitude of this effect varies, as do the changes in Q T . We hypothesize, in the following, that the main cause of this dispersion resides in differences in the LSMs' parameterizations of Q LE and Q H .
Attribution of the LULCC-Induced Changes to Specific Sources
[33] N2012 concluded that there are two main reasons why the various models have responses of different magnitude and even of different sign for some variables (such as latent heat flux for examples). One comes from the differences in the land-cover forcing itself. The GCM/LSMs indeed followed different rules to include the changes in crop and pasture, and thus, the nature and magnitude of imposed deforestation by the individual models between preindustrial times and present-day were quite different ( Table 5 ). The other one comes from how LULCC affects the partitioning of Q T between Q LE and Q H for a specific time period in the various models. N2012 however did not come to the point of quantitatively attributing the dispersion Figure 3 . Seasonal LULCC-induced anomalies of available energy Q A (gray bars), total turbulent energy flux Q T (black edge bars) and upward longwave radiation Q LU (red edge bars). Black and red dots indicate the anomalies of Q T and Q LU expected from the changes in Q A (derived from equations (7) and (8)). ECE, CCA, IPS, SPE, ARP, ECH and CCS are the GCM/LSMs acronyms for respectively ECEARTH/ TESSEL, CCAM/CABLE, IPSL/ORCHIDEE, SPEEDY/LPJmL, ARPEGE/ISBA, ECHAM5/JSBACH and CCSM/CLM.
between the various models to one or the other source, which is what we do in the following.
How Sensitive Are the Various LSMs to LULCC?
[34] For four variables that are simulated within LSMs (a, Q SN , Q LE , Q T ), we have calculated their LULCC-induced changes relative to the net changes in areal fractions of the herbaceous vegetation DF H (the resulting change in the fraction of crops and grasses; DF C + DF G ) for each GCM/ LSM. Figure 4 displays the resulting anomalies of each variable within each model in both DJF and JJA. Since LSMs did not include significant changes in bare soil areas, these normalized changes represent an estimate of the models responses to a hypothetical total deforestation over NAEA.
[35] Although consistent in sign, the sensitivity of a to LULCC varies in magnitude among the various models (Figure 4a) , especially during the winter (DJF). In this season, the model differences roughly follow the LULCCinduced albedo changes when large snow-cover conditions prevail (obtained from grid-cells showing monthly SWE values larger than 50 mm; indicated by crosses in Figure 4a ). The albedo responses under snow are estimates of the snowmasking albedo effect. This effect is of about 0.35 when averaged over the models, in agreement with previous observational studies that compared the snow-covered surface albedos of mixed forest and herbaceous [e.g., Jin et al., 2002 ; see also Bonan, 2008] . However, the individual values range between 0.27 and 0.48, revealing quite different albedo sensitivities to LULCC in snowy conditions. In addition, the differences between the simulated net a responses in DJF are larger than those obtained with large snow coverage, thereby showing that snow extent and depth at specific time periods vary significantly from one model to another, increasing the uncertainty in the responses to LULCC.
[36] The LULCC-induced albedo changes in JJA are weak compared to the DJF ones, but are likely to result in larger changes in net solar radiation at the surface due to larger incoming values, as highlighted by the normalized changes in Q SN (Figure 4b ). The magnitudes of Q SN anomalies are generally well correlated with those of a, in spite of a few exceptions. ECHAM5/JSBACH, for instance, undergoes an increase in incoming shortwave radiation, resulting from a decrease in cloud cover (not shown), which offsets the a effect in DJF. Such behavior has already been reported for ECEARTH/TESSEL in the tropics [van der Molen et al., 2011] .
[37] Figure 4d clearly shows that Q T simulated for example by IPSL/ORCHIDEE is particularly sensitive to deforestation in JJA, while the same flux simulated by ECHAM5/ JSBACH is insensitive to the removal of forests. Further, those models show opposite Q LE responses during the same season ( Figure 4c ). It is also clear that one model may have a relatively (to other models) strong response in one variable (e.g., IPSL/ORCHIDEE for Q LE or Q T ) and a relatively weak response in another one (same model for Q SN ). Quantifying the robust impacts of LULCC on climate from our simulations is therefore complicated by the wide range of sensitivities the LSMs display to LULCC. As noted by N2012, this highlights the need to evaluate LSMs by examining how they respond to a perturbation in addition to how they simulate an average state.
[38] Figure 4d therefore shows large differences between the models in DQ T as a function of DF H for individual seasons, while N2012 tended to conclude, from their Figure 12 , that DQ T was rather proportional to the magnitude of deforestation. This may be true at the annual timescale but is certainly wrong at the seasonal one. LSMs therefore also diverge in estimating how Q T responds to LULCC, and not only in the way they partition Q T and its changes between Q LE and Q H , as N2012 tended to conclude.
Relative Contributions of Land Cover Map and Model Sensitivity to the Inter-model Variability
[39] We used a multivariate regression analysis (section 2) to attribute the dispersion between the individual models' response to LULCC either to (a) the differences in land-cover changes since preindustrial times or to (b) the parameterizations included in the individual models that lead to different sensitivities to land cover perturbations. For the three variables assessed in this analysis (a, Q LE and Q T ), the regression models allow an evaluation of parameterization differences between the various GCM/LSMs (represented by the regression coefficients) and of differences in land cover forcing. For each GCM/LSM we reconstructed the responses to LULCC in NAEA, and each model was forced with each of the seven alternative land-cover maps. The set of 7 (models) by 7 (land-cover patterns) reconstructions were evaluated with a common (model-mean) perturbation of the environmental drivers (snow content, precipitation and net shortwave radiation; see Table 2 ) to avoid including potential differences that would result from ranges in the climate forcing itself. In order to minimize the effect of outliers, we use the simple mean deviation (MD) statistic (i.e., the average of the absolute deviations of series elements from the series mean) as a spread measure instead of the more typical standard deviation.
[40] Figure 5 shows the reconstructed responses to LULCC for two sensitive cases: a in DJF and Q LE in JJA. The LULCCinduced anomalies are illustrated in two ways (Figures 5a Figures 5a and 5c show the average responses of a and Q LE reconstructed for each GCM/LSM and their associated variation (AE1 MD) resulting from various land-cover forcingderived responses. To construct these figures, each statistical model derived for a given GCM/LSM has been driven by the land-cover forcing of all individual GCM/LSMs. Thus, the error bar length (2 MD) is an estimate of how different the albedo (or the latent heat flux) anomaly would be had a given GCM/LSM used the land-cover forcing from another GCM/ LSM.
[41] In turn, Figures 5b and 5d show the mean a and Q LE responses reconstructed for each of the imposed LULCC maps and their resulting dispersion associated to the various model-derived results. The error bar length indicate in this case an estimate of how different the individual LSMs respond to the same land-cover forcing (e.g., vegECE refers to the reconstructed responses of all models to the landcover forcing of ECEARTH/TESSEL). In all figures, the final value (labeled as MEAN) indicates the mean of the means (the resulting model-mean response of the concerned variable) and the corresponding error bar is the mean of the MDs (i.e., in Figures 5a and 5c , this represents the mean spread induced by the different land-cover maps). These averaged MDs have been re-plotted in Figure 6 and labeled as VEG to illustrate the multi-model spread component related to the various land-cover forcings (as those shown in Figures 5a and 5c) , and labeled PAR to represent the mean spread resulting from the various LSMs parameterizations (as those shown in Figures 5b and 5d) .
[42] The reconstructed anomalies of a and Q LE highlight the different sensitivities to LULCC shown by the LUCID GCM/LSMs (Figures 5a and 5c ) and agree with the results shown in Figure 4 . Particularly, in the Q LE case, the mean values reproduce the inherent responses to LULCC of each model (e.g., clearly negative in the case of IPSL/ORCHI-DEE and SPEEDY/LPJmL, or positive in the case of ECEARTH/TESSEL and CCSM/CLM; dots in Figure 5c ). Further, the MD values show that some models are fairly insensitive in their Q LE responses to the differences between the imposed LULCC (ECEARTH/TESSEL, CCAM/CABLE and CCSM/CLM), while others show quite different amplitudes (IPSL/ORCHIDEE). For some models such as CCSM/ CLM for example, the positive "mean" Q LE response can be traced back to the way the CLM LSM calculates latent heat flux and more specifically the contribution, to total evapotranspiration, of soil evaporation, canopy interception and transpiration. Lawrence and Chase [2009] have qualified this evapotranspiration partitioning in this version of CLM as "inconsistent", and have concluded that changing this partitioning may have significant consequences on climate modeling experiments investigating the influence of LULCC.
[43] In Figures 5b and 5d , the land-cover forcing in the xaxis is sorted by decreasing amount of deforestation (from that prescribed in ECEARTH/TESSEL (vegECE) to that of CCSM/CLM (vegCCS); see Table 5 ). As expected, the mean responses and the associated spread are quite small when LULCC is small (i.e., all the models show weak responses when evaluated with the land cover of ECHAM5/JSBACH and CCSM/CLM), and increase with the magnitude of deforestation. One clear exception can be seen for a in DJF (Figure 5b ): the larger response occurs when the models are forced with land cover maps of CCAM/CABLE (vegCCA) rather than those of ECEARTH/TESSEL (vegECE). This results from the type of forest that has been removed at the expense of crops and pasture. Deciduous forests are mainly decreased in TESSEL while in CABLE the largest decrease is in evergreen trees (Table 5) , thereby inducing a larger change in snow-masking effect during the winter.
[44] The MD between the various model responses of a and averaged over the seven land cover patterns (MEAN error bar in Figure 5b ) are almost identical to the averaged MD that measures the spread between the various land-cover forcings (MEAN error bar in Figure 5a) , showing that both the land cover forcing strength and the model sensitivity to LULCC play a similar role in explaining the final inter-model spread in the winter albedo responses. In contrast, for the summer Q LE case, the mean spread related to the inherent responses of the models (MEAN error bar in Figure 5d ) is clearly larger than the one related to the different LULCC forcing (Figure 5c ), indicating a stronger role of the model's parameterizations in the resulting net inter-model spread.
[45] The averaged MDs illustrated in Figure 5 and those related to the other variables assessed (a, Q LE and Q T , in DJF and JJA) are summarized in Figure 6 . As indicated above, VEG bars represent the contribution to the dispersion among the various models' responses to LULCC of the different magnitudes of LULCC, while PAR illustrates the contribution of the various model parameterizations. As a reference for these two quantities, the resulting MD between the individual model responses reconstructed with their corresponding land-cover forcings, but using a common perturbation in the environmental predictors (same as used in VEG and PAR reconstructions), is also illustrated in Figure 6 (labeled as REF). Further, values indicated as ALL and MOD in Figure 6 show the inter-model MDs of the fully reconstructed responses (including the individual environmental drivers) and of the simulated responses (from the GCM/LSMs), respectively.
[46] As already stated, for a in DJF or Q LE in JJA, the LSM parameterizations play a role as important as the LULCC strength in explaining the differences between the model responses to LULCC. In general, the MD associated to the various land-surface forcings (VEG) is of the same order of magnitude, but often lower than PAR, particularly for the summer (JJA) responses of Q LE and Q T (Figure 6 
Attribution of LULCC Responses to Various Drivers
[47] Given that more than 50% of the inter-model dispersion in the responses of a, Q LE and Q T is explained by the different GCM/LSM sensitivities to LULCC, we have used our statistical models to evaluate the nature of the model responses and to estimate the contribution of the various drivers assessed. For each GCM/LSM and each variable (a, Q LE and Q T ) we have therefore calculated the LULCCinduced variation components of their different predictors (Figure 7) . To highlight the inherent model differences, the reconstructed responses to LULCC were normalized with the corresponding change in F H , as was done for Figure 4 .
[48] Since the regression model of a explicitly separates the snow-free and the snow-covered albedos (see Appendix A), the changes of this variable can be attributed to both quantities. In all models, the LULCC-induced winter (DJF) a anomalies are clearly led by the changes in its snowcovered component, which represents the change in canopy snow-masking effect (Figure 7a ). The latter can be induced by changes in vegetation the partitioning (F v ; dark grey bars in Figure 7a ) and/or by changes in the LAI for a given vegetation type (light grey bars). The type of response varies across the models: IPSL/ORCHIDEE and SPEEDY/LPJmL respond only to perturbations in F v , while the rest also show a contribution of LAI changes. Changes in the snow content (SWE) represent an indirect impact of LULCC that could result from a positive feedback between temperature, snowpack and a (i.e., snow-albedo feedback). The sign of simulated SWE changes are consistent with this, but do not represent a significant contribution to the overall a responses (indicated with white bars in Figure 7a) , and is only noticeable in some models (e.g., ECEARTH/TESSEL). The snow-free-related a changes also play a secondary role during the winter (green bars). Although different in amplitude, the a responses in DJF of the various models are quite similar in their form and are dominated by snow and foliage projected cover. This confirms the conclusions of N2012 that the main processes behind the changes in a are coherent between models.
[49] The summer (JJA) a responses to LULCC are driven by differences in the snow-free optical properties of the various land cover types (F v ), and by changes in LAI (the contributions of both drivers are displayed together in Figures 7 and 8 ). CCAM/CABLE shows a negligible a anomaly in JJA because this version of the model does not distinguish leaf/stem albedos between PFTs. The other models show an averaged snow-free a response of about 0.05, in agreement with observed snow-free albedo differences between herbaceous and forest [Jin et al., 2002] , butas for the snow covered case-with significant differences between the individual results (ranging from 0.025 to 0.08).
[50] The results are clearly less uniform in the Q LE case in JJA (Figure 7d) . First, all drivers play a significant role explaining the LULCC-induced changes of this variable. Second, the scale of explanation varies greatly between models in both magnitude and sign. The anomalies induced by perturbations in the vegetation partitioning (F v ) and LAI are mainly responsible for the model differences in the overall Q LE responses. Although different in sign, the precipitation-induced Q LE anomalies (the contribution of both drivers R and R-are shown together; blue bars in Figure 7d ) show a similar contribution between the models when compared to the precipitation changes themselves (see Figure 8b ). In addition, the LULCC-induced precipitation anomalies in JJA are closely proportional to the Q LE ones when compared between the models (not shown). These patterns show that the impacts of LULCC on Q LE and precipitation are not independent and, on the contrary, suggest a coupling and positive feedback between these variables of similar intensity between the models. This agrees with previous studies that identify a positive soil moistureevapotranspiration feedback in the Northern Hemisphere temperate regions [Koster et al., 2004; Seneviratne et al., 2010] . Except for SPEEDY/LPJmL, the Q LE anomalies induced by shortwave radiation changes are also consistent between the models, with values approximately proportional to the Q SN perturbations (white bars in Figure 7d ).
[51] In the case of CCSM/CLM, the reconstructed Q LE anomalies seem to underestimate the LAI effect against the contribution of F v (this is not a surprise given the large spatial covariability between forest fraction and LAI in this model, Table 3 ). However, as already discussed in section 4.2, the contribution to total evapotranspiration of various soil-plant parts in this model is incorrect [Lawrence and Chase, 2009] . The JJA Q LE response is largely explained by a significant increase of soil evaporation (resulting from both the decrease in canopy density and the increased amount of rainfall reaching the ground) largely counteracting the drop in canopy interception and transpiration, and therefore reducing the sensitivity of Q LE to LULCC. For other models such as ECHAM5/JSBACH, IPSL/ORCHI-DEE and SPEEDY/LPJmL, LAI is an important driver in the Q LE responses. As discussed in N2012, these three models are the only ones that do compute LAI on-line, as a function of biomass allocation. They show quite different seasonal LAI responses to LULCC resulting from their discrepancy in the way they parameterize the phenological cycle of crops compared to the other vegetation types. For example, the resulting LULCC-induced LAI anomaly in JJA is positive in Figure 7 . Reconstructed seasonal LULCC-induced anomalies of (a and b) surface albedo, (c and d) latent heat flux, and (e and f) total turbulent flux in NAEA. As for Figure 4 , the anomalies are normalized with the corresponding change in herbaceous area (DF H ). Stacked bars illustrate the contribution from different drivers used in the corresponding multivariate analysis (Table 2) . Red crosses indicate the LULCCinduced anomalies in the concerned variable simulated by the GCM/LSMs. Model acronyms are the same as Figure 3. the case of ECHAM5/JSBACH and negative in the cases of IPSL/ORCHIDEE and SPEEDY/LPJmL (not shown).
[52] The LULCC-induced Q T anomalies are dominated by the changes in F v and Q SN for five out of seven models (Figures 7e and 7f) . Exceptions are ECHAM/JSBACH and CCSM/CLM that are more sensitive to LAI changes than to F v changes, especially during summer time. As for Q LE , the JJA Q T anomalies driven by Q SN are proportional to the Q SN perturbations themselves, and are coherent with the expected radiative impacts of LULCC in Q T (Figure 3) . The Q T anomalies induced by precipitation in JJA, although quite small, show a similar pattern with those obtained in the Q LE analysis, suggesting a positive impact of Q LE on Q T in all models (i.e., more/less rainfall leads to more/less Q LE and thereby more/less Q T ). In most models, the non-radiative drivers (i.e. LAI and F v ) cause negative Q T anomalies, confirming our discussion in section 3. Part of the negative contribution that changes the land-surface partitioning (F v ) exerts on the DJF and JJA Q T responses can probably be attributed to decreases in surface roughness (Z 0 ), as discussed in Davin and de Noblet-Ducoudré [2010] .
Discussion and Conclusions
[53] This paper extends the study of Pitman et al. [2009] and de Noblet-Ducoudré et al. [2012] that investigated the robust responses of the surface climate to the land-use induced land-cover change (LULCC) since pre-industrial times, using a coordinated set of experiments carried out by seven GCM/LSMs. Apart from reassessing some previous findings, we have quite thoroughly explained why the models show different responses to LULCC in the Northern Hemisphere temperate regions, and quantified the contribution of various drivers to the simulated inter-model spread.
[54] LUCID models simulate systematic decreases in net solar radiation in all seasons, mainly produced by an increase in the snow-free surface albedo and a reduction in the snow-masking albedo effect during winter. We show that the expected radiatively induced cooling is significantly dampened (and sometimes offset) by a decrease in the total turbulent energy flux, which is mainly driven by changes in land-cover properties other than canopy albedo (e.g., surface roughness). Although all the models show consistent signs for both radiative and non-radiative impacts on surface temperatures (respectively cooling and warming), their magnitude varies significantly, resulting in quite different net changes in surface temperature.
[55] One cause of discrepancy in the models' responses to LULCC results from the way individual LSMs have implemented land-use changes in their own land-cover map. For example, the resulting differences in biogeography explain about one third of the inter-model dispersion in the summer latent heat flux responses, and about one half in the winter albedo ones. This is quite significant compared to the contribution of the inherent model sensitivities to LULCC. Our quantification confirms the hypothesis set forward by Pitman et al. [2009] and de Noblet-Ducoudré et al. [2012] : they argue that reducing the inter-model spread in its responses to LULCC will imply that modelers do agree on common maps or, a minima, on methodologies to implement land-use changes. This could not be done before the coordinated set of CMIP5 experiments and, therefore, models may diverge in their regional response to LULCC due to discrepancies in their land-cover maps.
[56] One important conclusion of this study lies in the major role that the models' sensitivity to land-cover perturbations plays in the resulting climate impacts of LULCC. Within the LUCID models, the dispersion resulting from the different land-surface parameterizations is either comparable Figure 8 . DJF (blue) and JJA (red) anomalies of (a) surface albedo, (b) latent heat flux, and (c) total turbulent flux in NAEA expected from changes in each of the corresponding predictors (see Table 2 ). The abbreviations s.f and s.m in Figure 8a indicate respectively the snow-free and the snow-covered components of the surface albedo calculations. All the LUCID GCMs-based statistical models were forced with a common set of perturbations (most of the used predictor's changes are positives; shown in Table 6 ). Boxwhisker plots indicate the extremes, the inter-quartile and the median within the individual (GCMs-based) results.
to (e.g., the surface albedo case) or quite larger than (e.g., in latent heat flux case) the one resulting from differences in the imposed land-cover (Figure 6 ). These different sensitivities that can be appreciated in Figures 4-7 , are particularly explicit in Figure 8 . This figure illustrates the surface albedo (a), latent heat flux (Q LE ) and total heat flux (Q T ) changes in NAEA, expected (reconstructed) in the various models, but induced by identical perturbations (most of them positives). Apart from the change in the land cover partitioning (F v ) that was set to the model-mean LULCC (i.e., deforestation), those perturbations are the model-mean of the absolute changes (in the corresponding drivers) induced by LULCC (see Table 6 ). Figure 8 therefore highlights the models' consistencies and divergences resulting from their different land-surface parameterizations and land-atmosphere coupling intensities. For instance, the LUCID models clearly agree in the magnitude of the summer Q T and Q LE increases, in responses to increases in respectively net solar radiation (Q SN ) and precipitation (R and R À ). Most models also show consistent signs in their a responses to LAI and F v changes, or in their Q T responses to F v . In these cases, however, the models exhibit quite different amplitudes in their responses. It is also clear how different the model Q LE responses to a common change in F v and in LAI are during the summer, drivers that are therefore behind the uncertainties in the simulated LULCC-induced anomalies of this flux.
[57] As discussed by de Noblet-Ducoudré et al.
[2012], the differences displayed by the LUCID models highlight the need to improve benchmarking tools for LSMs evaluation. These tools need to evaluate the capacity of the LSMs to simulate the mean climate, but also assess how LSMs respond, for example, to a land-cover perturbation. LSMs evaluation needs to be undertaken in uncoupled (off-line) simulations, but also needs to extend to the examination of processes in land-atmosphere coupled runs that capture the feedbacks between the land and atmosphere and account for differences in the coupling strength between these components [e.g., Koster et al., 2004] .
[58] Changes in the surface albedo, latent heat and total turbulent heat flux induced by LULCC were assessed through a multivariate statistical analysis. An important concern regarding the used method, as well as with all other techniques that measure covariability between data, is that these do not ensure causality between explanatory variables and predictands. Our assumption is that the selected predictors (land-cover types, leaf area index, snow content, precipitation and solar radiation) very likely explain the bulk of the spatial and temporal variability of the assessed variables, and are the main contributors to the LULCC-induced impacts on these variables. Taking into account this concern, the partial contribution of each predictor (as is shown in Figures 7 and 8) should be interpreted carefully, since it could be underestimated or overestimated depending on the co-linearity with another predictor (e.g., land-cover fractions and LAI) or with another important driver not considered here (e.g., wind speed). Nevertheless, the purpose of this analysis is to estimate and compare (model-by-model) the sensitiveness of the assessed predictands to perturbations in the corresponding drivers in a common framework, rather than to measure the exact contribution of each of these drivers (for which other ad-hoc simulations would be needed).
Appendix A: Multivariate Regression Analysis A1. Regression Models [59] As introduced in section 2 and presented in section 4, a multivariate statistical analysis was performed to mimic the LULCC-induced anomalies shown by the LUCID models in the NAEA in three variables: surface albedo (a), latent heat flux (Q LE ) and total turbulent energy flux (Q T ). Seasonal anomalies of these variables were regressed upon a selected number of drivers, including the land cover partitioning (represented by the surface area fraction of five landcover types) within NAEA ( Table 2) . The regression models follow equation (5). The climatological means (Y v ) and the anomalies (Y′ v ) are estimated as first and second order polynomial expansions over the various predictors included in P. That is,
where n is the P length. These two expressions define the sets of coefficients a v , b v (i) and c v (i) and d v (i, j) which are computed for each GCM/LSM using linear routines. The standard least squares method was used to minimize the difference between the expected predictands values and those simulated by the LUCID models. These parameters represent the partial derivatives of Y v and Y′ v with respect to the various predictors. The mean states P i were included as second-order predictors (the second term on the right-hand side of equation (A2)) to improve the effect of some nonlinear dependencies of Y v ′.
[60] The analyses were performed for each season separately (only the winter and summer results are shown here) and, since most of the used drivers vary in time and space, the input data (predictors and predictands) were conformed by the multiannual seasonal values of all grid-cells within the NAEA region. In order to have a coherent domain and a good representation of the regional means, the GCM/LSM fields were previously interpolated to a common rectangular The anomalies correspond to the mean (inter-model) of the absolute LULCC-induced changes in NAEA, except for those used for the land cover fractions F v (F c , F g , F e , F d ), which correspond to the simple means.
2
Â 2 latitude-longitude grid, and the regressions were computed using area-equivalent weighted values.
A2. Surface Albedo
[61] In the case of the surface albedo (a), the regression model was defined as a semi-empiric function in order to separate the albedo under snow (a s ) and the snow-free component (a sf ). The resulting net albedo of a grid-cell was therefore derived from the snow-covered area fraction of the cell, i.e.,
The snow-cover fraction (f s ) was defined as an asymptotic function of the snow content (SWE). The convergence coefficient k is estimated for each model in a separated nonlinear regression analysis.
[62] Keeping the first order terms when using perturbed forms of a s , a sf and f s in equation (A3), we obtain the total albedo anomaly (a′) used in the analysis:
[63] The first and second term in the right hand of equation (A5) represents the components of a′ related to changes in the snow-free albedo and in the snow-covered albedo respectively, while the last term represents the contribution from a change in the snow-covered area. Equation (A5) was further generalized to each land-cover type and used to calculate the grid-mean values following equations (4) and (5). The land-cover type components of a s and a sf were therefore defined empirically as those of Q LE and Q T (equations (A1) and (A2)), using LAI as a single predictor.
A3. Regression Results
[64] We do not find significant autocorrelations within the interannual series of the variables assessed that could induce to misleading interpretation of the results. However, as pointed out in sections 2 and 5, the used explanatory variables are not statistically independent in some cases, mainly because the coherent spatial variability between them. One clear example of that occurs between the land cover fractions (F V ) and LAI. LAI was included in the analyses because the predictability of the statistical models is significantly enhanced, but for GCMs such CCSM (that show a strong correlation between forest fraction and LAI; Table 3), the particular contribution of this predictor to the expected responses is not reliable and must be taken in account together with the one of F V .
[65] A synthesis of the regression analyses results is presented in Table A1 for DJF and JJA. The skill of the regression models are evaluated through the resulting coefficients of determination (r 2 ) between the predicted values of a′, Q′ LE and Q′ T and the corresponding anomalies simulated by the GCM/LSMs. Two r 2 calculations are indicated in Table A1 , computed respectively with the entire record of the concerned variable (i.e., accounting for the spatial and temporal covariability) and with the regional mean (NAEA) time series (shown in brackets).
[66] In the case of the surface albedo, the estimates fit comparatively well with the simulated values in both DJF and JJA, explaining about 80% of the a′ variance. The reconstructed regional mean series of a′ are better represented, with r 2 values greater than 0.9 in most cases and near 1.0 in several models. The predicted JJA series of Q′ LE and Q′ T also account for about 80% of the variance of the simulated values. In turn, the estimates of this two predictands are significantly worse in DJF, indicating that during the winter there are other significant drivers controlling the turbulent heat exchanges not considered in these analyses, notably wind speed.
[67] Besides the statistical model's skill to predict the analyzed variables, the utility of this method resides in the ability to represent the GCM/LSM responses to LULCC. The reconstructed seasonal responses of a, Q LE and Q T were calculated in NAEA from the predicted mean fields of each experiment (Table 1) , and then evaluated using equation (1). As Figure 7 illustrates, the resulting anomalies in DJF and JJA fit closely those simulated by the GCM/LSMs in the three assessed variables, showing that the perturbations in the selected drivers explain the changes induced by LULCC.
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