Abstract. We present the lithium measurements of a continuing programme of light element abundances in metalpoor stars. New equivalent widths of the Li i λ670.8 nm resonance line in 67 metal-poor stars covering the metallicity range −3.5 ≤ [Fe/H] ≤ −0.4 are reported. For about half of this sample, the observations presented here represent the first measurement of the Li i line. The sample allowed a statistical comparison with previous measurements from other authors and a study of the consistency and reliability of the quoted error bars. This paper shows that for most of the stars these error bars are good estimates of the true uncertainties associated with the determination of the equivalent widths of the Li i line. However, about 20% of the stars with two or more independent measurements show discrepancies in the Li i equivalent widths; in these cases, other sources of uncertainty not properly taken into account (binarity effects, cosmic rays, imperfect flat-field correction, continuum determination, etc.) could also be important. Conclusions on the possible lithium abundance trends versus effective temperature or metallicity and on any intrinsic scatter should be treated cautiously until their robustness vis-à-vis these additional uncertainties is proved.
Introduction
According to the standard big bang nucleosynthesis model, lithium is one of the few elements synthesized in the first minutes of the Universe. In this scenario the primordial synthesis of lithium is very sensitive to the baryon/photon ratio (n b /n γ ), and the astronomical determination of its primordial abundance can constrain the baryonic contribution to the density of the Universe. Since the discovery of a rather uniform lithium abundance, the so called lithium plateau, in the hotter halo dwarfs (Spite & Spite 1982; Rebolo et al. 1988) at about a value log n(Li) = 2 (on the usual scale where log n(H) = 12), there has been a long debate on whether or not this abundance reflects the primordial one. Some theoretical models suggest that processes such as diffusion, rotational mixing etc. may have depleted the initial lithium abundance of the hotter (T eff ≥ 5600 K) halo dwarfs and reduced it to its present atmospheric value. The fingerprint of such a process has been searched and claimed to be possibly manifest in a trend of the Li abundance versus [Fe/H] and T eff (Thorburn 1994; Norris et al. 1994; Ryan et al. 1996) , or in a spread of the lithium abundance around the plateau (Deliyannis et al. 1993 (Deliyannis et al. , 1995 .
The observational evidence for a global depletion process acting on these halo dwarfs is not conclusive. Molaro et al. (1995) using a reddening-free temperature scale and Bonifacio & Molaro (1997) using direct infrared flux method temperatures provided by Alonso et al. (1996) have made a bivariate analysis of a large sample of halo dwarfs, and conclude in both cases that there is no evidence of these trends versus metallicity and effective temperature. The same conclusion has been reached by Spite et al. (1996) , who re-analysed an important part of the current observations using temperatures determined from several independent methods; these authors propose that Fig. 1 . Spectra of several stars of our sample in the Li i λ 670.8 nm region. A three pixels box-car smoothing was applied to each spectrum the observed spread around the plateau is due to error measurements and uncertainties in effective temperatures. On the other hand, Ryan et al. (1996) used a temperature scale similar to the scale of Carney et al. (1994) and in this case, a multiple-regression analysis shows that the correlations actually exist, especially when the most metal-poor stars are included in the sample. This is the first paper of a series that intend to revisit the lithium problem in halo dwarfs. The paper presents new Li i λ670.8 nm observations in 67 metal-poor stars. Here, the observations and the comparison with other works are presented. The main analyses and implications will be given in a forthcoming paper.
Observations and data reduction
The observations presented here were obtained as part of an international collaboration at the observatories of the Canary Islands in several campaigns during the years 1990 and 1991. We used the Cassegrain foci of the 2.5 m Isaac Newton (INT) Telescope and Nordic Optical (NOT) Telescope at the Observatorio del Roque de los Muchachos (La Palma). Spectra in the region of the Li i line were obtained using the Intermediate Dispersion Spectrograph (IDS) and the IACUB echelle spectrograph at the INT and NOT, respectively. The H1800V grating and the 500 mm camera with a 385 × 578 GEC-CCD were used at the IDS, providing a dispersion of 0.22Å per pixel. The adopted slit-width was usually 1 arcsec giving an effective resolution of 0.44Å. The IACUB echelle spectrograph (McKeith et al. 1993 ) was used with a Thomson 1024 × 1024 CCD Comparison between our measurements of the Li i λ670.8 nm equivalent widths and those by Pilachowski et al. (1993; top) and Thorburn (1994; down) . The error bars represent the estimated 95% confidence limits binned in the spectral direction to provide a dispersion of 0.1Å per pixel. The 0.7 arcsec slit width employed gave a final effective resolution of ∼ 0.22Å (in the case of G181-47 we used a 1 arcsec slit which gave 0.30Å). Typically, we recorded spectra with exposure times ∼ 1800 s. For the fainter stars, two or more exposures were combined in order to have a homogeneous sample with signal to noise in the range 100 − 200. Using the same instrumental configuration, several flat-field lamps were recorded each night. For wavelength calibration Cu − Ar lamp spectra were used. Most of the objects were selected from the sample of metal-poor stars in the works of , Laird et al. (1988) , and Schuster & Nissen (1988 , 1989 . Table 1 lists the stars observed, telescopes used, epoch of observation, exposure times and visual magnitudes. Several typical spectra in the region of the Li i line are plotted in Fig. 1 . Table 2 lists the relevant photometric data and metallicities which will be used in a forthcoming paper to determine the stellar parameters T eff and log g needed for the abundance analysis. Photometric magnitudes were obtained from the literature and the SIMBAD data base. Metallicities were also obtained from the literature using mainly the compilations by Schuster & Nissen . In general, the differences between these metallicities for the objects in common are of order 0.1 − 0.2 dex, but in a few of them (the most metal-poor stars) these differences can be as large as 1 dex. All the images were processed with the IRAF 1 package following standard techniques of bias subtraction, flat-field corrections, optimal spectrum extraction and sky subtraction, wavelength calibration and linearization, and continuum normalization. The identification of the Li i λ670.8 nm line was performed on the basis of the radial velocities measured by Laird et al. (1988) , , and/or the relative positions of the Fe i λ667.8 and Ca i λ671.7 nm lines. An unambiguous 1 IRAF is distributed by National Optical Astronomical Observatories, which is operated by the Association of Universities for Research in Astronomy, Inc., under contract with the National Science Foundation, U.S.A. identification of the Li i spectral feature was always possible for the stars in Table 1 . Those few very metal-poor stars in our original sample with poor signal to noise ratio and nearly featureless spectra for which the radial velocity was unknown have not been included in this paper.
Equivalent widths
The equivalent widths (EWs) were measured by direct integration under the continuum using the subroutine SPLOT of the IRAF package. They were determined independently by three of us to minimize the effects of a subjective location of the continuum. The finally adopted EWs and the quoted errorbars result from a critical discussion of these determinations. Table 2 presents the resulting Li i EWs with the estimated 95% confidence limit error bars. The uncertainties are in general ≤ 5 mÅ. The table also lists previous measurements by other authors giving 95% confidence limit error bars 2 .
For about 40 stars of the sample this represents the first spectroscopic study in the region of the Li i feature. The rest have been observed by other authors (mainly by Pilachowski et al. 1993, and Thorburn 1994) . The common stars among these works allow a comparison between measurements, constituting a test of consistency and on the validity of the observations. On the measurements presented in Table 2 there are 16, 9 and 3 stars with 2, 3 and 4 independent observations respectively, adding in total 49 pairs of measurements to compare. For a couple of measurements (x i ± σ xi ) and (y i ± σ yi ) of the istar, the difference is (a i , σ ai ), being a i = x i − y i and 2 For the measurements by Pilachowski et al. 1993 , we compute the errorbars from the SNR values provided by C. Pilachowski (private communication) and using σ = 1.6(FWHMδx) 1/2 /SNR (Cayrel 1988) , where δx is the dispersion per pixel and SNR the signal to noise ratio.
ai follows approximately a χ 2 distribution with 49 degrees of freedom. The variance of the distribution is ∼ 2 × 49 which defines the 1σ and the 2σ level as the ranges 38 ≤ χ 2 ≤ 59 and 31 ≤ χ 2 ≤ 71, respectively. In our case χ 2 = 116, which is not in the mentioned ranges and a value extremely unlikely if all measurements were consistent. To test the possible presence of systematic errors in some of the measurements, we have removed from the above comparison the measurements in which |a i |/σ ai ≥ 2.5. Doing the same analysis than above, the value obtained now is χ 2 = 52 for 41 pairs of measurements, which is in good agreement with the statistical expectations. This seems to indicate that in ∼ 20% of the common pairs of measurements there are additional sources of error not included in the uncertainty provided by the quoted errorbars. Other statistical tests give the same conclusion. Explicitly we suspect of the following stars: Table 2 . Photometry and Li I equivalent widths of the programme stars -G205-42: There are two additional measurements by Pilachowski et al. (1993) and Thorburn (1994) . For this star our measurement is in disagreement with the other two. -HD 111721 and HD 163810: For these stars there is only one additional measurement by Pilachowski et al. (1993) , clearly in disagreement with the values reported in this work. -G88-32: Our measurement (19 ± 5 mÅ) is discrepant with two previous measurements by Hobbs & Thorburn (1991; 26 ± 4.4 mÅ) and Thorburn (1994;  28 ± 5.8 mÅ). -G166-45: This is a very intriguing double lined spectroscopic binary. While Hobbs & Thorburn (1991) and Thorburn (1994) measure 29 ± 3.6 mÅ, our determination gives 36 ± 3 mÅ, in agreement with the measurement by Rebolo et al. (1988; 35 ± 3 mÅ) . In the spectrum obtained by Rebolo et al. (their Fig. 1b) it is possible to appreciate a small asymmetry in the red wing of the Li i line. The new spectrum recorded in 1991 January also shows this asymmetry, possibly indicating that the secondary star also has a Li i line. -BD −13
• · 3442: Here we report 22 ± 2 mÅ, which presents a serious discrepancy of 8 mÅ with the measurement of Thorburn (1994; 30 ± 6.8 mÅ) . However, our measurement is in better agreement with that obtained by Ryan et al. (1996;  19 ± 2 mÅ). -LP815-43: We report here 25 ± 6 mÅ. The situation here is confused with several measurements giving around 25 mÅ and others close to 15 mÅ.
Removing these stars from the statistical analysis, we found χ 2 = 26 for the remaining 31 pair of measurements indicating that the inconsistency of the sample is due to the stars removed. Previous work on this have been done by Ryan et al. (1996) and Deliyannis et al. (1993) . For instance, applying the above analysis to the sample analyzed by Ryan et al. we obtain χ 2 = 248 for 148 pair of measurements. Removing 5 stars (Ryan et al. recognized problems in 4 of them) involving in total 10 pair of measurements, the value obtained for χ 2 is now compatible with the value expected from the quoted noise of each measurement.
The comparison between our measurements and those by Thorburn (1994) and Pilachowski et al. (1993) is summarized in Fig. 2 . Defining ∆ P and ∆ T as the mean differences between our measurements and the ones by these authors, respectively, we obtain ∆ P = +0.7 and ∆ T = −0.9 mÅ, values which show the absence of significant Table 2 . continued Table 2 . continued Schuster & Nissen 1988 , 1989 . (6) Carney et al. 1987 Laird et al. 1988 . (7) Ryan et al. 1991 . (8) Thorburn 1994 . (9) Ryan et al. 1996 . (10) Rebolo et al. 1987 . (11) Spite et al. 1996 .
(12) Spite et al. 1987 . (13) Spite et al. 1993 . (14) Norris et al. 1994 . (15) Rebolo et al. 1988 . (16) Hobbs & Thorburn 1991 . (17) Spite et al. 1984 systematic effects between the three sets of measurements. The rms of the differences are 4.4 and 4.6 mÅ for the comparison with the samples of Pilachowski et al. and Thorburn, respectively, values which are slightly larger than the expectations in terms of the error bars (∼ 2.7 and ∼ 3.5 mÅ, respectively). If we remove in the comparison with Thorburn the stars G88-32, G166-45, G205-42, BD −13
• 3442, and do the same with HD 111721, HD 163810 and G205-42 in the comparison with Pilachowski et al., we found that the rms of the differences were now in perfect agreement with expectations in terms of noise. These results confirm our claims on the inconsistency in ∼20% of the common measurements.
We conclude that for ∼ 20% of the stars there are systematic effects not taken into account in the reported uncertainties, and we shall bear in mind that any conclusion inferred from the global sample should be robust against rejection of subsamples comprising this fraction of the stars. Repeated independent observations may guarantee a sufficient number of reliable determinations along the Li − T eff and Li − [Fe/H] planes to solve the scatter problem. It would be particularly useful to conduct such programme in photometric and spectroscopic twin halo dwarf stars. One possible case of twin stars is that of G64-37 and G64-12. These are the two stars in our sample with the largest number of determinations, all of them being consistent. Our new measurements are in agreement with the best previously estimated values. When our own values are taken into account the new best estimated Li i EWs are 25.2 ± 1.2 and 15.4 ± 0.9 mÅ for G64-12 and G64-37, respectively. This Li i EW difference between both stars was noted by Ryan et al. (1996) and is reinforced by our new measurement. Given the strong similarity in their V − K and c 1 indices (see Table 2 ) we could expect very similar T eff and gravity and therefore rather different lithium abundances. However, as we can also see in Table 2 , when the reddening is taken into account, the stars do not look as similar as was thought. This question will be addressed in more detail in a forthcoming paper.
