We propose an efficient computational method for evaluating the self-energy matrices of electrodes to study ballistic electron transport properties in nanoscale systems. To reduce the high computational cost incurred in large systems, a contour integral eigensolver based on the SakuraiSugiura method combined with the shifted biconjugate gradient method is developed to solve exponential-type eigenvalue problem for complex wave vectors. A remarkable feature of the proposed algorithm is that the numerical procedure is very similar to that of conventional band structure calculations. We implement the developed method in the framework of the real-space higher-order finite difference scheme with nonlocal pseudopotentials. Numerical tests for a wide variety of materials validate the robustness, accuracy, and efficiency of the proposed method. As an illustration of the method, we present the electron transport property of the free-standing silicene with the line defect originating from the reversed buckled phases.
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I. INTRODUCTION
First-principles simulations based on density functional theory 1,2 (DFT) and the LandauerBüttiker formalism 3-5 are recognized as a powerful tool for understanding and predicting the electron transport properties of nanoscale systems. Examples of such computational methods include the Lippmann-Schwinger scattering approach, 6-8 recursive transfer-matrix method, 9,10 wave function matching (WFM) method, 11, 12 and nonequilibrium Green's function (NEGF) method. 13, 14 Among these, the NEGF method combined with the localized basis has been used extensively in the field of molecular electronics and spintronics, because
Green's function is compactly described by the localized basis and bound states can be easily included by the contour integral of the retarded Green's function. However, the transport properties obtained using the localized basis sometimes significantly depend on the size of the basis set, [15] [16] [17] and they need to be checked by comparing the results using a plane-wave basis or real-space grid whose convergence with respect to the basis set size is straightforward. Furthermore, it is well known that the electron transport in the tunneling region is difficult to address with the localized basis set approach due to the incompleteness of the basis sets. This tunneling problem is handled by putting the ghost orbital in the vacuum region or increasing the cutoff radius of the basis set. However, the problem with accuracy and efficiency persists. 18, 19 Electron transport calculations using a plane-wave basis exist. 11, 20, 21 While the plane-wave basis method enables highly accurate simulations, it requires that left and right electrodes to be identical, because of the artificial periodic boundary condition associated with the plane-wave basis, which leads to a strong limitation on the computational model of transport calculations. In addition, the size of the Hamiltonian matrix that is represented in the plane-wave basis is much larger than that in the localized basis, and it is difficult to parallelize; this hampers large-scale electron transport calculations. On the other hand, real-space grid approach is free from such drawbacks and its Hamiltonian matrix is highly sparse; this not only facilitates implementation on parallel computers but also enables fast computation using sophisticated numerical algorithms designed for sparse matrices.
Several real-space grid methods have been developed over the last decade. In 2003,
Fujimoto and Hirose developed the overbridging boundary matching (OBM) method 12 for calculating the generalized Bloch states of electrodes and the scattering states, and they applied it to a gold atomic wire. Subsequently, Khomyakov et al. 22 proposed a real-space grid implementation of the WFM method formulated by Ando. 23 However, the applications of these methods, including extensions of the OBM method, [24] [25] [26] have remained limited to relatively small systems or very rough approximations (e.g., first-order finite-difference, local pseudopotential, and jellium electrode) owing to the large computational cost of inverting Hamiltonian matrices. As an extension of the OBM method, Kong et al. 27 ,28 developed a method for computing the scattering states without explicitly inverting the Hamiltonian in the transition region, as shown in Fig. 1 ; hereafter, we refer to their method as the improved OBM (IOBM) method. Nevertheless, the IOBM method still requires the inversion of the Hamiltonian matrix in electrode regions and the computation for solving the generalized eigenvalue problem with very dense matrices. To avoid these inversion-related problems,
Feldman et al. 29, 30 recently proposed a transport calculation method based on Green's function by using the adsorbing boundary condition instead of the self-energy matrices of electrodes. However, the use of an adsorbing boundary condition requires several parameters to be tuned manually to remove spurious reflections at the boundaries; this may restrict its applicability to complicated electrode materials. In addition, their approach can only be used for the linear response scheme, that is, for non-self-consistent calculations. Overall, compared with mature conventional band structure calculations for a real-space grid approach, [31] [32] [33] currently available methods for real-space transport calculations are computationally too expensive for investigating the transport properties of nanoscale systems within a realistic timeframe. In particular, a reliable and practical method is not available for evaluating the self-energy matrices of electrodes using higher-order finite-differences and nonlocal pseudopotentials.
In this article, we present a method for handling the most computationally expensive part of real-space transport calculations, namely, the computation of self-energy matrices.
Because the proposed method shows significantly improved execution time and excellent parallel efficiency compared with methods involving an explicit matrix inversion and a large, dense eigenvalue problem, we can readily perform challenging real-space transport calculations that were not feasible thus far. The proposed method involves the following procedures:
express the Kohn-Sham (KS) equation as an exponential-type eigenvalue problem (EEP) for complex wave vectors k, compute only those solutions that dominantly contribute to electron transport, and construct self-energy matrices by using them. To solve EEP efficiently, we developed a contour integral method based on the Sakurai-Sugiura (SS) method 34, 35 combined with the shifted biconjugate gradient (BiCG) method. 36 A remarkable feature of the SS method is that it replaces the difficulty of solving the nonlinear eigenvalue problem with the difficulty of solving linear systems with multiple right-hand sides:
where E, V , and H(k) are the input energy, random vectors, and Hamiltonian matrix with a complex wave vector k, respectively (see Sec. III B for details). Because H(k) has the same matrix structure as the Hamiltonian matrix used in the conventional band structure calculation, we can use the advanced numerical techniques for the conventional band calculation to solve the above equation. Therefore, this method is fast, and it overcomes all limitations of previous real-space grid methods, such as large computational cost and memory consumption associated with the matrix inversion, and the treatment of higher-order finite differences and nonlocal pseudopotentials, while keeping the relatively high accuracy. In addition, as discussed in Sec. III A, this method provides some general advantages compared to previous similar approaches [37] [38] [39] [40] under harsh conditions that other approaches cannot handle easily;
we believe that such advantages will be essential to the widespread use of the proposed method. Finally, it should be noted that the proposed method is highly versatile and that it can be implemented in various schemes such as localized basis sets, together with the use of the (sparse) LU decomposition for solving Eq. (1).
The remainder of the paper is organized as follows. Sec. II briefly summarizes the basic formulation of the WFM method that is necessary to understand our implementation. In
Sec. III, we present an efficient implementation for evaluating the self-energy matrices. In
Sec. IV, we demonstrate the accuracy, robustness, and efficiency of the proposed method through a series of test calculations. Sec. V presents transport calculations using the selfenergy matrices computed with the proposed method. In Sec. VI, a first-principles analysis of electron transport properties of the free-standing silicene with the line defect originating from the reverse buckled phases is presented to illustrate the proposed method. Finally, Sec. VII presents the conclusions of this study.
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The implementation of the WFM method with a real-space grid approach using higherorder finite differences has been reported in detail in Ref. 33 . Herein, we briefly review details that are essential to understanding our method for evaluating the self-energy matrices of electrodes. We consider a quasi-one-dimensional conductor sandwiched by two semi-infinite electrodes, as shown in Fig. 1 . Owing to the localized feature of the KS Hamiltonian in the real-space grid approach, semi-infinite crystalline electrodes can be divided into the principal layers (L0, L1, · · · , Lm; R0, R1, · · · , Rm); these are defined as the smallest layers such that only nearest-neighbor interactions exist between principal layers. Typically, the size of the principal layer is much smaller than that of the unit cell of the electrode. As in Ref. 24 , the transition region includes at least two principal layers L0 and R0 as matching planes of the wave function. To avoid complex notations, we assume that the left and right electrodes are identical. The KS equation for the entire region is given as follows:
where H is the KS Hamiltonian of the entire system and |ψ is the scattering state. For simplicity, we restrict our formulation to the real-space norm-conserving pseudopotential method. However, extensions to the ultrasoft pseudopotential 41 where ψ l is the N-dimensional vector in the l-th unit cell and H i,j is the N × N KS Hamiltonian matrix between the i-th and j-th unit cell, with N being the total number of real-space grids in the unit cell of the electrode. By introducing the Bloch ansatz, the above equation
can be rewritten as
with n-th complex wave vector k n and a is the distance between adjacent unit cells. {k n } and {φ n } are to be determined by solving Eq. (4) for a given input energy E. It is worth noting that the coupling matrices H l,l−1 and H l,l+1 are extremely sparse, and many columns are all zero. Because of the singularity of the coupling matrices, solutions of Eq. (4) will have Im(k n ) → ±∞. However, the contribution of the waves that decay infinitely fast is negligibly small, and thus it is sufficient to compute 2r physically important solutions, with r being the rank number of the coupling matrix computed with the singular value decomposition technique. 25, 43, 44 Furthermore, 2r solutions can be classified into r left-going waves {φ − n } with either Im(k n ) < 0 or Im(k n ) = 0 and ∂E/∂k n < 0 and r right-going waves {φ + n } with either Im(k n ) > 0 or Im(k n ) = 0 and ∂E/∂k n > 0. This is because if k n is an eigenvalue, then −k n , k * n , and −k * n are also eigenvalues. 
M × M self-energy matrices of the left and right electrodes, Σ L0 and Σ R0 can be defined via the WFM formulation 24, 33, 46 as
where It should be noted that the self-energy matrices defined by Eq. (9) are equivalent to those defined by the surface Green's function. 43, 47 The iterative technique is used most commonly to evaluate the surface Green's function with the localized basis. 48, 49 However, this technique is virtually impossible to apply to the real-space grid approach because it requires the matrix inversion of very dense matrices with the dimension of real-space grids in the unit cell, which is typically over 100000.
C. Decaying behavior of generalized Bloch states
The generalized Bloch states include both propagating and decaying waves. It is instructive to note that a large majority of the generalized Bloch waves in a real-space grid Table II . decay completely within one unit cell of the electrode, and therefore, they contribute little to the electron transport. Table I shows the number of right-going waves that satisfy 10 −8 ≤ |e ikna | l ≤ 1 for several electrode materials as a function of the number of unit cells l.
We use the Fermi energy as an input energy. In all systems, the number of right-going waves satisfying the above criterion is relatively small compared to the total number of nontrivial solutions even when l = 1. From the Bloch ansatz, it is clear that the majority of right-going waves decay so fast that they contribute negligibly to the electron transport if we add 1-2 unit cells as a buffer layer. The left-going waves behave in exactly the same manner as the right-going waves because their eigenvalues are pairwise.
Consequently, the self-energy matrices can be well approximated by a relatively small number of propagating and moderately decaying waves that correspond to the solutions of Eq. (4) with λ n (= e ikna ) being close to the unit circle in the complex plane, that is,
where λ min is the radius of the inner circle in Fig. 2 (a). If λ min is set to a reasonably small value, the transport calculations remain accurate. section, the results obtained using the approximated self-energy matrices that remove fastdecaying waves are visibly indistinguishable from those obtained using exact ones, and they reproduce the previous plane-wave transport calculations accurately. Therefore, we do not distinguish between approximated and exact self-energy matrices except when comparing both computational results.
III. IMPLEMENTATION
The computation of self-energy matrices is one of the bottlenecks in electron transport calculations, especially in the real-space grid approach. If we follow the WFM method, the most computationally demanding part is determining the generalized Bloch states, that is, solving Eq. (4) for a given energy point. In this section, we first discuss some advantages of the proposed method compared to previous methods based on the same strategy, and then, we present the algorithmic details of this method.
A. Variable conversion from λ space to k space Several efficient approaches have been proposed to solve Eq. (4) as a quadratic eigenvalue problem (QEP) for λ and to determine the eigenvalues inside the contour shown in Fig. 2(a) .
From the viewpoint of the eigensolver, these approaches are classified into two types: (i) shift-and-invert Krylov subspace approach 37 and (ii) contour integral approach using contour integration based on the SS method, 39 Polizzi's FEAST method, 38 and Beyn method.
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All these approaches have been demonstrated to work successfully when 0.1 < λ min < 1; however, they are inefficient and unstable when λ min ≪ 0.1. For example, the shift-andinvert Krylov subspace approach is designed for determining eigenvalues close to a given shift, and thus, it is unsuitable for searching all target eigenvalues distributed in a wide range of the complex plane. On the other hand, in the contour integral approach, the number of projectors has to be increased when the contour is enlarged. For our target problem, the BiCG method is employed as a solver for linear systems to obtain the projectors, indicating that the computational cost linearly scales as the number of right-hand sides. The current authors' group demonstrated that the moment-based contour integral approach is appropriate when the linear systems are solved by the CG method because the number of right-hand sides is successfully reduced by introducing the moment. 50 In this subsection, we focus on some numerical difficulties faced in previous approaches based on the moment-based contour integral approach.
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In general, the moment-based contour integral method generates a subspace spanned by eigencomponents inside a given region and extracts target eigenpairs from this subspace.
However, if λ min ≪ 0.1, the subspace quality degrades owing to two reasons. First, the large difference in radius between the inner and the outer circles causes a significant round-off error because the contour integrations along the inner and outer circle give small and large values, respectively. Consequently, the information obtained from the contour integrations along the inner circle will not be properly contained, and significant accuracy degradation will occur from the outer circle toward the inner circle (see Sec. IV B). Although this roundoff error can be suppressed by introducing a number of circles between the inner and outer circles, the additional computational cost incurred owing to the added circles makes the algorithm inefficient. Second, unneeded eigencomponents contaminate the subspace. In the actual calculation, because the contour integration is performed numerically, the subspace involves eigencomponents both inside the ring-shaped region and in the vicinity of the circles.
Because of the pairwise relationship between the inner and the outer eigenvalues (λ n , λ * −1 n ), too many eigenvalues exist in the vicinity of the inner circle, and thus, the subspace size increases. This incurs a large computational cost and deteriorates the accuracy of the target eigenpairs. Moreover, the efficient implementation introduced in the later subsection cannot be used.
To avoid the numerical difficulties arising from the explicit computation of eigenvalues in the λ plane, we convert the variable space from the λ plane to the k plane, as shown in Fig. 2 . Through the variable conversion k = ln λ/ia, the ring-shaped region is replaced with the rectangular region, as shown in Fig. 2(b) . The contour integration along the rectangular region can be performed without suffering from the round-off error because the integration points always take moderate values. In addition, because the unneeded eigenvalues λ n (|λ n | ≪ 0.1) that correspond to complex wave vectors k n with Im(k n ) ≫ 0 are far away from the contour, the contamination of unneeded eigencomponents into the subspace will be prevented by the numerical integration.
B. Sakurai-Sugiura method for nonlinear eigenvalue problem
The original SS method 34 is developed for finding the eigenvalues of the generalized eigenvalue problem that lies in the domain. With an extension for the nonlinear eigenvalue problem, 35 the SS method can also be applied to the EEP without loss of the desirable features of the original algorithm. Herein, we focus on the SS method for finding the eigenpairs of the EEP for k inside the rectangular region, as shown in Fig. 2(b) .
The SS method consists of two steps. The first step is generating the subspace by contour integration. Let Γ be a counter-clockwise contour along each side of the rectangular region that encloses the target eigenvalues k 1 , k 2 , ..., k m , where m is the number of eigenvalues inside Γ. Then, the moment matrix S p (p = 0, 1, ..., 2N mm −1) associated with the target eigenpairs is defined as
11 where V is a N × N rh nonzero arbitrary matrix. N rh and N mm are the number of right hand sides and the order of moment matrices, respectively. They are input parameters that are set so as to satisfy N rh N mm > m. We refer the reader to Ref. 50 for details on how to determine these parameters efficiently. Here,
From a numerical viewpoint, S p is approximated by numerical integration as
where z j and w j are quadrature points and weights, respectively, which are determined by a quadrature rule such as the Gauss-Legendre quadrature rule. To retain the numerical accuracy, we replace the momental weight z p j with the shifted and scaled one ((
With this modification, S p is rewritten as
In this study, γ and ρ are set as γ = 0.1/a and ρ = π/a, respectively. Note that the eigenvalues are also shifted and scaled; then, the original eigenvalues of EEP should be recovered as k n ← γ + ρk n .
The second step is extracting the eigenpairs from S p . Following the procedure given in Ref. 35 , we define the complex moment matrix µ p = V † S p , and we extract the target eigenvalues by solving the N mm N rh ≪ N dimensional generalized eigenvalue problem
with N mm N rh × N mm N rh Hankel matrices T and T < defined as
and
From the viewpoint of numerical stability and efficiency, we compute the rank m of T by a singular value decomposition
Here the term U 2 Σ 2 W 2 is omitted because Σ 2 ≈ 0. Upon substituting Eq. (18) into Eq. (15), the EEP is reduced to an m-dimensional standard eigenvalue problem, that is,
where y = Σ 1 W † 1 x. The (approximated) eigenpairs are obtained as (k n , φ n ) = (γ + ρτ, SW 1 Σ −1 1 y), where S = [ S 0 , S 1 , . . . , S Nmm−1 ]. In our algorithm, we use Eq. (19) instead of Eq. (15) . If there are too many eigenvalues inside the contour, the rectangular region should be divided into several subdomains to reduce the cost of solving Eq. (19) .
In this case, it might be better to set a subdomain to a quadrant in the complex k plane because the number of eigenvalues located in each quadrant should be the same, owing to the quadruple relationship (k n , k * n , −k n , −k * n ).
C. Reduction of computational cost of numerical integration
In actual calculations, the numerical calculation of the contour integral in Eq. (11) is an important issue because this procedure is a major part of the entire computation in the SS method. Eq. (11) can be rewritten as the sum of four definite integrals:
13 where
We use the N q -point Gauss-Legendre quadrature rule to evaluate the definite integrals.
Here, N q is a pair of polynomial orders, that is, N q = (N q1 , N q2 ). Fig. 2(b) shows N q1 = 6 quadrature points along the Re(k) axis and N q2 = 6 quadrature points along the Im(k) axis.
The total number of quadrature points is N int = 2N q1 + 2N q2 . At each quadrature point, we need to solve linear systems with multiple right-hand sides:
where z j is the j-th quadrature point. By using the symmetry of the Hamiltonian matrix H(k), the number of linear systems to be solved can be reduced to N q1 + 
Eq. (26) suggests that linear systems with Im(z j ) > 0 are adjoints of linear systems with Im(z j ) < 0. As noted in Appendix A, the BiCG method can solve both systems simultaneously with very little additional computational cost. Furthermore, owing to the translational symmetry, e ika = e i(ka+2π) holds, and this leads to
It is clear from Eq. (27) that the linear systems in S (2) p and S (4) p are the same; thus, we only need to solve either one of them. From the above, the numerical integration can be performed by solving the linear systems indicated by black dots in Fig. 2(b) .
Basically, first-principles electron transport calculations must be performed independently at each energy point. Therefore, the total computational cost for determining the generalized 
1. Set a rectangular contour in the k plane for a given λ min .
2. Set (w j , z j ) 1≤j≤N int by the N q -point Gauss-Legendre quadrature rule.
Set energy points
Note. Later processes are performed independently at each energy point.
5.
Compute S p by Eq. (14) and set µ p = V † S p for p = 0, 1, ..., 2N mm − 1.
Rl using Eqs. (5)- (8) for l = 0, 1. 11. Construct Σ L0 and Σ R0 using Eq. (9).
IV. NUMERICAL TESTS
In this section, we demonstrate the numerical accuracy, robustness, and efficiency of our method through a series of test calculations. KS Hamiltonian matrices are obtained from the real-space pseudopotential DFT code RSPACE. 33, 51 All calculations in this and the later sections are performed by using the local density approximation 52 and norm-conserving pseudopotentials proposed by Troullier and Martins. 53 In all cases, Γ-point sampling in the two-dimensional Brillouin zone is used. Unless noted otherwise, we used a fourth-order finite-difference approximation for the Laplacian operator and a grid spacing of 0.2Å.
A. Accuracy of eigenpairs inside Γ
First, we confirm the accuracy of the Algorithm described in Sec. III C. In addition to the Hamiltonian matrix and inner radius λ min , the SS method requires several other parameters: order of Gauss-Legendre quadrature rule N q = (N q1 , N q2 ), number of righthand sides N rh , and order of moment matrices N mm . It is essential to select these parameters appropriately to make the algorithm robust and efficient. Among these parameters, N rh and N mm are also used in the conventional SS method, and their effects on numerical errors have been studied elsewhere. Thus, we expect that general principles can be applied to N rh and N mm . 54 Care must be taken when selecting N q because the SS method features an ellipsoidtype contour, with numerical integration performed using the trapezoidal rule. Because the numerical integration method for the SS method using a rectangular-type contour has not been proposed, the Gauss-Legendre quadrature rule is employed in this study. Thus, we demonstrate the selection of N q by monitoring the residuals defined as
The generalized Bloch states are normalized such that ||φ n || 2 = 1. Note that we remove eigenpairs whose residuals are greater than 10 −1 or located outside Γ as spurious eigenpairs.
Here, we consider the fcc Au bulk with 18 atoms whose transport direction is parallel to the 111 direction. We set N mm = 8, N rh = 16, and λ min = 0.001. The criterion of the singular value decomposition and the shifted BiCG method is set to 10 −15 . Fig. 3(a) shows the distribution of the eigenvalues when N q = (24, 24). It should be noted that the obtained eigenvalues are pairwise, that is,
, and the number of eigenvalues is unchanged irrespective of the selection of N q . In Fig. 3(b) , the residuals ||[E − H(k n )]φ n || 2 are plotted as a function of N q . The accuracy of the obtained eigenpairs is uniformly improved by increasing N q , and convergence can be achieved with a relatively small number of quadrature points (convergence criterion is set to 10 −8 ). It should be noted that better accuracy can also be obtained by increasing N rh without using large values of N q . Further details on how to improve the accuracy of the nonlinear SS method are presented in Ref. 55 . 
B. Robustness of the algorithm
In Sec. III A, we stated that our method is more robust than previous methods that solve Eq. (4) as a QEP for λ(= e ikna ) when λ min ≪ 0.1. To demonstrate the robustness of our method, we first compare the eigenvalues and residuals computed on the k plane in Fig. 2(b) with those computed on the λ plane in Fig. 2(a) . For comparison, we also apply the algorithm proposed in Ref. 39 for solving the QEP for λ by using the contour along the ring-shaped region in Fig. 2(a) . Here, we use the (6,6)CNT with 24 atoms whose transport direction is parallel to the channel direction. The input parameters of the SS method are set to N mm = 4, N rh = 128, and the criterion of the singular value decomposition and the shifted BiCG method is set to 10 −15 . The order of the Gauss-Legendre quadrature rule is N q = (24, 24) in the k plane computation. Instead, we use the trapezoidal rule to approximate the contour integrals in Fig. 2(a) , with the number of quadrature points being 256. Fig. 4 shows the eigenvalues and residuals calculated on the k plane and λ plane for (a) λ min = 0.1 and (b) λ min = 0.01. In both cases, all residuals computed on the k plane are far below the convergence criteria irrespective of the eigenvalues. It is important to note that a satisfactory result is also obtained when setting λ min = 0.001. On the contrary, when λ min = 0.01, the accuracy of the solutions computed on the λ plane is quite poor, and the accuracy is seen to degrade from the outer circle toward the inner circle.
As mentioned in Sec. III A, this round-off error of the λ-plane computation can be reduced by adding some circles between the outer and the inner circles. However, an additional computational cost is incurred when we use the BiCG method for solving Eq. (25). If we use the BiCG method as the solver, it is difficult to set a reasonable number of right-hand side N rh owing to a variation in the eigenvalue distribution inside the ring-shaped region.
For example, when λ min = 0.001, roughly 10 circles should be added between the inner and the outer circles to make the round-off error sufficiently small. In the case of the fcc Au bulk shown in Fig. 3(a) , a maximum of 33% of eigenvalues are in a sliced ring. Furthermore, the risk of the computation failing also increases because the distribution of the eigenvalues located inside the sliced rings is unknown in advance and is model-dependent.
C. Serial performance
In this subsection, we experimentally evaluate the serial performance of our method for the eigenvalue problem arising from the computation of self-energy matrices. To demonstrate speed-ups, we compare the computational time of our method with that of the OBM method, which is categorized as a WFM method. Although continuous improvements [24] [25] [26] 56 have been made after the first study of the OBM method, the computation of the first and last r columns of (E − H l,l ) −1 and the 2r-dimensional generalized eigenvalue problem is still required. In this study, the matrix inversion is calculated using the CG method, 57 and the generalized eigenvalue problem is solved by the optimized LAPACK routine ZGGEV and SS method. 25 It should be noted that another method based on a real-space grid approach proposed by Khomyakov et al. 22 is not considered here because its computational procedure and cost are almost the same as those of the OBM method. In addition, popular unit cell of the electrode. Table II Another important way to reduce the computational cost is to use different numbers of processors, that is, to use parallel computing. The scalability of the SS method based on a real-space grid approach has already been investigated in our preliminary work. 39 Here, we only mention that the parallel performance of the proposed method is superior to that of conventional eigenvalue solvers because of the hierarchical parallelism of the contour integral approach and the domain-decomposition technique for the sparse Hamiltonian matrix H(k).
V. TRANSMISSION CALCULATION
In this section, we present the transmission calculations for Au atomic chain with a CO molecule. We chose this system because transport properties have been investigated extensively using other methods. 16, 58 To validate the accuracy of our method for electron transport calculations, we study the effect of excluding rapidly decaying evanescent waves on the zero-bias transmission calculation, and we compare this result with those obtained is the number of nontrivial solutions of Eq. (4) . N rh is the number of right-hand sides used in the SS method. The CPU times of the proposed method (this work) are averaged by the computation times at 100 different energy points between E F − 1 eV and E F + 1 eV, where E F is the Fermi energy. On the other hand, the CPU times of the OBM method (CG/ZGGEV,CG/SS) are measured only at the Fermi energy owing to the limitation of computational resources. c Ideal armchair (n,n) carbon nanotube with C-C bond length of 1.42Å.
d Calculation fails owing to a memory exhaustion error.
e Graphene with four atoms whose transport direction is along the armchair direction and C-C bond length is 1.42Å.
f Geometry description is found in the transmission calculation of the free-standing silicene. See
Sec. VI.
g Geometry description is found in Ref. 16 . 21 using other methods. In all calculations, the KS Hamiltonian matrices in the transition region are obtained from the DFT calculation under periodic boundary conditions, and the scattering states in real-space grids are calculated using the IOBM method.
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We present the transmission calculation of the Au atomic chain with a CO molecule. Prior to our work, transmission calculations for this system have been done by Calzolari et al. 58 and
Strange et al.. 16 Interestingly, both groups reported relatively different transmission curves, even though they employed the same methodology combined with the Green's function method and maximally localized Wannier function. As stated in Ref. 16 , the disagreement might be related to the manner of construction of the tight-binding Hamiltonian, but it is still unresolved as to which one is correct. Thus, we revalidate the transmission calculation of the Au atomic chain with a CO molecule using the real-space grid method. To investigate the accuracy of the approximated self-energy matrices calculated using the proposed method further, we measure the deviation from the exact transmission probability,
where T (E) and T (E) are the transmission probabilities obtained using the approximated and exact self-energy matrix, respectively. The exact self-energy matrices are calculated value of λ min . This is because that the self-energy matrices used in our transport calculation are not same as used in Ref. 37 . We define the self-energy matrices at L0 and R0 regions in Fig.1 using the generalized Bloch states and use them in the transport calculations, while the previous study first define the self-energy matrices using the generalized Bloch states at L1 and R1 regions, and calculate the self-energy matrices at L0 and R0 regions by the recursion method. Although both approaches are equivalent when the self-energy matrices are exact, the later is more accurate than the former when the cut off for evanescent waves is introduced because the later uses the self-energy matrices defined at one layer deep inside the electrodes.
VI. APPLICATION
Silicene, which is a two-dimensional honeycomb structure of Si atoms, is a promising candidate for future nanoelectronic devices due to its unique electronic structures, as represented by a zero-gap semiconductor with Dirac cone. 59, 60 In fact, a silicene field effect transistor (FET) using the transfer-fabrication process was recently reported. 61 However, the measured mobility values of silicene FET are considerably lower than the theoretical calculation 62 by an order of magnitude, and grain boundary scattering has been proposed as a possible cause. Despite the demand for the detailed information on the electron scattering at the grain boundaries of silicene, the electron transport behavior across the grain boundary of silicene is not well understood. This is because the fabrication of silicene is still challenging, especially on a dielectric substrate.
Unlike graphene, it is well known that silicene forms a low-buckled structure, which leads to two energetically equivalent geometrical phases, whose buckling directions are opposite to each other, as shown in Fig. 7 . Following the notations in Ref. 63 , we call these phases FIG. 6 . Differences between transmission spectra using approximated and exact self-energy matrices. The overall deviation is indicated in the parentheses following the legends.
the α and β phases, respectively. In this study, we present the first-principles analysis of the transport properties of the free-standing silicene sheet across the interface between the α and β phases. To keep the focus on application of our methodology to the transport calculations rather than on comprehensive understanding of the scattering mechanism in silicene, attention is paid only to the grain boundary between the α and β phases along the armchair direction.
Initially, we perform the relaxation of the interface structure using a grid spacing of 0.21
A and a 4 × 1 × 1 k-point sampling on Brillouin zone. The interface model is constructed with a 256-atom supercell using a value of 2.27Å for the Si-Si bonding length. To avoid the spurious interaction between silicene layers, a vacuum region of 10Å is introduced in the simulation cell. The interface structure is relaxed until the residual forces become lower than 0.003 eV/Å. The relaxed geometrical structure is shown in Fig. 7 . The reconstruction of chemical bonds at the interface does not occur, but instead the rearrangement of the outof-plane dislocation is observed at the interface. This result is in agreement with previous theoretical work. 63 We subsequently perform the transport calculations along the z direction using the self-energy matrices evaluated with λ min = 0.01. The transition region contains 128 atoms and the Γ point in the transverse direction is used in the transport calculation.
The total transmission is shown in Fig. 8 . A feature of immediate interest is that the transmission at the Fermi energy is unchanged for a pristine silicene; that is, this type of grain boundary does not scatter incoming electrons at this energy. On the other hand, we found three transmission dips below and above the Fermi energy in Fig. 8 . Aiming to understand the origin of such dips, we also plot the group velocity of the incident electrons and the band structure of silicene in Fig. 9 . We next consider the origin of the dip at E = E F + 0.91 eV, where two bulk modes in III band are completely reflected at the interface. To obtain the more detailed information about the scattering, we plot the charge densities of two bulk modes for left electrode at E = E F + 0.6 and 0.91 eV. As seen from Fig. 10 , the charge densities of two channels at E = E F + 0.6 eV distribute on inner and outer sides of silicene atoms, while they turn to concentrate on the only outer side at E = E F + 0.91 eV. By expanding the result for left electrode to the interface, the new insight of the scattering is obtained. Fig. 11 illustrates the scattering of the incident electron coming from the left electrode at E = E F + 0.91 eV.
The bulk modes distribute around the outer side of the silicene atoms in both right and left electrodes, however, the scattering states in the right electrodes will be inner side of the silicene atoms because the buckling of the silicene is reversed. Therefore, the scattering states which come from the left electrode hardly connect with the bulk modes in right electrodes, which leads the transmission reduction at E = E F + 0.91 eV. 
VII. CONCLUSION
This study proposes a robust and efficient method for evaluating the self-energy matrices of electrodes and provides its implementation for a real-space grid approach using a higher-order finite-difference scheme with nonlocal pseudopotentials. Considering that most the band edges where the group velocity becomes zero. Note that the same tendency can be seen when varying parameters.
