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RESUMO
Realizamos um estudo ab initio da adsorc¸a˜o de oxigeˆnio em superf´ıcies Nb(110) e de
nitrogeˆnio em superf´ıcies Nb(100) e Nb(110), para diversas coberturas variando de 1 mo-
nocamada ate´ 0,5 monocamada. Encontramos as estruturas mais esta´veis energeticamente
e fizemos uma ana´lise da geometria dessas estruturas e de sua estrutura eletroˆnica atrave´s
de suas estruturas de bandas, de seus PDOS1 e de imagens simuladas de STM2.
Nossos ca´lculos foram realizados no contexto da teoria do funcional da densidade
(DFT3) com a aproximac¸a˜o de gradiente generalizado implementada por Perdew, Burke
e Enzerhof. A interac¸a˜o ele´tron-´ıon foi descrita atrave´s de pseudopotenciais ultrasuaves
de Vanderbilt e os orbitais de Kohm-Sham foram expandidos numa se´rie de ondas planas.
Os resultados mostram diversas estruturas N/Nb(100)-(n⇥1), N/Nb(110)-(n⇥1) e
O/Nb(110)-(n⇥1) energeticamente esta´veis. Nossas simulac¸o˜es de STM indicam a formac¸a˜o
de linhas brilhantes paralelas a`s linhas de vacaˆncia de a´tomos adsorvidos, dando origem
a uma anisotropia na estrutura eletroˆnica dessas superf´ıcies. Ou seja, o cara´ter meta´lico
da superf´ıcie foi reforc¸ada na direc¸a˜o paralela a`s linhas de vacaˆncia. Nas superf´ıcies
N/Nb(100) e O/Nb(110) a estrutura das superf´ıcies limpas, Nb(100) e Nb(110), e´ apenas
levemente modificada apo´s a adsorc¸a˜o de nitrogeˆnio e oxigeˆnio, respectivamente. Ja´ nas
estruturas N/Nb(110) pudemos observar, em geral, uma forte reconstruc¸a˜o da superf´ıcie
limpa devido a` adsorc¸a˜o do nitrogeˆnio.
Palavras Chave: DFT, Adsorc¸a˜o, Nio´bio, superf´ıcies.
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ABSTRACT
We conducted an ab initio study of the adsorption of oxygen on surfaces Nb(110) and
nitrogen in surfaces Nb(100) and Nb(110), for various monolayer coverages ranging from 1
to 0.5 monolayer. We find the energetically most stable structures and made an analysis
of the geometry of these structures and their electronic structure through their band
structures, their PDOS4 and simulated STM5 images.
Our calculations were performed based on the density functional theory (DFT6) with
the generalized gradient approximation implemented by Perdew, Burke and Enzerhof.
The electron-ion interaction was described by Vanderbilt ultrasoft pseudopotentials and
Kohm-Sham orbitals were expanded in a series of plane waves.
The results show various structures N/Nb(100)-(n⇥1), N/Nb(110)-(n⇥1) and O/Nb
(110)-(n⇥1) energetically stable. Our STM simulations indicate the formation of bright
lines parallel to the lines of vacancy of adsorbed atoms, resulting in an anisotropy in the
electronic structure of these surfaces. That is, the metallic character of the surface was
enhanced in the direction parallel to the lines of vacancy. In N/Nb(100) and O/Nb(110)
the surface structure of clean Nb (100) and Nb (110) is only slightly modified after the
adsorption of nitrogen and oxygen, respectively. However in the structures N/Nb(110)
we observed, in general, a strong clean surface reconstruction due to the adsorption of
nitrogen.
Keywords: DFT, Adsorption, Niobium, surfaces.
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Cap´ıtulo 1
Introduc¸a˜o
O nio´bio e´ um metal du´ctil descoberto em 1801 por Charles Hatchett na forma de
um o´xido. Um ano depois Anders Ekeberg descobriu o taˆntalo, que tem propriedades
qu´ımicas muito semelhantes ao nio´bio. Ambos, taˆntalo e nio´bio, foram descobertos na
forma de o´xidos e apenas em 1866 foi desenvolvido, por Marignac, um me´todo efetivo para
separac¸a˜o desses elementos [1]. E´ comumente usado em ligas meta´licas com o ferro, em
alguns ac¸os inoxida´veis, com zircoˆnio e em outras ligas de materiais na˜o ferrosos. Essas
ligas sa˜o usadas em diversas aplicac¸o˜es industriais, como em usinas nucleares, devido a`
sua baixa captura de neˆutrons termais, em soldas ele´tricas e na produc¸a˜o de joias devido
a` sua colorac¸a˜o e resisteˆncia a` corrosa˜o. Ale´m disso, o nio´bio e´ utilizado em superligas
para fabricac¸a˜o de componentes de motores a jato, subconjuntos de foguetes e diversos
outros equipamentos que necessitem altas resisteˆncias a combusta˜o. Quando tem sua
temperatura reduzida, o nio´bio manifesta caracter´ısticas supercondutoras. Quando puro
e na pressa˜o atmosfe´rica, tem a temperatura cr´ıtica mais alta entre os supercondutores
de tipo I, 9,25 K [2]. Tambe´m e´ um elemento presente em supercondutores do tipo II,
como em ligas de nio´bio-titaˆnio, que atingem temperaturas cr´ıticas ainda mais altas.
Estes supercondutores sa˜o usados em fios para produc¸a˜o de eletroima˜s que por sua vez
sa˜o utilizados em, por exemplo, aparelhos de ressonaˆncia magne´tica e em aceleradores de
part´ıculas, como o grande colisor de ha´drons (LHC1). Outro composto de larga aplicac¸a˜o
tecnolo´gica e´ o nitreto de nio´bio, NbN. E´ muito utilizado em equipamentos eletroˆnicos e
optoeletroˆnicos [3, 4] e tambe´m e´ um material supercondutor com temperatura cr´ıtica em
torno de 16 K [5, 6]. Ale´m das propriedades supercondutoras, filmes de nitreto de nio´bio
apresentam propriedades qu´ımicas e mecaˆnicas interessantes como alta dureza, alto ponto
de fusa˜o, estabilidade te´rmica e e´ quimicamente inerte [7, 8].
E´ interessante citar que o nio´bio e´ um metal raro no mundo e que 98% das reservas
conhecidas esta˜o no Brasil. O pa´ıs e´ responsa´vel por mais de 90% do volume comerciali-
zado no planeta. As reservas brasileiras sa˜o da ordem de 8 ⇥ 108 toneladas e as maiores
1Large Hadron Collider
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jazidas se encontram em Minas Gerais (75%), Amazonas (21%) e Goia´s (4%). Em Minas
Gerais a produc¸a˜o se concentra na cidade de Araxa´.
A adsorc¸a˜o de a´tomos de oxigeˆnio e nitrogeˆnio em superf´ıcies de nio´bio vem sendo
estudada desde a de´cada de 70. Foram realizados, por exemplo, trabalhos experimentais
e teo´ricos sobre adsorc¸a˜o de nitrogeˆnio na superf´ıcie Nb(100) [9, 10, 11], na superf´ıcie
Nb(110) [12], bem como sobre adsorc¸a˜o de oxigeˆnio nas superf´ıcies Nb(100) [13, 14, 15, 16]
e Nb(110) [17, 18, 19, 20, 21]. Ha´ outros sistemas de interesse envolvendo superf´ıcies de
nio´bio como, por exemplo, adsorc¸a˜o de enxofre na superf´ıcie Nb(100) [22], visando o
desenvolvimento de um catalisador feito de compostos metal-enxofre e deposic¸a˜o de o´xido
de alumı´nio na superf´ıcie Nb(110) [23], visando aprimorar e proteger a condutividade do
nio´bio.
A adsorc¸a˜o de nitrogeˆnio em superf´ıcies Nb(100) foi caracterizada por difrac¸a˜o de
ele´trons de baixa energia (LEED2) em presso˜es abaixo de 10 4 Torr e em temperaturas
entre a temperatura ambiente e aproximadamente 2000 C [9] e por uma te´cnica combi-
nada de LEED, espectroscopia eletroˆnica de Auger (AES3) e microscopia de tunelamento
eletroˆnico (STM4) numa faixa de pressa˜o de 7 ⇥ 10 8 - 7 ⇥ 10 7 mbar nas temperaturas
de 620 K e 300 K [11]. Ambos os trabalhos encontraram evideˆncias para a formac¸a˜o
de estruturas com periodicidade (5⇥1) e (5⇥5) na superf´ıcie com nitrogeˆnio adsorvido
N-Nb(100). No trabalho mais recente, An et al encontraram evideˆncias de formac¸a˜o de
estruturas (2⇥2) a 320 K [11].
A adsorc¸a˜o de nitrogeˆnio em superf´ıcies Nb(110) foi caracterizada por espectroscopia
de perda de energia eletroˆnica (EELS5) [12], os autores verificaram uma adsorc¸a˜o dis-
sociativa de nitrogeˆnio na temperatura de 80 K, enquanto na temperatura de 20 K as
mole´culas de nitrogeˆnio sofriam uma adsorc¸a˜o f´ısica.
A adsorc¸a˜o de oxigeˆnio em superf´ıcies Nb(100) foi investigada por LEED em presso˜es
abaixo de 10 4 Torr e em temperaturas entre a temperatura ambiente e aproximadamente
2000 C [9] e por uma te´cnica combinada de LEED, espectroscopia eletroˆnica de Auger
(AES) e microscopia de tunelamento eletroˆnico (STM) a baixas presso˜es de oxigeˆnio e
nas temperaturas de 300 e 900 K [14]. Ambos os trabalhos encontraram evideˆncias para
a formac¸a˜o de estruturas com periodicidade (1⇥1), (2⇥2) e (3⇥1). No trabalho mais
recente, de An et al, encontra-se tambe´m evideˆncias para a formac¸a˜o de estruturas com
periodicidade (4⇥1) [14]. Os autores interpretam as estruturas com periodicidade (1⇥1)
e (2⇥2) como adsorc¸a˜o qu´ımica e as estruturas com periodicidade (3⇥1) e (4⇥1) como
crescimento epitaxial de nanocristais de NbO.
A adsorc¸a˜o de oxigeˆnio em superf´ıcies Nb(110) foi estudada atrave´s de te´cnicas como
2Low Energy Electron Diffraction
3Auger Electron Spectroscopy
4Scanning Tunelling Microscope
5Electron Energy Loss Spectroscopy
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AES e STM [20]. Os autores observaram a formac¸a˜o de estruturas ordenadas de larga
escala, cuja formac¸a˜o atribu´ıram a` formac¸a˜o de camadas epitaxiais de NbO(111) no subs-
trato de Nb(110).
Ha´ trabalhos que se utilizam de ca´lculos de primeiros princ´ıpios (ab-initio) para estudar
a adsorc¸a˜o de oxigeˆnio tanto na superf´ıcie Nb(100) [13, 16] quanto na Nb(110) [17, 18, 19].
Entretanto, ha´ uma escassez na literatura de trabalhos teo´ricos tratando da adsorc¸a˜o de
nitrogeˆnio nessas superf´ıcies. Motivados por isso, e pela importaˆncia do nio´bio e do nitreto
de nio´bio em diversas aplicac¸o˜es tecnolo´gicas ja´ citadas, realizamos um estudo ab-initio da
adsorc¸a˜o de nitrogeˆnio nas superf´ıcies Nb(100) e Nb(110). Realizamos tambe´m um estudo
da adsorc¸a˜o de oxigeˆnio em superf´ıcies Nb(110), visando comparar tanto com os trabalhos
teo´ricos anteriores quanto com os resultados obtidos para a adsorc¸a˜o de nitrogeˆnio.
No cap´ıtulo 2 apresentamos a metodologia utilizada no estudo ab-initio dessas estru-
turas como, por exemplo, a teoria do funcional da densidade (DFT6), a expansa˜o das
func¸o˜es de onda em func¸o˜es planas, a teoria do pseudopotencial e o mapeamento de pon-
tos no espac¸o rec´ıproco a` rede do cristal. No cap´ıtulo 3 mostramos os resultados obtidos,
seguidos pela conclusa˜o.
6Density Functional Theory
Cap´ıtulo 2
Metodologia
O estudo da estrutura eletroˆnica dos materiais tem possibilitado inu´meros avanc¸os
tecnolo´gicos. Ele e´ baseado nos princ´ıpios da mecaˆnica quaˆntica, ramo da f´ısica que
descreve o comportamento de ele´trons nos a´tomos e como esses se combinam para formar
mole´culas, cristais etc. A equac¸a˜o ba´sica que trata sistemas de nu´cleos atoˆmicos e ele´trons
e´ a equac¸a˜o de Schro¨dinger independente do tempo,
Hˆ |Ψi = E |Ψi . (2.1)
Essa equac¸a˜o pode ser resolvida analiticamente, de modo relativamente fa´cil, para o
a´tomo de hidrogeˆnio, que conte´m apenas um nu´cleo e um ele´tron. A` medida que o nu´mero
de part´ıculas envolvidas aumenta, se torna extremamente dif´ıcil a resoluc¸a˜o dessa equac¸a˜o
tanto de forma anal´ıtica quanto de forma nume´rica. Surgiram, portanto, diversos me´todos
e aproximac¸o˜es que tratam essas dificuldades de modo a se conseguir soluc¸o˜es com boa
precisa˜o. Iremos discutir algumas dessas aproximac¸o˜es e me´todos utilizados para que os
ca´lculos nume´ricos realizados nesse trabalho pudessem ser feitos.
2.1 A Aproximac¸a˜o Adiaba´tica
O hamiltoniano, Hˆ, de um sistema com M nu´cleos e N ele´trons pode ser escrito como
[24, 25]
Hˆ =  
NX
i=1
1
2
r2i  
MX
A=1
1
2MA
r2A  
NX
i=1
MX
A=1
ZA
riA
+
NX
i=1
NX
j>i
1
rij
+
MX
A=1
MX
B>A
ZAZB
RAB
, (2.2)
onde usamos unidades atoˆmicas, ou seja, h¯ = me = e = 4⇡"o = 1, riA = |ri  RA| e´ a
distaˆncia entre o ele´tron i e o nu´cleo A, rij = |ri   rj| e´ a distaˆncia entre os ele´trons i e
j, rAB = |RA  RB| e´ a distaˆncia entre os nu´cleos A e B, MA e´ a raza˜o entre a massa
do nu´cleo e do ele´tron e ZA(B) e´ o nu´mero atoˆmico do nu´cleo A(B). Esse hamiltoniano
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tambe´m pode ser escrito na forma
Hˆ = Tˆe + Tˆn + Vˆen + Vˆee + Vˆnn, (2.3)
onde os termos sa˜o, respectivamente, o operador energia cine´tica dos ele´trons, o opera-
dor energia cine´tica dos nu´cleos, o operador energia potencial ele´tron-nu´cleo, o operador
energia potencial ele´tron-ele´tron e o operador energia potencial nu´cleo-nu´cleo.
Os nu´cleos sa˜o muito mais massivos que os ele´trons e, portanto, se movem muito mais
lentamente. Podemos enta˜o desprezar o segundo termo, a energia cine´tica dos nu´cleos, na
expressa˜o acima e considerar o u´ltimo termo, a energia de interac¸a˜o nu´cleo-nu´cleo, cons-
tante. Qualquer constante adicionada ao hamiltoniano na˜o provoca nenhuma alterac¸a˜o
nos autoestados e apenas soma esse valor constante aos autovalores. Essa e´ a chamada
aproximac¸a˜o de Born-Oppenheimer ou aproximac¸a˜o adiaba´tica. Consiste, no fundo, em
supor que, para uma dada posic¸a˜o dos nu´cleos, os ele´trons atingem o estado fundamental
bem antes que os nu´cleos saiam dessa posic¸a˜o. Portanto, a` medida que os nu´cleos se
movem, os ele´trons atingem o estado fundamental, em cada configurac¸a˜o particular dos
nu´cleos, “instantaneamente”. O que se fez, no fundo, foi desacoplar o movimento nuclear
do movimento eletroˆnico. Podemos, portanto, assumir que os nu´cleos esta˜o em repouso
e resolver a equac¸a˜o de Schro¨dinger para o movimento de N ele´trons num campo de M
cargas puntiformes (nu´cleos). O hamiltoniano que descreve esse movimento e´ chamado
hamiltoniano eletroˆnico e e´
Hˆelet = Tˆe + Vˆen + Vˆee, (2.4)
e a equac¸a˜o de Schro¨dinger para o movimento eletroˆnico e´
Hˆelet | i = Eelet | i . (2.5)
A soluc¸a˜o da equac¸a˜o 2.5 e´ a func¸a˜o de onda que descreve o movimento dos ele´trons e
que depende explicitamente das posic¸o˜es de cada ele´tron, mas depende parametricamente
da posic¸a˜o dos nu´cleos. Da mesma forma, os autovalores Eelet dependem parametrica-
mente da posic¸a˜o dos nu´cleos. Ou seja, ao mudarmos a posic¸a˜o dos nu´cleos tanto a func¸a˜o
de onda eletroˆnica,  , quanto as energias, Eelet, mudam, mas a posic¸a˜o dos nu´cleos na˜o
entra explicitamente na func¸a˜o de onda  . A energia total deve incluir a repulsa˜o nuclear,
E = Eelet +
MX
A=1
MX
B>A
ZAZB
RAB
. (2.6)
De agora em diante nos preocuparemos apenas com a soluc¸a˜o do problema eletroˆnico,
equac¸a˜o 2.5.
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2.2 O Princ´ıpio Variacional
Conforme dito anteriormente a equac¸a˜o de Schro¨dinger, equac¸a˜o 2.5, so´ pode ser resol-
vida exatamente para casos muito simples e estamos, portanto, interessados em me´todos
que obtenham soluc¸o˜es aproximadas quando o nu´mero de ele´trons for muito grande. Nesse
sentido, o princ´ıpio variacional tem enorme importaˆncia para a obtenc¸a˜o dessas soluc¸o˜es
aproximadas. Ele diz: dada uma func¸a˜o de onda normalizada, | i, o valor esperado do
hamiltoniano e´ um limite superior para o valor exato da energia do estado fundamental.
Ou seja, supondo que as func¸o˜es de onda sa˜o ortonormais,
h  |  i = 1, (2.7)
temos
h | Hˆ | i   E0, (2.8)
onde E0 e´ a energia do estado fundamental do sistema e a igualdade so´ e´ va´lida quando
| i e´ o pro´prio estado fundamental do sistema. Ou seja, para qualquer func¸a˜o de onda,
que na˜o seja a soluc¸a˜o fundamental exata da equac¸a˜o de Schro¨dinger do sistema, o valor
esperado de Hˆ sera´ sempre mais alto que a energia fundamental do sistema. Podemos,
portanto, adotar uma certa func¸a˜o de onda, | i, que dependa de alguns paraˆmetros e
variarmos esses paraˆmetros ate´ atingirmos um mı´nimo para o valor esperado do hamilto-
niano. Esse mı´nimo sera´ nossa melhor estimativa para o valor real da energia do estado
fundamental do sistema.
2.3 Teoria do Funcional da Densidade
Ao contra´rio de tentar resolver a equac¸a˜o de Schro¨dinger para o movimento eletroˆnico,
uma equac¸a˜o que envolve 3N varia´veis (onde N e´ o nu´mero de ele´trons do sistema), a
teoria do funcional da densidade usa apenas a densidade eletroˆnica do sistema, que e´ uma
func¸a˜o apenas das 3 coordenadas do espac¸o. Suas origens remontam a` teoria de Thomas-
Fermi [26, 27], que surgiu no final da de´cada de 1920. Entretanto sua versa˜o moderna,
mais bem assentada formalmente, surgiu com os artigos de Hohenberg e Kohn, em 1964
[28], e de Kohn e Sham, em 1965 [29].
2.3.1 Teoremas de Hohenberg-Kohn
Teorema 1: o potencial externo, v(r), que atua no sistema de ele´trons,
e´ univocamente determinado, a menos de uma constante aditiva trivial, pela
densidade eletroˆnica, ⇢(r).
Demonstrac¸a˜o:
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Vamos assumir o oposto, ou seja, que o potencial externo na˜o e´ univocamente deter-
minado pela densidade eletroˆnica. Devemos, portanto, poder encontrar dois potenciais, v
e v0, que levem a` mesma densidade eletroˆnica, ⇢, do sistema. Pelo princ´ıpio variacional,
temos
E0 < h 0| Hˆ | 0i = h 0| Hˆ 0 | 0i+ h 0| Hˆ   Hˆ 0 | 0i = E 00 + h 0| Vˆen   Vˆ 0en | 0i , (2.9)
onde | i e´ o estado fundamental do hamiltoniano Hˆ e | 0i e´ o estado fundamental do
hamiltoniano Hˆ 0. Tanto Hˆ quanto Hˆ 0 sa˜o dados pela expressa˜o 2.4, onde suprimimos
o sub´ındice elet por simplicidade. E0 e´ a energia do estado fundamental de Hˆ e E
0
0
e´ a energia do estado fundamental de Hˆ 0, ou seja, E0 = h | Hˆ | i e E 00 = h 0| Hˆ 0 | 0i.
Podemos, igualmente, fazer
E 00 < h | Hˆ 0 | i = h | Hˆ | i+ h | Hˆ 0   Hˆ | i = E0 + h | Vˆ 0en   Vˆen | i . (2.10)
Definimos a densidade eletroˆnica
⇢ (~r) = h |
NX
i=1
  (~r   ~ri) | i = N
Z
...
Z
 ⇤ (~r,~r2,...,~rN)  (~r,~r2,...,~rN) d
3r2...d
3rN (2.11)
e
Vˆen =
NX
i=1
v(~ri), (2.12)
com v(~ri) definido de acordo com as equac¸o˜es 2.3 e 2.2. Portanto,
h |Vˆen | i = h |
NX
i=1
v (~ri) | i
= N
Z
...
Z
 ⇤ (~r,~r2,...,~rN)v(~r)  (~r,~r2,...,~rN) d
3rd3r2...d
3rN
=
Z
⇢ (~r) v (~r) d3r. (2.13)
Usando a relac¸a˜o acima as equac¸o˜es 2.9 e 2.10 se tornam, respectivamente
E0 < E0
0 +
Z
⇢ (~r) [v (~r)  v0 (~r)]d3r (2.14)
e
E 00 < E0 +
Z
⇢ (~r) [v0 (~r)  v (~r)]d3r. (2.15)
Somando as duas equac¸o˜es acima, obtemos
E0 + E0
0 < E0
0 + E0, (2.16)
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que e´ um absurdo. Logo, na˜o ha´ dois potenciais externos que difiram por mais de uma
constante aditiva capazes de produzir a mesma densidade eletroˆnica para o estado fun-
damental. Sendo assim v(r) e´ univocamente (a menos da constante aditiva) determinado
pela densidade eletroˆnica no estado fundamental. Logo, o hamiltoniano do sistema, 2.4, e´
tambe´m univocamente determinado por essa densidade. A partir do hamiltoniano obte-
mos | i, o estado fundamental. Com | i obtemos todos os observa´veis f´ısicos. Portanto a
densidade eletroˆnica, ⇢(r), fornece todos os observa´veis f´ısicos do sistema. Assim, todos os
observa´veis, incluindo a energia total, sa˜o funcionais da densidade eletroˆnica do sistema.
Para a energia, E = E[⇢].
Teorema 2: a energia do estado fundamental, E0[⇢], e´ mı´nima para a
densidade eletroˆnica ⇢ (~r) exata.
Demonstrac¸a˜o:
A energia de um certo estado | i e´ o valor esperado do hamiltoniano, ou seja,
E[⇢] = F [⇢] +
Z
⇢ (~r)v (~r) d3r, (2.17)
onde o segundo termo vem da equac¸a˜o 2.13 e o primeiro,
F [⇢] = h [⇢]| Tˆe + Vˆee | [⇢]i , (2.18)
e´ um funcional universal, va´lido para qualquer sistema de N ele´trons, independente do
potencial externo. Assumindo que ⇢0(~r) seja a densidade eletroˆnica do sistema no es-
tado fundamental e lembrando que a func¸a˜o de onda e´ univocamente determinada pela
densidade eletroˆnica, temos, usando o princ´ıpio variacional:
E [ 0] < E [ ] , (2.19)
h 0|Tˆe + Vˆee | 0i+ h 0|Vˆen | 0i < h |Tˆe + Vˆee | i+ h |Vˆen | i , (2.20)
F [⇢0] +
Z
⇢0 (~r)v (~r) d
3r < F [⇢] +
Z
⇢ (~r)v (~r) d3r, (2.21)
E [⇢0] < E [⇢] . (2.22)
Esse teorema e´ ana´logo ao princ´ıpio variacional. Enquanto o princ´ıpio variacional diz
que o valor esperado do hamiltoniano sera´ mı´nimo quando calculado no estado fundamen-
tal do sistema, ou seja, usa a func¸a˜o de onda que minimiza a energia como a grandeza
a ser encontrada e que determina todas as caracter´ısticas do sistema, o segundo teorema
24
de Hohenberg-Kohn estabelece que a energia sera´ mı´nima quando a densidade for a den-
sidade eletroˆnica exata do estado fundamental. Ou seja, a grandeza a ser encontrada e
que determinara´ todas as caracter´ısticas do sistema e´, agora, a densidade eletroˆnica do
estado fundamental, que minimiza a energia total do sistema.
2.3.2 Equac¸o˜es de Kohn-Sham
A abordagem de Kohn-Sham consiste em substituir o sistema de ele´trons interagentes
por um sistema de ele´trons na˜o interagentes, supondo que esse tenha a mesma densidade
eletroˆnica do sistema original. Isso leva a equac¸o˜es de part´ıculas independentes que podem
ser, a princ´ıpio, resolvidas exatamente [29, 30, 31, 32].
O funcional universal, dado pela equac¸a˜o 2.18, pode ser escrito como
F (⇢) = TR (⇢) + VH (⇢) + VXC (⇢) , (2.23)
onde
VH (⇢) =
1
2
Z Z
⇢ (~r) ⇢ (~r0)
|~r   ~r0| d
3rd3r0 (2.24)
e´ a energia de auto-interac¸a˜o da densidade ⇢(~r) tratada como uma densidade de carga
cla´ssica. VH (⇢) e´ conhecido como termo de Hartree, porque se desprezarmos os efeitos
de correlac¸a˜o e troca e mantivermos apenas esse termo cairemos na aproximac¸a˜o de Har-
tree. TR(⇢) e´ a energia cine´tica do sistema de ele´trons na˜o interagentes e VXC conte´m
os efeitos na˜o cla´ssicos da interac¸a˜o eletroˆnica, ou seja, os efeitos de troca e correlac¸a˜o.
Considerando-se que a energia cine´tica do sistema original difere da energia cine´tica do sis-
tema na˜o interagente, o termo VXC deve conter, tambe´m, uma correc¸a˜o cine´tica. Podemos
agora escrever a energia total como
E [⇢] = TR [⇢] + Ven [⇢] + VH [⇢] + VXC [⇢] , (2.25)
onde
Ven [⇢] =
Z
⇢ (~r)v (~r) d3r, (2.26)
conforme visto na equac¸a˜o 2.13.
Precisamos encontrar a densidade ⇢(~r) que minimiza a energia dada na equac¸a˜o 2.25.
Usamos o princ´ıpio variacional com o v´ınculo de que
R
⇢ (~r) d3r = N . Como ha´ um v´ınculo
na densidade devemos usar o me´todo dos multiplicadores indeterminados de Lagrange.
Na densidade que fornece a energia mı´nima devemos ter
 
⇢
E [⇢]  µ
⇢Z
⇢ (~r) d3r  N
  
= 0, (2.27)
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ou
 
 ⇢
⇢
E [⇢]  µ
⇢Z
⇢ (~r) d3r  N
  
= 0. (2.28)
Aplicando a derivada funcional acima e usando a expressa˜o 2.25 obtemos a seguinte
equac¸a˜o de Euler
 TR
 ⇢
+ v (~r) + vH (~r) + vXC (~r)  µ = 0, (2.29)
onde v(~r) e´ dado pela expressa˜o 2.13, vH (~r) =
R
⇢(~r)
|~r ~r0|d
3r e vXC (~r) =
 VXC
 ⇢
. Para um
sistema de part´ıculas na˜o interagentes a expressa˜o acima se reduziria a
 TR
 ⇢
+ v (~r)  µ = 0. (2.30)
Pore´m se na expressa˜o 2.29 definirmos
vKS (~r) = v (~r) + vH (~r) + vXC (~r) , (2.31)
ela se torna
 TR
 ⇢
+ vKS (~r)  µ = 0 (2.32)
e temos para o sistema de part´ıculas interagentes uma equac¸a˜o de Euler similar a` que
t´ınhamos para o sistema na˜o interagente. A u´nica diferenc¸a e´ a troca de v(~r) por vKS(~r).
Podemos imaginar vKS(~r) como sendo um potencial efetivo ao qual os ele´trons esta˜o
submetidos. O sistema de ele´trons interagentes submetidos a um potencial externo, um
potencial de Hartree e um potencial de troca-correlac¸a˜o pode ser trocado por um sistema
de ele´trons na˜o interagentes submetidos a um potencial efetivo vKS(~r).
Um sistema de ele´trons na˜o interagentes tem o hamiltoniano
Hˆ =
NX
i=1

 1
2
r2i + vKS (~ri)
 
, (2.33)
e seus autoestados de energia sa˜o determinantes de Slater de orbitais de part´ıculas inde-
pendentes, 'i(~r), que obedecem a` seguinte equac¸a˜o de Schro¨dinger:
HˆKS'i = "i'i, (2.34)
onde
HˆKS =  1
2
r2 + vKS (~r) . (2.35)
A densidade eletroˆnica do sistema pode ser obtida a partir dos orbitais
⇢ (~r) =
NX
i=1
|'i (~r)|
2, (2.36)
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onde a soma se da´ nos N orbitais com autovalores de energia mais baixos. Os orbitais 'i(~r)
sa˜o chamados orbitais de Kohn-Sham e as equac¸o˜es 2.34 e 2.36 sa˜o chamadas equac¸o˜es
de Kohn-Sham.
A densidade eletroˆnica, ⇢(~r), depende dos orbitais de Kohn-Sham, 'i(~r). Mas o poten-
cial de Kohn-Sham, vKS(~r), e, portanto, o hamiltoniano de Kohn-Sham, HˆKS, dependem
da densidade eletroˆnica, ⇢(~r). A resoluc¸a˜o das equac¸o˜es de Kohn-Sham e´, portanto, um
problema na˜o linear. Na pra´tica, adota-se um me´todo autoconsistente, ou seja, adota-se
um valor para a densidade, ⇢(~r), e a partir desta calcula-se o potencial de Kohn-Sham,
vKS(~r). Com esse potencial, resolve-se a equac¸a˜o 2.34. Usando-se a equac¸a˜o 2.36 calcula-
se a nova densidade eletroˆnica, ⇢(~r). Compara-se essa nova densidade com aquela usada
para calcular o potencial de Kohn-Sham, vKS(~r). Se elas forem iguais, atingiu-se a au-
toconsisteˆncia e encontrou-se a densidade eletroˆnica do estado fundamental do sistema.
Na pra´tica utiliza-se um crite´rio de convergeˆncia, ou seja, se a diferenc¸a entre a nova
densidade e a antiga for menor que um limite previamente estabelecido, considera-se que
a autoconsisteˆncia foi atingida. A figura 2.1 mostra um esquema para esse processo.
ρ I+1( ) !r( ) = ϕi
!
r( ) 2
i=1
N
∑
− 1
2
∇2ϕi + vKS
!
r( )ϕi = ε iϕi
vKS
!
r( ) = v !r( )+ vH
!
r( )+ vXC
!
r( )
ρ I+1( ) !r( ) = ρ I !r( )
ρ I !r( ) Observáveis FísicosSimNão
Figura 2.1: Ciclo de autoconsisteˆncia.
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2.4 Aproximac¸o˜es para o Termo de Troca - Correlac¸a˜o,
VXC
Para se resolver as equac¸o˜es de Kohn-Sham e´ necessa´rio se calcular o potencial vKS
para cada densidade eletroˆnica utilizada nos passos dos ca´lculos autoconsistentes. Entre-
tanto, o potencial de Kohn-Sham, vKS, e´ a soma de treˆs termos,
vKS =
 Ven
 ⇢
+
 VH
 ⇢
+
 VXC
 ⇢
, (2.37)
e o funcional VXC [⇢] na˜o tem sua forma funcional expl´ıcita conhecida. E´ necessa´rio,
portanto, adotar algum tipo de aproximac¸a˜o para esse funcional. As aproximac¸o˜es mais
comuns sa˜o a Aproximac¸a˜o de Densidade Local (LDA1) e a Aproximac¸a˜o do Gradiente
Generalizado (GGA2). A LDA e´ a aproximac¸a˜o mais simples para o funcional de troca-
correlac¸a˜o, VXC [⇢], e foi proposta por Kohn e Sham no mesmo artigo em que surgem as
equac¸o˜es de Kohn-Sham [29]. Nessa aproximac¸a˜o assume-se que o potencial de troca-
correlac¸a˜o e´ uma integral em todo o espac¸o, onde a energia por ele´tron em cada ponto e´
a mesma de um ga´s de ele´trons homogeˆneo com a mesma densidade do ga´s de ele´trons
original naquele ponto. Portanto,
V LDAXC =
Z
⇢ (~r) "HXC [⇢] d
3r (2.38)
e
vLDAXC (~r) =
 V LDACX
 ⇢
= "HXC [⇢] + ⇢ (~r)
@"HXC
@⇢
. (2.39)
Para obtermos o funcional V LDAXC (~r) e o potencial v
LDA
XC precisamos da energia de
troca-correlac¸a˜o do ga´s homogeˆneo em func¸a˜o da densidade, ✏HXC [⇢]. Essa energia pode
ser separada em dois termos:
"HXC [⇢] = "
H
X [⇢] + "
H
C [⇢] , (2.40)
onde ✏X [⇢] e´ a energia de troca e ✏C [⇢] e´ a energia de correlac¸a˜o do sistema homogeˆneo.
A energia de troca e´ dada por uma forma anal´ıtica simples [33],
"HX [⇢] =  
3
4
✓
3
⇡
⇢
◆1/3
. (2.41)
A energia de correlac¸a˜o, ✏HC [⇢], e´ muito complexa e na˜o pode ser obtida analiticamente,
entretanto ela foi obtida com boa acura´cia atrave´s de me´todos de Monte Carlo [33].
1Local Density Approximation
2Generalized Gradient Approximation
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Espera-se que a LDA seja uma aproximac¸a˜o melhor para so´lidos parecidos com um
ga´s homogeˆneo de ele´trons, como metais com ele´trons praticamente livres, do que para
sistemas muito inomogeˆneos, como a´tomos onde a densidade deve ir continuamente a zero
fora do a´tomo. Nesses casos, onde a densidade eletroˆnica na˜o e´ muito uniforme, um cami-
nho natural e´ fazer uma expansa˜o da densidade em termos do gradiente. Aproximac¸o˜es
desse tipo sa˜o as chamadas Aproximac¸o˜es de Gradiente Generalizado (GGA):
V GGAXC [⇢] =
Z
⇢ (~r) "GGAXC (⇢,r⇢) d3r. (2.42)
O funcional de troca-correlac¸a˜o e´ dado agora em termos da densidade eletroˆnica e do
gradiente da densidade eletroˆnica
Uma das aproximac¸o˜es mais utilizadas atualmente, e que foi usada nesse trabalho, e´
aquela proposta por Perdew, Burker e Ernzerhof, (PBE3) [34]. O funcional PBE consiste
numa correc¸a˜o para o potencial de correlac¸a˜o, VC [⇢], e numa outra para o potencial de
troca VX [⇢]. O novo potencial de correlac¸a˜o e´
V PBEC [⇢] =
Z
⇢ (~r)
⇥
"HC +H (⇢, &, t)
⇤
d3r, (2.43)
onde
H [⇢, &, t] =
 
e2/a0
 
  3 ln
⇢
1 +
 
 
t2

1 + At2
1 + At2 + A2t4
  
, (2.44)
com a0 = h¯
2/me2,   = 0, 066725 e   = 0, 031091. t = |r⇢ (~r)| / (2 ks⇢) e´ um gradiente
adimensional da densidade, ks e´ o nu´mero de onda de Thomas-Fermi, e   e´ um fator de
escala de spin [34]. A func¸a˜o A tem a forma
A =
 
 
h
e "
H
C
/(  3e2/a0)   1
i 1
. (2.45)
O novo potencial de troca e´
V PBEX =
Z
⇢ (~r) "HXFX (s) d
3r. (2.46)
FX(s) nessa expressa˜o e´
FX (s) = 1 + k   k
1 + µs2/k
, (2.47)
onde s = |r⇢ (~r)| /2kF⇢ e´ um gradiente adimensional da densidade, kF e´ o vetor de onda
de Fermi, k = 0, 804 e µ = 0, 21951 [34].
3Perdew-Burker-Ernzerhof
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2.5 Func¸o˜es de Base
Para resolver a equac¸a˜o de Kohn-Sham, ou seja, encontrar seus autovalores e autove-
tores, e´ necessa´rio escolher uma representac¸a˜o matema´tica dos orbitais de Kohn-Sham. O
que se faz e´ expandir os orbitais de Kohn-Sham, ' (~r), em um conjunto base de func¸o˜es,
 j (~r). Ou seja, os orbitais de Kohn-Sham sa˜o dados como uma combinac¸a˜o linear das
func¸o˜es da base,
' (~r) =
MX
j=1
Cj j (~r) . (2.48)
No caso de um sistema perio´dico, como um cristal, os orbitais devem satisfazer o
teorema de Bloch, ou seja,
' (~r) = ei
~k·~ru~k (~r) , (2.49)
com u~k (~r) tendo a periodicidade da rede cristalina, ou seja, u~k (~r) = u~k (~r + ~ai), onde ~ai e´
um vetor qualquer da rede. Portanto, devido a essa periodicidade, u~k (~r) pode ser escrito
como uma combinac¸a˜o de func¸o˜es de onda planas (se´rie de Fourier),
u~k (~r) =
1X
~G=0
C~k, ~Ge
i ~G·~r, (2.50)
onde os vetores ~G sa˜o vetores da rede rec´ıproca do cristal. Os orbitais de Kohn-Sham se
tornam, portanto,
'~k (~r) =
1X
~G=0
C~k+ ~G
ei(
~k+ ~G)·~r
pΩ , (2.51)
onde introduzimos um fator de normalizac¸a˜o da onda plana, 1p
Ω
, onde Ω e´ o volume da
ce´lula primitiva da rede direta do cristal. Ou seja, os orbitais de Kohn-Sham esta˜o sendo
expandidos num conjunto base de ondas planas onde os valores permitidos para ~G sa˜o os
vetores da rede rec´ıproca do cristal.
Vamos usar, agora, a notac¸a˜o '~k (~r) =
⌦
~r
   '~k↵ e a base de ondas planas, |~qi, tal que
h~r | ~qi = 1p
Ω
ei~q·~r. Aplicando o operador de Kohn-Sham, equac¸a˜o 2.35, no estado
  '~k↵ e
aplicando h~q0| a` esquerda, temos que
h~q0|HˆKS
  '~k↵ = h~q0|"   '~k↵ . (2.52)
Fazendo a substiuic¸a˜o ~q = ~k + ~G e usando a ortonormalizac¸a˜o das func¸o˜es de onda
planas,
h~q0 | ~qi = 1Ω ZΩ ei(~q ~q0)·~rd3r =  ~q0,~q, (2.53)
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obtemos 1X
~G=0
✓
1
2
q2C~q ~q,~q0 + C~qvKS (~q0   ~q)
◆
= "C~q0 , (2.54)
onde usamos a transformada de Fourier do potencial de Kohn-Sham,
vKS (q) =
1Ω Z
Ω
vKS(~r)e
 i(~q·~r)d3r. (2.55)
~q0 e´ arbitra´rio e podemos, portanto, fazer ~q0 = ~k + ~G0 e substituirmos ~q = ~k + ~G na
expressa˜o acima para obtermos
1X
~G=0

1
2
   ~k + ~G   2C~k+ ~G (~k+ ~G),(~k+ ~G0) + C~k+ ~GvKS
⇣
~G  ~G0
⌘ 
= "C~k+ ~G0 , (2.56)
que e´ uma equac¸a˜o matricial. Podemos encontrar seus autovalores e autovetores diago-
nalizando essa matriz. Assim encontraremos os autovalores de Kohn-Sham, ", e os C~k+ ~G,
atrave´s dos quais obtemos os orbitais de Kohn-Sham pela equac¸a˜o 2.51.
Entretanto, a matriz acima tem dimensa˜o infinita e, na pra´tica, precisamos limitar o
nu´mero de ondas planas usadas na expansa˜o 2.51. Ela e´, portanto, truncada em algum
valor de ~G. Os valores dos coeficientes C~k+ ~G caem a` medida que
   ~k + ~G    aumenta, por-
tanto truncar a expansa˜o na˜o causa um erro muito grande desde que se escolha bem em
qual valor de ~G trunca´-la. Para so´lidos cristalinos o potencial nas regio˜es intersticiais e´
aproximadamente constante, onde as soluc¸o˜es da equac¸a˜o de Schro¨dinger sa˜o ondas pla-
nas, de modo que poder´ıamos esperar que fosse necessa´rio um pequeno nu´mero de ondas
planas na expansa˜o 2.51. Entretanto, pro´ximo aos nu´cleos atoˆmicos o potencial varia
bastante, de modo que precisamos de va´rios termos na expansa˜o. A expansa˜o e´ truncada
se escolhendo uma energia de corte, Ecorte, tal que
   ~k + ~G   2 = Ecorte. (2.57)
Esse truncamento da expansa˜o leva a erros na energia total e nas outras grandezas
f´ısicas calculadas a partir da densidade eletroˆnica encontrada no ca´lculo autoconsistente.
A magnitude desse erro pode ser controlada aumentando a energia de corte.
Uma se´rie de Fourier truncada tem o inconveniente de na˜o conseguir representar
func¸o˜es que variam muito rapidamente no espac¸o. Assim introduzir um corte em ~G
produz uma perda de informac¸a˜o em pequenas distaˆncias no espac¸o real.
O potencial nuclear 1/r faz com que as func¸o˜es de onda dos ele´trons mais internos,
ele´trons de caroc¸o, exibam picos acentuados pro´ximos aos nu´cleos, e com que a func¸a˜o
de onda dos ele´trons de valeˆncia tenha n   1 no´s, onde n e´ o nu´mero quaˆntico principal
[35] [36]. Isso faz com que o nu´mero de ondas planas na expansa˜o 2.51 necessa´rias para
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reproduzir essas func¸o˜es seja muito alto. Para se evitar isso o potencial ele´tron-nu´cleo
utilizado na˜o e´ o potencial verdadeiro, de Coulomb, e sim um chamado pseudopotencial.
Nele, ele´trons de caroc¸o sa˜o eliminados, assim como os no´s das func¸o˜es de onda dos
ele´trons de valeˆncia, de modo que o nu´mero de termos necessa´rios na expansa˜o 2.51
diminui bastante.
Existem outras escolhas poss´ıveis, ale´m das ondas planas, para as func¸o˜es da base,
 j (~r), onde os orbitais de Kohn-Sham sa˜o expandidos, 2.48. Um me´todo bastante di-
fundido tambe´m e´ a expansa˜o em orbitais atoˆmicos ou Combinac¸a˜o Linear de Orbitais
Atoˆmicos (LCAO4) onde as func¸o˜es da base,  j (~r), sa˜o orbitais atoˆmicos cuja parte an-
gular e´ dada pelos esfe´ricos harmoˆnicos, Y ml (✓,'), e a parte radial teˆm diversas propostas
diferentes, como a parte radial da func¸a˜o de onda do a´tomo de hidrogeˆnio, escolha na-
tural, mas que se revelou de tratamento pra´tico muito dif´ıcil devido a` dificuldade de se
resolver certas integrais. Outras escolhas foram func¸o˜es exponenciais que geram os cha-
mados Orbitais Tipo-Slater (STO5) e func¸o˜es gaussianas que geram os chamados Orbitais
Tipo-Gaussiano (GTO6). Ha´ tambe´m a possibilidade de se utilizar Orbitais Atoˆmicos
Nume´ricos (NAO7). Enquanto a expansa˜o em ondas planas e´ uma escolha natural no caso
de so´lidos cristalinos onde a func¸a˜o de onda e´ deslocalizada, esses orbitais localizados sa˜o
escolhas naturais quando as func¸o˜es de onda dos ele´trons sa˜o localizadas, ou seja, quando
se quer descrever, por exemplo, a´tomos ou mole´culas isolados. Entretanto, mesmo no
caso de func¸o˜es de onda localizadas, a expansa˜o em ondas planas pode ser usada e pode
apresentar bons resultados.
2.6 Pseudopotencial
Conforme citado na sec¸a˜o anterior, o fato das func¸o˜es de onda dos ele´trons oscilarem
bastante, em especial para os ele´trons de caroc¸o, faz com que a se´rie de Fourier dos orbitais
de Kohn-Sham, equac¸a˜o 2.51, tenha que reter muitos termos para conseguir reproduzir
essas oscilac¸o˜es. Entretanto, ele´trons de caroc¸o na˜o desempenham papel muito relevante
nas ligac¸o˜es qu´ımicas e em outras caracter´ısticas f´ısicas dos materiais. Essas propriedades
esta˜o mais diretamente relacionadas com os ele´trons de valeˆncia. Desde o in´ıcio dos
ca´lculos autoconsistentes, diversas formas de tratar esse problema foram desenvolvidas.
Uma delas e´ o me´todo de ondas planas aumentadas (APW8), desenvolvido por Slater [37],
onde se supo˜e que o potencial perio´dico tem sime´tria esfe´rica, em regio˜es esfe´ricas que
conte´m os a´tomos, e que seja constante fora dessa regia˜o. A func¸a˜o de onda e´ expandida,
nessa regia˜o esfe´rica, em harmoˆnicos esfe´ricos e soluc¸o˜es radiais da equac¸a˜o de Schro¨dinger.
4Linear Combination of Atomic Orbitals
5Slater-Type Orbital
6Gaussian Type Orbital
7Numerical Atomic Orbital
8Augmented Plane Wave
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Fora dessa regia˜o, e´ expandida em ondas planas. Uma dificuldade do me´todo e´ garantir
a continuidade dessas func¸o˜es na regia˜o de fronteira. Outro me´todo e´ o de ondas planas
ortogonalizadas (OPW9), proposto por Herring [38], que consiste em construir as func¸o˜es
de onda dos ele´trons de valeˆncia como uma combinac¸a˜o linear de func¸o˜es de onda de
caroc¸o e ondas planas. Essas func¸o˜es de onda de ele´trons de valeˆncia sa˜o constru´ıdas de
forma a serem ortogonais a`s func¸o˜es de onda de caroc¸o. A regia˜o onde a func¸a˜o oscila
muito, ou seja pro´ximo ao caroc¸o, e´ dada pela func¸a˜o de onda de caroc¸o e, portanto, a
regia˜o mais suave requer um nu´mero menor de ondas planas para ser representada.
Philips e Kleinman, inspirados no me´todo OPW, realizaram o trabalho que pode ser
considerado o in´ıcio da moderna teoria do pseudopotencial [39]. Eles mostraram que se
pode construir uma pseudofunc¸a˜o para os ele´trons de valeˆncia que na˜o e´ ortogonal aos
estados de caroc¸o. Se as soluc¸o˜es exatas da equac¸a˜o de Schro¨dinger forem | vi, para os
ele´trons de valeˆncia, e | ci, para os ele´trons de caroc¸o, podemos escrever os orbitais de
valeˆncia como uma combinac¸a˜o linear de uma func¸a˜o suave, o pseudo-orbital de valeˆncia,
|'vi, com os orbitais de caroc¸o,
| vi = |'vi+
X
c
↵cv | ci , (2.58)
onde ↵cv =  h c | 'vi, para garantir a ortogonalidade entre os estados exatos de valeˆncia,
| vi, e de caroc¸o, | ci. Ou seja, a pseudofunc¸a˜o de valeˆncia, |'vi, na˜o e´ ortogonal aos
estados de caroc¸o, | ci. Aplicando o operador hamiltoniano na equac¸a˜o 2.58 e lembrando
que Hˆ | ni = "n | ni, com n = c, v, temos
Hˆ |'vi = "v |'vi+
X
c
("c   "v) | ci h c | 'vi , (2.59)
ou  
Hˆ  
X
c
("c   "v) | ci h c|
!
|'vi = "v |'vi , (2.60)
lembrando que o hamiltoniano de um sistema de ele´trons na˜o interagentes e´ Hˆ = Tˆ + Vˆ ,
onde Tˆ e´ a energia cine´tica e Vˆ e´ o potencial nuclear Z/r. Se definirmos um pseudo-
hamiltoniano, HˆPS, e um pseudopotencial, VˆPS, a pseudofunc¸a˜o, |'vi, vai obedecer a
seguinte equac¸a˜o de Schro¨dinger:
HˆPS |'vi = "v |'vi ; (2.61)
onde
HˆPS = Tˆ + VˆPS = Tˆ + Vˆ  
X
c
("c   "v) | ci h c| . (2.62)
9Orthogonalized Plane Waves
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Na expressa˜o 2.62 acima ja´ introduzimos o pseudopotencial,
VˆPS = Vˆ  
X
c
("c   "v) | ci h c| . (2.63)
Note que, a uma certa distaˆncia do caroc¸o o pseudopotencial se torna o potencial cou-
lombiano, uma vez que as func¸o˜es de onda dos ele´trons de caroc¸o, | ci, ja´ tera˜o ido a
zero. Ale´m disso, como o segundo termo e´ repulsivo ("c < "v), o pseudopotencial e´ mais
fraco que o potencial coulombiano. Isso reflete o fato de que os ele´trons de valeˆncia “en-
xergam” o potencial coulombiano blindado pelos ele´trons de caroc¸o. Isso implica que a
pseudofunc¸a˜o de onda dos ele´trons de valeˆncia, |'vi, sera´ muito mais suave que a func¸a˜o
de onda exata, | vi, na regia˜o do caroc¸o, conforme ilustrado na figura 2.2 (retirada da
refereˆncia [35]). Nesta figura, rc e´ o chamado raio de corte, ou seja, a distaˆncia ao nu´cleo
Figura 2.2: Ilustrac¸a˜o do potencial e da func¸a˜o de onda reais (linhas so´lidas) e do pseu-
dopotencial e da pseudofunc¸a˜o de onda (linhas tracejada e ponto tracejada).
a partir da qual a pseudo-func¸a˜o e o pseudopotencial coincidem com os valores exatos.
Note tambe´m, na figura, que, na regia˜o de caroc¸o, o pseudopotencial e´ bem mais fraco
que o potencial coulombiano e a pseudofunc¸a˜o e´ suave e na˜o oscila, ao contra´rio da func¸a˜o
de onda real.
A maioria dos pseudopotenciais e´ constru´ıda de forma a satisfazer as seguintes condic¸o˜es:
• As pseudofunc¸o˜es de onda devem coincidir com a verdadeira func¸a˜o de onda acima
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de um determinado raio de corte, rc, ou seja
RPSl (r) = R
AE
l (r) , para r > rc (2.64)
onde o ı´ndice PS10 se refere a` pseudofunc¸a˜o e AE11 a` func¸a˜o verdadeira (AE vem
de ca´lculos com all electrons, que veremos em seguida).
• As pseudofunc¸o˜es na˜o devem conter no´s, devem ser suaves.
• Os autovalores das pseudofunc¸o˜es devem ser iguais aos autovalores das func¸o˜es exa-
tas,
"PSl = "
AE
l . (2.65)
• As pseudofunc¸o˜es de onda devem ter a mesma norma que as verdadeiras func¸o˜es de
onda, ou seja,
rcZ
0
  RPSl (r)  2r2dr =
rcZ
0
  RAEl (r)  2r2dr. (2.66)
Pseudopotenciais que satisfazem as condic¸o˜es acima sa˜o chamados de pseudopotenciais de
norma conservada. O menor valor poss´ıvel para o raio de corte, rc, e´ dado pela localizac¸a˜o
do no´ mais externo da func¸a˜o de onda verdadeira. Para raios de corte pro´ximos a esse
valor mı´nimo, o pseudopotencial sera´ bastante real´ıstico, mas muito forte. Para raios de
corte maiores, o pseudopotencial sera´ mais fraco, mas podera´ se tornar pouco real´ıstico.
Um pseudopotencial mais fraco leva a uma convergeˆncia mais ra´pida em ca´lculos com
base de ondas planas.
Para se obter o pseudopotencial o procedimento e´ resolver, autoconsistentemente, a
equac¸a˜o radial de Kohn-Sham para o a´tomo livre, levando em conta todos os ele´trons
(esse ca´lculo e´ chamado de ca´lculo com todos os ele´trons) [36, 40],

 1
2
d2
dr2
+
l (l + 1)
2r2
+ vAEks
⇥
⇢AE
⇤
(r)
 
rRAEnl (r) = "
AE
l rR
AE
nl (r) , (2.67)
onde o potencial de khom-Sham, vAEKS , e´
vAEks
⇥
⇢AE
⇤
(r) =  Z
r
+ vH
⇥
⇢AE
⇤
(r) + vXC
⇥
⇢AE
⇤
(r) . (2.68)
Z e´ o nu´mero atoˆmico do nu´cleo, ⇢ (r) e´ a soma das densidades eletroˆnicas para estados
ocupados, vH e´ o potencial de Hartree e vXC e´ o potencial de troca-correlac¸a˜o. Uma vez
obtida a soluc¸a˜o, constro´i-se a pseudofunc¸a˜o. Sua forma na regia˜o r < rc deve ser previ-
amente definida e existem diversas prescric¸o˜es para tanto. Apo´s obtida a pseudofunc¸a˜o,
10Pseudofunc¸a˜o
11All Electrons
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obte´m-se o pseudopotencial blindado invertendo-se a equac¸a˜o 2.67,
vPSl,(scr) (r) = "l  
l (l + 1)
2r2
+
1
2rRPSl (r)
d2
dr2
⇥
rRPSl (r)
⇤
. (2.69)
A inversa˜o sempre pode ser feita devido a` condic¸a˜o de que se tenha uma pseudofunc¸a˜o
sem no´s. O pseudopotencial e´ obtido subtraindo-se os potenciais de Hartree e de troca-
correlac¸a˜o para os ele´trons de valeˆncia,
vPSl (r) = v
PS
scr (r)  vH [⇢v] (r)  vXC [⇢v] (r) (2.70)
onde
⇢v (r) =
X
l,m
  rRPSl (r)  2. (2.71)
2.6.1 Pseudopotenciais Ultrasuaves
O pseudopotencial da equac¸a˜o 2.63 age de forma diferente em func¸o˜es de onda de
momento angulares diferentes. A forma mais geral para um pseudopotencial desse tipo e´
[36]
VˆPS =
1X
l=0
lX
m= l
vlPS (r) |lmi hlm| , (2.72)
onde h~r | lmi = Ylm (✓,') sa˜o os esfe´ricos harmoˆnicos e vlPS (r) e´ o pseudopotencial cor-
respondente ao componente angular l. Esse potencial e´ um operador na˜o local, porque
age de forma diferente nas componentes angulares da func¸a˜o de onda. Entretanto ele e´
um operador local se considerarmos apenas a coordenada radial, r. Operadores desse tipo
sa˜o chamados de semi-local e o pseudopotencial e´ um pseudopotencial semi-local. Se se
constro´i um pseudopotencial de modo que vlPS (r) e´ o mesmo para todas as componentes
l, temos um pseudopotencial local.
O pseudopotencial pode ser constru´ıdo como a soma de uma parte local, que coincide
com o potencial real fora do caroc¸o, e uma parte na˜o-local, que e´ nula fora do caroc¸o,
VˆPS =
1X
l=0
lX
m= l
vlocPS (r) |lmi hlm|+
lmaxX
l=0
lX
m= l
[vlPS   vlocPS (r)] (r) |lmi hlm|
= vlocPS (r) Iˆ +∆Vˆ lPS, (2.73)
onde ∆Vˆ lPS = lmaxX
l=0
lX
m= l
[∆vlPS] (r) |lmi hlm| . (2.74)
Ca´lculos de estrutura eletroˆnica envolvem ca´lculos de elementos de matriz de VˆPS entre
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estados |'ii e |'ji,
h'i| VˆPS |'ji = vlocPS (i)  ij +
lmaxX
l=0
lX
m= l
Z
'⇤i (~r)Ylm (rˆ)∆vlPSY ⇤lm (rˆ0)'j (~r0) d3rd3r0. (2.75)
Kleinman e Bylander propuseram uma modificac¸a˜o no segundo termo da expressa˜o
2.73 impondo a condic¸a˜o de que a ac¸a˜o desse termo nas pseudofunc¸o˜es fosse a mesma do
termo original [39, 36, 33],
VˆPS = v
loc
PS (r) Iˆ +∆Vˆ lsep, (2.76)
onde ∆Vˆ lsep = lmaxX
l=0
lX
m= l
   ∆Vˆ lPS'lmED'lm∆Vˆ lPS   
h'lm|∆Vˆ lPS |'lmi , (2.77)
e |'lmi sa˜o as pseudofunc¸o˜es de onda. As func¸o˜es
D
'lm∆Vˆ lPS    sa˜o projetores que operam
nas func¸o˜es de onda,
D
'lm∆Vˆ lPS     'E = Z 'lm (~r)∆vlPS' (~r) d3r. (2.78)
Agora, ao calcular os elementos de matriz do novo pseudopotencial, temos
h'i|∆Vˆ lsep |'ji = lmaxX
l=0
lX
m= l
D
'i
    ∆Vˆ lPS'lmE 1h'lm|∆Vˆ lPS |'lmi D'lm∆Vˆ lPS     'jE (2.79)
e obtemos integrais que envolvem uma u´nica func¸a˜o |'i, ao contra´rio da expressa˜o 2.75,
onde as integrais envolvem pares de func¸o˜es. Isso leva a ganhos computacionais consi-
dera´veis.
Vanderbilt e Blo¨ch mostraram, de forma independente, que na˜o ha´ necessidade de se
restringir a forma separa´vel do potencial a apenas um projetor e propuseram a seguinte
forma para o termo na˜o-local [41, 42, 36]:∆Vˆ lsep = lmaxX
l=0
X
i,j
Blij
lX
m= l
   lmi ↵ ⌦ lmj    . (2.80)
A esses potenciais deu-se o nome de potenciais em forma separa´vel generalizada.
Vanderbilt propoˆs os pseudopotenciais ultrasuaves redefinindo o operador potencial
na˜o local acima como ∆Vˆ lUS = lmaxX
l=0
X
i,j
Dlij
lX
m= l
   lmi ↵ ⌦ lmj    , (2.81)
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onde
Dlij = B
l
ij + "ilQ
l
ij. (2.82)
Pode-se mostrar [41] que para satisfazer a condic¸a˜o de conservac¸a˜o da norma, equac¸a˜o
2.66, e´ preciso ter Qlij = 0. Ao se tomar Q
l
ij 6= 0 essa condic¸a˜o e´ abandonada. De fato, o
v´ınculo da conservac¸a˜o da norma e´ responsa´vel pela “dureza” de alguns pseudopotenciais,
em especial de estados onde na˜o ha´ ele´trons de caroc¸o com o mesmo momento angular,
como 2p do oxigeˆnio ou 3d do cobre, por exemplo. Como na˜o ha´ ele´trons de caroc¸o
com o mesmo momento angular dos ele´trons de valeˆncia, a func¸a˜o de onda dos ele´trons
de valeˆncia na˜o oscila, uma vez que ela na˜o precisa ser ortogonal a nenhuma func¸a˜o de
caroc¸o. Mantendo-se a condic¸a˜o de norma conservada, pseudizar essa func¸a˜o e´ inu´til,
na˜o e´ poss´ıvel mudar muito sua forma. Nesses casos o pseudopotencial ultrasuave, por
na˜o exigir conservac¸a˜o da norma e´ mais eficiente na pseudizac¸a˜o dessas func¸o˜es. A fi-
gura 2.3 (retirada da refereˆncia [41]) mostra uma comparac¸a˜o entre a func¸a˜o exata, uma
pseudofunc¸a˜o de norma conservada e a pseudofunc¸a˜o ultrasuave de Vanderbilt.
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which is automatic in the usual methods of solution. Tak-
en together with Eq. (14), Eq. (17) ensures that the pseu-
dosolution has the same amplitude as the AE one at and
beyond R. To make up the charge deficit, the valence
charge density is defined to be
n, , (r) gp„k(r)p„k(r)+gp;~QJ;(r),
n, k l,J
where
p J -Z &p I &k.k&&e.k I p,&, (19)
n, k
Q;, (r) y; (r)y, (r) p; (r)p, (—r).
It follows from Eqs. (11) and (17) that fd rn, , (r) N, ,
exactly, where N, , is the number of valence electrons in
(20)
to choose the cutoff radius to be well beyond the radial
wave f-unction maximum, as illustrated in Fig. l. A
consequence of this freedom is that a generalized eigen-
value problem has to be solved in the target solid-state
calculation. However, within iterative approaches to the
eigenvector problem, the time-dominant step is the multi-
plication of H—aS by a trial vector p„k. In this case the
operation count need hardly increase at all, because the
identical form of the nonlocal parts of S and H allows
them to be consolidated into a single operator. Incidental-
ly, the current pseudopotential bears a formal resem-
blance to the original Phillips-Kleinman pseudopoten-
tial. '" The latter can be cast in the form of Eqs. (11) and
(12) (with the
~ p;& being just the core orbitals), but does
not have an adjustable cutoff radius.
In a self-consistent calculation, the "deficit" of valence
charge in the core region associated with a pseudo-wave-
function such as that of Fig. 1 will have to be restored.
The solutions of the generalized eigenvalue problem
should be normalized according to
the unit cell.
In order to make a variational theory, the total energy
E. .-Z&y.k I 'T+ V,""+ED,j''" I P;&&P, I I ~.k&
n, k V
+E [n,, l +E„,[n,, +n, j (2i)
is to be minimized subject to the constraint (17). Here n,
is a frozen-core density included to improve transferabili-
ty. " Defining
VH,.(r) -VH""(r)+V,'."'"'(r),
D~J""' d r VH„,(r)Q&(r), (23)
the secular equation becomes
(T+V)~+ VNL ankS) I ink& 0 (24)
with VNL and S given by Eqs. (11)-(13), V~~=VI""
+VH„„and D; D""+D""' The Vj"" and D "must be
obtained by unscreening the V~ and D;~ of the generating
atomic configuration in the usual way. Expressions for
the Hellmann-Feynman forces and stresses will be given
elsewhere. The dependence of D;, upon n, , through VH„,
implies that the pseudopotential itself must be updated as
part of the self-consistent screening process.
In the limit that enough energies s; are chosen to repro-
duce the scattering properties over the entire energy range
of occupied states, n,, approaches the exact AE valence
density. Thus there is reason to expect that the pseudopo-
tential calculation will match the AE one step for step
during the self-consistent screening process. In practice, it
will generally be necessary to replace the charge densities
n, (r) (Ref. 15) and Q;, (r) by pseudo-versions below some
relatively small cutoff radius ro determined by the ability
to represent the charge density in the solid-state calcula-
tion.
Table I shows some transferability tests of the new
pseudopotentials for the oxygen atom. The pseudopoten-
tial was generated in the ground s p configuration using
two reference energies e~ =e, and e2=s~ for each of
i 0 and i 1, and r =0.6 a.u. , r) 1.0 a.u. , andr„r,~=1.S a.u. (The pseudoization was done by a
Kerker-like procedure so that P matches y exactly at and
TABLE I. Valence s and p levels, and excitation energy AEt
from the ground state, for the AE case and for pseudopotentials
generated in the ground (s'p') state using HSC and present
methods. Units are in Ry.
State
lp5
p
~E tot
AE
—1.7662
—0.6981
1.0658
HSC
—1.7649
—0.6982
1.0651
Present
—1.7653
—0.6979
1.0654
1.0
r (a.u. )
I
2.0
FiG. I. Oxygen 2p radial wave function (solid line), and cor-
responding pseudo-wave-functions generated using HSC (dotted
line) and current (dashed line) methods.
Op 6
2p 3
p
~Etot
p
~E tot
—
1 ~7987
—0.7262
2.1361
—2.8738
—1.7909
1.2066
—1.7957
—0.7261
2.1331
—2.8737
—1.7904
1.2065
—1.7969
—0.7256
2.1348
—2.8753
—1.7928
1.2075
Figura 2.3: Func¸a˜o de onda radial 2p do oxigeˆnio (linha so´lida) e as correspondentes
pseudofunc¸o˜es de norma conservada (linha pontilhada) e ultrasuave (linha tracejada).
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2.7 Mapeamento de Pontos ~k na Zona de Brillouin
Num ca´lculo autoconsistente, frequentemente e´ necessa´rio calcular integrais na zona
de Brillouin da rede rec´ıproca do cristal. Por exemplo, para se encontrar a densidade
eletroˆnica e´ necessa´rio calcular a integral
⇢ (~r) =
Ω
(2⇡)3
est.oc.X
n
Z
ZB
   'n,~k (~r)   2d3k, (2.83)
onde a soma e´ sobre os estados ocupados e a integral e´ feita na primeira zona de Brillouin.
Em geral as integrais no espac¸o rec´ıproco sa˜o feitas utilizando-se me´todos nume´ricos.
Por exemplo, para calcular uma integral de uma func¸a˜o de uma u´nica varia´vel, poder´ıamos
usar o me´todo trapezoidal [43],
1Z
 1
f(x)dx ⇠= h
2
"
f ( 1) + f (+1) + 2
n 1X
j=1
f (xj)
#
, (2.84)
onde xj =  1 + jh e h = 2/n.
Nesse me´todo, usamos uma grade de pontos xj uniformemente espac¸ados onde calcu-
lamos o valor da func¸a˜o f (x). Na soma, a cada ponto, exceto o primeiro e o u´ltimo, e´
dado o mesmo peso. No entanto, nenhuma dessas duas condic¸o˜es e´ necessa´ria.
Classes de me´todos, chamados quadratura gaussiana, teˆm a forma
1Z
 1
f(x)dx ⇠=
nX
j=1
cjf (xj), (2.85)
onde os pontos da grade, xj, esta˜o relacionados a`s ra´ızes de polinoˆmios ortogonais e os
pesos cj esta˜o relacionados a integrais envolvendo esses polinoˆmios. Me´todos de quadra-
tura gaussiana, em geral, convergem mais rapidamente que o me´todo trapezoidal, ou seja,
precisam de um nu´mero de pontos, n, menor para chegar pro´ximo do valor exato da in-
tegral, dentro de um certo crite´rio de aproximac¸a˜o. Esses me´todos podem ser estendidos
para integrais multidimensionais, ou seja, podem ser aplicados nos ca´lculos de integrais
na rede rec´ıproca do cristal, como a integral da equac¸a˜o 2.83. Em suma, podemos cal-
cular aproximadamente uma integral calculando a func¸a˜o-integrando num certo conjunto
discreto de pontos e somando esses valores com um peso apropriado para cada termo.
Esses me´todos fornecera˜o ca´lculos cada vez mais precisos a` medida que aumentarmos o
nu´mero de pontos discretos que usamos na soma da equac¸a˜o 2.85. E, o mais importante,
diferentes escolhas na posic¸a˜o dos pontos discretos e no peso que daremos a cada termo
na soma podem produzir grandes diferenc¸as na taxa de convergeˆncia da soma em func¸a˜o
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do nu´mero de pontos escolhidos.
Usando esse me´todo, a integral da equac¸a˜o 2.83 se tornaria
⇢ (~r) =
Ω
(2⇡)3
est.oc.X
n
NX
i=1
   'n,~ki (~r)
   2. (2.86)
Diversos me´todos para escolher os pontos foram desenvolvidos, como o me´todo de
Chadi e Cohen [44], Joannopoulos e Cohen [45], Evarestov e Smirnov [46], mas o mais
largamente usado hoje em dia e´ o me´todo proposto por Monkhorst e Pack [47].
Este me´todo usa apenas pontos na zona de Brillouin irredut´ıvel (IBZ12). Pontos que
podem ser conectados por operac¸o˜es de simetria do cristal podem ser considerados equi-
valentes. Uma regia˜o da zona de Brillouin que so´ possui pontos na˜o equivalentes e´ uma
zona de Brillouin irredut´ıvel. A zona de Brillouin completa pode ser obtida atrave´s de
operac¸o˜es de simetria na zona de Brillouin irredut´ıvel. As func¸o˜es de onda tera˜o os mes-
mos valores nesses pontos. Resumidamente o me´todo de Monkhorst e Pack consiste em
[48]:
• Defina a sequeˆncia de q nu´meros
ur =
2r   q   1
2q
, (2.87)
com r = 1, 2, ..., q.
• Escolha os seguintes q3 pontos ~k,
~kprs = up~b1 + ur~b2 + us~b3, (2.88)
onde ~bi sa˜o os vetores da rede rec´ıproca e up e us sa˜o definidos da mesma forma que
ur.
• Escolha uma zona de Brillouin irredut´ıvel. Se o ponto ~kprs esta´ dentro dessa zona,
ele e´ considerado um ponto especial e seu peso e´ 1. Se esta´ fora dessa zona, encontre
o ponto equivalente a ele dentro da zona irredut´ıvel. Se esse ponto ja´ era um ponto
especial, aumente seu peso de 1. Se esse ponto na˜o era um ponto especial, ele agora
passa a ser e seu peso e´ 1.
• Renormalize todos os pesos, dividindo-os por q3.
Agora expresso˜es do tipo da equac¸a˜o 2.86 podem ser calculadas usando-se essa grade de
pontos especiais.
12Irreducible Brillouin Zone
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2.8 Densidades de Estado e Imagens Simuladas de
STM
A densidade de estados (DOS13) e´ definida como
n (") =
X
i
h'i | 'ii  ("  "i) , (2.89)
onde "i e´ o autovalor do orbital de part´ıcula independente |'ii. O DOS nos fornece a
densidade de estados eletroˆnicos por unidade de energia, ou seja, o nu´mero de estados
eletroˆnicos dispon´ıveis num intervalo de energia entre " e "+ d".
Inserindo uma base ortonormal completa temos
n (") =
X
a
na ("), na (") =
X
i
h'i | ai ha | 'ii   ("  "i) , (2.90)
onde na (") e´ a densidade projetada de estados (PDOS
14) nos estados |ai. Nesse trabalho,
os estados |ai sa˜o orbitais atoˆmicos dos elementos envolvidos, ou seja, nio´bio, nitrogeˆnio
e oxigeˆnio.
Se a base ortonormal completa inserida for uma base de autovetores de posic¸a˜o, temos
n (") =
Z
n (~r, ") d3r, n (~r, ") =
X
i
h'i | ~ri h~r | 'ii   ("  "i) , (2.91)
onde n (~r, ") e´ a densidade local de estados (LDOS15). Note que
Z
n (~r, ") f (") d" =
NX
i=1
|'i (~r)|
2 = ⇢ (~r), (2.92)
onde f (") e´ a func¸a˜o distribuic¸a˜o de Fermi-Dirac. Ou seja, a integral da LDOS na energia
da´ a densidade eletroˆnica do sistema [49, 50].
A microscopia de varredura por tunelamento (STM) fornece informac¸o˜es com resoluc¸a˜o
atoˆmica sobre as superf´ıcies de semicondutores e metais, tanto limpas quanto com a´tomos
adsorvidos. Um aparelho de STM tem como princ´ıpio de funcionamento o fenoˆmeno de
tunelamento dos ele´trons entre a superf´ıcie e a ponta do microsco´pio [51]. Consiste numa
ponta que varre a superf´ıcie do material, sendo que entre a ponta e o material e´ mantida
uma diferenc¸a de potencial, o que provoca o surgimento de uma corrente de tunelamento
entre eles, como ilustrado na figura 2.4. A corrente obtida depende da estrutura eletroˆnica
em cada ponto da superf´ıcie, notadamente da LDOS pro´xima ao n´ıvel de Fermi, e das
13Density of States
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Ponta
Corrente de 
Tunelamento
Amostra
Figura 2.4: Esquema de um aparelho de STM
posic¸o˜es verticais dos a´tomos que formam a superf´ıcie. Portanto, a imagem experimental
de STM envolve informac¸a˜o tanto estrutural quanto eletroˆnica da superf´ıcie, que na˜o sa˜o
facilmente distingu´ıveis. Sendo assim, a modelagem de superf´ıcies utilizando ca´lculos ab
initio pode ser u´til no teste de poss´ıveis estruturas, comparando-se STM’s simulados a
partir dos ca´lculos com STM’s obtidos experimentalmente.
A aproximac¸a˜o de Tersoff-Hamann, utilizada nesse trabalho, e´ a abordagem mais
simples para a obtenc¸a˜o de imagens simuladas de STM a partir do resultado de ca´lculos
ab initio. Ela diz que a corrente de tunelamento e´ proporcional a` LDOS na posic¸a˜o da
ponta [52, 53, 54]:
I (~r) /
"FZ
"F eV
n (~r, ") d", (2.93)
onde V e´ a diferenc¸a de potencial estabelecida entre a ponta e a superf´ıcie. Para obtermos
a corrente, so´ precisamos da LDOS na regia˜o de va´cuo, por onde a ponta do aparelho de
STM varreu a superf´ıcie. Dessa forma podemos, a partir de resultados dos ca´lculos ab
intio, no caso a LDOS, simular resultados de STM e compara´-los aos resultados experi-
mentais.
Cap´ıtulo 3
Ca´lculos Ab Initio
3.1 Estruturas Perio´dicas e Superce´lulas
O nio´bio possui uma estrutura cristalina, ou seja, seus ı´ons esta˜o organizados numa
estrutura perio´dica. No caso do nio´bio essa estrutura e´ do tipo cu´bica de corpo centrado
(bcc1). Para realizarmos um ca´lculo ab initio usando DFT precisamos gerar essa estrutura
perio´dica. Ou seja, precisamos especificar um conjunto de a´tomos localizados dentro de
um certo volume, uma ce´lula unita´ria, que preencha todo o espac¸o quando repetido em
todas as direc¸o˜es. Os vetores que definem essa ce´lula juntamente com as posic¸o˜es dos
a´tomos dentro dessa ce´lula sa˜o chamados de superce´lula. Uma poss´ıvel superce´lula poderia
ser um cubo de lado a, onde a e´ chamado de paraˆmetro de rede e que, no caso do nio´bio,
tem o valor de 3,30 A˚. Nesse caso a superce´lula teria dois a´tomos, um localizado no centro
do cubo e outro localizado num dos ve´rtices, conforme se pode ver na figura 3.1(a), e os
vetores que definem a superce´lula sa˜o ~a1 = a (1, 0, 0), ~a2 = a (0, 1, 0), ~a3 = a (0, 0, 1).
Entretanto podemos tambe´m escolher uma superce´lula com vetores ~a1 =
a
2
(1, 1, 1),
~a2 =
a
2
( 1, 1, 1) e ~a3 = a2 (1, 1, 1), mostrada na figura 3.1(b), com apenas um a´tomo
localizado na origem. Essa superce´lula coincide com uma ce´lula primitiva do cristal, que
e´ a ce´lula com menor volume ou, analogamente, que conte´m o menor nu´mero de a´tomos,
capaz de gerar todo o cristal ao ser repetida em todo o espac¸o [55, 56, 57]. Na figura
3.1(c), retirada da refereˆncia [55], vemos uma superposic¸a˜o de ambas as ce´lulas: a ce´lula
convencional, um cubo de arestas brancas com comprimento a, e a ce´lula primitiva, um
romboedro de arestas negras de comprimento a
p
3/2.
A rede rec´ıproca de uma estrutura bcc e´ uma rede cu´bica de face centrada (fcc2)
[56, 55]. A primeira zona de Brillouin dessa rede, uma ce´lula primitiva de Wigner-Seitz que
e´ um dodecaedro, e´ mostrada na figura 3.2, junto com alguns pontos especiais chamados
de pontos de alta simetria [58].
1body-centered cubic
2Face-centered cubic
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Figura 3.1: (a) Superce´lula cu´bica que gera o cristal bcc de nio´bio. (b) Superce´lula
romboe´drica que gera o cristal bcc de nio´bio. (c) Superposic¸a˜o das superce´lulas cu´bica e
romboe´drica.
A fim de implementar, computacionalmente, os ca´lculos ab initio, utilizamos o pacote
Quantum Espresso, que e´ uma su´ıte de co´digos computacionais abertos usada em ca´lculos
baseados em DFT[59].
3.2 Testes de Convergeˆncia e o Bulk de Nio´bio
Um conceito chave em ca´lculos utilizando-se DFT e´ convergeˆncia. Para encontrarmos
a densidade eletroˆnica do estado fundamental de uma configurac¸a˜o de a´tomos, utilizando
um algoritmo computacional, e´ necessa´rio realizar uma se´rie de aproximac¸o˜es nume´ricas:
integrais devem ser calculadas escolhendo-se um conjunto finito de pontos, vide sec¸a˜o
2.7, e expanso˜es em se´ries infinitas de Fourier devem ser truncadas em se´ries finitas, vide
sec¸a˜o 2.5. Em cada aproximac¸a˜o nume´rica e´ poss´ıvel encontrar uma soluc¸a˜o cada vez
mais pro´xima da soluc¸a˜o exata usando-se mais recursos computacionais. Um ca´lculo bem
convergido e´ aquele onde a soluc¸a˜o obtida, utilizando-se essas aproximac¸o˜es nume´ricas,
se aproxima da soluc¸a˜o que ter´ıamos obtido se tais aproximac¸o˜es na˜o fossem feitas.
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Figura 3.3: (a) Energia total do Nb-bulk (bcc) em func¸a˜o do paraˆmetro de rede adotado
para diversos valores de M, em ca´lculos utilizando-se M⇥M⇥M pontos na rede rec´ıproca.
(b) Energia total do Nb-bulk (bcc) em func¸a˜o do paraˆmetro de rede adotado para diversos
valores da energia de corte.
para M=6, portanto consideramos o ca´lculo convergido para M=8.
A escolha da energia de corte que determina onde a expansa˜o em ondas planas dos
orbitais de Kohn-Sham deve ser truncada, vide sec¸a˜o 2.5, segue um me´todo similar a`
escolha do nu´mero M de pontos k no espac¸o rec´ıproco. Realizamos ca´lculos da energia
total do bulk de nio´bio para diversos valores do paraˆmetro de rede da estrutura bcc e com
diferentes valores de energia de corte. Novamente obtivemos um mı´nimo para a energia
total no valor do paraˆmetro de rede experimental de 3,30 A˚, conforme vemos na figura
3.3(b). As inclinac¸o˜es das retas tangentes a`s curvas sa˜o aproximadamente iguais para
todos os valores de energia de corte testados, assim consideramos o ca´lculo convergido
para energia de corte de 25 Ry.
Em suma, a partir dos testes realizados optamos por utilizar uma energia de corte
de 25 Ry e uma grade de 8⇥8⇥8 pontos no espac¸o rec´ıproco seguindo a abordagem de
Monkhorst-Pack [47]. Com esses valores obtivemos um paraˆmetro de rede de 3,30 A˚
e uma estrutura de bandas que apresenta um cara´ter meta´lico, conforme se pode ver
na figura 3.7(a), ambos em boa conformidade com resultados pre´vios, experimentais e
teo´ricos [60, 61].
3.3 Modelo de Slab e Superf´ıcie Limpa de Nb(100)
Para estudarmos uma superf´ıcie, nosso modelo ideal seria uma fatia do material que
fosse infinita em duas dimenso˜es, pore´m finita ao longo da direc¸a˜o normal a` superf´ıcie.
Para montarmos esse modelo, chamado modelo de slab, nos aproveitamos da periodici-
dade do bulk de nio´bio em duas dimenso˜es, abandonando sua periodicidade na direc¸a˜o
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normal a` superf´ıcie desejada. A ideia esta´ ilustrada na figura 3.4, na qual a superce´lula
conte´m a´tomos apenas numa frac¸a˜o da direc¸a˜o vertical. Os a´tomos na porc¸a˜o inferior da
Figura 3.4: Superce´lula que gera a superf´ıcie Nb(100) no modelo de slab.
superce´lula a preenchem totalmente nas direc¸o˜es x e y, mas ha´ espac¸o vazio (chamado de
espac¸o de va´cuo) na porc¸a˜o superior da superce´lula. Quando esta superce´lula e´ repetida
nas treˆs dimenso˜es, em todo o espac¸o, temos o chamado modelo de slab, como mostrado na
figura 3.5(a). O espac¸o de va´cuo, que separa imagens perio´dicas do slab na direc¸a˜o z, deve
ser suficientemente grande de modo a permitir que a densidade eletroˆnica do material se
anule nesse va´cuo, de forma que a parte superior do slab na˜o tenha nenhuma influeˆncia na
parte inferior do pro´ximo. Em outras palavras, a superf´ıcie superior da fatia de nio´bio na˜o
deve interagir com a superf´ıcie inferior da fatia de nio´bio do slab imediatamente acima.
A figura 3.5(b) mostra treˆs slabs que modelam a superf´ıcie Nb(100) com 7 monocamadas
de nio´bio e um va´cuo de aproximadamente 7 A˚. Uma fatia com 7 monocamadas de nio´bio
teria uma espessura de, aproximadamente, 10 A˚. Uma superf´ıcie real envolveria uma fatia
de material muita mais espessa que isso o que nos leva a` questa˜o de qual seria o nu´mero
suficiente de monocamadas para o modelo de slab. Obviamente, quanto mais monoca-
madas melhor, entretanto isso levaria a um custo computacional mais alto. Na pra´tica, o
nu´mero de monocamadas deve ser suficientemente grande de forma que as camadas mais
internas na˜o sofram relaxac¸a˜o durante um ca´lculo que permita relaxac¸a˜o estrutural, ou
seja, que permita que as posic¸o˜es relativas dos a´tomos da superce´lula mudem. Em outras
palavras, as monocamadas mais centrais do slab devem se manter a` mesma distaˆncia que
as monocamadas do bulk se mante´m, ou seja, meio paraˆmetro de rede, que no caso do
nio´bio e´ de 1,65 A˚. Assim podemos supor que as monocamadas centrais ja´ representam o
bulk de nio´bio e o slab pode representar satisfatoriamente uma fatia real do material.
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Figura 3.5: (a) Ilustrac¸a˜o bi-dimensional mostrando 25 re´plicas da superce´lula destacada
por linhas espessas. As a´reas escuras (claras) da superce´lula indicam as regio˜es ocupa-
das por a´tomos (va´cuo). O retaˆngulo central com arestas destacadas representa uma
superce´lula. (b) Modelo de slab para superf´ıcie Nb(100). Treˆs slabs com 7 monocamadas
de nio´bio, com uma regia˜o de va´cuo de 7 A˚ para cada slab.
A rede rec´ıproca de uma estrutura de slab tem como ce´lula unita´ria primitiva de
Wigner-Seitz, a primeira zona de Brillouin, um paralelep´ıpedo com uma altura muito
menor que comprimento e largura. Essa zona de Brillouin e´ aproximada por uma zona
bidimensional, como se veˆ na figura 3.6.
Ao construirmos o slab de nio´bio fizemos testes relativos ao nu´mero de monocamadas
utilizadas e ao tamanho do va´cuo. A tabela 3.1 mostra as distaˆncias entre a monocamada
i e a monocamada j ( ij), com nu´meros menores se referindo a camadas mais superio-
res. Como dito anteriormente, as distaˆncias entre as monocamadas centrais devem ser
 12  23  34  45  56  67
5 monocamadas 1,44 1,68
7 monocamadas 1,46 1,67 1,67
9 monocamadas 1,47 1,64 1,71 1,64
11 monocamadas 1,45 1,65 1,71 1,60 1,68
13 monocamadas 1,45 1,65 1,69 1,61 1,67 1,64
Tabela 3.1: Distaˆncia entre as monocamadas, em angstrom, para os slabs de diferentes
monocamadas
pro´ximas a meio paraˆmetro de rede, ou seja 1,65 A˚. Na geometria de equil´ıbrio as re-
laxac¸o˜es atoˆmicas sa˜o mais localizadas nas camadas mais superiores da estrutura. A
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Figura 3.6: Zona de Brillouin bidimensional do modelo de slab, com alguns pontos de
alta simetria.
distaˆncia vertical, ao longo da direc¸a˜o [100], entre a camada superior de a´tomos de nio´bio
e a primeira sub-camada de a´tomos de nio´bio se reduz em 12%, em comparac¸a˜o com a
distaˆncia inter-planar do bulk de nio´bio (1,65 A˚), enquanto as outras distaˆncias inter-
planares esta˜o pro´ximas daquela da fase bulk de nio´bio. Considerando esse resultado,
optamos por utilizar um slab contendo 7 monocamadas.
Em relac¸a˜o ao va´cuo na superce´lula, que separa os slabs, testamos ate´ 13 A˚ e optamos
por utilizar um va´cuo de aproximadamente 10 A˚, onde a densidade eletroˆnica ja´ era nula
no meio da regia˜o de va´cuo.
Portanto, modelamos a superf´ıcie com plano de clivagem perpendicular a` direc¸a˜o [100],
Nb(100), atrave´s do modelo de slab com uma superce´lula (1⇥1), no plano xy, ou seja,
uma face horizontal que e´ um quadrado de lado a (paraˆmetro de rede do bulk de nio´bio),
e com uma altura de, aproximadamente, 6a, na direc¸a˜o z. Essa superce´lula conte´m sete
a´tomos de nio´bio, figura 3.4, e modela uma superf´ıcie que chamamos de Nb(100)-(1⇥1).
Nossa banda eletroˆnica do bulk de nio´bio (fase bcc) apresenta um cara´ter meta´lico
(figura 3.7 (a)), em concordaˆncia com resultados pre´vios, teo´ricos e experimentais [60, 61].
Esse cara´ter meta´lico foi reforc¸ado devido a` formac¸a˜o de estados de superf´ıcie na Nb(100)-
(1⇥1), como se pode ver pela estrutura de bandas e pela densidade de estados (DOS) na
figura 3.7(b), ou seja, ha´ uma aumento na densidade de estados (meta´licos) no n´ıvel de
Fermi.
A periodicidade da superf´ıcie (1x1) foi caracterizada atrave´s de imagens simuladas de
STM para os estados ocupados e vazios, figuras 3.8(a) e 3.8(b), respectivamente. O s´ıtio
mais brilhante esta´ sobre os a´tomos de nio´bio de primeira monocamada.

