Most current theories of text processing assume a constructionist view of inference processing. In this article, an alternative view is proposed, labeled the minimalist hypothesis. According to this hypothesis, the only inferences that are encoded automatically during reading are those that are based on easily available information, either from explicit statements in the text or from general knowledge, and those that are required to make statements in the text locally coherent. The minimalist hypothesis is shown to be supported by previous research and by the results of several new experiments. It is also argued that automatically encoded minimalist inferences provide the basic representation of textual information from which more goal-directed, purposeful inferences are constructed.
In reading, comprehension processes are generally assumed to combine information from two sources: explicit statements from the text being read and general knowledge already known to the reader. Interactions of information from these two sources produce the representation of a text that is encoded into memory. The issue addressed in this article is the extent to which these interactions lead to the encoding of inferences. We claim that there is only minimal automatic processing of inferences during reading. Our hypothesis is that readers do not automatically construct inferences to fully represent the situation described by a text. In the absence of specific, goal-directed strategic processes, inferences of only two kinds are constructed: those that establish locally coherent representations of the parts of a text that are processed concurrently and those that rely on information that is quickly and easily available. This minimalist claim is supported in this article with several new experiments and with conclusions drawn from a review of previous research.
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Correspondence concerning this article should be addressed to Gail McKoon, Psychology Department, Northwestern University, Evanston, Illinois 60208. in strategic processes designed to achieve those goals. The minimalist claim for these situations is that minimal inferences provide the database for more strategic processes. They provide the database for strategic inferences that are constructed during reading, and they provide a minimalist representation of a text in memory from which strategic inferences can be constructed by retrieval operations.
The minimalist position is presented as an hypothesis from which to work toward explicit processing models. The hypothesis distinguishes between those inferences that are labeled automatic and those that are labeled strategic; however, this distinction is not always clear cut. In situations where a reader adopts special strategies, some strategic inferences may be easy to construct, perhaps nearly as easy as minimal inferences. Some strategic inferences may also be obligatory, in the sense that the text cannot be completely understood without them (Gerrig, 1986) . It is our hope that an understanding of what information is provided quickly and automatically will provide the basis for an understanding of which effortful strategic and goal-based processes are relatively easy to construct and which more difficult. In fact, if a strict automatic-strategic demarcation is not eventually tenable, then the product of the minimalist program will be a set of results that label inferences in terms of speed of availability, ease of processing, probability of occurrence, and dependence on contextual environment. These results are critical in the development of processing models.
For present purposes, an inference is defined as any piece of information that is not explicitly stated in a text. This definition includes relatively simple inferences as well as complex, elaborative inferences and inferences that add new concepts to a text as well as those that connect pieces of the text. For example, by this definition it would be an inference to encode the relation between a pronoun and its referent or to encode two instances of the same word as referring to the same concept. It would also be an inference to compute 2 as the referent of the number that is four less than the product of three times two or to combine the clues of a mystery novel to give the murderer. Defining irference this broadly emphasizes the different degrees of processing that are required to produce different inferences. Some inferences 440 seem to be made automatically, without awareness. Others seem to involve conscious, problem-solving types of processing.
The automatic inferences that are the focus of this article are assumed to be supported by information that is quickly and easily available, and this kind of information is assumed to come from one of two sources: well-known information from general knowledge and explicit information from the text being read. Inferences based on general knowledge have been demonstrated in the encoding of such inferences as elaborations about "what will happen next" in a story (/"what will happen next is very predictable, the encoding of inferences about aspects of the meanings of words if they are highly typical aspects, the encoding of inferences about instances of categories if the instances are highly typical, and so on. For inferences based on explicit textual information, the information may be in shortterm memory or it may be easily retrievable from the long-term memory representation of the text that is under construction.
Inferences based on explicit textual information are used to establish local coherence for a text. These inferences include connections among instances of the same concept, pronominal reference, and perhaps causal relations. Local coherence is denned for those propositions of a text that are in working memory at the same time; in other words, propositions that are no farther apart in the text than one or two sentences. Many of the inferences that establish local coherence are based on information that is easily available because it is in short-term memory. Other local inferences, such as the relation between the dog and the collie, are based on combinations of explicitly stated information and well-known general knowledge. In either case, inference processes are assumed to proceed automatically. Only when neither explicit short-term memory information nor general knowledge leads to a coherent local representation of a text are other processes, perhaps strategic, problem-solving types of processes, engaged to provide local coherence.
According to the minimalist position, only the two classes of inferences, those based on easily available information and those required for local coherence, are encoded during reading, unless a reader adopts special goals or strategies. Automatically processed inferences are the main focus of this article for two reasons. First, they represent the most controversial point of debate between advocates of a minimalist position and advocates of a more constructionist view of text processing. There are many potential inferences that would be automatically generated during reading according to constructionist theories but not according to a minimalist view.
Second, although much of reading may have as its goal the generation of strategic inferences (e.g., in education, problem solving, planning, or decision making), these inferences must depend on the information automatically provided by a text. Automatic inferences are those that are encoded in the absence of special goals or strategies on the part of the reader, and they are constructed in the first few hundred milliseconds of processing. They therefore merit attention because they form the basic representation of a text from which other, more purposeful, inferences are constructed. In terms of theory development, our aim is to understand what kinds of information are quickly and easily available. Such an understanding is required to build processing accounts of the construction of automatic inferences. In turn, representational and processing models for automatic encoding would optimally serve as the starting point for explanations of more strategic encoding processes.
It is interesting to note the history of our approach to this minimalist position. About 12 years ago, we began experiments (prompted by discussions with Ed Smith and Al Collins) designed to demonstrate the use of goal hierarchies during reading (e.g., Experiment 1 discussed later). After a series of eight experiments, we could find evidence for the use of local goals but no evidence at all for the use of higher order goals. It was only much later, after several years and a number of other results (e.g., , that we finally came to adopt the minimalist position.
The minimalist position contrasts with the framework that underlies most previous and current psychological investigations of inference processing during reading. Modern investigators began with the studies of Bransford and Franks and their colleagues, who adopted a strong constructionist approach to text processing (Bransford, Barclay, & Franks, 1972; Bransford & Franks, 1971; Johnson, Bransford, & Solomon, 1973) . They interpreted their experimental results as demonstrating that encoding processes constructed inferences that were necessary to represent the situation described by a text. For example, a complete description of the sentence "Three turtles rested on a floating log, and a fish swam beneath them" would include the inference that the fish swam under the log. From the constructionist framework, this inference should be automatically encoded. From the minimalist position as proposed in this article, the inference would not be automatically encoded because it is not necessary to achieve local coherence, nor is the information that the fish swam under the log general knowledge.
Following Bransford et al.'s (1972) early work, constructionist hypotheses were advocated and tested by Richard Anderson and his colleagues (R. C. Anderson & Ortony, 1975 ; R. C. Anderson et al., 1976) and currently are embodied in some mental models approaches to text processing (Black & Bower, 1980; Glenberg, Meyer, & Lindem, 1987; Johnson-Laird, 1980; Mandler & Johnson, 1977; Morrow, Greenspan, & Bower, 1987; Rumelhart, 1977; Stein & Glenn, 1979; Trabasso & van den Broek, 1985; van Dijk & Kintsch, 1983) . These models propose that the automatically encoded, mental representation of a text is a model of the situation described by the text. The representation is supposed to contain many nonminimal inferences, including elaborations on explicitly stated pieces of information and global connections among propositions. These constructionist models stand in direct opposition to the minimalist approach.
In this article, support for the minimalist position is provided in three ways. The first section of the article demonstrates a contrast between inferences that are constructed for local coherence and inferences that might be constructed to combine more global elements of a text. Several constructionist theories of text processing propose that global inferences are automatically constructed to connect pieces of information that are widely separated in a text; global inferences provide the overall structure of the text, such as the framework of a typical fairy tale or the causes of characters' actions. For local inferences, a review of recent research shows that several kinds are encoded during reading, as would be expected from a minimal-ist theory. In contrast, the results of Experiments 1 through 4 show that causal global inferences are not automatically encoded, in contradiction to some global theories.
A second body of research that supports the minimalist position is research that has examined elaborative inferences. These inferences represent information that is not required for local coherence. For example, semantic inferences might add contextually appropriate features of meaning to the representation of a concept, instrumental inferences might add the typical instrument for a verb (e.g., spoon for stirring coffee), and predictive inferences might add information about "what should happen next" in a story. A review of previous studies shows that, for instrumental and predictive inferences, the data contradict the constructionist hypothesis and support the minimalist hypothesis. For inferences about the contextually appropriate meanings of words, the data are consistent with both hypotheses.
Finally, several studies that examined the use of lifelike situation models during reading are considered. It has been proposed that a situation model represents textual information in a way that corresponds to a "real-life" situation (cf. Glenberg et al., 1987) . For example, for a character described in a text as moving from one room to another, the situation model would automatically keep track of the character, associating the character first with the objects in one room, then the next room, and so on as the character moved (Morrow, Bower, & Greenspan, 1989 ). In the third section of this article, studies designed to demonstrate the automatic encoding of lifelike situation models are shown to have alternative interpretations, and a new experiment demonstrates the plausibility of one such interpretation. The alternative interpretations are consistent with the minimalist view, and no elaborated situation model is required.
The remarkable conclusion to be drawn from both the new experiments and the review of previous experiments is that the widely accepted constructionist view of text processing has almost no unassailable empirical support (see also Alba & Hasher, 1983) . The constructionist view has been discussed and tested for the past 20 years. Yet, it is difficult to point to a single, unequivocal piece of evidence in favor of the automatic generation of constructionist inferences. In the General Discussion section, we suggest that future research should investigate a variety of kinds of inferences, aiming toward a deep understanding of the processing and informational bases of each kind. We suggest that such investigation will lead to a gradual expansion of the kinds of inferences identified as minimal: The immediately available information in short-term memory may be more complexly structured than originally supposed, and the immediately available information from general knowledge may be more varied than we now believe. It is the goal of the minimalist hypothesis to motivate this expansion.
It should be stressed that the minimalist and constructionist positions disagree on the question of what inferences are encoded automatically, as the basis for more strategic inferences or when readers do not have special goals and strategies, and that it is these automatic inferences that are the topic of this article. All of the inferences that might be (and often are) strategically generated as the result of special goals adopted by motivated readers are critically important to language understanding, problem solving, and learning. The minimalist position separates these inferences from minimal inferences, and so they are outside the scope of this article. However, at some point the connection must be made between the mental representations provided by minimal inferences and the processes that operate on them to form strategic inferences, and the issue must be addressed of how minimal inferences support other kinds of inferences. These problems are no less important than those described in this article.
Local Versus Global Coherence
The minimalist hypothesis makes an important distinction between the inferences that are required to establish local coherence and those that might connect more globally separated pieces of information. This distinction is not one that would be made from a constructionist viewpoint; a constructed representation of the situation described by a text would not necessarily include aspects of the situation that were mentioned in close proximity, and it would not necessarily exclude aspects that were more widely separated. However, in support of the minimalist position, the distinction is clearly apparent in the results of empirical studies. On the one hand, there is a large body of evidence favoring the hypothesis that local inferences are automatically generated. On the other hand, there is little evidence for the automatic generation of global inferences during reading, and Experiments 1 through 4 provide explicit evidence that one kind of global inference, causal inferences, is not generated.
Local Coherence
A major claim of the minimalist view is that inferences are constructed during reading to the extent that the information on which they depend is readily available. If the required information is not readily available, then an inference will not be constructed (unless the text is not locally coherent). An obvious potential source of readily available information is the information in short-term memory, and so it is hypothesized that inferences based on this information are automatically constructed. To support the minimalist position, it must be shown both that the supporting information is readily available and that the supported inference is encoded.
For the processing of text through short-term memory, we follow the model proposed by Kintsch and van Dijk (1978) , although for other purposes we would update this model to the more complex representations of discourse models (cf. Greene, McKoon, & Ratcliff, 1992; Grosz, Joshi, & Weinstein, 1983; Sidner, 1983a Sidner, , 1983b Ward, Sproat, & McKoon, 1991; Webber, 1983) . In Kintsch and van Dijk's model, the information in short-term memory during reading is assumed to be made up of explicitly stated words of the text plus the propositions that are being formed from them. The amount of information in short-term memory at any point in reading a text is loosely denned to be several clauses or sentences, depending on their length (cf. Daneman & Carpenter, 1980) . The relevant issue for the current discussion is not an exact specification of the amount of information in short-term memory at any point in processing, but rather the contrast between information that can be described as being locally available and global iivforma-tion. When local inferences are examined empirically, they involve pieces of explicitly stated information that are close together in a text. When global inferences are examined empirically, they involve pieces of information that are so widely separated in the text that it is clear they could not be in shortterm memory at the same time (without retrieval from longterm memory).
In the Kintsch and van Dijk (1978) model, the clauses in short-term memory are converted into semantic propositions. These propositions are connected together through overlap of their arguments, and they are ordered with respect to the most salient or topical proposition. Sentences and clauses do not usually provide an explicit representation of their underlying propositions and the connections among them; this information must often be inferred. For example, in the sentence "The mausoleum that enshrined the czar overlooked the square" the propositions are (roughly and informally) mausoleum enshrined czar and mausoleum overlooked square, where the two propositions refer to the same mausoleum. To form the appropriate locally coherent structure for the sentence, it must be encoded that the mausoleum both overlooked the square and enshrined the czar. In Kintsch and van Dijk's model, the processes that construct propositions are assumed to recognize that different occurrences of the same argument are in fact the same however the argument might be referenced (e.g., by a noun or an anaphor). Thus, the model assumes the encoding of the basic inferences necessary to form propositions through argument overlap. The minimalist view incorporates these inferences because they are based on the easily available information of short-term memory.
Empirical evidence confirms the assumption that inferences necessary to establish argument overlap are encoded. The encoding of inferences that establish prepositional semantic units is well documented. Recall of a text depends on the number of propositions in the text (Kintsch & Keenan, 1973) , and prepositional units tend to be recalled as a whole (Kintsch & Glass, 1974) . However, recall studies do not provide completely convincing evidence about encoded structures; with unlimited time in free recall, subjects may edit their responses to make them seem grammatical (i.e., by deleting incomplete propositions). Other evidence about prepositional structures comes from priming studies with recognition memory. Ratcliff and McKoon (1978; see also McKoon & Ratcliff, 1980b; Ratcliff & McKoon, 1981b) gave subjects short lists of sentences to study. After each study list, subjects were given a recognition test list made up of single words from the sentences and unrelated distracter words. A subject's task was to decide as quickly as possible if each word in the test list had or had not appeared in a studied sentence. If a target test word from one of the sentences was immediately preceded in the test list by another word from the same sentence, then response time for the target was speeded. This priming effect was significantly greater if the two words from the sentence were from the same proposition than if they were from different propositions. For example, for the mausoleum sentence, response time for the target SQUARE was faster when square was primed by mausoleum from the same proposition than when it was primed by czar from the other proposition. These prepositional priming effects have been shown to be due to automatic retrieval processes (Ratcliff & McKoon, 198 la) , indicating that the structures reflected by priming were encoded during reading.
Evidence that inferences to establish prepositional units are encoded during reading supports the minimalist position only if it can also be shown that the information on which the inferences are based is easily available. Studies that indicate immediate availability are provided in recent work by Swinney and his colleagues (cf. Nicol & Swinney, 1989; Swinney & Osterhout, 1990) , who used a cross-modal on-line lexical decision task. They used sentences like "The policeman saw the boy that the crowd at the party accused of the crime." In this sentence, boy should be encoded as the person who was accused (in the proposition crowd accused boy), and so boy should be quickly available after the word accused. To test this, sentences were presented auditorily, and at various points during the sentences, lexical decision test items were displayed visually. The lexical decision test items were strong associates of critical words in the sentences. The reasoning was that there should be facilitation in response time for an associate at any point where its related critical word was being used in comprehension. For example, the lexical decision for an associate of boy should be facilitated after the word accused because boy is the object of accused. The data showed this result and also that the associate was not facilitated after the word party, a point in the sentence where boy would not be used in building the underlying structure of the sentence. Similar evidence of immediate availability has been reported by Tanenhaus, Carlson, and Seidenberg (1985) and by Garnsey, Tanenhaus, and Chapman (1989) . This evidence is all consistent with the idea that the information necessary to make connections among propositions is quickly available. The total combination of evidence-that inferences about prepositional connections are encoded (Ratcliff & McKoon, 1978) and that the information on which they depend is quickly available (Nicol & Swinney, 1989 )-exactly fits the minimalist hypothesis.
A second kind of inference that is often needed to establish argument overlap is the connection between an anaphor and its referent. If a text mentions some pronoun and predicates information about the pronoun, then the information about the pronoun should be connected to a referent of the pronoun and to other information given by the text about that referent. The processing of coreference has been extensively studied. For example, Corbett and Chang (1983; also Chang, 1980; Clark & Sengul, 1979; Ehrlich & Rayner, 1983) used sentences like "Rachel tried to catch Sally, but she was not able to do it," with the possible referents of she presented for recognition test at the end of the sentence. They found that responses to the intended referent were faster than responses to the unintended referent (but see Gernsbacher, 1989; Greene, McKoon, & Ratcliff, 1992) . Nicol (1988 , cited in Nicol & Swinney, 1989 has demonstrated the availability of potential referents of pronouns more immediately than at the end of sentences. She used a cross-modal online lexical decision task (as presented earlier), and sentences like "The boxer told the skier that the doctor for the team would blame him for the recent injury" When test words were .presented immediately after the pronoun him, there was facilitation of response times for associates of the potential referents of the pronoun (boxer and skier). However, there was no facilitation for an associate of the noun that could not be a referent (doctor). This pattern of data is consistent with information about potential referents being quickly available, and so the result is consistent with the minimalist hypothesis.
A more stringent test of the minimalist position would be a combination of studies that showed both the encoding of appropriate connections between referent and anaphor and the immediate availability of the information that supports the connections. Such studies have not been done for pronouns, but they have been done for nominal anaphors (Dell, McKoon, & Ratcliff, 1983; McKoon & Ratcliff, 1980a) . These experiments used short texts that, in the first sentence, mentioned a character such as a burglar. "A burglar surveyed the garage set back from the street. Several milk bottles were piled at the curb. The banker and her husband were on vacation. The criminal/A cat slipped away from the streetlamp." In the last sentence, either the character introduced in the first sentence was referenced again with a category label (the criminal), or a new character (a cat) was introduced, with no mention of the character from the first sentence. When the last sentence referred to the burglar as the criminal, information about the burglar should have been directly connected from the first sentence to the last sentence. McKoon and Ratcliff (1980a) showed that these connections were encoded using recognition priming. Subjects were given study lists of texts to read. After each study list, they were given single words for recognition. Among the test words was a noun from the last sentence, and it was immediately preceded in the test list by the character from the first sentence (e.g., streetlamp immediately preceded by burglar). When the noun and the character were directly connected together in the text by the anaphor (The criminal), response times on the noun were speeded relative to when the noun and the character were not directly connected (when it was the cat that slipped away from the streetlamp). This result shows the encoding of connections based on anaphoric inferences.
Results indicating the immediate availability of information supporting the connections were obtained by Dell et al. (1983) . They used a word-by-word reading procedure in which each word of a text was displayed for 250 ms, and recognition test words could be presented after any word of the text. One test point was immediately after the first noun of the last sentence (the anaphor criminal or the word cat). At this test point, response times to the antecedent (burglar) and to another word from the same proposition as the antecedent (garage) were both facilitated in the criminal version of the last sentence relative to the cat version, consistent with immediate availability of the referent for the anaphor. Corbett (1984) also found results that indicate the immediate availability of potential referents for anaphors using a different paradigm. He found that reading times for anaphors like wooden toy were faster when there was only one possible referent in the text (wooden block) than when there was also a nonreferent from the same general category (rubber ball). Thus, taken in combination, these studies support the minimalist hypothesis by showing that the information necessary to establish anaphoric connections is available immediately during reading.
In the van Dijk and Kintsch (1983) processing model, the propositional connections established by repetitions of concepts and anaphoric relations are the only means of establishing local coherence. However, as Kintsch and van Dijk point out, prepositional connections are not sufficient to guarantee coherence. Keenan, Baillet, and Brown (1984) made this point with the sentence pair "Tom Jones plans to go to the dentist. A plane flew over Tom Jones." According to the minimalist position, inferences will be encoded if they are required for local coherence. The problem is to define exactly what constitutes local coherence. No formal definition is available, although researchers have made several suggestions. Lack of a formal definition does not mean that local coherence cannot be investigated empirically. Other concepts in psycholinguistics that lack formal definitions (such as proposition) have been used to excellent advantage (cf. Kintsch & Keenan, 1973; Kintsch, Kozminsky, Streby, McKoon, & Keenan, 1975; Kintsch & van Dijk, 1978) , and empirical investigation should lead to more formal descriptions and definitions of local coherence. For present purposes, we assume that a set of two or three sentences is locally coherent if it makes sense on its own or in combination with easily available general knowledge. It is not locally coherent if information from elsewhere in the discourse is required.
Suggestions for the kinds of inferences that might be involved in local coherence include bridging inferences and causal inferences. Haviland and Clark (1974) outlined several kinds of bridging inferences, and Keenan and Kintsch (1974; also McKoon & Keenan, 1974) provided data to indicate that bridging connections are encoded into the memory representation of a text. An example of a text used by Keenan and Kintsch is "Police are hunting a man in hiding. The wife of Bob Birch disclosed illegal business practices in an interview on Sunday." For this text, a bridging inference is required to provide the relation between Bob Birch and the man in hiding. Keenan and Kintsch found evidence that this inference is encoded during comprehension. They used a verification test (given 15 min after the text was read). Response times for the statement "Bob Birch is the man who is hiding" were just as fast for the text that required the bridging inference as for another version of the text that made the inference explicit. From this result, Keenan and Kintsch argued that this kind of bridging information was encoded during reading. Whether the result is fully consistent with the minimalist position is not clear. The information that Bob Birch is the man who is in hiding is not known before reading the text, and so it would not be quickly and easily available. Therefore, the minimalist prediction would be that it was constructed by a relatively slow inference process; this prediction has not been tested.
Another potential contributor to local coherence is causality; propositions that are in short-term memory at the same time have been said to be connected by their causal relations. One way to demonstrate the importance of causal relations would be to show that causally relevant propositions are preferentially maintained in short-term memory during reading. Fletcher, Hummel, and Marsolek (1990) found evidence for such maintenance, although it could be argued that, with their materials, causally relevant propositions were maintained in short-term memory by virtue of (anaphoric) repetitions of their content rather than by virtue of their causality.
Other demonstrations of the effects of causal relations have used pairs of sentences that were designed to vary in their causal relatedness. Keenan et al. (1984; see also Bloom, Fletcher, van den Broek, Reitz, & Shapiro, 1990; Myers, Shinjo, & Duffy, 1987) found that the reading time for the second sen-tence of a pair was slowed as the causal relatedness of the pair was decreased. There are two possible interpretations of this result: One is that reading time was slowed by the process of constructing (or attempting to construct) a causal chain to relate the two sentences-less related sentences require the construction of a longer chain. The other interpretation is that reading time slowed because of difficulty in finding an already existing causal chain in long-term memory. By this interpretation, closely related sentences are causally connected through a relation provided by long-term memory. The causal chain that connects two closely related sentences may be long or short, but it will be quickly processed because it is already available and does not have to be constructed. Less closely related sentences would represent a mixture of processes, some connected by difficult-to-access relations in long-term memory, some connected by newly constructed relations, and some perhaps left without any causal connection.
Given these different interpretations, it is not clear whether the causal connections investigated in these studies were encoded automatically. From the minimalist point of view, the causal relations encoded automatically during reading should be those that are quickly available from long-term memory; those that are not available from long-term memory but are required to establish local coherence should also be encoded. This claim has not been tested empirically. One problem is to define what causal inferences are necessary for coherence; we return to discussion of this problem after considering research on global inferences.
Leaving aside the uncertain situation with causal relations, the minimalist hypothesis is well supported with respect to local coherence: Current data are consistent with the claims that inferences based on quickly available information are encoded during reading. The minimalist position would be contradicted if it could be shown that some inference was encoded even though it was neither quickly available nor necessary for local coherence. The minimalist position would also be contradicted if it could be shown that there were kinds of quickly available information that did not support inferences. However, there is no such evidence to contradict the minimalist claims. In the next section, we show that the situation for global inferences is much different than that for local inferences. Although the local inferences for prepositional structures posited by the minimalist view are relatively easy to demonstrate empirically, there is no evidence that global inferences for global structures are automatically generated during comprehension.
Global Inferences
Many researchers have proposed that global inferences connect widely separated pieces of textual information and that they do so automatically as a necessary part of comprehension. Sometimes these inferences are analyzed as the linking elements of a story "grammar" so that initiating settings, characters, goals, and events are linked to their consequent events and outcomes (Mandler, 1978; Mandler & Johnson, 1977; Rumelhart, 1975; Stein & Glenn, 1979; Thorndyke, 1977) . More often, global inferences are the links that connect explicit pieces of information into an overall causal chain or network (Black & Bower, 1980; Graesser, 1981; Graesser, Robertson, & Anderson, 1981; Omanson, 1982a Omanson, , 1982b Trabasso & van den Broek, 1985; Trabasso & Sperry, 1985) . From the minimalist point of view, these inferences should not be automatically constructed during reading. They are usually not required to establish local coherence, and they are usually not supported by well-known information. Only if a text is locally incoherent at some point should global information be recruited to establish local coherence. Of course, readers will often construct global inferences when such inferences are required by the readers' goals. Minimalist inferences will be constructed in the absence of special goals or strategies and to provide the bases for goal-driven inferences.
Experiments 1 through 4 examined whether global causal inferences are generated automatically during comprehension. Because the experiments directly challenge the hypothesis that global inferences are encoded automatically, it is necessary to explain clearly what kinds of inferences are both causal and global. As an illustration, we use the method of analysis of causal relations developed by Trabasso and his colleagues (cf. Trabasso & van den Broek, 1985) . Table 1 shows a short story and its analysis, adapted from an article by Suh and Trabasso (1988) . The meaning of each sentence in the story is identified as setting, initiating event, goal, action, outcome, or reaction. These elements make up the definition of an episode. For an episode to occur, there must be a setting in which it occurs, one or more initiating events in the setting, and reactions to the events. If the reactions lead to a goal, then one or more actions will result, and they in turn will have outcomes. This episode structure is recursive in that outcomes may provide the initiating events for further reactions, goals, and outcomes. The definition of the episode structure requires that each goal be linked directly to its initiating event or events and each outcome be linked directly to the goal it fulfills (or fails to fulfill). It is assumed that these direct links must be encoded during reading. If the links are not explicitly stated, then they will be inferred. If the necessary pieces of information to create the links are not locally available, then they will be retrieved from memory. The links between initiating events and goals, and between goals and outcomes, that are assumed for the story in Table 1 are shown at the bottom of the table. The mother's birthday is the initiating event for the goal of wanting to buy a present, and the outcomes of this goal are that everything was too expensive and no present was bought. These outcomes plus the original initiating event, the birthday, provide the initiating events for the second goal, knitting a sweater. For this second goal, an inference is required, namely, that the sweater was to be the mother's birthday present. This is labeled a global inference if it is the case that the initiating event, the mother's birthday, is no longer available in working memory when the second goal is read. The specific analysis for the story in Table 1 is from Trabasso and van den Broek (1985) , but other causal analyses (e.g., Black & Bower, 1980; Graesser, 1981; Mandler & Johnson, 1977; Omanson, 1982a Omanson, , 1982b Rumelhart, 1975; Stein & Glenn, 1979; Thorndyke, 1977) would also assume that the inferred link between the birthday and knitting the sweater was encoded during reading into the mental representation of the story.
A number of empirical results have been obtained that are consistent with causal analyses of stories. The largest body of data comes from recall studies. The probability of recalling any particular fact can be predicted from its position in the causal network representation of its story (cf. Black & Bower, 1980; Omanson, 1982a; van den Broek, 1988) . Causal information that is on a direct causal chain from the beginning of a story to the end is more likely to be recalled than information that is not on the chain (Trabasso & van den Broek, 1985; van den Broek & Trabasso, 1986) . Also, the probability of recalling a piece of information increases with the number of causal connections it has to other pieces of information (Trabasso & Sperry, 1985) . These recall findings have often been cited as support for the hypothesis that global causal inferences are encoded during reading. However, recall does not necessarily measure encoding. It may be that recall sometimes gives an accurate measure of encoded information, but it may also measure the results of the retrieval and editing processes that operate on encoded information, and these processes may give nonrandom distortions of the encoded information. For recall of stories, it is easy to see that subjects might edit the facts of their encoded representations into causally connected structures, eliminating facts that they remembered but decided not to write down and working extra hard to remember facts that would turn an otherwise unrelated list of sentences into a coherent story. Thus, the causal structures found in recall protocols may be a reflection of editing processes and not an accurate reflection of the representation in memory that was formed by encoding processes.
This point is reinforced by empirical demonstrations of the roles of retrieval and editing processes. For example, Alba, Alexander, Hasher, and Caniglia (1981) showed that subjects could recognize statements from stories for which they knew the topic as well as they could recognize statements from stories for which they did not know the topic, even though recall was much worse when they did not know the topic. Another clear example of the operation of retrieval processes is provided in a study by Singer (1978) . He showed that the effectiveness of a cue for recall was determined by backward associations at the time of recall from the cue back to the text to be recalled, not forward associations inferred when the text was read. Other results by Corbett and Dosher (1978) and Baillet and Keenan (1986) also demonstrate that recall experiments do not provide convincing evidence that inferences are generated during reading.
The processes that can be involved in recall, including editing and inference generation, are important processes to study, but they are not the focus of this article. Our aim is to separate out and focus on the inferences that are automatically included in a text representation at encoding. In this way, a clearer demarcation can be drawn between processes that occur at encoding and those that can occur at retrieval.
In Experiments 1 through 4, we use experimental procedures other than recall to compare causal global inferences to inferences based on locally available information. From the minimalist hypothesis, we expected that global inferences would not be automatically encoded during reading. This finding is also predicted by results from experiments by Glanzer, Fischer, and Dorfman (1984) . They interrupted subjects' reading in the middle of a text and gave them an unrelated task to perform. When the subjects resumed reading the text, the best aid to comprehension was not global information about the topic of the text, but local information from the context immediately preceding the interruption.
Empirical Tests for Global Causal Inferences
The basic hypothesis that runs through all of Experiments 1 through 4 is that, barring special strategies by readers, causal global inferences are not constructed if a text is locally coherent. Only when a text is not locally coherent will global information be brought in to aid comprehension. Of course, readers can and often do adopt special strategies, either during reading or recall, to involve global information in local processing. However, in the typical laboratory experiment without special instructions, such strategies do not appear to be used during reading.
The hypothesis that global inferences are not automatically constructed for locally coherent texts is suggested by consideration of simple examples. Suppose a story relates that, when a killer's rifle won't work properly, he reaches for his hand grenades. This sequence of events makes sense without global knowledge of the killer's goal, to assassinate a president. On the other hand, if a text is not locally coherent, then global information should be used. When a character in a story decides to buy fruit and yogurt as a result of finding her bicycle broken, a reader needs the global information that she is trying to lose weight to make sense of the scenario.
Experiment 1 contrasted the availability of local and global information during reading of short texts. Causal global inferences were identified using the definitions given by Trabasso (Suh & Trabasso, 1988; Trabasso & Sperry, 1985; Trabasso & van den Broek, 1985) and described earlier. All of the texts were locally coherent, and results indicated that local information is available during comprehension. The texts did not require global causal information for coherence at the local level, and results indicated that it was not used. Experiment 2 extended these results with texts of two types. One type was coherent at the local level, but local information contradicted global information. The data showed no effects of this contradiction. The second type of text was not coherent locally, although it could be made coherent through global information. In this case, the data showed that global information does become available for use at the local level.
Experiments 3 and 4 used long, naturalistic stories to investigate the representations of inferences in memory. The cause of some specific event in a story was separated from the event by several paragraphs. The empirical question was whether global inferences would connect the event to its cause in the memory representation of the story. The data indicated that this does not happen. Thus, over all four experiments, there is no evidence that global causal inferences are constructed during reading.
Experiment 1
This experiment was designed to assess the availability of local and global information at the end of reading short texts. Each text had two paragraphs, an introduction paragraph and a continuation paragraph, as shown by example in Table 2 . In the introduction, a general goal (e.g., killing the president) and a goal subordinate to the general goal (using a rifle) are described. For the continuation paragraph, there were three different versions: Control, Try Again, and Substitution. In the Control continuation, both goals are achieved (the president is shot), and a new goal is introduced. In the Try Again continuation, a problem arises in achieving the subordinate goal and the character tries this goal again (using the rifle in a different way). In the Substitution continuation, a problem also arises with the subordinate goal, but instead of trying again, the character replaces it with a new subordinate goal (hand grenades). The new subordinate goal, like the old one, is designed to achieve the original general goal (killing the president).
Subjects read each text one sentence at a time, at a pace they controlled themselves. Availability of a goal was tested by presenting a recognition test word for the goal immediately after the final sentence of the text.
For the general goal in the texts, the minimalist and construc- The crowd's cheers alerted the onlookers to the president's arrival. The assassin wanted to kill the president. He reached for his high-powered rifle. He lifted the gun to his shoulder to peer through its scope. The assassin hit the president with the first shot from his rifle. Then he started to run toward the west. The searing sun blinded his eyes. The scope fell off as he lifted the rifle. He lay prone to draw a sight without the scope. The searing sun blinded his eyes. The scope fell off as he lifted the rifle. So he reached for his hand grenades. The searing sun blinded his eyes.
General goal test word: Kill Subordinate goal test word: Rifle Note. The labels of the parts of the stories were not presented to the subjects. tionist positions make different predictions. All of the continuations were written to be coherent in themselves; the general goal is not needed to comprehend any of them. Thus, according to the minimalist prediction, the general goal should not be used during comprehension of any of the continuations, and so the availability of the general goal should be equal across the different continuations. Responses to the general goal test word should not differ across the continuations in speed or accuracy. In contrast, according to a constructionist theory, responses to the general goal test words should be faster in the Try Again and Substitution continuations than in the Control continuation. This is because the character in the text is still trying to achieve the general goal at the end of both the Try Again and Substitution conditions but not at the end of the Control condition (where a new general goal has taken over).
For the subordinate goal, the minimalist and constructionist positions can make the same predictions. Locally, the original subordinate goal is necessary for comprehension only in the Try Again continuation; in neither the Control condition nor the Substitution continuations is the original subordinate goal still necessary to understand the character's actions. Thus, responses to the subordinate test word should be faster, more accurate, or both in the Try Again condition relative to the other two. For a constructionist theory, the character is still trying to achieve the original subordinate goal in the Try Again continuation, and so responses should be facilitated in this condition relative to the Control. In the Substitution continuation, there might or might not be facilitation, depending on whether the switch to a new subordinate goal eliminated all facilitation for the original subordinate.
Method
Materials. Each of the 30 experimental texts was made up of an introduction and three different continuations. The introduction introduced a general goal for the main character in the story (e.g., killing the president for the text in Table 2 ) and a subordinate goal that was a way of obtaining the general goal (e.g., using a rifle). The general goal was mentioned only once in the introduction and was not mentioned explicitly in the continuations. The subordinate goal was mentioned once in the introduction and again in the first sentence of each continuation. The introductions were always four sentences in length. The general goal and the subordinate goal were used as test words (e.g., kill and rifle).
In the Control continuation, the first sentence described successful fulfillment of the subordinate goal and so, by implication, the general goal. Then, the second sentence described a new general goal for the character. Examples of the original general goals in the introductions and new general goals in the Control continuations include going out for an evening's entertainment and then finding out where to buy furniture, cleaning house and then painting a barn, eating and then back scratching, getting a front-page story and then moving a printing press, investing money and then stopping at a dry cleaners, and holding a sale and then going to Europe.
The second continuation, the Try Again condition, described a problem with fulfilling the subordinate goal and presented a new method for fulfilling the same subordinate goal. Examples of the new and old methods include having a lecture from a doctor instead of from a social worker, going somewhere by train instead of by car, adopting a baby through a lawyer instead of an agency, borrowing money from a bank instead of a relative, asking a sister to do something instead of a friend, and going to cheerleader practice instead of going home. Note that in each case, the two methods of achieving the subordinate goal are coherent alternatives even though the general, superordinate goal for these examples is not given here. For example, having a lecture from a doctor instead of a social worker makes sense without knowing that the general goal is to obtain information about the world's population problems.
The third continuation, the Substitution condition, also described a problem with fulfilling the original subordinate goal and presented a new subordinate goal that would fulfill the original general goal. Examples include raking the lawn instead of trimming the hedge, a lecture about the world's food supply instead of about birth control, going to see fireworks instead of to the beach, giving money to a charity instead of to specific people, selling stocks instead of borrowing money, and going to a night club instead of to a movie. In each of these examples, the alternative makes sense without the general goal. For example, trimming the hedge can be understood as a substitute for raking the lawn without knowing the general goal of getting ready for a lawn party.
Each continuation was three sentences in length, and the final sentences of the three continuations were identical. The continuations were all locally coherent, as shown by the examples, in that they could make sense without knowledge of the general goal stated in the introduction.
In some of the Try Again and Control continuations, the second sentence contained words that might be semantically associated (preexperimentally) to one or the other of the test words. For example, the words sight and scope are associated with rifle. However, the number of items with such associations was about the same for the Try Again and Substitution continuations for both the general goal and subordinate goal test words. Thus, overall, associations between words in the texts and test words were equated across all conditions but the Control.
There were also 42 filler texts, each with one test word. Nine of the fillers were five sentences in length, 9 were six sentences in length, and 9 were eight sentences in length. For each length, six of the tests had positive test words and three had negative test words. The other 15 texts were seven sentences in length and had negative test words.
Procedure. The presentation of stimuli and collection of responses was controlled by a real-time computer system. Stimuli were displayed on a cathode-ray tube (CRT) screen, and responses were made by pressing keys on the CRT's keyboard.
The experiment began with a practice list of 8 texts, each one to three sentences in length. Then the 72 texts of the experiment proper were presented, eight fillers first and then the remaining texts in random order.
Presentation of each text began with an instruction displayed on the CRT screen asking the subject to press the space bar. When the space bar was pressed, there was a 200-ms pause, and then the first sentence of the text was displayed. The sentence remained on the screen until the subject pressed the space bar again; then the screen was cleared, there was a 500-ms pause, and then the next sentence of the text was displayed. Presentation of the sentences continued in this way until the final sentence of the text. After the final sentence was displayed and the space bar pressed, a row of asterisks appeared with a test word immediately below it. The subjects' instructions were to indicate whether the test word had appeared in the immediately preceding text, by pressing the "?/" key for a positive response and the z key for a negative response. The test word was erased from the screen immediately after the response. If the response was incorrect, the word ERROR was presented for 2,000 ms, and then the screen was cleared and there was a pause of 200 ms. If the response to the test word was correct, then there was a 200-ms pause. After the pause, the response time for the test word was displayed for 800 ms, then there was a 500-ms pause, and the instruction to press the space bar to begin the next text was displayed. Subjects were instructed to read the texts carefully and to respond as quickly and accurately as they could to the test words.
Design and subjects. With one group of 18 subjects, the test word for the experimental texts was always the general goal; for the other group of 18 subjects, it was always the subordinate goal. The experimental texts were presented with the Control, the Try Again, or the Substitution continuations. This variable was combined with three sets of subjects (6 per set in each group) and three sets of texts (10 per set) in a Latin square design. The subjects participated in the experiment for credit in an introductory psychology course.
Results
The mean reading time for the final sentence of each text and the mean response times and error rates for each subject and each test word were calculated; means of these means are displayed in Table 3 . There were no specific predictions about final sentence reading times; they are included for completeness. Subjects who were tested with the subordinate goal test words read faster than subjects who were tested with the general goal test words.
According to the minimalist local coherence position, only local information and not the original general goal is necessary for comprehension of the continuations. Thus, response time and accuracy for the general goal test words should not vary across the different continuations, as is shown in the data in Table 3 . For the subordinate goal test words, in the Control and Substitution continuations, a new goal was substituted so that the original subordinate need no longer be involved in comprehension at the end of the continuations; as a result, response times for the subordinate test word should be relatively slow and/or inaccurate. In the Try Again continuation, the original subordinate goal was still necessary for comprehension of the character's actions, so response times should be relatively fast and/or accurate. This is the pattern of data shown in Table 3 .
For the test words expressing the original general goal, analysis of variance (ANOVA) showed no significant differences in response times, error rates, or reading times for the final sentences. For the test words expressing the original subordinate goal, the response times were significantly different across the continuations, F(2, 34) = 5.5, with subjects as the random variable, and F(2,58) = 3.4, with test words as the random variable. The standard error of the response times was 11.6 ms. There were no significant differences in error rates or in the reading times of the final sentences (Fs < 1).
Discussion
The critical comparison between the minimalist local coherence hypothesis and the global constructionist hypothesis rests in their predictions for the general goal test word. According to the constructionist hypothesis, the character in the text is still trying to achieve the general goal at the end of the Try Again and Substitution continuations, and so responses to the goal test words should be facilitated in these conditions relative to the Control condition. According to the minimalist hypothesis, responses for the general goal test words should not differ across the three conditions because all the continuations are locally coherent and none require the general goal for local Note. RT = response time.
comprehension. The data support the minimalist view because there are no differences across the conditions. The data for the subordinate goal test words do show differences across conditions, indicating that the experiment did not lack power.
Experiment 2
Experiment 2 was devised to provide additional tests for global inferences. The procedure was the same as in Experiment 1: Subjects read short texts sentence by sentence, and recognition test words were presented after the final sentence. Examples of the texts are shown in Table 4 . There were two kinds of texts, Globally Inconsistent and Locally Inconsistent, each with an Introduction plus a Control continuation and a Problem continuation.
The first text is labeled Globally Inconsistent. This reflects the fact that, in the Problem continuation, watching videotapes is not consistent with the stated goal of working out an injured arm. The text provides a test for global inferences because the inconsistency should amplify the use of global information at the local level, and so responses to the test word workout should be facilitated relative to the Control condition. However, the Problem continuation, like the Control continuation, is locally coherent; neither requires use of the general goal for comprehension. If only local information is used in comprehension, then there should be no facilitation of workout in the Problem condition relative to the Control condition.
The second type of text is labeled Locally Inconsistent because replacing a broken bicycle with grapefruit and yogurt does not make sense on the local level. However, it does make sense in the global context of trying to lose weight. For this text, both the global inference and the minimalist positions agree: The global goal information about losing weight should be recruited during local processing, and responses to the goal test word (weight) should be facilitated in the Problem condition relative to the Control condition.
Method
Materials. Each of the experimental texts used in the experiment was made up of an introduction and two different continuations. The introductions, always four sentences in length, described some goal for the main character of the story (a workout in the first example in Table  4 ). This goal was mentioned explicitly only once in the introduction and not mentioned explicitly in either continuation. One word expressing the goal (e.g., workout) was used as the test word for the text. In the first continuation, the Control condition, the goal was fulfilled and a new goal described (the Control versions were similar to the Control versions used in Experiment 1). In the Problem continuation, some problem that prevented attainment of the original goal was described, and then a new goal was substituted. The final sentences of the two continuations were always the same, and all continuations were three sentences long.
There were two sets of experimental texts (20 in each set) that differed in the relation between the substitute goal in the Problem continuation and the original goal. In the Globally Inconsistent set of texts, the new goal was inconsistent with the original goal; some examples of new and original goals include fixing a lock in the attic instead of preparing the grounds for a lawn party, going to a restaurant instead of on a picnic, buying a conservative gown instead of buying something to look unusual, donating money instead of finding a cure for loneliness, watering the chickens instead of cleaning the house, buying a heated swimming pool instead of saving on electric bills, flying to Las Vegas instead of investing wisely, and serving take-out hamburgers instead of a sumptuous feast. In each case, the substituted goal cannot lead to achievement of the original goal-there is no way that take-out hamburgers can provide a sumptuous feast, and presenting the two goals in conjunction, as is done here, makes the inconsistency clearly apparent. What makes the inconsistency not obvious to readers of the texts is that the two goals are not simultaneously available. The continuation becomes locally coherent because there is a plausible relation between the problem and the substitute goal (e.g., take-out hamburgers are a plausible alternative when someone forgets to buy steak).
In the Locally Inconsistent set, the substitute goal was consistent with the original goal (as dieting is another way to lose weight in Table  4 ), but the relation between the problem (a broken bike) and the substitute (buying grapefruit and yogurt) could not easily be determined at a local level. Some examples of problems and the actions that resulted from them include going to McDonald's after finding a stopped clock, looking for a scarf when the power goes out, substituting a quilt for a clock, calling customers when the vegetables are overcooked, and looking in the cupboards when the car won't start. In these examples, it is not clear why the action results from the problem because the general goal is not given. For example, the general goal connecting the quilt to the clock was the search for something decorative to place above a fireplace mantel.
In addition to the test word that described the goal introduced in the introduction, each text also had two other test words, one for each continuation. About half of these were words that appeared in the continuation (positive test items), and about half were words that did not appear in any text at all (negative test items).
There were also 40 filler texts. Each was seven sentences in length, and each had two test words. Of all the filler test words, 30 were posi-
Introduction

Control continuation
Problem continuation
Goal test word: Weight
Locally inconsistent
Diane wanted to lose some weight. She thought she should lose at least 20 pounds. Diane thought cycling might help her lose some weight. She went to the garage to find her bike. Diane peddled 5 miles each day for 3 months and became very slim. She decided to go back to school to complete her degree. It took several years, but Diane finally reached her goal. Diane's bike was broken and she couldn't afford a new one. So she went to the grocery store to buy grapefruit and yogurt. It took several years, but Diane finally reached her goal.
live words from their texts and 50 did not appear in any text. The positive words were always chosen from the latter halves of their texts (because the goal test words from the experimental texts were always from the beginning of their texts).
Procedure. The presentation of stimuli and collection of responses were controlled by a real-time computer system. Stimuli were displayed on a CRT screen, and responses were indicated using keys on the CRT's keyboard.
The experiment began with a practice list of 30 texts, each one or two sentences in length. Then the 80 texts of the experiment proper were presented in the same manner as the practice texts.
Presentation of each text began with an instruction displayed on the CRT screen asking the subject to press the space bar. When the space bar was pressed, there was a 500-ms pause and then the first sentence of the text was displayed. The sentence remained on the screen until the subject pressed the space bar again; then there was a 50-ms pause, the screen was cleared, there was another 50-ms pause, and then the next sentence of the text was displayed. Presentation of the sentences continued in this way until the final sentence of the text. After the final sentence was displayed and the space bar pressed, a row of addition signs appeared with a test word immediately below it. The subjects' instructions were to indicate whether the test word had appeared in the immediately preceding text by pressing the "?/" key for a positive response and the z key for a negative response. If the response was incorrect, the letters of the word ERROR!! were presented one at a time for 600 ms each, and then the screen was cleared and a row of addition signs and a second test word were presented. If the response to the first test word was correct, then the test word was erased from the screen, there was a 100-ms pause, and then the row of addition signs with the second test word appeared. If the response to the second test word was correct, the instruction to press the space bar to begin the next text was displayed. If the response was incorrect, the error message was presented before the instruction to begin the next text. The order of presentation of the texts was randomly chosen, a different randomization for each second subject. For the experimental texts, the first test word was always the word expressing the goal mentioned in the introduction. For the filler texts, the correct response for the first test word was always negative. Subjects were instructed to read the texts carefully and to respond as quickly and accurately as they could to the test words.
Design and subjects. For one group of 50 subjects, the experimental texts were the Globally Inconsistent set, and for a second group of 50 subjects, they were the Locally Inconsistent set. Each of the sets was divided into two subsets. The subsets were combined in a Latin square design with two sets of subjects (25 subjects per set) and the two continuations, Problem and Control.
Results
Mean response times and error rates for the test words were calculated for each subject and each test word, and mean reading times were calculated for each sentence of each text. Means of these means are shown in Table 5 .
From both the minimalist and global inference points of view, the Problem continuations of the Locally Inconsistent texts should require the use of global information. The original goal is needed for the continuations to be understood. Thus, responses to the general goal test word should be faster in the Problem Condition than the Control condition, which is what the data show. For the Globally Inconsistent texts, the two points of view make different predictions; according to the local coherence position, there is no local problem with comprehension, and so there should be no significant difference between mean response times for the goal word in the Problem and Control continuations. According to the global coherence position, the general goal should still be involved in comprehension in the Problem Continuation, and so response times for the test word should be facilitated. As Table 5 shows, no significant facilitation was observed (the nonsignificant difference is in the wrong direction).
The results just described represent an interaction shown significant by ANOVA, F(\, 49) = 4.68, with subjects as the random variable, and F(l, 38) = 7.32, with test words as the random variable. There was also a significant main effect, that responses for the goal test words were slower for the Globally Inconsistent than the Locally Inconsistent texts, F(l, 49) = 41.2, with subjects as the random variable, and F(l, 38) = 6.29, with test words as the random variable. The standard error for the response times was 17 ms.
Post hoc tests showed the advantage for response times for the goal word with the Locally Inconsistent Problem texts to be significant, F(l, 49) = 5.65, with subjects as the random variable, and F(l, 38) = 11.1, with test words as the random variable. For the Globally Inconsistent texts, response times for the goal words were actually slower with the Problem text than the Control text, but this difference was not significant, F(l, 49) = 1.31 and F(l, 38) =2.58.
The error rates for the goal test words were generally in accord with the response times. The interaction between Locally versus Globally Inconsistent text and continuation type was significant, with subjects as the random variable, F(l, 49) = 4.21, but not with test words as the random variable, F(l, 38) = 2.37. No other effects were significant (Fs < 1.07).
The reading time data is presented in Table 5 for completeness. There are two points worth noting. First, reading times for Sentence 6 are slow in all conditions, reflecting the point at which a new goal is introduced. However, reading times show less slowing for the Locally Inconsistent Problem continuations than for the other three conditions. This suggests that connecting a new goal to a previously mentioned higher order goal may be easier when the new goal is perceived to be directly related to previously mentioned goals. Second, the patterns of reading times are about the same for the two kinds of texts, Globally and Locally Inconsistent. Thus, the differences in response times for the goal test words cannot easily be ascribed to differences in reading times.
Discussion
Experiments 1 and 2 offer three tests of the notion that causal global inferences are encoded during reading. In both the Try Again and the Substitution conditions of Experiment 1, the general (global) goal should have been tied into comprehension at the ends of the stories. The same is true for the Globally Inconsistent Problem continuations of Experiment 2. However, in none of the three cases was there evidence that the general goal was more available after these continuations than after the Control continuations. Instead, the results support the hypothesis that global information is not automatically used during local comprehension.
Experiments 1 and 2 also offer two tests of the idea that the availability of concepts depends on whether they are required to establish local coherence. In both the Try Again continuations of Experiment 1 and the Locally Inconsistent Problem continuations of Experiment 2, concepts that were required for local coherence showed facilitation relative to the Control condition.
Experiments 1 and 2 used an on-line testing procedure. It is often argued that there are several possible interpretations of results obtained with this procedure (cf. McKoon & Ratcliff, 1980a; McKoon & Ratcliff, 1989a; Potts, Keenan, & Golding, 1988; . Up to this point, we have assumed that a response to a test word reflects the state of availability of the concept tested, that is, the state of availability at the end of the text that precedes the test word. However, another possibility is that the response reflects a backwards context-checking process by which the test word is matched against the preceding text to determine if it fits the context (Forster, 1981) . A poor match could inhibit the response, and a good match could facilitate it. Still another possibility is that the preceding text and the test word are jointly matched against memory as a compound cue ; again, a good match would facilitate the response and a poor match would inhibit it. Fortunately, the data for Experiment 1 provide the means to decide among the interpretations. Both the backwards context checking and the joint matching interpretations lead to the same prediction: Response times for the general goal test words should be facilitated in the Try Again and Substitution conditions relative to the Control condition. This is because the texts in the former two conditions are still discussing information relevant to the general goal, whereas the Control is not (in the Control continuation, a new general goal has been introduced). For example, the test word clean should have provided a good context-checking match when the Try Again and Substitution continuations discussed water or brooms, but not when the Control continuation discussed painting a barn. However, this prediction does not fit the data; there were no significant differences in response times across conditions for the general goal test word. By this reasoning, we interpret the results of Experiments 1 and 2 as reflecting inference processes that occur during reading. The processes of backwards context checking and jointly matching text and test word against memory may also have been part of the processing of the test word, but they were not responsible for differential response times and accuracy rates across experimental conditions. However, it should be stressed that this is not a general conclusion about the on-line processing of test words. In other experiments, backwards context checking or a joint matching process might be responsible for on-line testing results.
The results of Experiments 1 and 2 support the local coherence, minimalist hypothesis over global inference theories. A recent experiment by Suh and Trabasso (1988) also can be interpreted to support the minimalist hypothesis (although Suh and Trabasso interpreted their results differently). They tested for the use of global information during reading of texts like that in Table 1 and found increased availability of global information at places that might have corresponded to coherence breaks, that is, points at which local coherence may not have been possible without the use of global information.
Despite the support for the minimalist hypothesis in Experiments 1 and 2, it could be argued that the texts in all these experiments were short and unnaturalistic. Also, only one experimental methodology was used, testing single word recognition immediately after reading. In Experiments 3 and 4, longer and more natural texts were used. The procedure in Experiments 3 and 4 was one that would allow examination of possible global inferences in the memory representations of the stories.
Experiment 3
The stories for Experiment 3 were 600-word narratives of the sort that might describe a television adventure story (see Tables  6 and 7) . They were written to express a series of goals for a main character, with each goal eventually being fulfilled through some outcome. The goals were embedded such that fulfillment of any goal required that all of its subordinate goals had to be fulfilled first. For example, in the Kidnapped story, Jon had to help AH with the microfilm to get into the fortress, and he had to get into the fortress to find his daughter, and so on. Once the most subordinate goal was fulfilled (e.g., Jon gets the microfilm), then the other higher goals could each be fulfilled in turn. If global causal inferences are constructed during reading, then each goal should be connected to its eventual outcome by inferred relations. This should be true even though the goal and the outcome events are far from each other in the text. However, if only local relations are constructed, then the goals will not be connected directly to their outcomes.
Whether the goals of the stories were connected to their outcomes in the encoded representations of the stories was tested with a priming procedure. Subjects read two stories and then were presented with a list of test statements for verification. For each story, there were statements that tested goals and statements that tested their outcomes. Theories that assume the encoding of global causal relations during reading would predict that a goal was connected to its outcome during reading and therefore that the connection would be encoded into the memory representation of the story. It follows, then, that a test statement about the goal should facilitate responses to an immediately following test statement about the outcome. This should be true even when several paragraphs intervene between the statements in the text. The facilitation given to the outcome statement by the goal statement should be greater than any facilitation that might be given by some other statement that was equally far away in the text.
Method
Materials. Twelve stories were written, each with a series of embedded goals. An example story is shown in Table 6 , and the structure of the goals used in the experiment is shown in Table 7 . (Table 7 does not represent the complete goal structure for all the goals for all the characters, only those goals relevant to the test conditions used in the experiment.) The stories were written so that each subgoal had to be fulfilled before the next highest subgoal could be attempted. So, for example, Jon had to find his daughter before he could attempt to rescue her. For each story, there was a series of true-false test sentences. One of these, an outcome target, expressed the outcome of one of the goals; for example, "Ali drove with Jon hidden in the trunk" expressed the means by which Jon achieved the goal of entering the fortress. A second, goal prime, test sentence expressed the goal ("Jon had to find help to get into the fortress"). A third test sentence (action near goal prime), a control condition, expressed some action that was near to the goal in terms of number of words in the story but not directly related to the goal; and a fourth sentence (near prime), another control condition, expressed an action that was near to the outcome in terms of number of words. Four more test sentences represented the same four conditions (goal, outcome, and two controls) with a different goal of the story. Finally, there were eight other sentences used as fillers in the test lists, three true sentences and five false sentences. The stories ranged from 579 to 613 words in length and from 53 to 59 lines when presented on a CRT screen. Each story was divided into seven paragraphs. The test sentences that represented the experimental conditions ranged from 7 to 11 words in length. Test sentences were taken as exactly verbatim from the stories as possible, allowing for shortening and using names or descriptions instead of anaphors.
There were also 12 other stories that were part of another experiment . These were about the same length, and each of them had seven true and five false test sentences that were used in the test lists.
Procedure. The experiment was conducted with a CRT screen and keyboard as in Experiments 1 and 2. The experiment began with a practice list of 40 strings of letters presented for lexical decision to give subjects practice at responding quickly and accurately with the keys on the CRT keyboard. After the lexical decision, there was 1 study-test list for practice and then 12 study-test lists for the experiment proper.
Each study-test list began with an instruction to press the space bar Jon was a CIA agent who often worked behind the Iron Curtain. He had made many enemies, and one of them, a KGB agent, kidnapped his daughter, Karyn, while she was on a trip to the Bahamas. It was all part of a plan to get revenge because Jon had foiled one of the enemy agent's plots many years before.
Jon wanted to get Karyn back from the KGB agent who had kidnapped her as quickly as possible. He had worked against the KGB agent, Vladimir, many years ago and was very worried about his daughter's safety. Although the authorities told Jon that he should stay at home and let the professionals do their job, Jon decided that he had to get to the Bahamas. Anxious, as any father would be, he made a reservation on the first plane he could find. In a few hours Jon arrived in the Bahamas.
Jon believed the only way he would get Karyn back safely was to find her himself. He had to find out where the kidnapper had taken her. Soon after Jon checked into a hotel, a young man delivered a ransom note from his enemy, Vladimir. As soon as the messenger left, Jon quietly followed him. He hoped that the young man would lead him to Vladimir. After some time, Jon arrived at a large, old fortress that was once used as a prison. As Jon watched the messenger go into the fortress, he was sure this was where his daughter was being held by Vladimir. He hoped that she was alright.
The fortress appeared to be completely impenetrable. Jon knew that if he was to rescue Karyn he would have to find help getting into it. Jon returned back to town, hoping to find a mercenary to help him. After visiting several bars, Jon met an old friend, AH Al-Dib, a double agent he had known for many years. They had worked both against and with each other, but they always remained friends. Jon and Ali had some beers and talked over old times. Jon discovered that Ali had done business with Vladimir on several occasions. Jon explained his situation to Ali and asked him to help rescue Karyn.
Ali was busy with his own mission, stealing some microfilm that contained the locations of missile silos of certain west European countries. He hoped to sell it to the highest bidder. Ali agreed to help Jon if Jon would help him first. Jon thought it was a fair exchange and agreed to the bargain. They sat up late that night trying to come up with a plan to get the microfilm, which was hidden in the British embassy. They came up with a deceptively simple plan. Since Jon knew some people at the embassy, he would go in first and keep them occupied while Ali stole the microfilm. It worked.
Ali contacted Vladimir and asked him if he would be interested in buying the microfilm. Vladimir wanted to see it first, so Ali drove to the fortress with Jon hidden in the trunk. The guards recognized Ali and let him into the fortress without searching his car, so they did not find Jon in the trunk. While Ali kept Vladimir busy examining the microfilm, Jon ran from room to room and finally found the room where his daughter was being held hostage.
They escaped, undetected, and hid in Ali's car. Soon, Ali finished his business with Vladimir and got into the car. He drove Jon and Karyn to the airport before Vladimir realized Karyn had been rescued. In just a few hours, Jon and Karyn were safely back home.
Test sentences
Outcome target: Ali drove with Jon hidden in the trunk. Goal prime: Jon had to find help to get into the fortress. Action near goal prime: Jon met an old friend who was a double agent. Near prime: Jon kept the people at the embassy occupied.
on the CRT keyboard. When the space bar was pressed, there was a 500-ms pause, and then the first paragraph of the first story was displayed. The paragraph remained on the screen until the subject pressed the space bar again; then the screen was erased, and after a 100-ms pause, the next paragraph was presented. Presentation continued in this way through all the paragraphs of the story. After the last paragraph, there was a 3-s pause, and then the second story was presented in the same way. After a 3-s pause after the second story, a row of asterisks was displayed for 500 ms, and then the test sentences were presented one at a time. Each sentence remained on the screen until the subject pressed a response key ("?/" for true and z for false), and then the screen was erased and there was a 100-ms pause. If the response was correct, the next sentence was presented immediately. If the response was incorrect, the letters of the word ERROR!! were displayed one at a time for 600 ms each. Then the screen was erased and the next sentence presented. After all 24 sentences of the test list, the instruction to press the space bar for the next study list was presented. The stories presented in each of the 12 lists were chosen randomly, except that there was one story from the experiment (and one from the other experiment) in each list. These two stories were presented in random order. The test sentences of a list were presented in random order (sentences from the two stories interspersed), except for two restrictions: The test sentences used in the experimental design were not presented in the first test position, and the test sentence immediately preceding a prime-target pair was not from the same story as the target. A different randomization was used for every second subject.
Subjects and design. There were two groups of subjects. For the first group (21 subjects), the outcome test sentence was primed by its goal test sentence, the test sentence near to it in the text, or a test sentence from the other story of the study list (Control). These three conditions were combined in a Latin square design with sets of subjects (7 per set) and sets of outcome test sentences (8 per set). For the second group of subjects (32 subjects), an outcome test sentence was primed by its goal, another action near to the goal, or a test sentence from the other story (Control). Again, the three conditions were combined in a Latin square with sets of subjects and sets of outcome test sentences. The subjects participated in the experiment for credit in an introductory psychology course.
Results
Means were calculated for each subject and test sentence in each condition, and means of these means are shown in Table 8 . For the target test sentences, only responses preceded by a correct response to the priming sentence are included in the means.
The minimalist prediction is that responses to the outcome targets should receive the largest amount of facilitation when the prime is the sentence near to the outcome in the text. There should also be some facilitation when the prime is a sentence farther away in the text (because the sentences are from the same text), but the amount of this facilitation should not depend on whether the prime is related to the target as goal and outcome. This is the pattern of data shown in Table 8 . Relative to the Control condition (the prime from another story), responses to the outcome target are fastest with the near prime and about equally fast with the Goal and Action Near the Goal primes.
For the first group of subjects, an ANOVA showed that the overall difference in response times for the target test sentences was significant, F(2, 40) = 19.0, with subjects as the random variable, and F(2,22) = 17.6, with test sentences as the random variable. Post hoc tests showed that response times in the near priming condition were faster than response times in the goal priming condition, F(\, 40) = 4.6, and F(\, 22) = 5.3. Standard error of the response time means was 38 ms. There were no significant differences in error rates.
For the second group of subjects, an ANOVA also showed that the overall difference in response times for the target test sentences was significant, F(2, 62) = 18.3, with subjects as the For the first group of subjects, the mean reading time per paragraph was 12.150 s, and for the second group of subjects, it was 12.939s.
Discussion
If global inferences connected goals to outcomes in the stories of Experiment 3, then the outcome test statements should have been primed more by the goal test statements than by the action near goal test statements. However, the two priming effects were not significantly different. Once again, as with Experiments 1 and 2, the data failed to provide evidence of global inferences.
One problem that might be raised with Experiment 3 is that the data show no evidence of any kind of structure for the stories at all. Responses to the target statements were facilitated more by other statements from the same story than by statements from a different story, but within a story the only effect was one of surface distance, with the near primes giving more facilitation than the other within-story primes. However, as discussed earlier, previous investigations of mental representations of texts have demonstrated some internal structure, specifically, that propositions sharing arguments are connected together (McKoon, 1977; McKoon & Ratcliff, 1980b; Ratcliff & McKoon, 1978) . In Experiment 4, we looked for evidence of this kind of structure.
Experiment 4
If propositions from the stories of Experiment 3 are connected by argument repetition during reading, then evidence of those connections should be observable in priming effects. For example, all the propositions about Ali should be connected together, whether he was explicitly called Ali or referred to as "double agent" (cf. McKoon & Ratcliff, 1980b) . These propositions should be more closely connected to each other than they are to other propositions that do not refer directly to Ali. We tested for these differences in connections with the same procedure as in Experiment 3, priming in verification of statements from the stories.
Method
Materials. The 12 stories from Experiment 3 were used, with a new set of test sentences. For each story, there were two target test sentences. Each of these targets had two primes. One of the primes was near the target in terms of the argument repetition structure of the story, and the other was relatively far from the target. The average distance of the two primes from the target in terms of number of words was about the same (191 words and 192 words, respectively) . For example, in the Kidnapped story, one target was "Jon met Ali, who was an old friend." The near prime for this target was "Karyn's father took the first plane to the Bahamas," which shares an argument with the target because Jon and Karyn's father are the same person. The far prime for this target was "Vladimir wanted to see the microfilm before he bought it," not so closely connected to the target by argument repetition. The number of words in the prime and target test sentences ranged from 7 to 11. There were also 8 filler test sentences for each story, 3 true sentences and 5 false sentences.
Procedure. The procedure was the same as for Experiment 3, except there were no stories from another experiment so that the total number of study-test lists was six.
Design and subjects. Each target was primed by another test sentence near it in argument repetition structure, another test sentence far from it in argument repetition structure, or a sentence from the other story in the study list (Control). These three conditions were combined in a Latin square with the 12 stories (4 per set) and 24 subjects. The subjects participated for credit in an introductory psychology course.
Results
The data were analyzed as in Experiment 3, and the results are shown in Table 9 .
As expected, response times for the targets were speeded with the near prime, relative to both the prime from the other story and the far prime from the same story. An ANOVA showed that overall differences were significant, F(2,46) = 8.5, with subjects as the random variable, and F(2, 22) = 5.9, with test sentences as the random variable. The difference between the near and far conditions was significant by post hoc test, F(l, 46) = 4.6 and F(l, 22) = 6.7. The standard error of the means was 26 ms. There were no significant differences in error rates (Fs < 1.9). The mean reading time for all paragraphs was 17.260s.
Discussion
The motivation for Experiment 4 lay in a potential problem with interpretation of the results of Experiment 3. We want to claim that, for the stories of Experiment 3, readers encoded the same local relations as have been demonstrated in past experiments. The inferences that they failed to encode were the global ones for which we tested. However, Experiment 3 gave no evidence that readers had, in fact, encoded any relations at all other than proximity in surface distance. Experiment 4 provided this evidence, showing that relations based on argument repetition were represented in memory. Thus, the mental representation does show structure, but the structure is based on argument repetition and not on global inferences about causality. According to the minimalist hypothesis, the inferences that build the argument repetition structure are based on information that is easily available, in this case, the names and descriptions of the characters in the stories. For example, Jon, the CIA agent, is the main character in the story in Table 6 . Whenever Jon is mentioned in the story, and new propositions are to be attributed to him, his name serves to make available other information encoded about him earlier in the story and to make it likely that these different pieces of information will be connected through repetition of their argument Jon. So long as a definite description of an entity is a strong enough cue to evoke previous information about the entity, then the different pieces of information can be connected together.
An argument that might be advanced against the minimalist interpretation of the results of Experiments 3 and 4 is that a recognition test procedure does not tap the level of representation at which inferences are encoded, but instead some more superficial level of representation. However, this argument is countered by previous research. First, discussed later, recognition does give evidence for some kinds of elaborative inferences (those supported by well-known, easily available information). Second, recognition also gives evidence for structural inferences when the minimalist hypothesis predicts that such inferences should be encoded. McKoon and Ratcliff(1980b) used recognition to show that the organization of a list of sentences was inferred from well-known (schema) knowledge. Similarly, McKoon, Ratcliff, and Seifert (1989) used recognition to show that the relations between stories were inferred from schema knowledge. Recognition can also be used to show that both structural and elaborative inferences are constructed when subjects are given instructions to use special strategies during reading (Seifert, McKoon, Abelson, & RatclifF, 1986; M. McDaniel, November, 1991, personal communication) .
In sum, Experiments 1 through 4 strongly support the minimalist hypothesis over the constructionist hypothesis. With both simplistic and natural texts and with both on-line and delayed memory procedures, there was no evidence that causal global inferences were constructed. Evidence for global inferences appeared only for texts that were not locally coherent. These results emphasize a striking contrast between local and global inferences. Local inferences have been easy to demonstrate empirically in a large number of studies. However, in the same kinds of experiments in the same laboratory situations, there is no evidence for the kinds of causal global inferences posited by a number of theorists.
It is important to recognize that the results of Experiments 1 through 4 demonstrate failures to encode global-not localcausal inferences. The minimalist claim is that local causal inferences will be encoded either if they are easily available from long-term memory or if they are required to establish local coherence. Van den Broek (1990) and Fletcher and Bloom (1988) have proposed a model by which the causal inferences necessary for local coherence are encoded. The architecture and processes of the model are the same as in van Dijk and Kintsch's (1983) model, except that the propositions of a text are connected by causal relations in addition to argument-repetition relations. The model has the same short-term memory limit on processing as the minimalist position: Only propositions that are in short-term memory at the same time are connected by inferences; information from other parts of the text is used only if the local information is not coherent. Van den Broek provided a definition for coherence in terms of four criteria of causality. Coherence is maintained for an event if there are antecedents for the event that are temporally prior, operating at the time of the event, necessary for the event to occur, and sufficient for the event to occur. The event is connected to antecedents that fulfill these criteria just as propositions containing the same argument are connected in the Kintsch and van Dijk model. Only if there is no antecedent fulfilling all the criteria does a coherence break occur (van den Broek, 1990, p. 434) . Then, either propositions of the text that are no longer in short-term memory are retrieved, or new propositions are generated to provide the connections necessary for coherence. Evidence consistent with this model has been provided by Bloom et al. (1990) and by Fletcher and Bloom (1988) .
The results of Experiments 1 through 4 show that the global causal inferences defined by recent theories are not part of automatic encoding processes. However, the results say nothing about their roles in other more goal-driven encoding processes or in retrieval processes. Although the focus of this article is on inferences that are constructed automatically during reading, it must be stressed that understanding the processes that construct inferences important to a reader's goals and the processes underlying recall are also extremely important. Practically speaking, we use goal-driven reading processes and recall processes ubiquitously, and setting up optimal reading and recall processes is the aim of many educational efforts. The problem raised by the results presented in this article is to accommodate a minimalist representation of textual information with the more constructionist information that appears in recall and question answering and that readers use in those frequently occurring situations where they have specific goals. One possibility is that information beyond the minimal is constructed by retrieval processes that follow local connections through memory. A model like this, based on Raaijmakers and Shiffrin's (1981) recall process, has been developed by Fletcher and van den Broek (1989) , with some empirical support. In general, however, there is little current theorizing about the more strategic aspects of text processing.
Elaborative Inferences
The most important claim of many mental models theories of text comprehension is that the mental representation of a text automatically depicts the events described by the text in a lifelike way. Various parts of the description must be constructed by elaborative inferences, because a text seldom provides an explicit description of an event that is sufficiently complete to describe the situation in a lifelike way. Thus, it is essential to mental models theories to show that elaborative inferences are automatically encoded during reading.
In contrast, the minimalist hypothesis does not make any claim about the extent to which a mental representation depicts the event described by a text. Instead, the minimalist hypothesis applies other criteria to decide whether inferences will be constructed: whether the text is locally coherent and whether the information necessary for an inference is easily available.
Usually, these criteria are not consistent with a full description of a textual event. This is because the information necessary for a complete description is usually not all easily available. Also, for local information, a coherent description is not necessarily a complete description.
The minimalist criteria for elaborative inference processes are advantageous in that they provide guides to empirical research. Specifically, demonstrations that a criterion for elaborative inference is met (e.g., a demonstration that inference-supporting information is quickly available; McKoon & Ratcliff, 1989b , Experiment 2) can be separated from demonstrations that elaborative inferences are encoded, thus avoiding circularity. The criterion provided for elaborative inferences by a constructionist hypothesis does not so obviously lead to independence: There is no a priori way to know, for any particular inference, whether it is required in the representation of an event. As a result, there is no way to independently verify whether a particular inference should be encoded.
In the sections that follow, specific kinds of elaborative inferences are considered. Each case allows evaluation of the minimalist hypothesis, the constructionist hypothesis, or both. According to the minimalist hypothesis, for each kind of inference, encoding should depend on the availability of the information necessary to support inference processes. If supporting information is not quickly available, then an inference should not be constructed (unless necessary for local coherence). According to the constructionist hypothesis, the encoding of inferences should not depend completely on the availability of supporting information; instead encoding should depend on whether an inference is required for a lifelike description of the event described by the text.
Consideration is limited to those kinds of elaborative inferences for which there is sufficient research to provide a reasonably coherent body of data. These are instrumental inferences, inferences about the meanings of words, and predictive inferences about what will happen next in a story. For other elaborative inferences, such as expectations (Duffy, 1986) , and inferences deriving from the argument structures of verbs (Boland, Tanenhaus, & Garnsey, 1990; McKoon & Ratcliff, 1989c; Tanenhaus, Carlson, & Trueswell, 1989) , the accumulated data are not sufficiently constraining to test the minimalist and constructionist hypotheses.
Instrumental Inferences
When elaborative inferences were first studied extensively, in the 1970s, it was argued that a description of the event described by "Mary stirred her coffee" (Dosher & Corbett, 1982) should include the instrument spoon (cf. Johnson et al., 1973; Paris & Lindauer, 1976) . Early evidence to support the encoding of instrumental inferences came from cued-recall studies, in which recall of a text was facilitated by a cue that was an instrument highly associated with a verb in the text but not stated explicitly in the text (Paris & Lindauer, 1976) . Subsequently, Singer (1978 Singer ( , 1979 and Corbett and Dosher (1978) showed that cued-recall results could not decide issues of encoding.
More recent research argues against the constructionist hypothesis. Dosher and Corbett (1982) looked at the relation be-tween an inference sentence and its implicit instrument, for example, "Mary stirred her coffee" and spoon. They examined whether the relation would affect responses to the instrument when it was presented as a test item in a Stroop task. Results showed that Stroop responses were not affected. There was no effect regardless of whether the instruments were the most likely for their sentences, and there was no effect for instruments that were tools or for instruments that were body parts. Only when subjects were instructed to explicitly guess the instrument in advance of the Stroop test were responses affected. In other words, unless an instrument was explicitly requested, there was no evidence that it was involved in comprehension of the inference sentence. These results argue strongly against the constructionist hypothesis because a complete description of an event like stirring coffee seems to require an instrument.
On the other hand, the results are compatible with the minimalist hypothesis, given the assumption that the instruments were not automatically available during reading of the inference sentence. The assumption can be tested as follows: If the availability of the instruments is increased to a sufficiently high level, then they should be encoded. This test was part of a study by McKoon and Ratcliff (1981) . Availability was increased by explicitly mentioning an instrument several sentences before the inference sentence for which it would be the implicit (but highly typical) instrument; for example, spoon would be mentioned several sentences before the sentence "Mary stirred her coffee." The instrument was presented as a test word immediately after the inference sentence. Responses to the test word were facilitated (relative to a control condition), suggesting that the relation between sentence and instrument was available in an immediate test situation. This availability should lead to encoding according to the minimalist hypothesis. That the instrument was encoded was confirmed by a priming effect in a delayed memory test. Presenting the instrument as a test word immediately before a noun from the inference sentence (e.g., spoon immediately before coffee) facilitated responses to the noun (relative to a control condition). The facilitation indicates a close association between the instrument and the noun in the memory representation of the sentence, which in turn indicates that the instrument was encoded with the sentence.
Overall, empirical results from studies of instrumental inferences favor the minimalist hypothesis. Highly typical instruments of verbs are strong candidates for inclusion in a mental model of a stereotypical event such as stirring coffee, yet there is no evidence that they are used in comprehension or that they are encoded (unless subjects engage in special strategies; Dosher & Corbett, 1982) . In contrast, the minimalist hypothesis predicts the finding that increasing the availability of the instruments during comprehension leads to their encoding.
Inferences About the Meanings of Words
Instrumental inferences were one of the kinds of elaborative inferences studied in the 1970s in the effort to document constructed mental representations. Another kind were inferences about the meanings of words. For example, R. C. Anderson and Ortony (1975) used cued recall to examine the meaning of container in the sentence "The container held the apples." The cue for the sentence was either basket or bottle, and basket was more effective.
Results like this suggest that contextually appropriate aspects of the meanings of words might be encoded into the mental representations of texts, and current research confirms this idea. McKoon and Ratcliff (1988; see also Barsalou, 1982; Tabossi, 1982; Tabossi & Johnson-Laird, 1980) used texts in which a specific feature of a noun was made salient (e.g., a text about painting a picture of a tomato should make salient the color of the tomato, red). After a series of texts, test sentences were presented for verification. Sentences that tested a feature that had been made salient in the text (e.g., "tomatoes are red") were verified faster than control sentences.
If features of the meanings of words are automatically encoded into memory, then according to the minimalist hypothesis they must have been easily available during comprehension. Easy availability should show up when the features are tested immediately after reading. Immediate facilitation of this sort was obtained by McKoon and Ratcliff (1988; see also Tabossi, 1982; Tabossi & Johnson-Laird, 1980) , using a sentence verification task, and by Greenspan (1986) using lexical decision.
Research that has examined the contextually defined meanings of category terms is also consistent with the minimalist hypothesis. If a text mentions the category animals in the context of milking some animals on a farm, subjects have difficulty in later rejecting the word cow as having appeared in the text (McKoon & Ratcliff, 1989b) . This result can be taken to indicate that something like the concept cow was encoded into the mental representation of the text. It should follow that the concept cow is easily available during comprehension. This availability appears as facilitation when cow is tested immediately after the text, with both recognition and lexical decision (McKoon & Ratcliff, 1989b) , and also as faster reading time for a follow-up sentence that explicitly mentions cow (Roth & Shoben, 1983) .
These patterns of results are consistent with both the minimalist and constructionist views, but the minimalist view is the more constrained. The hypothesis that encoded inferences must be based on immediately available information would be contradicted if some inference was encoded, but its supporting information was not quickly available during reading (and subjects did not engage in special strategies). However, there are no inferences that pattern this way. In contrast, the constructionist view makes no claims about the relation between availability during reading and subsequent encoding, and so no constraints are placed on the constructionist hypothesis.
Predictable Events
If someone falls off a 14-story roof, then the real-life result will be death. Because the outcome is so predictable, a mental model for a text such as "the actress fell from the fourteenth story" should automatically include the inference that she died. It would not be reasonable, from the mental model point of view, to leave her suspended in midair. On the other hand, the inference about death is not necessary for local coherence if the text ends with the sentence about the fall. The event of falling from a 14-story building is not familiar enough to make the inference easily available. So the minimalist hypothesis pre-diets that the inference about death will not be included automatically in the mental representation.
To test for inferences of this kind, McKoon and Ratcliff (1986 ,1989d ) used a speeded recognition memory test. Subjects read several short texts before reading a list of test words. Each test word was followed by a signal, and the subjects were instructed to give a response immediately when the signal was presented. The delay between test word and signal was short enough that slow, strategic processes (that might construct inferences at the time of the test) were eliminated. The critical test words were those that represented inferences about predictable events where the events were known to be highly predictable from previous norming studies. For the actress text, the critical test word was dead. The correct response for these test words was no, because they had not been explicitly stated in any of the studied texts. However, if the inference was generated during reading, then a negative response should be difficult and subjects should tend to make errors (relative to a control condition, in which the subjects read a text that did not predict the critical event).
When a critical word was presented for test, it was preceded by a priming word (displayed for 200 ms). In one condition, the priming word was the neutral word ready. In this condition, subjects did not make significantly more errors when they had read the text that predicted the critical word than when they had read the control text. This result indicates that the predictable event was not clearly and explicitly encoded during reading of the predicting text, counter to the constructionist hypothesis. However, in a second condition, the prime for the critical test word was a word from the text (e.g., the word actress). In this condition, subjects did make more errors when they had studied the predicting text relative to the control text.
McKoon and Ratcliff ( ,1989a Ratcliff ( , 1989d Ratcliff ( , 1989e, 1990 Potts et al., 1988) interpreted this increase in errors with the prime from the text as evidence for partial encoding of the inferences. Although the failure to find an elevated error rate with the neutral prime indicates that the inference could not have been explicitly and completely encoded, the increase in error rate with the prime from the text indicates that the inference was encoded to some degree. On the basis of this result, McKoon and Ratcliff suggested that inferences were encoded to varying degrees, with some inferences encoded minimally by a set of features or propositions that do not completely instantiate the inference. This proposal is supported by findings that inferences are encoded to a higher degree if they are based on wellknown information, such as semantic associations or category membership (McKoon & Ratcliff, 1989b , 1989d .
If inferences about predictable events are not explicitly encoded, then according to the minimalist position, the reason should be that they are not quickly and easily available during reading. Several experiments have shown that this is the case (see McKoon & Ratcliff, 1989e) . When the textual information that would generate the inference is immediately followed by a test for the inference, then responses on the test are not affected (McKoon & Ratcliff, 1989d; Till, Mross, & Kintsch, 1988) . For example, in the sentence, "The diver jumped, spun, and hit the cement," the information necessary to know that he was hurt is given only by the final word of the sentence. When the test word hurt was presented immediately after the final word of the sentence, subjects had no difficulty in deciding that it had not appeared in the text (relative to a control condition). However, when more time (and/or other textual material) intervenes between text and test, then the inference does affect responses Potts et al., 1988; Till et al., 1988) . In contrast, when well-known information from general knowledge is available to support an inference about a predictable event (e.g., the predictable event of sitting after approaching a chair), then the inference does affect responses to a test word, and it does so even when the test word is presented immediately after the textual information that would generate the inference (McKoon & Ratcliff, 1989d) . This contrast, between those predictable event inferences that are supported by well-known information and those that are not, is exactly in accord with the minimalist hypothesis.
The results on predictable inferences, like the results on instrumental inferences, disconfirm the constructionist hypothesis: Inferences that should be explicitly represented in a mental model, like the death of the actress, are not. However, the results on predictable inferences are also not consistent with an all-or-none minimalist position. Instead, the results suggest that inferences vary in the degree to which they are encoded. This suggestion is taken up in the General Discussion section.
Inferences From Situation Models
A number of different theories embrace the constructionist hypothesis. Theories proposed to explain story understanding hypothesize that readers construct connections between different parts of a story, such as goals and outcomes (Mandler, 1978; Mandler & Johnson, 1977; Rumelhart, 1975 Rumelhart, , 1977 Stein & Glenn, 1979; Trabasso & van den Broek, 1985) . Theories proposed to explain the understanding of descriptions of events assume that the mental representation is "filled out" with inferred information (Bower, Black, & Turner, 1979; Glenberg et al., 1987; Johnson-Laird, 1980; Morrow etal., 1989; van Dijk& Kintsch, 1983) . The hypothesis that unifies these theories is that the mental representation of a text automatically specifies, in some complete way, the real-life situation described by the text. The mental representations are labeled mental models or situation models.
These terms, situation model or mental model, do not in principle have to incorporate elaborative inferences beyond those postulated by the minimalist position. For example, a situation model might be proposed that contains only those elaborative inferences that are easily available from general knowledge. These inferences might connect propositions of the text in ways that simple argument repetition would not, relating the propositions to reflect well-known knowledge. Such a model has been proposed by Kintsch (1988) , and this model is discussed further in the General Discussion section. In this section, evidence pertinent to constructionist situation models is reviewed.
The constructionist hypothesis is that readers automatically construct a full representation of the real-life situation described by a text. This hypothesis has been tested directly in a number of experiments. These experiments differ from those that investigate elaborative inferences in that they use a situation rather than a text as their starting point. For the experiments on elaborative inferences, the issue of concern is the relation between a given text and the encoding of some specific inference. The issue of concern for experiments on situationbased inferences is the relation between the mental representation of a text and a real-life situation (or a lifelike situation learned in an experiment).
Many of the early experimental results thought to demonstrate the use of lifelike situation models during reading have since been reinterpreted. An excellent review of this work has been provided by Alba and Hasher (1983) , and only several main points are repeated here. One kind of experiment used passages that were extremely difficult to understand and recall unless prior knowledge of the situation was invoked (e.g., the "washing clothes" passages used by Bransford & Johnson, 1972 ; see also Dooling & Lachman, 1971) . It was originally claimed that making available prior knowledge of the situation led to the use of a full mental model during reading; however, prior knowledge may have simply provided a specific context for the interpretations of individual words and the construction of locally coherent structures, in accord with a minimalist approach (see also Alba et al., 1981) . A second kind of experiment used short sentences that could be combined to describe an event (e.g., ants eating jelly on a kitchen table; Bransford & Franks, 1971) . In a recognition test, subjects' confidence that they had studied a sentence describing the whole event was greater than their confidence that they had studied shorter sentences describing parts of the event, even though they had never studied the sentence describing the whole. However, it was later shown that this result could be obtained with meaningless material, such as nonsense syllables, suggesting that subjects had actively engaged in special encoding strategies (cf. J. R. Anderson & Bower, 1973; Flagg, 1976; Flagg & Reynolds, 1977; Katz & Gruenewald, 1974; Moeser, 1976; Reitman & Bower, 1973) . Third, several experiments were thought to demonstrate the use of knowledge about prototypical situations (schemas) during reading (Bower et al., 1979; Graesser, 1981) ; for example, subjects were more likely to recognize a highly typical schema action as previously studied than a less typical action. However, Alba and Hasher pointed out that the effect can be explained as a response bias. Also, consistent with a minimalist position, it was later shown that the use of schema knowledge depends on how available it is during comprehension. Only when schema relations are extremely well-known are they automatically used to relate events during reading (McKoon et al., 1989; Seifer et al., 1986) .
More recently, the lifelike situation models that have been tested empirically derive from theories proposed by van Dijk and Kintsch (1983) and by Morrow et al. (1987) . The characteristics of these theories have been listed by Glenberg et al. (1987): A situation model is the result of interactions between information given in a text and knowledge about linguistics, pragmatics, and the real world; a situation model can be modified as new information comes in to produce a completely new interpretation of the text; the information in a situation model can be manipulated to produce emergent relations; a situation model is perceptual-like; a situation model guides interpretation of referential terms; and a situation model guides the generation of inferences (p. 69).
Since the 1970s and the realization that cued-recall experiments could not distinguish inferences generated at recall from inferences generated at encoding, there have been surprisingly few studies designed to investigate interactions between textual information and knowledge of lifelike situations. Some experiments (e.g., Johnson-Laird, 1980; Mani & Johnson-Laird, 1982; Perrig & Kintsch, 1985) used descriptions of situations (such as a textual description of the layout of a town; Perrig & Kintsch, 1985) but used procedures that invite subjects to engage in strategic processing (by extended study or a problem-solving type of task). Others have confounded learning instructions with situational versus other kinds of information (Schmalhofer & Glavanov, 1986) . Only a few experiments have used procedures where exposure to a text is limited to one reading at an approximately normal reading rate.
Several of these experiments have been conducted by Morrow and colleagues (Morrow et al., 1987 (Morrow et al., ,1989 . They investigated whether knowledge of lifelike situations affects comprehension of narratives. With a map, subjects were taught about the rooms in a laboratory and the objects in those rooms. After the subjects memorized this information, they were presented with a series of narratives, each describing a character moving through the rooms. The subjects were interrupted at various points during the narratives with questions about whether two objects were located in the same room. Results showed that subjects were faster to answer the questions when the objects were located in a room that was relevant to the character's current location or the character's goal location.
There are two problems with taking these results as strong evidence against the minimalist hypothesis. First, subjects knew that they would be tested on the objects in the rooms as they read the narratives (all test questions were about pairs of objects). Subjects could plausibly adopt a strategy to perform well on the test questions (i.e., up to the level that would be expected of Stanford undergraduates); the strategy would be to rehearse objects while reading the narratives. At any point during reading, the probability of rehearsing the objects from a particular room could well depend on the room's relevance to the information being read at that point. If so, then the objects would be made available, not as the result of automatic (priming) processes but as the result of strategic retrieval processes by which a relevant room would be used as a retrieval cue for rehearsal of its objects. By this account, Greenspan et al.'s (1987) results are not due to the reader moving (metaphorically) through a situation model, complete with objects in their correct rooms, but instead to the reader's appreciation of the relative saliencies of concepts in local parts of the discourse and the use of the most salient concepts as retrieval cues. This account is consistent with the minimalist hypothesis, and support for it has recently been provided by Wilson, Rinck, McNamara, Bower, and Morrow (1992) .
The second problem with these studies is that situation models do not predict which parts of a situation will be relevant to different narratives. Morrow et al. (1989) stated that, for the sentence "We flew from Paris to New York last week" (p. 300), comprehension is unlikely to involve information about the Atlantic ocean. This may be true, but then it becomes unclear why comprehension of a sentence about a character going from a conference room to a laboratory should make available (unstated) information about the shelves in a library that the character passes through on his way. In fact, one might argue that flying over the Atlantic ocean makes that ocean (and its perils) more salient than the shelves on the wall of a room that is quickly left behind. The problem is that there is no way of predicting what aspects of a situation are salient in any given situation and therefore no way of predicting which inferences should be included in the mental model. This problem is critical for a constructionist situation model approach to discourse comprehension. If empirical data is to support the inclusion of lifelike information into a mental representation of discourse, then there must be clear, theoretically motivated distinctions between inferences that should be included in the situation model and inferences that should not be.
Experiment 5
One way to begin to define constructionist inferences is to consider the real-life situation that a text describes and assume that whatever information is in the real situation is also in the mental model. This is the approach taken by Glenberg et al. (1987) . Subjects read short narratives like "A girl was enjoying the warm spring weather. She walked up to the entrance of a park, and bent down to pick up a flower for her sister. Then she walked into the park and down to a small stream where some ducks were feeding. She smiled to see seven tiny ducklings trailing behind their mother." If readers construct a situation model while reading this text, then at the end of the text, their model should include the girl, and the girl should have the flower with her, exactly as would be the case in real life. This model should be different from the model constructed for a second, control, version of the text. The control version was the same as the first version except that the girl bent down to smell the flower, she did not pick it or take it with her. In the model at the end of the control version, the girl would not have the flower with her. To test for the use of a situation model during reading, Glenberg et al. presented a recognition test word at the end of a text; for this example, the test word was flower. Glenberg et al. predicted correctly that responses to the test word would be facilitated when the girl had picked the flower to take with her compared with when she had only smelled it.
This result appears, at first, to provide elegant support for the notion that a situation model is used during comprehension. However, there is an alternative interpretation of the data. It might be that the differential response times to the test words result from their differential salience (or topicality) in a prepositional representation. A flower picked to take with the girl for a present might be treated during comprehension as more relevant to the topic of its discourse than a flower smelled for a moment and then left behind (see discussions of discourse models by Grosz et al., 1983; Sidner, 1983a Sidner, , 1983b Webber, 1983) . In Experiment 5, this alternative interpretation was tested by changing Glenberg et al.'s texts to add words that were topical but not model relevant. For example, the two versions of the flower text were changed so that the girl bent down to an ornamental display to pick a flower or smell a flower. The added propositions about the ornamental display contain the concept flower, and so they should vary in topicality as flower varies in topicality (cf. . However, obviously, the display cannot accompany the girl, so the display cannot move with the girl in a situation model. Whether the girl picks the flower or merely smells it, the display is not part of the current situation at the end of the text. Thus, there are clearly contradictory predictions: In a situation model, when the girl picks the flower, the flower should be currently available at the end of the text but the ornamental display should not be. In a prepositional representation, when flower is more salient, the display should also be more salient.
The procedure for Experiment 5 was the same as that used by Glenberg et al. (1987) . Subjects read each text at a rate they controlled themselves, and, at some point during the text, a test word was presented for recognition.
Method
Materials. The 24 experimental texts were based on paragraphs used by Glenberg et al. (1987) . For each text, there was a critical noun used by Glenberg et al. as the test word. In one version of the text, this noun stayed with the main character of the story as the action moved forward through the story. In the other version of the text, the noun was left behind the character as the action moved forward. We hypothesized that the critical noun was more salient in the texts for which it stayed with the main character than in the texts in which it was left behind. The texts were modified from those used by Glenberg et al. by the addition of a location for the critical noun. The location was always mentioned with the critical noun. For example, in the story just given as an example, the phrase "to an ornamental display" was added to give a location for the critical noun flower. The location was something that could not move with the main character.
The first sentence of each text was the same in both versions and served to introduce the main character, it averaged 10 words in length. The second sentence mentioned the critical noun and the location and was presented in one of two versions to manipulate whether or not the critical noun stayed with the character (a mean of 17 words in both cases). The third and fourth sentences completed the story (averaging 14 and 12 words, respectively). There was also a yes-no question associated with each text to test general comprehension of the story; the correct answer to 13 of the questions was yes, and the correct answer to 11 was no.
Filler texts (the same filler texts as were used by Glenberg et al., 1987) were chosen from a pool of 58 texts, ranging from 20 to 60 words in length. For 22 of these texts, there was a test word that had appeared in the text, and for the remainder, the test word had not appeared in any text. For 28 of the filler texts, the correct answer to the comprehension question was yes.
Procedure. The texts and test items were presented on a CRT screen, and responses were recorded on the CRT's keyboard. The CRT was controlled by a real-time microcomputer system. The experiment began with a list of 30 lexical decision test items used to familiarize subjects with the response keys. After this practice, 10 filler texts were presented, and then the experiment proper began, with the 24 experimental texts and 24 filler texts randomly ordered. Presentation of each text began with the message "Press space bar" to initiate the text. When the space bar was pressed, the first sentence of the text was displayed. It remained on the CRT screen until the space bar was pressed again; then the screen was erased, and the next sentence was displayed. Sentences were presented in this way until the final sentence before the test word. When the space bar was pressed after reading of this sentence, the test word was displayed, with a row of asterisks underneath it. The test word remained on the screen until a response key was pressed, "?/" for a positive response if the test word had appeared in the text just read or z key for a negative response if the test word had not appeared in the text. If the response was not correct, then the word ERROR was displayed for 1.500 ms before the next sentence or yes-no question. If the text was one of the experimental texts, the test word was presented after the third sentence, and the fourth sentence was presented after the test word. For the filler texts, the test word was always presented after the last sentence of the text. After the text and its test word, the yes-no question appeared, and it remained on the screen until a response key was pressed. If the response was correct, the message to initiate the next text was presented. If the response was an error, then ERROR was displayed for 1,500 ms.
Subjects and design. There were four experimental conditions: The critical object either stayed with the main character until the end of the text remained behind, and the test word was either the critical noun or its location. These four conditions were combined in a Latin square design, with four groups of subjects (9 per group) and four groups of texts (6 per group). The subjects were 36 undergraduates from the same population as in Experiments 1 through 4.
Results
Means were calculated over responses for each subject and item in each condition, and means of these means are shown in Table 10 . Glenberg et al. 1987 showed that response times for the test word that was the critical noun were faster when the noun stayed with the character than when it was left behind. Table 10 shows a clear replication of this result; responses times for the critical noun test word were 66 ms faster when the noun stayed with the character. The important question is whether this same result obtains for the location test word. Our hypothesis was that the speed up in response times for the critical noun was due to its increased salience, not to the fact that it stays with the character. If this hypothesis is correct, then the speed up should also be obtained for the noun's location. The data confirm this hypothesis: Location response times were 55 ms faster when the critical noun was more salient (i.e., when the noun stayed with the character). This speed up in response times for the location test words is not predictable from a situation model. Thus, the results support the hypothesis that it was salience, not availability in a situation model, that was responsible for Glenberg et al.'s finding.
An ANOVA showed significantly faster response times for 
Discussion
The Glenberg et al. (1987) and the Morrow et al. (1987; 1989 ) experiments fail to provide convincing evidence that real-life situation models are used automatically during comprehension because the results of both sets of experiments have interpretations that are consistent with the minimalist hypothesis. Of course, when readers have special goals or strategies, they can construct representations of quite complicated situations. Perrig and Kintsch's (1985) subjects were able to construct representations of the layout of a town from a text they read four times. Johnson-Laird's (1980) subjects, knowing they would have to draw a picture, were able to construct the relative positions of three objects from a textual description. As JohnsonLaird pointed out, constructing the information needed for a complete situation model can require considerable effort (see also Glenberg & Langston, 1992) . If a passage in a story describes a complex scene with many interrelated objects, then a reader "would probably form only a rather vague idea of the actual spatial layout" (Johnson-Laird, 1980, p. 103) . However, if the reader's goal were to answer a question about the relative location of a specific object, then the reader could use appropriate strategies and sufficient time during reading to construct the answer to the question. These strategies are clearly available to readers; the inferences required to represent lifelike information can be constructed. However, there is no empirical evidence to conclusively show that the inferences are constructed during reading by automatic processes.
An important conclusion to be drawn about constructionist inferences is that they contrast sharply with inferences that establish local coherence and inferences that make use of wellknown information. Although these latter inferences (about propositional connections, reference, and well-known semantic relations) can be demonstrated easily in the prototypical laboratory experiment, there are no equivalently convincing demonstrations of the automatic encoding of real-life situational inferences.
General Discussion
It is widely believed that readers automatically construct inferences to build a relatively complete mental model of the situation described by a text (Glenberg et al., 1987; JohnsonLaird, 1980; Morrow et al., 1987; Rumelhart, 1975; Trabasso & van den Broek, 1985; van Dijk & Kintsch, 1983) . However, our conclusion is that readers do not automatically encode the infer-ences that would make up such a model. We base this conclusion on several points:
1. The empirical evidence that has been put forward to demonstrate the automatic encoding of a life-like situation model can be explained by the minimalist hypothesis. 2. Elaborative inferences that should be part of a lifelike situation model, for example, instrumental inferences, are not explicitly and automatically encoded. 3. Global inferences to connect widely separated parts of a story are not automatically encoded.
A wide range of data has been shown to be consistent with the minimalist hypothesis. For local inferences based on information in working memory, the minimalist claim is that they will be encoded because they are quickly and easily available. This claim has been verified for the inferences that connect propositions through argument repetition and anaphora. Minimalist tests of other kinds of local inferences, for example, the minimalist causal inferences proposed by van den Broek (1990) and Fletcher (Fletcher & van den Broek, 1989) , await further research. For inferences based on general knowledge, again the minimalist claim is supported. Inferences about the instruments taken by verbs, about the contextually relevant meanings of words, and about the prototypical members of categories are encoded if the information on which they are based is easily available during reading.
In contrast, there is little data to support the constructionist position. Experiments 1 through 4 showed that causal global inferences are not automatically encoded during reading. Inferences that might be assumed to be encoded under all circumstances, such as instrumental inferences, are not. Experiments that have been cited as verifying constructionist situation models (e.g., Morrow et al., 1987 Morrow et al., ,1989 have alternative interpretations (Alba & Hasher, 1983) , and Experiment 5 demonstrated the validity of one such alternative interpretation.
Besides being consistent with data, the minimalist hypothesis has several advantages over the constructionist hypothesis. The minimalist hypothesis is falsifiable in that it has clearly testable predictions: An inference is not constructed unless it is necessary to establish local coherence or it is supported by well-known, easily available information. These predictions provide a direct focus for empirical tests of the hypothesis. In contrast, constructionists have rarely provided an account of exactly which inferences should be encoded and which should not be.
The minimalist hypothesis is also a vital alternative hypothesis that more elaborative theories will have to take into account before they can become serious theories of text processing. So long as there is no convincing body of empirical evidence to support the constructionist view of automatic encoding processes, then the minimalist hypothesis remains viable. By providing an alternative to an otherwise widely accepted view, the minimalist hypothesis can lead to potentially fruitful investigations of inference processes.
It should be stressed, as it has been throughout this article, that the controversy between the constructionist and minimalist views is about the inferences that a reader encodes automatically, in the absence of specific goals and strategies. Neither minimalist nor constructionist theories propose models of how strategic, goal-specific inference processing is carried out, and this issue remains on the agenda for future research.
Two strategies for research are suggested by the minimalist hypothesis. One strategy is broadly exploratory and based on the hypothesis that the kinds of information that support inferences are those that are easily available. Experiments are designed to test for the inferences that might be supported by a variety of different kinds of knowledge. Another general issue is the organization of the local information in a text, and so experiments are designed to investigate the relative availabilities of the different entities evoked by a text. Overall, the strategy is to hold to the minimalist hypothesis while searching as widely as possible for evidence to force its rejection.
The current empirical situation is that there is no conclusive evidence to support the constructionist hypotheses, and therefore no reason to reject the minimalist hypothesis. An exploratory strategy is one way to face the challenges imposed by this situation-many different kinds of inferences can be examined, and the wider the range, the more stringent will be the test of the minimalist claims.
The second strategy for research is to construct explicit models of minimalist processes and then test the models empirically. This is the strategy adopted by Kintsch (1988; Kintsch, Welsch, Schmalhofer, & Zimny, 1990; Kintsch & Welsch, 1991) and by van den Broek (1990) and Fletcher (Fletcher & van den Broek, 1989) . Van den Broek and Fletcher's model for local coherence was discussed earlier in this article. It provides a definition of local coherence in terms of causality and assumes that if locally available propositions (those in short-term memory at the same time) provide adequate causal relations for each other, then no other, more global causal relations are constructed. Thus, it is an example of a minimalist processing model. Kintsch (1988) has proposed a construction-integration model whereby the concepts stated in a text and information from general knowledge associated with the concepts all interact to produce an encoded representation of the text (see also . The construction-integration process can both change the relations among propositions that are explicitly stated in a text and add propositions to the representation. The construction-integration process is explicitly defined: Integration of long-term memory information and text information takes place through a repeated recycling of activation so that information associated only weakly to a relatively small portion of a text is further weakened, whereas information associated more strongly to multiple concepts in the text is strengthened. This process can change the organization of explicitly stated propositions because long-term memory associations can strengthen connections between propositions that would otherwise be only weakly connected. In this sense, the integration process represents the text as a situation model in a way that is consistent with minimalist rather than constructionist claims.
The construction-integration process can also add inferences to the text representation. For example, if a text contains the word mint, strong associations to both meanings are immediately activated, providing support for potential inferences. If other concepts in the text are associated with one of the meanings and not the other, then activation of these associations leads to an increase in activation of associations to the contextually appropriate meaning of mint and a decrease in activation of associations to the contextually inappropriate meaning. This process results in the encoding of propositions (inferences) about the contextually appropriate meaning and implements the same claim as is made by the minimalist position, that information is added to a text representation to the extent that it is supported by easily available information. Kintsch's (1988) model goes beyond the minimalist position in that it allows for the encoding of inferences that are based on information not immediately available. In the review of the literature presented in this article, the one finding inconsistent with the minimalist position was the finding that inferences about predictable events are encoded-not explicitly encoded as would be predicted by constructionist theories, but encoded to some degree. Kintsch showed how a minimalist processing model can account for this result. Inferences from long-term memory that are only weakly associated to individual concepts in a text can become more strongly activated over time if they are associated to several different concepts in the text. For the sentence "The townspeople were amazed to find that all the buildings had collapsed except the mint," the concept earthquake is not strongly associated with any individual concept in the sentence, and so it is not immediately available to support inferences. However, as the integration process proceeds, the recycling of activation from multiple sources may make this concept available as an inference to be added to the text representation.
Our goal in establishing the minimalist hypothesis is to stimulate research designed to find the principles by which inferences are generated. These principles might be defined across a number of kinds of inferences or within models of text processing. Either way, we believe that there will be two outcomes. First, both the minimalist and the constructionist hypotheses will be modified away from their all-or-none positions toward a more graded view of inference processing. This has already happened with inferences about predictable events. It cannot be said either that these inferences are completely and explicitly encoded or that they are not encoded at all. Instead, they are encoded to some degree, and finding evidence for them depends on finding the appropriate retrieval environment.
Second, the class of minimal inferences will be expanded. Currently, minimal inferences have been shown to include those that are supported by well-known semantic associations and well-known category membership relations. Expansion to include inferences that are supported by knowledge of the argument-taking properties of verbs has been tentatively suggested (Boland et al., 1990; Hudson, Tanenhaus, & Dell, 1987; McKoon & RatclifF, 1989c; Tanenhaus et al., 1989) . For example, in the sentence "he cleared the papers off" an argument of the verb (the place the papers were removed from) is missing. McKoon and Ratcliff (1989c) provided data indicating that readers inferred the missing argument from mention in a preceding sentence. Minimal inferences are also currently said to include those that are based on local information in a text. This notion too can be tentatively expanded toward a less simplistic view. Instead of regarding local information as a relatively undifferentiated list of propositions, we can borrow the discourse models used in artificial intelligence (Grosz et al., 1983; Sidner, 1983a Sidner, , 1983b Webber, 1983) . According to these models, the information in a text is represented as the set of entities evoked by the text and the relations among them. Each entity in the model is assumed to have some degree of accessibility, which is determined by the syntactic, semantic, and pragmatic environment in which it is linguistically expressed. The varying degrees of accessibility should be reflected in the processes that construct local inferences. Initial evidence that inference processes are, in fact, affected in this way has been found in several studies (Greene et al., 1992; Hudson et al., 1987; McKoon, Ward, Ratcliff, & Sproat, in press; Ward et al., 1991) . For example, comprehension of a pronoun is facilitated if the pronoun refers to an entity that is topical in its text, and if the referent entity was first mentioned in a salient syntactic position (Ward etal., 1991) .
As the class of minimal inferences expands, the sharp contrast between the minimalist and constructionist positions may be redefined. For example, inferences previously thought to be constructed because they were necessary to a situation model may instead be understood to be based on easily available information and so become incorporated into a minimalist representation. At the same time, it may become clear which inferences cannot be constructed automatically, and for these inferences, models of strategic, goal-based generation processes will be required.
It is very important not to misunderstand the goal of the minimal inference position. It is easy to see it as a rejection of all goal-based, purposeful inference processing because this article is focused on minimal inferences. This is not the case. The aim is to try to separate the inferences and relations that are automatically and rapidly produced from those that are the result of slower, goal-based strategic processes. From such a separation, we can begin to understand the characteristics of the database provided in the first few hundred milliseconds of processing. Information about this database can then be used to tell us what information strategic processes have to work with (and therefore which strategic inferences will be difficult and which easy) and perhaps even identify strategic inferences that the processing system cannot avoid constructing.
