A characteristic that sets radioactivity measurements apart from most spectrometries is that the precision of a single determination can be estimated from Poisson statistics. This easily calculated counting uncertainty permits the detection of other sources of uncertainty by comparing observed with a priori precision. A good way to test the many underlying assumptions in radiochemical measurements is to strive for high accuracy. For example, a measurement by instrumental neutron activation analysis (INAA) of gold film thickness in our laboratory revealed the need for pulse pileup correction even at modest dead times. Recently, the International Organization for Standardization (ISO) and other international bodies have formalized the quantitative determination and statement of uncertainty so that the weaknesses of each measurement are exposed for improvement. In the INAA certification measurement of ion-implanted arsenic in silicon (Standard Reference Material 2134), we recently achieved an expanded (95 % confidence) relative uncertainty of 0.38 % for 90 ng of arsenic per sample. A complete quantitative error analysis was performed. This measurement meets the CCQM definition of a primary ratio method.
Introduction
Information is essentially surprise, something that was not previously known. Occasionally an analytical chemist can tell the person who submitted the samples something that he did not expect, or even does not believe. For instance, in our laboratory a sample of superconducting graphite intercalated with rubidium was found to contain potassium instead. When a customer is presented with an unforeseen result, it is sometimes comforting for him to decide that the analyst has made a blunder such as mixing up the samples. It is the analyst's responsibility to design her procedure and write her report so clearly that the customer must be convinced that the analysis was done without mistakes (which is not, of course, without error or uncertainty). It is this integrity of the chemical measurement process that quality systems, audits, and interlaboratory comparisons attempt to insure. Beyond this basic assurance of reproducibility and reliability, accuracy is improved and we become more confident of the results if our procedures are tested by stress.
Error Detection and Minimization
Quality management systems require a complete and detailed written procedure, which ensures that the measurement will be done reproducibly. However, aside from the impossibility of repeating a measurement every time under exactly the same conditions it is not always desirable to try to do so. For example, because one activation analyst always carefully duplicated his irradiation and decay parameters, a decaying interference could not be found until another person repeated the measurement with less rigorous reproducibility.
For robustness, it is desirable to vary parameters to test the sensitivity of the result to the variables, and build that requirement for variation into the protocol. The way to confidence is through demonstrated accuracy.
You never know what is enough until you know what is more than enough -William Blake
These points are illustrated by several attempts in our laboratory to perform neutron activation analysis (NAA) with better than usual accuracy.
1. A set of gold films of different thicknesses were evaporated on a silicon substrate to provide working standards for Rutherford backscattering. Instrumental neutron activation analysis (INAA) was used to measure the quantity of gold on the wafer. 1 In a blind comparison, INAA agreed with independent gravimetric measurements to within 0.3 % on average. In order to obtain such agreement, several potential sources of bias were tested. To examine the effect of resonance neutron self-shielding, a sandwich was made of a 5-mm diameter gold foil between two 10-mm foils. The package was irradiated and the foils counted individually. Surprisingly, the apparent specific activity of the inner foil was larger than the outer foils. Because the outer foil had four times the mass of the inner, the counting rate was four times higher, and the random coincidence (pulse pileup) correction 2 correspondingly more important. This experience led to the routine incorporation of pileup correction for all NAA counting at NIST.
Neglect of pileup at low count rates was not confined to our laboratory. At about the same time, the International Atomic Energy Agency (IAEA) organized the G2 intercomparison exercise to test the adequacy of dead time and pileup corrections. 3 The task of the participants was the simplest metrology: to determine the activity, relative to a reference source counted at 1000 counts/s, of four radioactive sources up to 15 times the activity of the reference. Ninety-eight sets of results were submitted by laboratories in 24 countries. The results were sobering: for the most active source the median error was 6 % and the maximum error was 36 %.
2. Perhaps the most precise and accurate gamma-ray spectrometry ever published was performed in the calibration of reference materials for nuclear safeguards, certified for 235 U enrichment. 4 The sample-to-sample variations in gamma assays within each of five sets of 25 samples was 0.06 % -0.13 % relative standard deviation (rsd), and the uncertainty of relative measurements was comparable with the best mass spectrometry. A significant source of uncertainty was the variation in the peak area as detected by the peak search program. In order to obtain this precision, a fixed-boundary summation 5 was used in preference to a Gaussian fit to the spectral peaks. In this work the pileup correction algorithm was shown to be adequate at this degree of precision over a wide range of counting rate, from 4 % to 22 % dead time.
Spectrum analysis programs are an often-overlooked source of uncertainty in gamma spectrometry. 6 Intercomparisons of different algorithms have always shown differences in peak detection capability and net area determination, and reveal the importance of user-selected parameters. 7, 8−10 Overlapping peaks present a particularly rich field for errors and choices of algorithm. 11, 12 3. The publication of a high-precision value for the half-life of 28 Al (Ref. 13 ) permitted a high-accuracy INAA determination of aluminum as a major element in coal fly ash. Because the half-life is only 2.2 minutes, precise timing and correct calculation of the combined effects of pileup in the amplifier, dead time in the multichannel analyzer, and radioactive decay in the source were crucial. 14, 15 The method was tested by analyzing single-crystal sapphire (Al 2 O 3 ); the measured aluminum concentration was within 0.2 % of the theoretical stoichiometry.
Later examination revealed a pattern in the results. When the sapphire sample was irradiated between two standard Al foils the apparent concentration was slightly higher than if the inverse sandwich was irradiated. Experiments designed to test the idea that neutron scattering was important in this well-thermalized, near-isotropic neutron irradiation, as it certainly is for neutron beam experiments, 16 have made this explanation unlikely. 17 4. INAA was used for certification of NIST Standard Reference Material (SRM) 2134, consisting of 90 ng of arsenic implanted in 1-cm 2 silicon samples. For this measurement a complete quantitative analysis of all components of uncertainty was done. 18 The expanded relative uncertainty was U = 0.38 %, calculated using a coverage factor of 2, which gives a level of confidence of approximately 95 %. The largest single contributor to the overall uncertainty was the uncertainty of the concentration of the reference standards. As discussed below, this measurement can serve as a prototype for INAA as a primary method of analysis. The potential of NAA as a reference technique for As in Si has also been suggested by others. 19 In the course of these arsenic measurements, an apparent systematic error was found in the most recently published value of the 76 As half-life, so an earlier consensus value was used for the computations in that work. In a subsequent redetermination of this half-life, 20 it was inferred that the author of the recent value may have used a biased procedure for fitting decay curves. From this we learned that even the most recently published and professionally evaluated nuclear data may still not be sufficiently reliable for the most accurate work.
Uncertainty Evaluation and Primary Methods
A growing influence on analytical chemistry is the Guide to the Expression of Uncertainties in Measurement, published by the International Organization for Standardization: the ISO GUM. 21 Written to facilitate legal metrology and trade, this standard requires that all sources of uncertainty be examined and quantitatively specified, as a consequence of which the greatest weaknesses of the procedure are exposed for improvement. Supplementary guides to the implementation have been written by Eurachem/CITAC 22 and NIST. 23 A guide specifically directed toward nuclear methods is in preparation by the IAEA. The application of these principles to NAA 24 has been addressed, and to the k 0 standardization method in particular. 25 These guides give numerical examples of the application of the GUM principles to specific cases.
The algorithm for uncertainty assessment is easily described mathematically: simply determine the uncertainty in each parameter in the measurement equation and compute the degree to which that uncertainty affects the final result. In practice, of course, for most analytical methods it is tedious to compute the necessary partial derivatives analytically. However, a spreadsheet approach has been proposed 25, 26 that performs differentiation numerically, and displays the influence of each factor in an instructive way.
For the arsenic in silicon SRM described above, 18 twentynine sources of uncertainty were quantitatively evaluated, as shown in Table 1 . Of these, six (in bold) accounted for 95 % of the relative combined uncertainty and only two, the reproducibility of replicate samples and the concentration of the standards, accounted for 70 %.
The Consultative Committee on the Quantity of Material (CCQM) of the Bureau International des Poids et Mesures (BIPM) has described a primary method of measurement as "...
Relative standard Uncertainty Source uncertainty u a method having the highest metrological properties, whose operation can be completely described and understood, for which a complete uncertainty statement can be written down in terms of SI units. A primary direct method: measures the value of an unknown without reference to a standard of the same quantity. A primary ratio method: measures the value of a ratio of an unknown to a standard of the same quantity; its operation must be completely described by a measurement equation." 27 If care is taken to document uncertainties, in many cases INAA can comply fully with the definition of a primary ratio method. 28 In particular, the NIST determination of arsenic in silicon meets all these criteria. The measurement and its corresponding relative expanded uncertainty of 0.38 % is of the highest metrological properties, since no other analytical method is able to provide a smaller uncertainty for trace levels of this element. In addition, equations describing the measurement process and its uncertainty can be written in terms of SI units, the well-understood equations of neutron activation and radioactive decay.
Concentration
Why should we care about this definition? "Strictly, traceability to the SI in measurements of amount of substance -or of any other quantity -requires that the measurements be made using a primary method of measurement, which is correctly applied and stated with an evaluated uncertainty." 29 Nuclear methods in analytical chemistry are perceived, correctly, as being more tedious than methods that merely require that the sample be dissolved and aspirated into a plasma. Yet the dissolution step can lead to large errors from insoluble phases, reprecipitation, or volatilization even for simple biological materials. 30 Even if all the sample is in solution, differing response of the atomic and molecular analytical instruments to different analytes, and still different effects of the matrix on calibrations, make it clear that easy and correct do not necessarily go together.
Because most nuclear techniques are based on simple physical principles, many merely chemical obstacles to accurate analysis become more tractable. The fact that NAA has effectively zero blank has made it possible to measure ultratrace levels of essential and toxic trace elements in biological tissues with little concern for sample contamination during the analytical process. For example, using radiochemical NAA the natural levels of chromium in whole blood were shown to be more than an order of magnitude lower than previously believed. 31 Values for other difficult elements (Mn, Mo, and V) in tissue have been established by NAA, 32 and over half of the reference values in blood or serum selected in a critical review 33 were established by NAA. Results such as these have stimulated the development of ultrapure reagents, clean-room chemistry, and non-contaminating containers necessary for the application of non-nuclear techniques to reliable, routine trace analysis.
Other analytical problems are also best solved by nuclear methods. In particular, the use of radioactive tracers is underused, perhaps because the technique is "fictitiously difficult." 34 Because of the complications of chemical trace-element analyses of high-purity solids, "all reliable values for segregation coefficients for impurities in semiconductors have been determined by radiotracer methods." 35 Radiotracers can give exquisite sensitivity in studies of biochemical speciation. 36, 37 and environmental transport processes. 38, 39 In the analytical chemistry laboratory, radioactive tracers can often efficiently shed light on issues of homogeneity, contamination and losses, and the yield and purity of separation processes. 40 Bowen has written a thorough introduction to the virtues, applications, and practicalities of radiotracers. 41 
Conclusions
For analytical results to be demonstrably reliable, some believe that it is necessary to write and adhere to a detailed quality manual which sets out every step to be followed in every unit operation in every analytical procedure. Such rigidity can only guarantee reproducibility, not accuracy. It also guarantees scientific boredom. However, the ISO GUM can also be interpreted as a spur to improved analysis by encouraging the systematic examination of every significant source of error and uncertainty, and thus lead to improved accuracy through more complete understanding of the chemical measurement process. Nuclear methods, with their long history of attention to counting statistics and other uncertainties, can lead the way.
To the ignorant the great results alone are admirable; to the knowing, rather the infinite device and sleight of hand that made them possible.
-Robert Louis Stevenson
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