A system of two coupled ensembles of phase oscillators can follow different routes to interensemble synchronization. Following a short report of our preliminary results ͓Phys. Rev. E 78, 025201͑R͒ ͑2008͔͒, we present a more detailed study of the effects of coupling, noise, and phase asymmetries in coupled phaseoscillator ensembles. We identify five distinct synchronization regions and routes to synchronization that are characteristic of the coupling asymmetry. We show that noise asymmetry induces effects similar to that of coupling asymmetry when the latter is absent. We also find that phase asymmetry controls the probability of occurrence of particular routes to synchronization. Our results suggest that asymmetry plays a crucial role in controlling synchronization within and between oscillator ensembles, and hence that its consideration is vital for modeling real life problems.
Ensembles of coupled oscillators are ubiquitous in nature. They arise in diverse areas of science including physics, biology, chemistry, neuroscience, social, electrical, and ecological systems. Examples include synchronous emission of light pulses by populations of fireflies ͓1͔, synchronized firing of cardiac pacemaker cells ͓2͔, synchronization in ensembles of electrochemical oscillators ͓3,4͔, both short-and long-range synchronizations in the brain ͑within and between neuronal ensembles͒ ͓5-7͔, emission of chirps by a population of crickets ͓8͔, and synchronous clapping of audiences in auditoria. The dynamical properties of large ensembles of this kind have been a subject of intense interest since the 1960s ͓9-13͔. Mean-field theory facilitates the study of such ensembles by reducing the dynamics of a number of oscillators to the dynamics of their mean field, i.e., effectively of a single oscillator. In principle, each oscillator in the ensemble contributes to the dynamics of the mean field, so that the collective dynamics of the entire ensemble can be represented by the dynamics of the mean field. This approach has a good analytical background that enables identification of bifurcation boundaries and stability criteria for understanding the synchronization dynamics of the ensemble. Although the mean-field approach suggests consideration of the dynamics of just one oscillator in place of the ensemble dynamics, recent research has identified new phenomena such as intraensemble and interensemble clusterings ͓14͔ that can only be understood in terms of ensembles. Thus one should expect to model natural systems comprised of interacting entities as ensembles of coupled oscillators rather than always approximating them as a single oscillator.
Synchronization or concurrence between oscillatory systems is a remarkable phenomenon that is often inescapable for coupled oscillators. Phase synchronization was first reported by the Dutch physicist Christiaan Huygens well back in the 17th century based on his observation of two pendulum clocks that persisted in precise antiphase, seemingly indefinitely. Thereafter, the phenomenon of synchronization has been studied theoretically ͓10,11,15-17͔ and experimentally ͓3-7,18-20͔ in great detail. It is well known that the control of synchronization in natural systems ͓21-23͔ is of great importance. Synchronization also occurs in, e.g., lasers and Josephson-Junction arrays ͓24,25͔, the cardiorespiratory interaction ͓26,27͔, and temporal coding and cognition via brain waves ͓28-32͔. However the emergence of synchronized oscillations can also give rise to undesirable effects, as in the case of epileptic seizures ͓33,34͔, Parkinson tremor ͓35,36͔, or pedestrians on the Millennium Bridge ͓12͔.
In real systems, the interactions between the oscillators are often asymmetric. Examples include cardiorespiratory ͓37,38͔ and cardio-␦ electroencephalogram interactions ͓39͔, interactions among activator-inhibitor systems ͓4,40-42͔, coupled circadian oscillators ͓43͔, and the interactions between ensembles of oscillators in neuronal dynamics ͓28,44,45͔. Neglecting coupling asymmetry, i.e., assuming symmetric interactions, is an approximation that may simplify the analysis but which may also lead to a model that fails to describe important phenomena occurring in the system. We have already reported ͓14͔ novel global clustering phenomena and novel routes to interensemble synchronization that occur only in the case of asymmetrically interacting systems. It is thus evident that explicit consideration of asymmetry in the interaction may be essential to create a realistic model.
In this paper, we supplement the preliminary account ͓14͔ of our investigations of two asymmetrically interacting ensembles of oscillators by providing additional detail of the different synchronization regimes, and we extend it by reporting the effects induced by noise asymmetry. We thereby emphasize the importance of asymmetry-in coupling, noise, and phase-in such systems. We show that it is the coupling and phase asymmetries that control their synchronization. We also report the occurrence of certain routes to interensemble synchronization. We show that these routes are characteristic of asymmetrically interacting ensembles of oscillators and that they cannot occur in systems where the interactions are symmetrical. These results yield insights into how synchronization arises in coupled oscillator ensembles. This understanding is an essential prerequisite for the development of control schemes, paving the way to possible methods of controlling synchronization in real systems.
We discuss the model of asymmetrically interacting ensembles of oscillators and define their mean field in Sec. II. In Sec. III we discuss analytically the stability of the incoherent ͑i.e., unsynchronized͒ state in the thermodynamic limit and consider how it can be modeled numerically. Section IV defines the five distinct synchronization regimes that we have identified and discusses in turn how each of them is influenced by asymmetry in coupling, noise, and phase. The several routes followed to synchronization, and between different synchronization regimes, are discussed in Sec. V. Finally, in Sec. VI we summarize the main results and draw conclusions.
II. COUPLED PHASE OSCILLATOR ENSEMBLES
The energy emitted or absorbed by an individual oscillator in the ensemble will alter the physical states of the neighbors to which it is coupled; in particular, the periods of its neighbors are altered ͑either lengthened or shortened͒. The way in which the period is altered depends on the state of the neighboring oscillator at the moment when it receives the impulse. One of the commonest scenarios to consider is an ensemble of nonlinear oscillators evolving in a globally attracting limit cycle of constant amplitude. Such oscillators are called limit cycle or phase oscillators. If they are coupled in such a way that they will not be perturbed sufficiently to leave their limit cycles, then 1 degree of freedom is enough to describe the system dynamics. Let us consider a system of two asymmetrically interacting ensembles of oscillators ͑AIEOs͒. Their phase dynamical equations can be written as ͓10͔
The interactions are characterized by coupling parameters A ͑1,2͒ and B to quantify, respectively, the interactions within ͑intra͒ and between ͑inter͒ the ensembles; f and g are 2-periodic functions that describe coupling in the ensembles. The fact that A ͑1͒ A ͑2͒ implies that the oscillators in the ensembles are asymmetrically coupled. i ͑1,2͒ are the phases of the ith oscillator in each ensemble and N ͑1,2͒ refer to the ensemble sizes; we take N ͑1͒ = N ͑2͒ = N. From Eq. ͑1͒, it is obvious that each oscillator will run at its own characteristic frequency i when uncoupled. However when coupled, there is a tendency for a collective behavior in the ensemble to arise. Depending on the strength of the coupling parameters, the oscillators either partially or completely synchronize. The emergence of synchronization is spontaneous beyond a critical value of the coupling parameter. 
Mean field
When N → ϱ in the thermodynamic limit, each oscillator in the ensemble can be regarded as being coupled to the mean field. Thus for infinitely many oscillators, synchronization can conveniently be defined and characterized by a mean-field ͑order͒ parameter,
. Here ͑1,2͒ ͑t͒ are the average phases of the oscillators in the respective ensembles and r ͑1,2͒ ͑t͒ provide measures of the coherence of each oscillator ensemble, which varies from 0 to 1. The amplitude of each order parameters r ͑1,2͒ vanishes when the oscillators in the corresponding ensemble fall out of synchronization with each other and is positive for synchronized states, thus characterizing intraensemble synchronization. When ␦ = ͑1͒ − ͑2͒ Ϸ const the ensembles are mutually locked in phase, defining the state of interensemble synchronization. Geometrically, if we consider the phases of all the oscillators to be moving on the unit circle, then the mean field is the centroid of all the phases. With this characterization, we show that an increase in the coupling strength between two ensembles that are synchronized separately does not immediately result in their mutual phase locking. Rather, phase locking occurs through either one of two different routes: in route I the oscillators in the two ensembles combine and form clusters; in route II one of the ensembles desynchronizes while the other remains synchronized. Further, there also exists the possibility that phase locking between the ensembles cannot occur at all.
III. STABILITY OF THE INCOHERENT STATE IN THE THERMODYNAMIC LIMIT
In the limit N → ϱ, a density function can be defined as ͑1,2͒ ͑ , t , ͒dd to describe the number of oscillators with natural frequencies within ͓ , + d͔ and with phases within ͓ , + d͔ at time t. For fixed the distribution ͑1,2͒ ͑ , t , ͒ obeys the evolution equation,
where v ͑1,2͒ are given by
The function ͑1,2͒ ͑ , t , ͒ is real and 2 periodic in , so it can be expressed as a Fourier series in ,
where c.c. is the complex conjugate of the preceding term and ͑ , t , ͒ denotes the second and higher harmonics. Sub-
where the Fourier components for ͉l͉ Ͼ k are neglected since l = Ϯ k are the only nontrivial unstable modes, 0 =1/ 2 is the trivial solution corresponding to incoherence, and f k and h k are coefficients of the Fourier series of functions f and h. Here ͗·͘ represents the average over the frequencies
weighted by the Lorentzian distribution g ͑1,2͒ ͑͒. Solving Eq. ͑3͒ we get
Substituting the above equation back into Eq. ͑3͒ we find
where
and
. The integrals in this equation can be written as constants C ͑1,2͒ which are to be determined in a self-consistent manner. Thus, for the assumption
This on substitution back into Eq. ͑5͒ results in the following characteristic equation:
For a detailed analysis of the above equation, we specify sinusoidal forms for the functions f and h as ͕f , h͖͑͒ = sin . Therefore the eigenvalue ͓Eq. ͑9͔͒ becomes
or equivalently we have
The resultant bifurcation diagram is shown in Fig. 1 . It is discussed in detail below, in Secs. IV A and IV C. Here it is obvious that for the case when phase asymmetry is absent, when A ͑2͒ = B = 0, the characteristic ͓Eq. ͑8͔͒ reduces to the characteristic equation of the Kuramoto model derived by Kuramoto ͓10͔ and Strogatz ͓11͔.
A. Numerical considerations
To investigate the system numerically, we use a RungeKutta fourth-order ͑RK4͒ routine for solving the model equations with a time step of 0.01; we have confirmed that the results are unaffected by decreasing the time step below 0.01. We take N = 1000 in each ensemble and the initial phases of the oscillators are assumed to be equally distributed within the interval ͓0,2͔. As a signature of synchronization, we take the condition Re͑ Ϯ ͒ Ͼ 0 in the case of the analytic treatment. For the numerical experiment, we set r ͑1,2͒ Ͼ 0.7 for intraensemble synchronization in the corresponding ensembles and a constant ␦ for interensemble synchronization as the conditions. The numerical condition for intraensemble synchronization, that r ͑1,2͒ Ͼ 0.7, may at first seem too strict when compared with the analytic condition that r ͑1,2͒ Ͼ 0. However, there are certain differences between analytic and numeric considerations that make this choice reasonable. Mainly, N is finite for the numerical experiment, whereas analytic conditions are derived in the limit N → ϱ. Further, the analytic and numeric bifurcation bound-aries ͑discussed later͒ are found to match quite closely for this choice of the numeric threshold for r ͑1,2͒ . We have plotted the numerical boundary for r = 0.5 along with r = 0.7 in Fig. 1͑a͒ to illustrate this.
IV. SYNCHRONIZATION REGIMES
We have identified analytically the possibility of five distinct dynamical regimes ͓14͔:
͑i͒ NS: the region of no synchronization or incoherence ͑steady state͒.
͑ii͒ S1: the region of global ͑interensemble͒ synchronization, in which the oscillators of both ensembles are all entrained to the same frequency.
͑iii͒ S2: the region where there is synchronization within one ensemble but not the other.
͑iv͒ D2: the region of synchronization within both ensembles, separately and independently, with two different entrainment frequencies.
͑v͒ D1: a global regime in which the two ensembles behave as one, but the oscillators within each ensemble are entrained at either one of two distinct entrainment frequencies. We will call this phenomenon interensemble clustering.
Regions S2 and D1 cannot occur when coupling and noise asymmetries are absent ͓46,47͔ ͓see Fig. 1͑a͔͒ . In Secs.
IV A-IV C, we will consider how these synchronization regimes are affected by coupling, noise, and phase asymmetries, respectively.
A. Effect of coupling asymmetry
Consider Fig. 1͑b͒ for the case ␣ = 0 and
If we start from the state of no synchronization ͑region NS͒ and decrease ␥ for fixed B Ͼ 1, the incoherent ͑steady͒ state becomes unstable via a single Hopf bifurcation. Thus the system enters into the region S1 from NS ͑crossing ␥ c+ ͒ and the ensembles entrain to a single frequency ⍀ + . With further decrease in ␥ below the ␥ c− line in the region D1 ͑in Fig. 1͒ , a new entrainment frequency emerges through a second Hopf bifurcation. In this region, the oscillators from the two ensembles combine and form two clusters ͑interensemble clustering͒ oscillating with two frequencies,
The lines ␥ cϮ in Fig. 1 are obtained by imposing the condition Re͑ Ϯ ͒ = 0 in Eq. ͑11͒. Thus in this region the order parameters r ͑1,2͒ either fluctuate in a quasiperiodic manner or have complicated dynamics ͓see Figs. 2͑a͒ and 2͑c͔͒. This is because each ensemble has two clusters oscillating with different frequencies ͓see Figs. 2͑a͒ and 3͔ . Thus, the behavior of the order parameters r ͑1,2͒ is quite subtle. Since r ͑1,2͒ measure only the amount of synchronization within an ensemble, a decrease in r ͑1,2͒ will not necessarily mean desynchronization. Rather, for a sufficient value of the coupling parameters, a decrease in r ͑1,2͒
represents a signature of interensemble synchronization: clustering corresponds to the occurrence of desynchronization within an ensemble because some of its oscillators tend to synchronize with the other ensemble.
Again looking at Fig. 1͑b͒ , when B Ͻ 1, a decrease in ␥ takes the system from region NS to region S2 by crossing the line ␥ c+ through a single Hopf bifurcation. Further decrease in ␥ causes the system to cross the line ␥ c− and, via another Hopf bifurcation, enter into region D2 where there are two entrainment frequencies ⍀ Ϯ . The latter can be calculated from Eq. ͑11͒. In region S2, intraensemble synchronization can occur in either one of the ensembles, depending on whether A ͑1͒ or A ͑2͒ is greater; in Fig. 1͑b͒ , since A ͑1͒ Ͼ A ͑2͒ , synchronization occurs in the first ensemble with the second ensemble remaining incoherent. Note that, on increasing B ͑for fixed ␥͒ while in region S2, the condition − ⌬ 2 Ͻ 0 is violated and the ensembles enter into the phase-locked region S1. In region D2, the ensembles synchronize separately to two locking frequencies ͓unlike region D1 where the ensembles combine and synchronize to either one of the two locking frequencies given by Eq. ͑12͔͒.
The corresponding ͑B-␥͒ bifurcation diagram for the case A ͑1͒ = A ͑2͒ is plotted in Fig. 1͑a͒ to show the difference between these two cases. Region D represents intraensemble synchronization which occurs through a degenerate Hopf bifurcation ͑similar to the route to D2͒ with entrainment frequencies ⍀ Ϯ = ϯ ͑1 / 2͒͑⌬ 2 − B 2 ͒ 1/2 + and S represents interensemble synchronization through a single Hopf bifurcation ͑similar to the route to S1͒ with same frequency ⍀ = . Note that regions S2 and D1 cannot arise for the symmetric coupling case and that these two synchronization regimes are therefore induced by coupling asymmetry͑see Fig.  4͒ .
The presence of two entrainment frequencies in region D1 can be seen by looking at the frequencies into which all the individual oscillators are grouped as shown in Fig. 3 ͑since the order parameters do not reveal this synchronization phenomenon͒. The interensemble clustering that occurs in this case is quite different from the formation of clusters in a single ensemble ͓10,48,49͔-here the oscillators in two different ensembles combine and form clusters. The occurrence of this phenomenon provides an insight into possible ways of controlling synchronization in more realistic situations ͑con-sidering asymmetry͒ like neural networks where some neurons from one ensemble ͑say cortex͒ tend to synchronize with other ensemble ͑say thalamus͒ creating desirable ͑tem-poral coding͒ or undesirable effects ͑as in the case of epileptic seizures͒. For instance, in a thalamocortical model of the neuronal synchronization mechanisms during anesthesia ͓32͔, we found that the transition from the deep to the light anesthetized state occurs as the result of a fraction of the thalamic neurons entering into synchronization with the cortex; at the same time, of course, these thalamic neurons lose synchronization with the other thalamic neurons. The clustering that occurs in this case is desirable in the sense that it favors coding of sensory information and helps the brain to resist the effects of anesthesia by maintaining consciousness and cognition. Without coupling asymmetry, these phenomena would not occur.
B. Effect of noise asymmetry
It is well known that real physical systems are in general subject to noise. Here, we regard as "noise" any kind of random fluctuation in the system, whether originating internally or externally. Synchronization effects induced or modified by noise are of particular interest ͓50-54͔.
When asymmetric noise in introduced into a system with asymmetric coupling, the bifurcation regimes remain the same in the presence of coupling and phase asymmetries. There may be changes in the boundaries of the respective regions and their entrainment frequencies. However, for the case of symmetric coupling, asymmetric noise can induce the phenomenon of global clustering. We have already seen in Sec. IV A that interensemble clustering phenomena ͑region D1͒ cannot occur in a system with symmetric coupling and symmetric noise. Figure 5 plots the individual oscillator phases, determined numerically, indicating the transition from S1 to D1 induced by noise asymmetry. When A ͑1͒ = A ͑2͒ = 1.4, B =1, ␥ = 0.05, and ⌬K = 0 the system is in region S ͓corresponding to Fig. 1͑a͔͒ where synchronization occurs in both the ensembles with one entrainment frequency. This can be seen from the top panel of Fig. 5 where oscillators from both ensembles lock to form a single major cluster. On the other hand, when ⌬K = 0.25, the combined system of the two ensembles synchronizes to two main clusters, each of which comprises a fraction of the oscillators from both ensembles ͓see Fig. 5 ͑bottom͔͒, representing region D1. Thus asymmetric noise in some ways imitates the effects of asymmetric coupling in the absence of noise. In general, however, the coupling strength and noise intensity compete with each other in the sense that gradually increasing the coupling strength from zero will eventually favor synchronization, whereas increasing the noise intensity will favor desynchronization.
The S2 region also appears in this case, induced by noise asymmetry. Here too, depending on whether ⌬K is positive or negative, synchronization occurs either in the second or the first ensemble, respectively, similar to the case when region S2 arises in the presence of coupling asymmetry. Thus noise asymmetry plays a similar role to coupling asymmetry for the symmetric coupling case, and the ͑B-␥͒ bifurcation diagrams ͓Figs. 1͑b͒ and 4͔ look similar. Figure 6 depicts the results of numerical investigation of all the synchronization regimes in the presence of noise asymmetry corresponding to the analytical bifurcation diagram in Fig. 4 . In contrast, for symmetric noise the dynamics is unaffected, no matter whether coupling and phase asymmetries are present or absent. The only difference is that the incoherent state becomes unstable for larger values of the critical parameters as one increases noise intensity.
C. Effect of phase asymmetry
For the case ␣ 0, the interensemble regions D1 and S1 shrink as ␣ increases, whereas the intraensemble synchronization region S2 expands, as shown in Fig. 7 . This means that finite phase asymmetry reduces the probability of interensemble synchronization ͑note reduced S1 and D1 regions in Fig. 7͒ and mostly allows only intraensemble synchronization of one or both of the ensembles. For a given set of parameters, on increasing ␣ from 0, the following condition is satisfied:
up to a critical value of ␣ = ␣ j given by
where again, for a given set of parameters, there can only be one value of ␣ that satisfies 0 Ͻ ␣ Յ / 2. Upon crossing ␣ j , condition ͑13͒ is violated and the following condition is satisfied: cos͑2␣͒ + Â ⌬ sin ␣ − ⌬ 2 Ͻ 0. As a result, when ␣ Ͼ ␣ j the interensemble synchronization breaks down and the system enters into a state of intraensemble synchronization. Thus as one travels from S1 ͑D1͒ to S2 ͑D2͒ across ␣ j the combined synchronization with single ͑double͒ frequency breaks between the ensembles and independent synchronization with single ͑double͒ frequency regime appears. Region S2, unlike region S in Fig. 1͑a͒ , embraces two states, ͑i͒ synchronization in ensemble 1 with ensemble 2 incoherent and ͑ii͒ synchronization in ensemble 2 with ensemble 1 incoherent, but does not distinguish between them.
Further, there is a critical value of ␣ = ␣ c above which the collective oscillations disappear and the incoherent state becomes stabilized ͑see Figs. 7 and 8͒. Thus by reducing the chances of occurrence of interensemble synchronization and favoring intraensemble synchronization, phase asymmetry plays a crucial role in determining the route to synchronization. Thus, for instance, in a particular problem, if one wants to have ͑avoid͒ the phenomenon of interensemble clustering ͑region D1͒ then it is obvious that phase asymmetry should be absent ͑finite and large͒.
The discrepancy between the numerically and analytically obtained boundaries in Fig. 7 is attributable to the influence of phase asymmetry. This affects region S2 which is large here ͓cf. Fig. 1͑b͒ where both S2 and the discrepancy are smaller͔ and it changes the thresholds for r ͑1͒ and r ͑2͒ . Note that neither numerics nor analytics provides an exact result. The analytic boundary is obtained from the condition r Ͼ 0 and refers to the limit of infinitely many oscillators. For numerics, the ͑asterisked͒ boundary is obtained from the condition r ͑1,2͒ Ͼ 0.7 and refers to a finite number of oscillators.
D. Stability of the fully synchronized states in the limit ␥ =0
In this section we focus on the noise-free case with a frequency distribution that has an infinitely sharp peak. In this case, the dynamics is reduced to that of two ensembles of identical oscillators ͑the oscillators within the ensembles are identical while the ensembles themselves are nonidentical͒. Now the ␦ corresponding to intraensemble synchronization can be obtained from Eq. ͑1͒ as
A linear stability analysis of Eq. ͑1͒ then gives N − 1 degenerate eigenvalues for each ensemble, namely,
which characterize the stability of the intraensemble synchronized states of ensembles 1 and 2. In addition, two eigenvalues 0 = 0 and c =−2B cos ␣ cos ␦ characterize the stability of interensemble synchronization. Hence the transition between interensemble and intraensemble synchronization states occurs at the following bifurcation point:
Note that ␦ varies from − / 2 to / 2 as ␣ increases. For ␣ Ͻ ␣ h ͑not shown in figures͒, the stability condition is satisfied by both ensembles and so intraensemble synchronization occurs in both ensembles. When ␣ Ն ␣ h the stability condition is violated by either one of the ensembles and at that point a Hopf bifurcation occurs. As a consequence, intraensemble synchronization occurs in one of the ensembles. For the case A ͑1͒ = A ͑2͒ , when ␦ varies from / 2 to 0 for increasing ␣ and when ␣ Ն ␣ h the stability condition is violated by the first ensemble. On the other hand, when ␦ varies from 0 to − / 2 with increasing ␣, the stability condition is violated by the second ensemble above ␣ h .
V. ROUTES TO SYNCHRONIZATION
Given that the system possesses distinct synchronization regimes, it is of interest to investigate the routes it follows to synchronization. As one would expect, the route depends on the coupling, noise, and phase asymmetries. In particular, in the presence of coupling asymmetry, we have identified the following routes ͓14͔, grouped into the two different cases ␣ = 0 and ␣ 0, and assuming that we increase the interensemble coupling parameter B keeping all the other parameters fixed. When ␣ = 0 we find that there are at least three typical routes:
͑1͒ The oscillators in the ensembles pass from the synchronization regime D2 through D1 to the region S1. Thus when the ensembles are synchronized separately, increasing B results in interensemble clustering which then leads to interensemble synchronization or phase locking between the ensembles. This route is represented by line I-II of Fig. 1͑b͒ .
͑2͒ There is also a possibility that when the ensembles are synchronized separately and when B is increased, the intraensemble synchronization be destroyed in one of the ensembles, which on further increase in B leads to phase locking between the ensembles. Thus when the system is in region D2 increasing B causes the system to pass through the region S2 to region S1. Interensemble clustering does not occur in this route. ͑3͒ If the ensembles are initially not synchronized ͑that is in region NS͒, then increasing B can cause phase locking of the ensembles directly. Thus the system can pass directly from region NS to S1. This route is characteristic of the case ␣ = 0 and cannot occur in the presence of phase asymmetry.
In the presence of phase asymmetry, i.e., ␣ 0, the ensembles can follow any of the following routes to synchronization:
͑1͒ The ensembles pass from region D2 through D1 to S1. This route is similar to route 1 that occurs for the case ␣ = 0. Note that when A ͑1͒ = A ͑2͒ or ⌬ = 0 only one entrainment frequency exists below ␥ c− and therefore this route does not occur for either case ͑due to the nonoccurrence of region D1͒.
͑2͒ The ensembles pass from region D2 through S2 to S1. This route does not incorporate the state of interensemble clustering.
͑3͒ When the ensembles are synchronized separately ͑in region D2͒, increasing B causes the disruption of synchronization in one of the ensembles leading to synchronization in the other ensemble ͑region S2͒. Thus the ensembles pass from region D2 to S2. This route is characteristic of phase asymmetry and cannot occur for the case ␣ =0.
͑4͒ If the ensembles are not synchronized, increasing B will result in synchronization in either one of the ensembles. Thus the ensembles pass from regions NS to S2 ͑unlike NS to S1 in the absence of phase asymmetry͒.
Knowledge of these routes to synchronization is obviously important for the control of synchronization in real systems.
VI. DISCUSSION AND CONCLUSIONS
One might intuitively suggest that the synchronization phenomena induced by coupling and noise asymmetries could also be obtained by choosing a sufficiently large difference between the mean frequencies of the two ensembles. However, the synchronization phenomena corresponding to the D1 and S2 regions can only be explained by introducing either coupling or noise asymmetries. As an illustration let us consider the eigenvalue for the noise-free case without coupling and phase asymmetries for ⌬ 2 Ͼ B 2 ,
For this case, the intraensemble synchronization takes place simultaneously in the two ensembles since the curves ␥ c+ and ␥ c− coincide when Re͑ Ϯ ͒ becomes positive. Although there occur two Hopf bifurcations, they happen to be one and the same and hence one will not be able to explain the synchronization region S2. A similar problem occurs also with the D1 synchronization regime for ⌬ 2 Ͻ B 2 . Therefore we must conclude that the introduction of coupling/noise asymmetries are crucial to account for certain synchronization phenomena and can never be replaced by the introduction of large difference between the mean frequencies of the two ensembles.
It is therefore essential to take account of possible asymmetry while attempting to model natural systems. Certain phenomena, like those discussed here, are attributable to asymmetries in the interactions.
In this paper, we have investigated the role played by coupling, noise, and phase asymmetries in two coupled phase-oscillator ensembles. We have identified a global clustering phenomenon that may be characteristic of either the coupling or the noise asymmetry when the other is absent. Phase asymmetry reduces the likelihood of global clustering and also introduces routes that are characteristic of itself. Thus phase asymmetry controls the routes to interensemble synchronization. The phenomenon of interensemble clustering that is characteristic of coupling asymmetry is found to occur even for symmetrically coupled systems if noise asymmetry is present. Thus noise asymmetry is found to complement the effect of coupling asymmetry when the latter is absent.
We therefore conclude that, in modeling real systems where synchronization arises, explicit consideration should be given to the effect of possible asymmetries in coupling, noise, and phase.
