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ABSTRACT
This dissertation consists of three research papers that address different problems in modeling
sparse functional data. The first paper (Chapter 2) focuses on the statistical inference for Analysis
of Covariance (ANCOVA) models on sparse functional data. In an analysis of covariance model
for sparse functional data, the treatment effects, after adjusting for the effects of subject specific
covariates, are represented by functions of time. We apply the seemingly unrelated kernel estimator,
which takes the within subject correlation into account, to estimate the nonparametric components
of the model, and test treatment effects using a generalized quasi-likelihood ratio test. We derived
the asymptotic distribution of the test statistics under both the null and some local alternative
hypothesis, and show that the proposed test enjoys the Wilks property and is minimax most
powerful when the within-subject correlation structure is correctly specified. The second paper
(Chapter 3) develops an algorithm to impute missing values in spatiotemporal satellite images based
on sparse functional data analysis methods. We model the satellite images as functional data which
is both sparse in temporal domain and spatial domain and assume they are repeated measurements
of a latent spatiotemporal process. We assume the latent spatiotemporal process is composed of
fixed mean function, random temporal effect and random spatial effect. We propose an algorithm
to estimate each component using functional principle component analysis (FPCA) techniques.
The proposed imputation algorithm is validated on real data and shows great performance in all
aspects compared with its competitors. The third paper (Chapter 4) proposes a hierarchical multi-
resolution imputation (HMRI) algorithm for imputation of high-resolution spatiotemporal satellite
images, which is an extension of the second paper. HMRI is demonstrated by using the Moderate
Resolution Imaging Spectrophotometer (MODIS) daily land surfact temperature (LST) data and
shows satisfactory imputation results. HMRI shows large improvement in prediction accuracy
compared with other existing methods.
1
CHAPTER 1. A GENERAL INTRODUCTION
Functional data analysis (FDA) analyzes data that provides information about functions, im-
ages, shapes, or anything else varying over a continuum. Under an FDA framework, each sample
is considered to be a function. Although these functions are defined on a continuous domain, in
reality the functions are only observed at some discrete points and the measurements are often
contaminated by measurement errors. Hence, functional data is often referred to as multivariate
data with an ordering on the dimensions.
The classical functional data consists of observations of each function measured at very dense
time grid. However, in practice it is common to see each function is observed irregularly on some
small number of time points over the time domain. This kind of data is called sparse functional
data. In practice, some longitudinal data are often considered as sparse functional data.
1.1 Non- and Semi-Parametric Regression for Longitudinal Data Using
Generalized Estimating Equations
Suppose the data consists of n subject with mi observations in the ith (i = 1, · · · , n) subject
where mi is bounded. Let Yij be the response variable and (X ij , Tij) be the covariates of the
jth (j = 1, · · · ,mi) observation from the ith subject, where X ij is a p × 1 vector and Tij is a
scalar. Let Y i = (Yi1, · · · , Yimi)T, T i = (Ti1, · · · , Timi)T and X i = (XTi1, · · · ,XTimi)
T. Assume
E(Yij |X ij , Tij ,X i,T i) = E(Yji|X ij , Tij) = µij and µij depends on X ij and Tij through a known
monotonic and differentiable link function
g(µij) = XTijβ + θ(Tij), (1.1)
where β is a p × 1 vector and θ(·) is a an unknown smooth function. Let Σi = var(Y i|X i,T i) be
the true covariance of Y i and V i be the corresponding working covariance matrix.
2
Liang and Zeger (1986) first proposed the Generalized Estimating Equations (GEE) for para-
metric model g(µij) = XTijβ , which is a special situation of (1.1) when θ(·) = 0. They proposed to
estimate β using the following estimating equations
n∑
i=1
∂µ(X iβ)T
∂β
V −1i (Y i −µi) =
n∑
i=1
XTi ∆iV −1i (Y i −µi) = 0, (1.2)
where µi = E(Y i) = µ(X iβ) with the jth component µij = µ(XTijβ) = g−1(XTijβ), ∆i = diag{µ
(1)
ij },
µ(1)(·) is the first derivative of µ(·), V i = S1/2i Ri(τ )S
1/2
i , S i is a diagonal matrix containing marginal
variance of Y i and Ri is an invertible working correlation matrix depending on parameter vector
τ .
Liang and Zeger (1986) showed that the estimator β̂ is asymptotically consistent only if the
mean function µij is correctly specified and the most efficient estimator of β is obtained when
working correlation Ri is correctly specified.
Note that GEE only relies on the specification of the first two moments, thus it belongs to
semiparametric regression method. GEE is popular because it is less sensitive to the variance
structure specification compared with likelihood-based method.
Lin and Carroll (2000) extended GEEs to the estimation of nonparametric model g(µij) =
θ(Tij), which is a special case of (1.2) when β = 0. They considered the pth local polynomial
kernel estimating equations for θ(t), referred to as the conventional kernel method. Let K(·) be
the kernel density function and Kh(v) = h−1K(v/h), Gip(t) = {Gp(Ti1 − t), · · · ,Gp(Ximi − x)}T,
where Gp(z) = (1, z, · · · , zp)T. Then θ(t) can be estimated by α̂0
n∑
i=1
Gip(t)T∆i(t)V −1i (t)K ih(t)(Y i −µi(t)) = 0, (1.3)
where K ih = diag{Kh(Tij − t)} and {µi(t),∆i(t),V i(t)} are the same as those defined in (1.2)
except that they are evaluated at µij(t) = µ{GTp (Tij − t)α}, where α = (α0, · · · , αp)T.
They showed that the asymptotically most efficient kernel estimator of the nonparametric func-
tion θ̂(t) is obtained when assuming working independence (WI), i.e. Ri = I , that is entirely
ignore the within subject correlation, and correctly specifying the correlation matrix results in an
asymptotically less efficient estimator of θ(t).
3
Lin and Carroll (2001) studied the semiparametric model (1.1) and proposed the profile-kernel
estimating equations.
For a given β , θ(t) is estimated by α̂0(β), which solves the kernel estimating equation
n∑
i=1
Gi(t)T∆i(X i, t)V −12i (X i, t)K ih(t)(Y i −µi(X i, t)) = 0, (1.4)
whereGi(t) = Gi1(t) (local linear case),K ih(t), µi(X i, t), ∆i(X i, t), V −12i (X i, t) = S i(X i, t)1/2R2i(τ )
S i(X i, t)1/2 are the same as in 1.3 except that they are evaluated at µij(X ij , t,β) = µ{X ijβ +α0 +
α1(Tij − t)/h}.
Then β is estimated by solving the profile estimating equation
n∑
i=1
∂µ{X iβ + θ̂(T i,β)}T
∂β
V −11i
[
Y i −µ{X iβ + θ̂(T i,β)}
]
= 0, (1.5)
where θ̂(T i;β) = {θ̂(Ti1;β), · · · , θ̂(Timi ;β)}T, V −11i (X i,T i) = S i(X i, t)1/2R1i(τ )S i(X i,T i)1/2. The
final estimators are obtained by iterating between (1.4) and (1.5) until convergence. Note that the
working correlation matrix in the kernel and profile estimating equations, R1i and R2i are generally
allowed to be different.
Their main conclusions are: (1) If standard smoothing is used, β̂ is
√
n-consistent only when
assuming WI, i.e. R1i = R2i = I ; (2) If not assuming WI, θ(t) need to be under-smoothed to make
β̂
√
n-consistent. However, β̂ is not semiparametric efficient. Let θ̃(·) be the current estimator of
θ(·).
Wang (2003) proposed a seemingly unrelated kernel estimator for the nonparametric model
g(µij) = θ(Tij). Denote Gij(t) to be an mi × 2 matrix with the jth row being {1, (Tij − t)/h}
and rest of the entries 0. θ(·) is estimated by α̂0(t,β) by solving the seemingly unrelated kernel
estimating equation
n∑
i=1
Kh(Tij − t)µ
(1)
ij (β,α)G
T
ij(t)V −1i
[
Y i −µ∗{t,X i,T i,β,α, θ̃(T i;β)}
]
= 0. (1.6)
where µ∗{t,X i,T i,β,α, θ̃(T i;β)} is a vector of dimension mi with the l-th element being µ[I(l =
j){α0 + α1(Tij − t)/h)}+ I(l 6= j)θ̃(Til,β)]; µ
(1)
k,ij(β,α) is the first derivative of the function µ(·) =
g−1(·) evaluated at α0 + α1{(Tij − t)/h}.
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They proved that the seemingly unrelated kernel estimator has the smallest variance when the
true within subject correlation is assumed. This conclusion is more convincing compared to Lin
and Carroll (2000).
Wang et al. (2005) extended the seemingly unrelated kernel estimator to semiparametric model.
The new profile-kernel estimating equation is composed by the seemingly unrelated kernel estimat-
ing equation (1.6) and the profile estimating equation (1.5).
For a given β , θ(·) is estimated by α̂0(t,β) by solving (1.6), where the lth element ofµ∗{t,X i,T i,β,
α, θ̃(T i;β)} is µ[XTilβ + I(l = j){α0 + α1(Tij − t)/h)} + I(l 6= j)θ̃(Til,β)]; µ
(1)
k,ij(β,α) is the first
derivative of the function µ(·) = g−1(·) evaluated at XTijβ + α0 + α1{(Tij − t)/h}. Then β is es-
timated by solving (1.5). The final estimators are obtained by iterating between the profile and
kernel estimating equations until convergence.
Their main finding is the most efficient estimators of both θ(t) and β are obtained when the
within subject covariance is correctly specified, i.e. V i = Σi.
In general, solving the seemingly unrelated kernel estimating equation (1.6) is nontrivial. But
when a linear link function is used, a closed form of solution is available as described in Proposition
1 in Lin et al. (2004). In this case, for a given β , the local linear estimator of θ(t) is given by
θ̂(t,β) = HT(t)(Y −Xβ) (1.7)
where Y and X are the response vector and design matrix by pooling all subjects together and
HT(t) = KTwh(t)
{
I+(Ṽ −1−Ṽ d)Kw
}−1
Ṽ
−1, whereKTwh(t) = δT1
{
GT(t)Kdh(t)Ṽ
d
G(t)
}−1
GT(t)Kdh(t),
where δ1 = (1, 0)T, G(t) is an n× 2 matrix with {(i− 1)m+ j}th row given by {1, (Tij − t)}, and
Kdh(t) = diag {Kh(T11 − t), · · · ,Kh(Tnm − t)}, Kw = {Kwh(T11), · · · ,Kwh(Tnm)}T is an mn×mn
matrix, Ṽ = diag(V 1, · · · ,V n) is an mn×mn block diagonal matrix, Ṽ
d = diag(V d1, · · · ,V dn) and
V dl = diag(V −1l ).
Particularly, when HT(t) is evaluated at the design points T (obtained by pooling all subject
observation times together), HT(T ) can be written as HT(T ) =
{
I +Kw(Ṽ
−1
− Ṽ
d)
}−1
KwṼ
−1.
Now that∂θ̂(t,β)∂β = −H
T
k (t)X k, β has the following closed form solution.
β̂ =
(
X̃
T
V̂
−1
X̃
)−1(
X̃
T
V̂
−1
Ỹ
)
, (1.8)
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where X̃ = X − HT(T )X and Ỹ = Y − HT(T )Y and a sandwich formula for the covariance
estimation of β̂ is
V̂ar(β̂) =
(
X̃
T
V̂
−1
X̃
)−1{ nk∑
i=1
X̃
T
i V̂ i
−1
(Y i − µ̂i)(Y i − µ̂i)TV̂ i
−1
X̃ i
}(
X̃
T
V̂
−1
X̃
)−1 (1.9)
1.2 Functional analysis of covariance model(fANCOVA)
Li (2011) proposed the following semiparametric model for longitudinal data from multiple
treatment groups,
Y k,ij = XTk,ijβ + θk(Tk,ij) + εk,ij , k = 1, · · · , q;
i = 1, · · · , nk; j = 1, · · · ,mi, (1.10)
where Yijk is the response for the jth observation of the ith subject in the kth treatment group,X k,i
is the covariate matrix. The time effects, θk(t) are modeled nonparametrically and are different in
different treatment groups. This model can be estimated by the profile-kernel estimator introduced
above with a little adjustment by accounting for treatment groups.
Since the main effect of the kth treatment group is represented by θk, this model can be
considered as a functional analysis of variance model as in Brumback and Rice (1998). Since the
model also accommodates the effects of covariates, it is called a functional analysis of covariance
(fANCOVA) model.
Tang et al. (2016) developed a generalized quasi-likelihood ratio (GQLR) test to test whether
the treatment effects are the same. Their testing procedure was based on WI estimator, which is
known to be inefficient compared with the later developed seemingly unrelated estimators. They
developed the asymptotic distribution for the test statistics and showed that in general the Wilks
phenomenon does not hold unless WI is assumed in both estimation and testing procedures and the
true variance function is used. In the first project (Chapter 2), we develop the GQLR test statistic
based on the seemingly unrelated estimation approach. We study the asymptotic distribution of
the new test statistic and compare its power with Tang’s approach.
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1.3 Functional Principal Component Analysis for Sparse Functional Data
Principle component analysis (PCA) is a major dimension reduction tool in multivariate data
analysis, functional principle component analysis (FPCA) is kind of extension of PCA for functional
data. FPCA becomes a prevalent tool in functional data analysis mainly because it converts infinite-
dimensional data analysis problem to finite dimension.
Under the framework of functional data analysis, sparse functional data are modeled as noisy
sampled points from a collection of real-valued functions, X1(t), · · · , Xn(t), which are assumed
to be independent realizations of a smooth stochastic process X(t), on some compact interval T .
Often X(t) is assumed to be in L2(T ) Hilbert space, i.e.
∫
T X
2(t)dt <∞, with mean function
EX(t) = µ(t)
and covariance function
cov{X(s), X(t)} = G(s, t).
Under mild assumptions, Mercer’s theorem implies that G(s, t) has the following spectral de-
composition
G(s, t) =
∞∑
k=1
λkϕk(s)ϕk(t),
where λ1 ≥ λ2 ≥ · · · ≥ 0 are the eigenvalues and ϕ1, ϕ2, · · · are the corresponding orthonormal
eigenfunctions of the linear Hilbert-Schmidt operator
G : L2(T )→ L2(T ), G(f) =
∫
T
G(s, t)f(s)ds.
By the Karhunen-Loève theorem (Karhunen, 1946; Loève, 1946), the ith function can be ex-
pressed as
Xi(t) = µ(t) +
∞∑
k=1
ξikϕk(t),
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where ξik =
∫
T (Xi(t)− µ(t))ϕk(t)dt are the functional principal components (FPCs) for Xi(t),
with E(ξik) = 0,Var(ξik) = λk and E(ξikξil) = 0 for k 6= l. Thus, a dimension reduction is achieved
by choosing a large enough K, so that Xi(t) can be approximated by
Xi(t) ≈ µ(t) +
K∑
k=1
ξikϕk(t).
Once the mean and covariance functions are calculated, the eigenfunctions and eigenvalues can
be approximated by doing an eigendecomposition on a covariance matrix which is evaluated on
a fine grid of the covariance function. Hence, the problem reduces to the matrix decomposition
problem.
Now we illustrate the general procedure of FPCA for sparse functional data. Let Yij be the
jth observation of the ith random function Xi(t) made at random time point Tij , and let εij be
the measurement error with E(εij) = 0 and var(εij) = σ2. Then in a FDA framework, Y can be
modeled as
Yij =Xi(Tij) + εij ;
=µ(Tij) +
∞∑
k=1
ξikϕk(Tij) + εij (1.11)
The mean function is usually obtained by applying smoothing methods like kernel smoothing or
spline smoothing techniques on data pooled from all subjects, and the covariance function Ĝ(s, t)
is usually calculated by smoothing the raw covariances.
In practice, Ĝ(s, t) is first discretized to an equal-spaced dense grid and then do eigendecompos-
tion. Then, the eigenfunction estimates ϕ̂k can then be obtained by interpolating the eigenvectors.
Usually negative eigenvalues are truncated to make the covariance function positive semi-definite.
The adjusted covariance function can be expressed as
G̃(s, t) =
Kn∑
k=1
λ̂kϕ̂k(s)ϕ̂k(t),
where Kn = max{k : λ̂k > 0}.
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To estimate σ2, we first estimate G(t, t) + σ2 by V̂ (t) and then estimate σ2 by
σ̂2 = 1
|T |
∫
T
{V̂ (t)− G̃(t, t)}dt.
At last the FPC scores can be estimated by
ξ̂ik = λ̂kϕ̂TikΣ̂
−1
i (Y i − µ̂i),
where Σ̂i = G̃i + σ̂2I , and G̃i, ϕ̂ik and µ̂i are all interpreted on the observation points of the ith
subject.
Chapter 3 is an application of the FPCA technique on time series Landsat data. By noting that
Landsat data is both sparse on temporal domain and spatial domain, we use a two level FPCA to
model the temporal effect and spatial effect separately. However due to the high dimensionality of
the satellite data, directly application of FPCA on large iamges is not possible, chapter 4 tries to
solve the problem by developing a hierarchical multi-resolution model.
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CHAPTER 2. ANALYSIS OF COVARIANCE MODELS FOR SPARSE
FUNCTIONAL DATA USING SEEMINGLY UNRELATED KERNEL
ESTIMATOR
Abstract
In an analysis of covariance model for sparse functional data, the treatment effects, after adjusting
for the effects of subject specific covariates, are represented by functions of time. Existing estimation
and inference procedures ignore the within-subject covariance, and hence suffer from low estimation
efficiency and low statistical power. We apply the seemingly unrelated kernel estimator, which
takes into account of the correlation, to estimate the nonparametric components of the model,
and test treatment effects using a generalized quasi-likelihood ratio test. We derive the asymptotic
distribution of the test statistics under both the null and some local alternative hypothesis, and show
that the proposed test enjoys the Wilks property and is minimax most powerful when the within-
subject correlation structure is correctly specified. We further combine nonparametric covariance
estimation with the proposed estimation and inference procedure. The proposed methods are
illustrated by simulation studies and a real data example.
Key Words: Functional data; Hypothesis testing; Kernel smoothing; Longitudinal data; Mini-
max power; Semiparametric.
2.1 Introduction
Analysis of variance remains a fundamental problem in functional data analysis (Ramsay and
Silverman, 2005). There has been a lot of recent literature on methods and applications of functional
analysis of variance with various designs (Brumback and Rice, 1998; Morris and Carroll, 2006; Zhou
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et al., 2010; Li et al., 2015; Xu et al., 2018). Most of these papers consider dense functional data,
where observations on each curve are made on a dense grid, and focus on modeling and estimation
rather than statistical inference. In contrast, data from many longitudinal studies are considered
to be sparse functional data, and most recent papers in this area focus on estimating the mean,
covariance and principal components (Yao et al., 2005; Hall et al., 2006; Li and Hsing, 2010; Zhang
and Wang, 2016). The mean function estimators adopted in these papers ignore the within-subject
correlation and therefore falls in the category of working independent estimator (Lin and Carroll,
2001). A more efficient seemingly unrelated kernel estimator was proposed by Wang (2003) and
further investigated in Lin et al. (2004); Wang et al. (2005); Lin and Carroll (2006); Li (2011) under
various non- and semi- parametric regression settings. The seemingly unrelated kernel estimator has
improved estimation efficiency for the mean function when the within-subject correlation structure
is correctly specified, however it has not been applied to the functional analysis of variance models
and nor has it been used to build a statistical test on treatment effects.
In a typical longitudinal study, n independent subjects are randomly assigned to q treatment
groups, with nk subjects in group k, where k = 1, · · · , q and n =
∑q
k=1 nk. Let Yk,i(t) be the
response variable of the ith subject in the kth treatment group, observed at time t ∈ T , where T
is a closed time interval. Let X k,i(t) be p-dimensional subject specific covariate vector which can
be time dependent. We assume E {Yk,i(t)|X k,i(s), s ∈ T } = E {Yk,i(t)|X k,i(t)} = µk,i(t) (Pepe and
Couper, 1997), and
g{µk,i(t)} = XTk,i(t)β + θk(t), (2.1)
where g(·) is a known monotonic and differentiable link function, β is a p-dimensional unknown
coefficient vector and θk is an unknown smooth function representing the time effect.
Model (2.1) is a functional analysis of covariance model since the treatment effect for group k
is represented by a nonparametric function θk(t) and the the covariate effects are controled. Our
primary interest is to detect any treatment effect, which is equivalent to testing
H0 : θ1 = · · · = θq vs. H1 : not all θ′ks are the same. (2.2)
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We assume the conditional covariance of Yk,i(t) is a bivariate positive semidefinite function
R(t1, t2) = cov {Yk,i(t1), Yk,i(t2)|X k,i(s), s ∈ T } , for any t1, t2 ∈ T . (2.3)
The covariance structure is assumed to be the same across treatment groups, which is a common
assumption in analysis of variance.
Tang et al. (2016) studied a similar model as (2.1) and proposed a generalized quasi-likelihood
ratio test to test (2.2). Their test was an extension of the generalized likelihood ratio test, originally
proposed to test hypotheses on various nonparametric models for independent data, including the
varying coefficient models (Fan et al., 2001; Li and Liang, 2008) and the additive models (Fan
and Jiang, 2005). See González-Manteiga and Crujeiras (2013) for a comprehensive review of
nonparametric hypothesis test procedures. The test procedure in Tang et al. (2016) was based on
working independent estimator, and is of low statistical power for longitudinal or functional data,
as we will demonstrate in this paper.
We propose a profile estimating equation method for estimating θk’s in model (2.1) based
on the seemingly unrelated kernel, which takes into account the within subject correlation, and
build a test procedure for (2.2) based the proposed estimators. We show the proposed test enjoys
the much celebrated Wilks property and is minimax optimal when the covariance structure is
correctly specified. We also provide practical strategies to estimate the within subject covariance
nonparametrically and a bootstrap procedure to consistently estimate the null distribution of the
test statistics. We demonstrate through simulation studies and real data analysis that the new test
procedure is more powerful than existing methods.
2.2 Estimation procedure and preliminary asymptotic results
Even though Model (2.1) is defined for continuous time, in practice observations on Yk,i(t) and
X k,i(t) are made on discrete time points which are subject specific. Let T k,i = (Tk,i1, · · · , Tk,imk,i)T
be the random observation time points for subject i in group k. Denote Y k,i = (Yk,i1, · · · , Yk,imk,i)T,
µk,i = (µk,i1, · · · , µk,imk,i)T,X k,i = (X k,i1, · · · ,X k,imk,i)T, where Yk,ij = Yk,i(Tk,ij), µk,ij = µk,i(Tk,ij)
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andX k,ij = X k,i(Tk,ij). Let Σk,i = var(Y k,i |X k,i,T k,i) = {R(Tk,ij , Tk,ij′)}
mk,i
j,j′=1 be the true within-
subject covariance matrices, and V k,i = {V(Tk,ij , Tk,ij′)}
mk,i
j,j′=1 be “working” covariance matrices.
2.2.1 Estimation under both null and alternative hypotheses
We refer to the models under the null and alternative hypotheses in (2.2) as the reduced and
full models, respectively.Under the reduced model where all θk’s are the same, then Model (2.1)
reduces to a generalized partially linear model and can be estimated by the profile kernel estimating
equation approach of Wang et al. (2005). Denote the estimators under the reduced model as β̂R
and θ̂R(t).
We now focus on estimation under the full model, where we extend the approach of Wang et al.
(2005) to the multiple treatment group setting. Let K(·) be a kernel function, h be the bandwidth,
and denote Kh(t) = h−1K(t/h). Following Wang et al. (2005), let Gk,ij(t) be an mk,i × 2 matrix
with the jth row being {1, (Tk,ij − t)/h} and rest of the entries 0. The full model estimators are
obtained by iterating between the following two step.
Step 1 (Seemingly Unrelated Kernel Estimator): Let θ̃F,k(·) be the current estimator of θk(·). For
a given β , update θ̂F,k(t;β) by α̂0(t;β), where α̂ = {α̂0(t,β), α̂1(t,β)}T is the solution of
nk∑
i=1
mk,i∑
j=1
Kh(Tk,ij − t)µ
(1)
k,ij(β,α)G
T
k,ij(t)V −1k,i [Y k,i −µ
∗{t,X k,i,T k,i,β,α, θ̃F,k(T k,i;β)}] = 0. (2.4)
Here, µ∗{t,X k,i,T k,i,β,α, θ̃F,k(T k,i;β)} is a vector of dimension mk,i with the l-th element being
µ[XTk,ilβ + I(l = j){α0 + α1(Tk,ij − t)/h)}+ I(l 6= j)θ̃F,k(Tk,il,β)]; µ
(1)
k,ij(β,α) is the first derivative
of the function µ(·) = g−1(·) evaluated at XTk,ijβ + α0 + α1{(Tk,ij − t)/h}.
Step 2 (Profile Estimating Equation): Then β̂F is updated by solving the estimating equation
pooling all treatment groups together
q∑
k=1
nk∑
i=1
∂µ{X k,iβ + θ̂F,k(T k,i;β)}T
∂β
V −1k,i
[
Y k,i −µ
{
X k,iβ + θ̂F,k(T k,i;β)
}]
= 0. (2.5)
One can use the working independent estimators of Tang et al. (2016) as the initial values. At
convergence, denote the final estimators as β̂F and θ̂F,k(·) = θ̂F,k(· ; β̂F ).
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Solving (2.4) is nontrivial in general, but when g(·) is the identity link a closed form solution is
θ̂F,k(t;β) = HTk (t)(Yk − Xkβ), (2.6)
where Yk and Xk are the response vector and the covariate design matrix pooling all subjects within
group k together and HTk (t) is a linear smoother described in Proposition 1 in Lin et al. (2004).
Hence (∂θ̂F,k/∂β)(t;β) = −HTk (t)Xk, and the solution for (2.5) is
β̂F = (
∑q
k=1X̃
T
kV−1k X̃k)
−1(
∑q
k=1X̃
T
kV−1k Ỹk), (2.7)
where X̃k = (I − Hk)Xk, Ỹk = (I − Hk)Yk, Vk = diag(V k,1, . . . ,V k,nk) is the working covariance,
and Hk is the hat matrix with H k(·) evaluated at T k = {Tk,ij , j = 1, . . . ,mk,i; i = 1, . . . , n}.
2.2.2 Asymptotic properties of the estimators
Before proposing a test for the hypotheses in (2.2), we first investigate the asymptotic properties
of the profile-kernel estimators of β and θk(t) under both the full and reduced models. Denote the
true parameters as β0 and θk0(t), k = 1, . . . , q. For ease of exposition, we assume mk,i = m < ∞
for all k and i. For situations where the numbers of repeated measurements are unequal, a common
practice is to model mk,i as independent realizations of a positive random variable m, and essentially
the same results can be derived. We assume that the observation times Tk,ij are independent random
variables on a compact interval T , with a density f(t) > 0 for all t ∈ T . We assume that there exist
constants 0 < ρ1, . . . , ρq < 1 such that
∑q
k=1 ρk = 1 and nk/n− ρk = o(n−1/2). Denote v
jl
k,i as the
(j, l)th element of V −1k,i and εk,ij = Yk,ij −µ{X
T
k,ijβ0 + θk0(Tk,ij)}. The true and working covariance
matrices Σk,i and V k,i and ∆k,i = diag{µ
(1)
k,ij}mj=1 are independent realizations of random matrices
Σk, V k and ∆k. Denote σk,j`, vj`k and ∆k,j` as the (j, `)th element in Σk, V
−1
k and ∆k respectively.
When the response variables are non-Gaussian (e.g. binary, see Tang et al. (2016)), Σk, V k and ∆k
depend on the mean structure and hence might be different between different treatment groups.
Under the null hypothesis in (2.2), however, all groups are identical and Σk ≡ Σ, V k ≡ V and
∆k ≡∆ for all k.
In additional to the framework described above, we make the following assumptions.
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Assumption 1. Assume that θk0(·), k = 1, · · · , q, are twice continuously differentiable on T .
Define B1k(t) =
∑m
j=1E[∆2k,jjv
jj
k | Tk,1j = t]f(t) and B1(t) =
∑q
k=1 ρkB1k(t), and assume these
functions are Lipschitz continuous.
Assumption 2. The kernel function K(·) is a symmetric continuous probability density function
on [−1, 1] with
∫
K(t)t2dt = 1 and νK =
∫
K2(t)dt <∞.
Assumption 3. Assume h→ 0 as n→∞, such that nh8 → 0 and nh/log(1/h)→∞.
The reduced model under H0 : θ10(t) = · · · = θq0(t) ≡ θ0(t) is a generalized partially linear
model studied in Wang et al. (2005), hence asymptotic properties of the reduced model estimators,
provided in the following proposition, follow directly from their results.
Proposition 2.1. Under the null hypothesis and conditions above
θ̂R(t)− θ0(t) =
h2
2 b∗(t)−ϕR(t)(β̂R − β0) + UR(t) +MR(t)
+ op[h2 + {log(n)/nh}1/2 + n−1/2], (2.8)
where UR(t) = {nB1(t)}−1
∑q
k=1
∑nk
i=1
∑m
j=1Kh(Tk,ij− t)µ
(1)
k,ij{
∑m
l=1 v
jl
k,iεk,il}, MR(t) = {nB1(t)}−1∑q
k=1
∑nk
i=1
∑m
j=1 µ
(1)
k,ij{Q1,∗(t, Tk,ij)
∑m
l=1 v
jl
k,iεk,il + v
jj
k,iQ2,∗(t, Tk,ij)εk,ij}, and ϕR(t), b∗(t), Q1,∗ and
Q2,∗ are defined in Appendix 2.7.1. In addition,
β̂R − β0 = D−1R ER + op(n
−1/2), (2.9)
where DR = E(X̃
T∆V −1∆X̃ ) , ER = n−1
∑q
k=1
∑nk
i=1 X̃
T
k,i∆k,iV −1k,iεk,i and X̃ k,i = X k,i −ϕR(T k,i)
.
Adopting similar derivations in the multiple groups setting, we get the asymptotic expansions
of the full model estimators.
Proposition 2.2. Under the full model and assumptions above,
θ̂F,k(t)− θk0(t) =
h2
2 bk∗(t)−ϕF,k(t)(β̂F − β0) + UF,k(t) +MF,k(t)
+ op[h2 + {log(nk)/nkh}1/2 + n
−1/2
k ], (2.10)
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where UF,k(t) = {nkB1k(t)}−1
∑nk
i=1
∑m
j=1Kh(Tk,ij− t)µ
(1)
k,ij(
∑m
l=1 v
jl
k,iεk,il), MF,k(t) = {nkB1k(t)}−1∑nk
i=1
∑m
j=1 µ
(1)
k,ij{Qk1,∗(t, Tk,ij)
∑m
l=1 v
jl
k,iεk,il + v
jj
k,iQk2,∗(t, Tk,ij)εk,ij}, and ϕF,k(t), bk∗(t), Qk1,∗ and
Qk2,∗ are defined in Appendix A. In addition,
β̂F − β0 = D−1F EF + op(n
−1/2), (2.11)
where DF =
∑q
k=1 ρkE(X̃
T
k∆kV −1k ∆kX̃ k), EF = n−1
∑q
k=1
∑nk
i=1 X̃
T
k,i∆k,iV −1k,iεk,i and X̃ k,i = X k,i−
ϕF,k(T k,i).
Under the null hypothesis, the full and the reduced model are identical, β̂F and β̂R have the
same first order asymptotic expansion and β̂F − β̂R = op(n−1/2).
2.3 Generalized quasi-likelihood ratio test
2.3.1 Test procedure and the asymptotic null distribution
We now address the hypothesis testing problem in (2.2). It is difficult to correctly specify
the full likelihood for longitudinal and functional data, we therefore base our test procedure on
quasi-likelihoods (McCullagh and Nelder, 1989), which only require correctly specifying the mean
structure. A quasi-likelihood function Q satisfies
∂Q(µ,Y )
∂µ
= V −1(Y −µ),
where Y is the response vector within a subject, µ = g−1{Xβ + θ(T )} is the conditional mean
vector in model (2.1) and V is the working covariance assumed to be the same as the one we use in
estimation. The generalized quasi-likelihood ratio test statistic is defined as the difference between
the quasi-likelihoods under the full and reduced models
λn(H0) =
∑q
k=1
∑nk
i=1(Q[g
−1{X k,iβ̂F + θ̂F,k(T k,i)},Y k,i]
−Q[g−1{X k,iβ̂R + θ̂R(T k,i)},Y k,i]). (2.12)
Define B2(t) =
∑m
j E{∆2jj(V −1ΣV −1)jj | Tj = t}f(t), and K ∗ K as the convolution of the
kernel function K, so that K ∗K(t) =
∫∞
−∞K(s)K(t − s)ds. The following theorem provides the
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asymptotic distribution of λn(H0) under the null hypothesis, where the proof is provided in Section
S.1 of the supplementary material .
Theorem 2.1. Under the assumptions outlined in Section 2.2.2, further assuming B2(t) is Lipschitz
continuous in t, then under the null hypothesis H0 in (2.2),
σ−1n {λn(H0)− µn − dn} → Normal(0, 1) in distribution, as n→∞,
where dn = op(h−1/2), µn = (q − 1)h−1{K(0)−νk/2}
∫
T B2(t)/B1(t)dt+Op(1), σ2n = 2(q − 1)h−1$K∫
T B
2
2(t)/B21(t)dt+Op(1), and $K =
∫ {
K(u)− 12K ∗K(u)
}2
du .
Remark 2.1. For nonparametric models on independent data, Fan et al. (2001) established a
property called the Wilks phenomenon for the generalized likelihood ratio test, i.e. the asymptotic
distribution of the test statistic under the null hypothesis does not depend on the unknown true
parameters. Indeed, when the likelihood function is used and correctly specified, this property holds
for a wide range of problems and makes it easy to estimate the null distribution using bootstrap pro-
cedures. As shown in Theorem 2.1, the asymptotic distribution of λn(H0) in our problem, however,
depends on nuisance parameters in the true and working covariance structures. Since the working
covariance is often mis-specified under longitudinal/ functional data setting, the Wilks property does
not hold in general for the proposed generalized quasi-likelihood ratio test.
Remark 2.2. Under the special case where the working covariance is equal to the true covariance,
the asymptotic distribution of λn(H0) does not depend on nuisance parameters, as shown in the
following corollary, and hence the Wilks phenomenon holds. The issue of consistently estimating
the covariance function is deferred to Section 2.4.
Corollary 2.1. Under the setting of Theorem 2.1, if V = Σ,
σ−1n∗ {λn(H0)− µn∗ − dn∗} → Normal(0, 1) in distribution, as n→∞,
where dn∗ = op(h−1/2), µn∗ = (q − 1)h−1|T | {K(0)− νk/2}, σ2n∗ = 2(q − 1)h−1|T |$K .
Furthermore, ΓKλn(H0)→ χ2ΓKµn∗ , where ΓK = {K(0)− νk/2}/$K .
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2.3.2 Power of the generalized quasi-likelihood ratio test
To study the power of the proposed test, we consider the following local alternative hypothesis
H1n : θk(t) = θ0(t) + Skn(t), k = 1, . . . , q, with
∑q
k=1 ρkSkn(t) = 0, (2.13)
where Skn(t) are twice continuously differentiable smooth functions with supt∈T Skn(t) → 0 as
n → ∞. The asymptotic distribution of the generalized quasi-likelihood ratio test statistic under
the local alternative (2.13) is given in Theorem 2.2.
Theorem 2.2. Assume that all assumptions outlined in Section 2.2.2 hold and the functions
Skn(t)’s are twice continuously differentiable. Denote µ1n = 1/2
∑q
k=1
∑nk
i=1 E{STkn(T k,i)∆k,iV
−1
k,i∆k,iSkn(T k,i)},
and assume there exists a constant CS such that
h× µ1n → CS <∞. (2.14)
Then the test statistic has the following limiting distribution under the local alternative (2.13)
σ−11n (λn(H1n)− µn − µ1n)→ N(0, 1) in distribution, as n→∞,
where σ21n = σ2n +
∑q
k=1
∑nk
i=1 E{STkn(T k,i)∆k,iV
−1
k,iΣk,iV
−1
k,i∆k,iSkn(T k,i)}, µn and σ2n are defined in
Theorem 2.1.
An approximate level-α test based on test statistic (2.12) is to reject H0 if λn(H1n)−µn > zασn,
where zα is the upper 100× α percentile of N(0, 1). Define the class of functions
Sn(%) = [Sn = (S1n, . . . , Sqn)T :
∑q
k=1ρkE{S
T
kn(T k)∆kΣ−1k ∆kSkn(T k)} ≥ %
2],
where % measures the size of the local signal. As shown in Fan et al. (2001) and Tang et al.
(2016), these nonparametric tests have non-trivial power for local signals of size %∗n = n−4/9 when
the bandwidth is h∗n = c∗n−2/9 for a constant c∗. The rate %∗n is referred to as the minimax rate
(Ingster, 1993). Following similar arguments, it is easy to show that the class of quasi-likelihood
ratio tests proposed in this paper enjoys the same minimax power rate.
We now want to show that, within the class of tests we propose, the power of the test is minimax
optimal when the working covariance is correctly specified. Since the working independent test
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advocated by Tang et al. (2016) is a special case of our test with V = Σd, where Σd is a diagonal
matrix with correctly specified variance on the diagonal, our test is more powerful than that of
Tang et al. (2016) in the minimax sense.
To simplify our arguments, we focus on the case where g(·) is an identity link and hence ∆k = I.
Suppose V is a bivariate working covariance function and V k,i is the working covariance matrix
evaluating V on the observation times T k,i. For a local signal Sn = (S1n, . . . , Sqn)T ∈ Sn(%∗n) and
bandwidth chosen at h∗n, σ21n = σ2n × {1 + op(1)} and hence the type II error of the test based on
working covariance V is
P{λn(H1n)− µn < zασn} = Bα(Sn,V) + op(1), (2.15)
where Bα(Sn,V) = Φ(zα − σ−1n µ1n) and Φ(·) is the cumulative distribution function of N(0, 1).
The minimax optimality of our test under correctly specified working covariance is shown in the
following theorem, the proof of which is provided in the supplementary material.
Theorem 2.3. Under assumptions of Theorem 2.2 and identity link, with bandwidth chosen at
h∗ = c∗n−2/9 for a constant c∗,
min
V
max
Sn∈Sn(%∗n)
Bα(Sn,V) = max
Sn∈Sn(%∗n)
Bα(Sn,R),
where R is the true covariance as described in (2.3).
2.4 Implementation issues
2.4.1 Covariance estimation
Theorem 2.3 stresses the importance of correctly specifying the within subject covariance struc-
ture in order to achieve the optimal power for the test. There are two main stream methods
to consistently estimate the covariance function R in (2.3), which we briefly describe below and
evaluate in our simulation studies.
Fan et al. (2007); Fan and Wu (2008) propose a semiparametric model for R via the decom-
position R(t1, t2) = σ(t1)σ(t2)ρ(t1, t2, γ), where σ2(t) is a nonparametric variance function and
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ρ(·, ·) is a correlation function from a known parametric family with parameter γ . An example of
parametric correlation function is the ARMA(1, 1) correlation
ρ(s, t, γ, ν) = γexp(−|s− t|/ν)I(s 6= t) + I(s = t), (2.16)
which is also a member of the Matérn family with a nugget effect. They propose to estimate σ2(t)
by kernel smoothing the squared residuals of a pilot fit, and estimate the correlation parameters γ
and ν using a quasi maximum likelihood method.
As demonstrated in Li (2011), a mis-specified parametric model on ρ leads to loss of statistical
efficiency. An alternative method is to model the covariance function nonparametrically, which is
the main stream method in functional data analysis (Yao et al., 2005; Li and Hsing, 2010; Zhang and
Wang, 2016). We assume R(t1, t2) = R0(t1, t2) + σ2nug(t1)I(t1 = t2), where R0(t1, t2) is a smooth,
positive semi-definite, bivariate function and σ2nug(t) is the nugget effect representing the variance
function of measurement errors. Both the smooth covariance R0(t1, t2) and the marginal variance
σ2(t) = R0(t, t) + σ2nug(t) can be estimated using kernel smoothing on the residuals from a pilot
fit of the full model. We refer the readers to Li (2011) for detailed algorithms on nonparametric
covariance estimation. We then interpolate the estimated covariance function on the subject-
specific observation times to get the within-subject covariance matrices Σ̂k,i = {R̂0(tk,ij , tk,ij′)I(j 6=
j′) + σ̂2(tk,ij)I(j = j′)}
mk,i
j,j′=1. Following the arguments in Li (2011), the estimated covariance
R̂(t1, t2) is uniformly consistent to the true covariance on T ⊗2, and, by substituting V with Σ̂, the
proposed generalized quasi-likelihood ratio test has the optimal asymptotic power as if the true
covariance is known.
2.4.2 Evaluating the null distribution with bootstrap
As demonstrated by many authors (Mammen, 1993; Tang et al., 2016), the null distribution
of a nonparametric test statistic converges to its limit very slowly; under moderate sample size,
resampling methods are recommended to evaluate the distribution of λn(H0). We extend the wild
bootstrap procedure of Mammen (1993) to our longitudinal/ functional data setting by reserving
the within-subject covariance structures. Our procedure is as follows.
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1. Obtain a pilot fit of the full model assuming working independence, and estimate the variance
and covariance functions from the residuals, using a method described in Section 2.4.1.
2. Estimate both the full and reduced models using the seemingly unrelated kernel profile esti-
mators described in Section 2.2, substituting V k,i with estimated covariance Σ̂k,i, and evaluate
the test statistic λn(H0).
3. For the b-th bootstrap sample, regenerate the response from the reduced model Y bk,i =
g−1{XTk,iβ̂R + θ̂R(T k,i)} + εbk,i, where εbk,i = ωk,iεk,i, εk,i’s are the full model residuals ob-
tained from Step 2 the and ωk,i’s are independent Rademacher variables with P (ωk,i = 1) =
P (ωk,i = −1) = 0.5.
4. Calculate the test statistic λbn(H0) from the bootstrap samples {Y bk,i,X k,i,T k,i} using the
same procedure as for the original data, and repeat the bootstrap a large number B times.
5. The estimated p-value is the percentage of λbn(H0) that are greater than λn(H0).
Note that in Step 3 we preserve the within-subject covariance structure by multiplying the
residuals within a subject with the same perturbation factor. The following Theorem, the proof of
which is provided in the supplementary material, implies the consistency of our bootstrap procedure
by showing that, conditional on observed covariates X = {(X k,i,T k,i)}, the bootstrap test statistic
λ∗n(H0) follows the same asymptotic distribution as λn(H0) in Theorem 2.1.
Theorem 2.4. Under the same assumptions as Theorem 2.1,
P
[
σ−1n {λ∗n(H0)− µn − dn} < x|X
]
→ Φ(x) in probability for all x,
where σn, µn and dn are the same as defined in Theorem 2.1.
2.5 Simulation studies
2.5.1 Null distribution and Wilks property
We use simulations to demonstrate the proposed methods and validate the theoretical findings,
especially the Wilks property under the null hypothesis. We generate data from q = 4 treatment
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groups with nk = 50 subjects in each group and m = 5 repeated measurements per subject. The
responses are generated as Yk,ij = X1,k,ijβ1 +X2,k,iβ2 + θk(Tk,ij) + εk,ij , where Tk,ij ∼ Unif(0, 1),
X1,k,ij = Tk,ij + Uk,ij is a time varying covariate with Uk,ij ∼ Unif(−1, 1), and X2,ki is a binary,
time-invariant covariate that equals to 0 or 1 with probability 0.5.
We examine the behavior of the proposed test under the null hypothesis θk(t) ≡ θ0(t) for all k,
and consider the following three scenarios with different settings of β and θ0:
Scenario I: β1 = 1, β2 = 1, θ0(t) = sin(2πt);
Scenario II: β1 = 1, β2 = −1, θ0(t) = sin(2πt);
Scenario III: β1 = −1, β2 = 1, θ0(t) = cos(2πt).
We generate the errors εk,ij as discrete observations on a zero-mean Gaussian process εk,i(t) and
consider two covariance settings: (i) ARMA(1,1) covariance with σ2(t) = 0.5 and correlation (2.16)
with γ = 0.75 and ν = 1; (ii) a nonparametric covariance induced by the mixed model εk,ij = ξ0,k,ij+∑3
l=1 ξl,k,iφl(Tk,ij), where ξ0,k,ij , ξl,k,i ∼ N(0, 0.3) are independent random effects and φ1(t) =
t2 + 0.5, φ2(t) = sin(3πt), φ3(t) = cos(3πt). Note that the covariance structure under setting (ii)
can be written as R(t1, t2) =
∑3
l=1 ωlφl(t1)φl(t2)+σ2nuggI(t1 = t2), which is non-stationary and can
not be represented by any “off-the-shelf” parametric covariance model, such as those in the Matérn
family.
For each combination of mean and covariance settings, we generate 200 data sets and apply
the proposed estimation and test procedures. For covariance estimation, we apply both methods
described in Section 2.4.1 for comparison: the semiparametric quasi maximum likelihood estimator
(Fan and Wu (2008)) assuming the correlation is from the ARMA (1,1) family and the nonpara-
metric covariance estimation method. The bandwidths are selected by cross-validation using small
scale simulations and then hold fixed for massive simulations. For the test statistic, we use a
Gaussian quasi-likelihood Q(µ,Y ) = −(Y −µ)TV −1(Y −µ)/2, where V is replaced with estimated
covariance.
Figure 2.6 shows the estimated density for λ(H0) using kernel smoothing, under various mean
and covariance settings and using different covariance estimators. The top two panels show results
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under covariance setting (i) where the true covariance is a member of the ARMA (1,1) family,
and the bottom panels correspond to covariance setting (ii). Panels in the left column are results
using nonparametric covariance estimator and the panels on the right hand side are based on
semiparametric covariance estimators using quasi maximum likelihood.
In all four panels, the null distribution under the three scenarios are almost identical, which
corroborates our results in Theorem 1 that the null distribution does not depend on true value
of β and θ0(t). Under setting (i), both covariance estimators can consistently estimate the true
covariance function, and all densities in Panels (a) and (b) are almost identical, which corroborates
our results in Corollary 2.1 that, when the true covariance is used, the test enjoys the Wilks property
and the null distribution does not depend on the values of the nuisance parameters. In Figure S.1
in the supplementary material, we overlay the six curves in Panels (a) and (b) together, which
clearly shows that they are very close. We also perform a k-sample Anderson-Darling test which
finds no significant difference between the six distributions.
Under setting (ii), the semiparametric covariance estimator uses a mis-specified covariance struc-
ture. As a result, the densities in Panel (d) are different from those in Panel (c), which is confirmed
by the k-sample Anderson-Darling test. This difference shows more clearly in Figure S. 2 in the
supplementary material where we overlay the two groups of curves in a single plot. This result also
agrees with Theorem 2.1 that the distribution of λ(H0) depends on the working covariance, should
it be mis-specified.
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Figure 2.2 ARMA(1,1) covariance, NP Estimatior
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Figure 2.3 ARMA(1,1) covariance, QMLE
0 10 20 30 40
0.
00
0.
01
0.
02
0.
03
0.
04
0.
05
0.
06
0.
07
λ(H0)
D
en
si
ty
Scenario I
Scenario II
Scenario III
Figure 2.4 NP covariance, NP estimator
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Figure 2.5 NP covariance, QMLE
Figure 2.6: Estimated densities for λ(H0) under different settings and scenarios. Panels (a) and
(b) are results under covariance setting (i) where the true covariance is ARMA(1,1); Panels (c) and
(d) are under setting (ii) where the errors were generated from a mixed model with nonparametric
factors. Panels (a) and (c) are based on nonparametric covariance estimator; Panels (b) and (d)
are based on quasi maximum likelihood (QMLE) assuming ARMA(1,1) covariance.
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2.5.2 Power
To study the power of the proposed test, we adopt a similar setting as Scenario I in Section 2.5.1
and generate data from local alternative models with θ1(t) = θ0(t)− 2δS(t), θ2(t) = θ0(t)− δS(t),
θ3(t) = θ0(t) + δS(t) and θ4(t) = θ0(t) + 2δS(t), where S(t) = sin(6πt). The null hypothesis is true
when δ = 0 and the model deviates further away from H0 as δ increases.
We set δ = {0, 0·05, 0·1, 0·15,0·2, 0·25}. For each value of δ and each of the two covariance
settings described in Section 2.5.1, we simulate 200 datasets and apply three tests to each dataset:
the working independence test of (Tang et al., 2016), the proposed test based on the semiparametric
covariance estimator assuming ARMA(1,1) correlation and the proposed test using nonparametric
covariance estimator. For each test, the nominal size is set at α = 0·05 and the critical value is
estimated by the wild bootstrap procedure in section 2.4.2 based on 1000 bootstrap samples. The
empirical powers of the three tests as functions of δ are shown in Figure 2.10, where the two panels
correspond to the two covariance settings.
Our first observation is that the proposed wild bootstrap procedure can retain the nominal size
for all three tests and under both settings. Under setting (i), both the nonparametric and the
semiparametric covariance estimator consistently estimate the true covariance, the two versions of
the proposed test based on different covariance estimators have almost identical power curves and
both of which are much higher than the working independent test of Tang et al. (2016).
Under setting (ii), the proposed test combined with nonparametric covariance estimator has
the highest power; the semiparametric covariance estimator based on a mis-specified correlation
model leads to reduced power, even though the power of this test is still significantly higher than
the one that totally ignores within subject correlation. To confirm the powers of the three tests
are indeed different, we apply the McNemar’s test to the empirical powers of the three tests at δ =
0·1, which yields p-values 2·73×10−13 for nonparametric covariance versus working independence,
6·58 × 10−4 for semiparametric versus working independence, and 8·03 × 10−8 for nonparametric
versus semiparametric.
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These results confirm our theory that the generalized quasi-likelihood ratio test, combined with
the seemingly unrelated kernel estimator and consistently estimated covariance, has greater power
than tests based on mis-specified covariance.
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Figure 2.10: Empirical power of three tests under two covariance settings. NP is the proposed
test combined with nonparametric covariance estimator; ARMA is proposed test combined with
semiparametric covariance estimator assuming ARMA correlation structure; WI is the generalized
quasi-likelihood ratio test based on working independence. The horizontal dotted line is set at 0.05.
2.6 Application to AIDS Clinical Trial Study
We apply the proposed methods to a data set from AIDS clinical trial ACTG 398 (Hammer
et al., 2002), which is a multi-center, double-blind randomized trial conducted between October
1998 and April 2000. A total of 481 human immunodeficiency virus infected patients were enrolled
in the study, among which 157 patients received a single protease inhibitor treatment (amprenavir)
and 324 patients received a second protease inhibitor in addition to amprenavir. All patients were
also administered with three other anti-viral drugs. The HIV-1 RNA levels in plasma (viral load)
was measured repeatedly over time. Although the scheduled measurement times were at weeks 0, 2,
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4, 8, 16 and 24, the actual measurement times varied randomly around the scheduled times. In the
analysis we removed records with the first actual visit 2 days before the first scheduled visit. The
objective of the study is to test whether there is a difference between the dual protease inhibitor
arm and the single protease inhibitor arm. Sun and Wu (2005) analyzed the same dataset, who
modeled the treatment effects parametrically and found there is some significant difference between
the two arms.
We apply the proposed functional analysis of covariance model Yk,i(t) = Xk,iβ + θk(t) + εk,i(t),
where Y (t) is the change of HIV-1 RNA level since baseline in a log10 scale at time t, X is a binary
variable equals 1 if the subject had previous nucleoside reverse transcriptase inhibitor treatments
and 0 otherwise, the group index k is 1 for the single protease inhibitor groups and 2 for the double
protease inhibitor group. Following Sun and Wu (2005), we transform the observation time to
t = log10(day of actual visit + 40)− log10(35) to make its distribution closer to uniform.
We apply the proposed estimation procedure based on seemingly unrelated kernel smoothing
and nonparametric covariance estimation. The bandwidths are chosen by cross-validation and set
to be 0.14, 0.2 and 0.22 for mean, covariance and variance estimation respectively. The estimated
parametric component is β̂ = 0.49 with a standard error 0.075, indicating a significant covariate
effect. The estimated covariance function and estimated functional treatment effects are shown in
Figure 2.14. The figure seems to suggest that the double protease inhibitor group tends to have
a lower HIV-1 RNA level than the single protease inhibitor group after t = 0.2 and the difference
between the two groups increases over time. To confirm this observation, we performed the proposed
generalized quasi-likelihood ratio test on H0 : θ1 = θ2. Based on 1000 bootstrap samples, we obtain
a p-value of 0.035, which shows a significant difference between the two arms. However if using
working independent covariance, the p-value increases to 0.051 which may not detect the difference
between the two arms.
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Figure 2.14: Estimation results for the AIDS clinical trial data.
2.7 Appendix. Additional Information
2.7.1 Notation under the reduced model
Define ϕF,k(t) as the solution of
∑m
j=1
∑m
l=1E[∆k,jjv
jl
k ∆k,ll{X k,l −ϕ(Tk,l)} | Tk,j = t]f(t) = 0, (2.17)
for k = 1, . . . , q, and ϕR(t) the solution of
∑q
k=1 ρk
∑m
j=1
∑m
l=1E[∆k,jjv
jl
k ∆k,ll{X k,l −ϕ(Tk,l)} | Tk,j = t]f(t) = 0. (2.18)
Define Qk(t, s) =
∑m
j=1
∑
l 6=j E{∆k,jjv
jl
k ∆k,llB
−1
1k (Tk,l) | Tk,j = t, Tk,l = s
}
f(t)f(s), for k = 1, . . . , q,
and Q(t, s) =
∑q
k=1 ρkQk(t, s). In addition, define operators Äk(G; t, s) = −
∑m
j=1
∑
l 6=j E
{
∆k,jjvjlk
∆k,llB−11k (Tk,l)G(Tk,l, s) | Tk,j = t
}
f(t) for any bivariate functionG, and Ä(G; t, s) =
∑q
k=1 ρkÄk(G; t, s).
Let bk∗(t), Qk1,∗(t) and Qk2,∗(t) be the solutions of integration equations bk∗(t) = θ
(2)
k0 (t) −
{B1k(t)}−1
∑m
j=1
∑
l 6=j E
{
∆k,jjvjlk ∆k,llbk∗(Tk,l) | Tk,j = t
}
f(t), Qk1,∗(t, s) = −Qk(t, s)+Äk(Qk1,∗; t, s),
and Qk2,∗(t, s) = Äk(Qk2,∗; t, s), respectively. Likewise, b∗, Q1,∗ and Q2,∗ are the solutions of
b∗(t) = θ(2)0 (t) − {B1(t)}−1
∑q
k=1 ρk
∑m
j=1
∑
l 6=j E
{
∆k,jjvjlk ∆k,llb∗(Tk,l) | Tk,j = t
}
f(t), Q1,∗(t, s) =
−Q(t, s) + Ä(Q1,∗; t, s), and Q2,∗(t, s) = Ä(Q2,∗; t, s), respectively.
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2.7.2 Proof of Theorem 2.3
We only need to show, for all working covariance V,
min
S∈S̄n(%∗n)
∑q
k=1 ρkE{STkn(T k)V
−1
k Skn(T k)}
{
∫
T B
2
2(t)/B21(t)dt}1/2
≤ min
S∈S̄n(%∗n)
∑q
k=1 ρkE{STkn(T k)Σ
−1
k Skn(T k)}
|T |1/2
, (2.19)
where S̄n(%) = {S :
∑q
k=1 S
T
kn(T k)Σ
−1
k Skn(T k) = %2} is the boundary of Sn(%).
With a change of variable S (T ) = Σ−1/2S(T )/%∗n,
(%∗n)−2 min
S∈S̄n(%∗n)
q∑
k=1
ρkE{STkn(T k)V −1k Skn(T k)} = minES T(T )S (T )=1
E{S T(T )Σ1/2V −1Σ1/2S (T )}
≤ |T |−1
∫
T
A (t)dt,
where
A (t) = min
S
E{S T(T )Σ1/2V −1Σ1/2S (T )|T1 = t}
E{S T(T )S (T )|T1 = t}
= min
S
E{S T(T )V −1/2ΣV −1/2S (T )|T1 = t}
E{S T(T )S (T )|T1 = t}
. (2.20)
Now, to show (2.19), we only need[ ∫
T
A (t)dt
]2
≤ |T |
∫
T
[E{(V −1ΣV −1)11 | T1 = t}
E{(V −1)11 | T1 = t}
]2
dt. (2.21)
Inequality (2.21) can be easily shown by the Cauchy-Schwartz inequality if we can show
A (t) ≤ E{(V
−1ΣV −1)11 | T1 = t}
E{(V −1)11 | T1 = t}
for all t ∈ T . (2.22)
Realizing the right hand side of (2.22) is objective function in (2.20) evaluated at S = V −1/2e1,
where e1 is a m-dim vector with 1 on the first entry and 0 everywhere else, inequality (2.22) holds
by the definition of A (t) in (2.20).
2.7.3 Sketch Proof of Theorem 2.1
For any m-vectors x and y, the first two partial derivatives of Q{g−1(x), y} regarding x are
∂Q
∂x {g
−1(x), y} = ∆(x)V −1{g−1(x)}{y − g−1(x)},
∂2Q
∂x∂xT {g
−1(x), y} = −∆(x)V −1{g−1(x)}∆(x) +
m∑
j=1
{yj − g−1(xj)}Dj(x),
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where ∆(x) = diag{dg
−1
dx (xj)}
m
j=1, Dj = ∂(V j•∆)/∂x, and V j• is the j-th row of V −1. Denote
η0k,i = X k,iβ0 + θ0(T k,i), µ0k,i = g−1(η0k,i) and εk,i = Y k,i −µ0k,i. By taking a Taylor’s expansion
at η0k,i, we have
Q[g−1{X k,iβ̂ + θ̂(T k,i)},Y k,i] = Q[g−1{X k,iβ0 + θ0(T k,i)},Y k,i]
+εTk,iV −1k,i∆k,i{X k,i(β̂ − β0) + θ̂(T k,i)− θ0(T k,i)}
+12{X k,i(β̂ − β0) + θ̂(T k,i)− θ0(T k,i)}
T{
m∑
j=1
εk,ijDk,ij −∆k,iV −1k,i∆k,i}
×{X k,i(β̂ − β0) + θ̂(T k,i)− θ0(T k,i)}+O{(n−1/2 + h2 + n−1/2h−1/2)3}.
For any vector a and a symmetric matrix A, define ‖a‖2A = aTAa.
By the Taylor expansion above, the test statistic can be decomposed into
λn(H0) = J1 + J2 + J3 + J4 + J5 + J6 + op(1), (2.23)
where
J1 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,i{θ̂F,k(T k,i;β0)− θ̂R(T k,i;β0)},
J2 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,iX̃ k,i(β̂F − β̂R),
J3 =
q∑
k=1
nk∑
i=1
[
(β̂R − β0)TX̃
T
k,i∆k,iV −1k,i∆k,i
{
θ̂R(T k,i;β0)− θ0(T k,i)
}
− (β̂F − β0)TX̃
T
k,i∆k,iV −1k,i∆k,i
{
θ̂F,k(T k,i)− θ0(T k,i)
}]
,
J4 =
1
2
q∑
k=1
nk∑
i=1
{
‖θ̂R(T k,i;β0)− θ0(T k,i)‖∆k,iV −1k,i∆k,i − ‖θ̂F,k(T k,i;β0)− θ0(T k,i)‖∆k,iV −1k,i∆k,i
}
,
J5 =
1
2
q∑
k=1
nk∑
i=1
{
‖β̂R − β0‖X̃Tk,i∆k,iV −1k,i∆k,iX̃k,i
− ‖β̂F − β0‖X̃Tk,i∆k,iV −1k,i∆k,iX̃k,i
}
,
J6 =
1
2
q∑
k=1
nk∑
i=1
{
‖X̃ k,i(β̂F − β0) + θ̂F,k(T k,i;β0)− θ0(T k,i)‖2∑m
j=1 εk,ijDk,ij
− ‖X̃ k,i(β̂R − β0) + θ̂R(T k,i;β0)− θ0(T k,i)‖2∑m
j=1 εk,ijDk,ij
}
.
By Lemma 2.1, J2 + J3 + J5 + J6 = op(h−1/2), the asymptotic distribution of λn(H0) follows
directly from the asymptotic distribution of J1 + J4 from Lemma 2.2.
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Lemma 2.1. Under the null hypothesis and all assumptions in Theorem 2.1, J2 = op(1), J3 =
op(1), J5 = op(1), J6 = Op(n1/2h4 + n−1/2h−1).
Proof: (i) Under and null hypothesis and by the asymptotic expansions in Propositions 2.1
and 2.2, β̂R − β0 = Op(n−1/2), β̂F − β0 = Op(n−1/2) and β̂F − β̂R = op(n−1/2). Therefore,
J2 = {
∑q
k=1
∑nk
i=1 ε
T
k,iV
−1
k,i∆k,iX̃ k,i}(β̂F − β̂R) = Op(n1/2)× op(n−1/2) = op(1), and
J5 =
q∑
k=1
nk∑
i=1
(β̂R − β0)X̃
T
k,i∆k,iV −1k,i∆k,iX̃ k,i(β̂R − β̂F )
+(β̂R − β̂F )X̃
T
k,i∆k,iV −1k,i∆k,iX̃ k,i(β̂F − β0)
= op(1).
(iii) By similar arguments as on page 156 of Wang, Carroll and Lin (2005),
q∑
k=1
nk∑
i=1
X̃
T
k,i∆k,iV −1k,i∆k,i
{
θ̂R(T k,i)− θ0(T k,i)
}
= op(n1/2),
hence the first term of J3 is of order op(1). By similar arguments, the second term in J3 is of the
same order.
(iv) We decompose J6 into three parts,
J61 =
1
2
q∑
k=1
nk∑
i=1
{
‖X̃ k,i(β̂F − β0)‖2∑m
j=1 εk,ijDk,ij
− ‖X̃ k,i(β̂R − β0)‖2∑m
j=1 εk,ijDk,ij
}
,
J62 =
1
2
q∑
k=1
nk∑
i=1
{
‖θ̂F,k(T k,i;β0)− θ0(T k,i)‖2∑m
j=1 εk,ijDk,ij
− ‖θ̂R(T k,i;β0)− θ0(T k,i)‖2∑m
j=1 εk,ijDk,ij
}
,
J63 =
q∑
k=1
nk∑
i=1
(β̂F − β0)TX̃Tk,i
 m∑
j=1
εk,ijDk,ij
{θ̂F,k(T k,i;β0)− θ0(T k,i)}
−(β̂R − β0)TX̃
T
k,i
 m∑
j=1
εk,ijDk,ij
{θ̂R(T k,i;β0)− θ0(T k,i)}
 .
By similar calculations as in Lemma W.1 in Tang et al. (2016), J61 = Op(n−1/2), J62 = Op({h2 +
(nh)−1/2}2×n1/2) = Op((nh8)1/2+n−1/2h−1), J63 = Op(h2+(nh)−1/2), and hence J6 = Op((nh8)1/2+
n−1/2h−1).
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Lemma 2.2. Under H0 in (2) and assumptions in Theorem 2.1,
σ−1n (J1 + J4 − µn)→ N(0, 1) in distribution,
where µn and σ2n are defined in Theorem 2.1.
Proof: Under the null hypothesis, B1k(t) = B1(t) for k = 1, . . . , q. Rewrite J1 as
J1 =
q∑
k=1
nk∑
i=1
m∑
j=1
m∑
l=1
εk,ijv
jl
k,iµ
(1)
k,il{θ̂F,k(Tk,il;β0)− θ̂R(Tk,il)}.
By the asymptotic expansions of θ̂R and θ̂F,k in Propositions 2.1 and 2.2, we have J1 = R1 +R2 +
R3 + op(1) where
R1 =
q∑
k=1
nk∑
i=1
m∑
j=1
m∑
l=1
εk,ijv
jl
k,iµ
(1)
k,ilB
−1
1 (Tk,il)(
1
nk
− 1
n
)
∑
j′
[
Kh(Tk,ij′ − Tk,il)µ
(1)
k,ij′
{∑
l′
vj
′l′
k,i εk,il′
}]
,
R2 =
q∑
k=1
nk∑
i=1
nk∑
i′ 6=i
m∑
j=1
m∑
l=1
εk,ijv
jl
k,iµ
(1)
k,ilB
−1
1 (Tk,il)(
1
nk
− 1
n
)
∑
j′
[
Kh(Tk,i′j′ − Tk,il)µ
(1)
k,i′j′
{∑
l′
vj
′l′
k,i′εk,i′l′
}]
,
R3 = −
q∑
k=1
q∑
k′ 6=k
nk∑
i=1
n′k∑
i′=1
m∑
j=1
m∑
l=1
εk,ijv
jl
k,iµ
(1)
k,ilB
−1
1 (Tk,il)
1
n
∑
j′
[
Kh(Tk′,i′j′ − Tk,il)µ
(1)
k′,i′j′
{∑
l′
vj
′l′
k′,i′εk′,i′l′
}]
.
By straightforward moment calculations,
R1 =
q − 1
h
K(0)E
{
B2(T )B−11 (T )f−1(T )
}
+Op(1).
It is easy to see that R2 and R3 have mean zero and therefore only contribute to the variance
of the test statistic. Similarly, we have
J4 =
1
2
q∑
k=1
nk∑
i=1
[ {
θ̂R(T k,i;β0)− θ0(T k,i)
}T
∆k,iV k,i∆k,i
{
θ̂R(T k,i;β0)− θ̂F,k(T k,i;β0)
}
+
{
θ̂R(T k,i;β0)− θ̂F,k(T k,i;β0)
}T
∆k,iV k,i∆k,i
{
θ̂F,k(T k,i;β0)− θ0(T k,i)
} ]
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= 12
q∑
k=1
nk∑
i=1
m∑
l1,l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
[
h2
2 b∗(Tk,il1)
+{B1(Tk,il1)}−1
1
n
q∑
k1=1
nk1∑
i1=1
m∑
j1=1
Kh(Tk1,i1j1 − Tk,il1)µ
(1)
k1,i1j1
{ m∑
l=1
vj1lk1,i1εk1,i1l
}]
×
[
{B1(Tk,il2)}−1
1
n
q∑
k2=1
nk2∑
i2=1
m∑
j2=1
Kh(Tk2,i2j2 − Tk,il2)µ
(1)
k2,i2j2
{ m∑
l=1
vj2lk2,i2εk2,i2l
}
−{B1k(Tk,il2)}−1
1
nk
nk∑
i2=1
m∑
j2=1
Kh(Tk,i2,j2 − Tk,il2)µ
(1)
k,i2j2
{ m∑
l=1
vj2lk,i2εk,i2l
}]
+12
q∑
k=1
nk∑
i=1
m∑
l1,l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
[
h2
2 bk∗(Tk,il2)
+{B1k(Tk,il1)}−1
1
nk
nk∑
i1=1
m∑
j1=1
Kh(Tk,i1j1 − Tk,il1)µ
(1)
k,i1j1
{ m∑
l=1
vj1lk,i1εk,i1l
}]
×
[
{B1(Tk,il2)}−1
1
n
q∑
k2=1
nk2∑
i2=1
m∑
j2=1
Kh(Tk2,i2j2 − Tk,il2)µ
(1)
k2,i2j2
{ m∑
l=1
vj2lk2,i2εk2,i2l
}
−{B1k(Tk,il2)}−1
1
nk
nk∑
i2=1
m∑
j2=1
Kh(Tk,i2,j2 − Tk,il2)µ
(1)
k,i2j2
{ m∑
l=1
vj2lk,i2εk,i2l
}]
.
A detailed calculation shows that J4 = R4 +R5 +R6 + op(h−1/2), where
R4 =
1
2
q∑
k=1
nk∑
i=1
m∑
l1=1
m∑
l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
B1(Tk,il1)B1(Tk,il2)
 q∑
k1
{
I(k1 = k)(
1
n2
− 1
n2k
) + I(k1 6= k)
1
n2
}
×
nk1∑
i1=1
m∑
j1=1
m∑
j2=1
{
Kh(Tk1,i1j1 − Tk,il1)Kh(Tk1,i1j2 − Tk,il2)µ
(1)
k1,i1j1
µ
(1)
k1,i1j2
×
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i1εk1,i1l4
)}]
= 12nk1
q∑
k1=1
nk1∑
i1=1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k1,i1j2
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i1εk1,i1l4
)
×
q∑
k=1
[{
I(k1 = k)(ρ2k − 1) + I(k1 6= k)ρkρk1
}
× E
{ m∑
l1=1
m∑
l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
B1(Tk,il1)B1(Tk,il2)
Kh(Tk1,i1j1 − Tk,il1)Kh(Tk1,i1j2 − Tk,il2)
}]
+Op(1)
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= 12nk1
q∑
k1=1
nk1∑
i1=1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k1,i1j2
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i1εk1,i1l4
)
×
q∑
k=1
[{
I(k1 = k)(ρ2k − 1) + I(k1 6= k)ρkρk1
}
× 1
h
1
B1(Tk1,i1j1)
{
K ∗K(Tk1,i1j2 − Tk1,i1j1
h
)I(j1 6= j2) + νkI(j1 = j2)
}]
+Op(1)
= 12h
q∑
k1=1
(
ρ2k − 1 +
∑
k 6=k1
ρkρk1
)
E
[ m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k1,i1j2
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i1εk1,i1l4
)
× 1
B1(Tk1,i1j1)
{
K ∗K(Tk1,i1j2 − Tk1,i1j1
h
)I(j1 6= j2) + νkI(j1 = j2)
}]
+Op(1)
= 1− q2h νkE
{
B2(T )B1(T )−1f−1(T )
}
+Op(1),
R5 =
1
2
q∑
k=1
nk∑
i=1
m∑
l1=1
m∑
l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
B1(Tk,il1)B1(Tk,il2)
[ q∑
k1
{
I(k1 = k)(
1
n2
− 1
n2k
) + I(k1 6= k)
1
n2
}
×
nk1∑
i1=1
∑
i2 6=i1
m∑
j1=1
m∑
j2=1
{
Kh(Tk1,i1j1 − Tk,il1)Kh(Tk1,i2j2 − Tk,il2)µ
(1)
k1,i1j1
µ
(1)
k1,i2j2
×
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i2εk1,i2l4
)}]
= 12
q∑
k1=1
ρk1 − 1
nk1
nk1∑
i1=1
∑
i2 6=i1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k1,i2j2
B1(Tk1,i1j1)
Kh ∗Kh(Tk1,i2j2 − Tk1,i1j1)
×
( m∑
l3=1
vj1l3k1,i1εk1,i1l3
)( m∑
l4=1
vj2l4k1,i2εk1,i2l4
)
+Op(1), and
R6 =
1
2
q∑
k=1
nk∑
i=1
m∑
l1=1
m∑
l2=1
µ
(1)
k,il1
vl1l2k,i µ
(1)
k,il2
B1(Tk,il1)B1(Tk,il2)
 q∑
k1
∑
k2 6=k1
1
n2
nk1∑
i1=1
nk2∑
i2=1
m∑
j1=1
m∑
j2=1
{Kh(Tk1,i1j1 − Tk,il1)
×Kh(Tk2,i2j2 − Tk,il2)µ
(1)
k1,i1j1
µ
(1)
k2,i2j2
 m∑
l3=1
vj1l3k1,i1εk1,i1l3
 m∑
l4=1
vj2l4k2,i2εk2,i2l4


= 12n
q∑
k1=1
∑
k2 6=k1
nk1∑
i1=1
nk2∑
i2=1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k2,i2j2
B1(Tk1,i1j1)
Kh ∗Kh(Tk2,i2j2 − Tk1,i1j1)
×
 m∑
l3=1
vj1l3k1,i1εk1,i1l3
 m∑
l4=1
vj2l4k2,i2εk2,i2l4
+Op(1).
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It is easy to see that R4 is the leading term in the mean of J4. R5 and R6 have mean zero and only
contribute to the variance of J4.
We first combine the mean components in J1 and J4 in
µn = R1 +R4 =
q − 1
h
{
K(0)− νk2
}
E
{
B2(T )
B1(T )f(T )
}
+Op(1).
Next, we collect the remaining terms into R2 +R5 +R3 +R6 = Wn+Op(1), where Wn = Wn1 +Wn2,
Wn1 =
q∑
k1=1
1− ρk1
nk1
nk1∑
i1=1
∑
i2 6=i1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k1,i2j2
B1(Tk1,i1j1)
 m∑
l3=1
vj1l3k1,i1εk1,i1l3
 m∑
l4=1
vj2l4k1,i2εk1,i2l4

×
{
Kh(Tk1,i2j2 − Tk1,i1j1)−
1
2Kh ∗Kh(Tk1,i2j2 − Tk1,i1j1)
}
,
and
Wn2 = −
1
n
q∑
k1=1
∑
k2 6=k1
nk1∑
i1=1
nk2∑
i2=1
m∑
j1=1
m∑
j2=1
µ
(1)
k1,i1j1
µ
(1)
k2,i2j2
B1(Tk1,i1j1)
 m∑
l3=1
vj1l3k1,i1εk1,i1l3
 m∑
l4=1
vj2l4k2,i2εk2,i2l4

×
{
Kh(Tk2,i2j2 − Tk1,i1j1)−
1
2Kh ∗Kh(Tk2,i2j2 − Tk1,i1j1)
}
.
It is easy to see Wn1 and Wn2 are uncorrelated to each other, and hence var(Wn) = EW 2n1 + EW 2n2.
Straightforward calculations show that
EW 2n1 =
2
h
q∑
k1
(1− ρk1)2E
(
B22(T )
B21(T )f(T )
×
∫ {
K(u)− 12K ∗K(u)
}2
du
)
+O(1),
EW 2n2 =
2
h
q∑
k1
q∑
k2 6=K1
ρk1ρk2E
(
B22(T )
B21(T )f(T )
×
∫ {
K(u)− 12K ∗K(u)
}2
du
)
+O(1),
and hence
var(Wn) =
2(q − 1)
h
E
(
B22(T )
B21(T )f(T )
×
∫ {
K(u)− 12K ∗K(u)
}2
du
)
+O(1).
Since J1 + J4 = µn + Wn + Op(1), the asymptotic distribution in the lemma directly follows
from Proposition 3.2 in de Jong (1987)
2.7.4 Proof of Theorem 2.2
The local alternative described in (2.13) and (2.14) are close to the null hypothesis, with the
size of the local signal Skn(T ) = Op{(nh)−1/2}, k = 1, . . . , q, calculations similar to those in Lemma
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W.3 of Tang et al. (2016) show β̂R −β0 = Op(n−1/2), β̂F − β̂R = op(n−1/2) and θ̂R(t) still has the
same asymptotic expansion as in (2.8).
The test statistic has a similar expansion as in (2.23),
λn(H1n) = J†1 + J
†
2 + J
†
3 + J
†
4 + J
†
5 + J
†
6 + op(1),
where
J†1 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,i{θ̂F,k(T k,i;β0)− θ̂R(T k,i;β0)},
J†2 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,iX̃ k,i(β̂F − β̂R),
J†3 =
q∑
k=1
nk∑
i=1
[
(β̂R − β0)TX̃
T
k,i∆k,iV −1k,i∆k,i
{
θ̂R(T k,i;β0)− θk(T k,i)
}
− (β̂F − β0)TX̃
T
k,i∆k,iV −1k,i∆k,i
{
θ̂F,k(T k,i;β0)− θk(T k,i)
}]
,
J†4 =
1
2
q∑
k=1
nk∑
i=1
{
‖θ̂R(T k,i;β0)− θk(T k,i)‖∆k,iV −1k,i∆k,i − ‖θ̂F,k(T k,i;β0)− θk(T k,i)‖∆k,iV −1k,i∆k,i
}
,
J†5 =
1
2
q∑
k=1
nk∑
i=1
{
‖β̂R − β0‖X̃Tk,i∆k,iV −1k,i∆k,iX̃k,i
− ‖β̂F − β0‖X̃Tk,i∆k,iV −1k,i∆k,iX̃k,i
}
,
J†6 =
1
2
q∑
k=1
nk∑
i=1
{
‖X̃ k,i(β̂F − β0) + θ̂F,k(T k,i,β0)− θk(T k,i)‖2∑m
j=1 εk,ijDk,ij
− ‖X̃ k,i(β̂R − β0) + θ̂R(T k,i,β0)− θk(T k,i)‖2∑m
j=1 εk,ijDk,ij
}
.
By similar calculations in Lemma 2.1, J†2 + J
†
3 + J
†
5 + J
†
6 = op(h−1/2), hence J
†
1 and J
†
4 are the
dominating terms in λn(H1n).
By straightforward calculations,
J†1 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,i {Skn(T k,i) + UF,k(T k,i)− UR(T k,i)}+ op(h
−1/2)
=J1 +R†1 + op(h−1/2),
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and
J†4 =
1
2
q∑
k=1
nk∑
i=1
{
‖θ̂R(T k,i;β0)− θ0(T k,i)− Skn(T k,i)‖∆k,iV −1k,i∆k,i
− ‖θ̂F,k(T k,i;β0)− θk(T k,i)‖∆k,iV −1k,i∆k,i
}
=J4 +R†2 +R
†
3 + op(h−1/2),
where
R†1 =
q∑
k=1
nk∑
i=1
εTk,iV
−1
k,i∆k,iSkn(T k,i),
R†2 =
1
2
q∑
k=1
nk∑
i=1
STkn(T k,i)∆k,iV −1k,i∆k,iSkn(T k,i),
R†3 =−
q∑
k=1
nk∑
i=1
STkn(T k,i)∆k,iV −1k,i∆k,iUR(T k,i).
It can be shown that R†3 = op(h−1/2) and R
†
2 = µ1n + op(h−1/2), therefore
λn(H1n) = µn + µ1n +Wn +R†1 + op(h−1/2)
where µn and Wn are the same as defined in Theorem 2.1. It is easy to see that E(R†1) = 0 and
var(R†1) =
∑q
k=1
∑nk
i=1 E{STkn(T k,i)∆k,iV
−1
k,iΣk,iV
−1
k,i∆k,iSkn(T k,i)}. Since R
†
1 is a linear combination
of εk,ij and Wn only consists of quadratic terms, R†1 and Wn are uncorrelated and hence asymp-
totically independent. As a result, var(Wn +R†1) = var(Wn) + var(R
†
1) = σ21n, and the asymptotic
normal distribution in Theorem 2 follows from de Jong (1987).
2.7.5 Proof of Theorem 2.4
By Proposition 2.2, β̂ −β0 = Op(n−1/2) and supt∈T |θ̂F,k(t)− θk(t)| = Op[h2 + {log(n)/nh}1/2],
therefore the residuals of the full model satisfy ε̂k,ij − εk,ij = Op[h2 + {log(n)/nh}1/2] uniformly
for all k, i and j. Denote ε∗k,i = ωk,iεk,i, where P (ωk,i = 1) = P (ωk,i = −1) = 0.5. Then we
have E(ε∗k,ij |X ) = 0 and cov(ε∗k,i, ε∗k′,i′ |X ) = εk,iεTk,i if (k, i) = (k′, i′) and 0 otherwise. Thus, the
bootstrap sample
{
(Y ∗k,ij ,X k,ij , Tk,ij)
}
satisfy model (2.1) and the null hypothesis H0 with the true
parameters β∗0 = β̂R and θ∗0(·) = θ̂R(·).
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Using the same arguments in Theorem 1, we can show that λ∗n(H0) = R∗1 +R∗4 +W ∗n +op(h−1/2)
where R∗1, R∗4 and W ∗n are the same as R1, R4 and Wn in Lemma 2.2 except that εk,i are replaced
by ε∗k,i. By similar calculations as in Lemma 2.2, we have R∗1 +R∗4 = µn +Op(1) and var(W ∗n |X ) =
σ2n×{1+op(1)}. By Proposition 3.2 in de Jong (1987), [λ∗n(H0)|X ] has the same asymptotic normal
distribution as λn(H0) in Theorem 1 for every event defined on X .
2.7.6 Additional plots
Figure 2.15 overlays the curves in panels (a) and (b) of Figure 1 in a single plot, showing no
visible difference between the six densities. Figure 2.16 overlays the curves in panels (c) and (d) of
Figure 1 in a single plot, which shows that the densities in panel (c) are different from those in (d).
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Figure 2.15: Empirical density of λn(H0) in Simulation 1, covariance setting (i). The red curves
are densities in Panel (a) of Figure 1 based on the nonparametric covariance estimator, and the
black curves are those in Panel (b) of Figure 1 based on the semiparametric covariance estimator.
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Figure 2.16: Empirical density of λn(H0) in Simulation 1, covariance setting (ii). The red curves
are densities in Panel (c) of Figure 1 based on the nonparametric covariance estimator, and the
black curves are those in Panel (d) of Figure 1 based on the semiparametric covariance estimator.
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CHAPTER 3. SPATIOTEMPORAL SATELLITE DATA IMPUTATION
BASED ON SPARSE FUNCTIONAL DATA ANALYSIS
Abstract
Many scientific applications and signal processing algorithms require complete satellite data, while
actual satellite data has lots of gaps due to variety of reasons, such as cloud cover and sensor specific
problems. This paper introduces a general spatiotemporal satellite data imputation method based
on sparse functional data analysis techniques by treating the satellite data observed in different
years as repeated measurements of a latent spatiotemporal process. Some experimental analyses
on real Landsat data were conducted to illustrate and validate our algorithm. A comparison with
the existing gap-filling methods shows that our proposed algorithm has much smaller prediction
error and significantly outperforms the other methods. The proposed algorithm is implemented in
R and Rcpp and is available as an R package stfit.
Key Words: Satellite; Imputation; Sparse Functional data; Spatiotemporal; Gap-fill; STFIT; R.
3.1 Introduction
Remote sensing data are collected by remote sensors mounted on satellites or aircrafts to detect
the energy that is reflected from the Earth. Satellite data is a typical spatiotemporal remote sensing
data, which usually consists of repeated measures of the same location over time.
Satellite data have many important applications, such as weather forecasting, land use/cover
change, monitoring environmental events, etc. Many applications require spatiotemporally con-
tinuous satellite data, while satellite data often have many missing values due to cloud cover or
sensor-specific problems. For example, one of the well-known sensor-specific problem is the scan
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line corrector (SLC) failure in the Landsat 7 Enhanced Thematic Mapper Plus (ETM+) sensor.
Without the SLC, the resulting images, referred to as SLC-off images, have about 22% missing
data in a Landsat 7 scene (Wikipedia, 2018). Research study shows that about 67% of Earth’s
surface is covered by clouds (King et al., 2013). Thus, algorithms to effectively impute the missing
values are desired to make the satellite data more useful.
In recent years, imputing missing values in satellite images has become a hot research topic,
and many algorithms have been proposed. One of the first image imputation algorithms was the
local linear histogram-matching method developed by USGS (2004) for filling the gaps in SLC-off
images. This method requires one or more reference images and does pixel-wise prediction by fitting
a simple linear regression using similar pixels around the target pixel (the pixel to fill). This method
is easy to implement, but it requires high quality reference images and does not perform well in
heterogeneous areas. Later, the Neighborhood Similar Pixel Interpolator (NSPI) method (Chen
et al., 2011), which also uses one or more reference images, was developed and was shown to be able
to accurately fill gaps in SLC-off images even in heterogeneous regions. In general, the imputation
accuracies of these methods depend on how the reference images are selected, and they are not
flexible to use in large scale satellite images imputation problems.
Geostatistical methods are also applied to fill the gaps for SLC-off images (Zhang et al., 2007;
Pringle et al., 2009). These methods are based on kriging and co-kriging techniques and are
generally not very useful when the proportion of missing values is large. Besides, these methods
perform poorly when the stationarity condition is violated.
Multi-spectral satellite data typically contain multiple bands that measure the surface re-
flectance using different wavelengths. Methods that use auxiliary bands to impute the band with
missing values were also proposed (Zhang et al., 2002; Roy et al., 2008). These methods are only
applicable for the removal of thin cloud and fail to work for thick cloud or SLC failure when all
bands are subject to missingness.
Methods that only use temporal information to impute the missing values are also proposed (Roerink
et al., 2000; Verger et al., 2013; Moreno et al., 2014). These methods ignore correlations between
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pixels and do smoothing separately for each pixel over the temporal domain, thus missing values
can be estimated by the estimated smoothing curves. In general, the temporal based methods are
less effective compared with the spatiotemporal based methods (Poggio et al., 2012; Zeng et al.,
2014; Gerber et al., 2018), since the latter also takes the spatial information into account.
In this paper, we propose a general spatiotemporal satellite images imputation method based on
sparse functional data analysis techniques. The proposed method is motivated by the imputation
for Landsat data, which is sparse both in temporal and spatial domains. First, Landsat sensors
revisit every 16 days, with only around 23 images available each year. With two Landsat satellites
at the same time (e.g., Landsat 4/5 and Landsat 7, or Landsat 7 and Landsat 8), the number of
available observed images is around 45. Second, Landsat images acquired from a cloudy day have
many missing values, so a Landsat image is analogous to a subject in a typical sparse longitudinal
dataset. Our imputation method involves repeated use of the functional principal analysis by
conditional estimation (PACE) method proposed by Yao et al. (2005). The underlying idea is to
impute a missing pixel by borrowing both temporal and spatial information from nearby pixels. We
assume the satellite images are observations from a latent spatiotemporal process with measurement
errors. The spatiotemporal process consists of three components, the mean function, the temporal
effect and the spatial effect, which can be estimated by the observed data. The mean function
contains the overall spatiotemporal information of the latent process, the temporal effect gives the
year-specific deviation of each location from the mean, and the spatial effect measures the image
specific deviation from the mean. Then the missing values in the data can be imputed by simply
adding all estimated components together. The characteristic of the proposed algorithm guarantees
that 100% of the missing values can be imputed. Real data experiments on the Landsat data show
that the proposed algorithm is more accurate and robust compared with other existing methods.
Although the proposed method is illustrated with the Landsat data, it is generally applicable to
other remote sensing data imputation problems. The proposed algorithm is implemented in R and
C++ and is wrapped in an R package stfit, which is easy to use for practitioners.
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The remainder of the article is structured as follows. Section 3.2 gives a brief introduction to
the Landsat data we use for imputation. Section 3.3 describes a general model used for predicting
missing values in spatiotemporal remote sensing data. Section 3.4 details the imputation procedure
by giving a step by step estimation algorithm for each component of the model. Section 3.5
evaluates our proposed method with real Landsat data and Section 3.6 shows a comparison with
existing imputation algorithms. Finally, Section 3.7 summarizes our contributions and point out
some potential future research directions.
3.2 Data and background
The motivation of our study is to borrow information from Landsat images to predict the
land uses at the Primary Sampling Units (PSU) of National Resources Inventory (NRI). NRI is
a longitudinal survey of land use and natural resource conditions and trends on U.S. non-Federal
lands. The most common PSU of the NRI sampling design is a 160-acre square quarter-section, 0.5
miles (0.8 km) on each side. For details of the NRI dataset and its sampling design please refer to
USDA (2015), Nusser and Goebel (1997) and Nusser et al. (1998). The Landsat data is a collection
of globally continuous, high-resolution (30 meter), multispectral remote sensing satellite images,
which is widely used in agriculture, geology, forestry, regional planning, education, mapping, and
global change research.
We selected Landsat scene p026r031 as the study area, which is a 170 km north-south by 183 km
east-west rectangle within the State of Iowa in the United States. For the purpose of our research
project, we broke down the Landsat scene into small sites to match the sizes and locations of PSUs
in NRI. There are 245 sites within Landsat scene p026r031 in Iowa.
The dataset for each site is a sequence of 31 × 31 pixels Landsat surface reflectance images
observed by different satellites (Landsat 4/5, 7, and 8) between 2000 and 2015. Given that there
are two satellites at the same time (e.g., Landsat 4/5 and Landsat 7 during the period 2003-2012,
and Landsat 7 and Landsat 8 during period 2012-2015), the temporal gap between two observations
is actually lower than the theoretical 16 days. In this paper, we focus on the surface reflectance of
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the blue band (wavelength between 0.45 and 0.52 micrometers), which is the band 1 for Landsat
4/5/7 and band 2 for Landsat 8. All values used in this paper are multiplied by 10, 000 for easy
reporting. Figure 3.1 shows an example of all the observed Landsat images at one site in 2015,
after removing cloud, cloud shadow and snow area. Of all the 44 images observed in 2015, only
17 images have observations and 13 images have missing values. Among the partially observed
images, some images such as the ones observed in day of the year (DOY) 26, 90, etc., have missing
strips, which are caused by the SLC failure in Landsat 7 data. Besides, some images, such as the
one observed in DOY 66, have many large values that are outside of the normal range compared
with the rest of the images. This is most likely due to the local weather condition, which results in
a reduced performance of atmospheric correction and cloud removal.
Since our purpose is to use Landsat data as explanatory variable to predict the land use of NRI,
missing values in the Landsat data will seriously affect the prediction accuracy. In this paper, our
primary task is to impute all missing values in the Landsat data.
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Figure 3.1: Observed images in year 2015.
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3.3 Model
We assume the satellite images observed in the ith year, i = 1, · · · , n, are observations from
a real-valued continuous spatiotemporal process {Xi(s, t), s ∈ D, t ∈ T } with measurement errors,
where D ⊂ R2 is the spatial domain of interest and T ⊂ R is a bounded and closed time interval
within a typical year. Assume Xi(s, t), i = 1, · · · , n, to be independent realizations of a latent
spatiotemporal process {X(s, t), s ∈ D, t ∈ T }, which can be expressed as
X(s, t) = µ(s, t) + ηs(t) + αt(s), (3.1)
where µ(s, t) is the fixed overall mean function, ηs(t) is the temporal random effect at location s,
which has zero mean and temporal covariance function
cov{ηs(t), ηs′(t′)} = Rs(t, t′)I(s = s′), t, t′ ∈ T , s, s′ ∈ D,
and αt(s) is the spatial random effect at time point t, which is independent of ηs(t) and has zero
mean and spatial covariance function
cov{αt(s), αt′(s′)} = Vt(s, s′)I(t = t′), t, t′ ∈ T , s, s′ ∈ D.
Here we do not assume Rs(·, ·) and Vt(·, ·) to be stationary.
In model 3.1, the mean function µ(s, t) captures the overall spatiotemporal trend, the temporal
effect ηs(t) represents the location- and year- specific deviation from µ(s, t), and the spatial effect
αt(s) gives the image specific deviation from µ(s, t).
Satellite data do not have repeated measurements of the same location at the same time point,
so in general the covariance function Vt(·, ·) can not be estimated. In reality, it is reasonable to
assume the spatial process does not vary much within a short time period. Thus, we consider a
simplified version of αt(s) in this paper. Assume the temporal domain can be partitioned into
fixed smaller intervals, T1, · · · , TG, such that T =
⋃G
g=1 Tg and αt(·) shares the same spatial process
within Tg, i.e. cov{αt(s), αt(s′)} =
∑G
g=1 Vg(s, s′)I(t ∈ Tg), where I is the indicator function. For
example, we can partition the whole year into four seasons and assume the spatial process are the
48
same within each season. In theory using the fixed intervals are not optimal, in the sense that the
spatial process does not change smoothly over time and has shifts on the boundaries of Tg. A more
accurate way in estimating Vt(·, ·) is to use a moving window approach, that is to estimate Vt(·, ·) by
only using images observed within a time window around t. However, the moving window approach
is much more time consuming compared to the fixed intervals approach without providing much
performance improvement. There is a trade-off between the computational time and imputation
accuracy. In this paper, we will focus on the fixed intervals approach.
Therefore, X(s, t) has mean
E{X(s, t)} = µ(s, t),
and covariance function
cov{X(s, t), X(s′, t′)} =
G∑
g=1
Vg(s, s′)I(t, t′ ∈ Tg) +Rs(t, t′)I(s = s′).
Assume Rs(t, t′) and Vg(s, s′) are continuous, symmetric and positive semidefinite functions. By
Mercer’s Theorem, we have Rs(t, t′) =
∑
l ωs,lφs,l(t)φs,l(t′), t, t′ ∈ T , where ωs,l are the nonnegative
eigenvalues and φs,l(t) are the corresponding eigenfunctions. Similarly, Vg(s, s′) =
∑
q λg,qψg,q(s)
ψg,q(s′), s, s′ ∈ D. By following conventions in classical functional principle component analysis
(FPCA), Xi(s, t) can be expressed as
Xi(s, t) = µ(s, t) +
∞∑
l=1
ξs,ilφs,l(t) +
G∑
g=1
I(t ∈ Tg)

∞∑
q=1
ζg,itqψg,q(s)
 ,
where ξs,il are uncorrelated random variables with mean 0 and variance E[ξs,ilξs,il′ ] = I(l = l′)ωs,l;
ζg,itq are uncorrelated random variables, which are independent of ξs,il, with mean 0 and variance
E[ζg,itqζg,itq′ ] = I(q = q′)λg,q.
Let Tij be the jth DOY in the ith year, Sijk be the kth observed location in the jth DOY in the
ith year, and Yijk be the observation of the random process Xi(s, t) made at time Tij and location
Sijk, i = 1, · · · , n, j = 1, · · · ,mi, k = 1, · · · ,mij , then
Yijk = µijk +
∞∑
l=1
ξSijk,ilφSijk,l(Tij) +
G∑
g=1
I(Tij ∈ Tg)

∞∑
q=1
ζg,ijqψg,q(Sijk)
+ εijk,
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where µijk = µ(Sijk, Tij), εijk are iid measurement errors which are independent of ξSijk,il and ζg,ijq,
and E(εijk) = 0, var(εijk) = σ2. Hence, {Yijk, k = 1, · · · ,mij} represent all observed pixel values in
a satellite image observed at Tij in the ith year. Note that the observation time points {Tij} and
the number of observations mi are not required to be the same across different years. Similarly,
the observed spatial points {Sijk} and the number of observations mij are not required to be the
same across different DOYs.
Although our main focus in this paper is on satellite images imputation, where image pixels are
treated as regularly spaced observations in the spatial domain, the proposed model works for more
general spatiotemporal problems, where the spatial locations are from irregular fixed grids.
3.4 Imputation procedure
A flow chart for the imputation procedure is given in Figure 3.2. There are four key steps in the
missing values imputation procedure: mean estimation, outlier detection, temporal effect estimation
and spatial effect estimation. The mean, temporal effect and spatial effect estimation procedures
involve the estimation of the eigenfunctions and eigenvalues, and the outlier detection step detects
and removes outlier pixels and outlier images to make the final imputation results more robust. Our
imputation procedure is indeed a model estimation procedure. Once the mean function, temporal
effect and spatial effect are estimated, the final imputation is just a simple combination of them.
Note that since all model components are functions, they can be interpolated at any temporal point
in T and/or spatial point in D, and hence our imputation algorithm is able to impute any missing
value in T × D.
Mean estimation and outlier detection. The mean function µ(s, t) is defined on a three
dimensional space R3. We propose to do smoothing only on temporal domain by fixing the spatial
domain for two main reasons. First, it is well known that most smoothing methods suffer from the
curse of dimensionality. Doing smoothing directly on the 3-dimensional space is computationally
intensive. Second and more importantly, the observed area may not be spatially smooth, thus
smoothing on the spatial domain may blur the boundary.
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Figure 3.2: The flow chart for the imputation procedure.
Most of the smoothing methods, such as local polynomial regression, regression splines and
P-splines, can be used for the mean function estimation. Most of the time, with proper selection
of parameters, different smoothing methods give similar results. In practice, smoothing methods
are often chosen by taking into account several factors, such as algorithm efficiency, stability and
data characteristics. For example, when the process is periodic on T , regression with Fourier basis
often gives more stable results compared with other methods.
The real data are often noisy and contain some abnormal extreme values, referred to as outliers.
Outliers may seriously affect the estimated model and imputation accuracy, and it is very important
to detect and remove outliers in our imputation procedure. There are some outliers that are beyond
a normal range of the data and should be removed in the data preprocessing stage. For example,
the top left panel of Figure 3.3 shows the histogram of all pixel values from a test dataset. As we
can see, only a few observations are beyond 2000 and a further investigation shows that the values
above 2000 are mostly in cloud edge area. Hence, in data preprocessing stage, we removed all values
above 2000. The outliers detection procedure shown in Figure 3.2 mainly focuses on detecting the
outliers that are within the normal range. For each pixel, we first calculate the residuals based
on the estimated mean function in previous step and then use box-plot to identify outliers. For
51
example, the top right panel of Figure 3.3 shows a scatterer plot for all observations of one pixel
between 2000 and 2015, and the solid line is the estimated mean function in previous step. The
bottom left and bottom right panels of Figure 3.3 are the scatter plot and box-plot of the residuals.
Observations beyond the whiskers are detected as outliers and removed from the following model
estimation procedures.
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Figure 3.3: Illustration of outlier detection procedure.
Based on our experience with the data, pixels that are not labeled as outliers in an image with
too many outliers are not reliable as well. We define images with a large proportion of outliers
(greater than a predefined cutoff) as outlier images and remove them from the following model
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estimation procedures. For example, visually the image observed in DOY 66 in Figure 3.1 is
quite abnormal. There are about 15.92% of all observed pixels detected as outliers based on our
algorithm. Thus, if we use 10% as cutoff, this image will be removed from our model estimation
procedures.
Although we can repeat the mean estimation and outliers detection procedures many times
until there are no outliers, in practice, the imputation results are usually good enough by running
the outliers detection procedure once.
Temporal effect estimation. For a fixed location s, there is some discrepancy between
Xi(s, t) and µ(s, t) and it is defined as the temporal effect in our model. Hence, The temporal
effect measures the year-specific shift from the overall mean for a fixed spatial location.
Denote Cs = {Yijk−µijk;Sijk = s} to be the set of residuals from the same location s. Let ns be
the number of unique years in set Cs and ms,i be the number of unique DOY in the ith year in Cs.
Let Ts,ij to be the jth DOY in the ith year in set Cs, i = 1, · · · , ns, j = 1, · · · ,ms,i. For simplicity of
notation, denote Cs = {Cs,11, Cs,12, · · · , Cs,1ms,1 , Cs,21, · · · , Cs,ns,ms,ns}, where Cs,ij corresponds to
the value observed at Ts,ij . Note that cov(Cs,ij , Cs,ij′ |Tij , Tij′) = Rs(Tij , Tij′)+σ2s(Tij)I(Tij = Tij′),
where σ2s(t) =
∑
g Vg(s, s)I(t ∈ Tg) +σ2 is the temporal nugget effect which only contributes to the
diagonal of the covariance function.
Let Kh(t) = h−1K(t/h), where K(·) is a kernel function and h is the bandwidth. Denote
Ĉs,ij to be the estimate of Cs,ij , we can estimate the smooth surface of Rs using a bivariate local
polynomial regression. For simplicity we consider the local constant smoother in this paper. Let
R̂s(t, t′) = α̂0, where α̂0 minimizes
1
ns
ns∑
i=1
ms,i∑
j=1
∑
j′ 6=j
{Ĉs,ijĈs,ij′ − α0}2Kh1(Tij − t)Kh1(Tij′ − t′).
A straightforward calculation gives
R̂s(t, t′) =
∑ns
i=1
∑ms,i
j=1
∑
j′ 6=j Ĉs,ijĈs,ij′Kh1(Tij − t)Kh1(Tij′ − t′)∑ns
i=1
∑ms,i
j=1
∑
j′ 6=jKh1(Tij − t)Kh1(Tij′ − t′)
.
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To estimate the temporal nugget effect, we first estimate V(t) = Rs(t, t) + σ2s(t) by V̂(t) = α̂0,
where α̂0, α̂1 minimizes
1
ns
ns∑
i=1
ms,i∑
j=1
{Ĉ2s,ij − α0 − α1(Ts,ij − t)}2Kh2(Ts,ij − t).
Then, we estimate σ2s(t) by
σ̂2s(t) =
∑
g
[
1
|Tg|
∫
Tg
{
V̂(t)− R̂s(t, t)
}
dt
]
I(t ∈ Tg),
where |Tg| is the length of the time interval Tg.
Note that the kernel estimator of R̂s is not guaranteed to be positive semi-definite, so an adjusted
estimator for Rs is R̃s(t, t′) =
∑L
l=1 ω̂s,lφ̂s,l(t)φ̂s,l(t′), where ω̂s,l and φ̂s,l(t) are the eigenvalues and
eigenfunctions of R̂s and L = max{l;ωs,l > 0}.
LetCs,i = (Cs,i1, · · · , Cs,ims,i)T , φ̂s,il = {φ̂s,l(Ts,i1), · · · , φ̂s,l(Ts,ims,i)}T , Φ̂s,i = (φ̂s,i1, · · · , φ̂s,iL),
σ̂2s,i = {σ̂2s(Ts,i1), · · · , σ̂2s(Ts,ims,i)}T , and ξ̂s,i = (ξ̂s,i1, · · · , ξ̂s,iL)T . Then the principal component
scores for the ith year based on the PACE method is given by
ξ̂s,i = Ω̂Φ̂Ts,iΣ̂−1s,iCs,i, (3.2)
where Ω̂ = diag(ω̂s,1, · · · , ω̂s,L) and Σ̂s,i = Φ̂s,iΩ̂Φ̂Ts,i + diag(σ̂2s,i). Therefore the temporal effect of
the ith year at location s can be estimated by
∑L
l=1 ξ̂s,ilφ̂s,l(t). The procedure is repeated for every
location s ∈ D.
Although the estimated temporal covariance function R̂s(t, t′) is a smooth surface on T 2, it is
not necessary and impossible to evaluate it at every time point in T 2. Instead, in practice, we
estimate the covariance function on some fine grid points (e.g. every 7 days) and then interpolate
it on any point we are interested in.
In summary, for a fixed location, we pool all residuals from different years together to get the
temporal covariance estimation and use the observed values in the ith year to estimate the principal
component scores, thus the temporal effect of the ith year can be calculated by using the estimated
principal component scores and eigenfunctions.
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Spatial effect estimation. After adjusting for the mean and temporal effect, residuals from
different locations at the same time point have some spatial dependency, which is called spatial
effect. The correlation between two spatial locations usually decreases with their distance. Different
from classical spatial/geostatistical analysis, where stationarity assumptions are often made on the
spatial process, we do not assume stationarity here. Similarly as described in previous section, we
use the PACE method again to estimate the spatial effect, which is just a simple extension from
one dimensional to two dimensional space.
Denote Ug = {Yijk − µijk −
∑
l ξSijk,ilφSijk,l(Tij);Tij ∈ Tg} to be the set of residuals after
adjusting for the mean and temporal effect within time interval Tg, g = 1, · · · , G. Let ng be the
number of unique years in set Ug, mg,i be the number of unique DOY in the ith year in Ug and mg,ij
be the number of unique locations observed in the jth DOY in the ith year in Ug. Denote Sg,ijk to
be the kth location observed in the jth DOY in the ith year in Ug, i = 1, · · · , ng, j = 1, · · · ,mg,i
and k = 1, · · · ,mg,ij .
For simplicity of notation, denote Ug =
(
Ug,111, · · · , Ug,11mg,11 , Ug,121, · · · , Ug,ng ,mg,ng ,mg,ngmg,ng
)
,
where Ug,ijk corresponds to the residual at location Sg,ijk. Note that cov(Ug,ijk, Ug,ijk′ |Sg,ijk, Sg,ijk′) =
Vg(Sg,ijk, Sg,ijk′) + σ2I(Sg,ijk = Sg,ijk′), where σ2 is the nugget effect. Next we follow a similar es-
timation procedure described in previous session to get an estimate of Vg and σ2, and further get
the estimated eigenfunctions
{
ψ̂g,q(s)
}Q
q=1
and principal component scores ζg,ij for the jth DOY in
the ith year. The spatial effect surface for the jth DOY in the ith year in group g can be estimate
by
∑Q
q=1 ζ̂g,ijqψ̂g,q(s). We repeat the procedure for all g ∈ {1, · · · , G}.
For spatial effect estimation, we pull all residual images from the same time subinterval together
for spatial covariance estimation. Then the spatial principal component scores for an image are
estimated by using the observed values in that image based on the PACE method.
Missing values imputation. The last step of the missing values imputation procedure is
combining the estimated mean, temporal effect and spatial effect in previous steps.
Missing values in a partially observed image can be imputed by summing the mean, temporal
effect and spatial effect together. The missing value at location s in a partially observed image at
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time Tij can be imputed by
µ̂(s, Tij) +
L∑
l=1
ξ̂s,ilφ̂s,l(Tij) +
G∑
g=1
I(Tij ∈ Tg)

Q∑
q=1
ζ̂g,ijqψ̂g,q(s)
 .
An image with no observation at time point Tij can be imputed by using mean and temporal
effect only. The missing value at location s in a completely missing image at time Tij can be
imputed by
µ̂(s, Tij) +
L∑
l=1
ξ̂s,ilφ̂s,l(Tij).
Hence our method can impute images with any missing rate, even for completely missing images.
An R package called stfit, short for Spatio-Temporal Functional Imputation Tool, is developed
to implement our proposed imputation algorithm. For high-performance computing, the package
supports parallel computing based on the foreach R package and the part involves heavy computa-
tion is written in Rcpp. The package is available online at https://github.com/mingsnu/stfit.
The datasets and simulation code used in this paper are available in the test folder in the package.
Hereafter we refer to our imputation algorithm as STFIT.
3.5 Evaluation of the STFIT algorithm
As described in section 3.2, we constructed 245 sites, and the dataset for each site is a collection
of 31 × 31 pixels Landsat images observed between year 2000 to 2015. We selected two sites (site
A and site B) to evaluate the STFIT algorithm. The spatial domain of site A is relatively spatially
continuous and the spatial domain of site B has abrupt spatial changes. To show the spatial features
of the two sites, two representative fully observed images from site A and site B are selected and
shown in panel (a) and (b) of Figure 3.5 respectively.
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Figure 3.5: Two representative fully observed images from site A (left panel) and site B (right
panel)
The performance of the STFIT algorithm is tested on constructed partially observed images at
both sites. For each site, we randomly select 5 fully observed images from each of the four seasons,
except for winter of site A where there are only 4 completely observed images available. Figure 3.18
and 3.19 give the selected fully observed images, where the rows from top to bottom correspond
to the four seasons (spring to winter) respectively. The meteorological definition of seasons is used
here, where spring runs from March 1 to May 31; summer runs from June 1 to August 31; fall
(autumn) runs from September 1 to November 30; and winter runs from December 1 to February
28 (February 29 in a leap year). Table 3.5 gives the detailed information about the selected fully
observed images.
We selected 15 missing patterns with different rate of missingness from site B, as shown in
Figure 3.6. The percentages of missing values for the images in the top, middle and bottom panels
belong to three missing rate groups, below 30% (low), 30% ∼ 70% (medium) and 70% ∼ 99%
(high), respectively. Table 3.7 gives the detailed information about the selected missing patterns.
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Figure 3.6: 15 missing patterns used in the simulation study. The percentages of missing values
for the images in the top, middle and bottom panels are below 30%, 30% ∼ 70% and 70% ∼ 99%
respectively.
We consider all combinations of the fully observed images and missing patterns, which produce
285 (19 × 15) partially observed images for site A and 300 (20 × 15) for site B. Note that the
way we generate data is similar to leave-one-out cross validation — each time we replace one
fully observed image with one artificially created partially observed image in the dataset. Thus,
our implementation results based on our validation study indicate how accurately our model will
perform in practice.
We use root mean square prediction error (RMSPE) to assess the prediction accuracy quanti-
tatively, which can be calculated as {
∑N
i=1(ŷi − yi)2/N}−1/2, where N is the number of predicted
values of ŷi and yi is the corresponding true value.
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3.5.1 Illustration of the STFIT algorithm with a test data example
To better appreciate the STFIT algorithm, we illustrate the imputation procedure through a
test data example. The test dataset we use is constructed by applying missing pattern P8 to the
fully observed image F6 at site B, where F6 is observed in DOY 228 in year 2004. Panel (a)
of Figure 3.8 shows the original fully observed F6 at site B and panel (b) shows the constructed
partially observed image after applying the missing pattern P8. Hereafter, we refer to the simulated
partially observed image as the target image. We will go through the imputation procedure step
by step to illustrate how the missing part of the target image is recovered.
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Figure 3.8: Panel (a) is the selected fully observed image and panel (b) is the corresponding
simulated partially missing image.
The first step of the algorithm is mean estimation. Considering the periodicity of the data,
we fit a linear regression with fixed 11 Fourier basis for each pixel. With the estimated regression
coefficients for each pixel, we are able to calculate the mean function value at any DOY of that
pixel. The mean images are obtained by interpolating the mean functions at different DOYs, and
the residual images are simply the difference between the original images and the corresponding
mean images. Panel (a) of Figure 3.10 shows the estimated mean image at DOY 228 and panel
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(b) of Figure 3.10 shows the corresponding residual image. It can be seen that the mean image at
DOY 228 already captures most of the variabilities of the target image. The residual image carries
all the information that is specific to the target image. All the following steps are just trying to
extract more information from the residuals to make the prediction more accurate. The residuals
of the target image range between -122.83 and 209.04 with median 0.33.
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Figure 3.10: (a) The estimated mean image at DOY 228; (b) The target residual image.
Next we do temporal effect estimation by using all residual images. In Figure 3.12, panel (a)
shows the estimated temporal effect image at DOY 228 and panel (b) shows the residual image
after further adjusting for the temporal effect. The values of the estimated temporal effect image
at DOY 228 range from -85.03 to 52.59 with median -18.24, and the values of the corresponding
residual image range from -92.40 to 240.12 with median 13.46. Hence, overall the residuals at DOY
228, after adjusting for the temporal effect, have a positive shift compared to that before adjusting
for the temporal effect.
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Figure 3.12: (a) The estimated temporal effect for the target image; (b) The residual image of the
target image after removing the mean and adjusting for the temporal effect.
We pick pixel 157 (in the 6th column from the left and the 2nd row from the top) as an example
to further show how temporal effect works more clearly. The estimated covariance function for
pixel 157 is shown in panel (a) of Figure 3.14. We can see that the correlations between DOYs at
the beginning of the year and at the ending of the year are relatively higher because of the year
periodicity. Panel (b) of Figure 3.14 shows a scatter plot of all the residuals for pixel 157 against
DOY, where the red points represent the residuals from year 2004 and the gray points denote the
residuals from other years. We can see that most of the residuals from year 2004 are smaller than
0, indicating the residuals for year 2004 are below average. The red line in panel (b) of Figure 3.14
is the estimated temporal effect curve for year 2004 which is consistent with the pattern of the red
points. The estimated temporal effect for pixel 157 of the target image is the estimated temporal
effect curve for year 2004 evaluated at DOY 228, which is around −80, and it can be confirmed
visually from Panel (a) in Figure 3.12, where the value for pixel 157 is around −80.
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Figure 3.14: (a) The estimated covariance function for pixel 157; (b) The estimated temporal effect
for pixel 157.
Note that although in general adjusting for the temporal effect can improve the overall prediction
accuracy, it is not guaranteed to improve the prediction accuracy for all images. For example, the
prediction error increases for the red point above 0 in panel (b) of Figure 3.14 after adjusting for
the temporal effect. As a result, the prediction accuracy for the image where the red point belongs
to might be lower after adjusting for the temporal effect, if many other pixels in the image also
have higher prediction errors after adjusting for the temporal effects. Hence, when assessing the
temporal effect, we should not look at the performance of a single image but should look at the
overall performance over the year.
Then we estimate the spatial effect based on residual images after removing the mean and
adjusting for the estimated temporal effect. We are able to calculate the principle component
scores based on the residuals of the target image, and further construct the spatial effect surface.
For this dataset, we simply assume the spatial effect is the same over the year, i.e G = 1. Panel (a)
of Figure 3.16 shows the estimated spatial effect for the target image. The values for the spatial
effect range from -96.5 to 134.61 with mean 11.59.
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From the figure we can see the spatial effect captures a lot of spatial information of the residual
image. For example, on the top and right side of the image in Panel (a) of Figure 3.16, the values
are relatively larger than the rest area and we are able to see similar phenomenon in the residual
image in Panel (b) of Figure 3.12.
Panel (b) of Figure 3.16 is the resulting image by summing the mean, temporal effect and spatial
effect of the target image together and it is used to fill the missing values in the target image.
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Figure 3.16: (a) The estimated spatial effect for the target image; (b) The theoretical imputed
results for the target image.
3.5.2 Imputation results
To examine the imputation results visually, we show four imputation results in Figure 3.17.
The first row shows the original fully observed images, F3, F7, F14 and F18, and the second row
are the simulated partially observed images by applying missing patterns P6, P8, P14 and P15 to
F3, F7, F14 and F18, respectively. The imputed images with the STFIT algorithm are given in the
third row.
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Visually, the imputed images are very close to the truth and most of the spatial details can
be recovered, not only for images with medium missing rate but also for images with high missing
rate. Notably, the high value strips on the top and right side of the images are imputed quite well
and the strips of low values in the middle and right bottom of the images are well captured too.
Moreover, there is no artificially introduced patterns in the imputed images.
To qualitatively assess the imputation results of the STFIT algorithm, we calculate the RMSPEs
for all constructed partially observed images, which is shown in Table 3.8 to Table 3.15. The average
RMSPEs by different seasons and different missing rate groups for both sites are shown in Table 3.1.
For site A, which is spatially continuous, the results show a very clear pattern. The order of
the four seasons with RMSPEs from big to small are winter, fall, spring and summer for all missing
rate groups. For all seasons, the high missing rate group has the highest RMSPEs, then followed
by the medium missing rate group and the low missing rate group has the smallest RMSPEs.
While, for site B, where there are abrupt changes in the spatial domain, the pattern is less clear.
This is because the prediction has higher variabilities in heterogeneous regions. Even so, both
datasets suggest that: (1) higher missing rate groups have higher RMSPEs; (2) summer season has
the smallest RMSPEs and winter season has the biggest RMSPEs. The reason for (2) is summer
exhibits less cloud cover, while winter often has missing sunshine and snow cover.
Table 3.1: RMSPEs of the STFIT algorithm by different seasons and different missing rate groups..
Missing % Site A Site BSpring Summer Fall Winter Spring Summer Fall Winter
< 30 69.21 60.76 74.64 111.13 76.65 67.94 68.95 122.84
30∼70 69.28 63.97 74.71 112.06 76.16 59.06 64.31 117.22
70∼99 72.31 65.05 75.43 114.22 80.89 70.12 74.16 119.12
3.5.3 Contributions of temporal and spatial effects
Our model consists of three components, mean, temporal effect and spatial effect. To see how
much contribution of each component to the final imputation, we study the imputation results with
four methods listed as follows.
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• Mean only (M). Set both temporal and spatial effect to 0 and go through the imputation
procedure.
• Mean + Temporal effect (MT). Set spatial effect to 0 and go through the imputation proce-
dure.
• Mean + Spatial effect (MS). Set temporal effect to 0 and go through the imputation procedure.
• Mean + Temporal effect + Spatial effect (MTS).
For each method mentioned above, we first calculate the RMSPEs for the simulated datasets.
Then we calculate the relative RMSPEs (RRMSPE) of all methods with respect to method M. The
RRMSPE of method A with respect to method B is defined as the ratio of the RMSPEs of A and
B. The average RRMSPEs of different methods for both datasets are shown in Table 3.2.
Table 3.2: RRMSPEs of different imputation methods for datasets (i) and (ii).
Dataset M MT MS MTS
(i) 1.00 0.88 0.88 0.66
(ii) 1.00 0.98 0.88 0.69
For site A, model MT has average RRMSPE 0.88, indicating that the RMSPE is reduced by
12% by only including the temporal effect into the model. While, the average RRMSPE value for
the MT model is about 0.98 for site B which does not seem to improve the prediction accuracy
much by including temporal effect only. Both datasets imply that the RMSPEs decrease 12% by
including spatial effect only.
A interesting phenomenon is when both temporal and spatial effects are taken into consider-
ation, there is a boost in the prediction accuracy, which is known as the interaction effects. The
improvement of the prediction accuracy is not merely in an additive manner. Taking site B as an
example, the additive decrease in RMSPE for model MT and MS is 14% (0.02+0.12 = 0.14), while
the decrease in RMSPE for model MTS is 31%. Even though adding the temporal effect only does
not improve the prediction accuracy much for site B, it is important to include it in the model to
make the final prediction better.
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3.6 Comparison with other algorithms
Though many proposed image imputation methods had been proposed in the literature, only
a few of them have software implementations that are ready to use for practitioners. Gerber
et al. (2018) gives an comprehensive overview of the published methods and their software im-
plementations, and compared their gap-filling method with Gapfill-Map (Weiss et al., 2014) and
TIMESAT (Jönsson and Eklundh, 2004), and showed that their method outperforms the other
two. Besides, their method comes with an R package called gapfill, which is one of the best off-
the-shelf softwares for image imputation currently available. Hence, in this paper we focus on the
comparison of our algorithm (referred to as stfit ) with gapfill. We also include the imputation
results of ordinary kriging as a reference. All results reported in this paper are based on the ‘best’
tunning parameters we can find for all methods, which can be found from the test folder of the
stfit package.
The gapfill method requires the input images to be on a regular grid in time. For our datasets,
most of the images of the same location were observed every 8 days in a year, while the observed
DOYs among different years are different. If DOY is used as the grid in time domain, there would
be too many missing images in the final image array. Hence, we split the whole year into 46 evenly
spaced bins, with 8 days in each bin except for the last bin which contains 5 or 6 days depending
on whether it is leap year. Direct imputation on the whole dataset (46 × 16 image array) is too
slow for gapfill method. To save computation time, we use a 13 × 9 sub image array with the
target image in the center as input instead. For example, to impute the image observed in DOY
65 (the 9th bin) in year 2009, all images belong to bin 3 to bin 15 and between year 2005 and 2013
are used. We have confirmed that the imputation accuracies using the sub image arrays are similar
to those of using the whole datasets through a few testing experiments.
To compare the performances of stfit, gapfill and kriging, we calculate the average RRM-
SPEs with respect to stfit by missing rate groups and seasons, and the results are shown in
Table 3.3. The RMSPEs for all constructed partially observed images by different algorithms are
shown in Table 3.8 to Table 3.15.
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From Table 3.3 we can see that stfit performs best in terms of prediction accuracy across all
seasons and all different missing rate groups. Kriging performs worst among the three methods,
since it only uses the target image itself as input and the stationary assumption may not hold.
The largest differences of RRMSPEs between stfit and gapfill occur in spring at site A,
where the RMSPEs of gapfill for different missing rate groups are around 2.55 times larger than
that of stfit. The high RRMSPEs are due to the bad prediction results of gapfill for F1 and
F2 at site A (See Table 6 in supplementary material). It turns out that there are several abnormal
images in the neighborhood of F1 and F2. Because stfit has an outlier detection procedure, the
imputation accuracy is not affected much by the abnormal images. On the contrary, those abnormal
images are used by the gapfill method and seriously reduce the prediction accuracy. Hence, our
method is more robust to abnormal images.
Table 3.3: RRMSPEs by different seasons and different missing rate groups for different imputation
algorithms stfit, gapfill and kriging; (a) for site A and (b) for site B.
(a)
Missing % Spring Summer Fall Wintergapfill kriging gapfill kriging gapfill kriging gapfill kriging
< 30% 2.52 2.95 1.43 4.25 1.32 2.83 1.59 1.93
30%∼70% 2.55 3.93 1.40 5.18 1.33 3.62 1.88 2.85
70%∼99% 2.57 3.42 1.41 4.64 1.38 3.31 2.35 2.21
(b)
Missing % Spring Summer Fall Wintergapfill kriging gapfill kriging gapfill kriging gapfill kriging
< 30% 1.68 1.89 1.59 2.42 1.68 2.28 1.20 1.50
30%∼70% 1.76 1.92 1.57 2.25 1.77 2.09 1.32 1.34
70%∼99% 1.96 2.03 1.46 2.40 1.60 2.20 1.38 1.39
As explained in the imputation procedure, the STFIT algorithm has 100% missing value im-
putation rate. gapfill also works well for most of the images in terms of imputation rate. All
images that are imputed have 100% imputation rate. However, we find that gapfill fail to impute
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on two images, F16 and F17 in the winter season of site B, even using the full dataset as input.
The reason is there are too few observed images near the target images. Our proposed algorithm
still works for these two images because our algorithm is not merely based on the information of
nearby images.
We tested the computation speed of stfit and gapfill on a MacBook Pro with Intel Core
i7 processor. Using 8 cores for parallel computing, it takes about 1 minute to impute one dataset
using stfit and about 23 minutes using gapfill.
In summary, experimental results show that our algorithm outperforms gapfill in accuracy,
missing value imputation rate and computational speed. Besides our method is more robust to
abnormal images.
3.7 Discussion
In this paper, we introduced the STFIT algorithm for spatiotemporal satellite data imputation
based on functional data analysis techniques. Compared with other existing imputation methods,
our method is quite promising in all aspects. First, the STFIT algorithm is robust to outliers.
The STFIT algorithm comes with an outliers detection procedure which can reduce the effect of
outliers significantly. Second, the STFIT algorithm outperforms most of the existing methods in
terms of prediction accuracy. Third, the STFIT algorithm can reconstruct the spatial and temporal
patterns of the satellite images with high accuracy. Fourth, the STFIT algorithm guarantees 100%
imputation rate. Fifth, the computation speed is much faster for small size images (less than 5000
pixels) compared with gapfill.
Since our algorithm requires storage of covariance matrices, it works well for small size images,
however when the image size is big, direct application of the algorithm might fail. Thus how to
extend the algorithm for large tempo-spatial images is of interest for future research.
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Figure 3.17: Imputation results of four simulated site B. The first row are the original fully observed
images; the second row are the simulated partially observed images; the third row are the imputed
images with the STFIT algorithm.
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Appendex A: Simulation results
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Figure 3.18: 19 fully observed images at site A.
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Figure 3.19: 20 fully observed images at site B.
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Table 3.5: Information for selected fully observed images, (a) for site A and (b) for dataset B.
(a)
Season ID Year DOY
Spring
F1 2000 97
F2 2002 126
F3 2006 73
F4 2010 84
F5 2011 151
Summer
F6 2000 161
F7 2002 198
F8 2004 180
F9 2006 185
F10 2011 215
Fall
F11 2000 257
F12 2002 286
F13 2006 313
F14 2010 292
F15 2013 300
Winter
F16 2002 54
F17 2002 342
F18 2005 54
F19 2006 25
(b)
Season ID Year DOY
Spring
F1 2003 113
F2 2009 65
F3 2011 119
F4 2014 79
F5 2014 127
Summer
F6 2004 228
F7 2006 153
F8 2010 180
F9 2011 215
F10 2013 188
Fall
F11 2001 307
F12 2004 260
F13 2006 297
F14 2011 311
F15 2013 252
Winter
F16 2003 9
F17 2006 25
F18 2006 57
F19 2014 351
F20 2015 338
Table 3.7: Percentage of missingness for selected images with different missing patterns.
Group ID Missing rate
< 30%
P1 0.23
P2 0.28
P3 0.17
P4 0.10
P5 0.22
30%∼70%
P6 0.50
P7 0.58
P8 0.62
P9 0.47
P10 0.47
70%∼99%
P11 0.90
P12 0.98
P13 0.80
P14 0.77
P15 0.75
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Table 3.8: RMSEs for images in spring at site A with different missing patterns by different gapfilling methods. “-” indicates the
image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F1 F2 F3 F4 F5
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 75.22 317.39 349.94 89.13 481.59 394.51 81.41 94.45 268.39 81.05 80.73 234.22 97.85 186.59 395.74
P2 67.07 309.86 279.42 73.91 357.05 297.92 72.20 96.15 259.99 82.05 73.64 154.72 62.25 116.58 233.34
P3 63.88 228.37 147.58 57.69 164.80 157.06 65.50 72.15 118.75 70.65 56.65 104.40 58.96 75.35 160.93
P4 58.82 256.60 197.83 51.83 284.54 215.94 53.40 76.11 120.83 90.94 57.98 115.23 54.82 180.75 168.13
P5 51.47 178.40 157.20 60.87 243.37 162.94 55.61 65.85 96.80 60.63 63.35 98.75 58.36 65.83 159.18
P6 66.21 271.48 331.58 74.24 378.27 306.96 71.55 77.33 213.91 66.60 76.96 208.49 79.72 155.90 354.90
P7 62.30 197.56 202.41 66.97 222.33 218.80 62.30 82.04 163.89 63.00 104.53 111.76 60.62 99.65 208.45
P8 61.51 261.11 436.92 64.52 327.54 249.06 69.60 81.94 314.06 67.33 66.99 132.21 65.25 105.83 217.64
P9 74.74 265.38 251.25 76.49 366.66 284.01 67.69 76.20 199.33 67.44 82.45 175.49 77.57 137.34 305.14
P10 71.57 305.86 475.61 77.75 414.02 544.69 68.15 104.72 333.77 78.53 74.31 248.22 82.74 135.89 435.06
P11 73.32 266.35 233.34 69.81 390.96 258.37 68.66 101.00 199.72 73.64 118.70 188.58 70.96 129.33 289.83
P12 80.77 259.99 293.36 71.47 283.95 299.49 71.84 88.23 213.34 92.34 90.95 182.58 72.81 130.49 292.51
P13 77.06 271.48 257.42 71.52 377.28 286.37 70.84 88.62 250.85 76.05 68.14 207.51 75.14 120.36 310.71
P14 67.93 256.69 246.24 68.76 299.83 289.22 68.99 89.37 198.40 71.28 81.01 167.74 71.93 125.20 252.18
P15 66.59 302.30 265.85 69.67 356.83 303.26 64.96 92.12 201.76 64.60 72.02 162.10 69.22 137.43 270.09
Table 3.9: RMSEs for images in summer at site A with different missing patterns by different gapfilling methods. “-” indicates
the image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F6 F7 F8 F9 F10
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 72.78 101.88 440.19 66.46 74.34 396.86 79.78 94.86 411.71 84.14 101.25 376.22 83.76 144.25 378.92
P2 89.06 115.11 378.20 62.36 72.13 304.93 56.66 95.22 309.60 56.84 103.17 263.97 52.39 95.32 226.92
P3 51.71 62.37 191.36 43.64 55.24 168.60 48.91 50.25 179.53 42.95 82.67 192.99 49.98 86.98 182.81
P4 67.99 101.97 278.84 52.88 73.04 226.36 57.67 72.72 215.35 56.62 92.75 234.33 56.42 132.43 221.13
P5 54.91 70.23 187.87 47.07 51.45 170.84 53.41 60.88 168.24 50.34 63.58 163.38 50.17 65.40 172.51
P6 73.55 102.69 459.38 57.91 65.55 309.22 71.22 81.96 313.55 65.36 90.34 288.47 67.83 109.81 347.49
P7 60.87 81.61 258.08 45.11 107.77 233.99 53.56 73.83 230.83 57.62 87.43 235.14 54.05 86.77 236.64
P8 74.30 100.61 308.57 55.00 63.99 262.35 58.18 82.74 264.31 68.88 102.20 250.83 55.89 88.94 236.11
P9 67.44 84.22 315.41 58.64 57.67 284.20 67.89 86.53 303.51 68.29 81.15 284.24 68.20 111.80 302.38
P10 87.01 112.90 632.98 61.97 66.79 530.28 73.29 95.81 622.39 68.87 100.59 502.97 71.16 114.80 449.29
P11 71.98 98.94 331.95 58.03 71.61 288.41 66.74 85.95 305.96 62.96 93.09 252.87 65.62 112.60 298.95
P12 76.36 106.50 353.05 60.57 74.22 310.50 68.06 80.17 299.53 62.25 93.98 276.28 64.89 128.28 293.75
P13 69.82 91.13 322.47 58.41 68.82 287.37 66.54 83.19 302.67 61.90 87.37 311.77 64.35 131.04 336.00
P14 63.76 90.19 328.16 64.51 63.49 284.74 62.01 79.02 302.78 66.62 91.18 279.10 60.53 100.65 277.21
P15 78.34 106.42 333.25 58.43 68.43 279.39 64.96 84.02 311.87 64.71 99.19 277.24 62.24 108.43 279.64
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Table 3.10: RMSEs for images in fall at site A with different missing patterns by different gapfilling methods. “-” indicates the
image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F11 F12 F13 F14 F15
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 64.03 94.09 388.39 79.39 112.33 341.53 82.11 101.53 326.53 110.64 108.85 190.97 117.10 165.15 332.82
P2 78.38 104.58 315.98 70.66 86.49 274.15 66.34 84.77 208.69 70.34 75.12 114.09 97.13 132.63 200.02
P3 52.08 84.42 204.14 57.92 80.19 163.86 64.11 80.08 161.24 57.81 100.87 95.70 103.56 112.65 154.84
P4 69.04 109.94 278.38 87.13 113.09 231.21 61.97 85.73 207.41 68.25 76.36 78.04 98.06 102.27 210.15
P5 53.44 72.80 176.75 58.86 72.80 158.08 55.59 71.78 136.90 55.49 66.31 55.77 76.11 128.06 147.88
P6 65.72 88.28 318.16 69.02 112.80 349.35 73.62 87.73 270.79 85.83 86.03 165.29 95.00 146.70 290.74
P7 56.12 76.12 247.82 63.96 88.44 214.04 65.66 83.26 183.82 63.73 79.24 102.01 88.07 131.14 192.78
P8 65.94 85.18 263.39 69.84 94.17 235.42 65.33 89.28 200.88 72.34 88.24 117.29 88.99 131.21 232.80
P9 62.13 80.21 287.97 66.81 97.96 273.07 69.94 82.98 239.94 81.58 83.40 150.42 95.59 148.65 283.46
P10 67.09 87.07 513.00 76.78 112.49 516.49 77.45 99.61 416.06 95.15 86.84 163.09 96.99 152.39 425.70
P11 66.61 94.95 288.94 69.88 93.79 265.34 71.27 102.03 212.23 80.36 79.15 146.93 79.35 147.57 232.56
P12 74.78 91.23 317.70 76.61 107.48 290.06 69.32 84.49 226.12 94.30 106.83 164.41 104.35 156.37 277.61
P13 64.67 87.16 288.55 70.87 105.13 308.31 69.72 94.60 279.20 84.25 78.73 150.68 88.41 150.10 268.51
P14 60.42 84.42 289.24 66.39 98.96 254.37 67.78 95.59 240.62 79.92 88.12 117.90 85.36 146.14 242.90
P15 58.60 84.25 283.19 66.07 95.13 262.46 68.67 91.39 243.48 73.75 76.29 123.44 83.76 144.23 254.07
Table 3.11: RMSEs for images in winter at site A with different missing patterns by different gapfilling methods. “-” indicates
the image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F16 F17 F18 F19
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 91.10 227.12 252.40 86.45 132.30 326.30 88.64 135.92 263.29 207.49 348.52 255.48
P2 85.40 178.29 272.41 81.78 98.40 226.65 85.92 182.23 193.35 193.23 107.86 268.14
P3 66.93 180.50 99.61 59.78 121.83 156.48 60.99 94.96 94.97 213.25 89.55 120.52
P4 66.71 155.02 148.49 85.98 123.66 211.17 69.20 111.13 120.04 221.43 113.20 130.85
P5 67.60 180.91 100.51 67.10 79.29 135.96 65.89 120.82 80.68 245.63 92.83 90.48
P6 80.30 189.28 258.43 80.39 115.90 329.26 78.02 175.33 212.30 176.99 268.49 235.03
P7 69.05 205.67 161.46 73.00 95.13 191.55 72.29 164.01 141.94 263.30 110.86 170.75
P8 78.74 198.03 419.79 77.44 129.46 208.36 78.60 243.02 345.69 188.65 106.97 366.28
P9 76.87 187.84 180.16 79.12 113.39 245.23 79.57 130.79 192.19 236.70 256.80 218.80
P10 89.84 246.87 379.65 75.82 129.86 377.70 88.80 243.90 361.18 200.28 290.17 317.89
P11 76.19 299.52 201.51 77.29 104.96 242.38 82.98 233.31 182.74 241.55 314.68 190.71
P12 88.64 248.31 197.89 79.83 215.21 240.36 87.96 235.95 187.79 160.09 491.77 209.20
P13 83.98 269.59 237.23 79.27 159.40 249.94 86.99 242.18 227.16 192.79 495.64 234.20
P14 84.39 212.32 193.14 78.28 118.04 241.69 80.45 179.51 173.42 241.92 373.76 210.61
P15 77.12 209.53 198.79 77.60 100.90 237.33 82.81 210.35 171.28 232.50 312.07 201.40
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Table 3.12: RMSEs for images in spring at site B with different missing patterns by different gapfilling methods. “-” indicates
the image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F1 F2 F3 F4 F5
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 78.86 75.78 172.86 70.56 111.96 135.52 64.57 95.32 155.65 56.73 143.99 155.05 153.73 144.58 224.10
P2 77.93 95.60 174.06 84.81 131.37 115.00 71.72 100.10 139.43 73.86 189.49 176.37 91.69 100.71 174.57
P3 90.36 101.94 182.16 79.58 128.14 126.98 78.05 108.49 168.00 74.26 170.63 180.63 100.34 128.47 181.98
P4 78.07 124.21 174.71 76.63 177.53 133.83 75.88 125.01 152.77 86.94 156.51 169.24 112.78 102.25 204.41
P5 43.08 74.01 50.54 52.64 127.26 65.77 49.48 105.12 73.13 56.36 144.16 104.47 62.34 110.39 67.54
P6 60.68 67.03 120.29 57.65 141.10 103.16 57.67 112.47 114.88 56.41 140.18 141.61 118.14 135.97 157.96
P7 76.37 103.85 139.87 76.95 131.79 114.03 93.91 112.58 160.49 73.60 189.38 147.23 129.08 138.99 179.05
P8 70.97 94.50 126.45 60.47 151.54 137.34 67.68 120.53 146.54 63.90 151.54 171.82 96.74 163.12 170.55
P9 66.19 107.62 133.56 63.28 124.48 94.30 71.35 102.32 138.86 61.12 130.58 127.84 120.46 163.46 135.85
P10 65.04 75.86 131.32 68.76 152.35 133.64 53.97 98.65 139.92 52.89 123.35 129.81 112.82 149.51 184.26
P11 70.33 93.62 176.08 65.50 138.97 132.43 87.55 116.50 162.32 73.48 226.38 180.45 122.98 184.02 190.26
P12 92.65 113.86 195.32 62.80 179.36 120.46 72.49 208.80 210.02 75.32 179.21 165.02 122.28 171.12 159.85
P13 78.15 121.61 201.51 73.62 160.32 129.55 75.56 122.31 210.12 76.50 191.98 152.75 91.49 134.98 165.27
P14 67.74 110.56 156.63 63.98 150.57 110.44 62.56 143.97 137.97 67.22 208.12 137.75 114.34 139.47 142.67
P15 82.64 94.50 131.89 57.47 127.61 107.99 59.53 116.22 144.94 75.53 187.45 156.64 122.56 154.73 179.83
Table 3.13: RMSEs for images in summer at site B with different missing patterns by different gapfilling methods. “-” indicates
the image is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F6 F7 F8 F9 F10
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 50.90 61.91 188.53 69.79 88.78 189.17 74.58 60.70 153.82 52.25 130.20 148.66 90.17 126.89 158.61
P2 64.09 73.73 194.95 86.86 112.14 221.15 79.37 86.08 215.20 57.62 162.21 198.97 97.02 127.88 209.77
P3 71.01 73.86 228.62 70.62 103.04 210.37 96.03 90.20 182.95 68.10 224.70 237.34 89.32 130.35 188.96
P4 67.36 89.05 222.62 101.12 97.63 202.75 85.45 134.52 249.87 66.41 181.93 224.04 92.81 141.81 173.65
P5 33.04 59.74 42.73 40.68 94.74 71.00 42.26 47.85 36.94 28.35 34.63 33.50 60.99 125.63 81.69
P6 51.45 63.03 121.00 70.34 90.48 131.44 65.96 69.55 121.05 45.24 119.40 110.69 71.81 120.12 116.28
P7 49.39 83.94 141.15 68.73 102.34 163.65 63.19 82.44 148.67 54.66 119.71 162.57 64.56 109.78 134.45
P8 50.06 65.93 137.17 63.85 105.88 152.17 59.27 77.46 137.56 49.33 137.01 136.93 74.41 123.49 143.81
P9 46.46 71.20 124.90 49.14 74.26 133.64 53.85 61.03 100.16 41.44 96.56 102.16 82.56 128.76 126.86
P10 43.83 50.80 110.60 62.09 87.43 149.55 63.29 49.35 86.70 40.37 53.88 82.44 88.92 131.94 146.19
P11 47.97 72.62 185.29 64.94 103.81 202.19 56.88 70.10 168.04 52.81 100.62 170.27 102.03 129.82 198.58
P12 69.13 72.71 188.97 63.83 92.90 154.06 93.87 67.20 143.92 60.89 161.61 167.88 150.19 123.29 219.37
P13 50.10 79.19 142.19 73.58 108.99 174.45 68.86 63.44 131.81 59.67 89.42 132.39 96.42 110.03 125.15
P14 49.43 76.59 137.22 63.77 92.81 141.86 58.54 67.12 131.53 52.94 121.14 136.18 79.71 120.14 170.73
P15 47.77 62.72 132.24 54.11 110.73 141.92 68.32 61.51 121.41 47.95 90.19 122.52 99.41 145.22 166.16
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Table 3.14: RMSEs for images in fall with different missing patterns by different gapfilling methods. “-” indicates the image is
not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F11 F12 F13 F14 F15
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 67.98 131.61 159.03 50.44 72.23 155.44 88.29 115.14 160.68 99.79 114.55 168.05 71.34 151.90 201.48
P2 75.03 137.99 149.66 48.69 56.46 150.91 59.89 118.99 169.96 99.43 117.11 164.01 83.81 139.81 220.61
P3 73.27 133.57 188.70 62.75 70.65 189.32 56.03 158.99 191.42 75.15 88.21 136.48 97.23 183.85 257.64
P4 82.57 170.96 172.36 58.60 62.87 166.65 54.46 159.49 184.46 80.47 77.68 142.14 104.61 178.18 313.31
P5 55.26 127.43 71.73 34.07 43.43 37.41 51.96 75.32 55.33 66.39 107.27 95.88 40.44 80.33 58.83
P6 63.51 142.80 119.24 40.75 58.71 90.75 61.72 104.92 95.90 92.54 112.92 152.52 63.35 126.94 135.21
P7 74.69 132.30 128.47 46.87 67.98 117.45 55.58 118.22 135.08 68.61 126.88 136.14 74.03 144.49 173.02
P8 81.88 143.06 131.03 47.68 59.25 118.75 55.70 111.24 126.76 86.17 111.70 157.65 71.28 133.75 179.87
P9 62.19 133.95 130.31 42.60 58.63 100.82 65.72 108.93 101.45 58.46 96.71 134.82 67.18 141.17 142.86
P10 61.93 129.88 131.90 41.85 59.35 101.72 63.62 124.36 124.32 94.98 132.53 200.86 58.48 152.93 118.85
P11 79.88 140.98 141.51 50.45 60.10 139.66 63.30 112.47 154.93 91.44 98.52 162.54 82.68 146.33 235.50
P12 86.11 147.65 172.49 46.26 61.21 114.98 101.52 143.16 172.82 102.55 100.70 229.64 101.68 152.91 163.86
P13 57.59 140.89 190.38 44.11 67.18 129.04 64.07 133.00 152.07 95.50 126.41 156.41 97.19 124.44 195.35
P14 61.81 137.95 139.86 43.06 70.26 111.60 67.69 127.71 119.54 69.77 124.32 174.12 74.83 135.06 166.23
P15 55.80 141.05 146.51 51.02 57.96 98.72 74.78 94.74 98.73 96.26 109.53 193.10 77.10 119.50 148.04
Table 3.15: RMSEs for images in winter with different missing patterns by different gapfilling methods. “-” indicates the image
is not imputed and bold font denotes the smallest value among the three methods.
Missing
pattern
F16 F17 F18 F19 F20
stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging stfit gapfill kriging
P1 163.18 - 273.14 193.64 - 202.50 93.47 157.05 194.80 107.06 128.32 220.95 123.85 115.35 179.08
P2 104.59 - 210.38 110.18 - 200.24 88.20 160.68 216.29 116.96 168.77 186.74 125.15 95.66 127.32
P3 116.00 - 272.05 145.28 - 189.61 124.29 173.81 218.85 102.63 111.93 163.54 161.01 97.10 129.90
P4 115.57 - 207.57 127.65 - 180.81 114.76 180.09 262.27 94.02 107.77 200.03 122.80 109.01 161.40
P5 154.33 - 80.43 184.32 - 66.40 74.05 99.95 66.27 107.04 121.73 103.65 101.26 96.19 74.77
P6 133.60 - 141.22 155.53 - 126.42 77.29 126.96 130.51 101.16 114.51 132.39 123.66 100.20 142.48
P7 138.70 - 198.50 174.28 - 155.38 82.71 128.04 173.51 94.55 182.22 155.37 120.86 95.52 116.85
P8 114.68 - 155.80 106.34 - 145.67 79.70 141.52 179.72 98.44 128.99 182.98 119.10 94.06 132.82
P9 135.54 - 153.00 169.81 - 129.37 92.31 132.48 135.32 91.19 122.39 122.48 108.80 102.07 110.49
P10 160.09 - 152.97 176.36 - 151.39 74.43 155.95 138.14 103.93 143.08 152.50 112.49 101.03 178.07
P11 136.11 - 179.45 153.59 - 191.45 87.96 135.53 212.41 94.02 153.15 204.26 99.05 115.11 173.32
P12 136.14 - 157.77 130.52 - 143.03 104.85 196.05 156.71 121.81 136.63 147.69 188.58 125.02 135.83
P13 127.53 - 163.92 147.09 - 143.55 94.94 176.64 130.20 111.66 123.82 145.69 89.69 119.83 130.04
P14 136.56 - 164.61 153.89 - 148.94 89.32 154.74 167.48 94.62 150.35 147.79 98.71 106.95 118.64
P15 138.71 - 132.99 141.14 - 130.58 100.49 139.26 142.65 85.07 125.05 199.37 97.07 109.77 119.56
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CHAPTER 4. LARGE SATELLITE IMAGE IMPUTATION USING
HIERARCHICAL MULTI-RESOLUTION SPATIO-TEMPORAL
FUNCTIONAL IMPUTATION TOOL
Abstract
High-resolution spatiotemporal satellite data are useful in variety of fields such as ecology, hy-
drology, meteorology and epidemiology for monitoring changes over a large region of the earth.
However, the usability of most satellite data products are severely affected by large amounts of
missing values caused by clouds, shadows, and other atmospheric conditions. Recently, the Spatio-
Temporal Functional Imputation Tool (STFIT) method was developed to impute the missing values
in small satellite images with much higher accuracy than other imputation methods. However, the
STFIT method can not be directly applied to large satellite images due to its large memory con-
sumption. This study tries to solve this problem by introducing a hierarchical multi-resolution
imputation algorithm which breaks the large spatial domain into small blocks and impute each
block separately by using STFIT. The methodology is demonstrated with the Moderate Resolution
Imaging Spectroradiometer (MODIS) daily land surface temperature (LST) data.
Key Words: MODIS; LST; Imputation; High resolution; STFIT; HMRI; R.
4.1 Introduction
Remotely sensed satellite images are widely used in variety of research applications, such as
ecology, hydrology, meteorology and epidemiology (Tatem et al., 2004; Hay et al., 2006; Zhou
et al., 2012; Kloog et al., 2014; Zhou et al., 2014). However, missing values caused by cloud cover,
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shadow, snow cover or sensor malfunctions reduce the utility of these data sources from modeling
and monitoring environmental phenomena.
Numerous of methods have been developed to impute the missing values in remotely sensed
data. These methods can generally be divided into four categories, spatial-based, temporal-based,
spatio-temporal-based and hybrid methods. Spatial-based methods use spatial information only to
impute the missing values. In general, the spatial information are often obtained from the target
image (image for imputation) itself or a few reference images (images observed for the same region as
the target image on different dates). Methods that belong to this category include kriging (Addink,
1999; Rossi et al., 1994), co-kriging (Zhang et al., 2007, 2009), and Neighborhood Similar Pixel
Interpolator (NSPI) (Chen et al., 2011; Zhu et al., 2012). Temporal-based approaches predict a
missing pixel by using a sequence of observations of the pixel in time (Roerink et al., 2000; Verger
et al., 2013; Moreno et al., 2014). The well established TIMESAT software (Jönsson and Eklundh,
2004) belongs to this category. Spatio-temporal-based methods takes both temporal and spatial
domain information into account and are generally more effective than the other two. They have
received more attention in recent years (Poggio et al., 2012; Zeng et al., 2014; Gerber et al., 2018;
Zhu et al., 2018). The hybrid methods assemble the other methods mentioned above together by
taking their advantages and avoiding their disadvantages (Metz et al., 2014; Weiss et al., 2014; Li
et al., 2018).
Among all of the methods developed in the literature, only a few of them have off-the-shelf
software implementations. Gerber et al. (2018) gave a comprehensive overview of the image impu-
tation methods and their implementations, and compared their method, which is implemented in R
package gapfill, with gapfill-MAP (Weiss et al., 2014) and TIMESAT, and showed that gapfill
outperforms the other two methods significantly in terms of prediction accuracy. Zhu et al. (2018)
compared their imputation method, which is available as the R package stfit, with gapfill, and
showed that stfit performs better than gapfill in all aspects on small or median size images.
Hence, stfit is probably one of the best image imputation algorithm so far. However, since stfit
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method requires large matrix operations, it is generally impossible to apply this algorithm directly
on large images.
We propose a hierarchical multi-resolution image imputation method based on stfit for the
imputation of high spatial and temporal resolution satellite images. To illustrate and validate the
methodology, we apply our method to Moderate Resolution Imaging Spectroradiometer (MODIS)
daily land surface temperature (LST) data and compare the performance with an existing method.
4.2 Method
Let D ⊂ R2 be the spatial domain of interest and T ⊂ R be a bounded and closed time interval
within a typical year. Zhu et al. (2018) considered a model for satellite data with multiple years of
observations, where the spatiotemporal process {X(s, t), s ∈ D, t ∈ T } was modeled as
X(s, t) = µ(s, t) + ηs(t) + αt(s), (4.1)
where µ(s, t) is the fixed smooth function, ηs(t) and αt(s) are the temporal random effect at location
s and the spatial random effect at time point t, respectively. Obviously, for our data set, which has
only one year of observations, there is no need to estimate the temporal effect. Thus a simplified
model with only mean function and spatial effect can be used for our problem. However, there
are still some problems in directly using their estimation procedure. First, based on one year of
data, the estimated mean functions for some locations maybe biased due to lack of observations.
For example, the top panel of Figure 4.2 shows a scatter plot of one pixel and the corresponding
estimated mean curve. We can see that there are consecutive missing observations at the beginning
of the year and the reliability of the estimated mean function during this period is suspicious.
Second and most importantly, it is impossible to estimate the spatial effect directly because it
depends on the estimation of the spatial variance-covariance function which is too huge to estimate
for large images. To solve the first problem, we propose a cluster-based mean estimation method in
section 4.2.1, and to address the second issue, we propose a hierarchical multi-resolution methods
in section 4.2.2.
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Figure 4.2: Top panel is the mean estimation for one pixel and the bottom panel is the corresponding
cluster-based mean estimation result.
4.2.1 Cluster-based mean estimation
We first consider the situation where there is no repeated measures from different years. We
assume that the spatial domain D can be partitioned in to W clusters, where spatial locations
within the same cluster have similar trend in T . Denote Aw to the be spatial domain containing
all spatial locations in cluster w, w = 1, · · · ,W . The cluster-based model can be expressed as
X(s, t) =
W∑
w=1
{µw(t) + ηw(t)} I(s ∈ Aw) + α(s), (4.2)
where µw(t) is a fixed mean function for cluster w, ηw(t) is the cluster effect for cluster w with
zero-mean and smooth covariance function cov{ηw(t), ηw′(t′)} = Rw(t, t′)I{w = w′}, t, t′ ∈ T , s, s′ ∈
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D, and α(s) is a spatial random effect which is independent of ηw and has zero-mean and smooth
spatial covariance function cov{α(s), α(s′)} = G(s, s′), s, s′ ∈ D. By treating locations in the same
cluster as repeated measures of the same latent process, we are able to estimate the cluster effect
similarly to the estimation of temporal effect, where the repeated measures come from observations
from different years. We refer the reader to Zhu et al. (2018) for details of the estimation procedure.
If there is no prior cluster results to use, we can construct the clusters by running a cluster
analysis based on an initial estimation of the mean functions. Usually, the magnitude of the cluster
effect decreases as the number of clusters increases and eventually become negligible. Hence,
when the number of clusters is big, Equation 4.2 can be simplified to X(s, t) =
∑W
w=1 µw(t)I(s ∈
Aw) + α(s), that is the mean functions for locations from the same cluster are replaced with the
cluster level mean function.
When there are repeated measures from different years, the temporal effect estimation procedure
remains the same if the cluster effect is negligible, otherwise we can simply pool the estimation of
temporal effect and cluster effect together by treating observations from different years or from the
same cluster as repeated measures of the same latent process.
In practice, using an appropriately selected cluster size, the cluster-based mean approach can
reduce the bias of the mean estimation in winter season where there are more missing values,
especially for datasets with sparse observations in time domain. Besides, given prior information
on clusters, it can also save some computational time when the image size is big. The bottom panel
of Figure 4.2 shows the estimated cluster-based mean curve corresponding to the pixel shown in
the top panel. We can see that the estimated cluster-based mean curve has better estimation at
the beginning of the year while retaining a similar trend as the estimated mean curve in the top
panel.
4.2.2 Hierarchical multi-resolution imputation
It is impossible to apply STFIT method directly to large images because of the storage and
computational burden of the spatial effect estimation. A generally recommended image size for
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direct application of the STFIT algorithm is smaller than 5000 pixels. A simple and straightforward
solution to extend the STFIT algorithm for large image imputation is divide and conquer.
We first demonstrate the key idea behind our proposed imputation method through a toy
example. Figure 4.4 (a) shows an image from a dataset that has large spatial resolution and can
not be imputed directly by the STFIT algorithm. This image only has observations in the shaded
area and all observations in the white area are missing. The dashed lines divide the whole image
into 16 small blocks, each of which can be imputed by the STFIT algorithm directly. Hence, we
can do imputation for each of the block using the STFIT algorithm and then combine the imputed
results together to get the final imputation for the original image.
However, the spatial effect of the top left block (block 1) of this image can not be estimated
if we apply the STFIT algorithm to block 1 directly, because there is no observation in block 1.
However, there are some spatial information hidden in the shaded area that can be used to make
the prediction for block 1 better.
(a) (b)
Figure 4.4: Schematic diagram of the hierarchical multi-resolution imputation algorithm. Panel (a)
represents a large image with observations available only in the shaded area. Panel (b) shows the
sampling points drawn systematically on the image.
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To borrow spatial information from the shaded area of block 1, we first construct a data set with
lower spatial resolution by taking a systematic sampling on the spatial domain of the original data,
so that it can be imputed by the STFIT algorithm directly. The points in Figure 4.4 (b) represent
the sampling points drawn systematically from the pixels of the original image. The sampling
points form a data set with 12× 12 spatial resolution and can be imputed by STFIT directly. Note
that, the sampling points are evenly distributed over the entire image with 9 sampling points in
each block. Next, we do imputation on the constructed lower resolution data set with the STFIT
algorithm. Then, we replace the missing values of the sampling points from the original data set
with the corresponding imputed values in the constructed data set. Hence, we are able to calculate
the spatial effect for block 1 based on the predicted values of the sampling points in it.
In this toy example, the imputation procedure consists of two steps. The first step is imputation
for the constructed lower resolution image dataset. The second step is imputation for each block
separately. Step 1 plays an important role in the imputation procedure. Firstly, it improves the
imputation accuracy for blocks where there is no observation or the observations are not evenly
spread over the spatial domain. As we can see from the toy example, the global spatial information
of the original data set are represented by the sampling points that evenly distributed over the
spatial domain, and the imputed sampling points can further pass the spatial information to the
estimated spatial effect of each block. Secondly, it helps to reduce the boundary discontinuity
between blocks. The sampling points fix the overall spatial pattern, so that the variabilities of the
imputed values near the common boundary of two blocks are under control. Note that the two
steps of imputation are conducted in a hierarchical order at two different resolution levels, so we
call it a two levels hierarchical multi-resolution imputation (HMRI) algorithm.
As the image size increases, more levels are required to be added to the imputation procedure.
In general, three levels are enough for handling most of the real data imputation problems. We
present a general algorithm for three levels imputation for square images (N ×N pixels) as follows.
The imputation algorithm for more than three levels or non-square images can be deduced in a
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similar way. The algorithm consists of two parts: (1) Bottom-to-top hierarchical sampling points
selection; (2) Top-to-bottom multi-resolution imputation.
The bottom-to-top hierarchical sampling points selection procedure starts with dividing the
original image into small blocks that can be imputed by STFIT directly. We refer to these blocks
as primary imputation units (PIU). In general, we require the number of pixels in each PIU to be
smaller than 5000. In practice, we first find an integer N0 that can be divided by N and N20 < 5000,
and then divide the whole image into N0×N0 small blocks, thus each small block represents a PIU.
The number of PIUs defined in this way is (N/N0)2. Next, we do a systematic sampling on the
pixels of the original image. In general, the sampling interval H is required to be smaller than N0
so that there is at least one sampling point in each PIU. In practice, we recommend the number
of sampling points in each PIU to be greater than 9 to make the imputation results more stable.
The sampling points (called level 2 sampling points) form a lower resolution image of dimension
N/H ×N/H, referred to as the level 2 image. Then we construct the secondary imputation units
(SIU) in a similar way as constructing the PIU by treating level 2 image as the original image.
At last, we do another systematic sampling on the level 2 image such that each SIU contains at
least one sampling point (level 3 sampling points), and the sampling points form the level 3 image,
which can be imputed directly with STFIT.
Figure 4.6 illustrates the bottom-to-top hierarchical sampling points selection procedure via a
toy example. Panel (a) shows the original image for imputation, where the dots represent all pixels
in the image which are subject to missingness. The PIUs are represented by the dashed line blocks
in Panel (b) and each PIU contains at least one sampling point. The square points in panel (c)
represent the level 2 sampling points drawn from the pixels of the original image and they form
the level 2 image which is shown in panel (d). The dashed line blocks in panel (d) represent the
constructed SIUs and each SIU contains at least one triangle sampling point. The triangle points
in Panel (e) are the sampling points drawn from the level two image and they form the level 3
image which is shown in panel (f).
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(a) (b) (c)
(d) (e) (f)
Figure 4.6: Toy example of the bottom-to-top hierarchical sampling points selection procedure. (a)
is the original image; (b) is the constructed PIUs; (c) is the second level sampling points; (d) is
the level 2 image and the constructed SIUs; (e) is the third level sampling points; (f) is the level 3
image.
The top-to-bottom multi-resolution imputation procedure starts with the imputation for the
level 3 image by using STFIT directly. Next, the level 2 image is imputed by applying STFIT
to each SIU. At last the original image is imputed by applying STFIT to each PIU. The top-to-
bottom structure guarantees the spatial effect can be estimated in every imputation step, thus it
can improve the prediction prediction.
Figure 4.8 illustrates the top-to-bottom multi-resolution imputation procedure via a toy exam-
ple. Panel (a) represents the level 3 image and the STFIT algorithm is first applied to it to impute
all missing values in it. Panel (b) represent the level 2 image where the dashed line blocks represent
the SIUs. After applying STFIT to level 3 image, each SIU contains at least one non-missing pixel
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(the triangle points in (e)). Then STFIT is applied separately to each SIU so that all square points
in (b) have values. Finally, the PIUs, represented by the dashed blocks in panel (c) get imputed
separately by STFIT and thus the whole image is imputed.
(a) (b) (c)
Figure 4.8: Toy example of the top-to-bottom multi-resolution imputation procedure. (a) is the
level 3 image; (b) is the level 2 image; (c) is the original image.
As a summary of the algorithm, the flow chart for three levels HMRI algorithm is shown in
Figure 3.2.
Although the HMRI is executed sequentially between different levels of imputation, the most
time consuming part is the imputation on PIUs. Imputation on PIUs can be performed indepen-
dently, so HMRI can be parallelized very easily.
4.3 Application
4.3.1 Data
The data set we use to validate the proposed method is MODIS LST data. MODIS is a scanning
spectroradiometer aboard the NASA Terra and Aqua satellites that collects imagery in 36 spectral
bands. The MODIS data is collected on an almost daily cycle by each satellite and hence is valuable
for studying the global dynamics and processes occurring on the earth. LST is the radiative skin
temperature of the land surface, which is critical for climate and vegetation studies. MODIS LST
is one of the most widely used LST data for large spatial and long-term studies because of its high
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Figure 4.9: The flow chart for three level HMRI algorithm.
spatial and temporal resolutions, long-term historical data and global coverage. The MODIS LST
data contains over 10 years of data with four overpasses from the two satellites per day and 1-km
spatial resolution.
The source dataset we use in this paper is daily MODIS LST product (MOD11A1 from Terra
and MYD11A1 from Aqua) version 6, which provides daily, per-pixel LST in 1200×1200 kilometer
grid. We selected MODIS tile h11v04, located in north central US in 2010 as the target data set
to validate our imputation algorithm. The Terra and Aqua satellites each passed over the study
region twice per day, resulting in four imageries, two in the day time (11:00am on Terra (T1) and
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1:30pm on Aqua (T2) local standard time) and two in the nighttime (10:30pm on Terra (T3) and
1:30am on Aqua (T4) local standard time). Figure 4.10 shows 12 T2 images of MODIS LST tile
h11v04 on different days in 2010.
Figure 4.10: MODIS LST for tile h11v04 observed in 12 DOYs in 2010.
Note that, in Figure 4.10, there are a few big inland lakes (Lake Superior, Lake Michigan and
Lake Erie from top to bottom on the right side) and a lot of small water bodies where the data
are masked because of the large difference in thermal properties of water regions and land regions.
Figure 4.11 shows the mask map for water in the study area.
As shown in Figure 4.10, the percentages of missing values in the study area vary from day to
day. Figure 4.13 presents the histograms of the rate of missing values over the land areas of T2 and
T4 of the study area in 2010. The percentage of missing values over the land areas ranges from
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Figure 4.11: Mask for water body for T2 of MODIS tile h11v04 in 2010.
20.35% to 100% and 27.69% to 99.40% for T2 and T4 respectively. Over 85% of the images have
more than 50% of missing values. Overall, night time seems to have smaller missing rate compared
with day time. The total number of missing values over the land area for T2 and T4 are about
0.35 and 0.34 billions, which are about 72.47% and 70.09% of the total potential measurements,
respectively. Our goal for this study is to create a 1km resolution daily LST dataset for MODIS
tile h11v04 by imputing all missing values in T2 and T4 in 2010.
4.3.2 Imputation results
We focus on the imputation procedure for T2, and T4 can be imputed similarly.
Because the observation times for T1 and T2 are close, there is a strong correlation between
LSTs in T1 and T2. It has been shown that imputing T2 with T1, also called day-day merging, can
achieve higher prediction accuracy than doing imputation on T2 directly (Li et al., 2018). Thus,
before applying our algorithm, we first impute T2 with T1 using a linear regression model (Crosson
et al., 2012). For each pixel, we fit a simple liner regression using the available time series of LSTs
in T1 and T2 as independent and response variables respectively, then use observed values in T1
to predict the missing values in T2.
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Figure 4.13: Panel (a) and (b) are the histograms of the rate of missing data over land area for T2
and T4 of MODIS tile h11v04 in 2010, respectively.
We don’t use T3 or T4 to impute T2 (day-night merging), because the prediction accuracy is
not quite satisfactory (Li et al., 2018). Li et al. (2018) included the day-night merging in their
hybrid imputation procedure mainly because it can significantly reduce the computational time.
However, our algorithm is not affected much by the proportion of missing values, thus there is no
need for us to include the day-night merging. For the same reason, only T3 is used to impute
T4. Note that both day-day merging and day-night merging are called daily merging, which is a
commonly used approach in hybrid imputation methods.
After daily merging, the percentage of missing values over the land areas ranges from 14.44% to
99.60 % with median 60.87%. The total percentage of missing values over the land area is 60.20%
for T2, reduced 11.26% compared with that before daily merging.
Then, we apply the proposed HMRI algorithm to the daily merged T2 data. We divide the
1200 × 1200 image into 1600 30 × 30 PIUs. We did a systematic sampling with sampling interval
10 on the original image, resulting in a 120 × 120 level 2 image. There are 9 sampling points in
each PIU. The level 2 image is further divided into 16 30 × 30 SIUs. A systematic sampling with
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sampling interval 5 was used to draw the sampling points on each SIU, such that each SIU contains
36 sampling points. The level 3 image size is 24× 24.
In the last step of imputation, i.e. imputation for each PIU, the cluster-based mean estimation
method is used to estimate the mean functions to make the estimated mean functions more stable
for wintertime. We divide the whole image into 16 300× 300 blocks and do a K-means clustering
analysis with cluster number 500 for each block. The mean functions were estimated for each
cluster in each block. Since we use a relative large cluster number, the cluster effect is negligible,
so in our estimation procedure we did not calculate the cluster effect.
Figure 4.15 shows the imputed results at different imputation levels for T2 on day 172 in 2010.
Panel (a) is the level 3 image. Panel (b) is the level 2 image with imputed level 3 sampling points.
Panel (c) is the original image with imputed level 2 sampling points. Panel (d), (e) and (f) are the
imputed level 3, level 2 and original images respectively. Note that our algorithm guarantees 100%
imputation rate at each imputation level, the missing pixels in (d) (e) and (f) are all belong to the
water areas which are masked on purpose.
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Figure 4.15: Visualization of the three level imputation results for T2 on day 172 of the MODIS LST in 2010. Panel (a) is the
level 3 image. Panel (b) is the level 2 image with imputed level 3 sampling points. Panel (c) is the original image with imputed
level 2 sampling points. Panel (d), (e) and (f) are the imputed level 3, level 2 and original images respectively.
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Visually, the imputed image seems to be a reasonable prediction of the original image. The
predicted spatial surface is relatively smooth with no obvious artificial patterns.
To assess the accuracy of the proposed imputation algorithm, we apply 20 missing patterns,
randomly selected from 20 days, to another randomly selected 20 days and calculate the root
mean square prediction error (RMSPE), mean absolute prediction error (MAPE) and correlation
coefficient (R2). The overall RMPSEs are 2.33K and 2.16K, MAPE are 1.62K and 1.46K, and
R2s are 0.99 and 0.98, for T2 and T4 respectively. Figure 4.17 shows scatterplots (with smoothed
densities color representation) of the predicted versus observed daily LSTs for T2 and T4, where
the colors from red to blue correspond to point densities from high to low. The plot seems to
suggest that the overall prediction variability of T2 is higher than that of T4, however, T4 seems
to have more prediction outliers than T2.
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Figure 4.17: Scatterplot (with smoothed densities color representation) of the predicted versus
observed daily LSTs for T2 and T4.
To assess the contributions of daily merging and HMRI to the final imputation results, we
calculate the stepwise accuracy for the imputed LSTs for both T2 and T4, which is shown in
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Table 4.1. As expected, daily merging has the lowest prediction errors, with RMSPEs 2.16K for
T2 and 1.76K for T4. HMRI for T2 is 2.7K, about 0.54K larger than daily merging, and HMRI
for T4 is 3.03K, about 1.27K larger than daily merging. HMRI seems to perform better in the day
time than in the night for this data set.
Table 4.1: Stepwise accuracy assessment of the imputed LSTs for T2 and T4.
T2 T4
RMSE (K) MAPE R2 (%) RMSE (K) MAPE R2 (%)
Daily merging 2.16 1.51 99.23 1.76 1.2 98.80
HMRI 2.70 1.89 98.38 3.03 2.13 96.60
Final 2.33 1.62 99.02 2.16 1.46 98.15
We also compare the performance of our proposed method with the hybrid method introduced
in Li et al. (2018). Their hybrid method consists of three steps: (1) daily merging; (2) spatiotem-
poral gapfilling; (3) temporal interpolation. In step (1), they used both day-night merging and
day-day merging. Even though day-night merging has relatively higher RMSPE, it can reduce the
gaps in the images and save computing time for the following steps. They used the algorithm from
R package Gapfill(Gerber et al., 2018) for the spatiotemporal imputation in step (2). At last
they use temporal interpolation to fill the remaining a small percentage of gaps. Based on the
same simulation setting, their RMSPE for T2 is 3.35K which is about 48% higher than our result
(2.33K). Hence, our result shows a significant improvement compared to their method.
Our method gives more accurate imputation results for the following reasons. First, we do
not use day-night merging, which introduces relatively higher prediction error. Unlike most of
the existing image imputation algorithm, the percentage of missing values does not affect the
speed of our algorithm. On the contrary, our algorithm tends to be faster for sparse data set.
Second, the STFIT algorithm has better prediction accuracy on small size images than the Gapfill
method (Zhu et al., 2018). The HMRI algorithm involves repeatedly used of the STFIT algorithm,
thus it ensures the high prediction accuracy for the whole image. Third, HMRI guarantees 100%
imputation rate, so no temporal interpolation is needed. Usually temporal interpolation gives high
prediction error compared with spatiotemporal methods.
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4.4 Conclusions
In this study, we introduced a hierarchical multi-resolution imputation algorithm to impute
missing values in high spatial resolution time series satellite data. The key idea behind the proposed
method is divide and conquer, which is easy to understand and easy to use. The algorithm divides
the large image into small pieces and applies the STFIT algorithm independently to each piece.
STFIT has been shown to perform well on small size images, so the HMRI algorithm also achieves
high prediction accuracy. The hierarchical structure of the algorithm ensures the spatial information
can be well reflected in any corner of the image, hence it helps to improve the prediction accuracy
in area where there are few observations and deduce the discontinuity between different imputation
units.
Our algorithm is validated on MODIS daily LST data. The validation results show that the
predicted values match well with the observed values. We compared our algorithm with one of
the best imputation methods in the literature and the results indicate our algorithm has much
higher imputation accuracy. Besides, our algorithm guarantees 100% imputation rate and the
computational speed is not affected by the percentage of missing values in the data set.
Furthermore, our algorithm support parallel computing, which would be very helpful for appli-
cation in real life. For imputation of very large data set, we can divide it into pieces and run it in
parallel either using multi-core or multi nodes.
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CHAPTER 5. DISCUSSION
In this dissertation, we studied several topics related to sparse functional data analysis.
Statisticians seek the maximum use of information from the data, and are in eternal pursuit of
the most efficient estimators and the most powerful statistical tests. In functional and longitudinal
data analysis, the local smoothing nature of kernel estima- tors make it hard for them to take
into account the within-subject correlation, which leads to the reduced power in statistical tests. In
chapter 2, we build our GQLR test based on the class of seemingly unrelated kernel estimator, which
can accommodate within subject correlation, and we show the power of our test is minimax optimal
when the true covariance structure is used. We also propose to combine our test procedure with a
robust nonparametric covariance estimation method, which in our numerical studies always leads
to the most powerful test or a close second. On the other hand, a parametric or semiparametric
covariance estimator with mis-specified correlation structure may lead to reduced power. Our
investigations are limited to sparse functional data where the number of repeated measurements
on each curve is bounded by a fixed constant. There are some technical difficulties to extend
our methodology to dense functional data, which requires inverting large within-subject covariance
matrix. This is an important problem that calls for future research.
As far as we know, we are the first to apply functional data analysis techniques to impute
missing values in satellite images. We notice the sparsity of the satellite data in both temporal
and spatial domains and model them in a sparse functional framework. In Chapter 3. We develop
the STFIT algorithm and validate it through a real Landsat dataset. We found that the STFIT
algorithm performs better than exiting image imputation algorithms in almost all aspects for small
size images. However, the method can not be applied to large satellite images directly because it
requires reverting large covariance matrices. We try to solve the problem in Chapter 4, where we
develop the HMRI algorithm that can impute large satellite images with high accuracy. The key idea
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is to divide the large spatial area into small pieces and apply the STFIT algorithm independently
to each piece. The spatial information of the target area is captured by a lower resolution dataset
constructed by systematic sampling on the spatial domain. The HMRI algorithm supports parallel
computing and can be very helpful for real data applications.
The current STFIT algorithm assumes there is no change of the spatiotemporal process among
different years. However, in reality the land use might change over time, thus how to incorporate
the land change detection into our imputation algorithm is a problem of interest that calls for
future research. Besides, since the STFIT algorithm targets on one band at a time, it would be
very time consuming to impute data sets with lots of bands. How to impute multiple bands at the
same time is a challenging problem that needs future research too.
