The left superior temporal sulcus (STS) has been shown in numerous functional imaging studies to be a critical region for language processing, as it is reliably activated when language comprehension is compared with acoustically matched control conditions. Studies in non-human primates have demonstrated several subdivisions in the STS, yet the precise region(s) within the STS that are important for language remain unclear, in large part because the presence of draining veins in the sulcus makes it difficult to determine whether neural activity is localized to the dorsal or ventral bank of the sulcus. We used functional MRI to localize language regions, and then acquired several additional sequences in order to account for the impact of vascular factors. A breath-holding task was used to induce hypercapnia in order to normalize voxel-wise differences in blood oxygen level-dependent (BOLD) responsivity, and veins were identified on susceptibility-weighted and T2*-weighted BOLD images, and masked out. We found that the precise locations of language areas in individual participants were strongly influenced by vascular factors, but that these vascular effects could be ameliorated by hypercapnic normalization and vein masking. After these corrections were applied, the majority of regions activated by language processing were localized to the dorsal bank of the STS. Hum Brain Mapp 35:4049-4063,
INTRODUCTION
The neural substrates of language processing have been investigated in many fMRI and PET studies that have contrasted comprehension of sentences or narratives to acoustically matched control conditions such as reversed speech [Crinion et al., 2003; Takeichi et al., 2010] , spectrally rotated speech [Awad et al., 2007; Friederici et al., 2009; Scott et al., 2000 Scott et al., , 2006 Spitsyna et al., 2006] , reversed and rotated speech [Narain et al., 2003; Okada et al., 2010] , foreign languages [Mazoyer et al., 1993; Schlosser et al., 1998 ], or degraded speech with reduced intelligibility [Davis and Johnsrude, 2003; Obleser et al., 2007] . These studies have consistently shown that regions in and around the left superior temporal sulcus (STS) are differentially activated for language comprehension relative to acoustically matched control conditions.
A role for left superior temporal cortex in language processing was first proposed by Wernicke [1874] , who postulated that the posterior superior temporal gyrus (STG) stores acoustic images of words, serving as a link to broadly distributed semantic representations [Wernicke, 1886] . However neither Wernicke's cases, nor the vast majority of cases reported in subsequent lesion-symptom mapping studies [e.g. Bates et al., 2003; Naeser and Hayward, 1978] had sufficiently circumscribed lesions to support precise anatomical localization. Therefore based on imaging studies such as those cited above, many researchers have proposed that it is the STS specifically, rather than the adjacent STG, that plays a critical role in language processing [e.g. Awad et al., 2007; Okada et al., 2010; Scott et al., 2000 Scott et al., , 2006 Spitsyna et al., 2006] .
Activation of the STS for language processing has not only been consistently reported in group studies, but is also reliably observed in individual participants [Ahmad et al., 2003; Fedorenko et al., 2010] . Our experience in presurgical functional mapping of language areas has shown that comparing language comprehension to an acoustic control condition is a highly reliable method of identifying left temporal language areas, and that these areas are invariably localized to the STS specifically [Wilson and Khan, unpublished observations] .
The STS is a deep sulcus and a great deal of cortical tissue is buried within it (Fig. 1a) . Studies in non-human primates have shown that the STS contains numerous subdivisions with distinct cytoarchitectonic properties and connectivity profiles [Jones and Powell, 1970; Seltzer and Pandya, 1978] . It is therefore of great interest to determine the precise location of activations for language processing. In particular, an essential first question is whether these activations are located on the dorsal or ventral bank, or both, of the sulcus (Fig. 1a) . The overall goal of the present study was to attempt to address this question.
Localizing neural activity to one side or the other of a sulcus is surprisingly challenging. With PET, the relatively limited spatial resolution, and the necessity of averaging across participants, have made it impossible to determine which bank of the STS is activated [Scott et al., 2000] . While fMRI has greater spatial resolution and produces robust findings in individual participants, there is another barrier to fine localization: medium-sized draining veins run through the STS (Fig. 1b) . Veins such as these run through all sulci: venules emerge from the gray matter, combining to form pial veins, which form a two-dimensional network on the folded cortical surface [Duvernoy, 1999] . Veins are particular prominent in sulci, not only because both banks of the sulcus must be drained, but also because veins on the exposed cortical surface are often co-localized with surface indentations of sulci.
Veins limit the spatial resolution of fMRI because the blood oxygen level-dependent (BOLD) contrast that is the basis of most fMRI studies is much stronger in draining veins than in gray matter itself [Bandettini and Wong, 1997; Lai et al., 1993; Menon et al., 1993] . BOLD contrast is due to the paramagnetism of deoxyhemoglobin, and is therefore strongly dependent on resting cerebral blood volume (CBV). Voxels that contain draining veins have a much higher resting CBV than those containing gray matter. If veins are large enough or voxels are small enough, voxels may even have 100% blood volume. Therefore attempting to localize neural activity in sulci generally results in activations that are centered on the veins located in the sulci themselves. Because these draining veins are downstream from the location(s) where neural activity is occurring, the BOLD contrast in the veins does not provide precise information about the location of neural activity [Turner, 2002] .
There have been two general approaches to reducing the preponderance of macrovascular BOLD signals. The first approach is to use specific acquisition techniques that can [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.] reduce macrovascular signal, including spin-echo imaging [Bandettini et al., 1994] , diffusion gradients [Song et al., 1996] , or post-processing methods that combine the phase and magnitude of the signal [Menon, 2002; Rowe and Logan, 2004] . However none of these methods have been more than partially successful in alleviating the problem [Cohen et al., 2004; Menon, 2012; Nencka and Rowe, 2007] .
The second approach is to normalize task-related BOLD signal with respect to a global hypercapnia-induced BOLD signal, to correct for intrinsic differences between voxels in their capacity to mount a BOLD response [Bandettini and Wong, 1997; Cohen et al., 2004; Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] . Hypercapnia refers to increased levels of blood CO 2 . Hypercapnia results in vasodilation and a global increase in cerebral blood flow (CBF) that is not accompanied by a significant increase in cerebral metabolic rate of O 2 [Kety and Schmidt, 1948] . This leads to a global BOLD signal increase, as the increased CBF flushes out paramagnetic deoxyhemoglobin from capillaries, venules and veins [Kastrup et al., 1998; Rostrup et al., 1994; Stillman et al., 1995] .
Hypercapnia can be induced either by having participants breathe a mixture with a fixed concentration of CO 2 (generally 4-7%), or by simply having participants hold their breath. These two techniques quantify cerebrovascular reactivity and BOLD responsivity similarly [Kastrup et al., 2001; Tancredi and Hoge, 2013] , and hypercapnic normalization has been effective in studies using either CO 2 inhalation [Bandettini and Wong, 1997; Cohen et al., 2004] or breath-holding [Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] . Hypercapnic normalization is carried out by dividing task-related BOLD signal changes by hypercapnia-induced BOLD signal changes at each voxel, resulting in a relative measure of BOLD signal change that should be insensitive to factors such as CBV, vessel size or vessel orientation [Bandettini and Wong, 1997; Cohen et al., 2004; Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] . In this study, we used hypercapnic normalization based on a breath-holding task to correct for voxel-wise differences in the capacity for a BOLD response.
While this approach has been shown to reduce estimates of signal change in draining veins, and to shift activation foci from veins to cortical areas [Bandettini and Wong, 1997; Cohen et al., 2004] , signal from veins is nevertheless still present in the normalized images. Our goal was to more precisely localizing language regions in the STS, therefore we wanted not just to attenuate signal in the veins, but to actually remove it entirely, since it contributes no information regarding whether activations relate to neural activity on the dorsal or ventral bank of the sulcus. Therefore after performing hypercapnic normalization, we also masked out veins as identified on sequences where they are readily visible: susceptibility-weighted imaging (SWI) [Haacke et al., 2004; Reichenbach et al., 1997] , and the T2*-weighted BOLD images themselves.
Our study had three specific aims. The first was to determine to what extent the specific locations of language regions in individual participants are influenced by vascular factors, especially the presence of draining veins in the STS. The second goal was to investigate the effectiveness of hypercapnic normalization and masking of veins in reducing the impact of vascular factors. The third goal was to determine whether language regions could be localized to the dorsal or ventral bank of the STS after these corrections were applied. We scanned four healthy participants, acquiring anatomical images, high-resolution BOLD fMRI of a narrative comprehension task to map language regions and a breath-holding task to induce hypercapnia, and susceptibility-weighted images to identify veins.
METHODS

Participants
Four healthy participants took part in the study (mean age 5 30 years; range 5 23-35 years; one female; one lefthander). No participant reported any history of neurological disorders. All participants gave written informed consent, and the study was approved by the Institutional Review Board at the University of Arizona.
Neuroimaging Protocol
Images were acquired on a Siemens Skyra 3 T scanner with a 32-channel head coil at the University of Arizona.
For anatomical reference, a T1-weighted three-dimensional magnetization-prepared rapid acquisition gradient echo (MPRAGE) sequence was acquired with the following parameters: 160 sagittal slices; slice thickness 5 0.9 mm; field of view 5 240 3 240 mm; matrix 5 256 3 256; repetition time (TR) 5 2300 ms; echo time (TE) 5 2.98 ms; flip angle 5 9 ; GRAPPA acceleration factor 5 2; voxel size 5 0.94 3 0.94 3 0.90 mm.
Language mapping was carried out with a sparse sampling paradigm. There were two runs. In each run, 41 T2*-weighted BOLD echo-planar images were acquired with the following parameters: 29 axial slices aligned with the axis of the temporal lobe; acquired in ascending order; slice thickness 5 1.7 mm plus 0.26 mm gap; field of view-5 220 3 206.25 mm; matrix 5 128 3 120 interpolated with zero filling to 256 3 256; TR 5 9,500 ms; acquisition time (TA) 5 2,300 ms; TE 5 30 ms; flip angle 5 90 ; GRAPPA acceleration factor 5 2; acquired voxel size 5 1.72 3 1.72 3 1.96 mm; reconstructed voxel size 5 0.86 3 0.86 3 1.96 mm. The difference between the TR and TA was 7,200 ms, so that auditory stimuli could be presented without interference from scanner noise. Note that the field of view included most of the temporal lobe, in particular, we ensured that the Sylvian fissure, STG, STS, and middle temporal gyrus (MTG) were covered in their entirety.
For the hypercapnia study, acquisition parameters were the same as for the language mapping study, except that 128 volumes were acquired, slices were acquired in interleaved order, and the TR was 2,300 ms; there were no silent gaps between volumes. An additional two volumes were acquired initially and discarded to allow for T1 magnetization to reach steady state.
To identify veins, an SWI image was acquired with the following parameters: 80 axial slices; slice thickness 5 1.2 mm; field of view 5 220 3 192.5 mm; matrix 5 384 3 336; TR 5 28 ms; TE 5 20 ms; flip angle 5 15 ; GRAPPA acceleration factor 5 2; voxel size 5 0.57 3 0.57 3 1.20 mm.
Auditory stimuli were presented using insert earphones (S14, Sensimetrics, Malden, MA) padded with foam to attenuate scanner noise and reduce head movement. Visual stimuli were presented on a 24 00 MRI-compatible LCD monitor (BOLDscreen, Cambridge Research Systems, Rochester, UK) positioned at the end of the bore, which participants viewed through a mirror mounted to the head coil. Auditory and visual stimuli were controlled with the Psychophysics Toolbox version 3.0.10 [Brainard, 1997; Pelli, 1997] running under MATLAB R2012b (Mathworks, Natick, MA) on a Lenovo S30 workstation.
Coregistration and Normalization to Standard Space
All images were coregistered to the T1-weighted anatomical image using SPM5 [Friston et al., 2007] . The anatomical image was segmented into gray matter, white matter and CSF and warped to MNI space using the Unified Segmentation procedure in SPM5. All coregistered images were warped to MNI space using the same parameters and resampled with 1 mm 3 isotropic voxels. In general, analyses of the narrative comprehension fMRI, hypercapnia fMRI, and SWI images were carried out in native space as far as possible, then written in MNI space when data needed to be integrated across multiple modalities.
Language Mapping Paradigm
Each participant completed two language mapping runs ( Fig. 2a ). There were three conditions: listening to a narrative, listening to the same narrative in reverse, and listening to silence. Participants were familiarized with the stimuli before entering the scanner. The backwards narrative was described as "strange sounds that are not language," and participants were instructed to simply listen to the narrative and to the strange sounds.
The narrative was the beginning of an audiobook recording of the novel Hope Was Here by Joan Bauer, read by Jenna Lamua [Bauer, 2004] . The narrative was split into segments at pauses such that each segment was as long as possible up to 7 s (occasionally, slightly longer segments were extracted, then reduced to 7 s by shortening internal pauses). The mean length of the segments was 5,656 ms 6 1,012 (SD) ms. The audio volume was adjusted to a comfortable level for each participant.
Each run comprised 15 segments of narrative, the same 15 segments in reverse, and 10 silences. One initial image was acquired, and then one image was acquired after each stimulus (or silence), for a total of 41 images. As described above, the TR was 9,500 ms and the TA was 2,300 ms, leaving 7,200 ms silence between images. The narrative or backwards narrative segments were centered in these silent intervals, such that the peak of a typical HRF to each segment would coincide with acquisition of the subsequent image. The narrative, backwards narrative, and silence segments were presented in a pseudorandom order, but always arranged in blocks with three narrative segments in a row, three backwards narrative segments in a row, or two silences in a row.
After the scanning session, each participant confirmed that they had heard and comprehended the narrative.
Analysis of Language Mapping Paradigm
The data were first preprocessed with tools from AFNI version 2011-06-22 [Cox, 1996] . Head motion was corrected, with six translation and rotation parameters saved for use as covariates, then the data were detrended with a Legendre polynomial of degree 2. No spatial smoothing was performed. Next, independent component analysis r Wilson r r 4052 r (ICA) was performed using the fsl tool melodic version 3.13 [Beckmann and Smith, 2004] . Noise components were manually identified with reference to the criteria of Kelly et al. [2010] and removed using fsl_regfilt.
A general linear model was fit with the program fmrilm from the FMRISTAT package [Worsley et al., 2002] . The six motion parameters were included as covariates, as were time-series from white matter and CSF regions of interest and three cubic spline temporal trends. No HRF was modeled; instead, each volume was assumed to reflect the BOLD response to neural activity relating to the immediately preceding segment. After coregistration and warping to MNI space, the two runs were combined in a fixed effects model using the FMRISTAT program multistat.
The primary contrast of interest was narrative comprehension versus backwards narrative.
A group analysis was also performed in which each participant's data were smoothed with a Gaussian kernel (FWHM 5 8 mm) during preprocessing; all other steps were carried out as just described. Effect size images from the four participants were combined in a random effects model using SPM5.
Hypercapnia Task
Breath-holds and paced breathing between breath-holds were cued by a visual display (Fig. 3a) . A ball moved along a waveform, cueing the participant to breathe in when it went up, and to breathe out when it went down. The ball stayed in the same horizontal position, with the waveform scrolling across the screen from right to left. The visual display allowed participants to see upcoming breath-holds, and while they were holding their breath, they were able to see how long it would be before they could resume paced breathing.
Paced breathing was cued with a period of 4.6 s (2 TRs), i.e. 13.04 breaths per minute. The run started with 46 s of paced breathing at this rate. Cue-paced rather than selfpaced breathing was used, because this avoids idiosyncratic breathing patterns before and after breath-holds, and has been shown to result in stronger and less variable BOLD responses to breath-holds [Scouten and Schwarzbauer, 2008] .
To cue a breath-hold, the waveform (and the ball) stayed low, thus cueing breath-holds after exhalation. The beginning of a breath-hold can be seen on the right of Figure 3a . There were six repetitions of a 13.8-s breathhold (6 TRs), each followed by 27.6 s of paced breathing (6 breaths, 12 TRs). A breath-hold of 10 or more seconds is sufficient to derive a robust BOLD response [Liu et al., 2002] . Participants were cued to hold their breath after exhalation, rather than after inhalation, because the BOLD response to breath-holding after inhalation is complicated by a sequence of processes that relate to the inhalation itself [Kastrup et al., 1998; Li et al., 1999; Murphy et al., 2011; Thomason et al., 2005] , and because post-inhalation breath-holds have been reported to result in more head movement [Handwerker et al., 2007] .
Hypercapnic Normalization
The time course of the BOLD response to hypercapnia cannot be estimated simply by convolving a standard HRF with the period of the breath-hold. The main reason for this is thought to be that blood CO 2 concentration increases over the period of the breath-hold; a better approach is to convolve a sawtooth model of increasing CO 2 concentration with an HRF [Murphy et al., 2011] .
However in this study we took an empirical approach to estimating the shape of the BOLD response to hypercapnia. After preprocessing as described above, the imaging data were deconvolved relative to the six breath-holds using fmrilm, in order to estimate the mean shape of the BOLD response to hypercapnia at each voxel. Six motion regressors and three cubic spline temporal trends were included as covariates, and the first 14 volumes were excluded because participants may have been "settling in" and adjusting their breathing to the pacing cues during that time (32.2 s). The deconvolved signal was then averaged across all voxels that had been segmented as gray matter with at least 70% probability in the anatomical image. This mean gray matter signal was then scaled to have a peak of 1, and taken to represent the canonical shape of the BOLD response to breath-hold in gray matter in each individual. A new explanatory variable was then created by convolving this estimated shape of the BOLD response to breath-hold with the timing of the six breathholds. A second model based on this new variable was then fit to the data with fmrilm, including the same covariates described above, and excluding the first 14 volumes as above. The resulting images showed percent BOLD signal change to breath-hold in each voxel.
Hypercapnic normalization was performed by dividing voxel-wise images of language-related BOLD percent signal change by the images of BOLD percent signal change to breath-hold, thus expressing task-related BOLD signal change as a percentage of the BOLD response to breathhold, which is expected to normalize for differences between voxels in resting CBV and other vascular factors [Bandettini and Wong, 1997; Cohen et al., 2004; Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] . This calculation was performed only for voxels where the BOLD signal change to breath-hold was at least 0.5%. Voxels where the BOLD signal change to breath-hold was less than 0.5% were masked out, because otherwise the normalized image would contain spurious high values due to low denominators from the breath-hold signal change image. Note that because of the global gray matter response to hypercapnia, essentially all gray matter voxels had a BOLD signal change to breath-hold of at least 0.5%, therefore few, if any, genuinely activated voxels were excluded.
Identification and Masking of Veins
Veins were identified quantitatively based on SWI images and T2*-weighted BOLD images. The BOLD image used was the mean (after motion correction) of the 128 images acquired in the hypercapnia study. Veins appear hypointense on both SWI and BOLD images because of the paramagnetism of deoxygenated hemoglobin.
Potential veins were identified as voxels that were hypointense relative to their neighbors, using the following novel procedure. To derive relative intensity, the SWI and BOLD images were first smoothed with a Gaussian kernel (FWHM 5 6 mm), applied only within a brain mask (to avoid spurious low values around the edge of the brain). Next, these smoothed images were subtracted from the original images. The resulting images reflect the intensity of voxels relative to their neighbors. Then a binary map was created to identify voxels where signal in the original images was lower than signal in the smoothed images by at least 12% of the mean signal intensity in the brain. A minimum cluster size was applied of 10 voxels (3.9 mm 3 ) for the SWI images, and 5 voxels (7.2 mm 3 ) for the BOLD images. Finally, the vein maps were warped and resampled to MNI space with 1 mm 3 voxels with trilinear interpolation, and binarized at 0.3, which slightly dilated the identified veins. The specific numerical values used in this procedure were chosen by trial and error so as to best identify all visible veins in both types of images while minimizing false positives in gray matter and white matter.
Finally, voxels that were identified as veins on either the SWI or the BOLD images were masked out of the language maps.
Thresholding
The group analysis was thresholded at P < 0.05 (t > 2.35), with a minimum cluster size of 5,000 mm 3 . Raw images of BOLD signal change for narrative comprehension versus backwards speech (i.e. before hypercapnic normalization) were divided by the mean of the gray matter response to breath-holding, so that their units would be at least somewhat comparable to the corrected images that were subsequently calculated. These images were thresholded at 40% of the mean gray matter breathhold response, and the contrast was required to be statistically significant at voxel-wise P < 0.05, with a minimum cluster size of 20 mm 3 . Corrected images of BOLD signal change for narrative comprehension versus backwards speech (i.e. after hypercapnic normalization) were thresholded at 40% of the voxel-wise breath-hold response, and also at voxel-wise P < 0.05, with clusters 20 mm 3 . For the purposes of anatomical localization, these images were later thresholded at 80% of the voxel-wise breath-hold response, P < 0.05, clusters 20 mm 3 , in order to make the manual identification of anatomical locations more tractable.
Note that the minimum cluster sizes applied were not intended to be sufficiently large to properly correct for multiple comparisons. In the group analysis, whole brain statistical significance was not a concern, since activation of the left STS for language comprehension has already been firmly established [e.g. Crinion et al., 2003; Okada et al., 2010; Scott et al., 2000] . In the individual participants' activation maps, almost all activations occurred in the vicinity of the STS, rather than in the other regions included in the field of view, suggesting that most of the activations were true positives. However we were willing to tolerate some likely false positives in order to examine the specific locations of small activations.
RESULTS
A standard group analysis was first carried out, comparing narrative comprehension to backwards speech. This yielded a characteristic activation map with prominent activity in and around the left STS (Fig. 2b) . However, fine r Wilson r r 4054 r localization of neural activity is not possible on a group statistical parametric map such as this.
We therefore looked at language activations in each individual participant. Anatomical reference images for each participant are shown in Figure 4a . Activations for the contrast of narrative comprehension to backwards narrative are shown in Figure 4b . All participants showed activations in the left STS as expected. Most of these activations were centered on the sulcus itself; it was not possible to determine whether they reflected activity on the dorsal or ventral bank of the sulcus.
The breath-holding task was used to quantify voxel-wise differences in the capacity to mount a BOLD response. The mean deconvolved BOLD responses to breath-holding in gray matter in each of the four participants, and the mean response across the four individuals, are shown in Figure 3b . All participants showed similar responses, which peaked after the breath-hold was complete. In three of the four participants, there was a clear initial dip with an amplitude about one third of the later peak amplitude. These individual responses were used to derive maps of BOLD response to breath-hold, shown in Figure 4c . As expected, the voxels that were responsive to breath-hold were predominantly located in gray matter or draining veins, with much stronger responses in draining veins than in gray matter. Comparing Figure 4b ,c, it can be seen that many, but not all, of the activations for language comprehension were regions that also showed large BOLD responses for breath-holding. The arrowheads show one example for each participant of an activation for language comprehension that also showed a strong response to breath-holding.
SWI and BOLD images of veins are shown in Figure  4d ,e, respectively. Most veins were visible in both images, though some were more prominent in one than the other. Many of the regions with the largest signal change to breath-holding corresponded to draining veins. In particular, the example regions indicated with the arrowheads all reflected visible veins.
Veins were algorithmically identified on SWI and BOLD images (Fig. 5) . In the BOLD images but not the SWI images, hypointensities extended into the extravascular space around veins, due to the magnetic field gradient generated by the paramagnetic deoxyhemoglobin. Most veins visible to the eye on SWI and/or BOLD images were successfully identified by the algorithm (e.g. arrowheads in Fig. 5 ). Some veins were identified in only one of the two modalities. For instance, the vein indicated with the filled arrowhead is visible to the eye on both SWI and BOLD images, but was picked up by the algorithm only on the SWI image. There were numerous false positives in CSF due to its low signal intensity, around the brain due to imperfect masking, and in the globus pallidus due to iron deposition. These false positives were of little concern because functional activation cannot occur in CSF or outside the brain, and the globus pallidus was not a region of interest in this study.
The language maps were corrected based on the hypercapnia scan, and veins were masked out. Activation maps after hypercapnic normalization and vein masking are shown in Figure 4f . In general there was much less activation, since many activations were reduced or eliminated due to being co-localized with veins. In particular, the example activations indicated with arrowheads were all eliminated, since they reflected draining veins. The activations that remained were no longer centered on the sulcus itself, but were now localized to the banks of the sulcus.
To determine the specific locations of language regions, the threshold was raised to 80% of the voxel-wise breathhold response, i.e. voxels were only retained where the BOLD signal change for narrative comprehension relative to backwards speech was at least 80% as large as the BOLD signal change for breath-holding in that voxel. The threshold was raised so that it would be more tractable to manually characterize the precise anatomical location of each activation. Activations were examined in the STG, the STS including its ascending posterior segment and horizontal posterior segment, the MTG, and the angular gyrus, with a requirement that the center of mass be anterior to MNI y 5 265.
The majority of activations were located in these regions of interest (ROIs) (Table I, Fig. 10 ). All participants showed a greater number of activations in left hemisphere ROIs (15.3 6 4.6) than in right hemisphere ROIs (5.3 6 3.4), and a greater total number of activated voxels in left hemisphere ROIs (863 6 511) than in right hemisphere ROIs (221 6 205). The activations that fell outside of left or right hemisphere ROIs were generally smaller, and many likely represented false positives, except for some ventral temporal activations that were not examined further.
All of the activated regions in left hemisphere ROIs for each of the four participants are characterized in Figures 6 to 9. More activations were located in the dorsal bank of the STS, including the anterior bank of its ascending posterior segment (5.3 6 3.2 clusters) than in the ventral bank of the STS, including the posterior bank of the ascending posterior segment (2.0 6 1.2 clusters). The total number of activated voxels was larger in dorsal bank activations (456 6 305 voxels) than in ventral bank activations (61 6 42 voxels) (Table I, Fig. 10 ). All activations in the STS larger than 100 mm 3 were located in the dorsal bank, and none were located in the ventral bank. For the purpose of these comparisons, activations located in the fundus of the sulcus or those where the bank was unclear were not counted. Also not counted were activations located in the horizontal posterior segment of the STS, because it is essentially a different sulcus; language-related activations typically follow the ascending posterior segment.
DISCUSSION
The results of this study showed that language regions in individual participants, as identified by a narrative The impact of vascular factors on language localization. The four columns correspond to the four participants, and for each participant, the same slice is shown for each of the six rows. (a) T1-weighted structural image for anatomical reference. (b) Narrative comprehension versus backwards narrative. This is a "raw" activation map before hypercapnic normalization or vein masking. %MGMBHR: percentage of the mean gray matter breath-holding response. (c) BOLD response to breath-holding. %SC: percent signal change. (d) Susceptibility-weighted imaging (SWI) to identify veins, which are hypointense. (e) BOLD images to identify veins, which are hypointense. (f) Narrative comprehension versus backwards narrative. This is a "corrected" activation map, showing the effect of hypercapnic normalization and vein masking. %VBHR: percentage of voxel-wise breath-holding response. The arrowheads show example regions in each participant that were activated in the raw language comprehension contrast image, but showed high BOLD signal change to breathholding and visible veins on SWI and BOLD images, and were effectively removed from the corrected language comprehension contrast image. comprehension task, are strongly influenced by venous anatomy and voxel-wise variability in BOLD responsivity. Specifically, many of the activations are co-localized with draining veins that run through the STS, and thus provide no information as to whether neural activity is localized to the dorsal or ventral bank of the sulcus. We corrected these activation maps by normalizing with respect to a global hypercapnia-induced BOLD response, and masking out draining veins identified on SWI and BOLD images. We then examined the corrected activations and found that more activations were located on the dorsal bank than the ventral bank of the STS, suggesting that critical temporal lobe language regions are located mostly on the dorsal bank of the STS.
Localization of language regions to the dorsal bank of the STS would be consistent with anatomical findings in non-human primates. The subdivisions of the STS with connectivity to auditory cortex (TAa) or multimodal connectivity (TPO and the caudal division of PGa) are all located on the dorsal bank of the sulcus [Seltzer and Pandya, 1978] . In contrast, the subdivisions on the ventral bank (TEa, OA, OAa) are connected primarily to visual regions [Seltzer and Pandya, 1978] . Several researchers who have used neuroimaging to identify regions important for language [Crinion et al., 2006] or voice [Belin et al., 2000] processing in the STS have assumed that the relevant regions are located in the dorsal bank. By accounting for the vascular factors that are impediments to precise localization, the current study provides support for this position.
While most language regions were localized to the dorsal bank of the STS, the activations observed for language processing were punctate and their precise locations differed between individuals. These findings are consistent with the results of cortical stimulation mapping studies, which have likewise suggested that areas essential for language are small, have sharp boundaries, and vary in location between individuals [Ojemann et al., 1989] . Cortical stimulation studies have not identified language regions in the STS, since only sites on the cortical surface are amenable to stimulation. Further research is necessary to evaluate the reproducibility of the specificity of the sites activated for language processing in each individual participant.
There are several notable limitations to our study. First and most importantly, even after hypercapnic normalization and vein masking, a considerable fraction of the surviving activated voxels in the corrected images were in the vicinity of veins that had been masked out. Some of these surviving activations may still reflect vascular effects, because the static field inhomogeneities induced by the deoxyhemoglobin in large vessels extend beyond the vessels themselves [Ogawa and Lee, 1990] . The use of BOLD images in addition to SWI images for vein identification mitigated this problem to some extent, because signal loss due to venous deoxyhemoglobin on BOLD images extends beyond the vessels themselves, so masking out the veins identified this way should have masked out some of the Second, this study depended on accurate registration of structural images, SWI and BOLD images. While all registrations were manually checked and appeared highly accurate, perfect registration is not possible even in principle due to different spatial distortions in the different imaging modalities. The anatomical localization of activations was performed with reference to the T1-MPRAGE structural images, and if there were any inaccuracies in the registration of the functional images with these, it could affect the ability to judge which bank of the sulcus an activation lay on.
Third, although breath-holding was clearly effective for hypercapnic normalization in this study as in several previous studies [Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] , breath-holding is relatively unconstrained in that participants may differ in the depth and accuracy of their paced breathing and breath-holds. No participants had any difficulty performing the task outside of the scanner, but respiratory data to quantify breathing patterns were not acquired. It is noteworthy that in three of four participants, an initial decrease in BOLD signal for breath-holding was observed, followed by a later BOLD signal increase. This is consistent with one study in which signal from a single representative participant was plotted [Handwerker et al., 2007] , but not consistent with other previous studies that have reported an initial decrease after post-inhalation breath-holds due to a transient increase in intrathoracic pressure resulting in a decrease in CBF after inhalation, but no initial decrease after post-exhalation breath-holds [Kastrup et al., 1998; Li et al., 1999; Murphy et al., 2011; Thomason et al., 2005] . The physiological explanation for the observed initial dips is not clear. One possibility is that participants may have performed larger-than-normal inhalations on the last inhalations before breath-holds, which could have transiently increased intrathoracic pressure and decreased CBF. Another source of variability is that there are individual differences in the extent to which arterial CO 2 concentration changes due to breath-holding [Murphy et al., 2011; Sasse et al., 1996] . These various concerns are relatively minor given that the breath-holding task was used primarily to account for variability between voxels within each participant, rather than to account for variability between participants [Handwerker et al., 2007; Murphy et al., 2011; Thomason et al., 2007] , and that individually deconvolved BOLD response functions were used to map voxel-wise differences in percent signal change to breath-hold. Additional research is required to confirm the predominant localization of language regions to the dorsal bank of the STS. One approach would be to use arterial spin labeling (ASL), which maps cerebral blood flow rather than blood oxygenation, and thus localizes signal changes to gray matter rather than veins. However, ASL has much lower signal-to-noise ratio than BOLD fMRI, and it is challenging to obtain the same spatial resolution. A second approach could be to apply the approach described in this study to cognitively normal elderly participants with significant atrophy. Since atrophy widens all sulci, there would be physically more space between the dorsal and ventral banks of the STS, which may make it easier to resolve on which bank activated regions are located.
In conclusion, our study showed that individual language maps are strongly influenced by vascular factors, but that this vascular influence can be ameliorated to some extent through hypercapnic normalization and masking of veins. After these corrections were applied, our findings suggest that more language regions in the STS are localized to the dorsal rather than the ventral bank of the sulcus. 
