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Résumé
Les dispositifs d’eye-tracking ont un très fort potentiel en tant que modalité
d’entrée en IHM (Interaction Homme-Machine), en particulier en situation de mo-
bilité. Dans cette thèse, nous nous concentrons sur la mise en œuvre de cette po-
tentialité en mettant en évidence les scénarios dans lesquels l’eye-tracking possède
des avantages évidents par rapport à toutes les autres modalités d’interaction. Au
cours de nos recherches, nous avons constaté que cette technologie ne dispose pas
de méthodes pratiques pour le déclenchement de commandes, ce qui réduit l’usage
de tels dispositifs. Dans ce contexte, nous étudions la combinaison d’un eye-tracker
et des mouvements volontaires de la tête lorsque le regard est fixe, ce qui permet de
déclencher des commandes diverses sans utiliser les mains ni changer la direction
du regard. Nous avons ainsi proposé un nouvel algorithme pour la détection des
mouvements volontaires de la tête à regard fixe en utilisant uniquement les images
capturées par la caméra de scène qui équipe les eye-trackers portés sur la tête, afin
de réduire le temps de calcul. Afin de tester la performance de notre algorithme de
détection des mouvements de la tête à regard fixe, et l’acceptation par l’utilisateur
du déclenchement des commandes par ces mouvements lorsque ses deux mains sont
occupées par une autre activité, nous avons effectué des expériences systématiques
grâce à l’application EyeMusic que nous avons conçue et développée. Cette applica-
tion EyeMusic est un système pour l’apprentissage de la musique, capable de jouer
les notes d’une mesure d’une partition que l’utilisateur ne comprend pas. En effec-
tuant un mouvement volontaire de la tête pendant qu’il fixe son regard une mesure
particulière d’une partition, l’utilisateur obtient un retour audio. La conception, le
développement et les tests d’utilisabilité du premier prototype de cette application
sont présentés dans cette thèse. L’utilisabilité de notre application EyeMusic est
confirmée par les résultats expérimentaux : 85% des participants ont été en mesure
d’utiliser tous les mouvements volontaires de la tête à regard fixe que nous avons
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implémentés dans le prototype. Le taux de réussite moyen de cette application est
de 70%, ce qui est partiellement influencé par la performance intrinsèque de l’eye-
tracker que nous utilisons. La performance de notre algorithme de détection des
mouvements de la tête à regard fixe est 85%, et il n’y a pas de différence signi-
ficative entre la performance de chaque mouvement de la tête testé. Nous avons
également exploré deux scénarios d’applications qui reposent sur les mêmes prin-
cipes de commande, EyeRecipe et EyePay, dont les détails sont également présentés
dans cette thèse.
vi
Abstract
Eye-tracking has a very strong potential in human-computer interaction (HCI)
as an input modality, particularly in mobile situations. In this thesis, we concen-
trate in demonstrating this potential by highlighting the scenarios in which the
eye-tracking possesses obvious advantages comparing with all the other interaction
modalities. During our research, we find that this technology lacks convenient action
triggering methods, which can scale down the performance of interacting by gaze.
In this instance, we investigate the combination of eye-tracking and fixed-gaze head
movement, which allows us to trigger various commands without using our hands or
changing gaze direction. We have proposed a new algorithm for fixed-gaze head mo-
vement detection using only scene images captured by the scene camera equipped in
front of the head-mounted eye-tracker, for the purpose of saving computation time.
To test the performance of our fixed-gaze head movement detection algorithm and
the acceptance of triggering commands by these movements when the user’s hands
are occupied by another task, we have implemented some tests with the EyeMusic
application that we have designed and developed. The EyeMusic system is a music
reading system, which can play the notes of a measure in a music score that the user
does not understand. By making a voluntary head movement when fixing his/her
gaze on the same point of a music score, the user can obtain the desired audio feed-
back. The design, development and usability testing of the first prototype for this
application are presented in this thesis. The usability of our EyeMusic application
is confirmed by the experimental results, as 85% of participants were able to use
all the head movements we implemented in the prototype. The average success rate
of this application is 70%, which is partly influenced by the performance of the
eye-tracker we use. The performance of our fixed-gaze head movement detection al-
gorithm is 85%, and there were no significant differences between the performance
of each head movement. Apart from the EyeMusic application, we have explored
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two other scenarios that are based on the same control principles : EyeRecipe and
EyePay. The details of these two applications are also presented in this thesis.
viii
Chapitre 1
Introduction
1.1 L’œil et ses Mouvements
L’œil humain est un organe complexe commandé par 3 paires de muscles don-
nant à l’œil 3 degrés de liberté : une paire est responsable des mouvements hori-
zontaux, une paire contrôle des mouvements verticaux, et la troisième paire permet
des mouvements de rotation autour de la direction du regard.
Figure 1.1 : Le schéma simplifié de l’œil.
La construction de l’œil est similaire à celle d’une caméra. La Figure 1.1 montre
un schéma simplifié de l’œil. L’iris sert à régler l’ouverture de l’œil, le trou dans
l’iris s’appelle pupille. La lentille de l’œil peut changer la distance focale en mo-
difiant sa forme. La zone sensible à la lumière s’appelle rétine, elle se situe sur la
surface interne arrière de l’œil. La fovéa est une petite surface d’environ 1 degré de
taille angulaire au centre de la rétine. C’est la zone de la rétine qui a une bonne
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résolution et qui correspond au champ visuel ’principal’. Le champ visuel extérieur
de la fovéa sert à la perception du mouvement ambiant car sa résolution est faible
[25]. Chaque fois que nous voulons voir clairement quelque chose, nous bougeons
l’œil pour obtenir la projection de cet objet sur la fovéa. Si la taille angulaire de
cet objet est inférieure à 1 degré, il suffit que la projection se trouve quelque part
sur la fovéa, pas nécessairement au centre. Par conséquent, l’œil n’a pas besoin de
positionner son regard avec plus de précision. De plus, les micromouvements ocu-
laires (d’une magnitude de 0,1 degré) contribuent à l’inexactitude du pointage de
l’œil. En conséquence, tous ces comportements de l’œil (principalement la taille de
la fovéa) limite sa précision à environ ± 0,5 degré [20].
L’œil est capable de faire plusieurs mouvements différents à l’aide de ses 6
muscles, ces mouvements sont étudiés en détail par les psychologues et les neu-
rologistes. Globalement, il y a 4 types de mouvement : la fixation, la saccade, la
poursuite lisse (smooth persuit) et la réflexe vestibulo-oculaire (VOR). Lors de l’ob-
servation de la scène, le mouvement des yeux consiste généralement en une série de
fixations et de saccades.
La fixation représente l’état dans lequel l’œil est relativement immobile et fixé
sur un objet d’intérêt. C’est le temps pendant lequel le cerveau fait la reconnais-
sance des objets et l’acquisition des informations visuelles. Normalement la durée
de celles-ci se situe entre 100ms et 600ms [61]. Comme l’œil bouge constamment, la
vraie fixation n’existe pas, les mouvements involontaires qui se produisent pendant
les fixations sont les microsaccades, les tremblements (tremors) et les déviations
(drifts) [11, 27]. Ces micromouvements mesurent moins d’un degré [118] et servent
à recentrer une image sur la fovéa et à garantir que de nouvelles informations sont
transmises constamment sur la rétine.
Les fixations sont séparées par les saccades, qui sont des sauts rapides entre les
points de fixation. La saccade est un type de mouvement des yeux qui a lieu très
fréquemment et très rapidement, il dure de 30 à 120 millisecondes pour une vitesse
moyenne de 400 à 600 degrés par seconde [41]. La durée de la saccade, la vitesse
moyenne et la vitesse maximale augmentent toutes lorsque la distance angulaire
de la saccade augmente [4]. C’est-à-dire, plus l’amplitude de la saccade est élevée,
2
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plus la saccade est longue mais également rapide [25, 117]. Les saccades de grandes
amplitudes peuvent atteindre une vitesse maximale de 700 degrés par seconde [12],
les petites saccades de 5-10 degrés ne prennent qu’entre 30 et 40 ms, les grandes
saccades de plus de 30 degrés durent également moins de 100ms [89]. Une fois qu’une
saccade a été initiée, elle ne peut pas être interrompue, sa direction ne peut pas
changer non plus [48].
La poursuite lisse est un type de mouvement des yeux moins fréquent que la
saccade et la fixation, elle peut être décrit comme une fixation en mouvement et se
produit lorsque les yeux de la personne suivent une cible qui se déplace avec une
vitesse dans un cadre spécifique (100-200 degrés par seconde) [117]. Les poursuites
lisses nécessitent une cible en mouvement et une combinaison des saccades et des
fixations : la fixation stabilise l’objet sur la rétine afin de récupérer des informations,
les saccades effectuent des corrections mineures [85]. Sans l’objet en mouvement à
regarder, les yeux ne peuvent pas effectuer la poursuite lisse. Les poursuites lisses
peuvent être décomposées en deux étapes : tout d’abord la poursuite en boucle
ouverte qui correspond au mouvement initial vers la cible, cela ressemble à une
saccade et dure normalement moins de 100 ms ; ensuite la poursuite en boucle
fermée, pendant laquelle le système visuel tente en permanence de s’ajuster à la
vitesse de la cible en mouvement [59, 73].
La réflexe vestibulo-oculaire n’a lieu que pendant les mouvements de la tête
lorsque le regard de la personne est fixé sur un objet immobile. Pendant ce processus,
les 3 paires de muscles de l’œil compensent le mouvement de la tête en faisant un
mouvement de l’œil dans le sens inverse avec la même vitesse afin de stabiliser le
regard. La réflexe vestibulo-oculaire se passe avec une latence très courte (de 7 à 15
ms), en conséquence, il peut être considéré comme simultané au mouvement de la
tête [89].
1.2 Définition et Histoire de l’Eye-tracking
L’eye-tracking (suivi du regard) est un ensemble de technologies qui permet
d’enregistrer les mouvements des yeux et ainsi fournir une estimation de la direction
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du regard. Cela signifie non seulement l’estimation de la direction du regard par
rapport à la tête, mais aussi l’identification de l’objet sur lequel porte le regard.
Pour les interactions avec un ordinateur traditionnel, l’objet regardé est identifié
par les coordonnées du regard sur l’écran. L’interprétation de la direction du regard
devient plus difficile lors des interactions avec l’environnement physique.
On fait référence à la mémoire de thèse de Drewes et au travail de Jacob et al.
pour l’aperçu de l’histoire de l’eye-tracking [20, 49].
Les recherches sur les mouvements des yeux commencent au 18ème siècle. Mise
à part l’observation visuelle, les méthodes initiales d’eye-tracking étaient assez in-
vasives et impliquaient un contact mécanique direct avec la cornée de l’œil. Dodge
et Cline ont développé la première technique d’eye-tracking précise et non inva-
sive [19]. Ils utilisent la réflexion de la lumière sur la cornée pour enregistrer la
position horizontale du regard, mais ils imposent que la tête du participant soit
immobile. Quelques années plus tard, Judd et al. appliquent la photographie ci-
nématographique dans ce domaine afin d’enregistrer les mouvements des yeux en
deux dimensions [53]. L’invention de la photographie cinématographique donnait
la possibilité d’analyser trame par trame le mouvement des yeux et permettait des
recherches quantitatives sur des bases solides. Durant la première moitié du 20ème
siècle, les chercheurs ont fait des avancées sur les systèmes d’eye-tracking en com-
binant la technique de réflexion de la cornée et la technique de la cinématographie
de manières différentes [66].
En 1939, Jung a mesuré simultanément les mouvements verticaux et horizontaux
des yeux avec des électrodes appliquées sur la peau proche des yeux [20]. Cette
méthode, appelée électrooculographie (EOG), donnait la première possibilité du
traitement des données du regard en temps réel.
Le premier eye-tracker porté sur la tête a été inventé par Hartridge et Thompson
en 1948 [40]. Cette innovation a permis de libérer les utilisateurs en enlevant les
contraintes strictes sur le mouvement de la tête. Le concept d’eye-tracker porté sur
la tête a été amélioré dans les années 1960, en diminuant davantage les contraintes
sur le mouvement de la tête. Et en 1958 Mackworth et Mackworth ont conçu un
système qui enregistre les mouvements des yeux en superposant le regard sur la
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scène vue par l’utilisateur [66].
Les techniques d’eye-tracking fleurissent dans les années 1970. Les eye-trackers
sont devenus moins intrusifs et plus précis ; il devient possible de dissocier les mouve-
ments des yeux de celui de la tête par des réflexions multiples de l’œil [13]. En plus,
l’avènement des mini-ordinateurs fournit les ressources nécessaires au traitement
rapide des données. Cette innovation était un prérequis essentiel pour l’utilisation
de l’eye-tracking en tant que modalité d’interaction, car presque tous les travaux
de l’eye-tracking avant cela utilisaient les données de manière rétrospective plutôt
qu’en temps réel.
Dans les années 1980, les mini-ordinateurs sont devenus assez performants pour
suivre les mouvements des yeux en temps réel, ce qui marque le début de l’utilisation
de l’eye-tracking en temps réel dans les interactions homme-machine [20, 49]. A
partir des années 1990, l’utilisation de l’eye-tracking a eu une croissance modeste.
Avec des améliorations sur plusieurs points critiques (par exemple la précision, le
délai, le poids, etc.) et la baisse du prix, cette technologie est de plus en plus utilisée
dans les études de marché et les recherches en interaction homme-machine.
1.3 Eye-tracker
Comme nous l’avons déjà mentionné, l’outil qui sert à nous fournir la direction
du regard et à nous indiquer l’objet regardé s’appelle eye-tracker ou oculomètre.
Il existe trois méthodes différentes pour suivre le mouvement des yeux. La mé-
thode la plus directe consiste à fixer un capteur (par exemple une lentille) sur l’œil.
Une autre méthode est l’électrooculographie (EOG), pour laquelle les électrodes
sont fixées sur la peau autour des yeux afin de mesurer le champ électrique (voir la
Figure 1.2). Cette méthode fonctionne bien mais elle est sensible aux interférences
électromagnétiques. Ces deux méthodes sont importunes et ne conviennent pas à
l’interaction par le regard. La troisième méthode utilisée dans la majorité des eye-
trackers actuels est basée sur des caméras, l’estimation de la direction du regard est
faite par le traitement des images fournies (la détection de la pupille ou la réflexion
de la lumière sur la cornée par exemple).
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Figure 1.2 : Exemple de EOG : les électrodes sont fixées sur la peau autour des
yeux.
Avec le développement de la science et de la technologie, les eye-trackers sont
devenus de plus en plus légers. Actuellement les 2 types d’eye-tracker les plus utilisés
sont les eye-trackers portables sous forme d’une paire de lunettes et les eye-trackers
stationnaires (voir la Figure 1.3). L’eye-tracker sous forme d’une paire de lunettes
peut être porté sur la tête des utilisateurs, permettant ainsi à l’utilisateur de bouger
sa tête comme il le souhaite. L’eye-tracker stationnaire, par contre, est placé à côté
des objets avec lesquels les utilisateurs ont envie d’interagir. Cela peut paraître plus
confortable que l’eye-tracker porté sur la tête, mais il ne peut suivre que les regards
dans la région à proximité de l’eye-tracker.
Le dispositif que nous avons utilisé tout au long de la thèse est le Eye Tracking
Glasses 2 Wireless produit par SMI (SensoMotoric Instruments) 1. C’est un eye-
tracker porté sur la tête sous la forme d’une paire de lunettes (voir la Figure 1.4).
Deux caméras internes filment les mouvements des yeux à un taux d’échantillonnage
de 30Hz afin de calculer la direction du regard, tandis qu’une troisième caméra située
devant les lunettes capture des images de la scène à une fréquence de 24 trames par
seconde pour une résolution de 1280*960. Cet eye-tracker pèse 176 grammes et sa
plage de suivi du regard est de 80 degrés horizontalement et 60 degrés verticalement.
Le champ de vision de la caméra de la scène est de 60 degrés horizontalement et
46 degrés verticalement. C’est un eye-tracker robuste et avec une grande précision,
car il est utilisable sous conditions de luminance différentes et, d’après les données
1. http ://www.smivision.com/wp-content/uploads/2017/05/smi_prod_ETG_120Hz_asgm.pdf
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(a) (b)
Figure 1.3 : Exemples d’eye-trackers : (a) eye-tracker stationnaire placé en-dessous
d’un écran, (b) eye-tracker portable sous forme d’une paire de lunettes.
statistiques de SMI, la déviation n’est que de 0,5 degrés pour toutes les distances.
De plus, cet eye-tracker nous permet de suivre le regard en mobilité car il peut être
connecté à un téléphone portable avec les logiciels spécifiques (le smart recorder).
Cet outil peut fournir la puissance nécessaire au calcul de la direction du regard en
remplaçant un ordinateur ; il est ainsi possible de suivre le regard de l’utilisateur à
l’extérieur, en branchant l’eye-tracker avec le smart recorder. Par ailleurs, le kit de
développement logiciel de cet équipement donne un accès direct à des informations
précises du regard (les images des yeux et les coordonnées du regard sur l’image de
la scène) et des images de la scène avec le point du regard superposé.
1.4 Domaine d’Application de l’Eye-tracking
La technologie de l’eye-tracking peut être utilisée dans plusieurs domaines, les
domaines d’application typiques sont :
— Etude du Design
Un domaine d’application de l’eye-tracking concerne l’étude du design. En
analysant la direction du regard des personnes lorsqu’elles regardent un pro-
duit ou une publicité, il est possible de comprendre quelles sont les infor-
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Figure 1.4 : L’Eye Tracking Glasses 2 Wireless de SMI. Les deux caméras des yeux
filment les mouvements des yeux tandis que la caméra de la scène capture l’image
regardée.
mations ou bien les couleurs qui les attirent le plus. En travaillant sur la
trajectoire du regard des personnes lorsqu’ils utilisent un site Internet ou
bien un système en fonctionnement (operating system), il est possible de
trouver les défauts de design et ainsi l’améliorer.
— Recherche dans le Domaine de la Psychologie et le Domaine Médical
Un autre domaine d’application pour l’eye-tracking est la recherche psy-
chologique ou médicale. Avec la trajectoire du mouvement des yeux fournie
par l’eye-tracker, les médecins arrivent à mieux comprendre les symptômes
des patients avec des blessures aux yeux, les psychologues sont capables de
mieux comprendre le processus d’une certaine action, comme par exemple le
processus de lecture d’un article.
— Interaction par le Regard
L’eye-tracking peut également servir à faciliter la vie des personnes à mobilité
réduite. Pour les gens qui ont perdu le contrôle des muscles, le regard de-
vient une alternative pour interagir avec le monde. Plusieurs systèmes sont
déjà créés pour leur permettre de dactylographier une phrase, de diriger
un fauteuil roulant, etc. Ce n’est cependant pas le seul contexte d’utilisa-
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tion de l’eye-tracking dans les interactions homme-machine. Ce dispositif est
également capable d’assister tout le monde en tant que modalité d’entrée
lorsqu’on a envie d’interagir avec un objet intelligent. Comme par exemple,
une télévision qui s’allume automatiquement lorsque l’utilisateur la regarde.
Ce domaine d’application de l’eye-tracking n’est pas encore commercialisé et
nécessite des recherches supplémentaires.
1.5 Eye-tracking comme Modalité d’Entrée
Le regard est un moyen prometteur pour les interactions homme-machine qui
peut s’avérer plus pratique que ceux que nous utilisons actuellement. Les avantages
potentiels d’interaction par le regard sont les suivants [20] :
— Facilité d’utilisation
Un avantage d’utilisation de l’eye-tracking est la réduction du stress des
muscles des mains et des bras parce que l’entrée des données est réalisée
par les yeux au lieu des mains. Cela ne demande pas nécessairement une
charge supplémentaire des muscles des yeux car, la plupart du temps, les
yeux bougent quand même lorsqu’on réalise des interactions à l’aide des
modalités d’entrée traditionnelles.
— Rapidité
L’eye-tracking est capable d’accélérer l’interaction car les yeux sont plus
rapides que les autres parties du corps et la grande majorité des utilisateurs
ont l’habitude (bien souvent inconsciente) de regarder l’objet avec lequel ils
souhaitent interagir.
— Contrôle à distance
Un autre avantage de l’eye-tracking est la possibilité de contrôle à distance.
Les caméras à haute résolution permettent la détection du regard et la re-
connaissance d’objets à plusieurs mètres de distance, ce qui est beaucoup
long que la longueur du bras.
— Libération des deux mains
L’eye-tracking permet de réaliser des interactions sans besoin de manipuler
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un dispositif avec la main. Il est donc utilisable lorsque les deux mains de
l’utilisateur ne sont pas disponibles (elles sont soit sales, soit prises par une
autre activité).
— Sécurité
A l’aide de l’eye-tracking, il est possible de garantir la sécurité des informa-
tions privées des utilisateurs lorsqu’on interagit en public. Par exemple, les
personnes autour de soi ne pourront plus voir notre code bancaire si l’entrée
du code est faite par le regard. En plus, le regard peut garantir l’attention
de l’utilisateur, du coup cela peut éviter les interactions erronées comme ap-
peler quelqu’un accidentellement alors que le téléphone portable est dans la
poche.
— Pas besoin d’entretien
L’eye-tracking basé sur la vidéo fonctionne sans contact, ce qui signifie qu’il
n’est pas nécessaire de nettoyer l’appareil. En plus, la caméra peut être
protégée en la mettant derrière un matériau transparent solide. Ce n’est pas
possible pour les modalités d’entrée traditionnelles comme le clavier et la
souris.
— Interface hygiénique
L’eye-tracking permet de réaliser des interactions sans rien toucher, rendant
le dispositif très utile dans les environnements avec des exigences d’hygiène
très élevées, comme par exemple une salle d’opération chirurgicale. Pour les
interfaces publiques, une interaction hygiénique est également préférable.
— Détection des informations supplémentaires
Les yeux peuvent fournir beaucoup d’informations liées à l’activité de l’utili-
sateur. Par exemple, le point du regard indique l’attention de l’utilisateur, la
condition physique ou émotionnelle de l’utilisateur peut également être révé-
lée par des analyses sophistiquées sur les données fournies par l’eye-tracker
[17]. Ainsi l’eye-tracking est capable de fournir des informations utiles pour
les systèmes sensibles au contexte [82].
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1.6 Problématique et Approche
Depuis plusieurs années, notre équipe travaille sur les techniques d’interaction
adaptées pour des utilisateurs mobiles évoluant dans des environnements réels aug-
mentés au sens de l’informatique pervasive et ubiquitaire. Des travaux antérieurs
ont permis de dégager 3 types d’interactions [121] :
— IEI (In-environment interfaces) : un utilisateur nomade utilise des dispositifs
d’interaction qui sont présents dans l’environnement ;
— EDI (Environment dependant interfaces) : l’utilisateur porte un dispositif
d’interaction qui lui permet d’interagir avec les objets présents dans l’envi-
ronnement ;
— EII (Environment independant interfaces) : l’utilisateur porte un dispositif
d’interaction autonome.
Nos travaux s’inscrivent plus particulièrement dans le cadre des EDI où nous
cherchons à étudier les potentialités de l’eye-tracking pour assister les interactions.
Les systèmes conçus pour les personnes à mobilité réduite qui permettent aux gens
de diriger un ordinateur uniquement par les yeux fonctionnent bien et fournissent
une bonne assistance pour les personnes qui en ont besoin. Mais ils sont moins
efficaces que les systèmes contrôlés par le clavier et la souris et ils ne sont donc
pas convenables pour tout le monde. Ainsi nous nous intéressons à l’application
de l’eye-tracking dans les interactions avec les objets de l’environnement réel tout
en laissant les deux mains de l’utilisateur libres pour accomplir des gestes liés à
son activité principale afin de bien bénéficier des avantages de l’eye-tracking. Notre
problématique de recherche principale est donc :
— de mettre en évidence des cas d’usage où l’eye-tracking apporte une réelle
plus-value par rapport à d’autres dispositifs d’interaction dans des situa-
tions où l’utilisateur est mobile et n’a pas l’usage de ses mains malgré les
limitations connues de l’eye-tracking pour l’interaction par le regard,
— d’analyser et de proposer des solutions qui peuvent contribuer à l’améliora-
tion de la performance des systèmes d’interactions par le regard.
Notre démarche se veut principalement expérimentale par le développement de pro-
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totypes applicatifs mettant en œuvre ces concepts et leurs évaluations par des études
empiriques.
1.7 Objectifs
Cette thèse a été réalisée au sein du laboratoire LIRIS de l’Ecole Centrale de
Lyon et se situe dans le domaine de l’IHM (Interaction Homme-Machine). Ce do-
maine étudie les moyens et outils mis en œuvre afin qu’un humain puisse contrôler
et communiquer avec une machine. Pour cette thèse, nous travaillons sur l’utili-
sation des informations récupérées par un eye-tracker dans les systèmes d’interac-
tion homme-machine, surtout pour des interactions avec l’environnement physique.
Contrairement aux systèmes existants pour les personnes à mobilité réduite, dans
lesquels l’eye-tracking est la seule modalité d’entrée disponible, notre recherche se
concentre sur les scénarios pour le public où l’eye-tracking a des avantages par
rapport aux autres modalités d’entrée existantes (par exemple la souris, le clavier,
etc.). Dans cette thèse, on ne travaille pas sur le matériel du suivi du regard ni sur
les technologies pour la détection de la position du regard. Par contre, on cherche
à utiliser directement les informations fournies par les eye-trackers existants. Ainsi,
ces travaux sont basés sur la supposition qu’il y aura des équipements d’eye-traking
fiables et peu coûteux dans un futur proche. Le but de cette thèse est d’étudier
la potentialité de l’eye-tracking pour interagir avec des objets de l’environnement
réel en laissant les mains de l’utilisateur libres pour accomplir des gestes liés à son
activité principale.
1.8 Plan de la Thèse
La thèse comporte six chapitres : une introduction, un état de l’art concernant
l’application du suivi du regard dans le domaine des IHM, un chapitre sur la so-
lution que nous proposons afin d’améliorer la performance des interactions par le
regard, deux chapitres sur les scénarios qu’on a conçus ou réalisés, et finalement
une conclusion.
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L’introduction fournit des connaissances élémentaires liées au sujet de thèse, y
compris la présentation des mouvements des yeux, la présentation de la techno-
logie eye-tracking et l’équipement qu’on utilise, les domaines d’application et les
avantages de l’eye-tracking en tant que modalité d’entrée. On y décrit également la
problématique et les objectifs de cette thèse à la fin de ce chapitre.
L’état de l’art commence par des applications de l’eye-tracking dans le domaine
de l’IHM proposées par les chercheurs, à partir desquelles il est possible d’esquisser
la tendance des scénarios choisis pour ce dispositif. Et puis, on conclut sur les pro-
blèmes et les difficultés rencontrés dans ce domaine. Enfin, on présente précisément
les solutions envisageables proposées, en prenant en compte le contexte d’utilisation
et la performance.
Une comparaison des solutions envisagées présentées dans l’état de l’art est
fournie au troisième chapitre. En comparant ces solutions sous différents aspects,
nous avons découvert que le couplage des mouvements volontaires de la tête à
regard fixe convient mieux aux interactions avec des objets de l’environnement réel,
tout en laissant les mains de l’utilisateur libres. Dans ce chapitre, nous présentons
également le nouvel algorithme que nous avons proposé au niveau de la détection
de ces mouvements de la tête. Dans cet algorithme, seules sont utilisées les images
de la scène avec le point du regard superposé fournies par l’eye-tracker porté sur la
tête équipée d’une caméra frontale.
Le chapitre 4 décrit le scénario EyeMusic conçu et réalisé durant la thèse. Il
présente le choix du scénario, les points essentiels au niveau de la réalisation et le
prototype réalisé pour cette application. Le test d’utilisabilité conduit pour évaluer
ce prototype (ou plus spécifiquement notre algorithme de détection des mouvements
volontaires de la tête à regard fixe) et les résultats expérimentaux sont également
présentés dans ce chapitre.
Le chapitre 5 discute deux autres scénarios (le EyeRecipe et le EyePay) conçus
afin de montrer davantage le potentiel de l’eye-tracking dans le domaine des IHM en
tant que modalité d’entrée. Ces deux scénarios possèdent une cible beaucoup plus
vaste et ils sont à usage quotidien. A l’aide de l’eye-tracking et des mouvements
volontaires de la tête à regard fixe, les utilisateurs pourront réaliser des interactions
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plus pratiques et plus rapides lors d’une consultation d’une recette ou lors d’un
paiement.
La conclusion résume les résultats obtenus et discute le potentiel de l’eye-
tracking pour l’IHM. Il présente également les perspectives de ce travail de thèse.
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Etat de l’Art
Afin de concevoir des solutions capables de résoudre certaines limitations de
l’eye-tracking dans le domaine de l’interaction homme-machine et de trouver les
scénarios dans lesquels l’eye-tracking peut apporter une réelle plus-value par rapport
à d’autres dispositifs, nous avons conduit une vaste étude documentaire sur les
précédentes recherches, principalement au niveau des applications possibles, des
avantages et des limitations connues de l’eye-tracking, et des solutions proposées
pour améliorer la performance des interactions par le regard. Nos découvertes via
cette étude sont présentées dans ce chapitre.
2.1 Application de l’Eye-tracking en IHM
Des progrès notables dans le domaine de l’eye-tracking ont été réalisés à la
fin du 20ème siècle, avec l’augmentation importante de la puissance de calcul des
ordinateurs qui permet un traitement de la vidéo en temps réel : c’est le début de
l’utilisation de l’eye-tracking pour les IHM [20].
Un des intérêts majeurs de l’eye-tracking dans le domaine de l’IHM est de fa-
ciliter la vie des personnes à mobilité réduite (surtout pour ceux qui n’ont que
l’usage de leurs yeux). Cela leur a apporté la possibilité de réaliser les actions qu’ils
n’arrivaient pas à faire à l’aide d’un système spécifique piloté uniquement par le
mouvement des yeux. Beaucoup de recherches sont destinées à leur permettre de
dactylographier une phrase [68, 115]. La plupart des systèmes de saisie oculaire sont
réalisés à l’aide d’un clavier sur l’écran, les utilisateurs peuvent taper une phrase en
fixant leur regard sur les touches virtuelles, les lettres correspondantes apparaîtront
dans le champ de texte au-dessous ou en-dessus du clavier sur l’écran. La disposi-
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(a) (b)
Figure 2.1 : Le système EagleEyes : (a) le premier écran des 2 niveaux , (b) l’écran
après la sélection du groupe ’ABCDE’.
tion des touches du clavier est aussi étudiée afin d’améliorer la performance de ces
systèmes pour les personnes qui s’en servent. La disposition QWERTY ou AZERTY
n’est sans doute pas la meilleure disposition pour les personnes à mobilité réduite
qui ne sont pas familières avec celle-ci ; dans ce cas là l’ordre alphabétique est plus
facile à apprendre. Une autre idée proposée par les chercheurs est d’arranger les
lettres selon leur fréquence d’utilisation dans une langue spécifique, comme ce qui
est fait par Kate et al. dans l’application de communication eye-switch [103]. La
méthode hiérarchique est également étudiée afin de laisser une plus grande surface
pour chaque touche, la précision de l’eye-tracker étant limitée. Gips et Olivieri ont
proposé dans le système EagleEyes un programme à 2 niveaux : les utilisateurs
sélectionnent d’abord un groupe de 5 ou 6 lettres comme dans la Figure 2.1a. Une
fois le groupe sélectionné (‘ABCDE’ par exemple), les lettres de ce groupe appa-
raissent sur l’écran (comme dans la Figure 2.1b) et les utilisateurs peuvent donc
sélectionner la lettre voulue [35]. Les applications de l’eye-tracking pour assister les
personnes à mobilité réduite ne sont pas limitées à la saisie d’une phrase. Hornof et
al. ont conçu et développé une application pour les enfants qui s’appelle EyeDraw
(voir la Figure 2.2) afin qu’ils puissent dessiner sur l’écran [42]. A l’aide de l’ERICA
(Eye-gaze Response Interface Computer Aid), il est possible pour eux de passer des
commandes diverses en fixant leur regard sur l’écran [43]. Certains produits dans ce
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domaine sont déjà commercialisés, comme par exemple, la société Tobii 1 qui pro-
pose des écrans augmentés d’un eye-tracker (comme la Figure 2.3), spécialement
conçus pour les personnes qui ont perdu la capacité de bouger leurs corps afin de
leur permettre d’interagir avec le monde extérieur par les yeux.
Figure 2.2 : Application EyeDraw avec un dessin fait par l’un des auteurs.
Ce n’est cependant pas le seul contexte d’utilisation de l’eye-tracking ; ce dispo-
sitif est aussi capable d’améliorer l’expérience utilisateur de tous lors de l’interac-
tion avec un système traditionnel comme un ordinateur puisque cela nous permet
d’effectuer des interactions à distance avec les mains libres. Le regard peut aussi
être considéré comme une modalité d’entrée naturelle, car il est assez facile de se
concentrer sur les éléments uniquement en les regardant. Les expériences de Stampe
et Reingold ont prouvé que cette méthode est intuitive et qu’elle ne nécessite au-
cun d’entrainement [98]. De plus, l’utilisation de l’eye-tracking dans l’interaction
avec un écran en tant que modalité de pointage peut également faire gagner du
temps [96, 113]. En effet, le pointage du regard de l’utilisateur est systématique-
ment proche de l’icône qu’il a envie de saisir. Ainsi à l’aide de l’eye-tracking il n’est
1. https ://www.tobiidynavox.com/
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Figure 2.3 : Un système d’eye-tracking proposé par Tobii pour les personnes à
mobilité réduite.
plus nécessaire de chercher la position actuelle du curseur et ainsi de le déplacer
[20]. David Fono et Roel Vertegaal ont présenté et évalué l’idée d’utiliser le point
du regard comme une indication de l’attention parmi de multiples fenêtres d’appli-
cation et de zoomer ce que l’utilisateur est en train de regarder. Le résultat montre
que cela peut être 2 fois plus rapide que la souris ou le clavier pendant des tâches de
dactylographie [30]. Stellmach et al. ont quant à eux appliqué l’eye-tracking dans
le système GazeGalaxy qui sert à la recherche d’un fichier multimédia désiré dans
une collection d’images ou de musiques [99]. Ils utilisent une lentille fisheye à la
position du regard pour agrandir localement l’affichage des fichiers multimédia en
préservant la résolution périphérique, afin que les utilisateurs puissent obtenir à la
fois les détails et le contexte (voir la Figure 2.4).
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Figure 2.4 : Une capture d’écran de GazeGalaxy.
2.2 Interaction Mobile et Ubiquitaire par le Regard
Les recherches sur les environnements intelligents commencent à la fin des an-
nées 90, et produisent de nouvelles possibilités d’application de l’eye-tracking pour
l’IHM. Plusieurs études sont basées sur l’utilisation de l’eye-tracking afin de sé-
lectionner un appareil et de déclencher l’interaction avec celui-ci en disposant des
caméras à côté de chaque appareil [93, 111]. Par exemple, Vertegaal et al. ont créé
l’EyeTuner en combinant un haut-parleur avec un ECS (Eye Contact Sensor) di-
gital ; les utilisateurs peuvent sélectionner cet appareil en fixant leur regard sur
celui-ci (voir la Figure 2.5). Selon les expérimentations de Maglio et al., la plupart
des utilisateurs ont rapidement pris l’habitude de regarder l’appareil avec lequel ils
vont faire des interactions [67] ; cela ne demande pas d’efforts supplémentaires pour
les utilisateurs qui peuvent alors interagir à distance avec une vitesse accélérée. Ce
résultat a été vérifié dans les recherches de Oh et al. [79] : parmi les 3 méthodes
choisies dans les expérimentations pour déclencher une interaction avec l’ordinateur
(appuyer sur un bouton, tourner la tête vers l’écran avec lequel interagir, prononcer
le mot « computer »), la plupart des participants utilisent le regard avant d’inter-
agir (look-to-talk) lorsqu’on leur demande de commencer l’interaction comme ils
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veulent.
Figure 2.5 : EyeTuner composé d’un haut-parleur et d’un ECS digital.
2.2.1 Utilisation de la Caméra Frontale
L’eye-tracker porté sur la tête possédant une caméra frontale est également
utilisé au profit d’interactions avec l’environnement physique. Parce que ce dispositif
peut capturer des images de la scène, il est ainsi capable de servir d’outil de sélection
sans nécessiter de nombreuses caméras posées dans l’environnement. Grâce aux
méthodes de traitement d’images et de reconnaissance de formes, les chercheurs ont
réussi à détecter et reconnaitre l’objet regardé en calculant une correspondance entre
l’image de la scène en temps réel avec un dispositif pré-connu d’images enregistrées
à l’avance dans une base de données. Bonino et al. ont présenté un paradigme
d’interaction pour la domotique basée sur le regard qui permet aux utilisateurs
d’interagir pleinement avec l’environnement domestique [8] : les caractéristiques
SIFT (Scale-Invariant Feature Transform) [65] ont été utilisées pour représenter
les périphériques domotiques, le système ART (Attention Responsive Technology)
[95] surveille en permanence les mouvements des yeux de l’utilisateur et constate
l’attribution de l’attention visuelle dans l’environnement afin de déterminer si le
regard de l’utilisateur est fixé sur un appareil contrôlable. Si un appareil est identifié
comme étant regardé, l’interaction avec celui-ci commence. Ruminski et al. ont
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développé la plateforme eGlasses qui a le même but mais en utilisant différentes
technologies pour la reconnaissance des objets, la performance est satisfaisante sous
un angle d’observation et des conditions d’éclairage similaires [90].
2.2.2 Applications à l’Extérieur
Comme l’eye-tracker est devenu de plus en plus mobile et robuste, le champ
d’application de l’eye-tracking n’est plus contraint à une simple pièce. Anagnosto-
poulos et al. ont envisagé d’appliquer l’eye-tracking à l’extérieur afin de réaliser des
interactions basées sur la position et le regard de l’utilisateur à l’aide de la vision par
ordinateur ou d’outils servant à détecter l’orientation de la tête [2]. Ils ont classifié
des interactions du regard dans 9 catégories selon 2 dimensions : le mouvement de
l’utilisateur pendant l’interaction et le mouvement de l’objet avec lequel interagir
(voir le Tableau 2.1). D’après eux, l’objet à interagir peut
— être immobile (par exemple : un bâtiment, un écran collectif),
— se déplacer indépendamment de l’utilisateur (par exemple : un animal, une
voiture qui passe), ou
— se déplacer avec l’utilisateur (par exemple : un téléphone portable, un écran
porté sur la tête).
Au niveau du mouvement de l’utilisateur, il faut distinguer 3 cas différents :
— l’utilisateur reste dans un endroit prédéfini pendant cette interaction,
— l’utilisateur reste n’importe où pendant cette interaction,
— l’utilisateur se déplace pendant l’interaction.
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(a) (b)
Figure 2.6 : Deux applications de SideWays : (a) navigateur de couverture d’al-
bums, (b) quiz du regard.
Il existe des scénarios intéressants pour chaque catégorie, et pour le moment
les chercheurs ont déjà développé ou proposé quelques applications qui servent à
interagir avec les espaces extérieurs à l’aide de l’eye-tracking. Anagnostopoulos et
al. ont proposé un guide touristique basé sur le regard, qui est capable de présen-
ter à l’utilisateur les endroits qui l’intéressent [2]. Drewes et al. ont travaillé sur
l’interaction du regard pour les téléphones portables [21]. L’interface SideWays dé-
veloppé par Zhang et al. permet des interactions spontanées avec un écran collectif
sans besoin de calibrage ni d’entraînement [120]. Sur cette interface, les utilisateurs
peuvent commencer l’interaction en regardant le centre de cet écran, et ils sont
capables de réaliser la sélection, le défilement et le glissement à l’aide d’un coup
d’œil (à gauche ou à droite). La Figure 2.6 montre deux exemples d’applications de
SideWays utilisés dans leur recherche. Eaddy et al. ont proposé une application qui
permet de réaliser une interaction dans la même catégorie (interaction avec un objet
immobile avec la contrainte de localisation) [26]. Au lieu d’interagir avec un écran
collectif, l’EyeGuide qu’ils ont proposé sert à interagir avec une carte (à la station
de métro par exemple). Giannopoulos et al. ont réalisé une application (GazeNav)
qui sert à indiquer si l’utilisateur est orienté vers la bonne route lorsqu’il est en
face d’une intersection [34]. Lorsque le regard de l’utilisateur est fixé sur la bonne
route, l’application l’informe par un feedback vibro-tactile du téléphone portable.
Dans ce cas-là, la navigation est réalisée en laissant les deux mains de l’utilisateur
libres, et l’utilisateur interagit avec l’environnement au lieu d’un appareil pendant
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ce processus.
2.2.3 Interprétation d’Informations
Figure 2.7 : EyeGuide assiste l’utilisateur en station de métro pour la recherche
de la bonne route.
En plus, avec une caméra qui filme la scène regardée, il devient possible de
fournir aux utilisateurs une aide pour l’interprétation de ce qu’ils n’arrivent pas à
comprendre. En appliquant cela dans le contexte d’un musée, Toyama et al. ont créé
une application appelée Museum Guide 2.0, capable de fournir à l’utilisateur des
informations complémentaires sur l’objet exposé d’intérêt [105]. Lorsque le regard
de l’utilisateur est fixé sur un des objets exposés, l’application joue le fichier audio
préenregistré correspondant pour lui décrire précisément cet objet. L’application
EyeGuide que nous avons évoqué dans le paragraphe ci-dessus est un exemple dans
le contexte de la recherche de la route [26]. Lorsque l’utilisateur est en face d’une
carte, l’EyeGuide est capable de lui fournir des assistances par un feedback audio
afin qu’il puisse trouver plus rapidement et plus facilement la bonne route (voir la
Figure 2.7). En même temps, avec un écouteur il est possible de protéger l’intimité de
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Figure 2.8 : Système de traduction à l’aide d’un eye-tracker porté sur la tête avec
une caméra frontale.
l’utilisateur si l’endroit qu’il cherche contient des informations privées. Kobayashi et
al. ont, quant à eux, travaillé sur la combinaison entre un eye-tracker et un système
de reconnaissance de caractères en réalisant un dispositif de reconnaissance (Optical
Character Recognition) [75] autour de la région pointée par le regard : cela permet
de donner des informations complémentaires aux mots reconnus sous de multiples
formes (traduction, image, etc.) [57]. Comme l’eye-tracker est porté sur la tête
de l’utilisateur, il n’a pas besoin de prendre une caméra à la main, il a donc les
deux mains libres pour réaliser la tâche principale. En plus, comme le processus
de reconnaissance n’est appliqué qu’autour de la région pointée par le regard, le
temps de calcul est considérablement réduit. D’après les résultats expérimentaux,
le temps de calcul pour la reconnaissance des mots est en-dessous d’une seconde en
moyenne. La Figure 2.8 montre le système de traduction qu’ils ont réalisé. Biedert
et al. ont présenté un système pour les livres augmentés capables de produire des
effets liés au contenu que l’utilisateur est en train de lire [6]. Cet effet peut être
soit jouer des sons ambients (le hurlement du loup par exemple), soit afficher des
images. La Figure 2.9 montre un exemple du livre augmenté de « Le Petit Prince
» ; un événement est exécuté (l’image change) lorsque l’utilisateur lit l’annotation
correspondante.
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Figure 2.9 : Exemple de EyeBook : lorsque l’utilisateur lit une annotation, l’évé-
nement correspondant se déclenche.
2.3 Problèmes liés à l’Utilisation de l’Eye-tracking pour
les IHM
Le mémoire de thèse de Drewes [20] présente une comparaison entre le regard
et les autres modalités de pointage traditionnelles. Le résultat est illustré dans le
Tableau 2.2.
Table 2.2 : Propriétés des modalités de pointage d’après [20].
Souris Trackpoint Pavétactile
Écran
tactile Regard
Vitesse rapide moyen rapide rapide trèsrapide
Exactitude précis précis précis taille d’undoigt
surface de
la fovéa
Demande
d’espace grand petit petit aucun aucun
Retour
d’information oui oui oui non non
Méthode indirect indirect indirect direct direct
Pointage
multiple 2 mains 2 mains 10 doigts 10 doigts
1 paire
d’yeux
Clic
intrinsèque oui non oui oui non
Bien que l’utilisation de l’eye-tracking en IHM en tant que modalité de pointage
procure de nombreux bénéfices, il pose néanmoins encore un certain nombre de
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problèmes [24] :
— La fixation du regard manque souvent de précision : les modalités d’entrée
traditionnelles comme la souris nous permettent d’interagir avec l’écran qua-
siment à la précision du pixel. La fixation du regard par contre, même avec
le meilleur eye-tracker existant, peut générer un écart de 0,5 degré à cause
de la surface de la fovéa [119].
— Le regard ne permet pas facilement de cliquer : généralement, la sélection
d’un élément par l’interface traditionnelle est finie par un ‘clic’ souris, mais
cette action n’est pas facilement réalisable par les yeux. Simuler le clic souris
par un clignement de l’œil n’est pas une solution souhaitable, puisqu’il est
difficile de différencier un clignement naturel d’un clignement volontaire. De
plus le clignement des paupières peut entrainer une dérivation du regard
vers le bas et une absence temporaire de données sur le regard. Une autre
alternative est de simuler le clic souris par un temps d’arrêt (dwell time),
comme dans l’EyeDraw proposé par Hornof et al. [42]. Mais cette méthode
est très consommatrice en temps (600-1000ms [68]) et ainsi réduit les gains
potentiels liés à la rapidité de l’œil. En plus, afin de compenser le manque
de précision apporté par les micromouvements ou les tremblements (tremor
en anglais) des yeux, l’objet à sélectionner (objet physique ou bouton sur
l’écran) doit être assez grand ; en conséquence, pour les interactions avec un
écran, la quantité d’informations affichable sur l’écran est limitée [73].
— L’œil est également utilisé pour inspecter la scène : la tâche principale de
l’œil est d’observer les informations dans l’environnement. Dans le cas d’eye-
tracking il n’est pas évident de différencier si l’utilisateur souhaite simple-
ment observer un élément ou bien interagir avec celui-ci. Ce problème est
identifié par Jacob et s’appelle le problème du touché de Midas (Midas touch)
[47].
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2.4 Solutions Envisagées
Les chercheurs ont alors proposé de multiples solutions afin de résoudre un ou
plusieurs de ces problèmes.
Figure 2.10 : Exemple de séparation de la cible à sélectionner en 2 parties : le nom
de la commande et la zone de sélection.
Deux méthodes de sélection par le regard sont proposées afin de diminuer le
temps consommé par le temps d’arrêt et d’éviter le problème du touché de Midas.
La première consiste à séparer la cible en 2 parties : le nom de la commande et la zone
de sélection (voir la Figure 2.10) [80]. Pour sélectionner une commande, l’utilisateur
peut regarder la zone de sélection correspondante au lieu du nom de la commande.
Cela peut être réalisé de 2 manières : les nouveaux utilisateurs qui ne connaissent
pas encore l’emplacement des commandes peuvent rechercher d’abord dans la liste
des noms de commande puis regarder la zone de sélection correspondante afin de
finir la sélection. Pour les utilisateurs qui connaissent très bien l’emplacement des
commandes, ils peuvent également regarder directement la zone de la sélection de
la cible. Dans la deuxième méthode, il s’agit de limiter les activations erronées
potentielles en exigeant deux fixations successives via la visualisation dynamique
de la cible. Pour l’interface NeoVisus présenté par Tall, la fixation initiale provoque
l’extension de la cible et la révélation d’une seconde cible sur laquelle il faut ensuite
fixer pour finir la sélection [101]. Ce processus est illustré dans la Figure 2.11.
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Figure 2.11 : Sélection par deux fixations successives adoptée dans NeoVisus.
2.4.1 Mouvements Volontaires des Yeux
Au lieu de fixer le regard sur le bouton à cliquer, les mouvements volontaires
des yeux sont étudiés dans le but de passer diverses commandes. Le mouvement
volontaire des yeux est défini comme « Un modèle des mouvements oculaires défi-
nissables effectués dans une période de temps limitée, qui peut ou ne peut pas être
contraint à une plage ou une zone particulière, qui peut être identifié en temps réel,
et utilisé pour signifier une commande ou une intention particulière » par Instance
et al. [46]. C’est une modalité potentielle pour améliorer les interactions du regard
car cela peut potentiellement être très rapide (les saccades peuvent couvrir un angle
visuel de 1 à 40 degré et durer entre 30 et 120 ms) [25], et en plus les mouvements
volontaires des yeux peuvent être différenciés des mouvements naturels des yeux,
évitant le problème du touché de Midas.
La commande peut être passée par un simple coup d’œil (le mouvement entre
deux fixations prévues, single stroke gaze gesture en anglais) ou un mouvement
volontaire complexe des yeux (composé par plusieurs coups d’œil). Mollenbach et
al. ont travaillé sur la performance d’un simple coup d’œil lors d’interactions avec
un écran [73]. D’après leur expérience, les coups d’œil courts peuvent être nettement
plus rapides que les coups d’œil longs, et il n’y a pas de différence significative entre
leurs nombres d’erreurs de sélection. Ils ont ainsi présenté la possibilité d’utiliser les
coups d’œil de longueurs différentes dans une interface d’interaction. En plus, leur
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résultat expérimental montre que l’assistance sur un écran d’une grille par exemple
n’influence pas le nombre d’erreurs de sélection ; elle n’est donc pas nécessaire pour
l’utilisation de simples coups d’œil.
(a) (b)
Figure 2.12 : Système MDITIM : (a) emplacement des cibles, (b) exemples des
interprétations 2D des caractères.
Plusieurs études ont été faites au niveau de l’utilisation des mouvements volon-
taires complexes des yeux. En 2000, Isokoski et al. ont présenté un système de saisie
de texte qui s’appelle MDITIM, dans lequel les mouvements volontaires des yeux
entre 5 grandes cibles en dehors de l’écran sont utilisés pour taper du texte [44].
Quatre des cibles sont mises en correspondance aux quatre directions principales :
Nord, Est, Sud et Ouest (ou N, E, S et W) afin de laisser aux caractères une inter-
prétation en deux dimensions ; la cinquième cible est utilisée comme un modificateur
pour la saisie de caractères majuscules ou d’autres interprétations secondaires des
caractères [45]. L’emplacement des cibles et des exemples des interprétations 2D
des caractères MDITIM sont montrés dans la Figure 2.12. Wobbrock et al. ont pré-
senté EyeWrite, un système pour la saisie de texte basé sur le regard [115]. C’est un
système basé sur le système EdgeWrite qui sert à la saisie du texte pour les PDA
(Personal Digital Assistant) [114]. Au lieu d’utiliser les cibles en-dehors de l’écran,
EyeWrite fournit aux utilisateurs une fenêtre dédiée à l’exécution et à l’interpréta-
tion des gestes (voir la Figure 2.13a). Cette fenêtre est divisée en 5 parties : les 4
coins et le centre. Le texte est entré en passant par les coins au départ du centre et
puis en revenant au centre à la fin de la saisie de chaque caractère. Dans ce système,
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(a) (b)
Figure 2.13 : Système EyeWrite : (a) fenêtre dédiée à l’exécution et à l’interpré-
tation des gestes, (b) interprétations des caractères.
(a) (b)
Figure 2.14 : Système Eye-S : (a) exemples des séquences des mouvements des
yeux pour ’a’ et ’b’, (b) affichage explicite des cibles.
le croisement est utilisé au lieu du pointage parce que, d’après la loi de Fitts, le
croisement est plus facile que le pointage pour les grandes cibles proches l’une de
l’autre. En plus, l’alphabet de ce système ressemble à la langue naturelle (voir la
Figure 2.13b) afin d’améliorer la mémorisation. De même, inspiré par le concept
de ‘eye graffiti’ présenté par Milekic [72], le système Eye-S proposé par Porta et
Turina utilise les séquences des mouvements des yeux qui ressemblent aux formes
des lettres pour la saisie des caractères [83], cf. caractères ‘a’ et ‘b’ illustrés dans
la Figure 2.14a. Au lieu d’une fenêtre spécifique, les séquences des mouvements des
yeux sont assistées par 9 cibles distribuées sur l’écran (voir la Figure 2.14b). Ces
cibles sont affichées sous forme d’une grille uniformément répartie, invisible mais
implicitement identifiable. Ainsi l’Eye-S ne demande aucune interface spécifique sur
l’écran, écran qui est ainsi complètement disponible pour des applications. De plus,
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leurs études ne sont pas limitées à la saisie des lettres, l’Eye-S peut également servir
à passer diverses commandes générales. Dans les autres recherches, les mouvements
volontaires des yeux non symboliques composés par des mouvements des yeux vers
les directions fondamentales sont étudiés (voir la Figure 2.15)[10, 22, 21]. Les mou-
vements vers la gauche, la droite, le haut et le bas sont représentés par les symboles
‘L’, ‘R’, ‘U’ et ‘D’, les mouvements diagonaux sont représentés par les symboles ‘1’,
‘3’, ‘5’ et ‘7’ conformément au pavé numérique du clavier. Drewes et Schmidt ont
fait plusieurs tests pour évaluer la performance et l’acceptabilité de cette approche,
comme par exemple : l’acceptabilité des mouvements avec les difficultés différentes
et la performance de cette approche avec des arrière-plans différents [22]. Drewes
et al. ont également évalué la possibilité d’appliquer cette approche sur un appareil
mobile avec un petit écran (un téléphone portable) [21].
Figure 2.15 : Exemples de séquences d’un mouvement d’œil non symbolique.
Bien qu’avec les mouvements volontaires des yeux, la précision du point du
regard n’est plus aussi importante, ces mouvements peuvent engendrer de la fatigue
oculaire puisque le contrôle intentionnel des mouvements oculaires n’est pas naturel.
En plus, il faut éviter le problème du chevauchement potentiel entre les mouvements
volontaires et les mouvements naturels des yeux lors du choix des mouvements
utilisés [73].
2.4.2 Poursuite Lisse
Toujours dans le même but, la poursuite lisse des yeux (smooth pursuit) est
étudiée dans le but de sélectionner une cible.
Dans le brevet américain 6,243,076 B1, Hatfield a présenté une invention qui
détermine les commandes que l’utilisateur souhaite passer en comparant le mouve-
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ment de ses yeux avec les mouvements connus d’objets graphiques mobiles générés
par ordinateur [41]. Dans son application, chaque objet graphique en déplacement
est lié avec une série de commandes, l’utilisateur peut ainsi passer les commandes en
suivant le mouvement de l’objet correspondant par ses yeux. D’après les recherches,
le suivi des objets qui se déplacent dans la plage de 1 à 30 degrés d’angle visuel
par seconde (la poursuite lisse) est plus naturel et plus facile à effectuer que la
fixation. Du coup c’est une modalité potentielle pour le processus de sélection en
combinant l’étape de concentration (déplacer le curseur sur un bouton) et l’étape
de consentement (le clic souris).
Figure 2.16 : Un utilisateur est intéressé par un album, il suit le mouvement
de cet album sur l’écran par ses yeux ; un extrait de la musique est alors joué
automatiquement.
Vidal et al. ont présenté à la conférence CHI 2013 le principe de la poursuite
qui est naturelle et utilisable sans processus de calibration [112]. Ils ont évalué cette
approche en développant 3 applications interactives implémentées sur un système
composé par un grand écran et un eye-tracker au-dessous de l’écran. Une de ces
applications est illustrée dans la Figure 2.16. D’après leurs expériences, le déplace-
ment des objets est flexible : cela peut être linéaire ou par suivi d’une trajectoire
plus complexe ; les objets peuvent partager la même trajectoire globale et encore
être sélectionnés en fonction de leur mouvement local ; et la taille de la cible n’a pas
d’importance.
La poursuite lisse est aussi appliquée dans l’interface StarGazer développée par
Hansen et al. [39]. Le StarGazer est une interface 3D pour l’interaction basée sur le
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Figure 2.17 : Les zooms et les pans lors de la sélection de la lettre ’s’.
regard et la sélection de la cible à l’aide des pans et des zooms en continus. La Figure
2.17 illustre les zooms et les pans lors de la sélection d’un objet ; les trois anneaux
concentriques au centre de l’écran montrent la direction du regard actuel. Lorsque
le point du regard de l’utilisateur est détecté sur une lettre, celle-ci se déplace au
centre ; les yeux de l’utilisateur réalisent automatiquement la poursuite lisse en se
déplaçant radialement vers le centre afin de suivre l’objet. En même temps, le zoom
est fait pour que la séparation spatiale entre les objets soit suffisamment grande ;
l’utilisateur peut changer la direction de son regard s’il veut suspendre la sélection.
Lorsque l’objet est assez ’gros’ et assez proche du centre de l’écran, la sélection est
réalisée.
Esteves et al. ont travaillé sur l’utilisation de la poursuite lisse pour sélectionner
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l’objet cible sur une montre intelligente [28]. Dans leur recherche, plusieurs orbites
circulaires sur l’écran sont utilisées en même temps, et plusieurs cibles se déplacent
sur chaque orbite. L’utilisateur peut passer une commande en suivant la cible cor-
respondante. Les auteurs ont essayé de différencier les multiples orbites de plusieurs
façons : 1) varier la phase de leurs cibles en ajoutant un décalage à la position ini-
tiale de chaque cible ; 2) varier la vitesse angulaire des cibles ; 3) varier la direction
du mouvement, où une partie des cibles se déplacent dans le sens des aiguilles d’une
montre, alors que les autres se déplacent dans le sens antihoraire ; 4) varier la taille
des orbites (le diamètre de la trajectoire). Plusieurs expériences ont été conduites
afin d’évaluer la performance de leur approche, et ils ont développé trois applica-
tions pour l’illustrer en pratique. L’application ‘lecteur de la musique’ est présentée
dans la Figure 2.18 en tant qu’exemple.
Figure 2.18 : Exemple de l’augmentation du volume d’un lecteur de musique d’une
montre intelligente.
Au lieu d’interagir avec un écran, Velloso et al. s’intéressent à appliquer la
poursuite lisse dans l’environnement physique. Ils ont proposé l’environnement in-
telligent AmbiGaze qui utilise l’animation des cibles pour fournir aux utilisateurs
un contrôle direct des appareils uniquement par la poursuite lisse des yeux [110]. La
difficulté d’interagir avec des objets physiques par la poursuite lisse est d’exposer
les contrôles sous forme animée. Pour cela, ils ont proposé un espace de conception
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dans lequel ils ont considéré plusieurs façons pour présenter le mouvement : virtuelle
par une animation graphique versus mécanique par un mouvement physique, et gé-
néré localement par l’appareil versus projeté extérieurement sur l’appareil. Ils ont
ainsi créé quatre prototypes (voir la Figure 2.19), un pour chaque catégorie. Pour
le prototype du lecteur de la musique, l’animation est projetée sur les haut-parleurs
afin que l’utilisateur puisse interagir avec celui-ci. La lampe est contrôlée via un
moulin dont les quatre pales sont de couleurs différentes ; l’utilisateur peut modi-
fier la couleur de la lampe en suivant le mouvement de la pale correspondant. Le
quatrième prototype est réalisé en projetant un point laser sur une plaque acrylique
montée autour d’un ventilateur. Le point du laser se déplace autour du ventilateur,
l’utilisateur peut ainsi allumer ou éteindre cet appareil par la poursuite lisse.
Figure 2.19 : Quatre prototypes d’AmbiGaze : (1) lecteur de la musique (vir-
tuel+externe), (2) interface vidéo-sur-demande (virtuel+interne), (3) lampe (méca-
nique+interne), (4) ventilateur (mécanique+externe).
Comme la poursuite lisse des yeux n’est pas utilisée pour l’observation de la
scène, cela nous permet d’éviter le problème du touché de Midas. En plus, le ca-
librage précis de l’eye-tracker n’est plus obligatoire, car la sélection est faite par
la vitesse et la direction du mouvement de l’objet au lieu de la position exacte de
celui-ci [73]. Par contre, la poursuite lisse est difficile à effectuer en l’absence d’un
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objet en déplacement même avec des entrainements [41]. Donc il faut que la cible
soit en mouvement pendant le processus de sélection. Dans ce cas-là, la poursuite
lisse est surtout convenable pour les interactions avec un écran collectif comme il
n’y a pas de difficulté pour afficher des cibles mobiles, et les utilisateurs n’ont plus
besoin de faire le calibrage avant d’interagir avec celui-ci.
2.4.3 Couplage avec un autre dispositif
En-dehors de l’utilisation de la poursuite lisse et des mouvements volontaires des
yeux, la majorité des solutions proposées par les chercheurs est basée sur le couplage
du regard avec un autre dispositif. Ce dispositif secondaire peut être issu d’une
modalité d’entrée traditionnelle (comme par exemple une souris [23, 119], un écran
sensitif au touché [94, 107] ou un pavé tactile [99]) ou d’une nouvelle technologie
(comme par exemple l’interface cerveau-ordinateur [102] ou les dispositifs pour la
capture de mouvement [109]).
2.4.3.1 Couplage avec un dispositif traditionnel
Dans le système EyeWindows, Fono et Vertegaal ont combiné l’eye-tracking avec
une touche de déclenchement de commande (la barre d’espace) pour sélectionner
la fenêtre de focus sur l’écran [30]. Dans ce cas, ils sont capables de profiter des
avantages de l’eye-tracking en évitant le problème du touché de Midas. D’après leur
expérience, cette méthode est environ 72% plus rapide que la souris et les touches
de raccourci, et elle est préférée par la majorité des participants.
Dans l’étude de pointage MAGIC (Manuel And Gaze Input Cascaded), Zhai
et al. utilisent une souris pour déplacer le curseur dans la région à côté du point
du regard afin de compenser le manque de précision de la fixation du regard et
réaliser l’action de clic après [119]. Avec une telle approche, le pointage apparaît
à l’utilisateur comme une tâche manuelle, utilisée pour une manipulation fine. Ce-
pendant, une grande partie du mouvement du curseur est éliminée en affichant le
curseur dans la zone du regard qui entoure la cible, l’effort physique et la durée
de manipulation sont ainsi réduits. Ils ont implémenté 2 techniques spécifiques de
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pointage MAGIC : une, plus libre, pour laquelle le curseur s’affiche à proximité de
(ou sur) chaque cible potentielle ; dans l’autre, plus contrainte, le curseur n’apparait
à proximité de la position du point du regard qu’après activation de la souris afin
d’éliminer la perturbation du curseur. Drewes et al. ont conçu un mécanisme qui
est la combinaison du pointage MAGIC de Zhai et d’une souris sensible au touché :
le curseur s’affiche à la position du point du regard lorsque le doigt est posé sur le
capteur (sur le bouton gauche de la souris) pour éliminer la perturbation du curseur
[23]. La souris, sensible au touché, se comporte comme une souris ordinaire tant que
le doigt reste sur le capteur tactile. Grâce à cet appareil, le pointage MAGIC est
activé sans besoin d’efforts supplémentaires : il suffit de mettre le doigt sur le bou-
ton à cliquer, et il est possible de repositionner le curseur immédiatement en levant
le doigt et puis toucher à nouveau le bouton.
Au niveau de la sélection d’objet hors de portée physique sur un grand écran
de bureau, Mauderer et al. ont proposé de combiner l’eye-tracking avec le geste
pichenette, qui est une imitation de l’action de glisser un objet sur la table présenté
par Reetz et al. [88], pour réaliser la sélection à distance et augmenter l’exactitude
de la sélection [70]. La geste produit une ligne (f) qui traverse la surface de l’écran.
Idéalement cette ligne devrait couper la ligne (g) entre la position des yeux et celle
du regard au moment de la sélection de la cible souhaitée (voir la Figure 2.20).
Comme ce cas ne peut pas être supposé, ils calculent la ligne (h) qui minimise la
distance entre (f) et (g), et considèrent que l’objet le plus proche de cette ligne est
sélectionné. Turner et al. ont également travaillé sur l’interaction avec un objet hors
de portée physique sur un écran [107]. Ils ont présenté trois techniques qui utilisent
la combinaison de l’eye-tracking et des gestes sur un écran sensitif au touché pour
déplacer l’objet d’intérêt : couper/coller, glisser/déposer et récupérer/retourner. A
l’aide de ces trois techniques, il leur est possible de mettre l’objet à manipuler à
portée de l’utilisateur et de le placer dans un endroit plus éloigné à la fin de la
manipulation.
Dans le projet de recherche ART (Attention Responsive Technology), Shi et
al. ont couplé l’eye-tracking avec un écran sensitif au touché afin d’interagir en
direct avec les objets physiques dans l’environnement [94]. La fixation sur un objet
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Figure 2.20 : Représentation schématique des informations issues du geste piche-
nette et du regard, la ligne (f) représente la direction du geste, la ligne (g) représente
le regard de l’utilisateur.
physique est confirmée via un menu affiché sur l’écran. Ainsi ils peuvent éviter les
commandes erronées déclenchées par un regard fait au hasard.
2.4.3.2 Couplage avec les gestes 3D
Le corps humain est capable de faire énormément de gestes qui peuvent être
utilisés pour contrôler des objets choisis. Récemment, le domaine de l’interaction
gestuelle 3D a motivé de nombreuses études sur la taxonomie des gestes, les mé-
canismes de capture et de suivi des gestes, les algorithmes de reconnaissance de
gestes et l’utilisation des gestes 3D en tant que modalité d’interaction [54]. Les
gestes 3D comme modalité d’entrée ont été adoptés dans le domaine du jeu vidéo,
et cela intéresse de plus en plus de systèmes commerciaux, comme par exemple la
Kinect de Microsoft et la télécommande WiiMote. Elle devient ainsi une modalité
envisageable à coupler avec l’eye-tracking.
L’interaction gestuelle concerne la totalité du corps humain qui peut demander
l’utilisation du corps entier ou bien des micromouvements effectués avec un seul ou
plusieurs membres du corps.
Le poignet est un membre du corps astucieux et facile à utiliser. Le mouvement
du poignet possède 6 degrés de liberté : les translations et les rotations respective-
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ment selon les 3 axes (voir la Figure 2.21). La flexion/extension est le mouvement
de pliage pour diminuer ou augmenter l’angle entre la paume et le bras, la prona-
tion/supination qui est souvent appelé la rotation du poignet signifie le changement
de l’orientation de la paume, la déviation ulnaire/radiale est le mouvement du poi-
gnet vers le haut (ou vers le bas) lorsque la paume est orientée vers la côté [36].
D’après Feldman et al., la rotation du poignet est la plus apte pour passer les com-
mandes puisque c’est minimal en termes de quantité de mouvement dans l’espace,
et peut être parfaitement reconnue par les capteurs inertiels [29].
Figure 2.21 : Rotations du poignet selon les 3 axes.
Les recherches de Crossan et al. ont essayé de contrôler la position latérale du
curseur sur un écran par la rotation du poignet. Le résultat exprime que les utilisa-
teurs peuvent bien sélectionner les cibles avec une largeur correspondant à une angle
de plus que 9 degrés lorsqu’ils sont stationnaires [16]. Oakley et O’Modhrain ont
contribué au travail de sélection d’un objet par la rotation du poignet en comparant
la performance pour deux techniques de correspondance [77] :
— la correspondance basée sur la vitesse utilise l’angle de rotation pour contrô-
ler la vitesse de transition d’un objet à l’autre,
— la correspondance basée sur la position attribue une plage d’angles pour
chaque objet dans la liste.
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Selon leurs études, le contrôle basé sur la position marche mieux pour les listes
avec un nombre limité d’objets. Par contre le contrôle basé sur la vitesse n’a pas de
contraintes sur le nombre d’objets. Rahman et al. ont discrétisé l’espace angulaire
par 3 méthodes différentes (discrétisation linéaire, discrétisation sigmoïde et discré-
tisation quadratique) pour tester la performance des rotations du poignet selon les
3 axes [84]. Leurs expérimentations montrent que les utilisateurs sont capables de
sélectionner confortablement la cible parmi 12 (ou 16) choix par la flexion/extension
(ou la pronation/supination) du poignet lorsque l’espace angulaire est discrétisé de
manière quadratique. Oakley et Park ont proposé de diviser une gamme angulaire
de 90 degrés en 3 zones de taille identique, et transmettre les commandes par une
séquence de mouvements entre les 3 zones [78]. Avec la différence entre la zone de
départ, la zone terminale et les zones parcourues, il y a au total 19 commandes utili-
sables pour ce système. Tsukada et Yasumura ont travaillé sur le contrôle des objets
physiques par les gestes qui correspondent aux métaphores des commandes [106].
Ils proposent de modifier le volume d’un haut-parleur par la rotation du poignet
car normalement cette commande est réalisée en tournant un bouton.
Les gestes effectués avec le pied ouvrent un grand espace de conception pour les
problèmes d’interaction lorsque les mains des utilisateurs sont occupées ou indispo-
nibles. Plusieurs gestes ont été étudié pour passer des commandes diverses. Crossan
et al. ont travaillé sur la possibilité d’interagir avec un téléphone portable en tapant
des pieds afin que l’utilisateur puisse passer les commandes sans sortir le téléphone
de sa poche. Le résultat est plutôt satisfaisant au niveau de l’exactitude alors que
l’efficacité est acceptable pour les gestes de moins de cinq tapotements [14]. Mise à
part le tapotement du pied qui se produit lorsque l’utilisateur est stationnaire, le pas
(foot-step) a également du succès en tant que modalité d’entrée quand l’utilisateur
est en train de faire du jogging. Tetsuya et al. sont arrivés à identifier quatre types
de pas (step right/left, step twice right/left) avec une grande exactitude à l’aide des
capteurs d’accélération sur les chaussures [116]. Les recherches de Scott et al. ont
porté sur quatre types de rotations de la cheville : dorsiflexion, flexion plantaire
(plantar flexion), rotation du talon (heel rotation) et rotation des orteils (toe rota-
tion) qui sont détectables par un accéléromètre et ont une amplitude de mouvement
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raisonnable (voir la Figure 2.22) [92]. Les résultats expérimentaux montrent que la
sélection à l’aide de la flexion plantaire, de la rotation du talon ou de la rotation
des orteils ont des taux d’erreur et des vitesses acceptables ; ils sont donc utilisables
pour les fonctions comme par exemple la navigation dans un menu. Schöning et al.
ont essayé d’interagir avec un système d’information géographique en utilisant la
pression du pied (foot pressure) capturée par un Wii Balance Board [91]. Ils ont
découvert que la pression du pied a des avantages dans les tâches spatiales puisque
cela peut nous fournir une modalité d’entrée intuitive pour les données continues et
elle ne fatigue pas les utilisateurs. Han et al. ont proposé de passer les commandes
en utilisant les coups de pied (kicking) car cela permet un grand degré de liberté
[38]. D’après leur recherche, les coups de pied sont assez précis pour distinguer jus-
qu’à 5 directions en face de l’utilisateur et au moins deux vitesses différentes. En
complément de leur travail, Alexander et al. ont évalué la performance de cette
approche avec des techniques de correspondance différentes dans les missions de
navigation [1]. Les résultats expérimentaux montrent que le contrôle basé sur la
vitesse est plus efficace et plus précis que le contrôle basé sur le déplacement.
Figure 2.22 : Quatre types de rotation de cheville.
Les mouvements effectués par la tête peuvent également nous servir à réaliser
plusieurs tâches. Les études de Crossan et al. essayent de contrôler la position ho-
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rizontale d’un curseur sur l’écran à l’aide de l’inclinaison de la tête (à gauche et à
droite) respectivement par la position (l’angle d’inclinaison) et la vitesse angulaire
du pliement [15]. Leurs études montrent que le contrôle basé sur la position a des
avantages au niveau du temps de réaction et est plus exact lorsque l’utilisateur est
stationnaire. Par contre le contrôle basé sur la vitesse est plus précis lorsque l’uti-
lisateur est en train de marcher. Kjeldsen a également travaillé sur les possibilités
offertes par l’inclinaison de la tête. Il pense que cela doit être utilisé à une amplitude
et d’une fréquence limitées, puisque la tête inclinée fatigue les muscles du cou [56].
A part l’inclinaison, les rotations de la tête (à gauche/droite et en avant/arrière)
sont aussi utilisables avec une bonne exactitude. Brewster et al. ont développé un
menu radial auditif en 3 dimensions (3D auditory radial pie menu) qui utilise le
hochement de la tête vers des directions différentes pour la sélection [9]. D’après
leur expérimentation, le nombre de cibles dans le menu est limité afin de garantir
l’exactitude, et les participants trouvent que le hochement en arrière n’est pas très
confortable à effectuer. Morency et Darrell ont travaillé sur l’utilisation du hoche-
ment et le secouement de la tête pour accepter ou rejeter les boîtes de dialogue
en remplaçant la souris et le clavier [74]. Le résultat expérimental montre que les
gestes de la tête sont efficaces et les participants trouvent cette approche naturelle.
La combinaison du regard et des gestes 3D a été étudiée dans plusieurs re-
cherches. Koons et al. ont proposé d’intégrer les informations qui viennent de la
voix, du regard et des gestes 3D de la main lors d’interactions avec une interface
d’ordinateur afin d’augmenter la bande passante entre les deux parties de la com-
munication [58]. Un paradigme d’interaction en couplant ces 2 techniques est celui
de l’interaction soutenue par le regard : le regard suggère et puis les gestes 3D le
confirment. Velloso et al. ont essayé de manipuler les objets dans une 3DUI (3D user
interface) en utilisant le regard et les gestes de la main en même temps : l’utilisateur
regarde l’objet qu’il a envie de sélectionner, sa main fait le geste du pincement et
bouge afin de sélectionner et déplacer cet objet, et puis relâche le pincement pour
désengager cette interaction [109]. D’après leur expérience, cette méthode est beau-
coup plus rapide qu’en utilisant seulement les gestes de la main, et cette technique
est préférée par les participants.
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Dans la plupart des études au niveau de l’interaction par les gestes 3D, les
gestes sont capturés soit par un capteur électrique embarqué (comme par exemple
un bracelet ou une pédale), soit à l’aide de la vision par ordinateur en traitant
les images capturées par une (ou un groupe de) caméras. Dans tous ces cas, un
équipement supplémentaire spécialement pour la capture des gestes est obligatoire
si on veut interagir avec les objets physiques dans l’environnement. Les eye-trackers
sous forme d’une paire de lunettes équipées d’une caméra de la scène ont apporté
une autre possibilité : cette caméra frontale peut nous servir pour la détection
d’une partie des gestes 3D, du coup aucun appareil supplémentaire n’est nécessaire.
Dans l’étude de Hales et al., l’algorithme de la reconnaissance des gestes de la main
est activé sur l’image de la scène pour une durée courte lorsqu’un marqueur qui
représente un objet à interagir est détecté [37]. Les gestes de la main qu’ils ont
essayé de détecter sont composés de 2 parties : la partie statique en tenant la main
avec un nombre prédéfini de doigts pendant un temps d’arrêt prédéfini de 1 s, la
partie dynamique en bougeant la main vers une direction (le haut, le bas, la gauche
ou la droite).
Malgré les avantages, le contrôle gestuel 3D à son propre frein : les utilisateurs
n’ont pas de moyen de connaître les commandes disponibles et la correspondance
entre les gestes et les commandes [18]. Donc il faut soit avoir une conception des jeux
de gestes utilisés dans un contexte bien précis [60, 108] soit fournir une technique
de guidage à l’utilisateur [3].
2.4.4 Commandes Implicites
Normalement, les commandes d’interaction sont passées d’une façon explicite.
Mais une nouvelle tendance de l’utilisation de l’eye-tracking pour les IHM est de pré-
dire l’intention de l’utilisateur grâce au mouvement de ses yeux et ainsi de contrôler
les objets de manière implicite.
Biswas a utilisé la vitesse et l’accélération des mouvements des yeux pour prédire
la cible prochaine lors d’interactions avec une interface sur un écran d’ordinateur
[7]. Tong et Fisher ont proposé de simuler un grand écran avec une résolution ultra
haute en fournissant une haute résolution sur la zone que l’observateur est en train
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Figure 2.23 : Lignes de seuil pour le défilement de la page.
de regarder et une résolution plus basse à la périphérie [104]. Kumar et al. ont
proposé plusieurs manières implicites pour le défilement d’un fichier sur un écran
[62]. D’après leur recherche, au lieu de cliquer sur le bouton qui permet le défilement
de la page, il est possible d’ajuster dynamiquement la vitesse du défilement afin
de garantir que le regard de l’utilisateur se situe dans le tiers médian de l’écran,
grâce aux algorithmes d’estimation de la vitesse de la lecture [5]. Cette méthode
ne marche que pour la lecture du contenu textuel parce que le modèle de balayage
pour les images inclues dans le texte peut varier. Une autre manière est d’utiliser
plusieurs lignes de seuil sur l’écran comme sur la Figure 2.23. Lorsque le regard
de l’utilisateur tombe en-dessous du seuil de début du défilement, le document
commence à défiler lentement. Si le regard de l’utilisateur tombe en-dessous du
seuil du défilement rapide, le système commence à défiler le texte plus rapidement.
La vitesse du défilement est réglée légèrement plus vite que la vitesse de lecture de
l’utilisateur, de manière à déplacer lentement la position du regard de l’utilisateur
vers le haut de l’écran. Lorsque le regard de l’utilisateur atteint le seuil de l’arrêt
du défilement, le défilement s’arrête et l’utilisateur peut continuer à lire la page
normalement. Dans l’étude de Kumar et al., les auteurs ont essayé de faire défiler la
page, de raffiner le résultat d’une recherche d’image et d’éditer un fichier multimédia
implicitement pour réaliser des interactions plus naturelles [61]. Le défilement de la
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page est fait implicitement en analysant la position du regard actuelle : la direction
du défilement est déterminée par le quadrant du regard, alors que la vitesse est
proportionnelle à la distance du centre d’écran. Au niveau de la recherche d’image,
les feedbacks sont collectés implicitement lorsque l’utilisateur est engagé dans la
navigation, les images fixées ou zoomées impliquent la région d’intérêt et peuvent
ainsi servir au raffinement de la recherche. Et puis, les images importantes identifiées
par le modèle du regard de l’utilisateur peuvent ainsi être sauvegardées pour faciliter
la rédaction du fichier ultérieur.
Figure 2.24 : La conception de l’application GeoGazemarks.
Dans l’application de GeoGazemarks, Giannopoulos et al. proposent de fournir
l’historique du regard sur la carte à l’utilisateur en tant que référence de l’orientation
pour qu’il puisse retrouver facilement les lieux d’intérêts sur un petit écran [33].
Cette application est composée de 2 phases : la phase d’enregistrement et la phase
de récupération. La phase d’enregistrement est activée lorsque l’utilisateur interagit
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avec la carte avec un niveau de zoom élevé ; la fixation de l’utilisateur est enregistrée
et agrégée au point d’intérêt le plus proche. La phase de récupération est activée
lorsque l’utilisateur effectue un zoom arrière en-dessous d’un certain seuil de niveau
de zoom. Le regard n’est plus enregistré et les fixations notées précédemment sont
groupées et visualisées (voir la Figure 2.24).
Les commandes implicites ne sont pas limitées aux interactions traditionnelles
avec un écran. Kiefer et al. ont proposé de prédire le moment auquel l’utilisateur
perd son intérêt lors de l’observation d’un panorama, car ce moment pourrait être
un bon moment pour offrir des informations d’assistance [55]. Ils ont conduit une
expérience sur 12 voyageurs en leur demandant de regarder le panorama de la ville
aussi longtemps qu’ils veulent. D’après leur recherche, la durée de l’exploration du
panorama de la ville est liée avec le nombre de AOI (area of interest) revisité.
2.5 Conclusion du Chapitre
Dans ce chapitre, nous avons présenté un état de l’art pour l’application de l’eye-
tracking dans le domaine de l’IHM. Nous avons présenté les applications proposées
par les chercheurs, y compris les applications servant à faciliter la vie des personnes à
mobilité réduite, les interactions avec un écran d’ordinateur utilisable pour tous, les
applications mobiles pour contrôler des objets intelligents, et les interaction externes
diverses. Ces applications peuvent nous inspirer pour la conception de nos propres
scénarios. Puis, nous avons examiné les problèmes et les difficultés rencontrés dans
ce domaine, et nous avons trouvé que l’une des difficultés concerne l’absence de
méthodes pratiques pour déclencher des commandes. Nous avons ensuite étudié
les solutions envisageables proposées (mouvements volontaires des yeux, poursuite
lisse, couplage avec un autre dispositif, etc). La comparaison de tous ces solutions
envisagés sera présenté au chapitre qui suit afin de souligner les avantages de la
solution proposée.
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Chapitre 3
Déclenchement des Commandes
par les Mouvements de la Tête
à Regard Fixe
L’étude bibliographique nous a permis de découvrir que l’une des difficultés ma-
jeures de l’Eye-tracking dans le domaine de l’IHM concerne l’absence de méthodes
pratiques pour déclencher des commandes. Ce chapitre explore la solution que nous
proposons pour fluidifier les interactions par le regard. En comparant les avantages
et les inconvénients des différentes solutions proposées par les chercheurs, nous
avons décidé de travailler sur la combinaison de l’eye-tracking et du mouvement
de la tête à regard fixe parce que cela nous permet de déclencher des commandes
diverses sans utiliser les mains ni changer la direction du regard [50].
3.1 Etat de l’Art du Mouvement de la Tête à Regard
Fixe
Les mouvements naturels de la tête lors de l’observation de l’environnement
sont toujours accompagnés d’un changement de la direction du regard. D’autre
part, grâce aux réflexes vestibulo-oculaires des yeux qui compensent les mouvements
de la tête par un mouvement des yeux dans la direction opposée, un mouvement
volontaire de la tête avec le regard fixé sur un point précis est possible.
La combinaison des mouvements de la tête et du regard pour interagir avec
un écran en utilisant uniquement un eye-tracker a été étudiée depuis 2012. Ces
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recherches permettent de coupler le regard avec les mouvements de la tête sans
besoin d’un appareil supplémentaire (à part l’eye-tracker).
Mardanbegi et al. ont essayé de détecter les mouvements des yeux à regard fixe
uniquement à l’aide d’un eye-tracker monté sur la tête et ont proposé d’utiliser
ce type de mouvement pour interagir avec un écran [69]. Dans leur recherche, les
mouvements des yeux à regard fixe sont détectés en traitant les images des yeux
capturés par les caméras des yeux de l’eye-tracker. Ils ont essayé de détecter 8 mou-
vements élémentaires des yeux : 2 horizontaux (à gauche et à droite), 2 verticaux
(vers le haut et vers le bas), 2 diagonaux vers le bas, et 2 rotations (à gauche et à
droite). Les gestes utilisés pour déclencher les commandes sont composés de 2 mou-
vements élémentaires des yeux à regard fixe : cela peut être un geste de balayage
(2 mouvements élémentaires dans le sens l’inverse) ou un geste répétitif (2 mouve-
ments élémentaires dans le même sens séparé par une pause courte). D’après leur
expérience, les gestes diagonaux ne sont pas réalisables pour tous les participants,
les utilisateurs trouvent que les gestes répétitifs sont plus difficiles à effectuer par
rapport aux gestes de balayage, alors que les gestes rotationnels sont un peu plus
fatigants que les autres gestes.
De même, Spakov et al. ont étudié la même technologie en utilisant un eye-
tracker à distance [97]. Les auteurs détectent 5 gestes différents en comparant la
direction des deux yeux capturée avec les plages de direction prédéfinies. Les plages
utilisées pour chaque geste sont estimées dans un test préliminaire, si le modèle du
mouvement tombe dans les plages prédéfinies, le geste correspondant est identifié.
Comme les plages appliquées dans l’algorithme peuvent être influencées par la posi-
tion de l’utilisateur par rapport à l’écran, le champ d’application de cette méthode
est contraint.
Les travaux de Nukarinen et al. ne sont pas limités au déclenchement d’une
action simple ; ils ont étudié l’optimisation de la performance des mouvements de
la tête dans des interactions complexes et continues [76]. Ils utilisent la rotation
de la tête (à gauche ou à droite) pour diminuer ou augmenter le nombre affiché
sur un écran. Une fois que l’angle de rotation de la tête dépasse un seuil prédéfini,
le nombre affiché augmente ou diminue en continu. Ils ont testé plusieurs taux de
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changement dans leur expérience afin de trouver un compromis entre la vitesse de
la sélection et le problème de surréaction.
3.2 Le Choix du Mouvement de la Tête à Regard Fixe
pour Déclencher les Commandes
Nous avons comparé les solutions exposées dans la Section 2.4 pour résoudre
les problèmes au niveau de l’application de l’eye-tracking dans les interactions sous
plusieurs aspects. Les avantages et les inconvénients pour chaque modalité sont
présentés dans le Tableau 3.1. Le déclenchement de commande par un temps d’arrêt
(dwell time) est très consommateur en temps, et réduit ainsi les gains potentiels
liés à la rapidité de l’œil, donc cette solution n’est pas pris en compte dans notre
comparaison.
On s’aperçoit que les mouvements volontaires des yeux et la poursuite lisse
nécessitent un changement de la direction du regard. Dans ce cas, le regard ne peut
plus servir en tant que modalité de pointage comme le curseur sur un écran. S’il
existe plusieurs objets sur la scène, ils peuvent être utilisés pour sélectionner un objet
ou pour déclencher une commande sur l’objet sélectionné, au lieu de sélectionner
un objet et de déclencher des commandes simultanément. Dans notre recherche, on
s’intéresse plutôt à l’interaction soutenue par le regard afin de profiter de la rapidité
du regard en tant que modalité de pointage, du coup ces deux modalités ne nous
conviennent pas. En plus, l’affichage des cibles en déplacement est obligatoire pour
la réalisation de la poursuite lisse ; des appareils supplémentaires sont nécessaires
lors d’une interaction avec les objets physiques dans l’environnement.
Les gestes 2D de la main (souris/pavé tactile/écran sensible au touché), par
contre, peuvent être utilisés pour déclencher les commandes sur l’objet fixé. Cepen-
dant, comme ils exigent que les utilisateurs lâchent leurs mains afin d’exécuter ces
actions, ils ne sont pas pratiques si leurs deux mains sont occupées par une autre
tâche, et c’est un gaspillage de l’avantage de l’eye-tracking : la possibilité d’effec-
tuer des interactions avec les deux mains libres. De plus, ces outils demandent aux
utilisateurs de les regarder pour poser leur main dessus, ce qui est gênant.
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Les gestes 3D de la main ou du bras sont également capables de déclencher des
commandes sur l’objet fixé, mais ils demandent aussi de lâcher la main pour effectuer
les mouvements correspondants. En plus, si les gestes sont détectés par un capteur
portable ou par le traitement des images filmées par une caméra spécifique, un
équipement supplémentaire est exigé ; si les gestes sont identifiés à l’aide des images
capturées par la caméra de la scène de l’eye-tracker, aucun appareil supplémentaire
n’est nécessaire, mais la fixation du regard est perturbée par les gestes de la main.
Par conséquent, les mouvements volontaires de la tête à regard fixe, les mou-
vements du pied et le contrôle par la voix sont plutôt compétitifs si nous voulons
déclencher des commandes sur un objet dans l’environnement physique tout en gar-
dant les deux mains libres. Parmi ces trois modalités, la capacité à déclencher de
nombreuses commandes pour les mouvements du pied est plutôt faible. Le contrôle
vocal est capable de déclencher un grand nombre de commandes, mais son temps
d’exécution lors du déclenchement des commandes peut être plus long que les autres
modalités, car l’utilisateur doit prononcer ces commandes. Ces modalités peuvent
être choisies en fonction des besoins de l’application. Lorsque nous n’avons besoin
que d’un nombre limité de commandes et que nous ne voulons pas que l’exécution
des commandes prennent trop de temps, le mouvement de la tête à regard fixe sera
le meilleur choix. Cependant, si nous devons déclencher un plus grand nombre de
commandes, le contrôle vocal pourrait être un choix potentiel intéressant. En plus,
ces 2 modalités pourraient être combinées pour satisfaire à la fois le besoin de l’ef-
ficacité et de la variété : les mouvements volontaires de la tête à regard fixe servent
à déclencher les commandes principales ou les commandes qui ont plus d’exigence
au niveau de l’efficacité, alors que le contrôle vocal est appliqué pour passer des
commandes complémentaires.
Par ailleurs, les mouvements du pied et le contrôle vocal nécessitent tous les
deux un appareil supplémentaire (une pédale, un capteur portable ou une caméra
pour les mouvements du pied ; un microphone pour le contrôle vocal). Les mou-
vements volontaires de la tête à regard fixe, par contre, peuvent être détectés en
utilisant seulement les images capturées par la caméra de la scène de l’eye-tracker.
Par conséquent, l’avantage de coupler les mouvements de la tête à regard fixe avec
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le regard pour déclencher des commandes sur l’objet cible est davantage mis en
évidence.
3.3 Mouvements Volontaires de la Tête à Regard Fixe
Choisis
Il y a beaucoup de mouvements de la tête disponibles. Dans notre recherche,
nous travaillons sur la détection des mouvements combinés par des mouvements
élémentaires et le retour à la position naturelle à la fin de l’exécution : ces mou-
vements sont faciles à effectuer, et comme la tête est à la position naturelle après
chaque mouvement, c’est pratique pour continuer l’observation ou pour faire un
mouvement ultérieur. La Figure 3.1 montre les 6 mouvements qu’on a choisis de
détecter dans notre travail.
M13 La tête tourne à gauche et puis à droitejusqu’à la position naturelle
M31 La tête tourne à droite et puis à gauchejusqu’à la position naturelle
M24 Lever et puis baisser la tête jusqu’à laposition naturelle
M42 Baisser et puis lever la tête jusqu’à laposition naturelle
M56 La tête s’incline à gauche et puis à droitejusqu’à la position naturelle
M65 La tête s’incline à droite et puis à gauchejusqu’à la position naturelle
Figure 3.1 : Les mouvements volontaires de la tête à regard fixe choisis.
Même si les mouvements de la tête à regard fixe qu’on a choisis de détecter ne
sont pas aussi nombreux que ceux utilisés par Mardanbegi et al. [69], ils sont en fait
les mouvements préférés par les participants selon leurs résultats expérimentaux.
En effet les gestes diagonaux ne sont pas utilisables par tout le monde et les gestes
répétitifs sont plus difficiles à effectuer que ces gestes de balayage. De plus, en
comparant avec les travaux de Spakov et al. [97] et Nukarinen et al. [76] qui utilisent
respectivement 5 et 2 mouvements volontaires de la tête à regard fixe, 6 mouvements
est un nombre relativement important.
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3.4 Techniques de Reconnaissance des Mouvements de
la Tête à Regard Fixe
Un mouvement de la tête à regard fixe doit respecter deux conditions : la pre-
mière est que le regard est fixe, la seconde est qu’il y a un mouvement de la tête
volontaire. Dans nos travaux, l’idée est de se limiter aux mouvements simples et
minimaux selon les 3 axes de la tête afin de laisser le reste du corps le plus libre
possible. Mais les mouvements indirects de la tête entraînés par les mouvements
du haut du corps sont aussi acceptables, car certains utilisateurs ont tendance à
bouger aussi le haut du corps (en particulier pour les gestes de dodelinement), et
que dans tous les cas on aura bien un ’mouvement de la tête à regard fixe’.
La fixation du regard est identifiée par la variation des coordonnées relatives
du regard par rapport à l’environnement, et ce dernier est calculable à l’aide de la
matrice d’homographie (une matrice 3*3 qui relie la transformation des coordonnées
entre 2 surfaces planes dans le domaine de la vision par ordinateur). Avec les objets
pré-enregistrés détectés, on est capable de calculer la matrice d’homographie en
utilisant les coordonnées des objets détectés sur l’image de la scène. Il est donc
facile de calculer les coordonnées relatives du regard par rapport à l’environnement
et ainsi de savoir si le point du regard est fixé sur la même région pendant un
mouvement de la tête.
Comme les yeux bougent dans la direction opposée et à la même vitesse que
la tête lors des mouvements de la tête à regard fixe, il est possible de mesurer
les mouvements de la tête par les mouvements des yeux. La Figure 3.2 illustre le
mouvement des yeux lors d’un mouvement de la tête à regard fixe. Mardanbegi et
al. ont étudié la détection des mouvements des yeux à l’aide des images oculaires
capturées par les caméras des yeux [69]. Dans notre recherche, nous étudions la
détection des mouvements de la tête à regard fixe en utilisant uniquement des
images de la scène avec le point du regard superposé afin de gagner en temps de
calcul, en particulier pour les mouvements verticaux et horizontaux.
Nous avons implémenté deux algorithmes différents en parallèle pour détecter
les 6 mouvements de la tête à regard fixe que nous avons choisis : un pour les
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mouvements verticaux et horizontaux (M13, M31, M24 et M42), l’autre pour les
deux dodelinements de la tête (M56 et M65) [51].
Figure 3.2 : Variation du point du regard lors des mouvements verticaux de la tête
à regard fixe.
3.4.1 Reconnaissance des Mouvements Verticaux et Horizontaux
Lors des mouvements verticaux ou horizontaux de la tête à regard fixe, les yeux
de l’utilisateur se déplacent verticalement ou horizontalement, et les coordonnées
du point du regard sur l’image de la scène changent également de la même ma-
nière. Ainsi, M13, M31, M24 et M42 sont identifiables par la variation des dérivées
des coordonnées du point de regard. Par exemple, lorsque l’utilisateur effectue le
mouvement M24 avec son regard fixé sur le même point, la coordonnée y de son
point du regard devrait avoir une variation similaire à celle de la Figure 3.3(a). Ce
type de variation des coordonnées peut être détecté en calculant sa dérivée : si la
dérivée de la coordonnée y possède successivement un pic positif et un pic négatif
qui ont dépassé les seuils dans un temps limité, comme dans la Figure 3.3(b), nous
admettons qu’il existe un mouvement requis des yeux. Les seuils ont été choisis à
l’aide de tests préliminaires menés avec nos collègues du laboratoire. Au cours de
ces tests, nous leur avons demandé de faire des mouvements de la tête à regard
fixe rapidement et confortablement, car nous ne voulons pas que notre approche
prenne beaucoup de temps ou soit fatigante. Nous avons constaté que la dérivée
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des coordonnées du point du regard possède toujours des pics (un pic négatif et un
pic positif) avec une valeur absolue supérieure à 15 pixels toutes les 1/12 seconde
(180 pixels/seconde puisque nous traitons 12 images par seconde) lorsqu’ils font
les mouvements horizontaux ou verticaux. Cela implique que la vitesse angulaire
maximum peut être supérieure à 10 degrés par seconde. En outre, la contrainte
de la durée est définie en exigeant que les deux pics ont lieu dans un délai de 10
trames traitées (0,8 s), car cela ne prend pas beaucoup de temps. En effet, nos tests
préliminaires montrent que le mouvement rapide de la tête à regard fixe satisfaisant
cette contrainte est réalisable par tous les participants.
Figure 3.3 : Variations des coordonnées du point du regard pendant un mouvement
M24 à regard fixe : (a) variation de la coordonnée y, (b) dérivée de la coordonnée
y, (c) variation de la coordonnée y relative.
Idéalement, si les coordonnées relatives du point du regard par rapport à l’envi-
ronnement restent au même point ou changent légèrement dans la région du même
objet pendant le mouvement des yeux (comme dans la Figure 3.3(c)), nous pou-
vons être sûrs que l’utilisateur a effectué un mouvement de la tête à regard fixe.
Malheureusement, lors des mouvements de la tête, la netteté des images de la scène
n’est pas garantie. Il y a donc plusieurs trames sans objet détectable, ce qui signifie
que nous perdons les coordonnées relatives du regard pendant les mouvements. La
Figure 3.4(a) montre le signal de la coordonnée y relative que nous obtenons réelle-
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ment pendant un mouvement M24 à regard fixe : la partie cachée par un carré gris
est la période pendant laquelle nous pouvons perdre les coordonnées relatives du
regard. En conséquence, dans le pire des cas, nous n’obtenons que des coordonnées
relatives du regard au début et à la fin de chaque mouvement. Par conséquent,
nous cherchons à distinguer différentes situations qui pourraient provoquer un tel
mouvement oculaire et exclure tous les autres cas.
Figure 3.4 : Différences sur la coordonnée y relative entre les 3 cas qui peut entraî-
ner une variation des coordonnées du regard souhaitée : (a) coordonnée y relative
pendant un mouvement de la tête à regard fixe, (b) coordonnée y relative au cours
d’un pur mouvement oculaire, (c) coordonnée y relative lorsque les yeux et la tête
de l’utilisateur bougent en même temps.
Normalement, un mouvement oculaire tel que celui illustré dans la Figure 3.3(a)
a lieu dans 3 situations différentes :
Cas 1 : mouvement de la tête à regard fixe,
Cas 2 : mouvements oculaires naturels lorsque la tête ne bouge pas,
Cas 3 : Les yeux et la tête de l’utilisateur bougent en même temps dans la même
direction et les yeux bougent plus vite que la tête.
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Le premier cas est le mouvement de la tête à regard fixe que nous voulons
détecter via les dérivées des coordonnées du point du regard sur l’image de la scène,
ainsi le cas 2 et le cas 3 doivent être exclus.
Exclusion du cas 2 : Pour le deuxième cas, le signal de la coordonnée y relative
doit ressembler à ce qui est représenté dans la Figure 3.4(b) si la variation de la
coordonnée y est semblable au signal dans la Figure 3.3(a). Lors du mouvement
naturel des yeux, les coordonnées relatives du point du regard possèdent une varia-
tion significative par rapport aux coordonnées du point du regard sur l’image de la
scène. De plus, bien que ces deux variations suivent la même direction, le problème
au niveau de la perte d’informations du point du regard n’existe pas car la tête de
l’utilisateur ne bouge pas. Ainsi, il est possible d’exclure les mouvements oculaires
purs naturels en fixant une contrainte sur le rapport entre la dérivée des coordon-
nées relatives du point du regard par rapport à l’environnement regardé et la dérivée
des coordonnées du point du regard sur l’image de la scène. Nous avons choisi de
fixer un seuil sur le rapport de ces deux dérivées au lieu de limiter l’amplitude de
la variation des coordonnées relatives du point du regard, car ce dernier ne peut
exclure que les mouvements de grande envergure des yeux, tandis que le premier est
également capable d’éliminer les petits mouvements oculaires et les tremblements.
Lors des mouvements horizontaux et verticaux de la tête avec le regard fixe (cas 1),
ce rapport doit soit ne pas exister (à cause du manque de netteté de l’image de la
scène) soit être inférieur au seuil (car le regard reste à la même position) tandis que
ce seuil est dépassé pour les mouvements oculaires naturels purs. Par conséquent,
ce seuil peut être utilisé pour exclure les mouvements oculaires purs naturels sans
ignorer les mouvements de la tête à regard fixe désirés.
Exclusion du cas 3 : Pour le troisième cas, il existe une énorme différence entre
les coordonnées relatives du point regard avant et après le mouvement, comme ce
qui est montré dans la Figure 3.4(c). Également, le point du regard est fixé sur une
autre région après le mouvement. Bien que nous puissions perdre les coordonnées
relatives du point du regard par rapport à l’environnement pendant le mouvement,
il est facile de différencier les mouvements de la tête avec le regard fixé pour lesquels
les coordonnées relatives du regard sont stables avant et après le mouvement.
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En conclusion, s’il existe 2 pics (un pic positif et un pic négatif) sur la dérivée de
la coordonnée x (ou y) qui ont dépassé 15 (THRESHOLD_PEAK) dans 10 images
de la scène traitées (THRESHOLD_DURATION), au cours desquelles le rapport
entre la dérivée de la coordonnée relative x (ou y) et la dérivée de la coordonnée x
(ou y) sur l’image de la scène ne dépasse pas un seuil (THRESHOLD_RATIO), et
le regard est fixé sur la même région avant et après le début du mouvement (premier
pic), nous admettons qu’il existe un mouvement vertical (ou horizontal) de la tête à
regard fixe. Bien que nous séparions les conditions pour les mouvements verticaux
et les mouvements horizontaux dans l’algorithme ci-dessous afin de le rendre plus
clair, ces mouvements sont détectés simultanément dans notre algorithme.
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3.4.2 Reconnaissance des Dodelinements de la Tête
Figure 3.5 : Exemple de la variation du point du regard pendant le dodelinement
de la tête.
Les dodelinements de la tête, (M56 et M65) par contre, ne peuvent pas être
détectés par la variation des coordonnées du point du regard sur l’image de la
scène, car celle-ci est liée avec la direction du regard lorsque la tête de l’utilisateur
est à la position naturelle (sans effectuer des mouvements de la tête). Il peut y
avoir des variations importantes sur les coordonnées x et les coordonnées y en
même temps si le regard est fixé sur le coin de l’image de la scène, comme illustré
dans la Figure 3.5. Mais si le regard est fixé sur un point situé près du centre de
l’image la scène, les coordonnées peuvent être presque stables. Par conséquent, au
lieu de calculer les dérivées des coordonnées du point du regard sur l’image de la
scène, nous détectons les dodelinements de la tête par le traitement de l’image de
la scène. Avec la matrice d’homographie calculée, nous pouvons obtenir facilement
l’angle de rotation en 3 dimensions pour chaque image à l’aide des fonctions de la
librairie openCV. Nous utilisons 2 seuils pour identifier les dodelinements de la tête
à partir d’une série d’angles de rotation : le premier est sur la dérivée de l’angle de
rotation z (axe perpendiculaire au plan de l’image de la scène), tandis que le second
concerne la valeur absolue maximale de la différence entre l’angle de rotation z
pendant le dodelinement de la tête et l’angle de rotation z avant ce mouvement.
Nous utilisons simultanément ces deux limites afin d’éliminer les variations infimes
de l’angle de rotation z qui peuvent être causées par la déviation du traitement
61
Chapitre 3. Déclenchement des Commandes par les Mouvements de la
Tête à Regard Fixe
d’image et afin d’exclure le cas dans lequel la tête de l’utilisateur reste dans une
position avec un angle de rotation significatif pour un but inconnu (par exemple,
la tête de l’utilisateur peut être inclinée vers la gauche lorsqu’il joue du violon).
Ces seuils ont été choisis par des tests préliminaires réalisés avec nos collègues du
laboratoire, et la contrainte sur la durée est la même que celle pour les mouvements
horizontaux et verticaux de la tête (10 trames traitées).
L’algorithme de reconnaissance des dodelinements de la tête à regard fixe est
présenté ci-dessous. S’il existe un pic positif et un pic négatif sur la dérivée de l’angle
de rotation z qui dépasse 1,9 (THRESHOLD_ROTATION) dans un délai de 10
frames traitées (THRESHOLD_DURATION), et que la valeur absolue maximale de
la différence entre l’angle de rotation z avant le dodelinement de la tête et pendant
ce mouvement est supérieure à 10 degrés (THRESHOLD_DIFFERENCE), nous
admettons qu’il existe un dodelinement de la tête volontaire.
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3.4.3 Algorithme Global
Comme les dodelinements de la tête peuvent également entraîner des variations
sur les coordonnées du point du regard sur l’image de la scène, nous identifions
d’abord les dodelinements de la tête. Les variations des coordonnées du point du
regard sont examinées pour détecter les mouvements horizontaux et verticaux de
la tête uniquement s’il n’y a pas de dodelinement de la tête en cours d’après la
variation de l’angle de rotation z. L’algorithme global est présenté ci-dessous.
3.5 Conclusion du Chapitre
Dans ce chapitre, nous avons comparé les solutions envisagées présentées dans
l’état de l’art pour régler le problème de l’absence de méthode pratique pour dé-
clencher des commandes, et nous avons mis en évidence les avantages de coupler les
mouvements volontaires de la tête à regard fixe avec l’eye-tracking. Ensuite, nous
avons détaillé nos algorithmes, permettant de reconnaître, en temps-réel, 6 gestes
réalisés avec le regard fixe, en utilisant uniquement les images de la scène avec le
point du regard superposé, fournies par l’eye-tracker porté sur la tête équipé d’une
caméra frontale. Dans le chapitre suivant, nous présentons un scénario d’application
conçu et développé, dans lequel la performance de nos algorithmes et l’acceptation
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du déclenchement des commandes par ces mouvements sont évaluées.
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Chapitre 4
EyeMusic : Apprentissage
Interactif de la Musique
Le premier scénario que nous avons réalisé est lié à l’apprentissage de la mu-
sique et plus particulièrement à l’apprentissage d’un instrument de musique. Cette
application est destinée à aider les débutants de la musique à interagir avec la par-
tition de manière rapide et pratique en gardant les deux mains libres pour jouer
l’instrument de musique [52, 51].
4.1 Choix du Scénario
Figure 4.1 : Configuration typique d’EyeMusic pour apprendre à jouer du piano.
L’apprentissage de la musique procure de nombreux bénéfices, tant intellectuel
que personnel et culturel [63]. La lecture de la partition est incontournable pour les
musiciens et nécessite un temps certain d’apprentissage. Apprendre à lire les parti-
tions n’est pas une mission simple pour les débutants de la musique, cela est encore
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beaucoup plus compliqué qu’apprendre une nouvelle langue, puisque la langue est
unidimensionnelle alors que la musique est bidimensionnelle (la hauteur et la lon-
gueur des notes). Du coup la création d’un système d’assistance pour l’apprentissage
de la musique peut s’avérer très significatif.
Normalement, lorsqu’un débutant de la musique apprend à jouer une mélodie
sur un instrument de musique, il a souvent besoin d’imiter l’exécution d’un autre
musicien comme il ne maitrise pas très bien la lecture de la musique. Afin d’entendre
la mélodie pour une mesure spécifique, il lui faut mettre son instrument de musique
de côté, ouvrir le fichier audio correspondant et puis chercher la bonne mesure. Ce
processus n’est pas pratique pour le musicien débutant et consomme du temps. Le
système EyeMusic que l’on réalise dans ce projet est un système d’apprentissage de
la musique capable de jouer les notes d’une mesure d’une partition musicale que
l’utilisateur n’arrive pas à comprendre, à l’aide d’un eye-tracker. Lorsque l’utilisa-
teur rencontre des difficultés sur la lecture des partitions, par un simple mouvement
de la tête à regard fixe, il pourra déclencher le feedback audio de la mesure qu’il fixe
du regard sans avoir à libérer ses mains occupées par son instrument de musique
(flute, guitare, piano, etc.). La Figure 4.1 montre un exemple en lien avec le fait
d’apprendre à jouer du piano à l’aide de EyeMusic.
Le processus de la lecture de la partition se fait par des fixations et des saccades
oculaires. Si la partition est à portée simple, il y a généralement une série de saccades
horizontales suivies d’un mouvement vertical pour passer à la rangée suivante, et
puis à nouveau des saccades horizontales. Lorsque la partition est à double portée,
les musiciens ont tendance à utiliser des mouvements verticaux alternativement, de
la première portée à l’autre portée, parallèlement aux saccades horizontales [86].
Les mouvements naturels de la tête lors de la lecture de la partition sont toujours
accompagnés des variations de la direction du regard. Donc, dans cette application,
on a choisi de déclencher des commandes par les mouvements volontaires de la
tête avec le regard fixé qui sont possibles grâce au réflexe vestibulo-oculaire des
yeux. Par rapport aux autres modalités pour le déclenchement des commandes, les
mouvements de la tête à regard fixe possèdent plusieurs avantages évidents dans ce
contexte :
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1. Les mouvements de la tête à regard fixe peuvent être détectés par la va-
riation de l’image de la scène et le changement du point du regard : aucun
équipement supplémentaire (à l’exception d’un eye-tracker porté sur la tête
équipé d’une caméra de la scène) n’est requis dans ce système (cf. Chapitre
3).
2. Les mouvements de la tête à regard fixe peuvent être effectués rapidement,
sans libérer les mains.
3. Pendant les mouvements de la tête à regard fixe, le point du regard de
l’utilisateur ne change pas, donc ils ne vont pas perturber le processus de
lecture de l’utilisateur.
4. Par rapport aux mouvements naturels de la tête qu’on utilise tout le temps,
les mouvements de la tête à regard fixe ne sont pas beaucoup utilisés pendant
le processus de lecture, bien qu’il existe des gens qui ont l’habitude de battre
le tempo par le hochement de la tête. On peut ainsi éviter le problème du
touché de Midas.
4.2 Réalisation
4.2.1 Reconnaissance de la Partition et des Notes
Afin de reconnaître les notes regardées par l’utilisateur, le moyen le plus di-
rect consiste à appliquer la reconnaissance optique de la musique (OMR) [71, 87]
à l’image de la scène capturée. Toutefois, comme la partition de la musique est
beaucoup plus compliquée que le langage écrit, les performances des algorithmes
OMR utilisés dans les logiciels commerciaux et les recherches actuelles ne sont pas
satisfaisantes. Alternativement, nous avons décidé de lier chaque partition physique
avec sa version numérique (fichier MIDI) à l’aide de marqueurs graphiques diffé-
rents et d’utiliser la correspondance entre l’emplacement sur la page et la position
temporelle dans le fichier MIDI pour obtenir les notes correspondantes dans la me-
sure désirée. Dans ce prototype, nous avons choisi d’utiliser des marqueurs d’ArUco
[32] qui sont assez nombreux et facilement détectables à l’aide des fonctions de la
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librairie de traitement d’images openCV. Un exemple de la partition musicale où
nous avons superposé des marqueurs ArUco est présenté à la Figure 4.2a. Dans
notre application, 2 marqueurs sont attachés sur chaque page de la partition (1 en
haut, 1 en bas) pour assurer qu’il y a au moins un marqueur visible sur l’image de
la scène lorsque l’utilisateur lit la partition. En effet, à cause de la limite du champ
de vision de la caméra de la scène, une partie de la partition peut être en dehors de
l’image de la scène, comme illustré dans la Figure 4.2b. Chaque ensemble de mar-
queurs est utilisé pour identifier trois éléments différentes : la partition musicale lue
par l’utilisateur, quelle page de la partition en cours est lue, et la position relative
de chaque mesure sur cette page.
(a) (b)
Figure 4.2 : Exemple de la partition et de sa vue sur l’image de scène : (a) exemple
de la partition avec 2 marqueurs ArUco, (b) exemple de l’image de la scène avec le
point du regard superposé alors qu’une partie de la partition se situe en dehors du
champs de vision de la caméra de la scène.
4.2.2 Calcul de la Position Relative du Regard par rapport à la
Partition
La position du regard que nous obtenons via l’API (application programming
interface) de l’eye-tracker est donnée dans le repère des coordonnées de l’image de
la scène. Par contre, ce qui est utile dans notre application est la position relative
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du regard par rapport à la partition. Dans ce cas, afin de savoir quelle mesure
de la partition intéresse l’utilisateur, nous calculons la matrice d’homographie en
utilisant les coordonnées des marqueurs ArUco détectés. Puis, à l’aide de cette
matrice d’homographie, nous sommes en mesure de transformer les coordonnées
du regard en pixels sur l’image de la scène en coordonnées relatives du regard par
rapport à la feuille (la partition).
La direction du regard obtenue via l’API fournie par SMI a un taux d’échan-
tillonnage de 30Hz, mais la fréquence de la caméra de la scène est de 24 trames par
seconde. Nous devons trouver une solution pour obtenir les informations du regard
correspondant à chaque frame. Comme le logiciel de l’eye-tracker de SMI ajoute
automatiquement un point vert sur chaque image de la scène (comme celui sur la
partition dans la Figure 4.2b), nous avons décidé de détecter le point vert pour
obtenir les coordonnées du regard sur chaque image de la scène. Ceci est facilement
réalisable à l’aide de fonctions de la librairie de traitement d’images. Contraint par
la puissance de calcul de l’ordinateur et la performance de nos algorithmes, les co-
ordonnées relatives du regard sont calculées toutes les 2 trames : ce qui implique
que la fréquence du traitement d’images est de 12 trames par seconde.
4.2.3 Détection des Mouvements de la Tête à Regard Fixe
Les algorithmes de détection des mouvements de la tête à regard fixe que l’on
a développés dans cette application sont présentés dans la Section 3.3. Pour la
détection des mouvements verticaux/horizontaux, le rapport entre la dérivée des
coordonnées relatives du point du regard par rapport à la partition et la dérivée des
coordonnées du point du regard sur l’image de la scène (THRESHOLD_RATIO)
est fixé à 3,0 (cf. Algorithme 1), ce qui équivaut au rapport entre la variation des
coordonnées relatives du point du regard et la variation des coordonnées du point
du regard lorsque la distance entre la partition et l’utilisateur est à 35 cm (distance
minimale de lecture). Normalement, la distance entre les yeux de l’utilisateur et
la partition doit être supérieure à 35 cm, donc ce rapport doit être supérieur à 3,0
pour les purs mouvements oculaires. Lors des mouvements horizontaux et verticaux
de la tête avec le regard fixe (cas 1), ce rapport doit, soit ne pas exister (à cause
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du manque de netteté de l’image de la scène), soit être inférieur à 3,0 (car le regard
reste à la même position). Ceci a été vérifié par des tests préliminaires avec nos
collègues de laboratoire. Par conséquent, ce seuil peut être utilisé pour exclure les
mouvements oculaires purs naturels sans ignorer les mouvements de la tête à regard
fixe désirés.
4.3 Prototype Expérimental
Figure 4.3 : Vue d’ensemble de l’algorithme principal d’EyeMusic.
La Figure 4.3 montre l’algorithme principal de notre application. Le prototype
que nous avons développé pour les tests d’utilisabilité est capable de détecter les
6 mouvements (M13, M31, M24, M42, M56, M65) et 6 commandes différentes leur
sont attribuées. A l’aide de ce prototype, l’utilisateur est capable de jouer une seule
mesure, de jouer à partir d’une mesure spécifique jusqu’à la fin de la partition,
de changer de volume, de s’arrêter et de reprendre. La correspondance entre les
mouvements et les commandes est illustrée dans la Figure 4.4. Cette correspondance
a été pensée pour que les mouvements apparaissent naturels à l’utilisateur. Les
inclinaisons de la tête sont utilisées pour modifier le volume car ces mouvements
sont moins naturels et plus fatiguants que les autres et sont donc affectés à des
commandes secondaires. En outre, ils correspondent bien à la métaphore du bouton
rotationnel du volume : la rotation dans le sens horaire pour augmenter le volume et
la rotation dans le sens antihoraire pour baisser le volume. Les hochements verticaux
sont utilisés pour déclencher les commandes principales car ils sont faciles à exécuter.
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L’arrêt et la reprise sont affectés aux mouvements qui suivent le même axe (les deux
hochements horizontaux) car ils sont complètement opposés. En plus le hochement à
droite est utilisé pour relancer le fichier audio car cela correspond bien à la direction
de la flèche affichée sur le bouton de reprise.
Nous avons également préparé une version simplifiée de notre prototype, qui ne
possède qu’une seule commande : jouer la seule mesure spécifique que l’utilisateur
souhaite entendre. Dans cette configuration, les 6 mouvements peuvent être utilisés
pour déclencher cette commande. Cette version simplifiée est principalement utili-
sée dans la procédure d’apprentissage du test afin d’aider les participants ; elle est
également utilisée pour évaluer la performance de la détection des mouvements de
la tête à regard fixe de notre application.
Figure 4.4 : Diagramme schématique de la correspondance entre les mouvements
et les commandes.
4.4 Test d’Utilisabilité
Nos expériences sont divisées en 2 parties. La première partie est la procédure
d’apprentissage, durant laquelle les participants doivent apprendre les 6 mouve-
ments de la tête à regard fixe différents à l’aide de la version simplifiée du proto-
type. Les données expérimentales capturées durant cette procédure sont utilisées
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pour calculer et comparer le taux de réussite de chaque mouvement de la tête et
ainsi déterminer quels sont les mouvements les plus appropriés pour déclencher des
commandes. La deuxième partie est la procédure opérationnelle : nous demandons
aux participants de manipuler la version complète de notre prototype afin de déter-
miner si les utilisateurs sont capables de mémoriser rapidement la correspondance
entre les commandes et les mouvements de la tête, et de diriger un système qui
utilise plusieurs mouvements simultanément.
4.4.1 Configuration Expérimentale
Le dispositif que nous utilisons est l’eye-tracker porté sur la tête sous forme
d’une paire de lunettes équipé d’une caméra de scène (produit par SMI) que nous
avons présenté dans la Section 1.3. La partition que nous utilisons pour les tests est
fixée sur un tableau perpendiculaire au bord de la table. Les participants portant
l’eye-tracker sont assis devant le tableau. Ils étaient libres de se déplacer ou de
modifier la distance entre le tableau et la chaise pendant l’expérience. La Figure 4.5
montre la configuration de notre expérience.
Figure 4.5 : Configuration expérimentale.
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4.4.2 Procédure
L’expérience dure entre 40 et 90 minutes pour chaque participant. La durée
varie d’une personne à l’autre, car certaines personnes ont besoin de plus de temps
pour s’exercer et pour trouver la vitesse attendue pour chaque mouvement. Les
participants ont été autorisés à s’arrêter au cours de l’expérience car celle-ci prend
un temps certain.
4.4.2.1 Ouverture
Trois étapes composent le début du test :
— Accueillir le participant, lui montrer la présentation générale d’EyeMusic
pré-écrite (voir l’Annexe A.1).
— Lui demander de signer le formulaire de consentement (voir l’Annexe A.2).
— Vérifier si l’eye-tracker utilisé est capable de capturer la direction du regard
du participant. Si l’eye-tracker n’est pas capable de détecter les mouvements
des yeux du participant, il s’agit de le remercier et d’interrompre le test.
4.4.2.2 Phase d’apprentissage
Nous utilisons dans cette phase la version simplifiée de notre prototype qui joue
la mesure d’intérêt si l’un des 6 mouvements de la tête à regard fixe est détecté.
Nous testons un par un les 6 mouvements de la tête. Pour chaque mouvement, nous
présentons au participant ce mouvement au début, lui laissons plusieurs minutes
pour s’exercer et se familiariser avec celui-ci. Ensuite, nous demandons au partici-
pant de jouer 3 mesures spécifiques par ce mouvement. Si la musique n’est pas jouée
correctement, nous demandons au participant de réessayer sauf s’il a échoué 5 fois
de suite sur la même mesure. Pour simplifier la tâche pour les participants qui ne
savent pas lire la musique, le numéro correspondant de la mesure est écrit au milieu
de chaque mesure, comme illustré dans la Figure 4.5. Les 3 mesures sont choisies
soigneusement pour qu’elles soient réparties sur la partition, c’est-à-dire que les 3
mesures sont toujours réparties dans 3 lignes et 3 colonnes différentes. Le numéro
correspondant à chaque mesure est présenté un par un par le modérateur et les
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participants ne connaissent pas le numéro de la mesure pour l’essai suivant jusqu’à
la fin de l’essai en cours. Il y a au total 12 séquences différentes (2 groupes de 6).
Le premier groupe contient 1, 5, 9 ; 3, 8, 10 ; 2, 7, 12 ; 6, 11, 1 ; 7, 5, 3 et 11, 9, 4.
Le deuxième groupe contient 12, 4, 2 ; 8, 10, 3 ; 2, 4, 12 ; 1, 6, 8 ; 9, 5, 10 et 11, 7,
6. Les 2 groupes sont utilisés alternativement, et les 6 séquences de chaque groupe
sont affectées aux 6 mouvements de la tête différents en rotation afin de maintenir
une composition de mesures équilibrée pour chaque mouvement.
4.4.2.3 Phase Opérationnelle
La version complète du prototype possédant 6 commandes différentes est utilisée
dans cette phase. Nous montrons le diagramme schématique de la correspondance
entre les mouvements et les commandes (Figure 4.4) au participant et lui laissons
1 minute pour mémoriser cette correspondance. Ensuite, nous lui demandons de
déclencher plusieurs commandes sans consulter le diagramme schématique. La série
de commandes que nous utilisons dans ce test est la suivante :
— jouer à partir de la mesure 3,
— arrêter,
— reprendre,
— jouer à partir de la mesure 2,
— baisser le volume,
— augmenter le volume,
— jouer la mesure 1,
— jouer à partir de la mesure 7,
— arrêter,
— reprendre,
— jouer la mesure 5,
— jouer à partir de la mesure 4,
— baisser le volume,
— augmenter le volume et
— jouer la mesure 6.
Cela inclut 4 fois l’action de jouer à partir d’une mesure, 2 fois d’arrêter, 2
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fois de reprendre, 2 fois de ’baisser le volume’, 2 fois d’’augmenter le volume’ et 3
fois de jouer une seule mesure. La commande ‘arrêter’, la commande ‘reprendre’
et les changements de volume sont toujours déclenchés après la commande ‘jouer à
partir de la mesure’, tandis que la commande ‘reprendre’ est déclenchée lorsque la
lecture avait été arrêtée auparavant. Comme la commande ‘arrêter’, la commande
‘reprendre’ et les changements de volume sont identiques pour toutes les mesures ;
ils peuvent être déclenchés en fixant le regard sur n’importe quelle mesure. Nous
demandons aux participants de réessayer si la commande n’a pas été déclenchée
successivement sauf s’ils ont échoué 5 fois de suite pour la même commande.
4.4.2.4 Clôture
Il s’agit de demander au participant de compléter le questionnaire post-test (voir
l’Annexe A.3) et le System Usability Scale (voir l’Annexe A.4).
4.4.3 Informations Collectées
Lors du test d’utilisabilité, nous avons collecté beaucoup de données en tant que
traces pour des analyses qui suivent. Il y a principalement 3 catégories d’informa-
tions collectées 1.
La première partie est constituée des logs générés par nos algorithmes. Pour
chaque image de la scène traitée, les données brutes comprenant les coordonnées
du point du regard sur l’image de la scène détectées, les coordonnées relatives du
point du regard par rapport à la partition, les dérivées des coordonnées du point
du regard, les angles de rotation, etc., sont conservés dans un fichier log. Ainsi, en
cas de mouvement non détecté, par l’analyse de ces fichiers de log, nous pouvons
comprendre quelle exigence de nos algorithmes n’a pas été satisfaite en analysant
ces traces ultérieurement. En outre, les images originales de la scène sont également
conservées afin de vérifier si le point du regard capturé est bien fixé sur la mesure
désirée pendant les mouvements de la tête.
1. Certaines des données collectées (la fiche de recueil, le SUS, le questionnaire, les logs générés
et les images traitées pour la phase d’apprentissage d’un des participants) sont disponibles online
à l’adresse suivante : https ://github.com/EyetrackingHCI/EyeMusic
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Nous prenons également des notes pendant le test à l’aide d’une fiche de recueil
(voir l’Annexe A.5). Pour la procédure d’apprentissage, nous enregistrons le numéro
de la mesure qui a été jouée réellement pour chaque mouvement de la tête à regard
fixe effectué. S’il n’y a pas eu de mesure jouée après un mouvement volontaire effec-
tué, nous notons un 0. Dans ce cas-là, nous sommes capable de compter le nombre
de tentatives utilisées pour chaque essai. Pour chaque participant, nous avons col-
lecté 18 métriques (3 mesures * 6 mouvements). Pour la procédure opérationnelle,
nous enregistrons le mouvement effectué, le mouvement détecté et le numéro de la
mesure (uniquement pour la commande ”jouer une mesure” et la commande ”jouer
à partir d’une mesure”, car pour les 4 autres commandes présentées dans la Section
4.3, le numéro de la mesure n’a pas d’importance). Ainsi, nous pouvons savoir si les
participants ont pu mémoriser la correspondance entre les mouvements de tête et
les commandes et si les mouvements effectués ont été correctement détectés. Pour
chaque participant, nous avons collecté au maximum 15 métriques.
La troisième partie est constituée des informations collectées via le post-test
questionnaire et le SUS. Dans le post-test questionnaire, nous avons demandé aux
participants de répondre à 10 questions, y compris :
— genre,
— âge,
— niveau de connaissance de la notation musicale,
— niveau d’étude,
— leur préférence sur le mouvement de la tête à regard fixe,
— l’utilité de chacune des 6 commandes que nous avons appliquées dans le
prototype,
— l’adéquation de la correspondance entre les commandes et les mouvements
que nous utilisons,
— les autres commandes qu’ils souhaiteraient ajouter dans notre application,
— si cette application serait utile pour leur apprentissage de la musique et
— s’ils sont intéressés pour participer aux autres tests de notre application.
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4.4.4 Participants
Nous avons testé un panel de 41 utilisateurs (30 hommes/11 femmes) âgés de
14 à 57 ans (médiane = 24) qui ont participé à la procédure d’apprentissage du test
d’utilisabilité du prototype d’application EyeMusic. 34 d’entre eux (28 hommes/6
femmes) ont également participé à la procédure opérationnelle de l’expérience. 39
participants (30 hommes/9 femmes) ont rempli le post-test questionnaire et le SUS
après les tests. La participation des utilisateurs pour les phases d’expérience dif-
férentes est illustrée dans l’Annexe A.6. Aucun d’entre eux n’avait essayé ce type
d’eye-tracker auparavant. Deux autres volontaires étaient incapables de participer
à notre expérience car l’équipement qu’on utilise ne pouvait pas suivre correcte-
ment le mouvements de leurs yeux car il n’y avait pas de support de nez qui leur
convenait. L’un parmi les 41 participants a accompli l’expérience en portant ses
propres lunettes de vision à l’intérieur de l’eye-tracker, car il était trop fatigant
pour lui de se concentrer sur la partition sans ses lunettes. Comme les verres de
ses lunettes sont minces et sans monture, l’eye-tracker a fonctionné normalement
pendant l’expérience.
Pour les 39 participants qui avaient rempli le post-test questionnaire, nous avons
collecté leur auto-évaluation du niveau de connaissance en lecture musicale. 13 par-
ticipants affirment qu’ils n’ont jamais acquis aucune connaissance, 7 participants
affirment qu’ils possèdent une connaissance élémentaire, 5 participants affirment
qu’ils ont une connaissance moyenne, 10 participants affirment qu’ils ont une bonne
connaissance et 4 participants affirment qu’ils possèdent une connaissance excel-
lente de la notation musicale. Comme le nombre de participants pour 2 niveaux
de connaissance de la notation musicale (moyen et excellent) sont faibles, nous
avons décidé de les regrouper en 3 catégories équilibrées : 13 participants avec au-
cune connaissance de la notation musicale (le groupe cible de l’application), 12
participants possédant une connaissance élémentaire/moyenne de la notation mu-
sicale (qui peuvent également avoir besoin de cette application), et 14 participants
avec une bonne/excellente connaissance de la notation musicale (qui n’ont certai-
nement pas besoin de cette application). Lorsque l’audio de la mesure joué est er-
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roné (suite à une mauvaise détection du numéro de mesure), les participants ayant
une bonne/excellente connaissance de la notation musicale peuvent identifier cette
erreur immédiatement et avec confiance, les participants ayant une connaissance
élémentaire/ moyenne de la notation musicale sont capables de trouver l’erreur
dans un délai court ou hésitent sur l’erreur, tandis que les participants qui n’ont
jamais acquis aucune connaissance de la notation musicale sont incapables de trou-
ver l’erreur par eux-mêmes. En ce qui concerne leur niveau d’étude, 1 participant
est diplômé de collège, 1 participant est diplômé de lycée, 18 participants déclarent
qu’ils ont obtenu une licence, 17 participants déclarent qu’ils possèdent un diplôme
de master, et 2 participants affirment qu’ils ont obtenu un doctorat.
4.5 Résultats Expérimentaux et Discussion
4.5.1 Performance de l’Application
Nous évaluons la performance du prototype de l’application par les résultats
expérimentaux de la procédure d’apprentissage de notre test d’utilisabilité. Cette
évaluation est faite à l’aide de deux mesures principales : le taux de réussite et le
nombre de tentatives nécessaires pour chaque geste/mouvement.
4.5.1.1 Résultats Bruts
Comme nous avons pris des notes pendant le test à l’aide d’une fiche de re-
cueil, nous pouvons connaître le numéro de la mesure réellement jouée pour chaque
mouvement de la tête à regard fixe effectué, et ainsi compter le nombre de tenta-
tives utilisées pour chaque mouvement. Lors de la procédure d’apprentissage du test
d’utilisabilité avec la version simplifiée de notre prototype, nous avons demandé à
tous les participants de jouer 3 mesures différentes pour chaque mouvement de la
tête à regard fixe testé. Si le participant ne réussissait pas, nous lui demandions de
réessayer sauf s’il avait déjà essayé 5 fois sans succès sur la même mesure, ce qui
signifiait que la procédure avait échoué. Ainsi, chaque essai peut être effectué 1, 2,
3, 4, 5 fois ou échoué. Il y au total 41 * 3 = 123 essais pour chaque mouvement. Le
résultat est illustré à la Figure 4.6.
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Figure 4.6 : Nombre d’essais réussis après 1, 2, 3, 4, 5 tentatives ou échoués pour
chaque mouvement de la tête à regard fixe.
Le taux de réussite de l’application est calculé en faisant la moyenne du taux de
réussite de chaque participant, tandis que le taux de réussite individuel est compté
en faisant la moyenne de son taux de réussite pour chaque mouvement de la tête
à regard fixe testé. Nous avons calculé le taux de réussite personnel de chaque
mouvement de la tête à regard fixe en divisant le nombre d’essais réussis par le
nombre de mouvements effectués au total. Par conséquent, le résultat n’est pas
égal au pourcentage d’essais réussis par le premier mouvement effectué. Le taux de
réussite calculé est de 74,1%, alors que l’écart type est de 16%. L’histogramme du
taux de réussite est illustré à la Figure 4.7. 43,9% des participants ont accompli
les tâches avec un taux de réussite supérieur à 80% ; 82,9% des participants ont
accompli les tâches avec un taux de réussite supérieur à 60%.
4.5.1.2 Résultats Ajustés
Comme les 6 mouvements de la tête à regard fixe correspondent à la même
commande (jouer la mesure) dans la version simplifiée de notre prototype, si un
mouvement est détecté comme un autre, nous pouvons toujours entendre le retour
audio. Ce problème se produit parfois et affecte le taux de réussite réel de notre
application. Par conséquent, nous avons vérifié manuellement les traces capturées
lors du test afin de détecter ce type d’erreur, et nous avons recalculé le taux de
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Figure 4.7 : Histogramme du taux de réussite pour jouer la bonne mesure.
réussite et le nombre de mouvements nécessaires pour chaque essai.
Il y a au total 47 essais (sur 738) dans lequel le retour audio est déclenché par
un autre mouvement détecté : plus précisément, il y a 8 fois (sur 123) pour M13, 9
fois pour M31, 8 fois pour M24, 3 fois pour M42, 6 fois pour M56 et 13 fois pour
M65. Le taux de réussite ajusté pour jouer la bonne mesure avec le bon mouvement
détecté pour tous les participants est de 70,0% (Figure 4.8), l’écart type est de 20%.
Comme nous avons effectué ces 47 essais comme s’ils avaient réussi, nous ne savons
pas combien de tentatives nous avons vraiment besoin pour jouer la mesure avec le
bon mouvement détecté. Ainsi, ils ne sont pas comptabilisés dans la Figure 4.9.
Selon le test du chi-carré de Pearson, il n’y a pas de différence significative
entre les 6 mouvements (p> 0,05) lorsque nous les séparons en 6 catégories (essais
accomplis 1 à 5 fois ou échoués). Cependant, si nous ne séparons que les essais
réussis et les essais échoués, p <0,01 selon le test du chi-carré de Pearson, du coup
le nombre d’essais échoués pour M56 et M65 est nettement inférieur à celui des
autres mouvements.
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Figure 4.8 : Histogramme du taux de réussite pour jouer la bonne mesure avec le
bon mouvement détecté.
4.5.1.3 Analyse des Mauvaises Détections
À l’exception du taux de réussite et du nombre de mouvements nécessaires pour
chaque essai, nous avons compté et analysé la confusion entre les mouvements afin
de déterminer s’il est préférable de combiner plusieurs mouvements pour éviter
le problème de mauvaise détection. La matrice de confusion est illustrée dans le
Tableau 4.1. Dans ce tableau, nous observons qu’une grande partie de mauvaise
détections s’est produite entre des mouvements de la tête suivant le même axe,
c’est-à-dire entre M13 et M31, entre M24 et M42, ou entre M56 et M65. Ces erreurs
sont faciles à justifier : parfois les participants font un micro-mouvement dans la
direction opposée, avant ou après le mouvement désiré, afin de laisser une plus
grande amplitude pour le mouvement désiré ou pour compenser le mouvement qui
a légèrement dépassé la position naturelle. Il y a en plus des mauvaises détections
entre M56, M65 et les autres mouvements de la tête. Cela est dû au fait que les
coordonnées du regard peuvent varier en même temps lorsque la tête s’incline à
gauche ou à droite, et que les participants peuvent effectuer des mouvements de la
tête horizontaux en même temps que les inclinaisons de la tête, car les inclinaisons
pures de la tête sont plus fatigantes que les autres mouvements. Ce tableau nous
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Figure 4.9 : Nombre d’essais réussis après 1, 2, 3, 4, 5 tentatives ou échoués pour
chaque mouvement de la tête à regard fixe.
montre que le pourcentage de mauvaise détection pour les mouvements testés sont
tous inférieurs à 11% et qu’il n’est donc pas nécessaire de combiner les mouvements.
Table 4.1 : Matrice de Confusion des 6 Mouvements.
Mouvement Détecté
M13 M31 M24 M42 M56 M65
M13 92,5% 2,8% 3,7% 0% 0,9% 0%
M31 4,7% 91,6% 1,9% 1,9% 0% 0%
M24 0% 0% 93,1% 5,2% 1,7% 0%
M42 0% 0% 2,6% 97,4% 0% 0%
M56 1,7% 0% 0,8% 0,8% 95,0% 1,7%
M65 2,5% 3,3% 0% 0,8% 4,2% 89,2%
4.5.2 Performance des Algorithmes de Reconnaissance de Mouve-
ment de la Tête
Si une erreur se produit lorsqu’on joue une mesure où la commande est déclen-
chée avec un autre mouvement de la tête, le problème peut provenir :
— soit de l’eye-tracker que nous avons utilisé dans l’expérience (informations
sur le regard perdues, manque de précision), ou
— soit d’un mauvais jugement de la capacité des utilisateurs (il est difficile pour
quelques participants de fixer leurs yeux sur la mesure pendant les mouve-
ments ou d’effectuer correctement le mouvement attendu : combinaison de
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2 mouvements, un mouvement supplémentaire au début ou à la fin) ou
— soit d’un problème de nos algorithmes de détection des mouvements de la
tête à regard fixe.
En analysant manuellement les traces collectées, en particulier les images de scène
traitées au cours des 555 défaillances, nous avons pu exclure les erreurs causées par
les autres problèmes et nous concentrer sur les erreurs causées par nos algorithmes,
c’est-à-dire les détections défaillantes des mouvements de la tête à regard fixe bien
effectués par le participant et correctement captés par l’eye-tracker. Le pourcentage
de mouvements de la tête à regard fixe correctement détectés est de 84,7% avec un
écart type de 0,11 lorsque nous excluons toutes les sources d’erreur, à l’exception de
celles de nos algorithmes de reconnaissance du mouvement de la tête (Figure 4.10).
La Figure 4.11 montre que presque tous les essais ont été réalisés avec moins de 3
mouvements effectifs. Selon le test du chi-carré de Pearson, il n’y a pas de différence
significative entre la performance de détection des six mouvements différents. On
peut également constater que la différence entre le nombre d’essais échoués présenté
à la Section 4.5.1.2 n’est pas due aux algorithmes que nous utilisons pour différents
mouvements de la tête, car ils ne sont plus pris en compte. Cela peut être dû à
la différence de degré de difficulté lorsqu’on effectue différents mouvements de la
tête avec le regard fixé, ou bien l’eye-tracker est moins précis lorsque les yeux de
l’utilisateur sont dans les coins.
En analysant l’origine des mouvements ineffectifs, nous avons constaté qu’il y a
6 participants au total qui n’ont pas réussi à effectuer des mouvements qui satisfont
notre exigence pour un certain mouvements de tête :
— U11, U13, U25 et U44 n’ont pas réussi à effectuer M13,
— U11, U13, U25 et U35 n’ont pas réussi à effectuer M31,
— U26 et U44 n’ont pas réussi à effectuer M24,
— U13 n’a pas réussi à faire M42.
M56 et M65 sont réalisables pour tous les participants, au moins pour une fois. Cela
montre que le problème de l’eye-tracker ou la capacité de fixation existe pour 15%
des participants, et que la grande majorité des participants sont à l’aise avec tous
les mouvements de la tête choisis pour cette application.
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Figure 4.10 : Histogramme du taux de réussite des algorithmes de la reconnaissance
des mouvements de la tête.
4.5.3 Performance des Participants avec Différents Niveaux de
Connaissance de la Notation Musicale
Le taux de réussite ajusté de la procédure d’apprentissage pour les participants
avec différents niveaux de connaissance de la notation musicale est illustré dans
la Figure 4.12. On constate que le taux de réussite ajusté pour les participants
avec une connaissance élémentaire/moyenne de la notation musicale est légèrement
inférieur au taux de réussite ajusté moyen de tous les participants (70,0%), tandis
que les taux de réussite ajustés des 2 autres catégories sont légèrement supérieurs
au taux de réussite ajusté moyen de tous les participants. La distribution du taux
de réussite ajusté est indiquée dans le Tableau 4.2. Nous observons que, bien que
le nombre de participants et le taux de réussite ajusté de chaque catégorie soient
différents, les répartitions sont similaires : il existe des participants avec un bon taux
de réussite ajusté (supérieur à 80%) et des participants avec un taux de réussite
ajusté faible (inférieur à 60%) pour chaque catégorie. De plus, les distributions pour
ces 3 catégories sont normales selon le test de Lilliefors [64].
En effectuant un test d’analyse de la variance (ANOVA), nous constatons qu’il
n’y a pas de différence significative entre le taux de réussite ajusté des participants
dans différentes catégories (p> 0,05). Par conséquent, bien que les participants que
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Figure 4.11 : Nombre d’essais réussis après 1, 2, 3, 4, 5 mouvements effectifs ou
échoués pour chaque mouvement de la tête à regard fixe.
nous avons recrutés pour ce test d’utilisabilité ne soient pas tous des musiciens
novices, cela n’affecte pas la performance de notre application. Cela est compréhen-
sible car nous ne testons que l’utilisabilité de notre prototype, et aucune compétence
spécifique au niveau de la connaissance de la notation musicale n’est requis.
Table 4.2 : Distribution du taux de réussite ajusté de la phase d’apprentissage pour
les participants avec niveaux de connaissance de la notation musicale différents.
aucun élémentaire/moyen bon/excellent
0%-10% 0 0 1
10%-20% 0 0 0
20%-30% 1 0 0
30%-40% 0 1 1
40%-50% 0 1 0
50%-60% 2 1 2
60%-70% 1 3 1
70%-80% 3 3 4
80%-90% 6 3 3
90%-100% 0 0 2
TOTAL 13 12 14
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Figure 4.12 : Taux de réussite ajusté de la phase d’apprentissage pour les partici-
pants avec différents niveaux de connaissance de la notation musicale.
4.5.4 Capacité à Mémoriser Rapidement la Correspondance entre
les Commandes et les Mouvements, et à Déclencher 6 Com-
mandes Différentes par ces Mouvements
Dans le contexte de la phase opérationnelle (utilisant la version complète de
notre prototype), nous avons demandé à chaque participant de déclencher 15 com-
mandes au total : 4 fois pour ’jouer à partir d’une mesure’, 2 fois pour ’arrêter’,
2 fois pour ’reprendre’, 2 fois pour ’augmenter le volume’, 2 fois pour ’baisser le
volume’ et 3 fois pour ’jouer une mesure’, sauf pour 3 participants qui n’ont pas
exécuté la commande ’reprendre’ car ils n’ont pas réussi à déclencher la commande
’arrêter’ en premier.
Le taux de réussite moyen est de 69,3%, tandis que l’écart type est de 16%.
Ce taux est légèrement inférieur au taux de réussite de jouer une mesure avec le
bon mouvement détecté pour la procédure d’apprentissage (présenté dans la Section
4.5.1.2) bien qu’il soit beaucoup plus difficile d’utiliser les 6 mouvements en même
temps que de les tester un par un. Comme la différence entre ces deux tâches
est acceptable, il n’y a donc aucun problème pour les participants à déclencher 6
commandes différentes à l’aide des mouvements de la tête. La Figure 4.13 et la
Figure 4.14 affichent les résultats de la phase opérationnelle du test d’utilisabilité
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Figure 4.13 : Histogramme du taux de réussite pour la phase opérationnelle.
sur la version complète de notre prototype.
Figure 4.14 : Pourcentage d’essais réussis après 1, 2, 3, 4, 5 tentatives ou échoués
pour chaque mouvement de la tête à regard fixe pour la phase opérationnelle.
Deux participants ont commis 2 erreurs au niveau de la correspondance entre
les mouvements et les commandes, 10 participants ont commis 1 erreur, tandis que
les autres 22 participants n’ont commis aucune erreur bien que nous ne leur ayons
laissé qu’une minute pour mémoriser ces commandes. Il semble que, pour tous les
participants, il est facile de mémoriser la correspondance entre les commandes et
les mouvements avec peu d’effort. L’erreur la plus courante est la confusion entre
’jouer à partir d’une mesure’ (M42) et ’jouer une mesure’ (M24).
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4.5.5 Erreurs des Algorithmes de Reconnaissance des Mouvements
de la Tête et Solutions Possibles
Malgré les tests préliminaires que nous avons effectués avec nos collègues de
laboratoire, plusieurs problèmes sont apparus au cours de ce test d’utilisabilité.
Pour les erreurs causées par nos algorithmes de reconnaissance des mouvements
de la tête lors de la procédure d’apprentissage du test d’utilisabilité, nous avons
analysé le problème de chaque erreur et essayé de trouver des solutions possibles
pour améliorer la performance de nos algorithmes.
Les 6 problèmes qui peuvent nous apporter des faux négatifs ou des faux positifs
sont les suivants :
— Les coordonnées relatives du regard par rapport à la partition ne sont pas
correctement calculées : il peut exister une différence significative entre la
position réelle du regard et la position calculée du regard, en particulier pour
la coordonnée y (cela a eu lieu 39 fois sur 1191 mouvements effectués).
— Parfois, l’angle de rotation n’est pas correctement calculé (cela a eu lieu 4
fois).
— Au cours des mouvements de la tête, les images capturées par la caméra de
la scène peuvent ne pas être assez nettes : nous ne pouvons donc pas obtenir
la position relative du regard, car les marqueurs ne sont pas détectables (cela
a eu lieu 10 fois).
— Le seuil au niveau de la vitesse du mouvement défini dans les algorithmes ne
convient pas à tous les participants, car ils effectuent des mouvements plus
lents pendant la phase d’apprentissage (cela a eu lieu 32 fois, surtout pour
les deux dodelinements de la tête).
— Les mouvements de la partie haute du corps (vers l’avant et vers l’arrière)
avec le regard fixé sur le même point peuvent également entraîner une va-
riation horizontale ou verticale sur les coordonnées du regard, et sont donc
détectés comme l’un des mouvements de la tête à regard fixe que nous utili-
sons (cela a eu lieu pour 1 participant).
— Lorsque le participant est très proche de la partition, les micro-mouvements
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et les mouvements oculaires rapides ayant provoqué des variations sur les
coordonnées du regard ne peuvent pas être éliminés, car le changement au
niveau des coordonnées relatives du regard est trop petit et reste dans la
région de la même mesure (cela a eu lieu pour 2 participants).
Les 3 premiers problèmes sont principalement causés par le manque de netteté
des images de la scène. Ceci peut être partiellement résolu en utilisant un capteur
vidéo avec une fréquence d’image plus élevée qui est adapté pour capturer des
traces lors des mouvements. Le quatrième problème peut être résolu en donnant à
l’utilisateur plus de temps pour s’exercer : une fois que le participant se sent confiant
pour effectuer des mouvements rapides de la tête avec le regard fixé, il sera plus
facile pour lui d’interagir avec notre application. En outre, il est également possible
de définir le seuil de durée comme une variable adaptative qui peut s’adapter à
l’habitude de chaque utilisateur. Les 2 derniers problèmes sont liés à la distance
entre l’utilisateur et la partition : ils peuvent être résolus en ajoutant des seuils
liés avec cette distance, qui peut être approximativement calculée par la taille des
marqueurs détectés.
4.5.6 Préférence de Mouvement
Il n’y a pas de différence significative au niveau du taux de succès de la détection
des 6 mouvements de la tête à regard fixe différents, ni pour le pourcentage des
essais réussis du premier coup. Au contraire, le nombre d’essais échoués pour chaque
mouvement est différent. Comme montré par la Figure 4.9, le nombre d’essais ayant
échoué pour M13 et M31 est supérieur à celui de M24 et M42, alors que M56 et
M65 ont le moins d’essais échoués. L’analyse sur le nombre de participants qui ne
peuvent pas effectuer des mouvements nous a donné un résultat similaire.
En ce qui concerne la fréquence d’utilisation au cours du processus de lecture,
les mouvements verticaux de la tête à regard fixe (hochement de la tête) sont parfois
utilisés pour battre le tempo. Cela peut nous apporter des faux positifs pour M24 ou
pour M42, alors que les autres mouvements sont rarement utilisés lors de la lecture
d’une partition.
Dans le questionnaire post-test, nous avons demandé aux participants de choisir
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Figure 4.15 : Préférences du mouvement de la tête à regard fixe des participants.
leur mouvement préféré. Le résultat est représenté sur la Figure 4.15. Les mouve-
ments les plus populaires sont les mouvements verticaux : M24 (sélectionnés par
46% des participants) et M42 (sélectionnés par 31% des participants), suivis par
les dodelinements : M56 et M65 avec un taux de 9% pour chacun. Les mouvements
horizontaux (M13 et M31) ont obtenu une préférence clairement plus faible, peut-
être parce que les utilisateurs trouvent qu’il est difficile de fixer le regard pendant
ces mouvements ou bien parce que parfois les gens peuvent confondre la gauche et
la droite.
4.5.7 Résultat du SUS (System Usability Scale)
Nous avons demandé aux participants de remplir le formulaire standard du SUS
après l’expérience. Le score moyen calculé pour les 39 participants qui avaient rem-
pli ce formulaire est 77,2 avec un écart type de 11,5. Ce résultat est bon car il
est supérieur au score moyen (70) de tous les produits testés. Toutefois, 9 partici-
pants ont noté notre application avec un score inférieur à 70, soit presque 25% des
participants. L’histogramme est présenté à la Figure 4.16.
Nous avons analysé la relation entre le taux de réussite brut des participants et
le score du SUS attribué à notre application : le résultat est présenté dans la Figure
4.17. Le rayon de chaque bulle correspond au nombre de participants dans chaque
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Figure 4.16 : Histogramme du score pour SUS.
catégorie : par exemple, la bulle bleue située dans le coin en haut à droite de la
figure indique qu’il y a 2 participants dont le taux de réussite brut est compris entre
90% et 100% et qui ont noté notre application avec un score entre 90 et 100 dans
la formulaire SUS. La couleur verte indique qu’il y a plus que 3 participants dans
cette catégorie. Il est clair qu’il existe un lien fort entre le taux de réussite brut et
le score du SUS : les participants ayant des taux de réussite brut plus élevés ont
plus tendance à attribuer au dispositif un score élevé dans le SUS. De plus, les 6
participants qui n’ont pas réussi à faire des mouvements effectifs pour certains des
mouvements de la tête ont attribué un score inférieur à 70 : cela est assez acceptable
comme certaines commandes dans cette application ne sont pas utilisables par eux.
Le taux de réussite qu’on applique dans cette analyse est le taux de réussite brut
de la procédure d’apprentissage (présenté dans la Figure 4.7), parce que tous les
participants ont participé à cette procédure de notre test, et qu’en plus, c’est le
taux de réussite que les participants ressentent au cours de l’expérience.
Comme les déclarations positives et les déclarations négatives sont mélangées
dans les 10 questions du SUS, on compte sur la contribution au score au lieu du
score noté pour chaque question lors d’analyse des résultats expérimentaux. En
comparant la contribution de chaque question au score du SUS dans le formulaire
SUS, nous avons constaté que la première question (”Je pense que je vais utiliser
ce service fréquemment”) a obtenu la plus mauvaise contribution (2 en moyenne),
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Figure 4.17 : Relation entre le score SUS et le taux de réussite brut.
alors que la contribution moyenne au score du SUS pour les autres questions est
supérieure à 2,8. Cela est partiellement dû au fait que les participants que nous
avons recrutés pour ce test ne sont pas tous des vrais musiciens novices : certains
d’entre eux ont déjà une bonne connaissance de la notation musicale et n’ont donc
pas besoin d’assistance pour apprendre une nouvelle mélodie, tandis que certains
parmi les autres peuvent ne pas être intéressés du tout par l’apprentissage de la
musique. En comparant la contribution notée par les participants avec différents
niveaux de connaissance de la notation musicale, nous constatons que les 13 par-
ticipants n’ayant aucune connaissance de la notation musicale nous ont fourni la
meilleure contribution au score pour la première question. La contribution moyenne
au score pour la première question de ces participants est 2,54, alors que 8 sur 12
des participants qui ont noté cette question avec une contribution supérieure à 3
appartiennent à cette catégorie. Par contre, pour les participants ayant au moins
une connaissance élémentaire de la notation musicale, seulement 4 d’entre eux (sur
26) ont répondu à la première question avec une contribution au score supérieure à
3, et la contribution moyenne de cette question pour les participants dans ces 2 ca-
tégories fluctue entre 1,65 et 1,80. La Table 4.3 montre que bien que les participants
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Table 4.3 : Taux de réussite brut et contribution au score du SUS de la première
question pour les participants avec des niveaux différents de connaissance de la
notation musicale.
Niveau de
Connaissance
de la Notation
Musicale
Nombre de
Participants
Taux de
Réussite
Brut
Contribution au Score
pour la Première
Question
Score du
SUS
aucun 13 75,2% 2.54 80.2
élémentaire/
moyen 12 71,1% 1.67 75.4
bon/
excellent 14 76,3% 1.79 76.1
TOTAL 39 70,8% 2 77.2
avec une bonne/excellente connaissance de la notation musicale ont le meilleur taux
de réussite brut pendant le procédure d’apprentissage de notre test d’utilisabilité,
la contribution au score du SUS qu’ils ont noté pour la première question du SUS
est même inférieure à la contribution moyenne. Au contraire, le groupe de parti-
cipants avec aucune connaissance de la notation musicale ont un taux de réussite
brut légèrement supérieur au taux de réussite moyen, mais la contribution au score
qu’il nous ont attribué pour cette question est beaucoup plus haute que les autres
groupes. En outre, le score SUS moyen pour les 13 participants n’ayant aucune
connaissance de la notation musicale (groupe cible de l’application) est 80,2.
4.5.8 Utilité des Commandes
Dans le questionnaire post-test, nous avons demandé aux participants de noter
l’utilité des 6 commandes que nous avons appliquées dans le prototype d’EyeMusic.
Ils ont noté chaque commande par un nombre entier compris entre 1 et 5, et le
résultat est présenté dans la Figure 4.18. Les notes pour ’baisser le volume’ et
’augmenter le volume’ sont 3,79 et 3,77, tandis que pour les autres commandes, la
note est supérieure à 4,3. À leur avis, le changement de volume n’est pas aussi utile
que les autres commandes car il ne doit être utilisé qu’une fois au début. L’utilité
de ’arrêter’ est légèrement supérieure à celle de ’reprendre’, ce qui est tout à fait
raisonnable, car le ’reprendre’ ne peut être utilisé qu’après le ’arrêter’.
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Figure 4.18 : Utilité de chaque commande notée par les participants.
Nous leur avons également demandé de proposer d’autres commandes qu’ils
souhaiteraient ajouter dans notre application. Ils avaient le droit de proposer autant
de commandes qu’ils voulaient et il y a 18 participants qui ont proposé au moins
une nouvelle commande. Le résultat est présenté dans la Figure 4.19. La commande
la plus populaire proposée par 8 participants consiste à pouvoir accélérer et ralentir
la musique (changer le tempo de la musique).
Figure 4.19 : Commandes supplémentaires proposées par les participants.
4.5.9 Supposition sur l’Utilité de EyeMusic
Dans le questionnaire post-test, nous avons demandé aux participants si cette
application serait utile pour leur apprentissage de la musique. Selon le résultat,
79,5% des participants ont indiqué que cette application serait utile pour le pro-
cessus d’apprentissage de la musique, 5,1% des participants ont indiqué qu’ils n’en
auraient pas besoin car ils possèdent déjà une bonne connaissance de la notation
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musicale, 10,3% des participants sont indifférents et 5,1% d’entre eux ne la trouvent
pas utile, peut-être à cause du faible taux de réussite qu’ils ont obtenu lors de l’ex-
périence. Bien que cette question soit similaire à la première question du SUS,
les résultats sont différents. Pour la première question du SUS, la contribution au
score moyenne n’est que de 2/4, mais dans ce questionnaire, l’utilité de notre ap-
plication est approuvée par la majorité des participants. Peut-être cette différence
est apportée par le mot ‘fréquemment’ dans la première question du SUS : Bien
que cette application puisse être utile pour leur apprentissage de la musique, ils ne
l’utiliseraient qu’occasionnellement, car ce n’est pas une application pour un usage
quotidien.
La comparaison de l’utilité supposée pour les participants avec les différents
niveaux de connaissance de la notation musicale est présentée dans le Tableau 4.4.
Pour les 13 participants avec aucune connaissance de la notation musicale, 92,3%
d’entre eux la trouvent utile pour le processus d’apprentissage de la musique, tandis
que 7,7% d’entre eux sont indifférents. Le résultat pour les 2 autres catégories est
similaire, à l’exception de 2 participants avec une bonne/excellente connaissance de
la notation musicale qui ont déclaré qu’ils n’auraient pas besoin de cette applica-
tion car ils possèdent déjà un bon niveau de connaissance de la notation musicale,
et 2 participants possédant une connaissance élémentaire/moyenne de la notation
musicale ne la trouvent pas utile, peut-être à cause du faible taux de succès qu’ils
ont obtenu.
4.5.10 Implications sur la Conception du Prototype
Actuellement, la performance de notre approche est relativement faible en com-
parant avec les d’autres modalités d’interactions lorsqu’on utilise simultanément les
6 mouvements de la tête à regard fixe. Ce problème peut être résolu de plusieurs
manières. D’une part, nous pouvons améliorer la performance de nos algorithmes
de reconnaissance des mouvements de la tête à regard fixe selon les solutions propo-
sées dans la Section 4.5.5. D’autre part, nous pouvons améliorer cette application
en modifiant sa conception.
Par exemple, utiliser moins de mouvements de la tête serait une solution poten-
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Table 4.4 : Supposition d’utilité de EyeMusic pour les participants avec des niveaux
de connaissance de la notation musicale différents.
Niveau de Connaissance de la Notation Musicale
aucun élémentaire/moyen
bon/
excellent
Utile 12 9 10
Indifférent 1 1 2
Inutile
(sans raison) 0 2 0
Inutile
(possède déjà une bonne
connaissance de la
notation musicale)
0 0 2
Nombre de
Participants au Total 13 12 14
tielle pour rendre notre application plus fiable. Ceci est possible de deux manières.
La première solution consiste à ne fournir que des commandes élémentaires, telles
que ‘jouer une mesure’ et ‘arrêter’. La deuxième méthode consiste à affecter les
commandes aux mouvements de la tête de manière différente. Par exemple, la com-
mande ’reprendre’ est toujours utilisée après la commande ’arrêter’ ; du coup, nous
pouvons déclencher ces deux commandes avec un seul mouvement de la tête à re-
gard fixe (s’il y a une mélodie en jouant, ce mouvement signifie de l’arrêter, tandis
que s’il y a un morceau de musique en attente, ce mouvement signifie de le re-
prendre). De plus, nous pouvons utiliser les positions différentes de la fixation du
regard pour différencier les commandes déclenchées par les mêmes mouvements de
la tête. Comme par exemple, les mouvements verticaux de la tête permettent de
jouer les notes quand le regard est fixé sur les mesures ; ou de modifier le volume
lorsque le regard est fixé sur un bouton de volume imprimé dans le coin en haut
à gauche de la partition ; ou encore d’arrêter et de reprendre la musique lorsque
le regard est fixé sur le coin en haut à droite de la partition. Dans ce cas, 2 mou-
vements différents nous suffiraient déjà pour déclencher les 6 commandes, et nous
pouvons même ajouter plusieurs commandes proposées par les participants dans
notre application en utilisant moins de mouvements de la tête à regard fixe.
Les mouvements de la tête à regard fixe utilisés pour déclencher les commandes
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peuvent également être choisis de plusieurs manières. La première façon consiste
à combiner les mouvements qui suivent le même axe : dans ce cas, nous sommes
capables d’éliminer la majorité des mauvaises détections, et nous pouvons encore dé-
tecter 3 mouvements différents. La deuxième façon est d’éliminer les 2 mouvements
horizontaux de la tête et d’utiliser uniquement les hochements de la tête et/ou les
dodelinements de la tête, car les mouvements horizontaux de la tête ne sont pas
aussi populaires auprès des participants, et chacun d’entre eux n’est pas réalisable
pour 10% des utilisateurs. En même temps, nous pouvons également éviter une
grande partie des mauvaises détections des dodelinements de la tête en éliminant
les mouvements horizontaux de la tête. De plus, nous pouvons permettre aux utili-
sateurs de personnaliser notre application en choisissant la paire de mouvements de
la tête qu’ils souhaitent utiliser pour déclencher des commandes : les utilisateurs qui
ont des difficultés avec les mouvements verticaux et horizontaux de la tête peuvent
utiliser uniquement les dodelinements de la tête, tandis que les utilisateurs qui maî-
trisent bien tous ces mouvements peuvent choisir les mouvements qu’ils préfèrent.
En outre, les commandes peuvent également être personnalisées : les utilisateurs
peuvent choisir les commandes les plus utiles pour leur phase d’apprentissage de la
musique et utiliser leurs mouvements préférés pour les déclencher.
4.6 Conclusion du Chapitre
Dans ce chapitre, nous avons présenté notre application appelée EyeMusic, des-
tinée à aider les débutants de la musique pour l’apprentissage d’un instrument.
Nous avons décrit le choix du scénario, la procédure et les points techniques de la
réalisation, et le premier prototype expérimental développé. Les mouvements volon-
taires de la tête à regard fixe présentés au chapitre 3 et les algorithmes de détection
proposés sont mis en œuvre dans cette application afin de fluidifier les interactions.
Nous avons également présenté le test d’utilisabilité que nous avons conduit sur
ce prototype expérimental avec la participation de 41 volontaires afin d’évaluer la
conception de l’application et la performance de nos algorithmes de détection des
mouvements volontaires de la tête proposés. Les résultats expérimentaux obtenus
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ont été analysés et discutés à la fin de ce chapitre. En plus, nous avons proposé des
solutions envisageables qui pourraient être menées pour améliorer la performance
de nos algorithmes et des implications sur la conception du prototype. Dans le cha-
pitre suivant, nous présentons deux autres scénarios d’application que nous avons
conçus (EyeRecipe et EyePay). Ces scénarios reposent sur les mêmes principes de
commande.
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À part l’application EyeMusic, nous avons conçu deux autres scénarios dans
lesquelles l’eye-tracking et les mouvements volontaires de la tête à regard fixe sont
utilisés afin de démontrer la potentialité de l’eye-tracking dans le domaine de l’IHM
en tant que modalité d’entrée. Ces deux applications sont utiles pour une cible
beaucoup plus large que les personnes potentiellement intéressées par EyeMusic.
Elles peuvent être des applications à usage quotidien pour certains utilisateurs. Dans
ce chapitre, nous allons décrire précisément ces deux scénarios appelés EyeRecipe
et EyePay. En particulier nous allons présenter la réalisation d’EyeRecipe qui est
une application interactive liée à la cuisine.
5.1 EyeRecipe
Le premier scénario conçu s’appelle EyeRecipe. C’est un scénario lié à la cuisine
et, plus particulièrement, la consultation des recettes sur un site Internet via un
écran. Cette application est destinée à aider les utilisateurs qui essayent de préparer
un plat à l’aide d’une recette qu’ils ont trouvée sur Internet ou bien qu’ils ont envie
de partager avec les autres.
5.1.1 Choix du Scénario
Faire la cuisine est une activité quotidienne pour toutes les familles, mais il n’est
pas facile de mémoriser toutes les recettes par cœur. Dans ce cas, la solution la plus
naturelle est de consulter la recette bien souvent disponible sur Internet pendant le
processus de cuisine avec sa tablette ou son smart phone. À cause de ces besoins, il
existe déjà beaucoup de sites Internet ou d’applications qui servent au partage des
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recettes, comme par exemple Marmiton, 750g, cuisineaz, etc.
Normalement, afin de bien suivre toutes les étapes d’une recette, l’utilisateur a
besoin de consulter de temps en temps cette recette pendant le processus de prépara-
tion, mais à ce moment-là les deux mains de l’utilisateur sont souvent indisponibles
(sales ou engagées dans une autre activité). En conséquence, la consultation de la
recette n’est pas vraiment pratique et cela peut salir la tablette ou la souris.
Le système EyeRecipe est un bon moyen pour répondre à ce problème. Grâce à
l’eye-tracking et aux mouvements volontaires de la tête à regard fixe, l’utilisateur
est capable d’interagir avec la recette pratiquement sans besoin de libérer ou de se
laver les mains. Il y a au total trois groupes de fonctions dans le système EyeRecipe :
— les fonctions pour la consultation d’une recette,
— les fonctions de prise de vidéo ou d’images afin de partager sa propre recette
avec les autres, et
— les fonctions consistant à assister l’utilisateur en passant des commandes aux
équipements intelligents (si l’utilisateur en possède).
5.1.1.1 Consultation d’une Recette
Au niveau de la consultation de la recette, les fonctions les plus utiles consistent
au défilement de la page (pour les recettes longues), l’élargissement/le rétrécisse-
ment d’une image, et le ’jouer’ et le ’arrêter’ d’une vidéo.
Les deux dernières commandes peuvent être déclenchées avec un seul mouvement
volontaire de la tête à regard fixe qu’on a présenté dans la Section 3.3 : lorsque le
regard de l’utilisateur est fixé sur la région de la vidéo, le mouvement déclenche la
commande ’jouer’ ou la commande ’arrêter’ selon l’état actuel de la vidéo ; le même
mouvement signifie la commande ’élargir l’image’ ou la commande ’rétrécir l’image’
si le regard de l’utilisateur est fixé sur une image de taille originale ou élargie.
Le défilement de la page, par contre, n’est pas réalisé à l’aide des mouvements
volontaires de la tête à regard fixe. Pour cette fonction, on envisage de la réaliser
de manière implicite en s’inspirant du travail de Kumar et al. [62] car il est plus
naturel et moins fatiguant que les mouvements de la tête. Comme il existe souvent
des images et des vidéos dans une recette, on décide d’utiliser deux lignes de seuil
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Figure 5.1 : Lignes de seuil pour le défilement de la page.
sur l’écran pour assister le défilement (voir la Figure 5.1) : lorsque le regard est
fixé au-dessus du seuil du défilement en arrière, la page défile de haut en bas ; si le
regard de l’utilisateur est fixé en-dessous du seuil du défilement en avant, la page
défile de bas en haut ; le défilement s’arrête lorsque le regard de l’utilisateur se situe
au milieu de ces deux lignes de seuil.
5.1.1.2 Prise des Images et de la Vidéo
Parfois, l’utilisateur a également envie de partager sa propre recette avec les
autres. Afin de mieux illustrer cette recette, l’utilisateur a peut-être besoin de
prendre des photos ou bien des vidéos pendant le processus de préparation de la
recette. Mais comme ses mains sont souvent indisponibles pour prendre une caméra,
la caméra de la scène incorporée à l’eye-tracker est une bonne alternative.
À l’aide du système EyeRecipe, les utilisateurs peuvent alors prendre des images
et des vidéos par la caméra frontale en faisant des mouvements volontaires de la
tête à regard fixe. Un des six mouvements est utilisé pour déclencher la prise d’une
photo, un autre mouvement est appliqué pour le commencement et l’arrêt de la
prise de vidéo. Toutes ces commandes sont accompagnées par un feedback audio
afin que l’utilisateur puisse savoir si la commande s’est bien déroulée.
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5.1.1.3 Contrôle des Équipements Intelligents
Si les équipements dans la cuisine de l’utilisateur sont intelligents (contrôlables
par un terminal mobile), le système EyeRecipe peut également servir d’interface
pour faciliter la cuisine de l’utilisateur en lui fournissant la possibilité de passer des
commandes diverses à distance uniquement par le regard et des mouvements de la
tête sans besoin de se déplacer ou de libérer ses mains. Comme par exemple, il est
souvent requis de préchauffer le four à une température précise lorsqu’on est en train
de battre des œufs ou de mélanger des ingrédients. Grâce au système EyeRecipe,
cette commande peut être passée en effectuant un mouvement spécifique de la tête
avec le regard fixé sur le mot clé de la recette sur l’écran, à l’aide de la technique
d’OCR (Optical Character Recognition) [75]. De même, ce mouvement peut aussi
servir à passer les autres commandes comme par exemple la mise en route d’un
chronomètre. De plus, le contrôle des équipements intelligents peut également être
réalisé en effectuant des mouvements spécifiques de la tête lorsque le regard de
l’utilisateur est fixé sur le dispositif à contrôler. Ainsi les utilisateurs seront plus
libres pour passer les commandes diverses (augmenter/diminuer la température du
four par exemple). Le feedback de ces commandes est affiché directement sur l’objet
contrôlé.
5.1.2 Réalisation
5.1.2.1 Choix de la Correspondance entre les Mouvements et les Com-
mandes
Afin de réaliser tous les fonctions conçues pour notre application, il faut au
moins six mouvements volontaires de la tête à regard fixe différents :
— un mouvement pour l’élargissement/le rétrécissement d’une image et le dé-
clenchement/l’arrêt d’une vidéo car ces commandes ressemblent à l’effet de
clique souris sur l’endroit regardé,
— un mouvement pour le contrôle des équipements intelligents qui nécessite
une reconnaissance sur l’information regardée (ou une reconnaissance d’objet
intelligent),
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— deux mouvements pour le raffinement des commandes à passer aux équipe-
ments intelligents (la température du four par exemple),
— un mouvement pour la prise des photos, et
— un mouvement pour la prise de vidéo.
La commande du défilement de la page est déclenchée de manière implicite, donc il
ne demande pas de mouvement de la tête spécifique.
Selon les résultats expérimentaux du test d’utilisabilité d’EyeMusic et les études
documentaires, les hochements (verticaux et horizontaux) et les dodelinements de
la tête sont utilisables par la majorité de participants, et ils sont également les
mouvements préférés des participants. Ainsi on peut décider d’appliquer ces six
mouvements dans le système EyeRecipe.
Figure 5.2 : Diagramme schématique de la correspondance entre les mouvements
de la tête et les commandes de EyeRecipe.
La correspondance entre les mouvements de la tête et les commandes que l’on
envisage dans ce système est illustrée dans la Figure 5.2. On peut supposer que les
utilisateurs d’un tel dispositif s’en servent avant tout pour consulter des recettes et
contrôler des équipements intelligents. On affectera donc les mouvements préférés
(les hochements verticaux de la tête) à ces 2 commandes. Les dodelinements de la
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tête sont appliqués pour les commandes les moins fréquentes car ils sont légèrement
plus fatiguants que les hochements verticaux. En plus, comme les utilisateurs font
beaucoup plus de mouvements verticaux naturels de la tête pendant la cuisine que
pendant la lecture d’une recette sur un écran, il est raisonnable d’attribuer à la
prise des images et des vidéos des mouvements qui ont lieu rarement naturellement
(les dodelinements). Les hochements horizontaux de la tête sont alors affectés aux
raffinements des commandes à passer aux équipements intelligents.
5.1.2.2 Calcul de la Position Relative du Regard par rapport à l’Écran
La position du regard que nous obtenons via l’API de l’eye-tracker est connue
en coordonnées de l’image de la scène. Mais pour les commandes de consultation
de recettes, c’est la position relative du regard par rapport à l’écran qui est utile
(ou plus précisément la position relative du regard par rapport aux seuils prédéfinis
pour le défilement de la page). Comme l’écran est souvent entouré par une bordure
noire qui est facilement détectable à l’aide de fonctions des librairies de traitement
d’images, nous sommes en mesure de transformer les coordonnées du regard sur
l’image de la scène en coordonnées relatives du regard par rapport à l’écran par
la matrice d’homographie grâce aux coordonnées de la bordure noire détectée. On
peut ensuite comparer la coordonnée relative y du regard avec les deux seuils afin
de savoir si la commande du défilement doit être déclenchée.
5.1.2.3 Reconnaissance des Informations Regardées
Pour les fonctions au niveau du contrôle des équipements intelligents, un point
essentiel est de reconnaître l’information regardée pendant le mouvement volontaire
de la tête. Comme l’image de la scène capturée par la caméra frontale peut être
floue surtout pendant les mouvements de la tête, il n’est pas toujours facile de
reconnaître les mots clés en traitant l’image de la scène. En plus, comme l’image de
la scène fournie par l’API de l’eye-tracker possède toujours un point vert superposé
sur l’endroit du regard, il arrive souvent que le mot clé soit complètement caché
par ce point. Du coup, afin de connaître les informations regardées, on ne traite la
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Figure 5.3 : Diagramme schématique pour la capture d’images à traiter par Eye-
Recipe.
capture d’écran qu’une fois le mouvement spécifique détecté, et on ne traite que la
région autour du point du regard détecté pour lequel les coordonnées relatives par
rapport à l’écran sont déjà calculées.
Un exemple du processus est montré dans la Figure 5.3. Le point vert montre
l’emplacement du regard calculé ; la capture d’écran est faite sur la région entourée
par la bordure rouge. Ainsi, le traitement d’images est appliqué sur la Figure 5.4.
Comme cela vient directement de l’écran, la netteté de l’image est garantie et il n’y
a pas de point vert superposé. En plus, on ne s’intéresse qu’à la région à côté de
la position du regard, par rapport au traitement de la capture de plein écran. Le
temps de calcul est en conséquence largement diminué.
Sur l’image à traiter, on applique d’abord le processus d’OCR (Optical Character
Recognition) [75] afin de détecter les mots clés comme par exemple ’◦C ’ et ’min’.
Ce processus est facilement réalisable à l’aide des outils open source comme par
exemple Tesseract [81]. S’il y a plusieurs mots clés détectés sur cette image, on ne
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Figure 5.4 : Image réellement traitée.
prend que celui qui est le plus proche de la position du regard. Ensuite, on prend
le chiffre qui se situe juste devant le mot clé pour compléter la commande. Par
exemple, en appliquant l’OCR sur la Figure 5.4, on est capable de détecter le mot
clé ’◦C ’, et puis on prend le chiffre ’200’ qui est devant le ’◦C ’ pour compléter la
commande ’mettre le four à 200 degrés’. De même, s’il existe ’30 min’ dans l’image à
traiter, on est en mesure de comprendre la commande ’démarrer un chronomètre de
30 minutes’. La distinction des équipements intelligents à contrôler est faite par les
mots clés différents, le ’◦C ’ est lié au four, alors que le ’min’ est lié au chronomètre.
5.1.2.4 Reconnaissance de l’Objet à Contrôler
Grâce aux méthodes de traitement d’images et de reconnaissance de formes,
la reconnaissance de l’objet peut être réalisée en calculant la correspondance entre
l’image de la scène en temps réel avec un dispositif pré-connu d’images enregistrées
à l’avance dans une base de données, comme ce qui est proposé par Bonino et
al. [8]. Puis, à l’aide des coordonnées de l’objet cible sur l’image de la scène, les
coordonnées relatives du regard par rapport à l’objet détecté peuvent être calculées
par la transformation des coordonnées.
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5.1.2.5 Détection des Mouvements Verticaux et Horizontaux de la Tête
à Regard Fixe
Globalement, l’algorithme pour la détection des mouvements verticaux et ho-
rizontaux de la tête à regard fixe d’EyeRecipe est similaire à l’algorithme qu’on a
présenté dans la Section 3.4. On détecte d’abord la bordure noire (ou l’objet intel-
ligent) sur l’image de la scène afin de calculer les coordonnées relatives du regard
par rapport à l’écran (ou l’objet cible). On surveille la variation de la coordonnée y
(ou x) du regard pour trouver les mouvements potentiels et on exclut les autres cas
(les mouvements oculaires purs ou bien la tête et les yeux bougent dans le même
sens) par les variations de la coordonnée relative y (ou x) différentes. La seule mo-
dification est que, dans le système EyeRecipe, on ne fixe plus un seuil sur le rapport
entre la dérivée de la coordonnée relative y (ou x) par rapport à l’écran et la dé-
rivée de la coordonnée y (ou x) sur l’image de la scène, car ce ratio est lié avec la
distance entre l’utilisateur et l’écran et cette distance est plutôt variable lors de la
préparation d’une recette de cuisine. Alternativement, dans le système EyeRecipe,
le THRESHOLD_RATIO est une variable liée avec cette distance, c’est-à-dire la
taille de la bordure (ou la taille de l’objet intelligent détecté) que l’on calcule pour
chaque trame traitée.
5.1.2.6 Détection des Inclinaisons de la Tête à Regard Fixe
Dans le système EyeRecipe, les deux dodelinements de la tête sont utilisés pour
la prise des photos et des vidéos. Il peut alors arriver que, de temps en temps, l’écran
(la bordure noire) n’existe pas sur l’image de la scène pendant ces mouvements. On
ne peut alors plus utiliser la matrice d’homographie calculée par les coordonnées
de la bordure détectée pour obtenir l’angle de rotation en trois dimensions. Celui-
ci est pourtant nécessaire dans l’algorithme décrit dans la Section 3.4. De plus, il
n’y existe pas forcément un objet détectable qui peut servir en tant que référence,
comme la bordure d’écran, car les images et les vidéos peuvent être prises n’importe
où et sur n’importe quoi.
Dans ce cas-là, on décide d’utiliser l’algorithme de l’odométrie visuelle mono-
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culaire qui est une partie essentielle pour la technologie SLAM (Simultaneous Lo-
calization and Mapping) [31, 100]. Pour chaque frame, on extrait un ensemble de
caractéristiques saillantes de l’image (par exemple des points et des lignes), on les
fait correspondre dans des images successives à l’aide de descripteurs invariants, et
puis on récupère le mouvement de la caméra en utilisant la géométrie épipolaire.
Toutes ces étapes peuvent être réalisées à l’aide de fonctions d’OpenCV, et il est
alors possible d’obtenir le mouvement relatif de la caméra avec six degrés de liberté
(3 ddls pour la translation et 3ddls pour la rotation). Grâce à cet algorithme, on
est en mesure d’obtenir l’angle de rotation relatif selon l’axe Z nécessaire à notre
algorithme dans la Section 3.4. On peut alors utiliser les mêmes contraintes pour
détecter les dodelinements de la tête.
5.1.3 Algorithme Global d’EyeRecipe
L’algorithme global du système EyeRecipe est illustré dans la Figure 5.5. Pour
chaque trame, on détecte d’abord la bordure noire de l’écran et les objets intelligents
pré-enregistrés afin de connaître la position relative de l’écran (ou de l’objet cible)
par rapport à l’utilisateur. À l’aide des cordonnées de la bordure noire détectée et
les coordonnées du point du regard sur l’image de la scène, il est possible de calculer
la position relative du regard par rapport à l’écran. Si la coordonnée relative y du
regard a dépassé un des seuils pour le défilement de la page sur plusieurs trames
successives, on déclenche la commande du défilement de la page dans le sens corres-
pondant, sinon on applique l’odométrie visuelle monoculaire afin d’obtenir l’angle
de rotation relative et ainsi détecter les dodelinements de la tête. Les deux dodeli-
nements de la tête sont identifiés en avance, la variation des coordonnées du point
du regard est examinée pour détecter les mouvements verticaux ou horizontaux de
la tête uniquement (s’il n’y a pas de dodelinement de la tête en cours d’après la
variation de l’angle de rotation z). Si l’un des six mouvements volontaires de la tête
à regard fixe est détecté, on déclenche la commande correspondante, sinon on passe
à la trame suivante. La commande correspond au mouvement M42 est illustrée dans
la Figure 5.6, cette commande dépend de l’objet détecté sur l’image de la scène : la
reconnaissance sur l’information regardée si la bordure de l’écran est détectée ; le
108
Chapitre 5. EyeRecipe et EyePay
Figure 5.5 : Vue d’ensemble de l’algorithme principal d’EyeRecipe.
109
Chapitre 5. EyeRecipe et EyePay
déclenchement de l’équipement si un objet intelligent est détecté.
Figure 5.6 : La commande correspond au M42 d’EyeRecipe.
5.1.4 Conclusion de EyeRecipe
L’application EyeRecipe est destinée à aider les utilisateurs pendant le processus
de la cuisine. Ceci est fait en leur fournissant la possibilité d’interagir avec l’écran
sur lequel la recette est affichée et avec les objets intelligents dans l’environnement
sans besoin de libérer leurs mains, grâce aux mouvements volontaires de la tête à
regard fixe. Les commandes implicites et quelques améliorations de nos algorithmes
de détection des mouvements volontaires de la tête à regard fixe sont prévues dans
la réalisation de cette application. Des évaluations approfondies au niveau de la
performance des algorithmes améliorés pourront être menés sur le prototype de
cette application.
5.2 EyePay
Le deuxième scénario proposé est lié au paiement. Cette application est destinée
à aider les utilisateurs lorsqu’ils ont besoin de payer pour acheter un objet ou un
service.
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Afin d’effectuer un paiement, il nous faut soit signer un chèque soit sortir le
portefeuille pour payer par carte ou bien en espèces. Dans tous ces cas, il nous
faut une série de manipulations avec les deux mains et cela peut prendre quelques
minutes afin d’accomplir ce processus. En plus, lorsqu’on a besoin de payer quelque
chose, il arrive souvent que les deux mains sont occupées par ce qu’on achète ; ainsi
la complexité de ce processus est à nouveau élevée. Donc la création d’une nouvelle
façon de paiement ’mains libres’ peut s’avérer intéressante.
5.2.1 Paiement Rapide sans Besoin de Libérer les Mains
Actuellement en Chine, on commence déjà à abandonner les modalités de paie-
ment traditionnelles ; plusieurs applications de paiement sont créées en remplace-
ment (WeChat Pay et Alipay, par exemple). Le paiement peut être effectué en
scannant le code à deux dimensions du commerçant (ou du particulier), puis en
entrant le montant à payer et puis, en confirmant le paiement. Cette méthode a
beaucoup facilité la vie de tous en diminuant le nombre d’objets qu’on a besoin de
prendre en sortant ; il suffit de mettre la téléphone portable dans la poche. Mais le
problème lié à l’occupation des mains n’est toujours pas réglé.
Basé sur ces applications de paiement existantes, nous pouvons libérer les mains
en utilisant le couplage entre l’eye-tracking et les mouvements volontaires de la tête
à regard fixe. Lors d’un paiement, le commerçant affiche un code à deux dimensions
qui contient 2 parties d’informations : l’identité du commerçant et le montant à
payer. L’utilisateur pourra réaliser ce paiement en effectuant un mouvement volon-
taire de la tête spécifique avec le regard fixé sur ce code. Dans ce cas-là, le paiement
devient beaucoup plus rapide et pratique.
5.2.2 Entrée de Code Privé par le regard
Actuellement, pour le paiement d’un montant élevé, l’utilisateur a souvent be-
soins d’entrer un code personnel afin de garantir la sécurité du paiement. Mais
ce code privé peut être dérobé par les voleurs qu’il soit tapé sur le clavier de la
machine de paiement ou bien sur l’écran tactile d’un téléphone portable. A l’aide
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d’un eye-tracker, il est possible d’entrer ce code par le regard. Comme le regard est
beaucoup plus discret que ne le sont les doigts sur un clavier, les voleurs ne peuvent
pas détecter le code de l’utilisateur entré par le mouvement des yeux, la sécurité
est ainsi bien mieux assurée.
5.2.3 Scanlib Version Eye-tracker
D’ailleurs, la fonction du système EyePay peut ne pas se limiter au paiement
d’un montant fixe à un commerçant ou un particulier ; il pourrait remplacer complè-
tement la fonction de caisse dans les supermarchés. Normalement les marchandises
dans les supermarchés sont identifiées par un code-barre collé sur le paquet. En
détectant ce code-barre on est en mesure de connaître le prix de ce produit. Ac-
tuellement, dans certains supermarchés (Carrefour par exemple), il existe un type
de machine spécifique appelé Scanlib. En scannant le code-barre des produits qu’ils
ont envie d’acheter, les utilisateurs peuvent payer directement en sortant du su-
permarché à une caisse spécifique. Ainsi, le client n’a plus besoin de sortir tous
les produits et de les remettre dans le chariot afin de connaître la somme totale
qu’il doit. Mais Scanlib est un dispositif qui occupe une main. Parfois il n’est pas
pratique de scanner le code-barre si le produit est grand ou lourd. En plus l’uti-
lisateur a toujours besoin de faire la queue pour payer en sortant (bien que ce ne
soit pas la même queue que les gens qui n’utilisent pas cette machine). Ces deux
problèmes peuvent être résolus grâce au système EyePay. À l’aide d’un eye-tracker
porté sur la tête équipée d’une caméra frontale, l’utilisateur est en mesure de scan-
ner le code-barre du produit qu’il a envie d’acheter en effectuant un mouvement
volontaire de la tête avec le regard fixé sur celui-ci. Les deux mains sont toujours
disponibles pour prendre la marchandise. En plus, le processus du paiement peut
être fait directement lors du scan du code-barre ; l’utilisateur peut ainsi éviter de
faire la queue en sortant.
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5.2.4 Affectation des Commandes
Il y a principalement 3 catégories de fonctions pour le scénario d’application
EyePay :
— scanner un code-barre dans les supermarchés (sans paiement),
— confirmer un paiement (à la fin de l’achat à l’aide d’un code à deux dimen-
sions affiché ou lors de la prise d’un marchandise), et
— entrer le code privé.
La dernière commande peut être réalisée à l’aide d’un mouvement volontaire
des yeux (prédéfini par l’utilisateur), donc 2 mouvements volontaires de la tête à
regard fixe suffisent pour cette application. Comme les hochements verticaux de la
tête sont moins fatiguants et qu’ils sont les mouvements préférés par les participants
d’après l’expérience d’EyeMusic, nous décidons d’affecter ces deux mouvements à
EyePay. De plus, pour les utilisateurs qui sont plus à l’aise avec les autres mouve-
ments, ils pourraient personnaliser cette application en choisissant par eux-même
la correspondance entre les mouvements et les commandes.
5.2.5 Conclusion de EyePay
Le système EyePay est destiné à permettre aux gens d’effectuer des paiements
de manière rapide uniquement par le regard et les mouvements de la tête. En plus,
la fonction ’entrée de code privé par le regard’ peut assurer une meilleure sécurité de
l’utilisateur lors d’un paiement. Cette application pourrait être utile pour le grand
public.
5.3 Conclusion du Chapitre
Dans ce chapitre, nous avons présenté deux autres scénarios d’application conçus
(EyeRecipe et EyePay) qui reposent sur les mêmes principes de commande que
EyeMusic (les mouvements volontaires de la tête à regard fixe). Nous avons en par-
ticulier présenté la réalisation d’EyeRecipe qui est une application liée à la cuisine.
Les commandes implicites et quelques améliorations de nos algorithmes de détec-
tion des mouvements volontaires de la tête à regard fixe sont intégrées dans cette
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application afin de fluidifier l’interaction. Ces deux applications sont utiles pour
une cible beaucoup plus large qu’EyeMusic et elles peuvent être des applications à
usage quotidien pour certains utilisateurs. Le développement et les évaluations de
ces deux applications pourront être menés dans des travaux ultérieurs afin d’ap-
profondir la potentialité de l’eye-tracking dans le domaine de l’IHM en tant que
modalité d’entrée. La conclusion et les perspectives de nos travaux seront présen-
tées dans le chapitre qui suit.
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Conclusion et perspectives
6.1 Travaux Réalisés
Dans cette thèse, nous avons mené une étude documentaire approfondie sur l’uti-
lisation de l’eye-tracking pour l’interaction homme-machine en tant que modalité
d’entrée. Nous avons étudié les applications proposées par les chercheurs, y compris
les applications servant à faciliter la vie des personnes à mobilité réduite, les interac-
tions avec un écran d’ordinateur utilisable pour tous, les applications mobiles pour
contrôler des objets intelligents, et les interactions externes diverses, afin de nous
en inspirer pour la conception de nos propres scénarios. Puis, nous avons examiné
les problèmes et les difficultés rencontrés dans ce domaine. Nous avons constaté que
l’eye-tracking ne disposait pas de méthodes pour le déclenchement des commandes,
ce qui restreint grandement son intérêt surtout au niveau de la vitesse. Nous avons
ensuite étudié les solutions envisageables proposées (mouvements volontaires des
yeux, poursuite lisse, couplage avec un autre dispositif, etc).
En comparant les solutions proposées par les chercheurs sous plusieurs aspects,
nous avons proposé de coupler l’eye-tracking avec les mouvements volontaires de
la tête à regard fixe pour déclencher des commandes diverses, et pour fluidifier les
interactions avec des objets dans l’environnement physique. Nous avons en parti-
culier proposé un algorithme pour la détection de 6 mouvements volontaires de la
tête à regard fixe différents (2 hochements verticaux, 2 hochement horizontaux et
2 dodelinements de la tête) en traitant uniquement les images de la scène avec le
point du regard superposé capturées par un eye-tracker porté sur la tête et équipé
d’une caméra de scène.
Pour tester la performance de notre algorithme de détection des mouvements vo-
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lontaires de la tête à regard fixe, et l’acceptation du déclenchement des commandes
par ces mouvements lorsque les deux mains de l’utilisateur sont occupées par une
autre activité, nous avons effectué des expériences sur une application originale
conçue pour montrer la potentialité de l’eye-tracking dans le domaine de l’IHM :
EyeMusic. EyeMusic est une application expérimentale visant à aider les débutants
lorsqu’ils apprennent à lire des partitions musicales. A l’aide des mouvements vo-
lontaires de la tête à regard fixe et de l’eye-tracking, les utilisateurs peuvent se
concentrer sur la partition sans perturbation pour écouter les notes d’une mesure
spécifique. Pour cela, ils n’ont pas besoin de relâcher leurs mains occupées par leur
instrument de musique. De plus, aucun appareil supplémentaire autre qu’un eye-
tracker porté sur la tête équipé d’une caméra de scène n’est nécessaire pour cette
application.
Nous avons effectué des tests d’utilisabilité approfondis du prototype de notre
application EyeMusic avec 41 personnes. Le taux de réussite moyen est de 70%,
bien que ceci est partiellement influencé par la conception des mouvements et la
performance de l’eye-tracker utilisé :
— certains participants avaient du mal à fixer leur regard sur le cible pour
certains des mouvements volontaires de la tête que nous avons utilisés dans
cette application,
— parfois la performance de l’eye-tracker utilisé n’était pas satisfaisante.
La performance de notre algorithme de détection des mouvements volontaires de
la tête à regard fixe est de 85%, et il n’y avait pas de différence significative entre
la performance de chaque mouvement volontaire de la tête testé. La note moyenne
de SUS est 77,2, ce qui est supérieur à la moyenne pour tous les produits testés
(70), malgré le fait que nous avions une mauvaise contribution au score global pour
la première question (”Je pense que je vais utiliser ce service fréquemment”). En
effet, certains des participants n’étaient pas de vrais débutants de la musique et ce
n’est pas une application destinée à un usage quotidien. Le score SUS moyen pour
les participants qui ne possèdent aucune connaissance de la notation musicale est
80,2. De plus, selon le questionnaire post-test, 79,5% des participants ont indiqué
que cette application leur serait utile pour leur processus d’apprentissage de la
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musique.
Dans cette thèse, nous avons également conçu deux autres scénarios (le EyeRe-
cipe et le EyePay) dans lesquels l’eye-tracking et les mouvements volontaires de la
tête à regard fixe sont utilisés pour faciliter les interactions. L’application EyeRe-
cipe est destinée à aider les utilisateurs qui essayent de préparer un plat cuisiné à
l’aide d’une recette qu’ils ont trouvée sur Internet ou bien qu’ils ont envie de par-
tager avec les autres. Ceci est fait en leur fournissant la possibilité d’interagir avec
l’écran, les objets intelligents dans l’environnement et la caméra de scène située en
face de l’eye-tracker porté sur la tête par le regard et les mouvements volontaires de
la tête à regard fixe sans besoin de libérer les mains. Le système EyePay est destiné
à permettre aux gens d’effectuer des paiements de manière rapide uniquement par
le regard et les mouvements de la tête. Ces deux applications pourraient être utiles
pour un public cible beaucoup plus large qu’EyeMusic, et elles peuvent devenir des
applications à usage quotidien pour certains utilisateurs. Les commandes implicites
et quelques améliorations de notre algorithme de détection des mouvements volon-
taires de la tête à regard fixe sont prévues dans la réalisation de ces applications.
6.2 Contributions
Nos contributions principales sont les suivantes :
— Nous avons comparé les avantages et les inconvénients des différentes solu-
tions proposées par les chercheurs pour répondre au problème du déclenche-
ment des commandes. Nous avons découvert que le couplage de l’eye-tracking
et du mouvement de la tête à regard fixe (mouvement de la tête volontaire
avec le regard fixé sur le même point) possède des avantages indéniables par
rapport aux autres solutions. Cela mérite donc d’approfondir les recherches
afin de faire progresser l’application de l’eye-tracking dans le domaine de
l’IHM.
— Nous avons proposé un nouvel algorithme pour la détection des mouvements
de la tête à regard fixe en utilisant uniquement des images de la scène avec
le point du regard superposé fournies par l’eye-tracker équipé d’une caméra
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frontale. Nous montrons qu’il peut être plus efficace que les algorithmes
existants et qu’il permet d’interagir avec des objets de l’environnement réel.
— Nous avons mis en évidence un cas d’usage dans lequel l’eye-tracking apporte
une réelle plus-value par rapport à d’autres dispositifs d’interaction dans le
contexte d’apprentissage de la lecture d’une partition de musique. Dans ce
système, que nous avons appelé EyeMusic, nous avons appliqué le couplage
de l’eye-tracking et la détection du mouvement de la tête à regard fixe afin de
fluidifier l’interaction. En plus, nous avons développé un premier prototype
de celui-ci en utilisant notre algorithme de détection des mouvements de la
tête à regard fixe proposé.
— Nous avons évalué la performance de notre algorithme et la faisabilité de cette
approche à travers un test d’utilisabilité intensif sur le premier prototype
d’EyeMusic avec 41 participants.
— Le système proposé n’est pas spécifique à l’application développée, et nous
avons décrit d’autres scénarios d’application de notre prototype.
6.3 Perspectives
Plusieurs travaux pourront être menés dans le futur.
Au niveau de l’application EyeMusic, malgré ces résultats encourageants, de
nombreuses améliorations peuvent encore être apportées pour baisser le taux d’er-
reurs de notre algorithme de détection des mouvements volontaires de la tête à
regard fixe, pour rendre le déclenchement des commandes par ces mouvements plus
fiable et pour améliorer l’expérience des utilisateurs. Une idée est d’éviter la ré-
pétition du processus de calibrage de l’eye-tracker en enregistrant les paramètres
du regard de chaque participant dans un fichier de configuration spécifique. Nous
pouvons ajuster le seuil au niveau de la durée de chaque mouvement ou le défi-
nir comme une variable adaptative capable de s’adapter aux habitudes de chaque
utilisateur. De plus, il serait intéressant de re-concevoir cette application :
— en ajoutant quelques nouvelles commandes proposées par les participants
pendant le test pour enrichir les fonctionnalités de notre application,
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— en considérant moins de mouvements volontaires de la tête à regard fixe pour
améliorer la performance de la détection,
— en modifiant la correspondance entre les mouvements et les commandes
d’après la compatibilité de chaque mouvement.
Un deuxième test plus concentré sur l’utilité de cette application sur de vrais dé-
butants de la musique pourrait être mené pour évaluer cette application de manière
plus complète.
Pour le moment, cette application ne fonctionne que pour les partitions enregis-
trées dans une base de données. Cependant, avec un algorithme de la reconnaissance
de la musique (OMR) suffisamment performant, cette application pourra fonction-
ner pour n’importe quelle partition. De plus, en analysant le regard de l’utilisateur
lors de la lecture des partitions, il sera peut-être possible de prédire si l’utilisateur
a rencontré des difficultés et a besoin d’assistance, ce qui permettrait un compor-
tement pro-actif (les commandes seraient déclenchées implicitement pour assister
l’apprentissage au bon moment).
Pour les deux autres scénarios d’application (EyeRecipe et EyePay), le déve-
loppement et les évaluations pourront être menés dans des travaux ultérieurs afin
d’approfondir la potentialité de l’eye-tracking dans le domaine de l’IHM en tant
que modalité d’entrée.
Enfin, le domaine d’application de cet algorithme de détection des mouvements
volontaires de la tête à regard fixe ne se limite pas à ces trois applications. En com-
binant la technique de la reconnaissance des formes ou en ajoutant des marqueurs à
côté de chaque objet intelligent, cet algorithme peut nous permettre d’interagir avec
tous les objets physiques connectés dans l’environnement à distance avec les deux
mains libres par les mouvements volontaires de la tête à regard fixe. Par exemple,
l’utilisateur pourrait allumer ou éteindre la lumière à distance en faisant un mou-
vement spécifique de la tête lorsque son regard est fixé sur la lampe, il pourrait
modifier le canal ou le volume de la télévision par les mouvements de la tête lorsque
ses deux mains sont prises par une autre activité, etc.
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Annexe A
Annexe Relative à l’Evaluation
de EyeMusic
A.1 Présentation Générale d’EyeMusic
Ce qu’on va faire aujourd’hui est un test d’utilisabilité du 1er prototype d’une
application qui s’appelle EyeMusic.
EyeMusic est un système d’apprentissage de la musique capable de jouer les
notes d’une mesure d’une partition musicale que l’utilisateur supposé débutant dans
son apprentissage n’arrive pas à appréhender. Lorsque l’utilisateur rencontre une
difficulté dans la lecture d’une partition, par un simple mouvement de la tête il
pourra déclencher le feedback audio de la mesure qu’il fixe du regard.
L’équipement qu’on utilise est un eye-tracker sous la forme d’une paire de lu-
nettes. Sur cet eye-tracker, deux caméras internes filment le mouvement des yeux
afin de calculer la direction du regard, et une 3ème caméra, située devant les lu-
nettes, capture l’image de la scène regardée.
Annexe A. Annexe Relative à l’Evaluation de EyeMusic
A.2 Formulaire de Consentement
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A.3 Post-test Questionnaire
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A.4 SUS : System Usability Scale
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A.5 Fiche de Recueil pour l’Evaluation du Prototype
EyeMusic
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A.6 Participation à l’Evaluation du Prototype EyeMu-
sic
Les sujets au fond gris sont les volontaires qui étaient incapables de participer à notre expé-
rience.
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