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Abstract 
Let (R, W, k) be a regular local ring in which two is a unit and let A = R/J, where J is a five 
generated grade four perfect ideal in R. We prove that the Poincark series 
P:(z) = CEO dimk Tort(M, k) i z IS a rational function for all finitely generated A-modules M. 
We also prove that the Eisenbud conjecture holds for A, that is, if M is an A-module whose Betti 
numbers are bounded. then the minimal resolution of M by free A-modules is eventually 
periodic of period at most two. 
0. Introduction 
Let A be a quotient of a regular local ring (R,YX, k). If any of the following 
conditions hold: 
(a) codimA I 3, or 
(b) codim A = 4 and A is Gorenstein, or 
(c) A is one link from a complete intersection, or 
(d) A is two links from a complete intersection and A is Gorenstein, 
then it has been shown in [4] and [8] that all of the following conclusions hold: 
(1) 
(2) 
The PoincarC series P?(z) = cIp”,O dimk Tor”(k, M)z’ is a rational function for 
all finitely generated A-modules M. 
If R contains the field of rational numbers, then the Herzog Conjecture [14] 
holds for the ring A. That is, the cotangent modules T(A/R, A) vanish for all 
large i if and only if A is a complete intersection. 
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(3) The Eisenbud Conjecture [lo] holds for the ring A. That is, if M is a finitely 
generated A-module whose Betti numbers are bounded, then the minimal 
resolution of M eventually becomes periodic of period at most two. 
In the present paper we prove that conclusions (l)-(3) all hold in the presence of 
hypothesis 
(e) A is an almost complete intersection of codimension four in which two is a unit. 
In each of the cases (a)-(e), there are three steps to the process: 
(i) one proves that the minimal R-resolution of A is a DG-algebra; 
(ii) one classifies the Tor-algebras Tort(A, k); and 
(iii) one completes the proof of (l)-(3). 
For hypothesis (e), step (i) was begun in [ 191 and [20], and was completed in [ 181; step 
(ii) was carried out in [17]; and step (iii) is contained in the present paper. 
In the following section by section description of the paper, let (R, %rI, k) be a regular 
local ring and (A, m, k) be the quotient R/J, where J is a grade four almost complete 
intersection ideal in R. Section 1 is a review of the classification of the Tor-algebras 
To&A, k). Many of the results in this paper are obtained by proving that the 
appropriate DGZ-algebra is Golod. The definition and properties of Golod algebras 
may be found in Section 2. We compute the Poincare series P,“(z) in Section 3. In 
Section 4, we apply a new result (Theorem 4.1) due to Avramov, in order to prove that 
the Poincare series P:(z) is rational for all finitely generated A-modules M. The 
growth of the Betti numbers of M is investigated in Section 5. The proof, in [8], that 
property (1) holds in the presence of any of conditions (a)-(d), depends on proving 
that there is a Golod homomorphism C +A from a complete intersection C onto A. In 
Section 6 we observe that while the technique of [S] applies to most codimension four 
almost complete intersections A, there do exist A for which it does not apply. It 
follows that the generalization in Theorem 4.1 of the technique from [S] is essential to 
the completion of this paper. 
In this paper “ring” means commutative noetherian ring with one. The grade of 
a proper ideal I in a ring R is the length of the longest regular sequence on R in I. The 
ideal I of R is called perfect if the grade of I is equal to the projective dimension of the 
R-module R/Z. A grade g ideal Z is called a complete intersection if it can be generated 
by g generators. Complete intersection ideals are necessarily perfect. The grade g ideal 
Z is called an almost complete intersection if it is a perfect ideal which is not a complete 
intersection and which can be generated by g + 1 generators. We use the concepts 
“graded k-algebra ” “trivial module”, and “trivial extension” in the usual manner; see , 
[17]. If S, is a divided power algebra, then S,(x) represents a divided power 
extension of S,. The algebra (S, = & t 0 Si, d) is a DGT-algebra if 
(a) the multiplication Si x Sj + Si+j is graded-commutative (sisj = ( - l)‘jsjsi for 
sk E Sk and SiSi = 0 for i odd) and associative, 
(b) the differential d: Si + Si_ 1 satisfies d(SiSj) = d(si)sj + ( - l)‘sid(sj), 
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(c) for each homogeneous element s in S, of positive even degree, there is an 
associated sequence of elements s(O), s(l), s@), . . . which satisfies s(O) = 1, s(i) = s, 
deg sck) = k deg s, as well as a list of other axioms (see [13, Definition 1.7.1]), and 
(d) d(sck’) = (ds)s (k ‘) for each homogeneous s E S, of positive even degree. 
1. The classification of the Tor-algebras 
If k is any field, then let A-F* be the DGT-algebras over k which are defined in 
Table 1. Further numerical information about (and alternate descriptions of) these 
algebras may be found in [17]. (Table 1 and [17] define the same algebras 
S, = A, . . . ,F* in all cases, except when char k = 2 and S, = F*. All of the results in 
[17] and almost all of the results in the present paper assume char k # 2; conse- 
quently, one may use either definition of F* in these places. However, the correct 
definition of F* is given in Table 1; see Example 3.4.) 
The following result is an extension of the main result in [ 171. The new information 
is the observation that all of the Betti numbers of the R-module R/J are determined by 
the form of S, together with the Cohen-Macaulay type of R/J. 
Theorem 1.1. Let (R, YJI, k) be a local ring in which 2 is a unit. Assume that every element 
of k has a square root in k. Let J be a grade four almost complete intersection ideal in R, 
and let T, be the graded k-algebra Tort(R/J, k). Then there is a parameter p, q, or 
r which satisfies 
0 up, 2 I q < 3, and 2 <r _< 5, 
an algebra S, from the list 
(1.1) 
A, BCpl, CCPI, Cc2’, C”, DCPI, DC’), ECPI, Ecq), FCPI, F”‘, F*, 
and a positively graded vector space W such that, T, is isomorphic (as a graded 
k-algebra) to the trivial extension S,rx Wof S, by the trivial S.-module W. Furthermore, 
W is completely determined by dimk T, together with the subalgebra k [ TI] of T,. In 
particular, ifdimk T, = t, then dimk T3 = dimk T, + t - 4, where dimk T2 is given in the 
following table. 
kCT,l dimk T2 
Arxk( - 1) t+6 
B CO1 t+7 
cc01 t+7 
D CO1 t+8 
E PI t+9 
FCOI t + 10 
(1.2) 
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Remark. The classification of k [ T,] and the chart which relates dim Tz and dim T4 
both remain valid, even if k is not closed under the square root operation. 
Proof. In light of [17], it suffices to verify the table which gives dimk Tz in terms oft. 
Let S be any four-dimensional subspace of T, . Lemma 3.9 of [lS] uses a linkage 
argument to produce vector spaces L, and L3, and a linear transformation 
j?x : L3 + k4 such that 
(a) Tz=S2@LI, 
(b) T, = ker p3, 
(c) dimk L, = dim, L3, and 
(d) dimkS3 = 4 - rankE3. 
A quick calculation yields 
dim, T, = dim, T, + dim,S2 - dim,S3 + 4. 
Let S be the subspace (xi, x2, x3,x4) of T,. The following table completes the proof. 
kCT,l dimkS2 dim, S 3 
Arxk( - 1) 6 4 
BCOI 6 3 
C PI 5 2 
D CO1 6 2 
E PI 6 1 
P WI 6 0 0 
We conclude this section by identifying the Tor-algebras from Table 1 which 
correspond to hypersurface sections. The proof of Proposition 1.2 follows the proof of 
(3.3) and (3.4) in [4]; it does not use the classification from [17]. On the other hand, the 
proof of Observation 1.3 does use [17]; the chief significance of this result is that it 
shows that if the Tor-algebra T, has the form C*rx W, then W must be zero. 
Proposition 1.2. Let J be a gradefour almost complete intersection ideal in the local ring 
(R, 9X, k). Let T, = Tort(R/J, k) and t = dimk T4. The following statements are equiva- 
lent. 
(a) 
(b) 
(4 
The ideal J is a hypersurface section; that is, there exists an ideal J’ E R and an 
element a E R, such that a is regular on R/J’ and J = (J’, a). 
There is a nonzero element h in TI such that T, is afree module over the subalgebra 
k(h >. 
The algebra T. is isomorphic to B[t], C[t], or C*. 
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Table 1 
The definition of the algebras A-F*. Each k-algebra S. = @;‘=, S, is a DGT-algebra with So = k and 
di = dim,.??,. Select bases {xi} for S,, {Yi} for Sz, {zi} for S 3, and { wi} for Sq. View S, as the direct sum 
S’; OS:. Every product of basis vectors which is not listed has been set equal to zero. The parameters p, q, 
and r satisfy (1.1). The differential in S. is identically zero. 
s. dl dz d, da s,xs~ SlXS,XS, s, x.7; s,xs, (2) S2 
A 
B[PI 
CCPI 
CO’ 
C* 
DCPI 
,,‘2’ 
ECPI 
E’4’ 
FCPI 
F”’ 
F* 
Key 
(4 
(a’) 
W 
@‘I 
(4 
6’) 
(4 
Cd’) 
(d 
k) 
k’) 
(h) 
@‘I 
6) 
(i’) 
6) 
4 6 4 0 (a) (a’) 0 0 
5 pt7 2p + 3 p (b) with I = p (b’) with I = 2p (g) k’) 
5 p-t7 2p + 3 p (c) with 1 = p (c’) with I = 2p (g) (is’) 
5 8 7 1 (c) with I = 1 (c’) with I = 4 (h) (h’) 
withj=2 withj=2 
5 9 7 2 (c) with I = 2 (c’) with I = 4 (i) 0’) 
5 pf8 2p + 2 p (d) with 1 = p (d’) with 1= 2p (g) (g’) 
5 9 6 1 (d) with I = 1 (d’)with1=4 (h) (h’) 
with j = 2 withj=2 
5 p+9 2p + 1 p (e) with I = p (e’) with I = 2p (g) (8’) 
5 10 2q + 1 1 (e) with I = 1 (e’) with I = 2q (h) (h’) 
withj=q with j = q 
5 p+lO 2p p (f) with I = p 0 (g) (9’) 
5 11 2r 1 (f) with I = 1 0 (h) (h’) 
with j = r withj=r 
5 12 10 2 (f) with I = 2 0 (h) (h’) 
withj=5 with j = 5 
x,xz=YI,xIx3=Y2,x~x~=Y3,x2x~=y4,X~X~=y5,X~X~=Y~. 
X1X2X3 = Z1, X1X2X4 = Z2, X1X3X4 = Z3, X2X3X4 = Zq. 
0’) 
0 
0 
0 
0 
0 
0 
(j) 
-y1-y2 = Y1+1. x1x3 = Y,+z, XIX4 = Y1+3, x1x5 = Yl,4, x2x3 = Y1+5, X2X& = Y,+,, x3x4 = Y1+7. 
xIx2,~3 = zl+l. x1xZx4 = zt+2, xlx3x., = 2lf3. 
XIX2 = Yl+l> XIX3 = Yl-tZ> XIX4 = Y,+3, XIX5 = Yl,,, x2x3 = Y1+5, x2x4 = Ylf.5. x2x5 = Yf,,. 
-~l.~Zxj = zl+l, xIxZx4 = z1+2, xIx2x5 = zl+3. 
XIX2 = Y1+1, x1x3 = Y1+2, x1x4 = Yr+,. XIX5 = Y1+4, .x2x3 = Y1+5, x2x4 = Yl,,, x2x5 = Y1+7, 
x3x4 = Yl+S. 
x1x2x3 = Zl+I. x1x2x4 = Zlf2. 
x1x2 = Yl+l> x1x3 = Yl+Z, x1x4 = Y1+3, x1x5 = .“I+41 x2x3 = Yl+5, x2.%4 = Yf+6, x2x5 = Y1+7, 
x3x4 = Y1+s, x3x5 = Y1+9. 
x1x2x3 = zl+l. 
XIX2 = Yl+I> x1x3 = Ylf2, XIX4 = Y1+3r XIX5 = Yl,,, x2x3 = Yl,,, x2x4 = y1+6, x2x5 = yt+7, 
x3x4 = Y1+s. x3x5 = Y,+9, x4x5 = Yl,,,. 
x,yi=z,forl$i<p. 
x,z,+,=wiforl%i<p. 
xiyl = z, for 1 I i 5 j. 
xiz,+, = w1 for 1 5 i 2 j. 
XIYl = z1, XIY2 = z2> X2Yl = z3, X3Y2 = 2.4. 
x,x2y,= WI, XlXZY2 = w2. 
YIY, = Wl> Yi2’ = w2. 
Proof. (a) d(c) The element a is regular on R; consequently, J’ is a grade three 
almost complete intersection. Such ideals have been classified by Buchsbaum and 
Eisenbud [9, Proposition 5.31. The computation of Ti = Tort(R/J’,k) and T, = 
TL Ok Torl(R/(a), k) follows quickly. Indeed, it is clear that t is equal to dim, T;; thus, 
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in the language of [S, Theorem 2.11, we have 
i 
H(3, 2) if t = 2 C* if t=2 
T; = TE, if t 2 3 is odd, and T, = B[t] if t 2 3 is odd, 
H(3, 0) if t 2 4 is even, C[t] if t 2 4 is even. 
(c) + (b) It is obvious that each of the three listed algebras is a free module over 
the subalgebra k(x,). 
(b) *(a) Let $ represent the composition J + J/mJ 3 TI , and select an element 
a EJ such that a is a regular element of R and cl/(a) = h. Avramov [4] has proved that 
J/(a) is a grade three almost complete intersection ideal in R/(a). The structure 
theorem of Buchsbaum and Eisenbud [9] produces the required grade three almost 
complete intersection J’ in R. 0 
Observation 1.3. If the notation and hypotheses of Theorem 1.1 are adopted, then the 
following statements are equivalent. 
(a) The algebra T, is isomorphic to C*rx Wfor some trivial C*-module W. 
(b) There exist elements aI ,a2 E R and a three generated, grade two perfect ideal 
J’ E R such that a,, a2 is a regular sequence on R/J’ and J = (J’, aI, a2). 
Furthermore, if the above conditions hold, then W = 0. 
Proof. A straightforward calculation shows that if condition (b) holds, then T, = C*. 
On the other hand, if statement (a) holds, then Table 4.13 and Lemma 4.14 in [17] 
show that cases two and three are not relevant; and hence, case one applies. It follows 
that J is equal to K: I for complete intersection ideals K and I with 
K+!MZ 
dimk ___ 
( 1 9JIz 
= 2. 
It is not difficult to show (see, for example, [S, Section 31) that J has the form 
of(b). 0 
2. Golod DGT-algebras 
Many of the theorems in Sections 3 and 5 are proved by showing that certain 
DGT-algebras are Golod. In the present section we collect the necessary definitions 
and facts about Golod algebras; most of this information may be found in [3] or [S]. 
Notation 2.1. Let (P = oi 2 0 Pi,d) be a DGT-algebra with (P,, m, k) a local ring 
and H,(P) = k. Assume that Pi is a finitely generated P,-module for all i. Let Z(P), 
B(P), and H(P) represent the cycles, boundaries, and homology of P, respectively. Let 
P 
8’P+m@(@i>rPi)= 
k 
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be a fixed augmentation. The complex map E (where k is viewed as a complex 
concentrated in degree zero) induces augmentations E: H(P) + H(k) = k and 
E : Z(P) + Z(k) = k. Let I- represent the kernel of the augmentation map; in particu- 
lar, IP = m 0 (@i 2 1 Pi), Iff(P) = @i 2 1 Hi(P), and IZ(P) = m 0 (@i 2 1 Zi(P)). 
Definition 2.2. Adopt the notation of 2.1. A (possibly infinite) subset Y of homogene- 
ous elements of IH(P) is said to admit a trivial Massey operation if there exists 
a function y defined on the set of finite sequences of elements of Y’ (with repetitions) 
taking values in IP, subject to the following conditions. 
(1) If h is in Y’, then y(h) is a cycle in Z(P) which represents h in H(P). 
(2) If h 1, . , h, are elements of 9, then 
n-1 
dr(h 1, ... ,hn) = 1 Y(hl, ... ,hj)y(hj+l, ... ,hn), 
j=l 
where ti = ( - l)“‘+‘a for UEP,. 
Definition 2.3. Adopt the notation of 2.1. If every set of homogeneous elements of 
ZH(P) admits a trivial Massey operation, then P is a Golod algebra. 
If S, is a graded k-algebra, then the Poincare series of k over S, is defined to be 
P,_(z) = P&(z) = f 1 dim,Tor;,‘(k, k) zi. 
i=O ( 
(2.1) 
p+q=i 1 
(More discussion of the bigraded module To?*(k, k) may be found at the beginning 
of [2] or [lS].) 
Theorem 2.4 [3, Theorem 2.31. If the notation of 2.1 is adopted, then the following 
statements are equivalent. 
(1) The DGT-algebra P is Golod. 
(2) The Poincure series Pp(z) is equal to (1 - z ~,p”_l dim,Hi(P)zi)-‘. 0 
Lemma 2.5 [S, Lemma 5.73. Adopt the notation of 2.1. If there exists a PO-module 
V contained in ZP with ZZ(P) G V + B(P) and V2 s dV, then P is a Golod ulge- 
bra. 0 
The next result is a modified version of Example 5.9 in [S]. 
Corollary 2.6. Let (S,, d) be a DGT-algebra which satisfies the hypotheses of 2.1 with 
So = k and d identically zero. Suppose that there exist linearly independent elements 
Xl, “. > x, in S1 and an integer r, with 1 I r I m + 1, such that S, = ErxL, where 
(a) E = @yCo Ei is th e exterior algebra K(@,T1 kxi), 
(W E = E/E,+ I, 
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Cc) L = @i 2 1 Li is 
DGT-algebra P = S,( X i, . . ,X,; dXi = Xi) is a Golod algebra. 
Proof. If N is a subspace of the vector space P, then let N(X) represent the subspace 
(2.2) 
of the vector space P(X1, . , X,). Define V to be the subspace (E,@ L)(X) of P. 
The hypothesis ensures that V2 = 0. If ZE 12(P), then z = v + u for some VE V and 
some UE( @lit E,)(X). Apply the differential d to the cycle z in order to see that 
du = - dvE(E(X)) n (L(X)) = 0. 
It follows that u is a cycle in P. The complex E(X) of P is a homomorphic image of 
the acyclic complex E(X); therefore, ued((ali E,)(X)), IZ(P) E I/ + B(P), and 
the proof is complete by Lemma 2.5. 0 
Example 2.7. Let S, be one of the k-algebras from Table 1 and let W = oi 2 1 Wi be 
a trivial S.-module with dimk w < cc for all i. If P is the divided polynomial algebra 
defined below, then the DGT-algebra P @ S. (S,rx W) is a Golod algebra. 
S. P 
C[p], CQ’, c* S.(X,, Xz; 4Xi) = x,> 
A> Blpl, Dlpl. D (*‘, E[p], Etq' S.(X,, X2. X,; d(X-j) = x,) 
F[pl, F > , (2) F’3’ ,714’ S.(X,, Xz. X3, XL d(Xi) = xc> 
FC5’, or F* with chark = 2 S.(X,, X,> X,, X,, X,: 4X,)=x,) 
F* with char k # 2 S.(XI, X,, X3, X,> X,, Y,; 4X,)=x,, ~(Y,)=Y,) 
Proof. We first assume that S, # F*, or else that S, = F* and char k = 2. Let m and 
r be the integers given in the following table. 
s. m r 
C[p], P’, C” 2 3 
A, BCpl, DCpl, Dc2), E[p], Ec4) 3 3 
FCPI, F (2) , F’3’ > F(4) 4 2 
Fc5), or F* with char k = 2 5 2 
(2.31 
For S, # F*, the result follows directly from Corollary 2.6. If S, = F* and 
char k = 2, then Corollary 2.6 does not apply because y, and y, are in L but y i y, # 0. 
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On the other hand, 
y,y,x1”“X:“” . . . ,?5) = xlz&+~z) . . x:as) 
= d(Z&1+1)X~2) . . . Xy5)) E dV, 
A slight modification of Corollary 2.6 yields the result. 
We now take S, to be F* with char k # 2. Let P’ = POs.(S,txW), and let Mi, 
M, and N be the subspaces 
M, = (~,x~,x~,x~,x~,x~,YI), 
Mz = (~,x~,xz,x~,x~,x~,Y~,Y~, . . . ,y12,z1, . . . z5,w2), 
N = (Y,,Y,, . . . ,Y,z,z,, . . . ,z~,,,w~,wz)O W 
of S,lx W. Recall the notation of (2.2), and let U = Ml (X, Y) and V = N (X, Y) be 
subspaces of P’. Observe that V2 = 0. It is clear that V @ U = P’ (as vector spaces). If 
z E ZZ(P’), then z = u + u for some v E V and some u E U. Apply d to z in order to see that 
du = - due(M2(X, Y)) n ((wl)(X, Y)) = 0. 
It follows that u is a cycle in P’. We proceed as in the proof of Corollary 2.6. The 
DG-algebra 
is known to be acyclic; see, for example, [16, Theorem 5.21. Furthermore, the complex 
M, (X, Y) is a homomorphic image of Q. We conclude that u E d( k( X, Y)) and P’ is 
a Golod algebra by Lemma 2.5. 17 
Remarks. (a) We established Example 2.7 by identifying a subspace V of P which 
contains a representative of every nonzero element of ZH(P). A more detailed 
description of the homology of P is given in the proof of Lemma 3.2; consequently an 
alternate proof of Example 2.7 may be read from Table 4. 
(b) The behavior of the DGT-algebra F* depends on char k because y: = 2~1~’ = 
2w,. If char k = 2, then yf = 0. If char k # 2, then yf is part of a basis for F* over k. 
3. The list of PoincarC series 
If M is a finitely generated module over a local ring A, then the Poincare series 
P?(z) is defined at the beginning of the paper. We write P’(z) to mean P,(z). The 
Poincare series P’(z) is not always a rational function [l]; however, Theorem 3.3 
supplies a sufficient condition for this conclusion. 
The problem of computing Poincare series may sometimes be converted from the 
category of local rings to the category of finite-dimensional algebras over a field. If 
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S, is a graded k-algebra, then the Poincare series P,,(z) is defined in (2.1). To compute 
the Poincare series of codimension four almost complete intersections, we use Av- 
ramov’s Theorem. 
Theorem 3.1. (Avramov [2, Corollary 3.31). Let J be a 
DGP-algebra, then PA(z) = 0 
Recall that an ideal J in a local ring (R, $332, k) is said to be small if the natural map 
Tort(k, k) -+ TorfIJ(k, k) is an injection. For example, if R is regular and J E Y-X2, 
then J is small; see [2, Example 3.1 l] or [15, Example 1.61. 
Lemma 3.2. Let T. be a DGP-algebra of the form S,rx Wfor some S, from Table 1 and 
some trivial S.-module W. Assume that T, = @FzO T with TO = k, dim, T, = 5, 
dim, T, = t (ifs. = C*, then take t = 2), and dimk T,, and dim, T, given in (1.2). Then 
the Poincare series PT.(z) is given in Table 2. 
Theorem 3.3. Let (R, 9X, k) be a local ring in which 2 is a unit, J be a grade four almost 
complete intersection ideal in R, and A = R/J. If the ideal J of R is small (for example, if 
R is regular and J E %X2), then PA(z) = PR(z)PT,(z), where the Poincare series PT.(z) is 
given in Lemma 3.2. 
Proof. Inflate the residue field of R [12, 01u10.3.1], if necessary, in order to assume 
that k is closed under square roots. Theorem 1.1 (together with Observation 1.3) 
Table 2 
The list of Poincart series for Lemma 3.2 
A (1 - 22 - 2z* + (6 - t)z3 - 2z4 - 2z5 + z6)(1 + 2)’ 
B[PI (1 - 22 - 2z2 + (6 - t)z3 + (p - 3)z4 - z5 + z6)(1 + z)’ 
CCPI 
C’2’ 
C* 
DCPI 
(1 - 22 - 2z2 + (6 - t)z3 + (p - 3)z4)(1 + z)’ 
(1 - 22 - 2z2 + (6 - t)z3 - 2“ - z5)(1 + z)* 
(1 - 22 - 2zz + 4z3 + z4 - 2z5)(1 + z)l = (1 - 2z)(l - z)Z(l + z)4 
(1 - 2z - 2~’ + (6 - t)z3 + (p - 4)z4 - z5 + zh)(l + z)~ 
,,‘Z’ 
ECPI 
(1 ~ 22 - 2z* + (6 - t)z3 ~ 2z4 - 2z5 + zh)(l + z)’ 
(1 - 22 - 2z2 + (6 - t)z3 + (p - 5)z4 - 2z5 + 2z6)(1 + z)’ 
E’4’ 
FCPI 
(1 - 2z - 22’ + (6 - t)z3 + (q - 5)~“ - (1 + q)z5 + (4 - q)z6 + (q - 2)z’)(l + z)’ 
(1 - 22 - 22’ + (6 - t)z3 + (p - 6)z4 - 4z5 + 4z6 + z’ - z’)(l + z)’ 
F’Z’ (1 - 22 - 2z2 + (6 - c)z3 - 4z4 - 5z5 + 4z6 + z’ - z’)(l + z)~ 
F’3’ (1 - 2z - 22’ + (6 - t)z3 - 3z4 - 6z5 + 3z6 + 2~’ - z*)(l + z)’ 
F’4’ (1 - 22 - 22’ + (6 - t)z3 - 22“ - 7z5 + z6 + 4~’ - z’)(l + z)’ 
F’5’ 
(1 - 22 - 2z* + (6 - t)z3 - z4 - 8z5 - 2z6 + 7~’ + 3z8 - 4z9 - z” + z”)(l + z)’ 
F*, chark = 2 
F*, chark # 2 
(1 - 22 ~ 222 + (7 - t)zJ - 3z4 - 9z5 + (3 - t)z6 + 2z’ - z8)(1 + z)’ 
1 +z3 
A.R. Kuhn. S.M. Palmer SIarrery/Journal of Pure and Applied Algebra 95 (1994) 271-295 281 
shows that T, = Tort@, k) satisfies the hypotheses of Lemma 3.2; and therefore, the 
Poincare series PT.(z) is given in Table 2. The minimal R-resolution of A is a DGT- 
algebra (the DG structure is exhibited in [18] and the divided powers are given by 
a(‘) = (1/2)a2 for all homogeneous a of degree two); and therefore, the result follows 
from Theorem 3.1. 0 
Proof of Lemma 3.2. Our calculation of PT.(z) is similar to the calculation of 
Table 1 in [4]; some of the steps may also be found in section one of [15]. We are 
given T. = S,DC W with W a trivial S.-module. It follows that 
P;:(Z) = P,-.‘(z) - z 
( 
i$1 dimk W;zi) . (3.1) 
Read the dimension of each w from (1.2) in order to obtain Table 3. 
The Poincare series Pi l(z) = (1 - z2)4 - z6 may be read from Example 1.1 and 
Theorem 1.4 in [15]. The decompositions 
CCPI = 
cc 
kCX3,X4,X51 
(x3+4>x5)2 
OkkCX21 
1 
=(k(-2YOY- 3)p) 
k[X3>X4,X5>YI>Y21 
(x3>x4,x5,Y1,Y2)2 > 
OkkCX1,X21 
have been observed in [17]. It follows that 
Pr&,(Z) = ((1 - z2)3 - zs - z(z + pz2 + pz3))(1 - z2), 
P&(Z) = ((1 - 322)(1 - z’) - z(pz2 + pz3))(1 - z2), 
PCJ(z) = (1 - z(3z + 222))(1 - z2)2. 
Table 3 
The trivial S.-module W 
A 
BCPI 
CCPI 
C’Z’ 
C* 
DCPI 
,,‘2’ 
ECPI 
E”’ 
FCPI 
,711’ 
F* 
z + tzq1 + z)2 - 223 
(t - p)zZ(l + z)Z 
(f - p)zZ(l + z)z 
(t - l)zl(l + z)2 - 2z3 
0 
(t - p)zZ(l + z)Z + 223 
(t - I)zZ(l + z)2 
(t - p)z2(1 + z)Z + 4z3 
(t - l)z’(l + z)~ + (6 - 2q)z3 
(t - p)z’(l + z)’ + 6z3 
(t - 1)z2(1 + z)’ + (8 - 2r)z3 
(t - 2)271 + z)Z 
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For any other choice of S,, let P be the Golod DGT-algebra defined in Example 2.7, 
and let Fp(z) be the forma1 power series 
F~(z) = f dimk Hi(P)z’. 
i=l 
Theorem 2.4 shows that Pp l(z) = 1 - z&(z); consequently, 
(1 - z2)“(1 - ZFp(Z)), 
for S, # F*, or S,=F* with chark=2, 
Ps,‘(z) = (1 - 22)5 
(1 + z3) (I - ZFP(Z)L 
for S, = F* with chark # 2, 
(3.2) 
where m is given in (2.3). 
In order to compute the homology of P, we decompose the subcomplex 
c,: P2n+2+%P2n+1-+5+P2n- d*n P2nv1, (3.3) 
for n 2 0, into a direct sum of smaller complexes. The following notation is in effect 
throughout this discussion. Let X(@ represent the subspace of the vector space 
P which consists of all k-linear combinations of the divided power monomials 
X(01) . . . X:-j, 
1 where c ai = 4. If sr , . . , spe S,, then let (si, . . . , sp) be the subspace 
of P spanned by all k-linear combinations of s 1, . . . , sg. If A and B are subspaces of P, 
then AB is the subspace of P spanned by {ab 1 a~ A and b E B}. 
Now we consider S, = C(‘). Let M be the subspace (x,,x2)(x3,xq,x5) of S,. The 
complex C, is the direct sum of the following complexes. 
C”, 1: 
c,,2: 
c&3: 
Cn.4: 
c,,5: 
&6: 
c,,,: 
c,.,: 
c.,9: 
(l)X’n+l) + (x1.x2)X(“) 
0 + (x,,x,,x,)X’“’ 
0 --f 0 
0 + 
(Yl)X'"' + ~x,.x,~~~,~x(“-” 
0 + (z,,z,)X’“-1’ 
MX’“’ + (XlrXZ)(X3,X4,X5)X(n1 
(x,,x,)X’“’ + 0 
(w,)x'"m" + 0 
+ (X1X2)X-l’ + 0 
~ f,,fX’“-” 
+ (X1X2)(X3,X4,X5)X("~2' 
+ (y,)X'"_" + (XlrX*)(y,)X'n~Z) 
+ (1)X'") -+ (X1,X2)X("-1) 
+ 0 + 0 
+ (w1)x'"m2' ---f 0 
'+ 0 + 0 
+ 0 + (x3,x4,x5)x'"-" 
--* 0 + (z,,z,)X'"_2' 
The complex C,, 1 is exact because the subalgebra k[x 1, x2] (X 1, X2 ) of P is acyclic. 
If n = 0, then Cn,2 contributes [x,], [x,], and [x5] to H,(P). If n 2 1, then Cn,2 is 
isomorphic to the direct sum of three copies of C,_ r, i and is therefore exact. If n = 1, 
then Cn,3 contributes [yi] to H,(P). If n 2 2, then Cn,3 is exact. We see that C”,i is 
exact for i is equal to 4, 7, 8, or 9. If n 2 1, then the homology at (x1, x2)ylX(“- ‘) in 
C ,,, 5 has dimension 2n - (n + 1) and the homology at (zj,zq)Xcn- l) in Cn,6 has 
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dimension 2n - (n - 1). Thus, 
dhff,,+1(P) = 
2n if 1 I n, 
3 if o = n 
, 
and 
The equality 
(3.4) 
for integers a and b with a 2 0, is well known. It follows that 
Fp(z)=3z+zZ+ f 2nzZn+l= 
223 
n=l 
32 +zz +(I _z2)2' 
An analogous decomposition of (3.3) can be made for each of the other choices of 
S,. In Table 4 we record where the homology of P lives without explicitly recording 
the decomposition of C,. The details have been omitted, except, as an example, we 
have recorded three of the summands of C, in the most complicated case; that is, when 
S, = F* and chark # 2. It is easy to see that the map d,,,, is surjective in the 
complex 
c,,‘: o- d2n+2 (z,, . . . ,Z1O)X(“-l’@ (y2)( Y,)x’“-2’ 
dzn+l ,(w,)x~~~z’d2;O; 
consequently, all of the homology in this complex is concentrated in position 2n + 1. 
The complex 
Cn,2: o- d2n+2 (r,)x(n~1’421_t_Ft(yl)X(n~1’O(Xlr . . . ,X5)(Yl)X(“_2’ 
3(X1, . . ..x5)(y1)x(“-2’@(x1. . . ..X5)2(Yi)X(“_3’ 
is exact. The complex 
C ",3: (yl)x'"'@(x~, . . . ,x5)(Y1)x(“-l’ 
dzn+z 
-(x 1, ... ,x,)(y,)X’“-” @(Xl, . ,x,)2( Yl)x’“-2’ 
dzn+z dzn to- 0 
is the tail end of the exact complex C,, 1, 2; consequently, it is easy to compute the 
homology at position 2n + 1. 
A routine calculation using Table 4 and (3.4) produces the power series Fp(z); the 
result is recorded in Table 5. The proof is completed by combining Table 5 with (3.2) 
(3.1), and Table 3. 0 
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Table 4 (part 1) 
The homology in P 
s. the homology in P at 
Dbl (~d,xs)X(~’ 
(zl, ,z&X’“-” 
(Yl, .,. ,y,)X’“-” 
D’2’ (x‘bx,)X’“’ 
(Xl,X2)(Yl)X(“~” 
ECPI (x,,x,)X’“’ 
(z1, ,zP)x’“m” 
(Yl, ... ,Yp)X(“ml) 
E’4’ (X4,X5)X(“) 
(x1. ,X‘J(YI)X’“~” 
(z q+*, ,z2‘JX’“-l) 
(XlrX2,X3)(X4,XS)X’n-1) 
(y,)X’“_” 
has dimension Hi(P) 
2ifn=O, 1 ifnr 1 
q: ‘)-p(l) 
5(n:1)-(;)-2(n;2)+ I 
p(“: ‘)-p(z) 
2ifn=O, 1 ifnt 1 
2(";')-(";2)+ 1 
2(“:‘)-(I) 
5(n;1)-(;)-2(n;2)+ 1 
1 
2ifn=O,Oifn>l 
2ifn=O,Oifn>l 
+ (3 - q) if n 2 1 
lifn=l,3-qifnk2 
2n + 1 
2n 
2n + 1 
2n 
2n + 1 
2n 
2n + 1 
2n 
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Table 4 (part 1 continued) 
s. the homology in P at has dimension H,(P) 
FCpl (xs)X(“) 
(zl, ,2,)x’“-” 
(Xl, x2,x3,x4)*x’“-” 
(Yl, ... ,y,)X’“-” 
F’z’ (x5)X’” 
1 ifn=O,Oifnk 1 2n + 1 
Pi”:‘>-p(y) 
6(n12j-4(n:3j+(n:4j 2n 
4(n;2)-(73) 
P(“;2j-P(n;‘j 
1 ifn=O,Oifn> 1 2n + 1 
2(nt2)-(n:?j+n+l 
2(n;2j-(n;1) 
6(n;2)-4(n;3)+(n;4) 2n 
4(n;2)-(73) 
(y,)X’“_1’ n 
KEY: The second row of this table should be read, “If S, = D[p], then the homology in P at 
(zl, ,zp)X’“~” has dimension p(“:‘) -p(i); furthermore, this homology contributes to H2n+l(P).n 
Example 3.4. Let (R, mm, k) be a regular local ring. Suppose that Y, x 5 and X5 x 5 are 
matrices with entries in m, with X alternating. Assume that the ideal J = Z1( YX) has 
grade four. Let A = R/J and 7” = Tort(A, k). One can compute that r, = F * for any 
field k. If char k # 2, then Theorem 3.3 shows that 
(1 + z3)h?(z) 
pA(z) = (1 + z)5((1 - 2)s - z3) 
On the other hand, the techniques of the present paper can be used to calculate the 
Poincari: series PA(z) even if char k = 2. One can show that the minimal R-resolution 
of A is a DGT-algebra; consequently, Theorem 3.1 yields that PA(z) = PR(z)PT,(z). The 
Poincark series PT.(z) is given in Table 2; an therefore, 
P,4(z) = (I _ 42 + 5z2 
PR(Z) 
- 223 - 224 - 225 + 4z6 + z7 - 3z8 + z9)(1 + 5)4 
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Table 4 (part 2) 
The homology in P 
S. the homology in P at has dimension Hi(P) 
F’% (x5)X’“) 
(x,,x,,x,)(y,)X'"-" 
F(4) (x,)X’“’ 
(Xl> X2,X3.X4)(Y1)X'"-') 
(Z5,Z6,Z7,z8)X(“-” 
(y*)X’“-” 
F’S’ b)(Yl)x(“-” 
(Z6, ... ,z,,)X’“_” 
(,)2x’“-” 
F*, (x)(Ylw’“-” 
chark = 2 
(Zh, ,tlO)X(“-l) 
(x)zx’“~” 
1 ifn=O,Oifn> 1 2n + 1 
3(n;*)-(“;‘)+I 
3(“;*)-(7’) 
6(“t’)-4(n:3)+(n14) 2n 
4(“;2)-(n;3) 
1 
1 ifn=O,Oifn>l 2n + 1 
0ifn=0.4(n~2)-(n;3)ifn>1 
4(n;*)-(n;1) 
6r12)-4(n:3)+(n:4) 2n 
f;2)-(n;3) 
1 ifn= l,Oifnz2 
0ifn=0,5(n~3)-(n;4)ifn>1 2nfl 
5(n;3)-(n;2) 
10(n~3)-5(n~4)+(n~5) 2n 
1 ifn= l,Oifn>2 
0ifn=0.5(n:3)-(n+44)ifnk 1 2n+l 
5(n;3)-(n;2) 
10(“:3)-5(74)+(75) 2n 
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Table 4 (part 2 continued) 
s. the homology in P at has dimension Hi(P) 
F*, 
(yl)X’“-” 1 ifn= l,Oifn>2 
(y,)X’“_” 
n+3 
( > 4 
(W*)X(“-2’ 
n+2 
( > 4 
(x)(y,)x'"~"o(x)~(Y1)x("~*' 10 n ;2 ( > 2n + 1 
chark # 2 
(26, ,z~~)x’“~‘~o(y,)(Y,)x’“-z’ 5 
n + 3 
i 1 4 
(Y?)( Y,)X’“m3’ 
n+l 
( > 
(x)2X(n~lI 10~;3j-5[n~4)+[n~5) 2n 
(y:)x(~-2’o(x)(yl)(Y,)x(“-3) 5 N 1 l 
C > 
(Z6, ,z*0)(Y,)x’“m3’ 
5(7l)-(:) 
(y,)X’“_” nf3 
( > 4 
KEY: The second row of this table should be read, “If S, = FC3’, then the homology in P at 
(x,,~~,x~)(r,)X’“-” has dimension 3( “:‘) - (“:3) + 1; furthermore, this homology contributes to 
H 2n+,(P).” We have written(x) to mean (x,,x~,x~,x~,x~). 
4. The Poincari! series of modules 
In Theorem 3.3 we proved that the Poincare series Pi(z) is a rational function 
whenever (A, m, k) is a codimension four almost complete intersection in which two is 
a unit. In the present section, we apply Theorem 4.1, which is a new result due to 
Avramov, in order to conclude that PAM(z) is a rational function for all finitely 
generated A-modules M. 
Theorem 4.1 refers to data from two Tate resolutions. If (A, m, k) is a local ring, then 
the Tate resolution X of k over A is the DGT-algebra which is the union of the 
following collection of DGT-subalgebras, 
A = X(0) !& X(1) c X(2) c .‘. 
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Table 5 
The formal power series Fp(z) 
s. FP(~) 
DCPI 
,,‘z’ 
ECPI 
E(4) 
FCPI 
F”’ 
2<r<4 
F’s’ 
F* 
chark = 2 
F* 
chark # 2 
2+z+&+ 
- 2 + (p + 5)22 + pz3 - (p + l)z4 - pz5 
(1 - 22)3 
2+z+&+ 
- 2 - z f 5z2 f 4z3 - z4 - 25 
(1 - z2)’ 
2+2z+ 
- 2 + (p + 6)~’ + pz3 - pz4 - pz5 
(1 - zy 
2+3z+rz+~+ 
- 2 - z + 6z2 + 2qz’ - z5 
(1 - zy 
_ z-2 
z-2 
+t+z+ 
- 5 + (10 + p)z2 + pz3 - pz4 - pz5 
(1 - zy 
_ z-2 
z+z2 ZT2 
+1+z+ 
- 5 -z + 1oz2 + 2rz3 - 25 
(1 _ zZ)4mr + (1 - z2)4 
_zmz +z+z2+ 
z-1 - 5 -z + lOz2 + lOz3 - 25 
(1 - 22)s 
--z-z +z+z’+ 
2-Z - 5 - z + 1lzZ + 1023 + 24 - 25 
(1 - z2)5 
-z-2 + 
ZT2 - 5 + llzZ + 5z3 + 10z5 + 10z6 + z’ - z8 
(1 - z*)5 
Each X(n) has the form 
X(n)=X(n- l)(Y,, . . ..Yen.d(Yi)=Zi), 
where each Yi is a divided power variable of degree n and z 1, , zen are cycles in 
X(n - 1) which represent a minimal generating set for the kernel of 
H,_ l(X(n - l))+ H,_,(k). (In the above discussion we have viewed A and k as 
graded algebras concentrated in degree zero.) In particular, e, = dim, m/m’. Further- 
more, if A = R/Z where (R,iVl, k) is regular local and I L mz, then 
e2 = dim,Torf(A, k); in other words, e2 = dimk(Z/!IJU). If T, is the algebra 
Tort(A, k), then the Tate resolution r? of k over T, is obtained in a similar manner; see 
[16] for details. Indeed, 2 is the union of the DGT-subalgebras 
T, = g(O) = x”(1) c x”(2) c x”(3) z ... , 
where each x”(n) has the form 
x”(n) = x”(n - l)(Y,, . ..) Y;,), 
and each Yi is a divided power variable of degree n. If the minimal resolution of A by 
free R-modules is a DGT-algebra, then Theorem 3.1 shows that Z, = e, for 2 5 n. 
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Theorem 4.1 (Avramov [6]). Let (R, ‘%Q, k) be a regular local ring, I c ‘%I’ be an ideal 
of R, A be the quotient R/I, T, be the algebra Torf(A, k), and 2 be the minimal Tate 
resolution of k over T,. Assume that the minimal resolution of A by free R-modules is 
a DGT-algebra and that there exists an integer n and divided power variables Y, , . . , x 
of degree n such that the DGT-subalgebra x(n - l)( Y1, . . . , Y,) of 2 is Golod. Then 
the Poincare series P:(z) is a rational function for all$nitely generated A-modules M. 
In fact, there is a polynomial Den,(z)E.Z[z] with 
(a) P*(z) = 
(1 + z)“(l + z3)el ... (1 + Zm-z)+2(1 + Zrn)’ 
DenA 
3 
where 
m=n and r=s tf n is odd, 
m=n-1 and r=e,_I if n is even, 
(b) DenA(z E Z[z] for all finitely generated A-modules M. 0 
Corollary 4.2. Let (R, ‘5X, k) be a regular local ring, and (A, m, k) be the quotient R/J, 
where J is an almost complete intersection ideal of grade at most four. If two is a unit in 
A, then there is a polynomial Den,(z)EZ[z] such that DenA(z)PT(z)EZ[z] for all 
finitely generated A-modules M. 
Proof. The Betti numbers of M are unchanged under a faithfully flat extension of A; 
consequently, we may assume that k is closed under square roots. We may replace 
R by R/(x) for some x E 9Jl\‘9J12, if necessary, in order to assume that J c !JJI’. Let 
g represent the grade of J, T, = Torf(A, k), and t = dimk( T,). If g I 3, then the result 
is contained in [S]. For the sake of completeness, we recall that DenA is defined by 
Den,(z) = 
I 
(1 + z)2(1 - 22) if g = 2, 
(1 + z)3(1 - z)(l - 22) if g = 3 and t = 2, 
(1 + z)(l - z - 3z2 -(t-3)z3-z5) if g=3 and t>3 is odd, and 
(1 + z)(l - z - 3z2 - (t - 3)z3) if g = 3 and t 2 4 is even. 
Now we consider the case g = 4. Write T, = S, M W, where W is a trivial S.-module 
and S, is one of the algebras from Table 1. Let P be the DGT-defined in Example 2.7. 
The existence of Den,(z) is guaranteed by Theorem 4.1 because PO,, T, is a Golod 
algebra. Furthermore, Theorem 4.1 also shows that Den,(z) is the same as the 
polynomial labeled P,.!(z) in the statement of Theorem 3.3, unless S, = F*. In the 
latter case 
Den,(z) = (1 - 22 - 2z2 + (7 - t)z3 - 3z4 
- 9z5 + (3 - t)z6 + 22’ - z8)(1 + z)Z. 0 
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The following application of Corollary 4.2 is proved by appealing to [ 14, Theorem 
4.151. Recall our convention that an almost complete intersection is never a complete 
intersection. 
Corollary 4.3. Let (R, YJI, k) be a regular local ring, and (A, m, k) be the quotient R/J, 
where J is an almost complete intersection ideal of grade at most four. If the field of 
rational numbers is contained in R, then there are infinitely many integers i 2 1 for which 
the cotangent module T,(A/R, A) is not zero. 0 
5. Growth of Betti numbers 
If M is a finitely generated module over a local ring (A, m, k), then the ith Betti 
number of M is equal to 
bi = dim,Tort(M, k). 
The concept of the complexity of a module, which was introduced in [4, (l.l)] and 
[S, (3.1)], plays a crucial role in our study of Betti number growth. 
Definition 5.1. Let M be a finitely generated module over a local ring (A, m, k). The 
complexity, cxA M, of M is equal to d, if d - 1 is the smallest degree of a polynomial 
f(n)EZ[n] for which b, of for all sufficiently large n. If no such d exists, then 
M has infinite complexity. (The zero polynomial is assigned degree - 1.) 
Observe that the definition of complexity is designed so that cxA M = 0 if and only 
if pdA M < cc ; and cxA M = 1 if and only if the projective dimension of M is infinite, 
but the Betti numbers of M are bounded. 
Corollary 5.2. Let (R, 9JI, k) be a regular local ring, and (A, m, k) be the quotient R/J, 
where J is an almost complete intersection ideal of grade at mostfour. Assume that two is 
a unit in R. Let M be afinitely generated A-module of infinite projective dimension, and 
let bi 
(1) 
(2) 
(3) 
represent the ith Betti number of M. Then one of the following cases occurs. 
The Betti numbers of M grow exponentially; that is, there are real numbers 51 and 
p with 1 < a 5 /I and a” < ~~=0 bi 5 /?” for all large n. 
The Betti numbers of M grow linearly. In this case, there are positive integers 
a and b with (a/2)n - b I 6, I (a/2)n + b for all large n. 
The Betti numbers of M are bounded. In this case, the minimal A-resolution IF of 
M is eventually periodic of period at most two. In fact, F is eventually given by 
a matrix factorization; that is, there exists integers b and r, a local ring (B, n), an 
element x in, and b x b matrices C$ and $I, with entries in B, such that x is regular 
on B, B/(x) E A, d$ = xlb = $4, and the tail F ,I of I? is given by 
---t pLb !i >,/jb 6 :,,ib 6 Ab 0 >,,ib 
where - represents - gBA. 
A.R. Kustin, S.M. Palmer Slatrery/ Journal of Pure and Applied Algebra 95 (1994) 271-295 291 
Proof. As in the proof of Corollary 4.2, we may assume that k is closed under square 
roots and that J c im’. Let g = grade J, T, = Tor(A, k), and t = dim, T,. 
If cxA M = co, then [4, Proposition 2.31 shows that the Betti numbers of M grow 
exponentially as described in (1). Henceforth, we assume cxA M < co . Apply Proposi- 
tion 2.4 in [4] to see that cxA M is the order of the pole PAM(z) at z = 1. In the proof of 
Corollary 4.2 we identified a polynomial Den,(z) with the property that 
Den,(z)Py(z)E Z[z]. It follows that cxA M is no more than the multiplicity of z = 1 
as a root of Den,(z). The value of DenA may be quickly computed. (Remember that 
B[ p], , F [ p] are defined.) Our calculations are summarized in the following table. 
(The algebra H(3,2) was introduced in the proof of Proposition 1.2.) 
T. cxA M 
C* 0<cxAM_<2 
B[t] or C[t] or H(3,2) 0 I cxA M I 1 
anything else O=cx,M 
The hypothesis pd, M = co ensures that cxA(M) # 0; and therefore, T, is equal to 
one of B[t], C[t], C*, or H(3,2). Apply Proposition 1.2, Observation 1.3, and 
[4, Proposition 3.41, in order to produce an almost complete intersection (B, n, k) and 
a regular sequence a such that B/(a) = A and DenB(l) # 0. (The ring B has the form 
R/J’ for some almost complete intersection ideal J’ with grade J’ < grade J. The 
length of a is one, unless T, = C*, in which case a has length two.) The complexity of 
M, as a B-module, is finite by (A.1 1) of [4]; and therefore, we may repeat the above 
argument in order to conclude that pds M < cc. It follows that, in the language of [S], 
the A-module M has finite virtual projective dimension. The rest of the conclusion 
may now be read from Theorems 4.1 and 4.4 of [S]. Cl 
Part (3) of the above result shows that the Eisenbud conjecture holds for the rings 
A under consideration. Gasharov and Peeva [l l] have found counterexamples to the 
conjecture. 
6. Golod Homomorphisms 
Assume, for the time being, that A satisfies one of the hypotheses (a)-(d) from the 
beginning of the paper. It is shown in [S] that the Poincarb series PAM(z) is rational for 
all finitely generated A-modules. The proof consists of applying Levin’s Theorem 
(see [S. Proposition 5.181) to a Golod homomorphism C-WA for some complete 
intersection C. Now, take A as described in Corollary 4.2. In most cases (see Corollary 
6.2 for details) one can obtain the conclusion of Corollary 4.2 by using the techniques 
of [S] in place of Theorem 4.1. However, if Tort(A, k) = F* and char k # 2, then, in 
Proposition 6.4, we show that there does not exist a Golod map from a complete 
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intersection onto A. In this case, we must use Theorem 4.1 in our proof of 
Corollary 4.2. 
Definition 6.1. Let f: (C, n, k) + (A, m, k) be a surjection of local rings. Assume that 
A is not a hyperplane section of C. (In other words, A is not of the form C/(x) for some 
regular element x E n \ n 2.) Let X be the Tate resolution of k over C. If A Oc X is 
a Golod algebra, then f is a Golod homomorphism. 
Corollary 6.2. Let (R, 9X, k) be a regular local ring in which 2 is a unit, J be a grade four 
almost complete intersection ideal in R, and A = R/J. Suppose that Tort(A, k) has the 
form S,rx Wfor some S, from Table 1 and some trivial S.-module W. (This hypothesis is 
satis$ed tf k is closed under square roots.) Zf S, # Fc5’ or F*, then there exists an 
R-sequence aI, . . . ,a,,, in J (where m is given in (2.3)) such that the natural map 
Rl(al, . . . , a,) + A is a Golod homomorphism. 
Proof. The result follows from [S, Theorem 5.171 because of Example 2.7 and 
[18]. 0 
Lemma 6.3. Let (R, ?I& k) be a regular local ring, J be an ideal of R which is contained in 
9X2, and al, . . . ,a,,, be an R-sequence which is contained in J. If the natural map 
R&l, . , a,,,) + R/J is Golod, then a 1, . , a, begins a minimal generating set for J. 
Proof. Let A = R/J and C = R/(a), where a represents ai, . . . , a,. If M is a module, 
then u(M) is the minimal number of generators of M. Recall that 
(1 + z)“‘(l + z3)e3(1 + zS)es ... 
&(‘) = (1 _ z2)eql _ z4)y1 _ z6)e6 . . . ’ 
where e, = dim R and e2 = u(J). (The deviations ei were also considered at the 
beginning of Section 4.) It follows that PA(z l(z) = (1 + p( J)z2 + ... ). In a similar 
way we see that P,(z)P;‘(z) = (1 + mz2 + . ..). The map C+A is Golod; thus 
[S, (5.1)] ensures that 
PA(Z) = Pc(z)(l - z(PcA(z) - l))_‘. (6.1) 
The minimal resolution of A over C begins . . . --f C’ + C --f A --f 0, where 1 = u( J/(a)). 
Multiply both sides of (6.1) by Pi l(z) in order to obtain 
(1 + p(J)z2 + ...) = P,(z)P,‘(z) = (1 + mz2 + . ..)(l + 1z2 + ...) 
= (1 + (m + l)z2 + ...). 
It follows that p(J) = m + 1; and the proof is complete. 0 
Proposition 6.4. Let (R, Y.JI, k) be a regular local ring, J z ‘9X2 be an ideal in R, (A, m, k) 
be the quotient R/J, T, = Tort(A, k), and n = dimk T,. Suppose that dim, T: = (2). Zf 
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a is an R-sequence in J with the property that the natural map C = R/(a)+A is a Golod 
map, then T; G Tl T3. 
Proof. Fix a minimal generating set x1, . . ,x, for 9X. Let (W, d) be the Koszul 
complex R(X,, . . ,X,; d(Xi) = xi) and let n;i, = A OR K. We view T, as the homo- 
logy of && Eventually, we will prove that 
Z&Z,(W) S Z,(W)Z,(W) + B4(0d). (6.2) 
If y E K, then we write j to mean 10 y E t%. 
According to Lemma 6.3, we may select elements y,, . . . , y, in K 1 such that 
d(yI), . . . ,d(y,) is a minimal generating set for (a) and d(y,), . . . ,d(y,), . . . ,d(y,) is 
a minimal generating set for J. We have chosen the elements yi so that each yi is in 
Z 1 (w) and so that the corresponding classes [y ,I, . , [j,,] in homology form a basis 
for HI(w). The hypothesis dim, Tf = (1) guarantees that the elements 
CYiVjl suchthat l<i<j<n 
are linearly independent in Hz(K). 
The ring C is a complete intersection; consequently, 
(6.3) 
is the Tate resolution of k over C. The hypothesis C-+A is Golod ensures that 
IL = K( Yr, . . . , Y,; d(K) = yi) 
is a Golod algebra. 
Let z1 and z2 be arbitrary elements of Z,(w). The fact that IL is a Golod algebra 
implies, among other things, that zlz2 is a boundary in [L; that is, there exists CIE [MS, 
txie W, for 1 5 i I m, and Ccij~~;, for 1 I i I j I m such that 
z,z,=d a+ ~ aiYi+ C 
( 
“ij Yi Yj + ~ aii Yi(2’ . 
i=l lli<jlm i=l 1 
When this equation is expanded, we obtain clij E Z 1(R) for 1 <_ i 5 j 5 m, 
ZlZ2 = d(cr) - ~ aiyi, 
i=l 
(6.4) 
i- 1 
d(Mi) = C Crjijj + aiiji + f ~ijyj for 1 I i 5 m. (6.5) 
j=l j=i+l 
A basis for Hr (w) has already been identified; thus, there exists Bij~ K2 and aij,+ E A for 
l~i~.j~mandl<k~n,suchthat 
aij = i aijk_Vk + d(Pij) 
k=l 
(6.6) 
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for 1 I i 2 j I m. If 1 I i < j I m, then define clji = ccij, ajik = aijk and bji = piY 
Furthermore, if m + 1 I i I n or m + 1 I j I n, then define ajik = aijk = 0. It follows 
that (6.6) holds for 1 I i,j I m and (6.5) can be rewritten as 
d(ai) = f Eij_Pj = f 
( 
i aijk_Fk + d(Pij) jj 
j= 1 j=l k=l ) 
= C taijk - aikj)ykjj + d f BijYj . 
( 1 
(6.7) 
1 Skcjln j=l 
Use (6.3) to see that aijk - UikjEm for 1 I i,j,k I n. It is not difficult to find yijk E t%, 
such that 
d(Yijk) = aijk - aikj, Yijk + Yikj = 0, Yijk + Yjki + Ykij = 0 fOI’ 1 I i,j, k I n 
Yijk=O form+ 1 <i<nand l<j,k<n. 
(For example, if 1 I i < j < k I n, then select yijk and yjki with d(yijk) = aijk - aikj and 
d(?‘jki) = ajki - ajik. Define Ykij = - Yijk - yjki, Yikj = - Yijk, and Yjck = - yjki, 
Ykji = - Ykij. This procedure must be modified slightly if there are repetitions among 
the indices i,j, k.) It now follows from (6.7) that 
d(ui) = d f PijYj ; 
j=l 
thus, for 1 I i < m, there exists oicZ,(w) such that 
- - 
c(i = 1 < k7j I n Yijkykyj + f fiijyj + wi. 
j=l 
When (6.8) is combined with (6.4) we obtain 
zlzz = d(u) - f wiji. 
i=l 
(6.8) 
Line (6.2) has been established; and the proof is complete. 0 
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