Artificial Neural Networks (ANNs) are now widely used in many areas of science, medicine, finance and engineering. Analysis and prediction of time series of hydrological/and meteorological data is one such application. Problems that still exist in the application of ANN's are the lack of transparency and the expertise needed for training. An evolutionary algorithm-based method to train a type of neural networks called Product Units Based Neural Networks (PUNN) has been proposed in a 2006 study. This study investigates the applicability of this type of neural networks to hydrological time series prediction. The technique, with a few small changes to improve the performance, is applied to some benchmark time series as well as to a real hydrological time series for prediction. The results show that evolutionary PUNN produce more transparent models compared to widely used multilayer perceptron (MLP) neural network models. It is also seen that training of PUNN models requires less expertise compared to MLPs.
ABBREVIATION AND NOTATION
Hydrology (2000) summarizes many such applications (see Karunasingha & Liong (2006a) , Jayawardena (2009) It can obtain both the structure and the weights of the neural network. For a given problem, it is very difficult to know the optimal architecture a priori and requires a long process of trial and error. The evolutionary model in which the architecture evolves partially alleviates this problem. In theory, it can be viewed as a global optimization algorithm. Although, the convergence of evolutionary algorithms to a global optimum is only guaranteed in a weak probabilistic sense, one of the strengths of evolutionary algorithms is that they perform well on 'noisy' functions where there may be multiple local optima.
Evolutionary algorithms tend not to get 'stuck' on local minima and can often find globally optimal solutions. This feature is important as networks based on product units are prone to be trapped in local minima. The algorithm does not require an explicit error function.
Therefore, it can be applied to problems where such error functions do not exist.
Evolutionary algorithm-based techniques for optimal construction of ANNs is a topic of current interest for helping inexperienced users to use neural networks. Examples of their application to hydrological problems include groundwater level prediction (Giustolisi & Simeone 2006) , rainfall -runoff modeling (Dawson et al. 2006) , river level prediction (Leahy et al. 2008 ) and reservoir operation (Chaves & Chang 2008) , among others. In many such studies, the application of evolutionary techniques is limited to either structural optimization (e.g. number of neurons and connections) or parameter (e.g. weights and biases) optimization.
Almost all of these studies have used additive nodes (neu- 
NEURAL NETWORKS BASED ON PRODUCT UNITS
This section gives an introduction to PUNN applied to regression problems, looks at some of the literature on PUNN and then the PUNN model used in this study and the evolutionary algorithm model proposed by Martinez-Estudillo et al. (2006) for training PUNN are explained in detail.
Basic concepts
In regression applications, the objective is to derive a function that can estimate the desired output variables in terms of observed input variables where such a (unknown) function is believed to exist. Consider a data set (x i , y i ), i ¼ 1, 2, y N where x is the n-dimensional input vector and y is the corresponding one-dimensional response vector. The relationship between the input and output vectors are assumed to take the form
where f(x) is the conditional expectation E[y|x] and n is a random expectation error that represents the 'ignorance' about the dependence of y and x. In regression, the objective is to estimate f(x) in Equation (1).
Neural networks can be thought of as basis function models (Denison et al. 2002) and the function f(x) can be written as a linear combination of basis functions and corresponding coefficients as
These basis functions are, normally, nonlinear transformations.
For example, in radial basis function networks these are called radial basis functions. For a multilayer perceptron network with k inputs and one hidden layer with m nonlinear neurons and a linear output neuron, Equation (2) may be written as
where the output of a hidden neuron is given as
Here, W ji are the weights of the network. Function F in Equation (4) is generally the logistic or the hyperbolic tangent function.
As given in Equations (3) and (4), MLP contains nodes (or units) that add their inputs. The success of the MLP depends on the belief that many real-world problems can be adequately modelled with functions based on linear combinations of the input variables. However, for some problems, higher order combinations of inputs, or ratios of inputs may be more appropriate. Multiplicative neural networks contain units that multiply their inputs instead of adding them. The output of a multiplicative node may be expressed in the form
called product units. In contrast to the sigma-pi units, the exponents in the product units (PU) are not fixed and even may take real values. Such units provide more generality than just allowing polynomial terms, since w ji can take fractional and negative values. Negative exponents make it possible to consider even ratios of inputs.
Increased information capacity and the ability to form higher order combinations of the inputs are the main advantages of the product unit based neural networks. By using the capacity of learning random Boolean patterns, Durbin & Rumelhart (1989) showed empirically that the information capacity of a product unit is approximately 3N, where N is the number of input variables, compared to 2N for a summing unit. Another interesting feature is that similar to sigmoidal neural networks it is possible to obtain upper bounds of the Vapnik -Chervonenkis (VC) dimension (Schmitt 2001) for PUNN too.
The major drawback of the product units is that their training is more difficult than in standard sigmoidal neural networks (Durbin & Rumelhart 1989) . The networks based on product units have more local minima and are more likely to get trapped in them. This is the main reason for the difficulty in their training (Ismail & Engelbrecht 2000) . Janson & Frenzel (1993) while pointing out that back-propagation is inefficient in training product units used a genetic algorithm for evolving weights in a network with a pre-defined architecture. It has also been shown that global optimization methods such as simulated annealing and random search are impractical for larger networks (Leerink et al. 1995 ). Ismail & Engelbrecht (1999 showed acceptable performance It is similar to the architecture of a multilayer perceptron with a single hidden layer except that the output function of the two are quite different. The output function of the product unit based neural network can be given as fðx 1 ; x 2 ; :::; (1) Generation of an initial population B of size 10N R , where N R is the number of individuals in the evolving population.
(2) Repetition of the following steps until the stopping criteria are fulfilled. The present study generally follows this algorithm with only a few changes that are explained next.
Generation of the initial population
The initial population is chosen from a larger set of individuals of ten times the population size in the evolutionary process (i.e., 10 N R where N R is the population size in the 
Fitness function
For an independent and identically distributed training data et al. (2006) used the strictly decreasing function
as the fitness function where MSE(g) is the mean square error of the individual g. In this study, the normalized root mean square error (NRMSE) is used in place of MSE(g) in Equation (7) to define the fitness of an individual. The NRMSE is expressed as
where x i is the observed value,x i is the predicted value, n is the number of points predicted and x is the average value of the observed time series. A value of zero for the NRMSE denotes a perfect prediction and a value greater than 1 indicates that the predictions are no better than the longterm average. The MSE depends on the range of output (observed) values. The advantage of using the NRMSE as the fitness function is that it does not depend on the range of observed values. The influence of the fitness function on the efficiency of the algorithm will be discussed in the results and discussion section.
Parametric mutation
In parametric mutation the exponents (w ji ) and the coeffi- et al. 1983; Otten & Ginneken 1989; Geyer & Thompson 1995) in parametric mutation. Simulated annealing is a strategy that advances through jumps from a current state to another state according to some user-defined mechanism. The closeness of the actual function to any solution of the problem is represented by the 'temperature'. Severity of mutation of an individual g depends on this 'temperature', T(g) which is given by
For parametric mutation, the nodes and connections are selected sequentially in the given order, with probability T(g)
of the network in a certain generation. Thus, once an individual approaches a solution, the chances of its exponents/ coefficients being selected for parametric mutation are less.
From one generation to another, each parameter w ji , b j of a product unit based network selected for parametric mutation as explained above is changed by an amount of Gaussian noise where the variance depends on the 'temperature' of the network. This allows an initial coarse-grained search, and as the model approaches a solution, a finer grained search.
Exponents (w ji ) update of a single hidden unit is performed in one batch. The exponents, w ji , of a network are updated as follows w ji ðt þ 1Þ ¼ w ji ðtÞ þ x 1 ðtÞ; i ¼ 1; 2; ?; k;
where x 1 (t) 2 N(0, a 1 (t)T(g)) represents a normally distributed random variable with mean 0 and variance a 1 (t)T(g), and a 1 (t) is an adaptive parameter (which will be explained later) that determines the severity of a mutation. Similarly the coefficients b j of a network are updated as follows
where x 2 (t) 2 N(0, a 2 (t)T(g)) represents a normally distributed random variable with mean 0 and variance a 2 (t)T(g).
Modification of each b j is made one at a time. This study recognizes b 0 to be different from the other b j s. Therefore, b 0 is modified in a way different from that of Martinez-Estudillo et al. (2006) . Once all the other parameters are known b 0 is the only unknown and hence it is taken to be the average of the training error as
where y i is the actual value;ŷ _ i is the simulated value from Equation (6) without taking b 0 and n is the number of training samples.
After the mutation is performed, the fitness of each individual g is calculated and a simulated annealing criterion is applied. If DA is the difference in the fitness function before and after a random step (i.e., either updating w ji as in Equation (10) or updating b j as in Equation (11)), then, following the simulated annealing strategy, the new step is accepted with probability 1 if DA40 and with a probability exp(DA/T(g)) if DAr0.
The amount of change in the modification of exponents, w ji , is different from the modification of coefficients, b j . The adaptive parameter of w ji is much smaller than that of b j (i.e., a 1 (t)ooa 2 (t)). The adaptation of parameters attempt to avoid the evolutionary process getting trapped in local minima.
These are changed in every generation using the following rule. 
In Equation (13) Table 1 ). A generation is considered successful if the best individual is better than the best individual of the previous generation.
The parameters a 1 (t), a 2 (t) and the 'temperature' change throughout the evolutionary process. They determine the severity of mutation and drive the individuals towards better solutions by changing the solution severely when circumstances are good for exploration (i.e., when there are many consecutive successes) or by changing them by small amounts when larger steps produce poor results (i.e., when fitness of the best individual does not change over several generations).
Structural mutation
Structural mutation modifies the structure of the networks.
This encourages exploration of the search space and maintains diversity of the population. Five different structural mutations are conducted. They are (1) node addition;
(2) node deletion; (3) connection addition; (4) connection deletion; and (5) node fusion. These five mutations are applied sequentially to each network. For each mutation, the nodes and connections are selected randomly and the number of nodes or connections selected for mutation (except for node fusion) are chosen within the range of minimum (D min ) and maximum (D max ) number of mutations defined by the user. Thus, the number of elements chosen for mutation may be calculated as
where u is a random value in the interval [0, 1].
Node addition
One or more nodes are added to the hidden layer. Nodes may or may not have connections from all input variables.
Whether a connection exists between a newly added node and a particular input variable is randomly decided. The w ji values associated with these connections are also generated randomly. The b j values associated with the connections to the output node are similarly assigned. 
Node deletion
One or more nodes are selected randomly and deleted together with their connections.
Connection addition
One or more connections from input nodes to hidden nodes are added randomly. Their values are also random.
Connection deletion
One or more randomly chosen connections between input nodes and hidden nodes are deleted.
Node fusion
Two nodes, a and b are randomly selected from a network and they are replaced by a node c, which is a combination of the original two nodes. When there are connections from a certain input variable to the two nodes, such connections are replaced by one connection to node c with weight given by
Other connections from inputs to node a or b are included in c with a probability of 0.5 and their weights are unchanged.
The coefficient of the connection from node c to the output node is modified as
Martinez-Estudillo et al. (2006) claimed that the parameters they used (see Table 1 ) are quite robust for small variations. This study also used the same parameters.
Stopping criterion
The evolutionary process is stopped when the maximum number of generations (user defined) is reached, or, when the values of a 1 (t), a 2 (t) are less than 10 À4 .
METHODOLOGY
This study implemented the above algorithm in Matlab. The method is first applied to the first three benchmark problems used by Martinez-Estudillo et al. (2006) to check whether the changes adopted in this study have affected the performance of the algorithm, and to make sure that the current version of the algorithm is no worse than that originally proposed. Then, it is applied to a real hydrological time series ( In applications to real data, assessing the strengths and weaknesses of PUNN is given more importance than finding the best model for the problem. The middle reach of the river has 10 gauging stations. Figure 2 shows the relative locations of these 10 gauging stations Friedman's function 1
Friedman's function 2
Friedman's function 3 
RESULTS AND DISCUSSION
The results obtained in this study for benchmark problems are shown in Tables 3 (with MLP) and 4 (with PUNN). The results obtained by Martinez-Estudillo et al. (2006) are also summarized in Table 5 obtained from 30 such models corresponding to different numbers of neurons and different initial weight settings.
Application to benchmark problems
The results of different studies may not be directly comparable. However, comparison of the results in Tables 3 and 4 with those in Table 5 indicate that this study has also achieved the level of accuracy of Martinez-Estudillo et al. 
Although, the exponents in Equation (19) have been reported to five decimal places, rounding them off to two decimal places does not significantly affect the performance of the models.
An interesting result noted in this study is, that in Friedman functions 2 and 3 where the variable x 4 plays a minor role, the best solution did not contain x 4 . It is to be noted that for the considered domains, x 4 has, on average, no effect on the function values, as shown below, and ignoring the term 1 x2x4 completely in functions 2 and 3 makes no difference. For example, the ratio calculated according to where Fx i is the functional value using the given formulae, Fxr i is the functional value excluding 1
x 2 x 4 from the given formulae, abs denotes absolute value, gives a value close to 7*10 À7 for Friedman function 2 and a value close to 10 À6 for 
where
tÀ1), and y ¼ scaled flow value at Pakse at time t þ 1 and, the best ANN model is given as
where X are the variables, W1 are weights from inputs to hidden layer, B1 are the biases in the hidden layer, W2 are the weights from hidden to output layer, B2 is the bias in the output layer and n1 and n2 are values used to normalize data and logsig(n) ¼ 1/(1 þ exp(Àn)) Note that Equation (22) gives the general formulae corresponding to the MLP model used in this study, and when the variables, weights and biases given in Equation (23) are substituted in Equation (22) (Figures 3 and 4) of predicted and observed data in validation also show that the predictions are very good. Another interesting aspect of PUNN results compared to that of ANN is the transparency in the derived models. It can be seen that Equation (21) obtained by PUNN is much simpler than those for ANN (Equations (22) and (23)). Also, a simple examination of the equation gives some idea as to how the variables and the individual terms affect the output. The first term of Equation (21) indicates that when x 1 , with its positive coefficient and exponent, increases y also increases, and when x 2 , with its positive coefficient and negative exponent, increases then y decreases. The magnitude of the second term, in the range of the normalized input variables, is considerably small compared to that of the first term and, the overall effect of x 1 and
x 2 on y remains unchanged as explained by the first term. This fact can be more mathematically verified by noting that, the first partial derivatives of y with respect to x 1 and x 2 remain positive and negative respectively throughout the domain considered showing that y is monotonically increasing and decreasing with respect to x 1 and x 2 . Although the contribution of the second term in Equation (21) supports the derived PUNN model (Equation (21)), where x 3 is absent.
It should be noted that in this case, the positive and negative correlations of x 1 and x 2 with the output is apparent in the model for the whole domain considered. However, in 
so on and,
This also shows the simplicity and transparency in equations derived by PUNN compared to those of ANN. In practical situations, these kinds of simpler expressions are always preferred compared to complicated expressions. It is seen that x 6 (i.e., the discharge at station 6) has no contribution to Equation (24). This may mean that the contribution of discharge from station 6 is already contained in other variables. Also, the second term in Equation (24) (24)) is not as straightforward as the model in Equation (21).
It is a too complex system even to understand physically, and that is beyond the scope of this paper. 
shown) suggests that PUNN is more effective in terms of prediction accuracy than standard ANN on datasets with relatively large numbers (our data contained up to about 10) of variables. However, the computational time taken by PUNN (implemented in Matlab) is considerably higher than with ANN especially when the number of data records is large.
The results of this study confirm that the algorithm of Martinez-Estudillo et al. (2006) , as it is, works well. Also, the study noted that small modifications can lead to even better performance in terms of both accuracy and computational effort. It was noted (results not shown), that updating b 0 in the suggested way leads to a fast convergence of evolved networks to better solutions. Such modifications for improvements are beyond the scope of this paper, however, our experience indicates investigations on the following areas may be useful.
In genetic algorithms small populations converge fast. It was noted that a population of size 200 and with 2000 generations and application of parametric mutation to 50 per cent of the population instead of 10 per cent in the original algorithm, produces models with equally good accuracies as those reported in Table 4 for Friedman function 1. This is about an 80 per cent reduction of computational burden. Therefore, we believe incorporation of the ideas of micro-genetic algorithms (Krishnakumar 1989) , which uses the fast convergence of small populations, may improve the efficiency of the algorithm.
This study also noted that fitness function plays a considerable role in the convergence of the population and hence the efficiency of the algorithm. This is because A(g) is related to the probabilities of parametric mutation. When A(g) is 'large' the parametric mutation slows down since the number of connections and hence the number of networks that gets a mutation is very small. Therefore, it is important that A(g) 
CONCLUSION
The product unit based neural networks trained with evolutionary programming technique applied in regression is an alternative technique to generally used sigmoidal-type neural network models. The technique provides the same or an even better level of accuracy compared to standard sigmoidal neural network models. Another advantage of evolutionary PUNN is that much less expertise is needed to determine the parameters. Widely used sigmoidal neural network models have more parameters to fine tune and requires an experienced user to build a good model. Evolutionary PUNN has the advantage of having a robust set of parameters that works well on many different problems. However, one drawback of evolutionary PUNN is that the computational time required is higher compared to traditional ANN.
Lack of transparency in the approximated function is the most frequent criticism towards sigmoidal-type neural networks. Unlike the functions derived by sigmoidal networks, the functions produced by evolutionary PUNNs have some simplicity and transparency in terms of input variables. This is a desirable feature when analysing real data. More applications of this technique in different real world problems are required to further explore and consolidate this feature.
