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Einleitung
Seit Witten 1994 erstmalig die Seiberg-Witten-Gleichungen formuliert hat [22], ha-
ben sich diese bei der Klassifikation glatter 4-Mannigfaltigkeiten als sehr nützliches
Werkzeug erwiesen. Insbesondere liefert die Seiberg-Witten-Eichtheorie bis dato nur
vermutete Verbindungen zwischen komplex analytischen und glatten Invarianten
[4]. Nach einer Idee von Pidstrygach [17] untersuchen wir eine Verallgemeinerung
der Seiberg-Witten-Gleichungen für den Fall, dass die Basismannigfaltigkeit M eine
Kähler-Struktur zulässt, und erarbeiten eine algebraisch-geometrische Beschreibung
des zugehörigen Modulraumes.
Der Text gliedert sich in vier Kapitel. Zunächst klären wir einige grundlegende Begrif-
fe und Notationen zur komplex analytischen Geometrie. Im zweiten Kapitel wieder-
holen wir die Theorie der Seiberg-Witten-Gleichungen für den klassischen Kähler-Fall
und formulieren einige Beweise aus [14] ausführlicher. Im dritten Kapitel erarbeiten
wir das Setup für die neue Theorie und im vierten Kapitel analysieren wir den gera-
de definierten verallgemeinerten Modulraum, insbesondere im Hinblick auf komplex
analytische Aspekte.
Für das neue Setup liefern die Hyperkählerstruktur und einige Gruppenwirkungen
auf H einen Blickwinkel auf die klassische Situation, den wir dahingehend verallge-
meinern, dass wir die Faser im positiven Spinorbündel durch eine Hyperkählerman-
nigfaltigkeit mit spezieller Gruppenwirkung austauschen. Diese Verallgemeinerung
ist bereits in [21] zu finden. Bei den neuen Fasermannigfaltigkeiten, die in der Li-
teratur als Gibbons-Hawking-Räume oder „k-center gravitational multi-instantons“
bekannt sind, greifen wir ebenfalls auf eine Beschreibung aus [21] zurück und wei-
sen die erforderlichen Eigenschaften explizit nach. Im Eguchi-Hanson-Fall (2-center-
Gibbons-Hawking) vollziehen wir die Beschreibung als Hyperkähler-Reduktion von
H2 nach. Um einen Dirac-Operator für dieses neue Spinorbündel zu erhalten, ver-
allgemeinern wir kovariante Ableitung und Clifford-Multiplikation. Damit steht der
Formulierung von verallgemeinerten Seiberg-Witten-Gleichungen nichts mehr imWe-
ge. Schließlich zeigen wir, dass die Eichgruppe C∞(M,S1) wie im linearen Fall auf
den Lösungen der verallgemeinerten Seiberg-Witten-Gleichungen operiert und somit
einen verallgemeinerten Modulraum definiert.
Im vierten Kapitel leiten wir zunächst eine verallgemeinerte Weitzenböck-Formel her.
Mit einer technischen Umformulierung machen wir dabei die Methoden aus [17] für
unsere Situation nutzbar. Diese Weitzenböck-Formel erlaubt es uns, die Holomorphie
verallgemeinerter Spinoren zu zeigen, indem wir auf eine zusätzliche Symmetrie auf
den Lösungen der verallgemeinerten Seiberg-Witten-Gleichungen schließen. Schließ-
lich können wir auch Aussagen über den Wertebereich verallgemeinerter Spinoren
treffen und die Verbindung zur algebraischen Geometrie auf die eindeutige Lösbar-
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keit einer Familie von nicht-linearen Differentialgleichungen reduzieren, welche der
Kazdan-Warner-Gleichung [11] sehr ähnlich sehen.
Überblick
Der klassische Kähler-Fall Betrachten wir kurz die klassische Situation ([22], [4],
[14], [16]): Sei M eine Kählerfläche mit Kählerform ωM . Das positive Spinorbündel
W+L splittet in W
+
L = L ⊕ K−1M ⊗ L, wobei L ein komplexes Geradenbündel ist
und K−1M das antikanonische Geradenbündel. Sei weiter (A,ψ) ein Paar bestehend
aus einem Hermiteschen Zusammenhang A auf dem Determinantenbündel LLdet =
K−1M ⊗L2 vonW+L und einem positiven Spinor ψ = α+β (bezüglich obiger Zerlegung
von W+L ). Dann vereinfachen sich die Seiberg-Witten Gleichungen wie folgt:
{
 DAψ = 0
c(F+A ) = 〈ψ, ·〉ψ − 12 |ψ|21W+
⇐⇒

∂Bα+ ∂
∗
Bβ = 0
(F+A )1,1 = i4
(|α|2 − |β|2)ωM
F 0,2A = 12αβ
(?)
Hierbei bezeichnet  DA den mit A gekoppelten Dirac-Operator und FA die Krüm-
mung von A. Der Hermitesche Zusammenhang A entspricht vermöge A = φ ⊗ B2
eindeutig einem Hermiteschen Zusammenhang B auf L, wobei φ der vom Levi-Civita-
Zusammenhang induzierte Zusammenhang auf K−1M ist. Weiterhin wirkt die Eich-
gruppe C∞(M,S1) auf den Lösungen (A,ψ) dieser Gleichungen und somit ist ein
Modulraum ML definiert.
Es stellt sich heraus, dass das Zusammenspiel dieser Gleichungen zu einem holomor-
phen Blickwinkel führt: Wenn der Grad des Determinantenbündels nicht verschwin-
det2, tritt einer der folgenden Fälle ein:
Fall 0: deg(Ldet) < 0
(?)⇐⇒

A ist holomorph,
0 6= ψ = α ∈ Γ(L)
ist holomorph bzgl. A,
(F+A )1,1 = i4 |α|2ωM
Fall 1: deg(Ldet) > 0
(?)⇐⇒

A ist holomorph,
0 6= ψ = β ∈ Γ(K−1M ⊗ L)
ist antiholomorph bzgl. A,
(F+A )1,1 = − i4 |β|2ωM
Schließlich zeigt ein Resultat von Kazdan and Warner [11], dass die Lösungen von
(?) eindeutige Representanten in einem größeren Konfigurationsraum mit komple-
xifizierter Eichgruppe C∞(M,C∗) sind. Das ermöglicht eine explizite Beschreibung
des Modulraumes durch Divisoren und charakteristische Klassen:
Fall 0: ML ∼= { effektive Divisoren D, so dass c1(OM (D)) = c1(L) }
Fall 1: ML ∼=
{
effektive Divisoren D, so dass c1(OM (D)) = c1(KM ⊗ L−1)
}
2Andernfalls (?) ⇔ (ψ = 0 and F+A = 0) und der Modulraum ML fällt mit dem Modulraum der
antiselbstdualen Zusammenhänge zusammen.
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Die Verallgemeinerung Die Idee der Verallgemeinerung von Pidstrygach [17] be-
steht darin, die lineare Faser im Spinorbündel durch eine geeignete Hyperkählerman-
nigfaltigkeit zu ersetzen. Prinzipiell kommen dafür solche Fasermannigfaltigkeiten
infrage, die eine isometrische Wirkung der Holonomiegruppe der Basismannigfaltig-
keit zulassen. In dieser Arbeit betrachten wir den Fall, dass die Basismannigfaltigkeit
Kähler ist. Entsprechend sind die Anforderungen an die Isometriegruppe der Faser-
mannigfaltigkeit weniger restriktiv als für allgemeinere SpinC-Mannigfaltigkeiten.
Genauer zerfällt das positive Spinorbündel W+L im klassischen Kähler-Fall in zwei
Hermitesche Geradenbündel. Deshalb schreiben wir mit einem geeigneten S1 × S1-
Bündel QL auch W+L = QL ×S1×S1 C2. Außerdem können wir die meisten Terme,
die in das klassische Setup eingehen, umformulieren, indem wir die Hyperkähler-
struktur auf C2 ∼= H sowie eine quaternionsche Momentenabbildung einbeziehen,
die wir aus der Hamiltonschen diagonalen Operation von S1 auf C2 erhalten. Für
die Verallgemeinerung ersetzen wir nun die Faser C2 ∼= H durch eine Hyperkähler-4-
Mannigfaltigkeit (X, g, I, J,K), die eine isometrische S1×S1-Wirkung zulässt, welche
ähnliche Eigenschaften wie die S1×S1-Wirkung auf der linearen Faser erfüllt – zum
Beispiel dieselben Relationen mit (I, J,K). Wir verlangen weiter, dass die diagonale
S1-Operation Hamiltonsch ist und uns drei Momentenabbildungen (µI , µJ , µK) be-
reitstellt, welche X an den regulären Punkten als S1-Hauptfaserbündel beschreiben.
Jeder k-center-Gibbons-Hawking-Raum ist ein Beispiel für eine solche Hyperkähler-
mannigfaltigkeit, darunter die lineare Faser C2 als 1-center-Gibbons-Hawking-Raum
selbst [7]. Eine explizite Konstruktion kann [21] entnommen werden. Wir bemerken
weiter, dass für diese Mannigfaltigkeiten das Urbild µ−1C (0) unter der I-holomorphen
Abbildung µC = µJ + iµK sich von zwei sich schneidenden Geraden (lineare Fa-
ser) zu einer Kette von 2-Sphären mit zwei „offenen“ äußeren Randsphären ändert
(allgemeiner Gibbons-Hawking Raum, vergleiche Abbildung 0.1).
Abbildung 0.1 Die Niveaumenge µ−1C (0) ⊂ X im Gibbons-Hawking-Raumes X
Indem wir die kovariante Ableitung und die Cliffordmultiplikation verallgemeinern,
erhalten wir einen nicht-linearen Dirac-Operator DAX und somit das foldende Analo-
gon zu den klassischen Seiberg-Witten-Gleichungen:
 DAXψ = 0
(F+A )1,1 = i2µI(ψ)ωM
F 0,2A = i2µC(ψ)
(??)
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Hierbei bezeichnet ψ einen verallgemeinerten Spinor. Wieder wirkt die Eichgrup-
pe C∞(M,S1) auf den Lösungen (A,ψ) von (??) und definiert somit einen neuen
Modulraum ML,X .
Ergebnisse und Ausblick In diesem verallgemeinerten Setup beweisen wir eine
Weitzenböck-Formel in L2-Normen ähnlich wie in [17]. Damit schließen wir auf eine
zusätzliche Symmetrie auf den Lösungen (A,ψ) des Systems (??). Ähnlich wie in [9]
folgern wir:
a) Wenn (A,ψ) das System (??) löst, dann ist µC(ψ) = 0 und A ein holomorpher
Zusammenhang.
b) Wenn A ein holomorpher Zusammenhang ist, dann ist die erste Gleichung DAXψ =
0 von (??) äquvialent zur Holomorphie des verallgemeinerten Spinors ψ bezüglich
A.
Weiterhin impliziert die zusätzliche Symmetrie und die Holomorphie der Lösungen
von (??), dass der Grad des Determinantenbündels wiederum eine Fallunterscheidung
vorgibt:
c) Wenn (A,ψ) eine Lösung von (??) ist, so ist entweder µI(ψ) konstant3 oder das
Bild von ψ liegt in genau einer der Sphären Sα. Im letzteren Fall bestimmen die
Gibbons-Hawking-Zentren eine Unterteilung von R in offene Intervalle Iα, so dass
für α = 0, . . . , k:
Fall α: deg(Ldet) ∈ Iα, dann sind äquivalent
(??)⇐⇒

A ist holomorph,
ψ ∈ Γ(QL ×S1×S1 Sα) is holomorph bzgl. A
und bildet nicht konstant auf ein Gibbons-Hawking-Zentrum ab,
(F+A )1,1 = i2µI(ψ)ωM
Indem wir explizite Biholomorphismen für die punktierten Sphären Sα ∼= CP1 für
α = 1, . . . , k − 1 und Sα ∼= C für α = 0, k konstruieren, können wir die obigen
Faserbündel als holomorphe Bündel identifizieren:
QL×S1×S1S0 = L QL×S1×S1Sα = P(KαM⊕L) QL×S1×S1Sk = KkM⊗L−1
Diese Biholomorphismen können nicht isometrisch gewählt werden, auch wenn die
S1 × S1-Wirkung sich zu einer isometrischen Wirkung übersetzt. Somit erhalten
wir schließlich einige nicht-lineare Differentialgleichungen, die sich nur wenig von
3Dann gilt ML,X ∼=
{
A
∣∣ F+A = i c ωM } für eine Konstante c ∈ R, die vom getroffenen Gibbons-
Hawking-Zentrum abhängt. Vergleiche mit dem linearen Fall, bei dem wir nur ein einziges Zen-
trum haben und c = 0 ist.
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den Kazdan-Warner-Gleichungen unterscheiden, und die, wenn sie eindeutige glat-
te Lösungen haben, ähnliche Resultate wie im linearen Fall implizieren, d. h. eine
Formulierung des Modulraumes durch Divisoren und charakteristische Klassen. Ins-
besondere erwarten wir
Fall 0: ML,X ∼= { effektive Divisoren D, so dass c1(OM (D)) = c1(L) }
Fall k: ML,X ∼=
{
effektive Divisoren D, so dass c1(OM (D)) = c1(KkM ⊗ L−1)
}
für die äußeren „offenen“ Sphären. Desweiteren legt das verallgemeinerte Setup nahe,
dass auch nicht-effektive Divisoren zum Modulraum gehören könnten. Zudem erwar-
ten wir weitere Resultate durch Variieren von Anzahl und Konstellation der Gibbons-
Hawking-Zentren. Letzten Endes könnte dies auf neue Verbindungen zwischen der
komplex analytischen und der glatten Klassifikation von 4-Mannigfaltigkeiten füh-
ren.

1 Grundlagen
1.1 Kählergeometrie
Wir fassen in diesem Abschnitt einige grundlegende Eigenschaften und Notationen
für Kählermannigfaltigkeiten zusammen. Ausgehend von einer fast komplexen Struk-
tur auf einer MannigfaltigkeitM , d. h. einem Automorphismus I des Tangentialbün-
dels TM , der I2 = −1 erfüllt, geben wir folgende
Definition 1.1.1. Eine Kählermannigfaltigkeit (M, g, I) ist eine MannigfaltigkeitM
mit Riemannscher Metrik g und fast komplexer Struktur I, so dass gilt:
(1) I ist orthogonal bezüglich g, d. h. g(I·, I·) = g(·, ·).
(2) I ist kovariant konstant bezüglich des Levi-Civita-Zusammenhangs.
Wir nennen die (nichtentartete) 2-Form ωI(·, ·) := g(·, I·) Kählerform.
Notiz 1.1.2. [13] Wenn die Eigenschaft (1) erfüllt ist, dann ist (2) äquivalent da-
zu, dass die Kählerform ωI geschlossen ist und der NĳenhuistensorNĳenhuistensor
NI(X,Y ) = [IX, IY ] − [X,Y ] − I[X, IY ] − I[IX, Y ] für alle Vektorfelder X,Y ∈
Γ(TM) verschwindet. Also ist die Kählerform ωI symplektisch und die fast komple-
xe Struktur I definiert nach einem Satz von Newlander-Nirenberg tatsächlich eine
komplexe Struktur (siehe auch [20]).
Insbesondere ist jede Kählermannigfaltigkeit von gerader Dimension 2n und kano-
nisch durch die Volumenform
dvol = 1
n!ω
n
orientiert. Auf dem Tangentialbündel TM erhalten wir durch
h = g + iω
ein hermitesches Produkt (konjugiert-linear im zweiten Argument). Das SO(2n)-Rah-
menbündel reduziert zu einem U(2)-Bündel über M .
Lemma 1.1.3. [20] Sei (M, g, I) eine Kählermannigfaltigkeit von komplexer Dimen-
sion n und m ∈M . Dann gibt es in einer Umgebung von m holomorphe Koordinaten
(zj = y2j−1 + iy2j)j=1,...,n, so dass g(
∂
∂yi
∣∣∣
m
, ∂∂yj
∣∣∣
m
) = δij und ∂∂yk g(
∂
∂yi
, ∂∂yj )
∣∣∣
m
= 0.
Definition 1.1.4. Für eine Kählermannigfaltigkeit (M, g, I) nennen wir Koordina-
ten (zj)j=1,...,n mit den Eigenschaften aus 1.1.3 normale Koordinaten.
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Für diese Koordinaten setzen wir
∂
∂zj
= 12
(
∂
∂y2j−1
− i ∂
∂y2j
)
∂
∂zj
= 12
(
∂
∂y2j−1
+ i ∂
∂y2j
)
(1.1)
sowie
dzj = (dy2j−1 + iy2j) dzj = (dy2j−1 − iy2j) (1.2)
1.1.1 Hyperkählergeometrie
Definition 1.1.5. Eine Hyperkählermannigfaltigkeit (X, g, I, J,K) ist eine Riemann-
sche Mannigfaltigkeit (X, g) mit drei komplexen Strukturen I, J,K, die Folgendes
erfüllen:
(1) Es sind (X, g, I), (X, g, J) und (X, g,K) jeweils Kählermannigfaltikeiten.
(2) IJK = −1
Um für gegebene fast komplexe Strukturen I, J,K auf einer Riemannschen Mannig-
faltigkeit (X, g) zu prüfen, ob es sich um eine Hyperkählermannigfaltigkeit handelt,
genügt schon:
Lemma 1.1.6. [1] Sei (X, g) eine Riemannsche Mannigfaltigkeit mit diesbezüglich
orthogonalen fast komplexen Strukturen (I, J,K), welche IJK = −1 erfüllen. Wenn
die Formen ωI = g(·, I·), ωJ = g(·, J ·) und ωK = g(·,K·) geschlossen sind, so ist
(X, g, I, J,K) Hyperkähler.
Notiz 1.1.7. Genauer besitzt eine Hyperkählermannigfaltigkeit eine ganze 2-Sphäre
von Kählerstrukturen. Jede Kombination Iα = αII + αJJ + αKK, wobei α =
(αI , αJ , αK) ∈ S2, definiert erneut eine Kählermannigfaltigkeit (M, g, Iα).
Die Strukturgruppe einer Hyperkählermannigfaltigkeit von Dimension 4n reduziert
zu Sp(n) = U(n,H).
1.2 Differentialformen auf komplexen Mannigfaltigkeiten
Sei (M, g, I) eine fast komplexe Riemannsche Mannigfaltigkeit, so dass I orthogo-
nal bezüglich g ist. Auf dem komplexifizierten Tangentialbündel TMC := TM ⊗ C
setzen wir I komplex linear fort und g konjugiert linear im zweiten Argument zu
einem hermiteschen Produkt. Wegen I2 = −1 erhalten wir die folgende orthogonale
Zerlegung in die Eigenräume
TMC = TM1,0 ⊕ TM0,1 wobei TM1,0 = { v ∈ TMC | Iv = +iv }
TM0,1 = { v ∈ TMC | Iv = −iv }
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Die Projektionen pi1,0 = 12(1 − iI) : TMC → TM1,0 und pi0,1 = 12(1 + iI) : TMC →
TM0,1 erfüllen pi1,0 ◦ I = ipi1,0 sowie pi0,1 ◦ I = −ipi0,1 und identifizieren daher die
komplexen Vektorbündel
(TM, I) ∼= TM1,0 ∼= TM0,1.
Für die hermiteschen Produkte gilt 2(pi1,0)∗g = h.
Auf dem komplexifizierten Kotangentialraum T ∗MC = T ∗M ⊗C betrachten wir nun
die von I induzierte komplexe Struktur Iˆ die durch Iˆµ = µ◦I für µ ∈ T ∗MC gegeben
ist. Auch hier erhalten wir eine Zerlegung
T ∗MC = T ∗M1,0 ⊕ T ∗M0,1 wobei T ∗M1,0 =
{
µ ∈ T ∗MC
∣∣∣ Iˆµ = +iµ } = (TM1,0)∗
T ∗M0,1 =
{
µ ∈ T ∗MC
∣∣∣ Iˆµ = −iµ } = (TM0,1)∗
mit Projektionen pi1,0 = 12(1− iIˆ) : T ∗MC → T ∗M1,0 und pi0,1 = 12(1+ iIˆ) : T ∗MC →
T ∗M0,1. Wir identifizieren damit
(T ∗M, Iˆ) ∼= T ∗M1,0 ∼= T ∗M0,1.
Die Metrik g gibt uns weiter die folgenden Identifikationen
(T ∗M, Iˆ) ∼= (TM,−I) T ∗M1,0 ∼= TM0,1 T ∗M0,1 ∼= TM1,0
Wir setzen
Λp,q(T ∗M) := Λp(T ∗M1,0)⊗ Λq(T ∗M0,1)
sowie
Ωp,q(M,C) := Γ(Λp,q(T ∗M)).
Elemente von Ωp,q(M,C) heißen Differentialformen vom Typ (p, q). In normalen Ko-
ordinaten können wir in einer lokalen Karte U schreiben:
Ωp,q =
{∑
b
j1,...,jq
i1,...,ip dzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq
∣∣∣ bj1,...,jqi1,...,ip ∈ C∞(U,C) }
Die Kählerform ω einer Kählermannigfaltigkeit M ist eine (1, 1)-Form. In normalen
Koordinaten am Punkt m ∈M gilt
ω|m =
i
2
n∑
j=1
dzj ∧ dzj =
n∑
j=1
dy2j−1 ∧ dy2j
Komplexwertige Differentialformen zerlegen sich in
Ωk(M,C) =
⊕
p+q=k
Ωp,q(M,C). (1.3)
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Komponieren wir die äußere Ableitung d mit den folgenden Projektionen, so erhalten
wir zwei neue Operatoren ∂ und ∂, die auf (p, q)-Formen in dieser Weise gegeben
sind:
∂ := pip+1,q ◦ d : Ωp,q(M,C) −→ Ωp+1,q(M,C) (1.4)
∂ := pip,q+1 ◦ d : Ωp,q(M,C) −→ Ωp,q+1(M,C) (1.5)
Es ist ∂2 = 0, ∂2 = 0 sowie d = ∂ + ∂, wenn M eine komplexe Mannigfaltigkeit ist.
Bemerkung. [2] Für eine Kählermannigfaltigkeit M mit Kählerform ω können wir
für jeden Punkt m ∈M eine Umgebung U und eine Funktion ρ ∈ C∞(U,R) finden,
so dass
ω = i2∂∂ρ.
Die Funktion ρ heißt (lokales) Kählerpotential. Umgekehrt definiert jede Funktion
ρ ∈ C∞(M,R), die erfüllt, dass die Matrix ∂2ρ∂zj∂zk an jedem Punkt m in lokalen
Koordinaten (zj) positiv definit ist, durch diese Gleichung eine Kählerform. Die
Funktion ρ ist dann ein globales Kählerpotential.
1.3 Gruppenwirkungen
Sei Φ: G×M → M eine glatte Gruppenwirkung einer Liegruppe G mit Liealgebra
g auf einer Mannigfaltigkeit M . Für ξ ∈ g bezeichnen wir mit Kξ = KξM das von ξ
erzeugte Fundamentalvektorfeld
Kξ
∣∣∣
m
= KξM
∣∣∣
m
:= d
dt
∣∣∣∣
t=0
Φ(exp(tξ),m) (1.6)
Gelegentlich werden wir auch benutzen, dass
Kξ
∣∣∣
m
= D1(Φ(·,m))
(
d
dt
∣∣∣∣
t=0
exp(tξ)
)
= D1(Φ(·,m))(ξ). (1.7)
Definition 1.3.1. Eine glatte Gruppenwirkung einer Liegruppe G auf einer sym-
plektischen Mannigfaltigkeit (M,ω) heißt symplektisch, falls g∗ω = ω für alle g ∈ G.
Definition 1.3.2. Eine symplektische Wirkung einer Liegruppe G heißt Hamil-
tonsch, wenn es zusätzlich eine Abbildung µ : M → g∗ in die duale Liealgebra g∗
gibt, die für ξ ∈ g, m ∈M und g ∈ G
dµ(·)(ξ) = ιKξω und µ(gm) = Ad∗g(µ(m))
erfüllt. Die Abbildung µ heißt Momentenabbildung der Gruppenwirkung.
Lemma 1.3.3. [21] Jede symplektische Wirkung von S1 auf einer einfach zusam-
menhängenden Mannigfaltigkeit ist Hamiltonsch.
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1.3.1 Reduktion
Für Kählermannigfaltigkeiten gilt die folgende Version der Marsden-Weinstein-Re-
duktion.
Satz 1.3.4. (Marsden-Weinstein-Reduktion) [1] Sei (M,ω) eine symplektische
Mannigfaligkeit mit einer Hamiltonschen Wirkung einer Liegruppe G und µ : M → g∗
die zugehörige Momentenabbildung. Sei α ∈ g∗ ein regulärer Wert von µ und die
Wirkung des Stabilisators Gα ⊂ G von α eigentlich und frei auf µ−1(α). Dann ist der
QuotientMα := µ−1(α)/Gα eine glatte symplektische Mannigfaltigkeit. Wenn (M,ω)
außerdem eine Kählermannigfaltigkeit mit Kählerform ω ist, und die Wirkung von
G die Kählerstruktur erhält, dann trägt der Quotient Mα auch eine Kählerstruktur.
Zur Definition spezieller Hyperkählermannigfaltigkeiten benötigen wir die folgende
Variante für den Hyperkähler-Fall:
Satz 1.3.5. [1] Sei (M, g, I, J,K) eine Hyperkählermannigfaltigkeit und ωI , ωJ , ωK
die entsprechenden Kählerformen. Auf M wirke eine Liegruppe G, die die Hyper-
kählerstruktur erhält und Hamiltonsch bezüglich jeder der drei Kählerformen ist.
Die Momentenabbildungen notieren wir mit µ = (µI , µJ , µK) : M → g∗ ⊗ R3. Sei
λ ∈ g∗ ⊗R3 ein regulärer Wert von µ, der unter der koadjungierten Wirkung von G
auf g∗ fix ist. Wenn nun Mλ := µ−1(λ)/G eine Mannigfaltigkeit ist, dann induziert
die Hyperkählerstruktur auf M eine Hyperkählerstruktur auf Mλ.
1.4 Holomorphe Geradenbündel und Divisoren
Wir fassen kurz die grundlegenden Definitionen und Verbindungen zwischen Gera-
denbündeln und Divisoren zusammen, um später die holomorphe Beschreibung des
klassischen Seiberg-Witten-Modulraums zu verstehen. Wir fixieren eine komplexe
Mannigfaltigkeit M mit holomorpher Strukturgarbe O. Für unsere Zwecke eignet
sich folgende
Definition 1.4.1. Es sei E ein komplexes Vektorbündel über M . Eine holomorphe
Struktur auf E ist ein Cauchy-Riemann-Operator ∂ auf⊕q Ωp,q(M,E), der ∂ ◦∂ = 0
erfüllt.
Wir bezeichnen das Paar (E, ∂) in diesem Fall als holomorphes Vektorbündel.
Zwei holomorphe Strukturen ∂1 und ∂2 heißen isomorph, wenn es einen Bündel-
Automorphismus T ∈ Aut(E) gibt, so dass ∂2 = T∂1T−1.
Wir bezeichnen die Menge dieser Isomorphieklassen mit Hol(E).
Bemerkung. Ist E ein Geradenbündel über M , dann ist Aut(E) = C∞(M,C∗). Ist
E ein hermitesches Geradenbündel über M , dann sind C∞(M,S1) die hermiteschen
Automorphismen.
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Bemerkung. Äquivalent ist eine holomorphe Struktur auf einem komplexen Vektor-
bündel E → M von Rang r auch durch eine Äquivalenzklasse von holomorphen
lokalen Trivialisierungen (Uα, φα) gegeben, d. h. mit holomorphen Übergangsabbil-
dungen gαβ : Uαβ → GL(r,C), so dass φα ◦φ−1β = gαβ : Cr|Uαβ → Cr|Uαβ (siehe [16]).
In diesem Sinne sind die Isomorphieklassen von holomorphen Geradenbündeln über
M gerade Hˇ1(M,O∗) =: Pic(M) (vergleiche [8]).
Definition 1.4.2. Sei M eine komplexe Mannigfaltigkeit. Eine (nicht-leere), abge-
schlossene Teilmenge H ⊂M heißt Hyperfläche, falls es um jeden Punkt p ∈ H eine
zusammenhängende offene Umgebung U gibt, so dass H ∩ U die Nullstellenmenge
einer (nicht-konstanten) holomorphen Funktion auf U ist.
Wir nennen H irreduzibel, wenn H nicht die Vereinigung zweier anderer Hyperflä-
chen ist.
Ein Divisor ist eine formale Summe D = ∑ diDi mit di ∈ Z und {Di } eine lokal
endliche Familie irreduzibler Hyperflächen aufM (d. h. jeder Punkt besitzt eine Um-
gebung, die nur endlich viele Di’s schneidet).
Wir bezeichnen die Menge der Divisoren auf M mit Div(M).
Eine Divisor D = ∑ diDi heißt effektiv, falls für alle i gilt, dass di ≥ 0 und nicht alle
di verschwinden.
Bemerkung. (Div(M),+) ist die freie abelsche Gruppe, die von den irreduziblen
Hyperflächen in M erzeugt wird.
Bemerkung. Alternativ können wir einen Divisor auch durch eine offene Überdeckung
(Uα) von M und nicht-triviale meromorphe Funktionen fα : Uα 99K C beschreiben,
die erfüllen, dass fα/fβ : Uαβ → C∗ nirgends verschwindende holomorphe Funktionen
sind. Die Funktionen fα sind lokal definierende Funktionen für den Divisor D =∑
H ordH(fα)H. Genauer ist (Uα, fα) ein Vertreter aus Hˇ0(M,M∗/O∗) (wobeiM∗
die Garbe der nicht verschwindenden meromorphen Funktionen bezeichnet). Es ist
(Div(M),+) = (Hˇ0(M,M∗/O∗), ·) (vergleiche [8]).
Ein Divisor D = (Uα, fα) definiert ein holomorphes Geradenbündel OM (D), indem
wir die Übergangfunktionen durch gαβ = fα/fβ : Uαβ → C∗ definieren. Äquivalente
lokal definierende Funktionen führen hier zu isomorphen holomorphen Geradenbün-
deln. Tatsächlich definiert das einen Homomorphismus abelscher Gruppen
(Div(M),+) −→ (Pic(M),⊗),
welcher mit dem Verbindungshomomorphismus Hˇ0(M,M∗/O∗)→ Hˇ1(M,O∗) über-
einstimmt.
Definition 1.4.3. Zwei Divisoren D und D′ heißen linear äquivalent, falls OM (D) =
OM (D′).
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In diesem holomorphen Geradenbündel OM (D) können wir (fα) als einen meromor-
phen Schnitt m auffassen. Äquivalente lokal definierende Funktionen führen hier auf
konstante Vielfache km (k ∈ C∗). Umgekehrt beschreibt jedes Paar (K,m) aus ei-
nem meromorphen Schnittm in einem holomorphen Geradenbündel K einen Divisor.
Isomorphe holomorphe Geradenbündel und konstante Vielfache km mit k ∈ C∗ lie-
fern denselben Divisor zurück. In diesem Bild ist ein effektiver Divisor gerade ein
holomorpher Schnitt in einem holomorphen Geradenbündel.
Definition 1.4.4. Es sei D ein Divisor auf M . Der projektive Raum
|D| := P(Hˇ0(M,OM (D)))
der holomorphen Schnitte in OM (D) ist ein vollständiges lineares System. Einen
linearen projektiven Unterraum nennen wir lineares System.
Bemerkung. Ein vollständiges lineares System |D| beschreibt genau die effektiven
Divisoren, die linear äquivalent zu D sind.

2 Der Seiberg-Witten-Modulraum im
Kähler-Fall
In diesem Kapitel formulieren wir die Seiberg-Witten-Gleichungen für eine Kähler-
mannigfaltigkeit M mit SpinC-Struktur. Dazu benötigen wir einige vorbereitende
Betrachtungen zu SpinC-Strukturen und Dirac-Operatoren. Anschließend geben wir
eine holomorphe Beschreibung des Seiberg-Witten-Modulraumes. Für einen expli-
ziten Einstieg verzichten wir hier auf größtmögliche Allgemeinheit und verweisen
auf [16] und [14] für eine ausführliche Behandlung. Wenn nicht anders angegeben,
bezeichnet (M, gM , IM ) eine vierdimensionale, zusammenhängende Kählermannig-
faltigkeit.
2.1 SpinC-Strukturen und Spinorbündel
Die Lie-Gruppe
SpinC(4) := S1 ×Z2 (Sp+(1)× Sp−(1))
wirkt mittels der R-Vektorraum-Identifikation von R4 mit den Quaternionen
H = { x0 + x1i+ x2j + x3k | xi ∈ R } ∼= { x0e0 + x1e2 + x2e2 + x3e3 | xi ∈ R } = R4
auf R4 durch
[λ, (q+, q−)] · x = q−xq+
Die Wirkung definiert einen Gruppenhomomorphismus ρc : SpinC(4) → SO(4). Wir
erhalten folgende exakte Sequenz:
1 −→ S1 =
{
[λ, (1, 1)]
∣∣∣ λ ∈ S1 } ↪−→ SpinC(4) ρc−→ SO(4) −→ 1
Das SO(4)-Rahmenbündel einer vierdimensionalen orientierten Riemannschen Man-
nigfaltigkeit M bezeichnen wir mit PSO(4). Eine SpinC-Struktur ist dann ein Lift zu
einem SpinC(4)-Hauptfaserbündel.
Definition 2.1.1. Eine SpinC(4)-Struktur auf einer vierdimensionalen orientierten
Riemannschen Mannigfaltigkeit M ist ein SpinC(4)-Hauptfaserbündel P → M , so
dass das SO(4)-Hauptfaserbündel P/S1 = P ×ρc SO(4) isomorph zum Rahmenbün-
del PSO(4) ist.
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Zu einer SpinC-Struktur definieren wir mit der Darstellung
ρdet : SpinC(4) −→ U(1) ρdet([λ, (q+, q−)]) = λ2
das Determinantenbündel
Ldet := P ×ρdet C
bzw. das entsprechende Rahmenbündel
Pdet := P ×ρdet U(1).
Die folgenden Sequenzen sind exakt:
1 −→ Spin(4) = Sp+(1)× Sp−(1) ↪−→ SpinC(4) ρdet−−→ U(1) −→ 1
1 −→ Z2 = { (1, 1), (−1,−1) } ↪−→ SpinC(4) ρc×ρdet−−−−−→ SO(4)×U(1) −→ 1
Somit können wir Pdet auch als P/Spin(4) = P ×ρdet U(1) = Pdet auffassen. Die
zweite Sequenz induziert eine zweifache Überlagerung ξ : P → PSO(4) ×M Pdet.
P = PSpinC(4)
ξ //
%%LL
LLL
LLL
LL
PSO(4) ×M Pdet
xxqqq
qqq
qqq
qq
= P ×ρc×ρdet (SO(4)×U(1))
M
Definition 2.1.2. Sei P → M eine SpinC(4)-Struktur auf einer vierdimensionalen
Riemannschen Mannigfaltigkeit M . Das positive und das negative Spinorbündel sind
die zu den Darstellungen
ρ+ : SpinC(4) −→ U(2) ρ+([λ, (q+, q−)])(h) = q+hλ
ρ− : SpinC(4) −→ U(2) ρ−([λ, (q+, q−)])(h) = q−hλ
assoziierten Bündel
W+ = P ×ρ+ H W− = P ×ρ− H.
Dass wir mit den Homomorphismen ρ± : SpinC(4)→ Aut(H) in S1×Z2SU(2) ∼= U(2)
landen, ist über die Identifizierung
H = { z1 + jz2 | zi ∈ C } ∼= C2 (2.1)
als C-Vektorräume zu verstehen. Diese liefert auch den Gruppenisomorphismus
Sp(1) = { a+ jb | a, b ∈ C } ∼=
{ (
a −b
b a
) ∣∣∣∣∣ a, b ∈ C
}
= SU(2).
In diesem Sinne sind ρ+ und ρ− Darstellungen SpinC(4) → S1 ×Z2 SU(2) = U(2)
und
W+ = P ×ρ+ C2 W− = P ×ρ− C2.
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Spinorbündel im Kähler-Fall Falls M eine Kählermannigfaltigkeit ist, reduziert
das Rahmenbündel PSO(4) zu einem U(2)-Hauptfaserbündel PU(2), so dass PSO(4) =
PU(2) ×s SO(4) für die Standardeinbettung s : U(2) ↪→ SO(4). Diese faktorisiert mit
j : U(2) ∼= S1 ×Z2 Sp(1) −→ SpinC(4) [λ, q] 7−→ [λ, (λ, q)]
über SpinC(4) durch s = ρc ◦ j.
SpinC(4)
ρc

U(2)
j
66nnnnnnnnnnnnn
s
// SO(4)
Daher gilt (
PU(2) ×j SpinC(4)
)
×ρc SO(4) = PU(2) ×s SO(4) = PSO(4)
und PU(2) ×j SpinC(4) definiert eine SpinC-Struktur.
Definition 2.1.3. Für eine vierdimensionale Kählermannigfaltigkeit M sei PU(2)
das auf die Strukturgruppe U(2) reduzierte Rahmenbündel. Das SpinC(4)-Haupt-
faserbündel
Pcan := PU(2) ×j SpinC(4)
ist die kanonische SpinC-Struktur der Kählermannigfaltigkeit M .
Das Determinantenbündel ist in diesem Fall das antikanonische Geradenbündel:
Lcandet = Pcan ×ρdet C = PU(2) ×ρdet◦j C = PU(2) ×det C = Λ0,2(T ∗M) = K−1M
Die Spinorbündel der kanonischen SpinC-Struktur sind
W+can = Pcan ×ρ+ C2 = PU(2) ×ρ+◦j C2 = PU(2) ×1⊕det C2
= Λ0,0(T ∗M)⊕ Λ0,2(T ∗M) = CM ⊕K−1M
W−can = Pcan ×ρ− C2 = PU(2) ×ρ−◦j C2 = PU(2) ×ρstand C2 = Λ0,1(T ∗M).
Jede andere SpinC-Struktur erhalten wir als PL := Pcan×S1L für ein S1-Hauptfaser-
bündel L. Das zu L assozierte hermitesche Geradenbündel sei L := L×S1 C. Wegen
ρdet ([λ, (1, 1)]) = λ2 ist das Determinantenbündel dann
LLdet = PL ×ρdet C = (Pcan ×S1 L)×ρdet C = K−1M ⊗ L2 (2.2)
Das entsprechende Hauptfaserbündel PL ×ρdet U(1) bezeichnen wir mit PLdet.
Für die Spinorbündel erhalten wir
W+L = PL ×ρ+ C2 = W+can ×S1 L = W+can ⊗ L
= Λ0,0(T ∗M,L)⊕ Λ0,2(T ∗M,L) = L ⊕K−1M ⊗ L
W−L = PL ×ρ− C2 = W−can ×S1 L = W−can ⊗ L = Λ0,1(T ∗M,L).
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Mit dem S1 × S1-Hauptfaserbündel QL := L ×M
((
PU(2) ×det S1
)
×S1 L
)
können
wir das positive Spinorbündel W+L auch so schreiben:
W+L = L ⊕K−1M ⊗ L = QL ×S1×S1 C2 = QL ×S1×S1 H (2.3)
Dabei ist die S1×S1-Wirkung durch (eiγ , eiδ) · (z1, z2) = (eiγz1, eiδz2) bzw. (eiγ , eiδ) ·
(z1 + jz2) = eiγz1 + jeiδz2 gegeben. Eine detaillierte Übersicht, mit welchen Dar-
stellungen für Spinor- und Determinantenbündel wir arbeiten werden, findet sich im
Anhang A.1.
2.2 Zusammenhänge auf den Spinorbündeln
Für eine vierdimensionale Kählermannigfaltigkeit M reduziert der Levi-Civita-Zu-
sammenhang auf PSO(4) auf den Chern-Zusammenhang (siehe dazu auch 2.6.2) auf
PU(2). Wir bezeichnen beide Zusammenhänge mit φ. Sämtliche dadurch induzierten
Zusammenhänge auf assoziierten Vektorbündeln bezeichnen wir mit ∇φ.
Insbesondere induziert φ einen kovariante Ableitung∇φ auf dem kanonischen Spinor-
bündelWcan := W+can⊕W−can =
⊕
q=0,1,2 Λ0,q(T ∗M). Für jeden S1-Zusammenhang B
auf L erhalten wir auf diese Weise eine kovariante Ableitung auf dem Spinorbündel
Wcan ⊗ L = WL :
∇φ⊗B := ∇φ ⊗ 1L + 1Wcan ⊗∇B
Umgekehrt ist jeder Zusammenhang auf dem SpinC(4)-Hauptfaserbündel PL, der
unter der Überlagerungsabbildung ξ : PL → PSO(4) ×M PLdet auf den Levi-Civita-
Zusammenhang φ in PSO(4) abbildet, eindeutig durch sein Bild auf PLdet bestimmt.
Die U(1)-Zusammenhänge A auf PLdet wiederum stehen in (1:1)-Korrespondenz mit
Zusammenhängen B auf L (vergleiche hierzu (2.2)), wir schreiben
A = φ⊗B2. (2.4)
Die Wahl eines Zusammenhangs B auf L (oder äquivalent A auf PLdet) legt also
eindeutig einen hermiteschen Zusammenhang auf den Spinorbündeln fest.
Notiz 2.2.1. Auf dem S1×S1-Bündel QL = L×M
(
PU(2) ×det L
)
notieren wir den
entsprechenden Zusammenhang mit B ⊕ φ⊗B.
Seien weiter FA, Fφ, FB ∈ Ω2(M, iR) die Krümmungen der entsprechenden Zusam-
menhänge auf LLdet, K−1M , L. Das folgende Lemma zeigt dann
FA = Fφ + 2FB. (2.5)
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Lemma 2.2.2. Seien L1 und L2 zwei U(1)-Bündel mit entsprechenden Zusammen-
hängen ∇A1 und ∇A2 . Dann gilt FA1⊗A2 = FA1 + FA2.
Beweis. Für X,Y ∈ Γ(TM) gilt
FA1⊗A2(X,Y ) · 1L1⊗L2 =
[
∇A1⊗A2X ,∇A1⊗A2Y
]
−∇A1⊗A2[X,Y ]
=
[
∇A1X ⊗ 1L2 ,∇A1Y ⊗ 1L2
]
−∇A1[X,Y ] ⊗ 1L2
+
[
1L1 ⊗∇A2X ,1L1 ⊗∇A2Y
]
− 1L1 ⊗∇A2[X,Y ]
+
[
1L1 ⊗∇A2X ,∇A1Y ⊗ 1L2
]
+
[
∇A1X ⊗ 1L2 ,1L1 ⊗∇A2Y
]
= FA1(X,Y )⊗ 1L2 + 1L1 ⊗ FA2(X,Y )
= (FA1(X,Y ) + FA2(X,Y )) · 1L1⊗L2 .
Notiz 2.2.3. [20] Die Krümmung Fφ von K−1M ist eine imaginärwertige (1, 1)-Form,
da φ der Chern-Zusammenhang ist.
2.2.1 Die Wirkung der Eichgruppe auf den Zusammenhängen
Wir definieren bereits an dieser Stelle die Eichgruppe, die auch auf den Lösungen
der Seiberg-Witten-Gleichungen operiert (vergleiche Abschnitt 2.5).
Definition 2.2.4. Für eine Mannigfaltigkeit M definieren wir die Eichgruppe
G := C∞(M,S1).
Die Zusammenhänge auf einem U(1)-Hauptfaserbündel über einer Mannigfaltigkeit
M bilden einen affinen Raum über Ω1(M, iR). Die Eichgruppe G wirkt auf den
Zusammenhängen auf L durch
Bγ := B − γ∗η (2.6)
wobei η die Maurer-Cartan-Form auf S1 ist. Auf den Zusammenhängen A auf PLdet
entspricht das über die Korrespondenz (2.4) der Wirkung
Aγ := A− 2γ∗η. (2.7)
Schließlich induziert das auch eine Wirkung der Eichgruppe auf den Zusammenhän-
gen ∇φ⊗B auf dem Spinorbündel Wcan ⊗ L = WL. Hierfür gilt nach dem folgenden
Lemma
∇φ⊗Bγ = γ∇φ⊗Bγ−1 (2.8)
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Lemma 2.2.5. Sei C ein Zusammenhang in einem S1-Hauptfaserbündel K und
∇C der zugehörige Zusammenhang auf K := K ×S1 C. Sei weiter E ein komplexes
Vektorbündel über derselben Mannigfaltigkeit und ∇E ein Zusammenhang auf E.
Bezeichnen wir mit Cγ den Zusammenhang C − γ∗η, wobei η die Maurer-Cartan-
Form auf S1 und γ ∈ G ist, so gilt
∇E ⊗ 1K + 1E ⊗∇Cγ = γ
(
∇E ⊗ 1K + 1E ⊗∇C
)
γ−1.
Beweis. Die folgende Rechnung zeigt zunächst ∇Cγγ = γ∇C . Wir benutzen, dass
γ∗η = γ−1dγ. Für eine antiäquivariante Funktion f ∈ C∞(K,C)S1 , p ∈ K und
t ∈ TpK erhalten wir
(d+ Cγ) (γf)|p (t)
= d (γf)|p (t) + (C − γ∗η)|p (t) (γf(p))
= dγ|p (t)f(p) + γ(p) df |p (t) + C|p (t) (γf(p))− γ−1dγ
∣∣∣
p
(t)(γf(p))
= γ(p) df |p (t) + γ(p) C|p (t) (f(p)) = γ(p) (d+ C) (f)|p (t)
Sei nun τ ⊗ k ∈ Γ(E ⊗K). Das Lemma folgt dann aus
(
∇E ⊗ 1K + 1E ⊗∇Cγ
)
(γ(τ ⊗ k))
= ∇Eτ ⊗ (γk) + τ ⊗∇Cγ (γk)
= γ
(
∇Eτ ⊗ k
)
+ τ ⊗ γ∇Ck
= γ
(
∇E ⊗ 1K + 1E ⊗∇C
)
(τ ⊗ k).
Bemerkung. Eine ganz ähnliche Rechnung wie im Beweis von Lemma 2.2.5 zeigt,
dass für einen Zusammenhang A auf PLdet gilt
∇Aγ = γ2 ∇A γ−2. (2.9)
Da η die Maurer-Cartan-Form ist, schließen wir
FBγ = FB−γ∗η = FB.
Auch die Krümmung im Determinantenbündel bleibt unter der Wirkung der Eich-
gruppe erhalten:
FAγ = Fφ + 2FBγ = FA (2.10)
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2.3 Dirac-Operatoren
Zur Definition eines Dirac-Operators fehlt uns noch die Clifford-Multiplikation von k-
Formen aufM mit Spinoren. Wir erinnern uns, dass für eine SpinC(4)-Mannigfaltikeit
TM = PSpinC(4)×ρcR4 sowie W± = PSpinC(4)×ρ±H. Der folgende Homomorphismus
von SpinC(4)-Darstellungen
(R4 ∼= H, ρc)⊗ (H⊕H, ρ+ ⊕ ρ−) c−→ (H⊕H, ρ+ ⊕ ρ−)
x⊗ (h+, h−) 7−→ (−xh−, xh+)
(2.11)
definiert somit eine Multiplikation
TM ⊗ (W+ ⊕W−) −→W+ ⊕W−.
Über die Identifizierung TM ∼= T ∗M mit der Metrik erhalten wir auch eine Multi-
plikation
T ∗M ⊗ (W+ ⊕W−) −→W+ ⊕W−.
Definition 2.3.1. Für eine SpinC(4)-Mannigfaltikeit M ist die Clifford-Multiplika-
tion einer 1-Form mit einem Spinor die durch (2.11) induzierte Multiplikation
Γ(T ∗M ⊗ (W+ ⊕W−)) −→ Γ(W+ ⊕W−).
Ist µ = µ1 ∧ · · · ∧ µk eine orthogonale Zerlegung einer reellen k-Form µ, so defi-
nieren wir die Clifford-Multiplikation eines Spinors mit µ durch die Hintereinan-
derausführung c(µ) = c(µ1) · · · c(µk). Für (komplexwertige) Formen setzen wir die
Clifford-Multiplikation (komplex) linear fort.
Bemerkung. In der Tat ist die obige Definition unabhängig von der Wahl der ortho-
gonalen Zerlegung der k-Form. Der Homomorphismus (2.11) erfüllt, dass c(ei)c(ej)+
c(ej)c(ei) = −2δij und c(ei) ist unitär bezüglich des Standardproduktes auf H ∼= C2
(vergleiche 2.1).
Notiz 2.3.2. Durch die Clifford-Multiplikation ergeben sich die folgenden Identifi-
kationen:
c : Ωgerade(M,C) ∼−→ Γ(EndC(W+L )⊕ EndC(W−L ))
c : Ωungerade(M,C) ∼−→ Γ(HomC(W+L ,W−L )⊕HomC(W−L ,W+L ))
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Notiz 2.3.3. (Clifford-Multipliation auf Kählermannigfaltigkeiten / lokale
Koordinaten)
Für eine Kählermannigfaltigkeit genügt es, die Abbildung (2.11) mit j : U(2) →
SpinC(4) (bzw. ρS1 · j : U(2) × S1 → SpinC(4)) als Homomorphismus von U(2)-
Darstellungen (bzw. U(2)×S1-Darstellungen) aufzufassen. Wir erhalten die Clifford-
Multiplikation einer 1-Form mit einem kanonischen (allgemeinen) Spinor
Γ(T ∗M ⊗ (W+can ⊕W−can)) −→ Γ(W+can ⊕W−can)
Γ(T ∗M ⊗ (W+L ⊕W−L )) −→ Γ(W+L ⊕W−L )
(2.12)
(vergleiche hierzu auch den Anhang A.1). Wir wollen nun nachvollziehen, wie diese
Definition konsistent mit der folgenden Vorschrift für eine 1-Form µ ∈ Ω1(M,R) ist:
c(µ)s =
√
2
(
pi0,1(µ) ∧ s− pi0,1(µ)∠s
)
. (2.13)
Hierbei bezeichnet pi0,1 die Projektion auf Λ0,1(T ∗M) und ∠ die Kontraktion bezüg-
lich der Metrik gM . Dazu seien z1 = y1 + iy2 = x0 + ix1, z2 = y3 + iy4 = x2 − ix3
normale Koordinaten an einem Punkt m. Wir setzen `i := dyi (i = 1, . . . , 4) sowie
ei := dxi (i = 0, . . . , 3). In den Basen
(
1 , 12(dz2 ∧ dz1)
)
fürW+can = CM⊕Λ0,2(T ∗M)
und
(
1√
2dz1 ,
1√
2dz2
)
für W−can = Λ0,1(T ∗M) ist c(ei) wie folgt gegeben:
W+can
c(e1)=
(
1 0
0 1
)
c(e2)=
(
i 0
0 −i
)
c(e3)=
(
0 −1
1 0
)
c(e4)=
(
0 −i
−i 0
)
--W−can
c(e1)=
(−1 0
0 −1
)
c(e2)=
(
i 0
0 −i
)
c(e3)=
(
0 −1
1 0
)
c(e4)=
(
0 −i
−i 0
)mm
Dies ist konsistent mit (2.11) und (2.1).
Insbesondere gilt in der Basis
(
1 , 12(dz1 ∧ dz2)
)
auf W+can:
c
(1
2(dz2 ∧ dz1)
)
=
(
0 −2
0 0
)
(2.14)
c(ωM ) = c(`1 ∧ `2 + `3 ∧ `4) = c(e0 ∧ e1 − e2 ∧ e3) =
(
−2i 0
0 2i
)
(2.15)
c
(1
2(dz2 ∧ dz1)
)
=
(
0 0
2 0
)
(2.16)
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Definition 2.3.4. Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-Struk-
tur PL und A ein U(1)-Zusammenhang im Determinantenbündel PLdet. Sei weiter
∇φ der Zusammenhang auf dem kanonischen Spinorbündel Wcan, der durch den
Levi-Civita-Zusammenhang gegeben ist. A legt durch A = φ ⊗ B2 eindeutig einen
Zusammenhang B auf L fest. Wir definieren einen Dirac-Operator mittels
DA : Γ(WL) ∇
φ⊗B−−−−→ Γ(T ∗M ⊗WL) c−→ Γ(WL). (2.17)
Für den Fall, dass L das triviale Geradenbündel CM und ∇B der triviale Zusam-
menhang d ist, schreiben wir auch
D : Γ(Wcan) ∇
φ−−→ Γ(T ∗M ⊗Wcan) c−→ Γ(Wcan). (2.18)
Schränken wir den Operator auf W+L ein, so bezeichnen wir ihn mit
 DA : Γ(W+L ) ∇
φ⊗B−−−−→ Γ(T ∗M ⊗W+L ) c−→ Γ(W−L ). (2.19)
Notiz 2.3.5. Für einen orientierten orthonormalen Rahmen {`1, . . . , `4} für TmM
erhalten wir
DA(s)
∣∣∣
m
=
4∑
i=1
c(`i) ∇φ⊗B`i (s)
∣∣∣
m
Aus Gleichung (2.8) folgt für die Wirkung der Eichgruppe G auf dem entsprechenden
Dirac-Operator:
DAγ = γDAγ−1 (2.20)
2.3.1 Komplex-geometrische Beschreibung der Dirac-Operatoren
Für eine Kählermannigfaltigkeit M haben wir für einen Dirac-Operator auch eine
komplex-geometrische Beschreibung. Wir bezeichnen mit ∗ den durch die Metrik
gM gegebenen Hodge-Stern-Operator sowie dessen konjugiert-lineare Fortsetzung auf
Ω•(M,C) und definieren für eine Kählermannigfaltigkeit
∂
∗ := − ∗ ∂∗
Bemerkung. In der Tat erfüllt ∂∗ bezüglich des von gM induzierten hermiteschen
Produktes auf Λ•(M,C), dass 〈∂·, ·〉 = 〈·, ∂∗·〉.
Satz 2.3.6. [16] Für den Dirac-Operator aus (2.18) gilt
D = √2(∂ + ∂∗).
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Sei nun L ein hermitesches komplexes Geradenbündel mit hermiteschem Zusammen-
hang ∇B. Wir definieren
∂B :=
(
pi0,1 ⊗ 1L
)
◦ ∇B : Ω(M,L) −→ Ω0,1(M,L)
und setzen ∂B durch
∂B(σ ⊗ l) = ∂(σ)⊗ l + (−1)p+qσ ∧ ∂B(l)
zu einem Cauchy-Riemann-Operator auf ⊕q=0,1,2 Ωp,q(M,L) fort.
Für einen orientierten orthonormalen Rahmen {`1, . . . , `4} für TmM gilt am Punkt
m:
∂B = ∂σ ⊗ l +
4∑
i=1
pi0,1(`i) ∧ σ ⊗∇B`i l. (2.21)
Der adjungierte Operator ∂∗B erfüllt
∂
∗
B = ∂
∗
σ ⊗ l −
4∑
i=1
pi0,1(`i)∠σ ⊗∇B`i l. (2.22)
Satz 2.3.7. Für den Dirac-Operator aus (2.17) gilt
DA = √2(∂B + ∂∗B).
Beweis. Die Behauptung folgt direkt aus den Gleichungen (2.21) und (2.22) sowie
dem Satz 2.3.6. Für σ ⊗ l ∈ Ω0,q(M,L) rechnen wir so:
DA(σ ⊗ l) =
4∑
i=1
c(`i)∇φ⊗B`i (σ ⊗ l) =
4∑
i=1
c(`i)
(
∇φ`i(σ)⊗ l + σ ⊗∇B`i l
)
=
4∑
i=1
c(`i)∇φ`i(σ)⊗ l + c(`i)(σ)⊗∇B`i l
=
√
2(∂ + ∂∗)(σ)⊗ l +
4∑
i=1
√
2
(
pi0,1(`i) ∧ σ − pi0,1(`i)∠σ
)
⊗∇B`i l
=
√
2(∂B + ∂
∗
B)
2.4 Eine quadratische Abbildung
Der Hodge-Stern-Operator ∗ definiert eine Involution auf Λ2T ∗M , so dass wir die
reellwertigen 2-Formen in selbstduale und antiselbstduale zerlegen können:
Λ2+(T ∗M) := ker(1− ∗) Λ2−(T ∗M) := ker(1 + ∗)
Eine komplexwertige 2-Form τ nennen wir selbstdual, falls ∗τ = τ und antiselbst-
dual, falls ∗τ = −τ (hier bezeichnet ∗ den konjugiert-linear fortgesetzten Hodge-
Stern-Operator). Wir notieren diese selbstdualen 2-Formen mit Ω2+(M,C) und die
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antiselbstdualen mit Ω2−(M,C). Den selbstdualen Anteil einer 2-Form τ bezeichnen
wir mit τ+, den antiselbstdualen mit τ−. Für eine Kählermannigfaltigkeit M mit
Kählerform ωM haben wir folgende Zerlegung (Komplementbildung ⊥ bezieht sich
hier auf die Schnittform (τ1, τ2) 7→
∫
M τ1 ∧ τ2)[16]:
Ω2+(M,C) = Ω2,0(M,C)⊕ Ω0(M,C) · ωM ⊕ Ω0,2(M,C)
Ω2−(M,C) =
(
Ω0(M,C) · ωM
)⊥ ∈ Ω1,1(M,C)
Rein imaginärwertige selbstduale 2-Formen sind dann
Ω2+(M, iR) = Ω0(M, iR) · ωM ⊕
{
µ− µ
∣∣∣ µ ∈ Ω0,2(M,C) } (2.23)
Die Clifford-Multiplikation gibt eine Identifikation von Ω2+(M,C) mit den spurlosen
Endomorphismen des positiven Spinorbündels:
c : Ω2+(M,C)
∼−→ Γ(End0(W+L )) (2.24)
Bemerkung. Die Clifford-Multiplikation identifiziert hier genauer Ω2+(M,R) mit den
antiselbstadjungierten spurlosen Endomorphismen von W+L und Ω2+(M, iR) mit den
selbstadjungierten spurlosen Endomorphismen. (Adjungiertheit ist bezüglich des her-
miteschen Produktes auf W+L gemeint.)
Weiter benutzen wir das hermitesche Produkt auf W+L , um eine quadratische Abbil-
dung zu definieren:
q˜ : Γ(W+L ) −→ Γ(End0(W+L ))
ψ 7−→ 〈ψ, ·〉ψ − 12 |ψ|
21W+L
= ψ ⊗ ψ − 12 |ψ|
21W+L
Bezüglich der ZerlegungW+L = L⊕K−1M ⊗L in zwei Geradenbündel können wir q˜(ψ)
mit ψ = α+ β auch als Matrix schreiben:
q˜(α, β) =
( |α|2−|β|2
2 αβ
αβ |β|
2−|α|2
2
)
Tatsächlich ist q˜(α, β) spurlos und selbstadjungiert. Die zugehörige imaginärwertige
selbstduale 2-Form im Sinne von (2.24) ist (vergleiche dazu (2.14)-(2.16))
q(α, β) := i4
(
|α|2 − |β|2
)
ωM +
1
2
(
αβ − αβ
)
. (2.25)
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2.5 Die Seiberg-Witten-Gleichungen
Definition 2.5.1. Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-Struk-
tur PL und q die quadratische Abbildung aus (2.25). Für einen U(1)-Zusammenhang
A auf dem Determinantenbündel PLdet und einen positiven Spinor ψ ∈ Γ(W+L ) defi-
nieren wir die Seiberg-Witten-Gleichungen:
{
 DAψ = 0
F+A = q(ψ)
Die Eichgruppe G = C∞(M,S1) wirkt auf dem Konfigurationsraum
CL :=
{
(A,ψ)
∣∣∣ A Zusammenhang auf PLdet, ψ ∈ Γ(W+L ) }
durch
γ · (A,ψ) := (Aγ , γψ),
wobei Aγ = A− 2γ∗η (vergleiche (2.7)).
In (2.20) und (2.10) haben wir bereits gesehen, dass DAγ = γDAγ−1 und FAγ = FA.
Weiterhin können wir in (2.25) leicht ablesen, dass q(γψ) = q(ψ). Die Eichgruppe
operiert also auch auf den Lösungen der Seiberg-Witten-Gleichungen.
Definition 2.5.2. Der Seiberg-Witten-Modulraum ist
ML :=
{
(A,ψ) ∈ CL
∣∣∣ DAψ = 0, F+A = q(ψ) }/G
Mit Satz 2.3.7 erhalten wir folgende Umformulierung der Seiberg-Witten-Gleichun-
gen für einen Zusammenhang A = φ ⊗ B2 und einen positiven Spinor ψ = α + β ∈
Γ(L ⊕K−1M ⊗ L): 
∂Bα+ ∂
∗
Bβ = 0
(F+A )1,1 = i4
(|α|2 − |β|2)ωM
F 0,2A = 12αβ
(2.26)
2.6 Holomorphe Beschreibung des Modulraumes
Mithilfe von (2.26) können wir den Modulraum der Seiberg-Witten-Gleichungen im
Kähler-Fall in der Sprache der algebraischen Geometrie beschreiben. Wir folgen hier
im Wesentlichen dem Beweis aus [14]. Dazu klären wir zunächst, wann ein Zusam-
menhang eine holomorphe Struktur definiert.
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2.6.1 Holomorphe Zusammenhänge
Definition 2.6.1. Sei (E, ∂) ein holomorphes Vektorbündel. Wir nennen einen Zu-
sammenhang ∇ holomorph bezüglich der holomorphen Struktur ∂, wenn
(pi0,1 ⊗ 1E) ◦ ∇ = ∂.
Lemma/Definition 2.6.2. [20] Sei (E, ∂E , h) ein holomorphes, hermitesches Vek-
torbündel über einer komplexen Mannigfaltigkeit M . Dann gibt es einen eindeu-
tigen holomorphen, hermiteschen Zusammenhang ∇ auf E. Dieser heißt Chern-
Zusammenhang bezüglich der holomorphen Struktur ∂E und dem hermiteschen Pro-
dukt h.
Wie in Abschnitt 2.3.1 beschrieben, definiert ein hermitescher Zusammenhang ∇B
auf einem hermiteschem Geradenbündel einen Cauchy-Riemann-Operator ∂B :=
pi0,1 ◦ ∇B (der nicht notwendigerweise eine holomorphe Struktur definiert).
Lemma 2.6.3. Sei M eine Kählermannigfaltigkeit mit SpinC(4)-Struktur PL und
B ein Zusammenhang auf dem S1-Bündel L sowie ∂B der entsprechende Cauchy-
Riemann-Operator. Dann gilt für die Clifford-Multiplikation des (0, 2)-Anteils der
Krümmung FB ∈ Ω2(M, iR) ⊂ Ω2(M,C)
c(F 0,2B ) = ∂B ◦ ∂B
Beweis. Da die Kählermannigfaltigkeit vierdimensional ist, rechnen wir die Gleich-
heit auf σ ⊗ l ∈ Ω0(M,L) nach. Wegen (2.5) und Notiz 2.2.3 gilt für den wie oben
beschriebenen Zusammenhang A := φ⊗B2, dass F 0,2A = 2F 0,2B .
Weiter ist c(FA) = c(F 2,0A ) + c(F
1,1
A ) + c(F
0,2
A ). Schränken wir die Clifford-Multi-
plikation auf Ω0(M,L) ein, so ist c(F 2,0A ) identisch Null, c(F 0,2A ) nimmt Werte in
Ω0,2(M,L) und c(F 1,1A ) in Ω0(M,L) an (vergleiche auch Notiz 2.3.3). Also gilt an
einem Punkt mit normalem Rahmen
c(F 0,2B )(σ ⊗ l) =
1
2c(F
0,2
A )(σ ⊗ l) =
1
2
(
pi0,2 ⊗ 1L
)
c(FA)(σ ⊗ l)
= 14
(
pi0,2 ⊗ 1L
) 4∑
i,j=1
c(`i)c(`j)σ ⊗ FB(`i, `j)(l)

= 14
4∑
i,j=1
2 pi0,1(`i) ∧ pi0,1(`j) ∧ σ ⊗
[
∇B`i ,∇B`j
]
l
=
4∑
i,j=1
pi0,1(`i) ∧ pi0,1(`j) ∧ σ ⊗∇B`i∇B`j l
= ∂B∂B(σ ⊗ l).
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Korollar 2.6.4. Sei B ein Zusammenhang auf einem S1-Bündel über eine Kähler-
mannigfaltigkeit. Dann sind äquivalent:
i) Der Zusammenhang B ist holomorph.
ii) F 0,2B = 0
iii) F 2,0B = 0
iv) FB ∈ Ω1,1(M, iR)
Beweis. Wegen FB = −FB gilt F 0,2B = −F 2,0B . Damit folgt die Behauptung aus dem
vorhergehenden Lemma 2.6.3.
2.6.2 Der Seiberg-Witten-Modulraum
Definition 2.6.5. Für eine vierdimensionale KählermannigfaltigkeitM mit Kähler-
form ωM definieren wir den Grad eines Geradenbündels K durch
deg(K) :=
∫
M
c1(K) ∧ ωM .
Lemma 2.6.6. [14] Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-Struk-
tur PL und (A,ψ) = (φ ⊗ B2, α + β) eine Lösung der Seiberg-Witten-Gleichungen
(2.26). Dann gilt:
a) F 0,2A = 0 und F
0,2
B = 0
b) A und B sind holomorphe Zusammenhänge.
c) ∂∗Bβ = 0 (d. h. β ist antiholomorph bezüglich ∂B)
d) ∂Bα = 0 (d. h. α ist holomorph bezüglich ∂B)
e) In Abhängigkeit vom Grad des Determinantenbündels deg(LLdet) können folgende
Fälle eintreten: 
ψ = α 6= 0 falls deg(LLdet) < 0
ψ = 0 falls deg(LLdet) = 0
ψ = β 6= 0 falls deg(LLdet) > 0
Beweis. a) Aus ∂Bα+ ∂
∗
Bβ = 0 folgt
∂B∂Bα+ ∂B∂
∗
Bβ = 0
Wir wenden Lemma 2.6.3 an und berücksichtigen, dass F 0,2B = 12F
0,2
A (vergleiche
(2.5) und Notiz 2.2.3):
1
2c(F
0,2
A )α+ ∂B∂
∗
Bβ = 0
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Wegen F 0,2A = 12αβ ist c(F
0,2
A ) = αβ, also
1
2 |α|
2β + ∂B∂
∗
Bβ = 0
Bilden wir das hermitesche Produkt mit β, dann liefert das nach Integration über
M ∫
M
1
2 |α|
2|β|2dvol+
∫
M
|∂∗Bβ|2dvol = 0 (2.27)
Beide Summanden sind nicht-negativ und müssen deshalb verschwinden. Nun ist
aber |αβ|2 = |α|2|β|2. Daraus folgt, dass αβ = 0 und schließlich F 0,2A = 0 aus den
Seiberg-Witten-Gleichungen, was unmittelbar auch F 0,2B = 0 impliziert.
b) Die Behauptung folgt mit Korollar 2.6.4 aus a).
c) Aus (2.27) schließen wir auch ∂∗Bβ = 0.
d) Dass ∂Bα = 0, folgt dann aus den Seiberg-Witten-Gleichungen mit c).
e) Wegen αβ = 0 muss mindestens einer der beiden Faktoren auf einer offenen
Teilmenge vonM verschwinden. Dann aber ist dieser Faktor schon identisch Null.
In der folgenden Rechnung nutzen wir, dass F−A ∈ ω⊥M bezüglich der Schnittform
und F+A = (F
+
A )1,1 wegen a).
deg(LLdet) =
∫
M
c1(LLdet) ∧ ωM =
i
2pi
∫
M
FA ∧ ωM = i2pi
∫
M
F+A ∧ ωM
= i2pi
∫
M
(F+A )
1,1 ∧ ωM = 14pi
∫
M
(
|β|2 − |α|2
)
dvol
Also bestimmt das Vorzeichen von deg(LLdet) wie oben angegeben, ob α oder β
verschwinden muss. Ist weiter deg(LLdet) 6= 0, so sehen wir mit selbiger Rechnung,
dass ψ = 0 nicht eintreten kann, da ψ in diesem Fall auf keiner offenen Teilmenge
von M verschwinden darf.
Betrachten wir also die Fallunterscheidung nach dem Vorzeichen von deg(LLdet).
Der Fall deg(LLdet) = 0. Die Lösungen der Seiberg-Witten-Gleichungen (2.26) sind
gerade die antiselbstdualen Zusammenhänge auf PLdet. Der Modulraum ist
ML =
{
(A, 0) ∈ CL
∣∣∣ F+A = 0 }/G
=
{
Zusammenhänge A auf PLdet, so dass F+A = 0
}/
G .
(2.28)
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Der Fall deg(LLdet) < 0. In diesem Fall sind die Lösungen der Seiberg-Witten-Glei-
chungen (2.26) Paare (A,α), so dass
• A ein holomorpher Zusammenhang auf PLdet ist,
• 0 6= α ∈ Γ(L) holomorph bezüglich des durch A induzierten Zusammenhangs
ist und
• (F+A )1,1 = i4 |α|2ωM erfüllt ist.
Zwei solche Paare (A,α) und (A′, α′) repräsentieren genau dann dasselbe Element
im Modulraum ML, wenn sie sich um ein Element γ in der Eichgruppe G unter-
scheiden. Diese Äquivalenz können wir auch anders formulieren. Wir bezeichnen die
zugehörigen Zusammenhänge auf L wieder mit B bzw. B′.
Lemma 2.6.7. [14] Falls deg(LLdet) < 0, dann sind die Lösungen (A,α) der Seiberg-
Witten-Gleichungen (2.26) gegeben durch einen holomorphen Zusammenhang A und
einen bezüglich der induzierten holomorphen Struktur ∂B auf L holomorphen Schnitt
0 6= α ∈ Γ(L), so dass
(F+A )
1,1 = i4 |α|
2ωM .
Es sind (A,α) und (A′, α′) genau dann eichäquivalent, wenn es einen holomorphen,
hermiteschen Isomorphismus T : (L, ∂B)→ (L, ∂B′) gibt, der α in α′ abbildet.
Beweis. Es gelte für (A,α) und (A′, α′), dass A′ = Aγ und α′ = γα für ein γ ∈ G .
Insbesondere definiert γ ∈ C∞(M,S1) ⊂ C∞(M,C∗) einen hermiteschen Bündel-
Isomorphismus
γ : (L, ∂B) −→ (L, ∂B′).
Aus A′ = Aγ bzw. B′ = Bγ folgt mit ∇B′ = γ∇Bγ−1 unmittelbar ∂B′ = γ∂Bγ−1.
Also ist γ auch holomorph. Natürlich bildet der Isomorphismus α in α′ = γα ab.
Umgekehrt gilt für jeden holomorphen, hermiteschen Isomorphismus T : (L, ∂B) →
(L, ∂B′), der α in α′ abbildet, dass T ∈ C∞(M,S1) = G sowie ∂B′ = T∂BT−1,
daraus folgt mit ∂B′ = T−1∂BT , dass ∇B′ = T∇BT−1. Schließlich erfüllt T also
auch B′ = BT bzw. A′ = AT .
Bemerkung. Wenn A′ = Aγ , dann erhalten wir auch auf LLdet einen hermiteschen,
holomorphen Bündel-Isomorphismus (vergleiche auch (2.9))
γ2 : (LLdet, ∂A) −→ (LLdet, ∂A′).
Wenn wir uns nur für den Modulraum der Seiberg-Witten-Gleichungen interessieren,
können wir mit Hilfe des gleich folgenden Korollares 2.6.10 eine Komplexifizierung
der Eichgruppe erreichen und damit auf die Gleichung (F+A )1,1 = i4 |α|2ωM zwischen
Krümmung und Spinor verzichten. Für den Beweis nutzen wir ein Resultat von
Kazdan und Warner:
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Satz 2.6.8. (Kazdan-Warner)[16], [11] SeiM eine kompakte Riemannsche Man-
nigfaltigkeit. Sei k eine positive reelle Zahl und w ∈ C∞(M,R) eine Funktion, die
außerhalb einer Nullmenge positiv ist. Dann hat die Gleichung
∆M (λ) + w exp(kλ) = g ∈ C∞(M,R)
genau dann eine Lösung λ ∈ C∞(M,R), wenn∫
M
g dvol > 0.
Die Lösung ist in diesem Fall eindeutig.
Lemma 2.6.9. [14] Wir setzen deg(LLdet) < 0 voraus. Sei ∇B0 ein holomorpher, her-
mitescher Zusammenhang auf L und α 6= 0 ein diesbezüglich holomorpher Schnitt
von L. Dann gibt es eine hermitesche Metrik h1 auf L, welche einen hermiteschen
und bezüglich ∂B0 holomorphen Zusammenhang ∇B1 auf L induziert, dessen zuge-
höriger Zusammenhang ∇A1 auf LLdet erfüllt, dass
(F+A1)
1,1 = i4 |α|
2
h1ωM . (2.29)
Beweis. Sei h die hermitesche Metrik auf L. Jede andere hermitesche Metrik h1
können wir schreiben als h1 = exp(λ)h für ein λ ∈ C∞(M,R). Wir zeigen zunächst,
dass für so eine Metrik
FB1 = FB0 + ∂∂λ (2.30)
gilt, wenn B1 der holomorphe und bezüglich h1 hermitesche Zusammenhang auf
L ist. Wir können ∇B0 lokal auf einer trivialisierenden Umgebung U durch eine
(1, 0)-Form θ beschreiben (vgl. [13]). Es sei s ∈ Γ(U, L|U ) ein nicht verschwindender
holomorpher Schnitt. Da ∇B0 hermitesch bezüglich h ist, folgt
d(|s|2h) = 〈θs, s〉+ 〈s, θs〉 = (θ + θ)|s|2h.
Projezieren wir auf den (1, 0)-Anteil, erhalten wir
∂(|s|2h) = θ|s|2h bzw. θ = ∂ log(|s|2h).
Damit folgt per Definition von λ, dass
∇B1 −∇B0 = ∂ log(|s|2h1)− ∂ log(|s|2h0) = ∂λ
und schließlich (2.30) mit d(∂λ) = ∂∂λ. Entsprechend folgt für die Zusammenhänge
auf LLdet, dass FA1 = FA0 + 2∂∂λ. Die Forderung (2.29) an h1 ist damit äquivalent
zu der Forderung an λ
(F+A0)
1,1 + 2(∂∂λ)+ = i4 exp(λ)|α|
2
hωM
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zu erfüllen. Da Ω2−(M,C) = ω⊥M ⊂ Ω1,1(M,C), ist dies äquivalent zu
FA0 ∧ ωM + 2∂∂λ ∧ ωM =
i
4 exp(λ)|α|
2
hωM ∧ ωM . (2.31)
Nun ist ωM = i2(dz1 ∧ dz1 + dz2 ∧ dz2) die Kählerform auf M . Damit ergibt sich
∂∂λ ∧ ωM = −2
i
(
∂2λ
∂z1∂z1
+ ∂
2λ
∂z2∂z2
)
dvol = 2
i
∆M (λ)dvol.
Die Gleichung (2.31) ist also äquivalent zu(
∆M (λ) +
1
8 exp(λ)|α|
2
h
)
dvol = −14 iFA0 ∧ ωM .
Wegen 0 > deg(LLdet) = i2pi
∫
M FA0 ∧ ωM ist die rechte Seite −14 iFA0 ∧ ωM = gdvol
für eine Funktion g, die gerade die Bedingung
∫
M gdvol > 0 des Satzes 2.6.8 erfüllt.
Für die äquivalente Gleichung
∆M (λ) +
1
8 exp(λ)|α|
2
h = g.
existiert nach Satz 2.6.8 eine eindeutige Lösung λ ∈ C∞(M,R).
Korollar 2.6.10. [14] Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-
Struktur PL. Wir betrachten den Fall deg(LLdet) < 0. Dann gilt:
a) Jedes Paar (∂L, α0) aus einer holomorphen Struktur ∂L auf L und einem diesbe-
züglich holomorphen Schnitt α0 ∈ Γ(L), α0 6= 0 bestimmt eine Lösung (A,α) der
Seiberg-Witten-Gleichungen (2.26), so dass
• die holomorphe Struktur ∂B des zugehörigen Zusammenhangs B auf L iso-
morph zu ∂L ist
• und ein holomorpher Isomorphismus α auf α0 abbildet.
b) Diese Lösung (A,α) ist eindeutig bis auf Eichäquivalenz.
c) In diesem Sinne bestimmt jedes Paar (∂L, α0) einen Punkt im Modulraum ML.
Umgekehrt gibt es für jeden Punkt im ModulraumML ein Paar (∂L, α0), das den
Punkt festlegt.
d) Zwei Paare (∂L, α0) und (∂
′
L, α′0) bestimmen genau dann denselben Punkt im
Modulraum ML, wenn die holomorphen Strukturen ∂L und ∂
′
L isomorph sind
und ein holomorpher Isomorphismus dieser beiden Strukturen α0 auf ein skalares
Vielfaches von α′0 abbildet.
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Beweis. a) Sei (∂L, α0) eine holomorphe Struktur auf L mit einem holomorphen
Schnitt α0 ∈ Γ(L). Wir bezeichnen die hermitesche Metrik auf L wieder mit h
und den bezüglich h hermiteschen und bezüglich ∂L holomorphen Zusammenhang
auf L mit ∇B0 .
Nach Lemma 2.6.9 gibt es eine hermitesche Metrik h1 auf L, welche einen hermite-
schen und bezüglich ∂B0 = ∂L holomorphen Zusammenhang ∇B1 auf L induziert,
dessen zugehöriger Zusammenhang ∇A1 auf LLdet erfüllt, dass
(F+A1)
1,1 = i4 |α0|
2
h1ωM . (2.32)
Sei nun T ∈ Aut(L), so dass T ∗(h1) = h. Die Existenz von T folgt auch aus Lem-
ma 2.6.9. Wir können zum Beispiel T (l) =
√
1
exp(λ) l setzen, falls h1 = exp(λ)h mit
λ ∈ C∞(M,R) wie im Lemma 2.6.9. Andererseits gilt für T zwingend TT exp(λ) =
1. Aus der Eindeutigkeit von λ folgt also, dass T eindeutig bis auf eine Eichtrans-
formation γ ∈ C∞(M,S1) = G ist. Es ist T (l) =
√
1
exp(λ)γ(l) für ein γ ∈ G .
Für T ∈ Aut(L) mit T ∗(h1) = h setzen wir nun α = T−1(α0) sowie ∇B =
T ∗(∇B1). Wegen ∂L = ∂B0 = ∂B1 ist T ein holomorpher Isomorphismus T : (L, ∂B)
→ (L, ∂L), der α auf α0 abbildet. Weiterhin ist ∇B hermitesch bezüglich h, da
∇B1 hermitesch bezüglich h1 ist:
d(h(l1, l2))(X) = d(h1(T (l1), T (l2)))(X)
= h1(∇B1X T (l1), T (l2)) + h1(T (l1),∇B1X T (l2))
= h(T−1∇B1X T (l1), l2) + h(l1, T−1∇B1X T (l2))
= h(∇BX(l1), l2) + h(l1,∇BX(l2))
Also definiert ∇B einen Zusammenhang B auf L bzw. einen entsprechenden Zu-
sammenhang A auf PLdet. Damit das Paar (A,α) tatsächlich eine Lösung der
Seiberg-Witten-Gleichungen ist, welche den Bedingungen des Satzes genügt, müs-
sen wir noch zeigen, dass
(F+A )
1,1 = i4 |α|
2
hωM .
Das folgt aber mit FB = T−1FB1T = FB1 und |α|2h = |T (α)|2h1 = |α0|2h1 aus
(2.32).
b) Die Eindeutigkeit von (A,α) bis auf Eichäquivalenz folgt aus der Eindeutigkeit
von T bis auf eine Eichtransformation (siehe a)).
c) Alle Punkte des Modulraumes ML werden getroffen. Sei (A,α) eine Lösung
der Seiberg-Witten-Gleichungen und B der entsprechende Zusammenhang auf
L. Dann liefert obige Prozedur für das Paar (∂B, α), dass λ = 1 sowie T ∈ G und
wir erhalten die Bahn von (A,α) unter der Eichgruppe G zurück.
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d) Sei S : (L, ∂L) → (L, ∂′L) ein holomorpher Isomorphismus, der α0 auf ein skala-
res Vielfaches von α′0 abbildet. Durch Skalieren mit einer konstanten Funktion
können wir auch annehmen, dass S(α0) = α′0. Dann existieren (wie in a) beschrie-
ben) hermitesche Metriken h1 = exp(λ)h und h′1 = exp(λ′)h mit ensprechenden
bezüglich ∂L bzw. ∂
′
L holomorphen Zusammenhängen ∇B1 und ∇B
′
1 auf L und
entsprechenden Zusammenhängen ∇A1 und ∇A′1 auf LLdet, die
(F+A1)
1,1 = i4 |α0|
2
h1ωM und (F
+
A′1
)1,1 = i4 |α
′
0|2h′1ωM (2.33)
erfüllen. Insbesondere ist S dann auch ein holomorpher Isomorphismus S : (L, ∂B1)
→ (L, ∂B′1), sodass FB1 = FB′1 sowie FA1 = FA′1 .
Mit (2.33) erhalten wir |α0|2h1 = |S(α0)|2h′1 = |α0|
2
S∗(h′1)
. Für S ∈ Aut(L) folgt,
da der holomorphe Schnitt α0 allenfalls auf einer Nullmenge verschwindet, dass
S∗(h′1) = h1. Der holomorphe Isomorphismus S ist also auch ein hermitescher
Isomorphismus S : (L, ∂B1 , h1) → (L, ∂B′1 , h′1). Jede Lösung (A,α), die wir mit
der Prozedur aus a) mit T ∈ Aut(L) aus dem Paar (∂L, α0) gewinnen, erhalten
wir mit ST ∈ Aut(L) auch aus dem Paar (∂′L, α′0).
Seien nun (∂L, α0) und (∂
′
L, α′0) so gewählt, dass sie denselben Punkt im Modul-
raum ML bestimmen. Wir wählen einen Repräsentanten (A,α) und bezeichnen
den entsprechenden Zusammenhang auf L wieder mit B. Nach a) gibt es holomor-
phe Isomorphismen T : (L, ∂B) → (L, ∂L) sowie T ′ : (L, ∂B) → (L, ∂′L), so dass
T (α) = α0 und T ′(α) = α′0. Dann ist T ′T−1 : (∂L, α0)→ (∂′L, α′0) ein holomorpher
Isomorphismus, der T ′T−1(α0) = α′0 erfüllt.
Bemerkung. (zum Beweis von Korollar 2.6.10 d)) Jeder andere holomorphe Isomor-
phismus (∂L, α0) → (∂′L, α′0) bildet α0 auf eine skalares Vielfaches von α′0 ab. Ins-
besondere bestimmen (∂L, α0) und (∂L, λ0α0) genau dann denselben Punkt im Mo-
dulraum, wenn λ0 ∈ C∗.
Das Korollar 2.6.10 präzisiert die folgende Bĳektion (vergleiche auch Abschnitt 1.4):
Satz 2.6.11. Falls deg(LLdet) < 0, dann gibt es eine Bĳektion
ML∼=
⋃
∂L∈Hol(L)
P(Hˇ0(M, (L, ∂L)))
∼= { effektive Divisoren D, so dass c1(OM (D)) = c1(L) } .
(2.34)
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Der Fall deg(LLdet) > 0. In diesem Fall sind die Lösungen der Seiberg-Witten-Glei-
chungen (2.26) Paare (A, β), so dass
• A ein holomorpher Zusammenhang auf PLdet ist,
• 0 6= β ∈ Γ(K−1M ⊗L) antiholomorph bezüglich des durch A induzierten Zusam-
menhangs ist und
• (F+A )1,1 = − i4 |β|2ωM erfüllt ist.
Ähnlich zum Fall deg(LLdet) < 0 führen hier analoge Überlegungen zu dem Resultat:
Satz 2.6.12. Falls deg(LLdet) > 0, dann gibt es eine Bĳektion
ML ∼=
{
effektive Divisoren D, so dass c1(OM (D)) = c1(KM ⊗ L−1)
}
. (2.35)
Bemerkung. Wir haben die Bĳektionen (2.34) und (2.35) hier nur als Bĳektionen von
Mengen betrachtet. Tatsächlich erhalten Friedman und Morgan diese Bĳektionen in
[5] als Diffeomorphismen, falls H2(M,OM ) = 0.

3 Verallgemeinerte
Seiberg-Witten-Gleichungen
Die Seiberg-Witten-Gleichungen verallgemeinern wir hier auf die folgende Situation:
Zunächst ersetzen wir im positiven Spinorbündel W+L = QL ×S1×S1 H (vergleiche
(2.3)) die Hyperkähler-Faser H durch eine vierdimensionale Hyperkählermannigfal-
tigkeitX mit geeigneter S1×S1-Wirkung aufX und konstruieren einen nicht-linearen
Dirac-Operator. Die diagonale S1-Wirkung ist Hamiltonsch bezüglich der drei kom-
plexen Strukturen auf X und erlaubt drei Momentenabbildungen, mit denen wir eine
neue quadratische Abbildung definieren. Mit diesen beiden Konstruktionen formulie-
ren wir eine Verallgemeinerung der Seiberg-Witten-Gleichungen. Schließlich rechnen
wir nach, dass die Eichguppe C∞(M,S1) auch auf den Lösungen der verallgemeiner-
ten Gleichungen wirkt.
3.1 Das lineare Modell der Faser
Bevor wir uns dem verallgemeinerten positiven Spinorbündel zuwenden, fassen wir
noch ein paar Eigenschaften der linearen Faser H zusammen. Wir betrachten die
Beschreibung des positiven Spinorbündels aus (2.3) durch
W+L = QL ×ργ⊕ρδ H
mit folgender isometrischer S1 × S1-Wirkung auf H:
(ργ ⊕ ρδ)(eiγ , eiδ)(z1 + jz2) = eiγz1 + jeiδz2
Weiter betrachten wir die durch die Linksmultiplikation mit i1 := i, i2 := j, i3 := k
gegebene Hyperkählerstruktur auf H:
I1 := I := Li1 := Li I2 := J := Li2 := Lj I3 := K := Li3 := Lk
Notiz 3.1.1. Die komplexe Struktur I induziert, da sie mit der Darstellung ργ ⊕ ρδ
kommutiert, eine zusätzliche komplexe Struktur auf W+L . Wenn wir W
+
L mit dieser
komplexen Struktur versehen, schreiben wir (W+L , I).
Für die drei symplektischen Formen ωl = gH(·, Il·) setzen wir
ωH := ωIi+ ωJj + ωKk =
3∑
l=1
ωl il
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Lemma 3.1.2. Es gilt ωH = 12dh ∧ dh.
Beweis. Für x, y ∈ H ist
ωH(x, y) = ωI(x, y)i+ ωJ(x, y)j + ωK(x, y)k
= gH(x, iy)i+ gH(x, jy)j + gH(x, ky)k
= Re(iyx)i+ Re(jyx)j + Re(kyx)k
= −Im(yx) = Im(xy) = 12(xy − yx) =
1
2dh ∧ dh(x, y)
Unter der S1 × S1-Wirkung gilt für die Hyperkählerstruktur
(eiγ , eiδ)I(e−iγ , e−iδ) = I
(eiγ , eiδ)J(e−iγ , e−iδ) = cos(γ − δ)J + sin(γ − δ)K
(eiγ , eiδ)K(e−iγ , e−iδ) = − sin(γ − δ)J + cos(γ − δ)K.
(3.1)
Die diagonale S1-Wirkung
eiβ · (z1 + jz2) = (ργ ⊕ ρδ)(eiβ, eiβ)(z1 + jz2) = eiβz1 + jeiβz2 = Reiβ (z1 + jz2),
welche durch Rechtsmultiplikation mit Elementen aus S1 gegeben ist, ist also hyper-
kählersch. Wir zeigen nun, dass diese Wirkung auch Hamiltonsch ist:
Lemma 3.1.3. Wir betrachten die durch Linksmultiplikation mit i, j, k auf H gege-
bene Hyperkählerstruktur mit den zugehörigen Kählerformen ωl = gH(·, Il·) und die
Gruppenwirkung von S1, die auf H durch Rechtsmultiplikation gegeben ist. Bezüg-
lich der drei Kählerstrukturen existieren drei Momentenabbildungen µI , µJ , µK : H→
R ∼= (iR)∗, so dass für
µH := µIi+ µJj + µKk =
3∑
l=1
µl il gilt µH(h) =
1
2hih. (3.2)
Beweis.
d
(1
2hih
)
(v) = 12
(
vih+ hiv
)
= 12
(
vih− vih
)
= Im(vih)
= Re(−ivih)i+ Re(−jvih)j + Re(−kvih)k
= Re(ivhi)i+ Re(jvhi)j + Re(kvhi)k
= gH(hi, iv)i+ gH(hi, jv)j + gH(hi, kv)k
= ωI(Ki
∣∣∣
h
, v)i+ ωJ(Ki
∣∣∣
h
, v)j + ωK(Ki
∣∣∣
h
, v)k
= dµI |h (v)i+ dµJ |h (v)j + dµK |h (v)k = dµH|h (v)
Bemerkung. Dafür identifizieren wir s1∗ = (iR)∗ ∼= R durch 〈r, it〉 := rt für r ∈ R
und it ∈ iR = s1.
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Explizit sind die drei Momentenabbildungen auf H = C+jC ∼= C2 wie folgt gegeben:
µI(z1, z2) =
1
2
(
|z1|2 − |z2|2
)
µJ(z1, z2) = −Im(z1z2) µK(z1, z2) = −Re(z1z2)
Notiz 3.1.4. Die Abbildung µH : H→ Im(H) ist regulär auf H\{0} und beschreibt
H \ {0} als S1-Hauptfaserbündel über µH(H) \ {0}. Tatsächlich ist µH eingeschränkt
auf S3 ein Hopf-Bündel S3 → S2.
Dass die drei Momentenabbildungen invariant unter der S1-Wirkung sind, können
wir leicht an (3.13) ablesen. Die Momentenabbildung µI ist sogar invariant unter der
S1 × S1-Wirkung und definiert daher eine Abbilung
µI : Γ(W+L ) −→ Ω0(M,R).
Es sei weiter
µC := µJ + iµK (so dass µH = µI i+ µC j, d. h. µC(z1 + jz2) = −iz1z2)
Es ist µC(eiγz1, eiδz2) = ei(γ−δ)µC(z1, z2). Betrachten wir also nun das Geradenbün-
del QL ×ργ−δ C mit der Darstellung ργ−δ : S1 × S1 → U(1), (eiγ0 , eiδ0) 7→ ei(γ0−δ0).
Wegen
QL ×ργ−δ C = QL ×ργ−δ C⊗ C
= [L×S1 C]⊗
[((
PU(2) ×det S1
)
×S1 L
)
×
S1
C
]
= L ⊗
(
KM ⊗ L−1
)
= KM = Λ2,0(T ∗M).
(3.3)
definiert µC eine Abbildung
µC : Γ(W+L ) −→ Ω2,0(M,C).
In der Tat gilt für die quadratische Abbildung (2.25), dass
q(ψ) = i2µI(ψ)ωM +
1
2 (iµC + iµC) (ψ)
= i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
(3.4)
(vergleiche hierzu auch Notiz 2.3.3 für das Vorzeichen). Die zweite Seiberg-Witten-
Gleichung wird damit zu (vergleiche (2.26)) (F
+
A )1,1 = i2µI(ψ)ωM
F 0,2A = i2µC(ψ)
(3.5)
In Lemma 2.6.6 haben wir bereits gesehen, dass für eine Lösung (A,ψ) der Seiberg-
Witten-Gleichung F 0,2A = i2µC(ψ) = 0 gilt.
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3.2 Gibbons-Hawking-Räume als Faser
Für die neue nicht-lineare Faser geben wir zunächst eine Beschreibung in Karten an,
die (bis auf die quaternionsche Bezeichnung) in [21] hergeleitet wurde. Daran können
wir die für uns wichtigen Eigenschaften ablesen. Schließlich vollziehen wir noch eine
elegantere Beschreibung für den 2-Center-Gibbons-Hawking-Fall als Hyperkähler-
Reduktion von H2 nach.
3.2.1 Beschreibung in Karten
Da wir später auf eine explizite Beschreibung der Gibbons-Hawking-Räume zurück-
greifen müssen, geben wir in diesem Abschnitt einen Atlas dafür an. Eine Herleitung
für diesen Ansatz ist [21] zu entnehmen. Wir orientieren uns an der selbigen Nota-
tion: Für die Koordinatenbeschreibung eines k-Center-Gibbons-Hawking-Raumes X
fixieren wir k Zentren:
yα = aα i ∈ Im(H) = R3 mit a1 < · · · < ak
Sei  > 0 hinreichend klein in Bezug auf die Abstände der { aα }kα=1. Dann setzen
wir für die Karten (Uα, φα)kα=0 sowie (Vα, ψα)kα=1
Vα = B(0) ⊂ H
U0 = { x1 i+ x2 j + x3 k | x1 < a1 } × S1
U1 = ({ x1 i+ x2 j + x3 k | x1 < a2 }
∖
{ x1 i+ x2 j + x3 k | x1 ≤ a1 , x2 = x3 = 0 })× S1
Uα = ({ x1 i+ x2 j + x3 k | aα−1 < x1 < aα+1 }
∖
{ x1 i+ x2 j + x3 k | x1 ≤ aα , x2 = x3 = 0 })× S1
Uk = ({ x1 i+ x2 j + x3 k | ak−1 < x1 }
∖
{ x1 i+ x2 j + x3 k | x1 ≤ ak , x2 = x3 = 0 })× S1
mit den folgenden (miteinander verträglichen) Kartenwechseln:
φ−1α−1ψα(z1 + jz2︸ ︷︷ ︸
h
) =
(
yα − 12hih ,
z1
|z1|
)
auf { z1 + jz2 ∈ B(0) | |z2| < |z1| }
φ−1α ψα(z1 + jz2︸ ︷︷ ︸
h
) =
(
yα − 12hih , −
z2
|z2|
)
auf { z1 + jz2 ∈ B(0) | z2 6= 0 }
φ−1α−1φα(x , θ) =
(
x , i
z
|z|θ
)
(3.6)
auf { x1 i+ j z | aα−1 < x1 < aα , z 6= 0 ∈ C } × S1
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Die Verträglichkeit ergibt sich aus
φ−1α−1φα ◦ φ−1α ψα(z1 + jz2︸ ︷︷ ︸
h
) = φ−1α−1φα
(
yα − 12hih , −
z2
|z2|
)
=
(
yα − 12hih , −i
−i z1z2
|−i z1z2|
z2
|z2|
)
=
(
yα − 12hih ,
z1
|z1|
)
.
Wir notieren weiterhin für α = 0, . . . , k
lα = |x− yα| und hα = x1 − aα
und setzen damit für p = (x1 i+x2 j+x3 k , θ) = (x, θ) ∈ Uα
V (p) := 12
k∑
j=1
1
lj
Wα(p) := 12
 α∑
j=1
1
lj(hj + lj)
+
k∑
j=α+1
1
lj(hj − lj)

Bα2 (p) := −x3 ·Wα(p)
Bα3 (p) := x2 ·Wα(p)
Betrachten wir nun die folgenden lokalen Endomorphismen (Iα, Jα,Kα) sowie die
Bilinearform gα in der Basis ∂∂θ ,
∂
∂x1
, ∂∂x2 ,
∂
∂x3
von TUα:
Iαp =
1
V

0 −V 2 −V Bα3 V Bα2
1 0 Bα2 Bα3
0 0 0 −V
0 0 V 0
 Jαp = 1V

−Bα2 V Bα3 −((Bα2 )2 + V 2) −Bα2Bα3
0 0 0 V
1 0 Bα2 Bα3
0 −V 0 0

Kαp =
1
V

−Bα3 −V Bα2 −Bα2Bα3 −((Bα3 )2 + V 2)
0 0 −V 0
0 V 0 0
1 0 Bα2 Bα3

(3.7)
gα|p =
1
V

1 0 Bα2 Bα3
0 V 2 0 0
Bα2 0 V 2 + (Bα2 )2 Bα2Bα3
Bα3 0 Bα2Bα3 V 2 + (Bα3 )2
 . (3.8)
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Lemma 3.2.1. Die lokalen Endomorphismen (Iα, Jα,Kα) und die lokale Bilinear-
form gα definieren eine globale Hyperkählerstruktur (I, J,K, g) auf X.
Beweis. 1. (Iα, Jα,Kα, gα) definieren eine lokale Hyperkählerstruktur:
Um einzusehen, dass (3.8) tatsächlich eine Metrik definiert, können wir zum Bei-
spiel die Hauptminoren berechnen. Wir sehen dann mit V > 0, dass gα positiv
definit ist. Offenbar erfüllen (Iα, Jα,Kα) auch, dass (Iα)2 = (Jα)2 = (Kα)2 =
−1TUα = IαJαKα und sind mit der Metrik gα verträglich. Nach Lemma 1.1.6
bleibt uns zu prüfen, dass die folgenden induzierten Formen geschlossen sind:
ωIα = gα(·, Iα·) = dx1 ∧ (dθ +Bα2 dx2 +Bα3 dx3)− V dx2 ∧ dx3
ωJα = gα(·, Jα·) = dx2 ∧ (dθ +Bα2 dx2 +Bα3 dx3) + V dx1 ∧ dx3
ωKα = gα(·,Kα·) = dx3 ∧ (dθ +Bα2 dx2 +Bα3 dx3)− V dx2 ∧ dx2
(3.9)
Es ist
dωIα = 0⇐⇒ ∂B
α
2
∂x3
− ∂B
α
3
∂x2
− ∂V
∂x1
= 0 (I)
dωJα = 0⇐⇒ ∂B
α
3
∂x1
− ∂V
∂x2
= 0 (II)
dωKα = 0⇐⇒ ∂B
α
2
∂x1
+ ∂V
∂x3
= 0. (III)
Berechnen wir also mit ∂lj∂x1 =
hj
lj
,
∂lj
∂x2
= x2lj ,
∂lj
∂x3
= x3lj sowie
∂hj
∂xi
= δ1i (i =
1, 2, 3)
∂V
∂x1
= −12
k∑
j=1
hj
l3j
∂V
∂x2
= −12
k∑
j=1
x2
l3j
∂V
∂x3
= −12
k∑
j=1
x3
l3j
∂Wα
∂x1
= −12
α∑
j=1
1
l2j (hj + lj)2
(
hj
lj
(hj + lj) + lj
(
1 + hj
lj
))
− 12
k∑
j=α+1
1
l2j (hj − lj)2
(
hj
lj
(hj − lj) + lj
(
1− hj
lj
))
= −12
k∑
j=1
1
l3j
∂Wα
∂x2
= −12
α∑
j=1
1
l2j (hj + lj)2
(
x2
lj
(hj + lj) + lj
(
0 + x2
lj
))
− 12
k∑
j=α+1
1
l2j (hj − lj)2
(
x2
lj
(hj − lj) + lj
(
0− x2
lj
))
= −x22
 α∑
j=1
hj + 2lj
l3j (hj + lj)2
+
k∑
j=α+1
hj − 2lj
l3j (hj − lj)2

︸ ︷︷ ︸
=: Tα
= −x22 T
α
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∂Wα
∂x3
= −x32
 α∑
j=1
hj + 2lj
l3j (hj + lj)2
+
k∑
j=α+1
hj − 2lj
l3j (hj − lj)2
 = −x32 Tα (analog)
Folglich ist unter Beachtung von x22 + x23 = l2j − h2j (j = 0, . . . , k)
∂Bα2
∂x3
− ∂B
α
3
∂x2
− ∂V
∂x1
= ∂
∂x3
(−x3Wα)− ∂
∂x2
(x2Wα)− ∂V
∂x1
= −2Wα − x3∂W
α
∂x3
− x2∂W
α
∂x2
− ∂V
∂x1
= −2Wα + 12(x
2
2 + x23)Tα −
∂V
∂x1
= −12
α∑
j=1
2
lj(hj + lj)
− (x22 + x23)
hj + 2lj
l3j (hj + lj)2
− hj
l3j
− 12
k∑
j=α+1
2
lj(hj − lj) − (x
2
2 + x23)
hj − 2lj
l3j (hj − lj)2
− hj
l3j
= 0
∂Bα3
∂x1
− ∂V
∂x2
= ∂
∂x1
(x2Wα)− ∂V
∂x2
= (x2 − x2)
−12
k∑
j=1
1
l3j
 = 0
∂Bα2
∂x1
+ ∂V
∂x3
= ∂
∂x1
(−x3Wα) + ∂V
∂x3
= (−x3 + x3)
−12
k∑
j=1
1
l3j
 = 0
und (I),(II),(III) sind erfüllt.
2. (Iα, Jα,Kα, gα) sind global wohldefiniert:
In der lokalen Basis ∂∂θ ,
∂
∂x1
, ∂∂x2 ,
∂
∂x3
von TUα und TUα−1 ist das Differential
Dφ−1α−1φα durch
Dφ−1α−1φα =

1 0 − x3
x22+x23
x2
x22+x23
0 1 0 0
0 0 1 0
0 0 0 1

gegeben. Damit und mit
Bα2 (p)−Bα−12 (φ−1α−1φα(p)) = −
x3
x22 + x23
Bα3 (p)−Bα−13 (φ−1α−1φα(p)) =
x2
x22 + x23
können wir nun leicht prüfen, dass (Iα, Jα,Kα) mit der Metrik gα eine globale
Hyperkählerstruktur (I, J,K, g) definieren.
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Weiterhin ist die folgende S1×S1-Wirkung, die wir in der Karte Uα angeben, global
wohldefiniert (vergleiche obige Kartenwechsel (3.6)):
ρα(eiγ , eiδ) (x1 i+ jz , θ) =
(
x1 i+ jei(δ−γ)z , ei[α·(δ−γ)+γ]θ
)
(3.10)
Lemma 3.2.2. Die durch (3.10) definierte S1×S1-Wirkung ρ erfüllt die folgenden
Eigenschaften bezüglich der Hyperkählerstruktur (I, J,K, g):
a) ρ ist isometrisch.
b) ρ kommutiert mit der komplexen Struktur I.
c) ρ rotiert die J-K-Ebene der komplexen Strukturen in folgendem Sinne:
ρ(eiγ , eiδ)∗Jρ−1(eiγ , eiδ)∗ = cos(γ − δ)J + sin(γ − δ)K
ρ(eiγ , eiδ)∗Kρ−1(eiγ , eiδ)∗ = − sin(γ − δ)J + cos(γ − δ)K
(3.11)
Beweis. Wir beobachten, dass lα, hα und damit auch V und Wα unter ρ invariant
bleiben. Es ist aber(
Bα2
Bα3
)∣∣∣∣∣
ρ(eiγ ,eiδ)(p)
=
(
cos(γ − δ) − sin(γ − δ)
sin(γ − δ) cos(γ − δ)
) (
Bα2
Bα3
)∣∣∣∣∣
p
(3.12)
Damit können wir nun verifizieren, dass
a) ρα(eiγ , eiδ)t∗ gα|ρ(eiγ ,eiδ)(x,θ) ρα(eiγ , eiδ)∗ = gα|(x,θ)
b) ρα(eiγ , eiδ)∗ Iα|(x,θ) (ρα)−1(eiγ , eiδ)∗ = Iα|ρ(eiγ ,eiδ)(x,θ)
c) ρα(eiγ , eiδ)∗ Jα|(x,θ) (ρα)−1(eiγ , eiδ)∗
= cos(γ − δ) Jα|ρ(eiγ ,eiδ)(x,θ) + sin(γ − δ) Kα|ρ(eiγ ,eiδ)(x,θ)
Die letzte Relation folgt zwingend hieraus.
Insbesondere wirkt die diagonale S1 × S1-Wirkung eiβ · p = ρ(eiβ, eiβ)p also hyper-
kählersch. Diese Wirkung ist auch Hamiltonsch:
Lemma 3.2.3. Wir betrachten den Gibbons-Hawking-Raum (X, I, J,K, g) mit den
zugehörigen Kählerformen ωl = gH(·, Il·) und die Gruppenwirkung von S1, die auf X
durch (eiβ, p) 7→ ρ(eiβ, eiβ) p gegeben ist. Bezüglich der drei Kählerstrukturen existie-
ren drei Momentenabbildungen µI , µJ , µK : H→ R ∼= (iR)∗, so dass für
µ := µIi+ µJj + µKk =
3∑
l=1
µl il und (x, θ) ∈ Uα.
gilt
µ(x, θ) = −x. (3.13)
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Beweis. Wir bemerken zunächst, dass µ verträglich mit den Übergangsabbildungen
(3.6) ist. Weiter folgt mit (3.9)
dx (v) = dx1 (v)i+ dx2 (v)j + dx3 (v)k
= −ωI
(
∂
∂θ
, v
)
i− ωJ
(
∂
∂θ
, v
)
j − ωK
(
∂
∂θ
, v
)
k
= −ωI
(
Ki, v
)
i− ωJ
(
Ki, v
)
j − ωK
(
Ki, v
)
k
= −dµI(v)i− dµJ(v)j − dµK(v)k = −dµ(v).
Notiz 3.2.4. Die Abbildung µ : X → Im(H) ist regulär auf X \ µ−1{−y1, . . . ,−yk}
und beschreibt X \ µ−1{−y1, . . . ,−yk} → µ(X) \ {−y1, . . . ,−yk} als S1-Hauptfaser-
bündel. Tatsächlich ist µ eingeschränkt auf S3 ∈ Vα ein lokales Hopf-Bündel S3 → S2.
Weiterhin setzen wir wie im linearen Fall
µC := µJ + iµK (so dass µ = µI i+ µC j). (3.14)
Auch hier erfüllt µC, dass
µC ◦ ρ(eiγ , eiδ) = ei(γ−δ)µC, (3.15)
während µI invariant unter ρ ist.
Notiz 3.2.5. Außerdem lässt sich leicht nachrechnen, dass µC : (X, I)→ (C, i) dann
holomorph bezüglich der komplexen Struktur I ist.
Desweiteren machen wir später Gebrauch von den folgenden Eigenschaften der qua-
ternionschen Kählerform ω:
Lemma 3.2.6. a) Die Kählerformen ωJ und ωK eines Gibbons-Hawking-Raumes
sind exakt. Genauer ist
ωJ = dγJ ωK = dγK mit γJ = ιK(0,−i)ρ (ωK) γK = ιK(0,i)ρ (ωJ) .
Hierbei bezeichnet Kξρ das Fundamentalvektorfeld von ξ ∈ iR⊕ iR bezüglich ρ.
b) Für die Fundamentalvektorfelder Kit der hyperkählerschen S1-Wirkung, die durch
(eiβ, p) 7→ ρ(eiβ, eiβ) p gegeben ist, gilt mit der Konvention (3.14)
γ
(
Kit
)
:= γJ
(
Kit
)
j + γK
(
Kit
)
k = −(tµC)j.
c) Für die Fundamentalvektorfelder Kit der S1-Wirkung, welche durch (λ, p) 7→
ρ(1, λn) p gegeben ist, gilt
γ
(
Kit
)
= 0.
d) Die 1-Form γC := γJ + iγK (so dass γ = γC j) ist ργ−δ-äquivariant.
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Beweis. a) In die Berechnung folgender Lie-Ableitungen fließen die Relationen (3.11)
ein sowie, dass ρ isometrisch auf X wirkt:
L
K
(0,−i)
ρ
(ωK) =
d
dt
∣∣∣∣
t=0
(
ρ(1, e−it)∗ωK
)
= ddt
∣∣∣∣
t=0
g
(
ρ(1, e−it)∗ · ,Kρ(1, e−it)∗ ·
)
= ddt
∣∣∣∣
t=0
g
(
ρ(1, e−it)∗ · , ρ(1, e−it)∗(− sin(−t)J + cos(−t)K) ·
)
= ddt
∣∣∣∣
t=0
g ( · , (sin(t)J + cos(t)K) · ) = ddt
∣∣∣∣
t=0
(sin(t)ωJ + cos(t)ωK)
= ωJ
L
K
(0,i)
ρ
(ωJ) =
d
dt
∣∣∣∣
t=0
(
ρ(1, eit)∗ωJ
)
= ddt
∣∣∣∣
t=0
g
(
ρ(1, eit)∗ · , Jρ(1, eit)∗ ·
)
= ddt
∣∣∣∣
t=0
g
(
ρ(1, eit)∗ · , ρ(1, eit)∗(cos(t)J + sin(t)K) ·
)
= ddt
∣∣∣∣
t=0
g ( · , (cos(t)J + sin(t)K) · ) = ddt
∣∣∣∣
t=0
(cos(t)ωJ + sin(t)ωK)
= ωK
Da ωJ und ωK geschlossen sind, folgt hieraus schon die Exaktheit:
ωJ = LK(0,−i)ρ (ωK) = d
(
ι
K
(0,−i)
ρ
ωK
)
+ ι
K
(0,−i)
ρ
dωK = d
(
ι
K
(0,−i)
ρ
ωK
)
ωK = LK(0,i)ρ (ωJ) = d
(
ι
K
(0,i)
ρ
ωJ
)
+ ι
K
(0,i)
ρ
dωJ = d
(
ι
K
(0,i)
ρ
ωJ
)
b) Wir rechnen in der Karte Uα mit (3.9)
γ|(x,θ)
(
Ki
)
= γJ
(
Ki
)
j + γK
(
Ki
)
k = ωK
(
K(0,−i)ρ ,K
(i,i)
ρ
)
j + ωJ
(
K(0,i)ρ ,K
(i,i)
ρ
)
k
= ωK
(
−
(
α
∂
∂θ
+ x3
∂
∂x2
− x2 ∂
∂x3
)
,
∂
∂θ
)
j + ωJ
(
α
∂
∂θ
+ x3
∂
∂x2
− x2 ∂
∂x3
,
∂
∂θ
)
k
= x2 ωK
(
∂
∂x3
,
∂
∂θ
)
j + x3 ωJ
(
∂
∂x2
,
∂
∂θ
)
k = x2j + x3k = −µC(x, θ)j
c) Da K(0,i)ρ und K(0,ni)ρ an jedem Punkt linear abhängig sind, folgt:
γ
(
Ki
)
= γJ
(
Ki
)
j + γK
(
Ki
)
k
= ωK
(
K(0,−i)ρ ,K
(0,ni)
ρ
)
j + ωJ
(
K(0,i)ρ ,K
(0,ni)
ρ
)
k = 0
d) Wir benötigen wiederum die Relationen (3.11) sowie, dass ρ isometrisch auf X
wirkt. Außerdem geht in der folgenden Rechnung ein, dass S1 × S1 abelsch ist.
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Nach a) ist
ρ(eiγ , eiδ)∗(γC) = ρ(eiγ , eiδ)∗
(
g
(
K(0,−i)ρ , K ·
)
+ g
(
K(0,i)ρ , J ·
)
i
)
= g
(
K(0,−i)ρ , Kρ(eiγ , eiδ)∗ ·
)
+ g
(
K(0,i)ρ , Jρ(eiγ , eiδ)∗ ·
)
i
= g
(
K(0,−i)ρ , ρ(e−iγ , e−iδ)∗(sin(γ − δ)J + cos(γ − δ)K) ·
)
+ g
(
K(0,i)ρ , ρ(e−iγ , e−iδ)∗(cos(γ − δ)J − sin(γ − δ)K) ·
)
i
= g
(
ρ(eiγ , eiδ)∗K(0,−i)ρ , (sin(γ − δ)J + cos(γ − δ)K) ·
)
+ g
(
ρ(eiγ , eiδ)∗K(0,i)ρ , (cos(γ − δ)J − sin(γ − δ)K) ·
)
i
= g
(
K(0,−i)ρ , (sin(γ − δ)J + cos(γ − δ)K) ·
)
+ g
(
K(0,i)ρ , (cos(γ − δ)J − sin(γ − δ)K) ·
)
i
= − sin(γ − δ)γK + cos(γ − δ)γJ
+ (cos(γ − δ)γK + sin(γ − δ)γJ) i
= (cos(γ − δ) + i sin(γ − δ)) (γJ + iγK)
= ei(γ−δ)(γC).
Definition 3.2.7. Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-Struk-
tur PL und QL das zugehörige S1×S1-Bündel aus (2.3). Für einen Gibbons-Hawking-
Raum (X, g, I, J,K, ρ) definieren wir das verallgemeinerte Spinorbündel
WL,X := QL ×ρ X
3.2.2 Ein Beispiel von Eguchi und Hanson
Wir zeigen zunächst mittels Hyperkählerreduktion, dass T ∗CP1 (als Mannigfaltig-
keit) eine Hyperkählerstruktur von H2 erbt.
Wir betrachten H2 als Hyperkählermannigfaltigkeit (H2, g, I, J,K) mit der Stan-
dardmetrik auf H2 ∼= R8 und den komplexen Strukturen I, J,K auf TH2 = H2H2 die
durch die Rechtsmultiplikation mit −i,−j,−k gegeben sind. Die Wirkung der Grup-
pe S1 ⊂ Sp(2) durch Linksmultiplikation auf H2 erhält die Hyperkählerstruktur und
ist Hamiltonsch bezüglich jeder der drei komplexen Strukturen ωI = g(I·, ·), ωJ =
g(J ·, ·), ωK = g(K·, ·). Die entsprechenden Momentenabbildungen νI , νJ , νK : H2 →
R ∼= (s1)∗ sind für h1, h2 ∈ H2 gegeben durch
1
2
(
h1ih1 + h2ih2
)
= νI(h1, h2)i+ (−i)
(
νJ(h1, h2) + iνK(h1, h2)︸ ︷︷ ︸
=: νC(h1, h2)
)
j =: ν(h1, h2).
(3.16)
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Für den regulären Wert − i2 von ν betrachten wir nun M− i2 := ν
−1(− i2)/S1 und
zeigen, dass M− i2 = T
∗CP1 als Mannigfaltigkeit. Dazu identifizieren wir H2 = C2 ×
C2 mit der Notation h1 = z1 + w1j und h2 = z2 + w2j. Die Momentenabbildungen
sind dann mit z = (z1, z2) und w = (w1, w2) durch
νI(z, w) = −12
(
|w|2 − |z|2
)
(−i)νC(z, w) = 〈w, z〉C2
gegeben, wobei 〈·, ·〉C2 das (im zweiten Argument konjugiert lineare) Hermitesche
Standardprodukt auf C2 bezeichnet. Es ist
ν−1
(
− i2
)
= ν−1C (0) ∩ ν−1I
(
−12
)
=
{
(z, w) ∈ C2 × C2
∣∣∣ 〈w, z〉C2 = 0, |w|2 = 1 + |z|2 } .
Sei weiter
N :=
{
(z, w) ∈ C2 × C2
∣∣∣ 〈w, z〉C2 = 0, w 6= 0 } .
Natürlich gilt dann ν−1(− i2) ⊂ N ⊂ ν−1C (0). Die Menge N ist eine offene Umgebung
von ν−1(− i2) in ν−1C (0). Auch N ist unter der S1-Wirkung invariant und sogar C∗ =
S1 × R+-invariant. Ferner gibt es für jedes (z, w) ∈ N ein eindeutiges positives
r ∈ R+, so dass (r−1z, rw) ∈ ν−1(− i2). Tatsächlich ist also
M− i2 = ν
−1
(
− i2
)
/S1 = N/C∗
bezüglich der C∗-Wirkung λ · (z, w) = ((λ)−1z, λw) auf N . Wir erhalten
M− i2 = N/C
∗ =
{
(z, w) ∈ w⊥ × C2
∣∣∣ w 6= 0 } /C∗ = T ∗CP1.
Damit können wir T ∗CP1 als Hyperkählerreduktion von H2 betrachten (vergleiche
Satz 1.3.5). Die Hyperkählerstruktur auf H2 induziert eine Hyperkählerstruktur auf
T ∗CP1.
Bemerkung. [1] Die so erhaltene Metrik auf T ∗CP1 heißt auch Calabi-Metrik. Auf
gleiche Weise ergeben sich die Calabi-Metriken für T ∗CPn durch Hyperkählerreduk-
tion von Hn+1.
Bemerkung. Da CP1 komplex eindimensional ist, stimmt die erste Chernzahl c1(CP1)
mit der Eulercharakteristik χ(CP1) = 2 überein. Also ist T ∗CP1 = OCP1(−2). Das
heißt, wir können T ∗CP1 in der affinen Standardüberdeckung wie folgt trivialisieren:
CC oo
x 7→ v12x
u22y 7 →y
//

CC

C CP1
v1 := vu
7 →[u : v]
u 6= 0oo
[u : v] 7→ uv =: u2
v 6= 0 // C
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Eine solche Trivialisierung können wir für die obige Beschreibung von T ∗CP1 explizit
angeben. Wir bilden [z, w] ∈ N/C∗ wie folgt ab:
N/C∗ ⊃ { w1 6= 0 } 3 [z, w] 7−→
(
w2
w1
,
w21
|w|2
〈(
w2
−w1
)
, z
〉
C2
)
= (v1, x)
N/C∗ ⊃ { w2 6= 0 } 3 [z, w] 7−→
(
w1
w2
,
w22
|w|2
〈(
w2
−w1
)
, z
〉
C2
)
= (u2, y)
Die Trivialisierung ist wohldefiniert und erfüllt die Übergangsbedingungen aus dem
vorhergehenden Diagramm.
Um nun T ∗CP1 die Struktur eines Gibbons-Hawking-Raumes zu verleihen, benötigen
wir weiterhin eine S1 × S1-Wirkung ρ auf T ∗CP1, die sich im Sinne von (3.11)
mit der Hyperkähler-Struktur verträgt. Wir nutzen wieder unsere Beschreibung von
T ∗CP1 als Hyperkählerreduktion vonH2 und betrachten aufH2 die S1×S1-Wirkung
ρˆ, die wir bezüglich der Koordinaten z1, w1, z2, w2 (in dieser Reihenfolge) mit der
Matrixmultiplikation mit 
ei(δ−γ) 0 0 0
0 1 0 0
0 0 eiδ 0
0 0 0 eiγ

für (eiγ , eiδ) ∈ S1×S1 angeben. Die Wirkung von ρˆ ist isometrisch und die Relationen
(3.11) sind für ρˆ leicht zu verifizieren. Die diagonale S1-Wirkung eiγ · = ρˆ(eiγ , eiγ) ist
dann durch eiγ · (h1, h2) = (h1, eiγh2) gegeben. Analog zu (3.16) ist diese diagonale
S1-Wirkung Hamiltonsch mit den Momentenabbildungen µˆI , µˆJ , µˆK , die wir durch
1
2
(
h2ih2
)
= µˆI(h1, h2)i+ (−i)
(
µˆJ(h1, h2) + iµˆK(h1, h2)
)
j
beschreiben bzw. in den Koordinaten h1 = z1 + w1j und h2 = z2 + w2j durch
µˆI(z, w) = −12
(
|w2|2 − |z2|2
)
(−i)µˆC(z, w) = w2z2
angeben. Da ν−1I (− i2) unter dieser S1×S1-Wirkung ρˆ invariant bleibt und ρˆ mit der
für die Hyperkählerreduktion genutzte S1-Wirkung kommutiert, induziert ρˆ auf diese
Weise eine isometrische S1 × S1-Wirkung ρ auf T ∗CP1, die ebenfalls die Relationen
(3.11) erfüllt und deren diagonale S1-Wirkung mit den Momentenabbildungen
µI [z, w] = −12
(
|w2|2 − |z2|2
)
(−i)µC[z, w] = w2z2
Hamiltonsch ist.
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Desweiteren hat diese diagonale S1-Wirkung auf T ∗CP1 genau zwei Fixpunkte, näm-
lich [z1, z2, w1, w2] = [0, 0, 1, 0] =: F1 sowie [z1, z2, w1, w2] = [0, 0, 0, 1] =: F2 – Nord-
und Südpol von CP1 ⊂ T ∗CP1. Außerhalb dieser beiden Fixpunkte beschreiben die
zugehörigen Momentenabbildungen
T ∗CP1 − {F1, F2} (µI ,µJ ,µK)−−−−−−−→ R3 −
{(
−12 , 0, 0
)
, (0, 0, 0)
}
als S1-Hauptfaserbündel. Abschließend bemerken wir noch, dass µ−1C (0) ⊂ T ∗CP1
sich gerade aus der Vereinigung T ∗F1CP
1 ∪ CP1 ∪ T ∗F2CP1 zusammensetzt.
Bemerkung. Wir bezeichnen T ∗CP1 mit dieser Struktur auch als Eguchi-Hanson
gravitational instanton. Eguchi und Hanson geben in [3] einen expliziten Ausdruck
für die Metrik an. Es ist das einfachste Beispiel für einen Gibbons-Hawking-Raum,
der kein Vektorraum ist. In der Literatur finden wir dieses Beispiel auch als 2-center
gravitational (multi-) instanton wieder [7].
3.3 Ein nicht-linearer Dirac-Operator
3.3.1 Verallgemeinerung der kovarianten Ableitung
Es sei ψ ∈ Γ(M,WL,X) ein (verallgemeinerter) Spinor und fψ ∈ C∞(QL, X)ρ die
dazugehörige antiäquivariante Funktion sowie C eine Zusammenhangs-1-form C ∈
Ω1(QL, iR⊕iR) auf QL. Für den linearen Fall X = H ist ρ = ργ⊕ρδ eine Darstellung
auf H ∼= C2 und wir erhalten
f∇Cψ
∣∣∣
q
(t) = dfψ|q (t) + (ρ̂(C(t))) (fψ(q))
= dfψ|q (t) + KC(t)ρ
∣∣∣
fψ(q)
Dabei bezeichnet KC(t)ρ
∣∣∣
fψ(q)
das Fundamentalvektorfeld von C(t) bezüglich der S1×
S1-Wirkung ργ⊕ρδ = ρ auf H = X. Deshalb definieren wir im allgemeinen Gibbons-
Hawking-Fall die 1-Form f∇Cψ ∈ Ω1(QL, TX) für verallgemeinerte Spinoren ψ durch
f∇Cψ
∣∣∣
q
(t) := dfψ|q (t) + KC(t)
∣∣∣
fψ(q)
∈ Tfψ(q)X für q ∈ QL und t ∈ TqQL. (3.17)
In der Tat gilt auch hier
Lemma 3.3.1. Für einen verallgemeinerten Spinor ψ und einen Zusammenhang C
auf QL ist f∇Cψ ∈ Ω1horiz(QL, TX)ρ.
Beweis. Die in (3.17) definierte 1-Form f∇Cψ erfüllt die folgenden Eigenschaften:
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• (Antiäquivarianz) Wir benutzen hier, dass fψ antiäquivariant ist und dass S1×
S1 abelsch ist:
f∇Cψ
∣∣∣
q·(eiγ ,eiδ)
(
DR(eiγ ,eiδ)t
)
= dfψ|q·(eiγ ,eiδ)
(
DR(eiγ ,eiδ)t
)
+ KC(DR(eiγ ,eiδ)t)
∣∣∣
fψ(q·(eiγ ,eiδ))
= ρ(e−iγ , e−iδ)∗ dfψ|q·(eiγ ,eiδ) (t) + KC(t)
∣∣∣
ρ(e−iγ ,e−iδ)fψ(q)
= ρ(e−iγ , e−iδ)∗
(
dfψ|q·(eiγ ,eiδ) (t) + KC(t)
∣∣∣
fψ(q)
)
= ρ(e−iγ , e−iδ)∗
(
f∇Cψ
∣∣∣
q
(t)
)
• Wie im linearen Fall verschwindet f∇Cψ auf Fundamentalvektorfeldern Kξ (der
S1 × S1-Wirkung auf QL), da fψ antiäquivariant ist:
f∇Cψ
∣∣∣
q
(
Kξ
)
= dfψ|q
(
Kξ
)
+ KC(Kξ)
∣∣∣
fψ(q)
= K−ξ
∣∣∣
fψ(q)
+ Kξ
∣∣∣
fψ(q)
= 0
Für einen verallgemeinerten Spinor ψ können wir das Pullbackbündel fψ∗TX über
QL durch Herausteilen der S1 × S1-Wirkung ρ zu einem Vektorbündel über M her-
unterdrücken, d. h. wir identifizieren (q(eiγ , eiδ), t) ∼ (q, ρ(eiγ , eiδ)∗t). Wir notieren
dieses Vektorbündel mit
pi!ψ
∗(TX) := fψ∗TX/ (S1 × S1, ρ∗). (3.18)
Für homotope Abbildungen fψ erhalten wir hier isomorphe Vektorbündel.
Definition 3.3.2. In der obigen Notation definieren wir die verallgemeinerte kova-
riante Ableitung ∇Cψ eines verallgemeinerten Spinors ψ durch
∇C : ψ ∈ Γ(WL,X) −→ Γ(T ∗M ⊗ pi!ψ∗(TX))
∇Cψ
∣∣∣
m
(t) :=
[
q, f∇Cψ
∣∣∣
q
(t˜)
]
ρ
∈ pi!ψ∗(TX)
für m ∈M und t ∈ TmM .
Dabei wählen wir irgendein q ∈ QL über m ∈ M und meinen mit t˜ ∈ TqQL den
horizontalen Lift von t bezüglich C.
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Die obigen Eigenschaften von f∇Cψ sichern die Wohldefiniertheit dieser Definition.
Für einen Spinor ψ ∈ Γ(M,WL,X) erhalten wir das folgende kommutierende Dia-
gramm:
Γ(WL,X) 3 ψ  //_
∇C

fψ_
d+KC

∈ C∞(QL, X)ρ
Γ(T ∗M ⊗ pi!ψ∗(TX)) 3∇Cψ  // f∇Cψ ∈ Ω1horiz(QL, TX)ρ
Wir verallgemeinern die Notation (3.18) noch für die folgende Situation: Sei E →
X ein Vektorbündel über dem Gibbons-Hawking-Raum X und sei w eine glatte
S1 × S1-Wirkung auf E, so dass w(eiγ , eiδ)
∣∣∣
Ex
: Ex ∼−→ Eρ(eiγ ,eiδ)x für alle x ∈ X ein
Isomorphismus ist. Es gelte außerdem w(g1)w(g2) = w(g1g2) für gi ∈ S1 × S1. Dann
setzen wir
pi!ψ
∗(E,w) := fψ∗E/ (S1 × S1, w). (3.19)
Wenn klar ist, welche Wirkung wir mit w meinen, lassen wir es in der Notation aus.
Notiz 3.3.3. Im Fall X = H stimmt die Definition 3.3.2 mit der normalen kovari-
anten Ableitung überein. Insbesondere ist dann
pi!ψ
∗(TX) = fψ∗(HH)/ (S1 × S1, (ργ ⊕ ρδ)∗)
= HQL
/
(S1 × S1, ργ ⊕ ρδ) = QL ×ργ⊕ρδ H = W+L
(3.20)
unabhängig von ψ ∈ Γ(M,W+L ), da hier ργ ⊕ ρδ linear ist.
3.3.2 Verallgemeinerung der Clifford-Multiplikation
Um die Clifford-Multiplikation zu verallgemeinern, brauchen wir ein paar Vorberei-
tungen: Sei zunächst V ein reeller Vektorraum mit komplexen Strukturen I und J
(also I2 = J2 = −1), so dass IJ = −JI. Wir betrachten die Zerlegung
VC := V ⊗R C = V 1,0I ⊕ V 0,1I
in die Eigenräume zu ±i bezüglich I. Durch den Automorphismus J erhalten wir die
folgenden komplex linearen Isomorphismen
(V 1,0I , i)
J // (V 0,1I , i)−J
oo pi1,0 : (V, I) −→ (V 1,0I , i)
J ◦ pi1,0 : (V, I) −→ (V 0,1I , i)
sowie
VC = V 1,0I ⊕ V 0,1I ∼= (V, I)⊕ (V, I) ∼= (V, I)⊗C C2
∼= (V, I)⊗C (C+ jC) = (V, I)⊗C H
(3.21)
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Das Tensorprodukt (V, I)⊗CH ist so zu verstehen, dass Iv⊗h = v⊗hi. Wir nutzen
die komplexe Struktur I ⊗ 1H = 1V ⊗Ri. Konkret ist die Zeile (3.21) für v1, v2 ∈ V
gegeben durch:
v1 ⊗ e1 + v2 ⊗ e2 7 −→v1 ⊗ 1 + v2 ⊗ j
pi1,0(v1) + Jpi1,0(v2) 7 −→pi1,0(v1)⊕ Jpi1,0(v2) 7 −→v1 ⊕ v2 7 −→
v1 + iv2 7−→ pi1,0(v1 + iv2)⊕ pi0,1(v1 + iv2) 7−→ v1 + Iv2 ⊕−J(v1 − Iv2)
7−→ (v1 + Iv2)⊗ e1 − J(v1 − Iv2)⊗ e2 7−→ (v1 + Iv2)⊗ 1− J(v1 − Iv2)⊗ j
Zusammengefasst erhalten wir den komplex linearen Isomorphismus
Φ: VC = V ⊗R C −→ (V, I)⊗C H
v ⊗ z 7−→ v ⊗ z − Jv ⊗ jz
pi1,0(v1) + Jpi1,0(v2) 7 −→v1 ⊗ 1 + v2 ⊗ j.
Beobachtung 3.3.4. (Realteil) Der Realteil auf VC, den wir durch die Konjugation
auf C erhalten, übersetzt sich durch Φ wie folgt:
VC
Φ //
v⊗z 7−→v⊗z

(V, I)⊗C H
v⊗h7−→Jv⊗h(−j)=:Konj(v⊗h)

VC
Φ // (V, I)⊗C H
Wohldefiniertheit der rechten Seite und die Kommutativität des Diagramms sind
leicht nachzurechnen. Demzufolge definieren wir auf (V, I)⊗CH den Realteil durch
Real(v ⊗ h) := 12 (v ⊗ h− Jv ⊗ hj) . (3.22)
Beobachtung 3.3.5. (S1×S1-Darstellung) Sei % : S1×S1 → V eine Darstellung,
die sich mit (I, J,K = IJ) wie in (3.11) verträgt. Dann gilt für die komplex lineare
Fortsetzung auf VC
Φ%(eiγ , eiδ)Φ−1(v1 ⊗ 1 + v2 ⊗ j) = Φ%(eiγ , eiδ)
(
pi1,0(v1) + Jpi1,0(v2)
)
= Φ
(
%(eiγ , eiδ)pi1,0(v1) + [cos(γ − δ)J + sin(γ − δ)K]%(eiγ , eiδ)pi1,0(v2)
)
= Φ
(
pi1,0(%(eiγ , eiδ)v1) + J [cos(γ − δ)− sin(γ − δ)I]pi1,0(%(eiγ , eiδ)v2)
)
= %(eiγ , eiδ)v1 ⊗ 1 + [cos(γ − δ)− sin(γ − δ)I]%(eiγ , eiδ)v2 ⊗ j
= %(eiγ , eiδ)v1 ⊗ 1 + %(eiγ , eiδ)v2 ⊗ jei(δ−γ).
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Sie induziert also auf (V, I)⊗C H die Darstellung
(VC, %C)
Φ∼= ((V, I)⊗C H, %⊗ (1⊕ ρδ−γ)) . (3.23)
Da die Darstellung auf VC komplex linear fortgesetzt ist, ist sie auch verträglich mit
der Konjugation auf (V, I)⊗C H im Sinne von Beobachtung 3.3.4.
Beobachtung 3.3.6. (Fall V = H) Betrachten wir den Spezialfall
V = H, I = Li, J = Lj .
Dann gilt für v ⊗ h ∈ (V, I)⊗C H, eiϕ ∈ S1 und q ∈ Sp(1), dass
eiϕv ⊗ h = v ⊗ heiϕ
Φ((Rq)C)Φ−1(v ⊗ h) = vq ⊗ h
Φ((Lq)C)Φ−1(v ⊗ h) = v ⊗ qh. (3.24)
Letzteres zeigt eine einfache, aber längere Rechnung. (Zur Erinnerung: Mit Rq und
Lq sind Rechts- bzw. Linksmultiplikation mit q gemeint.) Schließlich folgt daraus,
dass sich die auf VC komplex linear fortgesetzten Darstellungen
ρS1 ⊕ ρS1 · det : U(2)× S1 −→ U(2) ([λ, q], u) 7−→ (h 7→ λhλu)
ρS1 · ρstand : U(2)× S1 −→ U(2) ([λ, q], u) 7−→ (h 7→ qhλu)
unter Φ wie folgt übersetzen (vergleiche hierzu auch den Anhang A.1):
(VC, (ρS1 ⊕ ρS1 · det)C)
Φ∼= ((V, I)⊗C H, (ρS1 ⊕ ρS1 · det)⊗ (1⊕ det)) (3.25)
(VC, ρS1 · (ρstand)C)
Φ∼= ((V, I)⊗C H, (ρS1 ⊕ ρS1 · det)⊗ ρstand) (3.26)
Exemplarisch verifizieren wir hier (3.26) unter Verwendung von (3.24):
Φ(ρS1 · ρstand)([λ, q], u)Φ−1(v ⊗ h) = Φ
(
qΦ−1(v ⊗ h)λu
)
= vλu⊗ qh
= λvλu⊗ qhλ
= (ρS1 ⊕ ρS1 · det)([λ, q], u)v ⊗ ρstand([λ, q], u)h
(Für (3.25) ersetze in der Rechnung q durch λ.) Da die Darstellungen auf VC komplex
linear fortgesetzt sind, sind sie auch verträglich mit der Konjugation auf (V, I)⊗CH
im Sinne von Beobachtung 3.3.4.
Bemerkung. (3.25) ist auch eine Konsequenz aus (3.23).
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Weiterhin übersetzt sich die komplex lineare Fortsetzung des Homomorphismus von
U(2) × S1-Darstellungen aus (2.11) durch Φ in dieser Weise (vergleiche auch (2.12)
und die Übersicht aus Anhang A.1):
(R4, s)⊗ (VC, (ρS1 ⊕ ρS1 · det)C) ∼ //
c⊗1

(R4, s)⊗ ((V, I)⊗C H, (ρS1 ⊕ ρS1 · det)⊗ (1⊕ det))
id⊗c

(VC, ρS1 · (ρstand)C) ∼ // ((V, I)⊗C H, (ρS1 ⊕ ρS1 · det)⊗ ρstand)
Im Wesentlichen nutzen wir hier nur die Eigenschaft (3.24). Auch diese Operation
ist mit der jeweiligen Konjugation verträglich.
Wir wenden nun Beobachtung 3.3.5 für V und % auf TX und ρ∗ an. Unter Berück-
sichtigung der Faserverschiebung folgt mit (3.3)
pi!ψ
∗(TXC) = pi!ψ∗(TX)⊗ pi!ψ∗(HX , 1⊕ ρδ−γ)
= pi!ψ∗(TX)⊗ HQL
/
(S1 × S1, 1⊕ ρδ−γ)
= pi!ψ∗(TX)⊗QL ×1⊕ρδ−γ H = pi!ψ∗(TX)⊗QL ×1⊕ρδ−γ C2
= pi!ψ∗(TX)⊗
(
CM ⊕K−1M
)
= pi!ψ∗(TX)⊗W+can. (3.27)
Diese Zerlegung deutet darauf hin, dass wir eine Verallgemeinerung der Clifford-
Multiplikation auf pi!ψ∗(TX) definieren können, indem wir sie auf die bekannte
Clifford-Multiplikation auf dem Faktor W+can zurückführen und dann in geeigneter
Weise einen Realteil bilden. Prüfen wir also zunächst, wie sich diese Zerlegung auf
den klassischen Fall X = H auswirkt.
Wir haben bereits gesehen, dass dann pi!ψ∗(TX) = W+L (Notiz 3.3.3). Für unsere
Zwecke ist es nun günstig mit den Bündeln W+L , W
−
L , W+can, W−can als assozierte
Bündel von PU(2) × L zu arbeiten (vergleiche den Anhang A.1 für die benötigten
Darstellungen). Wir entnehmen (3.25) und (3.26), dass Φ die Bündelisomorphismen
W+L ⊗R C ∼−→ (W+L , I)⊗CW+can (3.28)
W−L ⊗R C ∼−→ (W+L , I)⊗CW−can (3.29)
induziert. Insbesondere stimmt (3.28) mit dem Isomorphismus (3.27) überein. Da
die jeweilige Konjugation in der Faser mit den entsprechenden Darstellungen kom-
mutiert, haben wir auf allen Bündeln eine wohldefinierte Konjugation, mit der die
Isomorphismen (3.28) und (3.29) verträglich sind. Schließlich liefert das Diagramm
aus Beobachtung 3.3.6 für t ∈ Γ(TM) das folgende kommutierende Diagramm (c
bezeichnet die Clifford-Multiplikation):
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W+L
oo ∼ //
c(t)

xxppp
ppp
ppp
ppp
p
[
(W+L , I)⊗CW+can
]
r
id⊗c(t)

xxppp
ppp
ppp
pp
W+L ⊗R C
Re
88ppppppppppppp
oo ∼ //
c(t)⊗1

(W+L , I)⊗CW+can
Real
88ppppppppppp
id⊗c(t)

W−L oo
∼ //
xxppp
ppp
ppp
ppp
p
[
(W+L , I)⊗CW−can
]
r
xxppp
ppp
ppp
pp
W−L ⊗R C
Re
88ppppppppppppp
oo ∼ // (W+L , I)⊗CW−can
Real
88ppppppppppp
Im verallgemeinerten Fall (wenn X irgendein Gibbons-Hawking-Raum ist) können
wir leicht prüfen, dass der folgende Teil des Diagramms erhalten bleibt:
pi!ψ∗(TX) oo ∼ //
wwooo
ooo
ooo
ooo
[
pi!ψ
∗(TX, I)⊗W+can
]
r
id⊗c(t)

wwooo
ooo
ooo
oo
pi!ψ
∗(TXC)
Re
77oooooooooooo
oo ∼ // pi!ψ∗(TX, I)⊗W+can
Real
77ooooooooooo
id⊗c(t)

[pi!ψ∗(TX, I)⊗W−can]r
wwooo
ooo
ooo
oo
pi!ψ
∗(TX, I)⊗W−can
Real
77ooooooooooo
Definition 3.3.7. Es sei ψ ∈ Γ(M,WL,X) ein verallgemeinerter Spinor. Wir definie-
ren die verallgemeinerte Clifford-Multiplikation cψ auf Γ(T ∗M ⊗ pi!ψ∗(TX)) durch
cψ : Γ(T ∗M ⊗ pi!ψ∗(TX)) ∼−→ Γ
(
T ∗M ⊗R
[
pi!ψ
∗(TX, I)⊗CW+can
]
r
)
id⊗c−−−→ Γ ([pi!ψ∗(TX, I)⊗W−can]r) .
Schließlich erweitern wir den Dirac-Operator mittels der verallgemeinerten Konstruk-
tionen für kovariante Ableitung und Clifford-Multiplikation:
Definition 3.3.8. Es sei ψ ∈ Γ(M,WL,X) ein verallgemeinerter Spinor und A ein
Zusammenhang auf dem Determinantenbündel PLdet, der auf L einen Zusammenhang
B festlegt. In der Notation von Notiz 2.2.1 definieren wir den verallgemeinerten
Dirac-Operator mittels
 DAX : ψ ∈ Γ(WL,X) ∇
B⊕φ⊗B
−−−−−−−→ Γ(T ∗M ⊗ pi!ψ∗(TX))
cψ−→ Γ ([pi!ψ∗(TX, I)⊗W−can]r) .
Bemerkung. Aus den vorangehenden Betrachtungen ist klar, dass es sich bei diesen
Definitionen um Verallgemeinerungen des klassischen Falls X = H handelt.
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3.4 Verallgemeinerte Seiberg-Witten-Gleichungen
Die Momentenabbildungen µI : X → R und µC := µJ + iµK : X → C, die wir für
einen Gibbons-Hawking-Raum X bezüglich der diagonalen S1-Wirkung erhalten,
erfüllen wie im linearen Fall, dass
µI ◦ ρ(eiγ , eiδ) = µI (3.30)
µC ◦ ρ(eiγ , eiδ) = ei(γ−δ)µC. (3.31)
Daher sind die folgenden Abbildungen wie im linearen Fall wohldefiniert (vergleiche
(3.3)):
µI : Γ(WL,X) −→ Ω0(M,R)
µC : Γ(WL,X) −→ Ω2,0(M,C)
Damit formulieren wir schließlich die verallgemeinerten Seiberg-Witten-Gleichungen:
Definition 3.4.1. Sei (M, gM , IM ) eine Kählermannigfaltigkeit mit SpinC(4)-Struk-
tur PL und (X, g, I, J,K) ein Gibbons-Hawking-Raum. Für einen Zusammenhang A
auf dem Determinantenbündel PLdet und einen verallgemeinerten Spinor ψ ∈ Γ(WL,X)
definieren wir die verallgemeinerten Seiberg-Witten-Gleichungen{
 DAXψ = 0
F+A = i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
oder äquivalent 
 DAXψ = 0
(F+A )1,1 = i2µI(ψ)ωM
F 0,2A = i2µC(ψ)
(3.32)
Bemerkung. Die zweite verallgemeinerte Seiberg-Witten-Gleichung ist gerade so ge-
wählt, dass sie im klassischen Fall die zweite bisherige Seiberg-Witten-Gleichung ist
(vergleiche (3.4)).
3.5 Die Wirkung der Eichgruppe
Die Eichgruppe G = C∞(M,S1) wirkt auf dem verallgemeinerten Konfigurations-
raum
CL,X :=
{
(A,ψ)
∣∣∣ A Zusammenhang auf PLdet, ψ ∈ Γ(WL,X) }
durch
γ · (A,ψ) := (Aγ , γ · ψ),
wobei wie bisher Aγ = A−2γ∗η (vergleiche (2.7)). Auf den verallgemeinerten Spino-
ren induzieren wir die Wirkung γ ·ψ aus der diagonalen S1-Wirkung auf X, das heißt
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für ψ = [q, x] ∈ Γ(QL ×ρ X) meinen wir γ · ψ = [q, γ · x] bzw. für die entsprechende
antiäquivariante Funktion fψ gilt fγ·ψ = γ ·fψ. Die Wirkung ist wohldefiniert, da die
diagonale S1-Wirkung mit der S1 × S1-Wirkung ρ kommutiert.
In (2.10) haben wir bereits gesehen, dass FAγ = FA. Weiterhin sind auch µI und µC
invariant unter der diagonalen S1-Wirkung (siehe (3.30),(3.31)). Wir halten fest
F+A =
i
2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
⇐⇒ F+Aγ =
i
2 (µI(γ · ψ)ωM + µC(γ · ψ) + µC(γ · ψ)) .
(3.33)
Untersuchen wir also, wie sich die Eichgruppe G für die erste verallgemeinerte
Seiberg-Witten-Gleichung auswirkt. Es sei wiederum B der Zusammenhang auf L,
der durch einen Zusammenhang A auf PLdet festgelegt wird. Dann wirkt G auf B
durch Bγ = B − γ∗η (vergleiche (2.6)) und entsprechend auf dem Zusammenhang
C := B ⊕ Φ⊗B auf dem S1 × S1-Bündel QL durch Cγ = Bγ ⊕ Φ⊗Bγ .
Die Wirkung der Eichgruppe G auf dem verallgemeinerten Spinorbündel Γ(WL,X)
induziert eine abgeleitete Wirkung auf den Zielräumen der verallgemeinerten kova-
rianten Ableitung. Für γ ∈ G und ψ ∈ Γ(WL,X) notieren wir diese ebenfalls mit
γ· : Γ(pi!ψ∗(TX)) −→ Γ(pi!(γ · ψ)∗(TX))
[q, t] 7−→ [q, γ(q)∗t]
(3.34)
Die Wirkung ist wiederum wohldefiniert, da die diagonale S1-Wirkung mit der S1×
S1-Wirkung kommutiert.
Lemma 3.5.1. Für γ ∈ G und ψ ∈ Γ(WL,X) gilt γ · ∇C(γ−1 · ψ) = ∇Cγψ.
Beweis. Sei fψ wiederum die zugehörige antiäquivariante Funktion und βx : S1 → X
für x ∈ X durch g 7→ g · x gegeben. Für q ∈ QL und t ∈ TqQL gilt dann
γ(q)∗
(
f∇C(γ−1·ψ)
∣∣∣
q
(t)
)
= γ(q)∗
(
dfγ−1·ψ
∣∣∣
q
(t) + KC(t)
∣∣∣
fγ−1·ψ(q)
)
= γ(q)∗
(
d(γ−1 · fψ)
∣∣∣
q
(t)
)
+ γ(q)∗ KC(t)
∣∣∣
(γ−1·fψ)(q)
= γ(q)∗
(
γ−1(q)∗ dfψ|q (t) +Dβfψ(q)Dqγ−1(t)
)
+ ρ(γ(q), γ(q))∗ KC(t)
∣∣∣
ρ−1(γ(q),γ(q))fψ(q)
= dfψ|q (t) +Dβ(γ·fψ)(q)Dqγ−1(t) + KC(t)
∣∣∣
fψ(q)
= dfψ|q (t) +Dβ(γ·fψ)(q)
(
−γ−2(q) dγ|q (t)
)
+ KC(t)
∣∣∣
fψ(q)
= dfψ|q (t)−Dβ(γ·fψ)(q)
(
γ−1(q)γ∗η(t)
)
+ KC(t)
∣∣∣
fψ(q)
= dfψ|q (t)−D1βfψ(q) (γ∗η(t)) + KC(t)
∣∣∣
fψ(q)
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= dfψ|q (t)−D1(ρ(·)fψ(q))
(
γ∗η(t)
γ∗η(t)
)
+ KC(t)
∣∣∣
fψ(q)
= dfψ|q (t) + K
C(t)−
(
γ∗η(t)
γ∗η(t)
)∣∣∣∣∣
fψ(q)
= dfψ|q (t) + KC
γ(t)
∣∣∣
fψ(q)
= f∇Cγψ
∣∣∣
q
(t).
Setzen wir die Wirkung (3.34) der Eichgruppe G auf Γ(pi!ψ∗(TX)) komplex linear
auf Γ(pi!ψ∗(TXC)) fort und betrachten die Wirkung, die wir dadurch mit dem Iso-
morphismus (3.27) auf Γ(pi!ψ∗(TX, I) ⊗W+can) induzieren, stellen wir fest, dass G
wegen Beobachtung (3.3.5) nur auf dem ersten Faktor Γ(pi!ψ∗(TX, I)) wirkt: Für
v1 ⊗ 1 + v2 ⊗ j ∈ Tfψ(q)X ⊗H haben wir
γ(q)∗ (v1 ⊗ 1 + v2 ⊗ j) = γ(q)∗(v1)⊗ 1 + γ(q)∗(v2)⊗ j.
Insbesondere bleibt das Bündel W+can, auf dem wir die verallgemeinerte Clifford-
Multiplikation ausführen, von dieser Wirkung unberührt. Wir definieren also auch
hier für γ ∈ G
γ· : Γ(pi!ψ∗(TX, I)⊗W±can) −→ Γ(pi!(γ · ψ)∗(TX, I)⊗W±can)
[q, v ⊗ h] 7−→ [q, γ(q)∗v ⊗ h] .
In diesem Sinne kommutiert die verallgemeinerte Clifford-Multiplikation mit der
Eichgruppenwirkung. Zusammenfassend erhalten wir mit Lemma 3.5.1 das folgende
kommutierende Diagramm:
ψ ∈ Γ(WL,X) ∇
C
//
γ·

ψ 7→ DAXψ
++
Γ(T ∗M ⊗ pi!ψ∗(TX))
γ·

cψ // Γ ([pi!ψ∗(TX, I)⊗W−can]r)
07→0 γ·

γ · ψ ∈ Γ(WL,X) ∇
Cγ
//
γ · ψ 7→ DAγX (γ · ψ)
33
Γ(T ∗M ⊗ pi!(γ · ψ)∗(TX))
cγ·ψ // Γ ([pi!(γ · ψ)∗(TX, I)⊗W−can]r)
Wir schließen DAXψ = 0⇒ DA
γ
X (γ · ψ) = 0. Invertieren liefert die Äquivalenz
 DAXψ = 0 ⇐⇒  DA
γ
X (γ · ψ) = 0. (3.35)
Zusammen mit (3.33) ist nun klar, dass die Eichgruppe G auch auf den Lösungen
der verallgemeinerten Seiberg-Witten-Gleichungen operiert.
Definition 3.5.2. Der verallgemeinerte Seiberg-Witten-Modulraum ist
ML,X :=
{
(A,ψ) ∈ CL,X
∣∣∣∣ DAXψ = 0, F+A = i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
}/
G

4 Der verallgemeinerte
Seiberg-Witten-Modulraum
Wir beweisen zunächst eine verallgemeinerte Weitzenböck-Formel in L2-Normen ähn-
lich wie in [17]. Damit schließen wir auf eine zusätzliche Symmetrie der Lösungen
(A,ψ) der verallgemeinerten Seiberg-Witten-Gleichungen (3.32). Wir zeigen weiter,
dass verallgemeinerte Spinoren holomorph sind und als Schnitte von QL × X stets
immer nur eine Sphäre in X treffen. Schließlich erhalten wir einige nicht-lineare
Differentialgleichungen, die sich nur wenig von den Kazdan-Warner-Gleichungen un-
terscheiden, und die, wenn sie eindeutige glatte Lösungen haben, ähnliche Resultate
wie im linearen Fall implizieren, d. h. eine Formulierung des Modulraumes durch
Divisoren und charakteristische Klassen.
4.1 Eine Weitzenböck-Formel
Im klassischen Fall X = H gilt
Satz 4.1.1. (Weitzenböck-Formel) [16] Seien A, φ,B Zusammenhänge wie in
Abschnitt 2.2. Dann gilt
(DA)2 =
(
∇φ⊗B
)∗∇φ⊗B + s4 + 12c(FA),
wobei s die Skalarkrümmung auf M bezeichnet.
Wir folgen nun dem Vorgehen aus [17], um eine Weitzenböck-Formel herzuleiten,
welche die L2-Normen von verallgemeinerter kovarianter Ableitung eines Spinors
mit dem verallgemeinerten Dirac-Operator vergleicht.
4.1.1 Beschreibung der Clifford-Multiplikation durch u∗F
In diesem Zusammenhang ist es für uns von Vorteil statt mit S1×S1-antiäquivarian-
ten Abbildungen fψ : QL → X zu arbeiten, verallgemeinerte Spinoren als U(2)×S1-
antiäquivariante Abbildungen u : PU(2)×ML→ X aufzufassen, da wir aus PU(2)×ML
auch TM als assoziiertes Vektorbündel ableiten können. Wir erinnern uns, dass
QL = L×M
(
PU(2) ×det L
)
= (PU(2) ×M L)×ρS1⊕ρS1 ·det S1 × S1
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und nutzen die Korrespondenz
C∞(QL, X)ρ ∼−→ C∞(PU(2) × L,X)ρ˜
fψ 7−→ u so dass, u([p, l]) = fψ([p, l, 1, 1]),
wobei die U(2)× S1-Wirkung ρ˜ auf X durch
ρ˜([λ, q], u) := ρ(u, uλ2)
gegeben ist. Für (λ, q, u) ∈ S1 × Sp(1)× S1 setzen wir außerdem
˜˜ρ(λ, q, u) := ρ˜([λ, q], u) = ρ(u, uλ2). (4.1)
Dann wirkt die zweite S1 auf X hyperkählersch und die erste S1 rotierend in folgen-
dem Sinne: Für λ = eiα ∈ S1 gilt
(eiα)∗I(e−iα)∗ = I
(eiα)∗J(e−iα)∗ = cos(−2α)J + sin(−2α)K
(eiα)∗K(e−iα)∗ = − sin(−2α)J + cos(−2α)K.
(4.2)
Beides ergibt sich aus (3.11). Deshalb schreiben wir für die erste S1 oft S1r und
für die zweite S1h – auch dann noch, wenn wir nicht von Wirkungen auf X sondern
von Wirkungen auf anderen Mannigfaltigkeiten sprechen, die eine (anti-)äquivariante
Abbildung nach X zulassen. Ferner sei
F := { f : H→ TxX | f isometrisch, f ◦ Il = Il ◦ f, l = 1, 2, 3, x ∈ X } (4.3)
das Bündel isometrischer H-linearer Rahmen von TX, wobei wir die komplexen
Strukuren I1 = I, I2 = J, I3 = K auf H wie im linearen Modell durch die Linksmul-
tiplikation mit i, j, k verstehen wollen. Dann ist F mittels
Sp(1)× F −→ F
(A, f) 7−→ R∗A−1f
(4.4)
ein rechtes Sp(1)-Hauptfaserbündel über X. Schließlich setzen wir
Q˜L := PU(2) ×M L. (4.5)
Um die beiden Sp(1)-Wirkungen aus (4.1) und (4.4) besser unterscheidbar zu ma-
chen, schreiben wir fortan Sp0(1) für die Sp(1)-Wirkung auf Q˜L, unter welcher die
verallgemeinerten Spinoren u invariant sind bzw. welche trivial auf X wirkt (verglei-
che (4.1)). Wir schreiben SpF (1) für die Sp(1)-Hauptfaserbündelwirkung (4.4) auf F
bzw. Sp(1)-Wirkungen, die dadurch induziert werden.
4.1. Eine Weitzenböck-Formel 63
Betrachten wir nun für einen verallgemeinerten Spinor u das folgende Diagramm:
u∗F û //
p̂i

p̂iM

F
piX

Q˜L
u //
piM

X
M
Ziel der folgenden Überlegungen ist es nun, eine einfache Beschreibung der verallge-
meinerten Clifford-Multiplikation durch das Bündel u∗F zu erlangen. Wir beginnen
mit folgendem
Lemma 4.1.2. Die S1r × Sp0(1)× S1h-Wirkung(
S1r × Sp0(1)× S1h
)
× F −→ F
((λ, q, u), f) 7−→ ˜˜ρ(λ, q, u)∗ L∗λ f (4.6)
ist eine Hochhebung von ˜˜ρ bezüglich piX , welche mit der SpF (1)-Hauptfaserbündel-
wirkung (4.4) kommutiert.
Beweis. Der einzige nicht offensichtliche Punkt für die Wohldefiniertheit dieser Wir-
kung ist, dass ein Rahmen nach einer S1r -Wirkung auch mit J und K kommutiert.
Dazu rechnen wir für eiα ∈ S1r(
(eiα)∗L∗eiαf
)
J = (eiα)∗JfLe−iα = (e−2αI)J(eiα)∗fLe−iα
= J(e2αI)(eiα)∗fLe−iα = J(eiα)∗f(e2αI)Le−iα
= J
(
(eiα)∗L∗eiαf
)
Auf u∗F =
{
(q˜, f) ∈ Q˜L × F
∣∣∣ f : H→ Tu(q˜)X } betrachten wir fortan die folgende
Rechtswirkung von S1r × Sp0(1)× S1h(
S1r × Sp0(1)× S1h
)
× u∗F −→ u∗F
((λ, q, u), (q˜, f)) 7−→
(
q˜ · ([λ, q], u) , ˜˜ρ(λ, q, u)−1∗ L∗λ f) (4.7)
Die Wohldefiniertheit folgt hier unmittelbar aus der Antiäquivarianz des Spinors u
bezüglich ρ˜.
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Desweiteren kommutiert diese Wirkung auch mit der zurückgezogenen SpF (1)-Wir-
kung
SpF (1)× u∗F −→ u∗F
(A, (q˜, f)) 7−→ (q˜, R∗A−1f) .
(4.8)
Notiz 4.1.3. Zusammengefasst ergibt sich für unser obiges Diagramm folgendes
Verhalten bezüglich der genannten Gruppenwirkungen:
u∗F ûantiäquivariant
//
p̂i
äq
ui
va
ri
an
t

p̂iM

F
piX
äq
ui
va
ri
an
t

Q˜L
u
antiäquivariant
//
piM
in
va
ri
an
t

X
M
S1r × Sp0(1) × S1h wirkt auf Q˜L und
u∗F von rechts und auf X und F von
links.
u∗F ûäquivariant
//
p̂i
in
va
ri
an
t

p̂iM

F
piX
in
va
ri
an
t

Q˜L
u //
piM

X
M
SpF (1) wirkt auf F und u∗F von
rechts.
Notiz 4.1.4. Wenn wir nun die Wirkung von S1r × Sp0(1) × S1h mit der Wirkung
von SpF (1) auf u∗F vergleichen, stellen wir fest, dass(
S1r × Sp0(1)× S1h
)
×Z2 SpF (1) = { [(λ, q, u), A] | (−λ,−q, u,A) ∼ (λ, q, u,−A) }
frei auf u∗F operiert und diese Wirkung u∗F als
(
S1r × Sp0(1)× S1h
) ×Z2 SpF (1)-
Rechtshauptfaserbündel über M beschreibt.
Aus diesem Hauptfaserbündel können wir mit den entsprechenden Darstellungen
auch alle Bündel zurückgewinnen, die wir als assoziierte Bündel bezüglich Q˜L =
PU(2) ×M L erhalten (vergleiche hierzu Tabelle A.1). Zudem erhalten wir folgendes
Lemma 4.1.5. Sei ψ ein verallgemeinerte Spinor und u ∈ C∞(Q˜L, X)ρ˜ die entspre-
chende antiäquivariante Funktion. Dann ist
a) [pi!ψ∗(TX, I)⊗W+can]r ∼= pi!ψ∗TX ∼= u∗F ×σ+ H, wobei
σ+ : (S1r × Sp0(1)× S1h)×Z2 SpF (1) −→ Aut(H) [(λ, q, u), A] 7−→ (h 7→ λhA).
b) [pi!ψ∗(TX, I)⊗W−can]r ∼= u∗F ×σ− H, wobei
σ− : (S1r × Sp0(1)× S1h)×Z2 SpF (1) −→ Aut(H) [(λ, q, u), A] 7−→ (h 7→ qhA).
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c) Die verallgemeinerte Clifford-Multiplikation aus Definition 3.3.7 übersetzt sich
mit t ∈ T ∗M ∼= TM = u∗F ×s R4 3 [r, x] wie folgt:
[
pi!ψ
∗(TX, I)⊗W+can
]
r
∼ //
id⊗c(t)

u∗F ×σ+ H
[r, h] 7→ [r, xh]

[pi!ψ∗(TX, I)⊗W−can]r ∼ // u∗F ×σ− H
Mit anderen Worten: Die verallgemeinerte Clifford-Multiplikation ist die durch
den Homomorphismus von (S1r × Sp0(1)× S1h)×Z2 SpF (1)- Darstellungen
(R4, s)⊗ (H, σ+) −→ (H, σ−)
gegebene Multiplikation
u∗F ×s⊗σ+ (R4 ⊗H) −→ u∗F ×σ− H.
Beweis. a) Wir geben den Isomorphismus explizit an. Es ist
u∗F ×σ+ H =
{
[r, h]
∣∣∣ r ∈ u∗F, h ∈ H, (r · [(λ, q, u), A], h) ∼ (r, λhA) }
sowie
pi!ψ
∗TX = fψ∗TX/ (S1γ × S1δ , ρ∗)
= u∗TX/ (S1r × Sp0(1)× S1h , ˜˜ρ∗)
=
{
[q˜, t]
∣∣∣ q˜ ∈ Q˜L, t ∈ Tu(q˜)X, (q˜ · ([λ, q], u) , t) ∼ (q˜ , ˜˜ρ(λ, q, u)∗t) } .
Die folgende Abbildung
u∗F ×σ+ H −→ pi!ψ∗TX
[r, h] 7−→ [p̂i(r), û(r)(h)]
ist wohldefiniert und liefert den gesuchten Isomorphismus.
b) Per Definition von F übersetzt sich die komplexe Struktur I auf pi!ψ∗TX unter
dem Isomorphismus aus a) auf u∗F ×σ+H zur Linksmultiplikation mit i. Deshalb
können wir wie in Beobachtung 3.3.6 vorgehen, um festzustellen, dass sich σ+ und
σ− unter Φ wie folgt übersetzen (Tatsächlich müssen wir für den Beweis nur σ−
betrachten.):
(H⊗R C, σ+ ⊗R 1)
Φ∼= ((H, Li)⊗C H, σ+ ⊗ (1⊕ det)) (4.9)
(H⊗R C, σ− ⊗R 1)
Φ∼= ((H, Li)⊗C H, σ+ ⊗ ρstand) (4.10)
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Wir verifizieren hier (4.10) unter Verwendung von (3.24):
Φσ−([(λ, q, u), A])Φ−1(v ⊗ h) = Φ
(
qΦ−1(v ⊗ h)A
)
= vA⊗ qh
= λvA⊗ qhλ
= σ+([(λ, q, u), A])v ⊗ ρstand([(λ, q, u), A])h
(Für (4.9) ersetze in der Rechnung q durch λ.) Da die Darstellungen auf H⊗R C
komplex linear fortgesetzt sind, sind sie auch verträglich mit der Realteilbildung
auf (H, Li)⊗C H im Sinne von Beobachtung 3.3.4.
c) Hierfür genügt es zu prüfen, dass folgendes durch Φ induziertes Diagramm kom-
mutiert. Wir nutzen wiederum Eigenschaft (3.24). Auch diese Operation ist mit
der jeweiligen Konjugation verträglich.
(R4, s)⊗ (H⊗R C, σ+ ⊗R 1) ∼ //
c⊗1

(R4, s)⊗ ((H, Li)⊗C H, σ+ ⊗ (1⊕ det))
id⊗c

(H⊗R C, σ− ⊗R 1) ∼ // ((H, Li)⊗C H, σ+ ⊗ ρstand)
4.1.2 Zusammenhänge auf u∗F
Wir haben bereits gesehen, dass u∗F ein
(
S1r × Sp0(1)× S1h
)×Z2 SpF (1)-Hauptfaser-
bündel ist (vergleiche Notiz 4.1.4). Per Definition ist u∗F auch ein Sp(1)-Haupt-
faserbündel über Q˜L. Wir definieren nun eine Zusammenhangs-1-Form auf u∗F , die
kompatibel mit den bisher betrachteten Zusammenhängen auf Q˜L und dem Levi-
Civita-Zusammenhang auf F ist:
Lemma 4.1.6. a) Es sei a eine zulässige Zusammenhangs-1-Form auf dem Bündel
Q˜L = PU(2) ×M L (d. h. auf dem iR ⊕ sp(1) ∼= u(2)-Anteil ist a der Chern-
Zusammenhang) sowie ϕX die Levi-Civita-1-Form auf F . Die folgende 1-Form
â := p̂i∗(a)⊕ û∗(ϕX)− û∗(ϕX)
(
K
p̂i∗(a)(·)
u∗F
)
∈ Ω1
(
u∗F ,
(
iR⊕ sp(1)⊕ iR
)
⊕ sp(1)
)
definiert eine Zusammenhangs-1-Form auf u∗F .
b) Die so definierte Zusammenhangs-1-Form â erfüllt, dass der horizontale Lift eines
Tangentialvektors X ∈ TM bezüglich â gleich dem zunächst bezüglich a und dann
bezüglich û∗(ϕX) gelifteten Vektor übereinstimmt:
X˜ â = ˜˜Xaû∗(ϕX)
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Beweis. a) Wir benutzen hier Notiz 4.1.3 und beachten, dass die Gruppenwirkungen
von S1r × Sp0(1) × S1h und SpF (1) kommutieren. Die Form â verschwindet auf
Fundamentalvektorfeldern: Für ξ ∈ iR⊕ sp(1)⊕ iR und η ∈ sp(1) ist
â(K(ξ,η)u∗F ) = p̂i
∗(a)
(
K
(ξ,η)
u∗F
)
⊕ û∗(ϕX)
(
K
(ξ,η)
u∗F
)
− û∗(ϕX)
(
K
p̂i∗(a)(K(ξ,η)u∗F )
u∗F
)
= a(Kξ
Q˜L
)⊕ ϕX(−KξF +KηF ) + ϕX
(
K
a(Kξ
Q˜L
)
F
)
= ξ ⊕−ϕX(KξF ) + η + ϕX
(
KξF
)
= ξ ⊕ η.
Und die Form â ist mit der Gruppenwirkung verträglich: Mit g ∈ S1h×Sp0(1)×S1r
und A ∈ SpF (1) sowie t ∈ Γ(T ∗(u∗F )) erhalten wir
â((R(g,A))∗t)
= p̂i∗(a)
(
(R(g,A))∗t
)
⊕ û∗(ϕX)
(
(R(g,A))∗t
)
− û∗(ϕX)
(
K
p̂i∗(a)((R(g,A))∗t)
u∗F
)
= a ((Rg)∗p̂i∗t)⊕ ϕX
(
(Lg−1)∗(RA)∗û∗t
)
+ ϕX
(
K
a((Rg)∗p̂i∗t)
F
)
= Adg−1 p̂i∗(a)(t)⊕ ϕX
(
(RA)∗(Lg−1)∗û∗t
)
+ ϕX
(
(RA)∗K
Adg−1 p̂i∗(a)(t)
F
)
= Adg−1 p̂i∗(a)(t)⊕AdA−1ϕX
(
(Lg−1)∗
(
û∗t+K p̂i
∗(a)(t)
F
))
= Adg−1 p̂i∗(a)(t)⊕AdA−1ϕX
(
û∗t+K p̂i
∗(a)(t)
F
)
= Ad(g,A)−1
(
p̂i∗(a)(t)⊕ û∗(ϕX)
(
t−K p̂i∗(a)(t)u∗F
))
= Ad(g,A)−1 â(t)
b) Per Konstruktion sind die Bedingungen â = 0 und (p̂i∗a und û∗(ϕX) = 0) äqui-
valent.
Mithilfe dieses Zusammenhangs â geben wir in Lemma 4.1.8 eine nützliche Beschrei-
bung von (p̂iM )∗
(
∇Aψ
)
. Dazu betrachten wir zunächst die kanonische 1-Form θX
auf F , das heißt
θX |f (v) = f−1(piX)∗(v) ∈ H für v ∈ TfF.
Lemma 4.1.7. a) Bezüglich der Wirkung (4.6) gilt für (λ, q, u) ∈ S1r × Sp0(1)× S1h
(λ, q, u)∗(θX) = λ θX
sowie (λ, q, u)∗(θX ∧ θX) = λ (θX ∧ θX)λ.
b) Für ω = ωIi+ ωJj + ωKk ist (piX)∗ ω = 12θX ∧ θX .
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Beweis. a) Für v, v1, v2 ∈ TfF ist
(λ, q, u)∗ θX |f (v) =
(˜˜ρ(λ, q, u)∗fλ)−1 (piX)∗(λ, q, u)∗(v)
= λ f−1 ˜˜ρ(λ, q, u)−1∗ ˜˜ρ(λ, q, u)∗(piX)∗(v)
= λ f−1(piX)∗(v) = λ θX |f (v)
und
(λ, q, u)∗
(
θX ∧ θX
)
(v1, v2) = λ θX(v1) · λ θX(v2)− λ θX(v2) · λ θX(v1)
= λ θX(v1) · θX(v2)λ− λ θX(v2) · θX(v1)λ
= λ
(
θX ∧ θX (v1, v2)
)
λ.
b) Wir nutzen hier Lemma 3.1.2:
(piX)∗ω|f (v1, v2) = ω|f ((piX)∗(v1), (piX)∗(v2))
= ωH(f−1(piX)∗(v1), f−1(piX)∗(v2))
= ωH(θX(v1), θX(v2))
= 12dh ∧ dh (θX(v1), θX(v2)) =
1
2 θX ∧ θX (v1, v2)
Weiterhin führen wir, wenn wir u∗F mit einem Zusammenhang betrachten, die fol-
gende Notation ein:
Ω1(M,pi!u∗TX)
∼ //
=
Γ(M,T ∗M ⊗ pi!u∗TX)
=
Ω1hor(u∗F,H)σ+
ιhor // Γ(u∗F, (R4)∗ ⊗H)s⊗σ+
Das heißt, wenn wir für r ∈ u∗F und v ∈ H den horizontalen Lift von [r, v] ∈ TM
an die Stelle r mit
v˜|r := ˜[r, v]∣∣∣r
bezeichen, gilt:
ιhor(α)(r) =
3∑
i=0
ei ⊗ α|r (e˜i) =
3∑
i=0
ei ⊗ α|r
(
[˜r, ei]
∣∣∣
r
)
Lemma 4.1.8. Es sei ψ ein verallgemeinerter Spinor und u ∈ C∞(Q˜L, X)ρ˜ die
entsprechende antiäquivariante Funktion. Weiterhin sei B ein Zusammenhang auf
dem S1-Bündel L, welcher mit den Levi-Civita-Zusammenhängen auf PU(2) und
F einen Zusammenhang â auf u∗F induziert (vgl. Lemma 4.1.6). Dann gilt mit
(û∗θX)hor := û∗θX ◦ prhor,̂a, dass
(p̂iM )∗
(
∇B⊕φ⊗Bψ
)
= ιhor ((û∗θX)hor) .
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Beweis. Seien q ∈ QL, q˜ ∈ Q˜L, r ∈ u∗F irgendwelche Punkte über m ∈ M . Wir
erinnern uns (Definition 3.3.2), dass für v ∈ TM
∇B⊕φ⊗Bψ
∣∣∣
m
(v) =
[
q, f∇B⊕φ⊗Bψ
∣∣∣
q
(v˜|q)
]
ρ
=
[
q, (fψ)∗(v˜|q) + KB⊕φ⊗B(v˜)
∣∣∣
fψ(q)
]
ρ
= [q, (fψ)∗(v˜|q)]ρ = [q˜, u∗(v˜|q˜)]ρ˜
=
[
p̂i(r), u∗(v˜|p̂i(r))
]
ρ˜
= [p̂i(r), u∗p̂i∗(v˜|r)]ρ˜
=
[
r, û(r)−1 (u∗p̂i∗(v˜|r))
]
σ+
Damit folgt für (p̂iM )∗
(
∇B⊕φ⊗Bψ
)
∈ Γ(u∗F, (R4)∗ ⊗H)s⊗σ+
(p̂iM )∗
(
∇B⊕φ⊗Bψ
)
(r) =
3∑
i=0
ei ⊗ (û(r))−1 (u∗p̂i∗e˜i) =
3∑
i=0
ei ⊗ (û(r))−1 ((piX)∗û∗e˜i)
=
3∑
i=0
ei ⊗ θX |û(r) (û∗e˜i) =
3∑
i=0
ei ⊗ û∗θX |r (e˜i)
= ιhor ((û∗θX)hor) (r). (4.11)
4.1.3 Die verallgemeinerte Weitzenböck-Formel
Auf R4 ⊗H betrachten wir die folgenden drei Bilinearformen:
ν(x1 ⊗ h1, x2 ⊗ h2) := gH(x1h1, x2h2) (wobei die Multiplikation xh
durch die Identifizierung R4 ∼= H
(siehe Anhang (A.1)) gegeben ist)
ν1(x1 ⊗ h1, x2 ⊗ h2) := gH(x1, x2) gH(h1, h2)
ν2(x1 ⊗ h1, x2 ⊗ h2) := (ν − ν1)(x1 ⊗ h1, x2 ⊗ h2)
Diese Bilinearform sind invariant unter der Wirkung von s⊗ σ+. Deshalb sind auch
ν, ν1, ν2 : Γ(M,T ∗M ⊗ pi!u∗TX) = Γ(u∗F, (R4)∗ ⊗H)s⊗σ+ → Γ(M,R)
wohldefiniert. Insbesondere ist in der obigen Notation (vergleiche Lemma 4.1.8)
ν(ιhor (û∗θX) (r), ιhor (û∗θX) (r)) = | DAXψ|2p̂iM (r) (4.12)
ν1(ιhor (û∗θX) (r), ιhor (û∗θX) (r)) = |∇B⊕φ⊗Bψ|2p̂iM (r). (4.13)
Untersuchen wir also im Folgenden ν2(ιhor (û∗θX) (r), ιhor (û∗θX) (r)) und beginnen
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mit einer kurzen Rechnung:
ν2(x1 ⊗ h1, x2 ⊗ h2)
= (ν − ν1)(x1 ⊗ h1, x2 ⊗ h2) = Re(x2h2x1h1)− Re(x2x1)Re(h2h1)
= Re(x2h2h1x1)− Re
(
(h2h1)Re(x2x1)
)
= Re(h2h1x1x2)− Re
(
(h2h1)Re(x1x2)
)
= Re
(
(h2h1) Im(x1x2)
)
= Re
(
Im(h2h1) Im(x1x2)
)
= −Re
(
Im(h2h1) Im(x1x2)
)
= −gImH
(
Im(h2h1) , Im(x1x2)
)
(4.14)
Sei θM die kanonische 1-Form auf Q˜L = PU(2) ×M L,
das heißt mit Q˜L = PU(2) ×M L κ−→ PU(2) ×s SO(4) = PSO(4)
θM |q˜ (v) = (κ(q˜))−1(piM )∗(v) ∈ R4 für v ∈ Tq˜Q˜L.
Dann ist
θM ∧ θMt ∈ Ω2(Q˜L, so(4))(
θM ∧ θMt
)+ ∈ Ω2(Q˜L, so+(4)) = Ω2(Q˜L, sp+(1)) = Ω2(Q˜L, ImH),
wobei diese Identifikation aus
ImH −→ sp+(1) = so+(4) (4.15)
q 7−→ Rq
und der Identifikation R4 ∼= H kommt (vergleiche hierzu Abschnitt 2.1.2 und den
Anhang (A.1)). Wenn wir E(i, j) ∈ so(4) durch
E(i, j)(ek) := δik(ej)− δjk(ei)
definieren, identifizieren wir also durch (4.15)
i 7−→ E(2, 3)− E(0, 1)
j 7−→ E(3, 1)− E(0, 2)
k 7−→ E(1, 2)− E(0, 3).
(4.16)
Andererseits ist (
θM ∧ θMt
)
(e˜i, e˜j) = eietj − ejeti = −E(i, j)
Diese Überlegungen resultieren in folgendem
Lemma 4.1.9. Es gilt
ν2
(
ιhor (û∗θX) , ιhor (û∗θX)
)
(p̂iM )∗(∗1) = −12 p̂i
∗〈(u∗ω)hor ∧ (θM ∧ θMt)+ 〉
sp+(1)
.
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Beweis. Da beide 4-Formen horizontal sind, genügt es zu prüfen, dass
ν2
(
ιhor (û∗θX) , ιhor (û∗θX)
)
= −12
〈
(u∗ω)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(e˜0, e˜1, e˜2, e˜3).
Mit (4.11) und (4.14) sowie Lemma 4.1.7 erhalten wir
ν2 (ιhor (û∗θX) , ιhor (û∗θX)) = ν2
 3∑
i=0
ei ⊗ û∗θX (e˜i) ,
3∑
j=0
ej ⊗ û∗θX (e˜j)

=
3∑
i,j=0
−gImH
(
Im
(
û∗θX (e˜j) û∗θX (e˜i)
)
, Im
(
eiej
))
=
3∑
j=1
−gImH
(
Im
(
û∗(θX ∧ θX)(e˜j , e˜0)
)
, Im
(
ej
))
+
3∑
i,j=1
i<j
−gImH
(
Im
(
û∗(θX ∧ θX)(e˜j , e˜i)
)
, Im
(
eiej
))
=
3∑
j=1
−gImH
(
u∗ω(e˜j , e˜0) , ej
)
+
3∑
i,j=1
i<j
−gImH
(
u∗ω(e˜j , e˜i) , eiej
)
= u∗ωI(e˜0, e˜1) + u∗ωJ(e˜0, e˜2) + u∗ωK(e˜0, e˜3)
− u∗ωK(e˜1, e˜2) + u∗ωJ(e˜1, e˜3)− u∗ωI(e˜2, e˜3).
Wir setzen weiter die Indexmenge
A := { (0, 1, 2, 3), (0, 2, 1, 3), (0, 3, 1, 2), (1, 2, 0, 3), (1, 3, 0, 2), (2, 3, 0, 1) } ⊂ S4.
Dann gilt andererseits unter Beachtung von (4.16)〈
(u∗ω)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(e˜0, e˜1, e˜2, e˜3)
=
∑
τ∈S4
sign(τ)
〈
(u∗ω)hor(e˜τ(0), e˜τ(1)),
(
θM ∧ θMt
)+
(e˜τ(2), e˜τ(3))
〉
sp+(1)
= 4
∑
(ijkl)∈A
sign(ijkl)
〈
(u∗ω)(e˜i, e˜j),
(
θM ∧ θMt
)+
(e˜k, e˜l)
〉
sp+(1)
= −4
∑
(ijkl)∈A
sign(ijkl)
〈
(u∗ω)(e˜i, e˜j), E(k, l)+
〉
sp+(1)
= −2 [+gImH ((u∗ω)(e˜0, e˜1), i)− gImH ((u∗ω)(e˜0, e˜2),−j) + gImH ((u∗ω)(e˜0, e˜3), k)
+ gImH ((u∗ω)(e˜1, e˜2),−k)− gImH ((u∗ω)(e˜1, e˜3),−j) + gImH ((u∗ω)(e˜2, e˜3),−i)]
= −2 [u∗ωI(e˜0, e˜1) + u∗ωJ(e˜0, e˜2) + u∗ωK(e˜0, e˜3)
− u∗ωK(e˜1, e˜2) + u∗ωJ(e˜1, e˜3)− u∗ωI(e˜2, e˜3)] .
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Für das weitere Vorgehen nutzen wir, dass
ω = ωIi+ dγ (4.17)
(vergleiche Lemma 3.2.6). Wir interessieren uns also für
(u∗dγ)hor = (du∗γ)hor = (d(u∗γ)vert)hor + (d(u∗γ)hor)hor (4.18)
Lemma 4.1.10. Sei B wiederum der Zusammenhang auf dem S1-Bündel L, wel-
cher mit dem Levi-Civita-Zusammenhang auf PU(2) einen Zusammenhang a auf Q˜L
induziert. Dann ist
a)
〈
(d(u∗γ)vert)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
= −12(piM )∗
(
Re
〈
i µC(u), F 2,0B
〉
C
(∗1)
)
b)
〈
(d(u∗γ)hor)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
= d
〈
(u∗γ)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
.
Beweis. a) Zunächst lässt sich (d(u∗γ)vert)hor mit Hilfe der Krümmung Fa auf Q˜L
ausdrücken:
(d(u∗γ)vert)hor = −(u∗γ)vert [(·)hor, (·)hor]
= (u∗γ) (− [(·)hor, (·)hor]vert) = u∗γ
(
a−1((piM )∗Fa)
)
= u∗γ
(
K
(piM )∗Fa
Q˜L
)
= −γ
(
K
(piM )∗Fa
X
∣∣∣
u(·)
)
Die Fundamentalvektorfelder sind hier bezüglich der Wirkung aus Abschnitt 4.1.1
zu verstehen (vergleiche auch Notiz 4.1.3). Beachten wir nun, dass a = φ ⊕ B ∈
Ω1(Q˜L, (iR ⊕ sp(1)) ⊕ iR) und dass der Sp0(1)-Anteil der S1r × Sp0(1) × S1h auf
X gar nicht wirkt, ergibt sich:
(d(u∗γ)vert)hor = −γ
(
K
(piM )∗FpriRφ⊕B
X
∣∣∣∣
u(·)
)
Andererseits gilt auch, dass γ(KitX) = 0, wenn wir mit KitX das Fundamentalvek-
torfeld bezüglich der rotierenden S1r bezeichnen (vergleiche hierzu Lemma 3.2.6).
Es ist also
(d(u∗γ)vert)hor = −γ
(
K
(piM )∗FB
X
∣∣∣
u(·)
)
,
wobei sich das Fundamentalvektorfeld jetzt nur noch auf die hyperkählersche S1h-
Wirkung bezieht. Deshalb folgt mit Lemma 3.2.6 auch, dass
(d(u∗γ)vert)hor =
(
− i (piM )∗FB µC(u(·))
)
j = −i (piM )∗FB µC(u) j.
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Der Übersichtlichkeit halber verzichten wir in den folgenden Rechnungen darauf,
(piM )∗ immer mitzuschreiben. Mit der Indexmenge
A := { (0, 1, 2, 3), (0, 2, 1, 3), (0, 3, 1, 2), (1, 2, 0, 3), (1, 3, 0, 2), (2, 3, 0, 1) } ⊂ S4
erhalten wir nun für die horizontale 4-Form
〈
(d(u∗γ)vert)hor∧
(
θM ∧ θMt
)+ 〉
sp+(1)〈
(d(u∗γ)vert)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(e˜0, e˜1, e˜2, e˜3)
=
∑
τ∈S4
sign(τ)
〈
(d(u∗γ)vert)hor(e˜τ(0), e˜τ(1)),
(
θM ∧ θMt
)+
(e˜τ(2), e˜τ(3))
〉
sp+(1)
= 4
∑
(ijkl)∈A
sign(ijkl)
〈
(d(u∗γ)vert)hor(e˜i, e˜j),
(
θM ∧ θMt
)+
(e˜k, e˜l)
〉
sp+(1)
= −4
∑
(ijkl)∈A
sign(ijkl)
〈
(d(u∗γ)vert)hor(e˜i, e˜j), E(k, l)+
〉
sp+(1)
= −2 [+gImH (−i FB(e˜0, e˜1)µC(u) j, i)− gImH (−i FB(e˜0, e˜2)µC(u) j,−j)
+ gImH (−i FB(e˜0, e˜3)µC(u) j, k) + gImH (−i FB(e˜1, e˜2)µC(u) j,−k)
− gImH (−i FB(e˜1, e˜3)µC(u) j,−j) + gImH (−i FB(e˜2, e˜3)µC(u) j,−i)]
= −2 [−iFB(e˜0, e˜2)µJ(u)− iFB(e˜0, e˜3)µK(u)
+ iFB(e˜1, e˜2)µK(u)− iFB(e˜1, e˜3)µJ(u)]
Wir bemerken weiter, dass wir wegen
µC : Γ(W+L )→ Ω2,0(M,C) bzw. µC : Γ(W+L )→ Ω0,2(M,C)
µC(u) bzw. µC(u) auch als komplex-wertige 2-Formen auffassen können (verglei-
che hierzu (3.31) sowie (3.3)). In diesem Sinne gilt für die horizontale 4-Form
(piM )∗Re
〈
iµC(u) ∧ FB
〉
C
(piM )∗Re
〈
iµC(u) ∧ FB
〉
C
(e˜0, e˜1, e˜2, e˜3)
=
∑
τ∈S4
sign(τ)Re
〈
iµC(u)(e˜τ(0), e˜τ(1)), FB(e˜τ(2), e˜τ(3))
〉
C
= 4
∑
(ijkl)∈A
sign(ijkl)Re
〈
iµC(u)(e˜i, e˜j), FB(e˜k, e˜l)
〉
C
= 4
[
+Re
〈
iµC(u)(e˜0, e˜1) , FB(e˜2, e˜3)
〉
C
− Re
〈
iµC(u)(e˜0, e˜2) , FB(e˜1, e˜3)
〉
C
+ Re
〈
iµC(u)(e˜0, e˜3) , FB(e˜1, e˜2)
〉
C
+ Re
〈
iµC(u)(e˜1, e˜2) , FB(e˜0, e˜3)
〉
C
− Re
〈
iµC(u)(e˜1, e˜3) , FB(e˜0, e˜2)
〉
C
+ Re
〈
iµC(u)(e˜2, e˜3) , FB(e˜0, e˜1)
〉
C
]
= −4 [−iFB(e˜0, e˜2)µJ(u)− iFB(e˜0, e˜3)µK(u)
+ iFB(e˜1, e˜2)µK(u)− iFB(e˜1, e˜3)µJ(u)]
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Bei der letzten Gleichheit wenden wir die 2-Form µC(u) an, das heißt den folgen-
den Homomorphismus von U(2)-Darstellungen:
(C, det)⊗ (H ∧H,Λ2s) −→ (C, trivC)
z ⊗ (v ∧ w) 7−→ z prjC
(1
2 (vw − wv)
)
(Beachte hierbei wieder unsere Identifikation R4 = H = C+ jC wie in Abschnitt
A.1.)
Wenn wir die beiden obigen Rechnungen nun vergleichen, ergibt sich
〈
(d(u∗γ)vert)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
= 12(piM )
∗Re
〈
iµC(u) ∧ FB
〉
C
.
Da FB rein imaginäre Werte annimmt, erhalten wir ferner mit dem konjugiert
linearen Hodge-Stern-Operator ∗ und unter Beachtung, dass 〈·, ·〉C im zweiten
Argument konjugiert linear ist:
Re
〈
iµC(u) ∧ FB
〉
C
= Re ((−iµC(u)) ∧ FB) = Re
〈
(−iµC(u)), ∗FB
〉
C
(∗1)
Weiterhin ist die Zerlegung Ω2,0(M,C)⊕Ω1,1(M,C)⊕Ω0,2(M,C) orthogonal be-
züglich dieses Produktes und µC(u) ∈ Ω2,0(M,C), also folgt mit (∗FB)2,0 = F 2,0B
Re
〈
iµC(u) ∧ FB
〉
C
= Re
〈
− iµC(u), (∗FB)2,0
〉
C
(∗1) = Re
〈
− iµC(u), F 2,0B
〉
C
(∗1)
und schließlich
〈
(d(u∗γ)vert)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
= −12(piM )
∗
(
Re
〈
iµC(u), F 2,0B
〉
C
(∗1)
)
.
b) Für die kanonische 1-Form θM auf Q˜L = PU(2)×ML ist bezüglich des Levi-Civita-
Zusammenhangs (dθM )hor = 0. Deshalb ist
d
〈
(u∗γ)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
=
〈
(d(u∗γ)hor)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
+
〈
(u∗γ)hor ∧
(
(dθM )hor ∧ θMt
)+ 〉
sp+(1)
−
〈
(u∗γ)hor ∧
(
θM ∧ (dθM )hort
)+ 〉
sp+(1)
=
〈
(d(u∗γ)hor)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
.
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Satz 4.1.11. (Verallgemeinerte Weitzenböck-Formel) Es sei ψ ein verallge-
meinerter Spinor und u ∈ C∞(Q˜L, X)ρ˜ die entsprechende antiäquivariante Funktion.
Seien weiter A, φ,B Zusammenhänge wie in Abschnitt 2.2. Dann gilt
‖ DAXψ‖2 − ‖∇B⊕φ⊗Bψ‖2 =−
1
2
∫
M
〈
(u∗ωIi)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
+ 14
∫
M
(
Re
〈
iµC(u), F 2,0B
〉
C
(∗1)
)
.
Beweis. Wir tragen die Resultate dieses Abschnitts zusammen:
‖ DAXψ‖2 − ‖∇B⊕φ⊗Bψ‖2
=
∫
M
ν2(ιhor (û∗θX) , ιhor (û∗θX))(∗1) (4.12), (4.13)
=
∫
M
−12
〈
(u∗ω)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(Lemma 4.1.9)
=
∫
M
−12
〈
((u∗ωIi)hor + (u∗dγ)hor) ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(4.17)
=
∫
M
−12
〈
(u∗ωIi)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
+
∫
M
−12
〈
((d(u∗γ)vert)hor + (d(u∗γ)hor)hor) ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(4.18)
=
∫
M
−12
〈
(u∗ωIi)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
+
∫
M
1
4
(
Re
〈
iµC(u), F 2,0B
〉
C
(∗1)
)
+
∫
M
−12d
〈
(u∗γ)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
(Lemma 4.1.10)
=
∫
M
−12
〈
(u∗ωIi)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
+
∫
M
1
4
(
Re
〈
iµC(u), F 2,0B
〉
C
(∗1)
)
.
Die letzte Gleichheit folgt mit dem Satz von Stokes, da M keinen Rand besitzt.
Korollar 4.1.12. Es sei (A,ψ) eine Lösung der verallgemeinerten Seiberg-Witten-
Gleichungen (3.32).
a) Dann sind auch
(A, ρ(s)ψ) mit s ∈ { (1, 1), (−1, 1), (1,−1), (−1,−1) } ⊂ S1 × S1
jeweils Lösung der verallgemeinerten Seiberg-Witten-Gleichungen (3.32).
b) Dann ist
F 0,2A = 0 und µC(ψ) = 0.
Insbesondere ist A ein holomorpher Zusammenhang.
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Beweis. Es sei u ∈ C∞(Q˜L, X)ρ˜ wiederum die entsprechende antiäquivariante Funk-
tion zu ψ. Die Lösungen der verallgemeinerten Seiberg-Witten-Gleichungen (3.32)
sind die Nullstellen des folgenden Funktionals:
S(A,ψ) = ‖ DAXψ‖2 +
1
16
∥∥∥F+A − i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
∥∥∥2
= ‖ DAXψ‖2 +
1
16‖F
+
A ‖2 +
1
16
∥∥∥ i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
∥∥∥2
− 18
∫
M
Re
〈
F+A ,
i
2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
〉
C
(∗1)
= ‖ DAXψ‖2 +
1
16‖F
+
A ‖2 +
1
16
∥∥∥ i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
∥∥∥2
− 18
∫
M
Re
〈
F+φ + 2F
+
B ,
i
2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
〉
C
(∗1)
Da φ der Chern-Zusammenhang ist, ist Fφ eine imaginärwertige (1, 1)-Form. F+B ist
eine imaginärwertige, selbstduale 2-Form. Also erhalten wir bezüglich der orthogo-
nalen Zerlegung Ω2+(M,C) = Ω2,0(M,C)⊕ Ω0(M,C) · ωM ⊕ Ω0,2(M,C), dass
S(A,ψ) = ‖ DAXψ‖2 +
1
16‖F
+
A ‖2 +
1
16
∥∥∥ i2 (µI(ψ)ωM + µC(ψ) + µC(ψ))
∥∥∥2
− 18
∫
M
Re
〈
F+φ ,
i
2 µI(ψ)ωM
〉
C
(∗1)− 18
∫
M
Re
〈
2(F+B )
1,1,
i
2 µI(ψ)ωM
〉
C
(∗1)
− 18
∫
M
Re
〈
2(F+B )
2,0,
i
2 µC(ψ)
〉
C
(∗1)− 18
∫
M
Re
〈
2(F+B )
0,2,
i
2 µC(ψ)
〉
C
(∗1)
= ‖ DAXψ‖2 +
1
16‖F
+
A ‖2 +
1
16
(∥∥∥ i2µI(ψ)ωM
∥∥∥2 + ∥∥∥µC(ψ)∥∥∥2 + ∥∥∥µC(ψ)∥∥∥2)
− 18
∫
M
Re
〈
F+φ ,
i
2 µI(ψ)ωM
〉
C
(∗1)− 18
∫
M
Re
〈
2(F+B )
1,1,
i
2 µI(ψ)ωM
〉
C
(∗1)
− 14
∫
M
Re
〈
(FB)2,0, i µC(ψ)
〉
C
(∗1)
.
Die Weitzenböckformel (Satz 4.1.11) liefert nun
S(A,ψ) = ‖∇B⊕φ⊗Bψ‖2 + 116‖F
+
A ‖2 +
1
16
(∥∥∥ i2µI(ψ)ωM
∥∥∥2 + ∥∥∥µC(ψ)∥∥∥2 + ∥∥∥µC(ψ)∥∥∥2)
− 18
∫
M
Re
〈
F+φ ,
i
2 µI(ψ)ωM
〉
C
(∗1)
− 18
∫
M
Re
〈
2(F+B )
1,1,
i
2 µI(ψ)ωM
〉
C
(∗1)
− 12
∫
M
〈
(u∗ωIi)hor ∧
(
θM ∧ θMt
)+ 〉
sp+(1)
. (4.19)
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a) Wir beobachten, dass alle Summanden aus (4.19) unter den im Korollar erwähnten
Transformationen (A,ψ) 7→ (A, ρ(s)ψ) invariant bleiben, genauer:
Es hängen FA = Fφ + 2FB, θM sowie ωM gar nicht von diesen Transformationen
ab. Da I ∈ End(TX) mit der Wirkung ρ kommutiert, sind µI(ψ) und u∗ωIi
invariant. Desweiteren ist (vergleiche (3.15))
µC(ρ(1,−1)ψ) = µC(ρ(−1, 1)ψ) = −µC(ψ). (4.20)
Die Normen von µC(ψ) bzw. µC(ψ) bleiben also erhalten. Schließlich wirkt ρ auf
X isometrisch, was zur Folge hat, dass auch ‖∇B⊕φ⊗Bψ‖2 unverändert bleibt
(vergleiche hierzu ggf. (4.13) und (4.11)).
b) Aus a) wissen wir, dass, wenn (A,ψ) die Seiberg-Witten-Gleichungen (3.32) löst,
auch (A, ρ(1,−1)ψ) eine Lösung von (3.32) ist. Mit (4.20) und der zweiten Seiberg-
Witten-Gleichung F 0,2A = i2µC(ψ) folgt in diesem Fall
i
2µC(ψ) = F
0,2
A = −
i
2µC(ψ).
Also ist µC(ψ) = 0 und F 0,2A = 0.
4.2 Holomorphe Beschreibung des verallgemeinerten
Modulraumes
4.2.1 Komplexe Struktur auf dem verallgemeinerten Spinorbündel
Lemma 4.2.1. (vgl. [18]) Sei Q → B ein G-(Rechts-)Hauptfaserbündel über einer
fast komplexen Mannigfaltigkeit (B, IB) sowie (F, IF ) eine fast komplexe Mannig-
faltigkeit mit einer linken G-Wirkung, welche bezüglich IF pseudoholomorph wirkt
(d. h. für g ∈ G ist g∗IF = IF g∗). Den Totalraum des Faserbündels Q ×G F pi−→ B
bezeichnen wir mit Q ×G F =: F . Sei weiter a ∈ Ω1(Q, g) eine Zusammenhangs-1-
Form auf Q. Der Zusammenhang a induziert eine Zerlegung des Tangentialbündels
TF = HaF ⊕ VF = pi∗(TB)⊕ VF , (4.21)
wobei VF := ker(dpi). Bezüglich dieser Zerlegung definiert I(a) := IB ⊕ IF eine fast
komplexe Stuktur auf F . Wenn IB und IF integrierbar sind und, wenn F 0,2a = 0,
dann ist auch I(a) integrierbar.
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Beweis. Sei HaQ ⊂ TQ das durch a definierte horizontale Unterbündel, dann ver-
stehen wir die Zerlegung (4.21) genauer mittels:
T[q,f ]F ∼
[tq, tf ]︸ ︷︷ ︸
Äquivalenzklasse von
(tq ,tf )∈TqQ×TfF
7−→ (tq −Ka(tq)q︸ ︷︷ ︸
prhor(tq)
, tf +Ka(tq)f )
// HaqQ⊕ TfF
dRg ⊕ dLg−1

T[qg,g−1f ]F ∼ // HaqgQ⊕ Tg−1fF
Mit anderen Worten
TF = HaF ⊕ VF = (B ×G HaQ)⊕ (Q×G TF ).
Wenn wir nun mit (lokalen) Vektorfeldern Z ∈ Γ(F , TF) arbeiten wollen, können wir
äquivalent auch G-äquivariante Schnitte Z˜ ∈ Γ(Q×F, (prQ)∗HaQ⊕ (prFF )∗(TF ))G
auf Q× F betrachten:
(piQ)∗TQ⊕ (piF )∗(TF )
prG
**TTT
TTTT
TTTT
TTTT
TTTT
(piQ)∗HaQ⊕ (piF )∗(TF ) prG //

 ?
OO
TF

= HaF ⊕ VF = (B ×G HaQ)⊕ (Q×G TF )
Q× F //
Z˜
WW
F
Z
XX
= Q×G F
Die fast komplexe Struktur I(a) ist durch folgendes Diagramm (wohl-)definiert (da
G auf F pseudoholomorph wirkt):
(piQ)∗HaQ⊕ (piF )∗(TF ) prG //
J(a) := I˜B ⊕ IF

TF
I(a)

(piQ)∗HaQ⊕ (piF )∗(TF ) prG // TF
Hierbei bezeichnet I˜B die von IB auf (piQ)∗HaQ induzierte komplexe Struktur.
Wir rechnen nun nach, dass der Nĳenhuistensor NI(a) verschwindet, wenn NIB = 0,
NIF = 0 und F 0,2a = 0.
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Es genügt, dies für Vektorfelder der folgenden Form nachzuweisen:
f ·X ∈ Γ(Q× F, (piF )∗TF )G wobei f = f ◦ piQ für ein f ∈ C∞(Q,R)G
und X = X ◦ piF für ein X ∈ Γ(F, TF )G
g · Y ∈ Γ(Q× F, (piQ)∗HaQ)G wobei g = g ◦ piF für ein g ∈ C∞(F,R)G
und Y = Y ◦ piQ für ein Y ∈ Γ(Q,HaQ)G
Wir bemerken zunächst, dass für solche Vektorfelder gilt:
X(f) = 0 [X,Y ] = 0
Y (g) = 0
Insbesondere gilt deshalb für die Kommutatoren solcher Vektorfelder:
[f1X1, f2X2] = f1f2[X1, X2]
[fX, gY ] = fX(g)Y − gY (f)X
[g1Y1, g2Y2] = g1g2[Y1, Y2]
Seien also f1X1, f2X2 ∈ Γ(Q× F, (piF )∗TF )G wie oben angegeben, dann ist
NJ(a)(f1X1, f2X2)
= [J(a)f1X1, J(a)f2X2]− [f1X1, f2X2]− J(a)[f1X1, J(a)f2X2]− J(a)[J(a)f1X1, f2X2]
= [f1IFX1, f2IFX2]− [f1X1, f2X2]− J(a)[f1X1, f2IFX2]− J(a)[f1IFX1, f2X2]
= f1f2 ([IFX1, IFX2]− [X1, X2]− IF [X1, IFX2]− IF [IFX1, X2])
= f1f2 NIF (X1, X2) = 0.
Folglich ist auch NI(a) (prG(f1X1),prG(f2X2)) = prG
(
NJ(a)(f1X1, f2X2)
)
= 0.
Seien weiter fX ∈ Γ(Q × F, (piF )∗TF )G und gY ∈ Γ(Q × F, (piQ)∗HaQ)G wie oben
angegeben, dann ist
NJ(a)(fX, gY )
= [J(a)fX, J(a)gY ]− [fX, gY ]− J(a)[fX, J(a)gY ]− J(a)[J(a)fX, gY ]
= [fIFX, gI˜BY ]− [fX, gY ]− J(a)[fX, gI˜BY ]− J(a)[fIFX, gY ]
= f(IFX)(g)(I˜BY )− g(I˜BY )(f)(IFX)− fX(g)Y + gY (f)X
− J(a)
(
fX(g)(I˜BY )− g(I˜BY )(f)X + f(IFX)(g)Y − gY (f)(IFX)
)
= f(IFX)(g)(I˜BY )− g(I˜BY )(f)(IFX)− fX(g)Y + gY (f)X
+ fX(g)Y + g(I˜BY )(f)(IFX)− f(IFX)(g)(I˜BY )− gY (f)X = 0.
Folglich ist auch NI(a) (prG(fX),prG(gY )) = prG
(
NJ(a)(fX, gY )
)
= 0.
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Seien schließlich g1Y1, g2Y2 ∈ Γ(Q× F, (piQ)∗HaQ)G wie oben angegeben, dann ist
NJ(a)(g1Y1, g2Y2)
= [J(a)g1Y1, J(a)g2Y2]− [g1Y1, g2Y2]− J(a)[g1Y1, J(a)g2Y2]− J(a)[J(a)g1Y1, g2Y2]
= [g1I˜BY1, g2I˜BY2]− [g1Y1, g2Y2]− J(a)[g1Y1, g2I˜BY2]− J(a)[g1I˜BY1, g2Y2]
= g1g2
(
[I˜BY1, I˜BY2]− [Y1, Y2]− J(a)[Y1, I˜BY2]− J(a)[I˜BY1, Y2]
)
∈ (piQ)∗TQ.
Betrachten wir also
prG
(
[I˜BY1, I˜BY2]− [Y1, Y2]− J(a)[Y1, I˜BY2]− J(a)[I˜BY1, Y2]
)
= prG
(
[I˜BY1, I˜BY2]hor − [Y1, Y2]hor − I˜B[Y1, I˜BY2]hor − I˜B[I˜BY1, Y2]hor
)
+ prG
(
K
a([I˜BY1,I˜BY2])
F −Ka([Y1,Y2])F − IFKa([Y1,I˜BY2])F − IFKa([I˜BY1,Y2])F
)
= HL (NIB (dpiprGY1, dpiprGY2))
− prG
(
K
Fa(I˜BY1,I˜BY2)
F −KFa(Y1,Y2)F − IFKFa(Y1,I˜BY2)F − IFKFa(I˜BY1,Y2)F
)
= HL (NIB (dpiprGY1, dpiprGY2)) + 4prG
(
K
F 0,2a (Y1,Y2)
F
)
= 0,
wobei HL (t) = t˜ den horizontalen Lift bezeichnet.
Folglich ist auch NI(a) (prG(g1Y1), prG(g2Y2)) = prG
(
NJ(a)(g1Y1, g2Y2)
)
= 0.
Bemerkung. Der Holomorphiebegriff aus Lemma 4.2.1 für Faserbündel der Form
F = Q×G F stimmt für den Fall, dass F eine lineare Faser und die G-Wirkung eine
Darstellung ist, mit dem aus Definition 1.4.1 überein.
Korollar 4.2.2. Seien A, φ,B Zusammenhänge wie in Abschnitt 2.2, so dass (A,ψ)
die verallgemeinerten Seiberg-Witten-Gleichungen (3.32) löst. Sei weiter a = φ ⊗
B der entsprechende Zusammenhang auf Q˜L = PU(2) ×M L. Dann definieren der
Zusammenhang a, die komplexe Struktur auf M und jede komplexe Struktur I auf X
im Sinne von Lemma 4.2.1 eine komplexe Struktur I(a) auf dem verallgemeinerten
Spinorbündel Q˜L ×ρ˜ X = QL ×ρ X = WL,X .
Beweis. Da φ der Chern-Zusammenhang ist und F 0,2B = 0 nach Lemma 4.1.12, folgt
F 0,2a = 0. Nun folgt die Behauptung unmittelbar aus Lemma 4.2.1.
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4.2.2 Holomorphie der verallgemeinerten Spinoren des Lösungsraumes
Notiz 4.2.3. In der Situation von Lemma 4.2.1 heißt ein Schnitt s : B → F holo-
morph, wenn s mit den komplexen Strukturen auf B und F verträglich ist, d. h.
s∗IB = I(a)s∗.
Eine G-äquivariante Funktion fs ∈ Γ(B,F )G definiert genau dann einen holormo-
phen Schnitt s, wenn entsprechend auf HaQ
(fs)∗|HaQ I˜B = IF (fs)∗|HaQ . (4.22)
Lemma 4.2.4. a) Es sei (A,ψ) eine Lösung der verallgemeinerten Seiberg-Witten-
Gleichungen (3.32) sowie a der von A auf Q˜L induzierte Zusammenhang (ver-
gleiche Korollar 4.2.2). Dann ist ψ ∈ Γ(M,WL,X) holomorph bezüglich IM und
der komplexen Struktur I(a) auf dem verallgemeinerten Spinorbündel.
b) Sei umgekehrt A ein holomorpher Zusammenhang auf PLdet und ψ ∈ Γ(M,WL,X)
holomorph bezüglich IM und der komplexen Struktur I(a), so ist die erste verall-
gemeinerte Seiberg-Witten-Gleichung DAXψ = 0 erfüllt.
Beweis. a) Es sei u ∈ C∞(Q˜L, X)ρ˜ wiederum die entsprechende antiäquivariante
Funktion zu ψ. Wegen (4.22), genügt es zu zeigen, dass
u∗|HaQ˜L I˜M = IX u∗|HaQ˜L ⇐⇒ u∗|HaQ˜L + IX u∗|HaQ˜L I˜M = 0. (4.23)
Ist nun (A,ψ) eine Lösung der verallgemeinerten Seiberg-Witten-Gleichungen, so
bedeutet DAXψ = 0, dass für alle r ∈ u∗F gilt:
0 = c(ιhor (û∗θX) (r)) =
3∑
i=0
c(ei)û∗θX( e˜i|r) =
3∑
i=0
c(ei)û(r)−1(u∗ e˜i|p̂i(r))
= û(r)−1
(
u∗ e˜0|p̂i(r) + Iu∗ e˜1|p̂i(r) + Ju∗ e˜2|p̂i(r) +Ku∗ e˜3|p̂i(r)
)
(vergleiche hierzu Lemma 4.1.8 und Lemma 4.1.5 sowie die Definition von F in
(4.3) und beachte, dass p̂i∗( e˜i|r) = e˜i|p̂i(r) wegen Lemma 4.1.6). Da p̂i surjektiv
ist, ist dies äquivalent zu der Aussage, dass für alle q ∈ Q˜L
0 = u∗ e˜0|q + Iu∗ e˜1|q + Ju∗ e˜2|q +Ku∗ e˜3|q . (4.24)
Mit Korollar 4.1.12 wissen wir, dass selbige Gleichung erhalten bleibt, wenn wir
u durch ρ(1,−1)u ersetzen:
0 = (ρ(1,−1)u)∗ e˜0|q + I (ρ(1,−1)u)∗ e˜1|q + J (ρ(1,−1)u)∗ e˜2|q +K (ρ(1,−1)u)∗ e˜3|q
= ρ(1,−1)∗
(
u∗ e˜0|q + Iu∗ e˜1|q − Ju∗ e˜2|q −Ku∗ e˜3|q
)
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Also gilt auch für alle q ∈ Q˜L
0 = u∗ e˜0|q + Iu∗ e˜1|q − Ju∗ e˜2|q −Ku∗ e˜3|q .
Addition von (4.24) liefert für alle q ∈ Q˜L, dass
0 = u∗ e˜0|q + Iu∗ e˜1|q = u∗ e˜0|q + Iu∗ I˜Me0
∣∣∣
q
= u∗ e˜0|q + Iu∗I˜M e˜0|q
= u∗ [˜q, e0]
∣∣∣∣
q
+ Iu∗I˜M [˜q, e0]
∣∣∣∣
q
.
Da nun u im Sinne von Notiz 4.1.3 S1r × Sp0(1) × S1h-antiäquivariant ist und
S1r × Sp0(1) × S1h bezüglich I auf X holomorph wirkt, gilt für alle q ∈ Q˜L und
alle g ∈ S1r × Sp0(1)× S1h, dass
0 = (Lg−1)∗
(
u∗ [˜q, e0]
∣∣∣∣
q
+ Iu∗I˜M [˜q, e0]
∣∣∣∣
q
)
= u∗ [˜q, e0]
∣∣∣∣
qg
+ Iu∗I˜M [˜q, e0]
∣∣∣∣
qg
.
Damit ist u∗t+ Iu∗I˜M t = 0 für alle t ∈ HaQ˜L, also (4.23), gezeigt.
b) Aus der Holomorphie von ψ erhalten wir umgekehrt u∗t + Iu∗I˜M t für alle t ∈
HaQ˜L, d. h. insbesondere für alle q ∈ Q˜L
0 = u∗ e˜0|q + Iu∗I˜M e˜0|q = u∗ e˜0|q + Iu∗ e˜1|q
0 = u∗ e˜2|q + Iu∗I˜M e˜2|q = u∗ e˜2|q − Iu∗ e˜3|q .
(Für die Konvention IMe0 = e1 und IMe2 = −e3 vergleiche Notiz 2.3.3.) Hieraus
folgern wir unmittelbar, dass für alle q ∈ Q˜L
u∗ e˜0|q+Iu∗ e˜1|q+Ju∗ e˜2|q+Ku∗ e˜3|q = u∗ e˜0|q+Iu∗ e˜1|q+J(u∗ e˜2|q−Iu∗ e˜3|q) = 0.
Damit haben wir (4.24) für alle q ∈ Q˜L gezeigt, was äquivalent zu  DAXψ = 0
ist.
4.2.3 Fallunterscheidung nach Sphären im Gibbons-Hawking-Raum
Die verallgemeinerten Spinoren ψ, die als Lösungen (A,ψ) der verallgemeinerten
Seiberg-Witten-Gleichungen auftreten, erfüllen also wie im linearen Fall,
• dass A eine komplexe Struktur auf dem verallgemeinerten Spinorbündel WL,X
induziert sowie
• dass ψ ∈ Γ(M,WL,X) holomorph bezüglich dieser komplexen Struktur ist.
Desweiteren haben wir in Korollar 4.1.12 schon gesehen, dass µC(ψ) = 0. Erinnern
wir uns also an die Struktur der k-Center-Gibbons-Hawking-Räume mit den Zentren
yα = aαi (vergleiche Abschnitt 3.2). Dann können wir uns die Teilmenge µ−1C (0) ⊂ X
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Abbildung 4.1 Die Niveaumenge µ−1C (0) ⊂ X im Gibbons-Hawking-Raum X
wie folgt veranschaulichen wie in Abbildung 4.1. Die verbleibenden freien Parameter
sind µI ∈ R sowie θα ∈ S1 für µI ∈ (−aα+1,−aα). Die Zentren µ−1(−yα) selbst
sind die Fixpunkte der hyperkählerschen S1-Wirkung. Der Teilraum µ−1C (0) ⊂ X ist
eine Kette von Sphären, welche rotationssymmetrisch um die µI -Achse angeordnet
sind und von zwei „offenen“ Sphären begrenzt werden. (Im Übrigen sind die Sphären
auch Repräsentanten der Erzeuger der zweiten HomologieH2(X) = Zk−1 – vergleiche
[21]).
Lemma 4.2.5. a) In der Notation von Abschnitt 3.2 sind für jedes α = 1, . . . , k−1
die folgenden Teilsphären eines k-Center-Gibbons-Hawking-Raumes (X, g, I, J,K)
S2α := µ−1I ([−aα+1,−aα]) ∩ µ−1C (0) ⊂ X
jeweils biholomorph zu CP1 bezüglich der komplexen Struktur I.
b) In der Notation von Abschnitt 3.2 sind die folgenden Teilmengen eines k-Center-
Gibbons-Hawking-Raumes (X, g, I, J,K)
C0 := µ−1I ([−a1,∞)) ∩ µ−1C (0) ⊂ X
Ck := µ−1I ((−∞,−ak]) ∩ µ−1C (0) ⊂ X
biholomorph zu C bezüglich der komplexen Struktur I.
Beweis. Die komplexe Momentenabbildung µC ist holormorph bezüglich I (verglei-
che hierzu 3.2.5), also schränkt sich I für jedes α auf S2α bzw. Ci ein und definiert
dort eine komplexe Struktur. Diese ist – im Fall einer Sphäre bzw. im Fall von C –
eindeutig (bis auf Biholomorphie).
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Notiz 4.2.6. (Biholomorphie explizit) Wir können biholomorphe Abbildungen
für Lemma 4.2.5 explitzit angeben: Wir verwenden hierzu die Notation aus Abschnitt
3.2. Für α = 1, . . . , k − 1 sind dies die Isomorphismen
S2α
Φα−→ CP1
S2α ∩ Uα 3 (θ, x1) 7−→ [θ : fα(x1)]
α-tes Gibbons-Hawking-Zentrum µ−1(−yα) 7−→ [1 : 0]
(α+ 1)-tes Gibbons-Hawking-Zentrum µ−1(−yα+1) 7−→ [0 : 1]
wobei fα : (aα, aα+1)→ R+
fα(x1) =
( ∏α
j=1 lj∏k
j=α+1 lj
) 1
2
=
( ∏α
j=1|x− aj |∏k
j=α+1|x− aj |
) 1
2
=
( ∏α
j=1(x1 − aj)∏k
j=α+1(aj − x1)
) 1
2
In der Tat ist die Abbildung
S2α ∩ Uα Fα−→ C \ { 0 } (θ, x1) 7−→ fα(x1)θ
ein holomorpher Diffeomorphismus, der die folgenden Randbedingungen erfüllt:
lim
x1→aα
fα(x1) = 0 und lim
x1→aα+1
fα(x1) = +∞ (4.25)
In den lokalen Basen
(
∂
∂θ ,
∂
∂x1
)
von T (S2α ∩ Uα) bzw.
(
∂
∂φ ,
∂
∂r
)
von T (C \ { 0 }) sind
die komplexen Stukturen I ∈ End(TS2α) und IC ∈ End(TC) sowie das Differential
DFα wie folgt gegeben:
I = 1
V
(
0 −V 2
1 0
)
IC =
(
0 1
−1 0
)
DFα =
(
−fα 0
0 dfαdx1
)
Es ist folglich
Fα holomorph ⇐⇒ DFαI = ICDFα ⇐⇒ dfαdx1 = fαV.
Doch diese Differentialgleichung mit Randbedingungen (4.25) wird gerade von fα
gelöst:
Mit nα(x1) :=
∏α
j=1 lj =
∏α
j=1(x1 − aj) und dα :=
∏k
j=α+1 lj =
∏k
j=α+1(aj − x1)
sowie
pα := nα/dα (so dass pα = (fα)2) (4.26)
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erhalten wir
dfα
dx1
(x1) =
1
2 (pα(x1))
− 12 · dpαdx1 (x1)
= 12 (pα(x1))
− 12 ·
∑α
i=1
nα
x1−ai · 1 dα −
∑k
i=α+1
dα
ai−x1 · (−1)nα
d2α
= 12 (pα(x1))
− 12 · pα(x1)
 α∑
i=1
1
li
+
k∑
i=α+1
1
li
 = fα(x1) · V (θ, x1, 0, 0)
Für die „offenen“ Randsphären C0 und Ck sind analog biholomorphe Abbildungen
C0
Φ0−→ C bzw. Ck Φk−→ C durch
C0 ∩ U0 3 (θ, x1) 7−→
 k∏
j=1
lj
 12 θ ∈ C 1. Gibbons-Hawking-Zentrum 7−→ 0 ∈ C
Ck ∩ Uk 3 (θ, x1) 7−→
 k∏
j=1
lj
 12 θ ∈ C k-tes Gibbons-Hawking-Zentrum 7−→ 0 ∈ C
gegeben.
Notiz 4.2.7. Alle diese Biholomorphismen sind eindeutig bis auf Multiplikation mit
λ ∈ C∗, wenn wir das Bild der Gibbons-Hawking-Zentren wie hier angegeben fixieren.
Das folgende Korollar aus dem Lemma 4.2.4 liefert nun für die Lösungen (A,ψ) der
verallgemeinerten Seiberg-Witten-Gleichungen, dass das Bild der zugehörigen antiä-
quivarianten Funktion u ∈ C∞(Q˜L, X)ρ˜ stets nur in jeweils genau einer der Sphären
Sα oder C0 bzw. Ck enthalten ist oder konstant auf eines der Zentren µ−1(−yα) abbil-
det. Welcher Fall eintritt, hängt nur vom Grad des Determinantenbündels deg (LLdet)
ab:
Korollar 4.2.8. Es sei (A,ψ) eine Lösung der verallgemeinerten Seiberg-Witten-
Gleichungen (3.32) und u ∈ C∞(Q˜L, X)ρ˜ die entsprechende äquivariante Funktion.
Dann gilt für das Bild von u in Abhängigkeit vom Grad des Determinantenbündels
deg (LLdet)
bild(u) ⊂ C0 falls deg(LLdet) < vol(M)2pi a1
bild(u) ⊂ S2α falls deg(LLdet) ∈ vol(M)2pi (aα, aα+1) für α = 1, . . . , k − 1
bild(u) ⊂ Ck falls deg(LLdet) > vol(M)2pi ak
u ≡ µ−1(−yα) falls deg(LLdet) = vol(M)2pi aα für α = 1, . . . , k.
In den ersten drei Fällen gilt zusätzlich u 6= µ−1(−yα) für jedes α ∈ { 1, . . . , k },
d. h. u bildet in diesen Fällen nicht konstant auf ein Zentrum des Gibbons-Hawking-
Raumes X ab.
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Beweis. Aus Korollar 4.1.12 ist bereits bekannt, dass bild(ψ) ∈ µ−1C (0) ⊂WL,X , also
bild(u) ∈ µ−1C (0) = Ck ∪ S2k−1 ∪ · · · ∪ S2α ∪ · · · ∪ S21 ∪ C0
= µ−1I ((−∞,−ak] ∪ [−ak,−ak−1] ∪ · · · ∪ [−aα+1,−aα] ∪ · · ·
· · · ∪ [−a2,−a1] ∪ [−a1,∞)) ∩ µ−1C (0) ⊂ X.
Betrachten wir nun die Unterteilung von R in offene Intervalle Iα für α = 0, . . . , k,
die durch die Lage der Zentren µ−1(−yα) für α = 1, . . . , k des Gibbons-Hawking-
Raumes X auf der µI -Achse gegeben ist:
I0 := (−a1,∞)
Iα := (−aα+1,−aα) für α = 1, . . . , k − 1
Ik := (−∞,−ak)
Dann sind auch
Mα := (µI ◦ ψ)−1(Iα) ⊂M
für α = 0, . . . , k offen in M .
Angenommen für zwei verschiedene Indizes α1 und α2 giltMα1 6= ∅ undMα2 6= ∅. Da
M zusammenhängend ist, gibt es dann auch zwei benachbarte Indizes α und α + 1
mit Mα 6= ∅ und Mα+1 6= ∅.
Sei zunächst α gerade. Mit Korollar 4.1.12 wissen wir dann auch, dass (A, ρ(1,−1))
ebenfalls eine Lösung der verallgemeinerten Seiberg-Witten-Gleichungen (3.32) ist.
Da µI invariant unter der Wirkung von ρ ist, gilt dann auch
Mα = (µI ◦ ρ(1,−1)ψ)−1(Iα) Mα+1 = (µI ◦ ρ(1,−1)ψ)−1(Iα+1).
Desweiteren wirkt ρ(1,−1) auf µ−1I (Iα)∩µ−1C (0), da α gerade ist, identisch, d. h. ψ und
ρ(1,−1)ψ stimmen auf der nicht leeren offenenen Teilmenge Mα ⊂ M überein. Da
aber ψ und ρ(1,−1)ψ nach Lemma 4.2.4 holomorph sind, folgt ψ ≡ ρ(1,−1)ψ. An-
dererseits wirkt ρ(1,−1) auf µ−1I (Iα+1)∩µ−1C (0) durch Drehung in der θ-Koordinate
und ψ und ρ(1,−1)ψ stimmen auf der nicht leeren Teilmenge Mα+1 ⊂ M nicht
überein – ein Widerspruch.
Für den Fall, dass α ungerade ist, liefert dasselbe Argument mit der Transformation
ρ(−1, 1) statt ρ(1,−1) ebenfalls diesen Widerspruch.
Weiterhin haben wir in Korollar 4.1.12 auch gezeigt, dass A ein holomorpher Zusam-
menhang ist. Deshalb folgt mit den Seiberg-Witten-Gleichungen (3.32), dass
deg(LLdet) =
∫
M
c1(LLdet) ∧ ωM =
i
2pi
∫
M
(F+A )
1,1 ∧ ωM = − 12pi
∫
M
µI(ψ)dvol
Also entscheidet der Grad deg(LLdet) wie behauptet über die Lage des Bildes von ψ
bzw. u.
Betrachten wir also die Fallunterscheidung, die uns das Korollar 4.2.8 vorgibt:
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Der Fall deg(LLdet) = vol(M)2pi aα für ein α ∈ { 1, . . . , k }
Sei ψα der verallgemeinerte Spinor, dessen antiäquivariante Funktion uα ∈ C∞(Q˜L, X)ρ˜
konstant auf das α-te Zentrum µ−1(−yα) des Gibbons-Hawking-Raumes abbildet, so
ist der verallgemeinerte Seiberg-Witten-Modulraum in diesem Fall
ML,X =
{
(A,ψα) ∈ CL
∣∣∣∣ F+A = i2µI(ψα)ωM
}/
G
=
{
Zusammenhänge A auf PLdet, so dass F+A = −
i
2aαωM
}/
G .
(4.27)
In den anderen Fällen bestimmen wir zunächst die holomorphen Bündel QL ×ρ C0,
QL×ρ S2α bzw. QL×ρ Ck mit Hilfe der expliziten Biholomorphismen aus Notiz 4.2.6
genauer:
Lemma 4.2.9. Es sei QL →M das S1 × S1-Hauptfaserbündel aus (2.3). Dann gilt
mit der Bezeichnung aus Lemma 4.2.5 bzw. Notiz 4.2.6, dass
QL ×ρ C0 ∼= L
QL ×ρ S2α ∼= P(KαM ⊕ L)
QL ×ρ Ck ∼= KkM ⊗ L−1
als holomorphe Bündel über M .
Beweis. Wir beobachten, wie die S1 × S1-Wirkungen ρ auf C0 ⊂ X, S2α ⊂ X bzw.
Ck ⊂ X mit den entsprechenden Biholomorphismen aus Notiz 4.2.6 verträglich sind:
C0
Φ0 //
ρ|C0

C
ργ

S2α
Φα //
ρ|
S2α

CP1
[ραγ−δ:ργ ]

Ck
Φk //
ρ|Ck

C
(ργ−δ)k⊗(ργ)−1

C0
Φ0 // C S2α
Φα // CP1 Ck
Φk // C
(Vergleiche hierzu die Definition der S1 × S1-Wirkung ρ auf X durch (3.10).)
In diesem Sinne können wir nun verallgemeinerte Spinoren ψ als holomorphe Schnitte
in den entsprechenden Geraden- bzw. Sphärenbündeln auffassen. Die Momentenab-
bildung µI übersetzt sich in der Notation von Notiz 4.2.6 im Falle der Geradenbündel
wie folgt:
µI ◦ Φ−10 = −p−10
(
|·|2
)
mit p0 :=
 k∏
j=1
lj
 : (−∞, a1]→ R≥0 (4.28)
µI ◦ Φ−1k = −p−1k
(
|·|2
)
mit pk :=
 k∏
j=1
lj
 : [ak,∞)→ R≥0 (4.29)
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Insbesondere ist µI ◦ Φ−10 bzw. µI ◦ Φ−1k nur dann ein komplexes Vielfaches des
Normquadrates, wenn der Gibbons-Hawking-Raum X nur ein einziges Zentrum pz ∈
X mit µI(pz) = 0 besitzt, also mit X = H der lineare Fall eintritt (vergleiche hierzu
auch Notiz 4.2.7). Wir fassen zusammen:
Der Fall deg(LLdet) < vol(M)2pi a1
In diesem Fall sind die Lösungen der Seiberg-Witten-Gleichungen (2.26) Paare (A,ψ),
so dass
• A ein holomorpher Zusammenhang auf PLdet ist,
• 0 6= ψ ∈ Γ(M,L) holomorph bezüglich des durch A induzierten Zusammen-
hangs ist und
• (F+A )1,1 = − i2p−10 (|ψ|2)ωM erfüllt ist.
Zwei solche Paare (A,ψ) und (A′, ψ′) repräsentieren genau dann dasselbe Element
im Modulraum ML,X , wenn sie sich um ein Element γ in der Eichgruppe G unter-
scheiden. Wie im linearen Fall (vergleiche Lemma 2.6.7) können wir diese Äquivalenz
auch umformulieren: Wir bezeichnen dazu die konvexe Funktion −2p−10 (siehe 4.28)
mit
P0 := −2p−10 : R≥0 −→ [−2a1,∞). (4.30)
Lemma 4.2.10. Falls deg(LLdet) < vol(M)2pi a1, dann sind die Lösungen (A,ψ) der ver-
allgemeinerten Seiberg-Witten-Gleichungen (3.32) gegeben durch einen holomorphen
Zusammenhang A und einen bezüglich der induzierten holomorphen Struktur ∂B auf
L holomorphen Schnitt 0 6= ψ ∈ Γ(L), so dass
(F+A )
1,1 = i4P0(|ψ|
2)ωM .
Es sind (A,ψ) und (A′, ψ′) genau dann eichäquivalent, wenn es einen holomorphen,
hermiteschen Isomorphismus T : (L, ∂B)→ (L, ∂B′) gibt, der ψ in ψ′ abbildet.
Beweis. Analog zu Lemma 2.6.7.
Es ist also wie im linearen Fall die folgende Abbildung wohldefiniert:
ML,X −→ { effektive Divisoren D, so dass c1(OM (D)) = c1(L) }
[(A,ψ)] 7−→ [(∂B, ψ)]
(4.31)
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Handelt es sich aber auch wiederum um eine Bĳektion? Wir führen diese Frage
auf die eindeutige Lösbarkeit einer Differentialgleichung zurück, welche der Kazdan-
Warner-Gleichung aus Lemma 2.6.8 sehr ähnlich ist:
Für eine Riemannsche Mannigfaltigkeit M , eine Funktion p ∈ C∞(R≥0,R), wel-
che eingeschränkt auf R>0 einen Diffeomorphismus aufs Bild definiert, eine nicht-
negative Funktion w ∈ C∞(M,R), die außerhalb einer Nullmenge positiv ist, sowie
eine Funktion g ∈ C∞(M,R), die ∫M g dvol > 0 erfüllt, betrachten wir die nicht-
lineare Differentialgleichung
∆M (λ) + p(w exp(λ)) = g. (4.32)
Wir interessieren uns für Lösungen λ ∈ C∞(M,R).
Definition 4.2.11. Es sei p ∈ C∞(R≥0,R), so dass p|R>0 : R>0 → p(R>0) ein
Diffeomorphismus ist. Wir nennen eine Riemannsche Mannigfaltigkeit M p-Kazdan-
Warner-lösbar, wenn die Differentialgleichung (4.32) für alle nicht-negativen w ∈
C∞(M,R), die außerhalb einer Nullmenge positiv sind, und alle g ∈ C∞(M,R), die
der Bedingung
∫
M g dvol > 0 genügen, eine Lösung λ ∈ C∞(M,R) besitzt. Wir nen-
nen eine Riemannsche Mannigfaltigkeit M p-Kazdan-Warner-eindeutig, wenn jede
Lösung λ ∈ C∞(M,R) von (4.32) eindeutig ist.
Den Satz 2.6.8 können wir damit auch so formulieren:
Satz 4.2.12. (Kazdan-Warner) Es sei p(x) = cxk mit c > 0 und k > 0. Dann ist
jede kompakte Riemannsche Mannigfaltigkeit p-Kazdan-Warner-lösbar und p-Kazdan-
Warner-eindeutig.
Vermutung 4.2.13. Es sei p = 18P0 mit P0 wie in (4.30). Dann ist jede kompakte
Kähler-4-Mannigfaltigkeit p-Kazdan-Warner-lösbar und p-Kazdan-Warner-eindeutig.
Lemma 4.2.14. Sei deg(LLdet) < vol(M)2pi a1 ≤ 0 sowie p = 18P0 mit P0 wie in (4.30).
Dann folgt:
a) M ist p-Kazdan-Warner-lösbar =⇒ Abbildung (4.31) ist surjektiv.
b) M ist p-Kazdan-Warner-eindeutig =⇒ Abbildung (4.31) ist injektiv.
Beweis. Das Lemma folgt im Wesentlichen mit denselben Konstruktionen, die wir
bereits in Abschnitt 2.6.2 genutzt haben. Das hermitesche Produkt auf L bezeichnen
wir wiederum mit h.
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a) Sei (∂0, ψ0) ein Paar aus einer holomorphen Struktur auf L sowie einem diesbe-
züglich holomorphen Schnitt ψ ∈ Γ(L). Wir konstruieren im Folgenden ein Urbild
des hierduch repräsentierten Divisors [(∂0, ψ0)] bezüglich Abbildung (4.31): Dazu
zeigen wir zunächst, dass es eine hermitesche Metrik h1 = exp(λ)h auf L gibt, so
dass
(F+A1)
1,1 = i4P0(|ψ0|
2
h1)ωM , (4.33)
wobei B1 der entsprechende Chern-Zusammenhang auf L bezüglich ∂0 und h1
ist: Mit denselben Umformungen wie in Lemma 2.6.9 erhalten wir, dass (4.33)
äquivalent dazu ist, dass λ erfüllt:(
∆M (λ) +
1
8P0
(
exp(λ)|ψ0|2h
))
dvol = −14 iFA0 ∧ ωM
⇐⇒ ∆M (λ) + 18P0
(
exp(λ)|ψ0|2h
)
= g,
wobei g dvol = −14 iFA0 ∧ωM und deshalb
∫
M g dvol > 0, da deg(LLdet) < 0. Somit
liefert die p-Kazdan-Warner-Lösbarkeit von M für p = 18P0 die Existenz von λ ∈
C∞(M,R). Mit diesem λ ∈ C∞(M,R) definieren wir den Bündelautomorphismus
T : L → L durch Multiplikation mit exp(−λ2 ), so dass T ∗(h1) = h. Schließlich
setzen wir ψ = T−1(ψ0) sowie ∇B = T ∗(∇B1). Per Konstruktion ist dies ein
Urbild von [∂0, ψ0] (vergleiche hierzu auch den Beweis von Lemma 2.6.10).
b) In der Konstruktion von a) ist T mit der Eigenschaft T ∗(h1) = h eindeutig bis auf
ein Element aus der Eichgruppe C∞(M,S1). Wenn nun nach p-Kazdan-Warner-
Eindeutigkeit von M die Funktion λ eindeutig ist, folgt damit die Eindeutigkeit
eines jeden Urbildes unter der Abbildung (4.31), wenn es existiert.
Der Fall deg(LLdet) > vol(M)2pi ak
In diesem Fall sind die Lösungen der Seiberg-Witten-Gleichungen (2.26) Paare (A,ψ),
so dass
• A ein holomorpher Zusammenhang auf PLdet ist,
• 0 6= ψ ∈ Γ(M, (KM )k ⊗ L−1) holomorph bezüglich des durch A induzierten
Zusammenhangs ist und
• (F+A )1,1 = − i2p−1k
(|ψ|2)ωM erfüllt ist.
Analog zum anderen Geradenbündelfall erhalten wir eine wohldefinerte Abbildung
ML,X −→ { effektive Divisoren D, so dass c1(OM (D)) = k · c1(KM )− c1(L) }
[(A,ψ)] 7−→ [(∂Φ⊗B−1 , ψ)]
(4.34)
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Lemma 4.2.15. Sei deg(LLdet) > vol(M)2pi ak ≥ 0 sowie p = 18Pk mit Pk = 2p−1k
(vergleiche (4.29)). Dann folgt:
a) M ist p-Kazdan-Warner-lösbar =⇒ Abbildung (4.34) ist surjektiv.
b) M ist p-Kazdan-Warner-eindeutig =⇒ Abbildung (4.34) ist injektiv.
Die folgende Vermutung ist, da wir sie unabhängig von der Lage der Gibbons-
Hawking-Zentren formulieren, äquivalent zur Vermutung 4.2.13.
Vermutung 4.2.16. Es sei p = 18Pk mit Pk = 2p
−1
k (vergleiche (4.29)). Dann
ist jede kompakte Kähler-4-Mannigfaltigkeit p-Kazdan-Warner-lösbar und p-Kazdan-
Warner-eindeutig.
Der Fall deg(LLdet) ∈ vol(M)2pi (aα, aα+1) für ein α ∈ { 1, . . . , k − 1 }
In diesem Fall sind die Lösungen der Seiberg-Witten-Gleichungen (2.26) Paare (A,ψ),
so dass
• A ein holomorpher Zusammenhang auf PLdet ist,
• ψ ∈ Γ(M,P((KM )α ⊕ L)) holomorph bezüglich des durch A induzierten Zu-
sammenhangs ist, wobei ψ 6= ψα für jedes α ∈ { 1, . . . , k }, und
• (F+A )1,1 = i2µI(Φ−1α ψ)ωM erfüllt ist.
Zwei solche Paare (A,ψ) und (A′, ψ′) repräsentieren genau dann dasselbe Element im
ModulraumML,X , wenn sie sich um ein Element γ in der Eichgruppe G unterschei-
den. Beachten wir hier zusätzlich, dass (nicht-konstante) holomorphe Abbildungen
nach CP1 (nicht-trivialen) meromorphen Abbildungen nach C entsprechen, also in
unserem Fall genauer die Korrespondenz
{
holomorphe Schnitte
von P(KαM ⊕ L) mit ψ 6= ψα und ψ 6= ψα+1
}
vvmmm
mmm
mmm
mmm
((PP
PPP
PPP
PPP
P
{ nicht-triviale meromorphe
Schnitte von (KM )α ⊗ L−1
}
ψ 7→ 1
ψ
1:1 //
{nicht-triviale meromorphe
Schnitte von (K−1M )α ⊗ L
}
wobei „nicht-trivial“ hier heißen soll, dass der meromorphe Schnitt weder konstant
auf 0 noch konstant auf ∞ abbildet, so erhalten wir analog zu den Geradenbündel-
fällen wohldefinierte Abbildungen:
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ML,X
vvmmm
mmm
mmm
mmm
m
((QQ
QQQ
QQQ
QQQ
QQ
{
Divisoren D, so dass
c1(OM (D)) = α · c1(KM )− c1(L)
}
D 7→−D
1:1 //
{
Divisoren D, so dass
c1(OM (D)) = α · c1(KM )− c1(L)
}
In diesem Fall erwarten wir keine Bĳektion. Dennoch steht das Bild von ML,X und
der Abbildungsgrad wiederum in ähnlicher Weise wie in den Geradenbündelfällen
in enger Verbindung mit der Differentialgleichung (4.32), wobei p hier auf ein be-
schränktes Intervall in R abbildet. Wir erwarten, dass auch nicht-effektive Divisoren
Teil des Modulraumes sein werden. In welcher Beziehung das Bild von ML,X zu
linearen Systemen steht, hängt sicherlich weiterhin vom Vorzeichen der Intervall-
grenzen aα und aα+1 ab, d. h. von der Lage der Gibbons-Hawking-Zentren entlang
der µI -Achse.
4.2.4 Algebraisch-geometrische Fallunterscheidung im Sphärenfall
In der Situation vom gerade erwähnten Sphärenfall (Fall deg(LLdet) ∈ vol(M)2pi (aα, aα+1))
ist der verallgemeinerte Spinor ψ (so dass (A,ψ) die verallgemeinerten Seiberg-
Witten-Gleichungen löst) ein holomorpher Schnitt von P(KαM ⊕ L) bezüglich der
von A induzierten komplexen Struktur:
ψ ∈ Hˇ0(P(KαM ⊕ L))
Durch einen geeigneten Twist liftet dieser zu einem holomorphen Schnitt
s = (s1, s2) ∈ Hˇ0(L1 ⊕ L2),
so dass P(s) = ψ ∈ Hˇ0(P(L1 ⊕ L2)) = Hˇ0(P(KαM ⊕ L))
(s1)0 ∩ (s2)0 = ∅, (4.35)
also s1 ∈ Hˇ0(L1) und s2 ∈ Hˇ0(L2) keine gemeinsamen Nullstellen haben. Wir
bezeichnen die zugehörigen (effektiven oder trivialen) Divisoren zu s1 und s2 mit
D1 = (s1)0 und D2 = (s2)0, so dass wir auch schreiben können:
L1 = O(D1) und L2 = O(D2)
Fall A D1 = 0
Dann ist s = (s1, s2) ∈ Hˇ0(O⊕L⊗K−αM ). Insbesondere ist s1 konstant und s2 besitzt
als holomorpher Schnitt im nicht-trivialen Geradenbündel L ⊗K−αM Nullstellen. Da
aber s1 und s2 keine gemeinsamen Nullstellen haben, folgt s1 6= 0. Also können wir
ψ ∈ Hˇ0(P(KαM ⊕L)) auch als Element von Hˇ0(L⊗K−αM ) auffassen. Dies entspricht
dem Fall, dass der Spinor ψ ∈ Γ(M,P(KαM ⊕ L)) ∼= Γ(M,QL ×ρ S2α) nur das α-te
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Gibbons-Hawking-Zentrum trifft (nicht aber das (α+1)-te). In diesem Fall bestimmt
unser verallgemeinerter Spinor ψ ein Element in
|L − αKM | = P(Hˇ0(L ⊗K−αM ))
bezüglich der vom Zusammenhang A induzieren komplexen Struktur.
Fall B D2 = 0
Mit denselben Überlegungen erhalten wir für diesen Fall, dass wir ψ ∈ Hˇ0(P(KαM ⊕
L)) auch als Element von Hˇ0(KαM ⊗ L−1) auffassen können. Dies entspricht dem
Fall, dass der Spinor ψ ∈ Γ(M,P(KαM ⊕ L)) ∼= Γ(M,QL ×ρ S2α) nur das (α + 1)-
te Gibbons-Hawking-Zentrum trifft (nicht aber das α-te). In diesem Fall bestimmt
unser verallgemeinerter Spinor ψ ein Element in
|αKM − L| = P(Hˇ0(KαM ⊗ L))
bezüglich der vom Zusammenhang A induzieren komplexen Struktur.
Fall C D1 > 0 und D2 > 0
Da D1 und D2 effektiv sind, haben die zugehörigen Schnitte s1 und s2 beide Null-
stellen. Wir befinden uns in dem Fall, dass der Spinor ψ ∈ Γ(M,P(KαM ⊕ L)) ∼=
Γ(M,QL ×ρ S2α) beide Gibbons-Hawking-Zentren trifft, das α-te und das (α+ 1)-te.
Andererseits haben s1 und s2 keine gemeinsamen Nullstellen (vergleiche (4.35)) und
die effektiven Divisoren D1 und D2 erfüllen, dass
D1 ·D2 = 0.
(Umgekehrt folgt aus D1 · D2 = 0 auch D1 ∩ D2 = ∅, wenn D1 und D2 keine
gemeinsame Komponente haben, da D1 und D2 effektiv sind.) Der Schnitt ψ ∈
Hˇ0(P(KαM ⊕ L)) bestimmt hier also ein Element in⋃
D1·D2=0
|D1| × |D2|
Falls M eine algebraische Fläche ist, folgt weiter mit dem (geometrischen) Hodge-
Index-Satz [16] für die Selbstschnittzahlen von D1 bzw. D2
(D1)2 < 0 oder (D2)2 < 0 oder ((D1)2 = 0 und (D2)2 = 0).
Dies liefert uns also schon eine Einschränkung an unsere Basis-Kählermannigfaltigkeit
M für das Eintreten dieses Falles.
Bemerkung. Für weitere Untersuchungen wäre es interessant herauszufinden, inwie-
fern diese Systeme im Sphärenfall mit ML,X zusammenhängen. Dazu bedarf es si-
cherlich einer genaueren Analyse der nicht-linearen Differentialgleichung (4.32) auch
für den Sphärenfall.

A Anhang
A.1 Konventionen zu Vektorbündeln und Darstellungen
Die folgende Übersicht gibt Auskunft darüber, mit welchen Darstellungen und Bün-
deln wir arbeiten. Die Tabelle A.1 ist als Zusammenfassung und Ergänzung zum
Abschnitt 2.1.2 zu verstehen. Zur besseren Übersicht hier noch einmal die verwen-
deten Abbildungen und eine Bemerkung vorab:
Bemerkung. Grundsätzlich identfizieren wir oftmals
H = { x0 + x1i+ x2j + x3k | xi ∈ R } ∼= R4 (A.1)
als R-Vektorräume bzw.
H = { z1 + jz2 | zi ∈ C } ∼= C2 (A.2)
als C-Vektorräume. Letzteres liefert auch den Gruppenisomorphismus
S1 ×Z2 Sp(1) ∼−→ S1 ×Z2 SU(2) = U(2)
[λ, q] 7−→ (h 7→ qhλ) mit h = z1 + jz2
[λ, a+ jb] 7−→ λ ·
(
a −b
b a
) (A.3)
Die komplexen Strukturen, die auf H durch Linksmultiplikation mit i, j, k gegeben
sind, übersetzen sich unter (A.2) zu:
I = Li 7→
(
i 0
0 −i
)
J = Lj 7→
(
0 −1
1 0
)
K = Lk 7→
(
0 −i
−i 0
)
(A.4)
Die nun folgende Übersicht ist deshalb mit den Konventionen
x = x0 + x1i+ x2j + x3k für Darstellungen auf R4
sowie
h = z1 + jz2 für Darstellungen auf C2
zu lesen.
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SpinC(4)-Darstellungen
ρc : SpinC(4) −→ SO(4) [λ, (q+, q−)] 7−→ (x 7→ q−xq+)
ρ± : SpinC(4) −→ U(2) [λ, (q+, q−)] 7−→ (h 7→ q±hλ)
ρdet : SpinC(4) −→ U(1) [λ, (q+, q−)] 7−→ λ2
U(2)-Darstellungen bzw. S1 ×Z2 Sp(1)-Darstellungen
s : U(2) −→ SO(4) [λ, q] 7−→ (x 7→ qxλ)
1⊕ det : U(2) −→ U(2) [λ, q] 7−→ (h 7→ λhλ)
ρstand : U(2) −→ U(2) [λ, q] 7−→ (h 7→ qhλ)
det : U(2) −→ U(1) [λ, q] 7−→ λ2
U(2)× S1-Darstellungen bzw. [S1 ×Z2 Sp(1)]× S1-Darstellungen
ρS1 ⊕ ρS1 · det : U(2)× S1 −→ U(2) ([λ, q], u) 7−→ (h 7→ λhλu)
ρS1 · ρstand : U(2)× S1 −→ U(2) ([λ, q], u) 7−→ (h 7→ qhλu)
ρ2S1 · det : U(2)× S1 −→ U(1) ([λ, q], u) 7−→ λ2u2
S1 × S1-Darstellungen
ργ ⊕ ρδ : S1 × S1 −→ U(2) (eiγ0 , eiδ0) 7−→
(
eiγ0 0
0 eiδ0
)
ρδ−γ : S1 × S1 −→ U(1) (eiγ0 , eiδ0) 7−→ ei(δ0−γ0)
ργ+δ : S1 × S1 −→ U(1) (eiγ0 , eiδ0) 7−→ ei(γ0+δ0)
Weitere Homomorphismen
j : U(2) −→ SpinC(4) [λ, q] 7−→ [λ, (λ, q)]
ρS1 · j : U(2)× S1 −→ SpinC(4) ([λ, q], u) 7−→ [λu, (λ, q)]
ϕ : U(2)× S1 −→ S1 × S1 ([λ, q], u) 7−→ (u, uλ2)]
Beziehungen zwischen den Darstellungen und Homomorphismen
ρc ◦ j = s ρc ◦ (ρS1 · j) = s
ρ+ ◦ j = 1⊕ det = (1⊕ ρδ−γ) ◦ ϕ ρ+ ◦ (ρS1 · j) = ρS1 ⊕ ρS1 · det = (ργ ⊕ ρδ) ◦ ϕ
ρ− ◦ j = ρstand ρ− ◦ (ρS1 · j) = ρS1 · ρstand
ρdet ◦ j = det = ρδ−γ ◦ ϕ ρdet ◦ (ρS1 · j) = ρ2S1 · det = ργ+δ ◦ ϕ
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A.2 Konventionen zur Indizierung
Im Verlauf der Arbeit benötigen wir verschiedene S1-Darstellungen und -wirkungen.
Um die Übersichtlichkeit zu erhöhen, erhalten diese manchmal einen zusätzlichen
Index. Die Namensgebung sei hier kurz erklärt:
S1h Diese S1 wirkt auf einer Hyperkählermannigfaltigkeit
hyperkählersch.
S1r Diese S1 wirkt auf einer Hyperkählermannigfaltigkeit Metrik er-
haltend und rotierend in folgendem Sinne: Für eiα ∈ S1r gilt
(eiα)∗I(e−iα)∗ = I
(eiα)∗J(e−iα)∗ = cos(−2α)J + sin(−2α)K
(eiα)∗K(e−iα)∗ = − sin(−2α)J + cos(−2α)K.
S1γ × S1δ Dieses Paar wirkt auf einer Hyperkählermannigfaltigkeit Metrik
erhaltend und rotierend in folgendem Sinne: Für (eiγ , eiδ) ∈ S1γ ×
S1δ gilt
(eiγ , eiδ)∗I(e−iγ , e−iδ)∗ = I
(eiγ , eiδ)∗J(e−iγ , e−iδ)∗ = cos(γ − δ)J + sin(γ − δ)K
(eiγ , eiδ)∗K(e−iγ , e−iδ)∗ = − sin(γ − δ)J + cos(γ − δ)K.
Diese Notation ist an die Arbeit [21] angelehnt.
Die doppelte Überlagerung
S1r × S1h −→ S1γ × S1δ (eiα, eiβ) 7−→ (eiβ, eiβ+2α)
ist mit den obigen Eigenschaften verträglich.
Wir verwenden diese Indizes weiterhin auch für S1-Wirkungen auf anderen Mannig-
faltigkeiten, wenn es eine (anti-)äquivariante Abbildung in besagte Hyperkählerman-
nigfaltigkeit gibt, welche die S1-Wirkung in die S1-Wirkung mit dem entsprechenden
Index überführt.
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