In this paper, we analyze the relationship between financial stability and monetary policy in Jordan. We consider an impulse function using a VAR framework. A Granger causality test employed to explore the impact of monetary policy shocks on a financial stability index. Findings emphasize that changes in the excess reserves impact positively on the financial stability index, however, the effect is small in magnitude. On the same direction, changes in domestic credit have a significant impact on the financial stability index. These findings support the explanation that monetary policy has a significant effect on the financial stability through affecting its medium target, using its instruments, mainly excess reserves.
INTRODUCTION
Until recently Central Banks have had two goals: to undertake monetary policy and to maintain financial stability. Besides their main goal of maintaining price stability, Central Banks in developed countries have a natural role to ensure financial stability, which requires supervisory information to execute this role (Schinasi, 2003) . This role has been separated off recently. Central Banks in developing countries are required to manage price and financial stability as well (De Gregorio, 2009 ). In a series of papers, Borio (2004 Borio ( , 2005 Borio ( , 2006 argues that to achieve monetary and financial stability may require some significant refinements to the current policy framework based on "closer cooperation between prudential and monetary authorities".
Unlike monetary policy, there is no widely accepted definition of financial stability. Crockett (1997) , for instance, defines financial stability as the absence of instability, so the financial institutions and market are stable. Schinasi (2004) in turn provides a survey of financial stability definitions and then defines it "in terms of its ability to facilitate and enhance economic processes, manage risks, and absorb shocks". The Central Bank of Bahrain (Alawode and al Sadek, 2008 ) also provides a comprehensive survey of the literature on financial stability definitions and defines it as "a situation where the financial system is able to function prudently, efficiently and uninterrupted, even in the face of shocks".
On the empirical side, a number of studies have tried to investigate the relationship between monetary policy and financial stability. Bergman and Hansen (2002) examined empirically the relationship between financial instability and monetary policy in Sweden. They used measures of financial instability in a standard vector autoregressive (VAR) framework with output, prices, and interest rate, and then extended it to include measures of credit expansions. The measures of financial stability constructed used firm bankruptcies and excess return on housing. They found that there was a significant effect of higher interest rates and lending expansions on financial instability, and a strong impact of price shocks as well. They concluded that price stability and financial stability cannot be rejected as mutually consistent goals for monetary policy. Dayyat (2006) tested the impact of monetary policy on the capital market in the Jordanian economy using VAR models; she found that there is an impact of the money supply on Treasury bills and government bonds and the stock price index in Jordan. Granville and Mallick (2009) defined financial stability by considering a number of indicators, including the changes in share prices, interest rate spreads, the nominal exchange rate, house price inflation, and the bank deposit-loan ratio. Applying VAR models, using data of the twelve European Monetary Union countries over the period fourth quarter 1994-second quarter 2008, they found that there is a pro-cyclical relationship between monetary and financial stability. De Graeve et al. (2008) suggest a multi-level analysis to provide empirical evidence of the relationship between monetary policy and financial stability. They constructed a bank distress, for Germany, measured from microeconomic level data, which was then aggregated and included in a VAR model. Their findings confirm the link between monetary policy and banking distress. Smets (2013) stressed about the use of macroprudential framework as the main tool of financial stability, also financial stability should be considered by monetary policy authorities. Another study for Rubio and Carrasco-Gallego (2014) analyzed the implications of macroprudential and monetary policies of business cycles, welfare, and financial stability, considering a dynamic stochastic general equilibrium model. Valencia (2014) developed a dynamic model to realize why banks take more risks once monetary policy rates are low under which it can be excessive conditions.
As shown above, number of studies tried to explore the relationship between monetary policy and financial stability. They used different models and get different results. Here in this study we are trying to test the existence of such relationship in Jordan, using the appropriate model following the literature. Since, according to our knowledge, there is a gap in the literature on this area in Jordan. The model used should serve the study objective. And answer the study question: does monetary policy affect the financial stability in Jordan?
In the present paper a financial stability index is constructed following Van den End (2006) . It is constructed in terms of changes in a weighted combination of a number of variables including the real exchange rate, the real interest rate, the stock price index, and a volatility indicator. Then the analysis employs a vector autoregressive (VAR) framework containing indicators of policy instruments; banks credit and deposits as policy medium targets, and the indicators of real economic activity being output and prices. The objective is not to estimate exact relationships for the impact of monetary policy actions, but to check the presence of the credit and money channels in order to assess the effectiveness of monetary policy in affecting the financial stability index.
The rest of this paper is as follows: Section 2 describes the construction of the financial stability index. Section 3 describes the data and methodology. Section 4 discusses the results of the empirical estimation. Section 5 concludes the analysis.
The construction of a financial stability index
Although several Central Banks have started developing measures to assess financial market conditions, very few have constructed a single measure of financial stability (Gadanecz and Jayaram, 2009) . The IMF published a global financial stability report on a semi-annual basis to provide risk assessments of global financial markets and to address emerging markets financing. The Bank of England presented an overview of the financial system in the UK using quantitative models to assess the sources, likelihood and the impact of risk on a number of key vulnerabilities in the financial system (*) .
Illing and Lui (2003) constructed a composite financial stability index for the Canadian financial system. The variables used in their index can be categorised into four factors, namely, the banking sector, foreign exchange markets, debt markets, and equity markets. They argued that this index could provide an ordinal measure of financial market stress and any changes in this index may be useful in evaluating the changes in the stress level. Another financial stability index was constructed by Van den End (2006) for the Nederlandsche bank. The index combined market and institutional information and has a more significant contribution to using indicators in financial stability reports, where it covers virtually the whole financial market. Variables included in this index are real interest rates, the real exchange rate, house prices, stock prices, a solvency indicator, and volatility of the stock price index.
The Central Bank of Jordan (CBJ) has recently started to publish an annual financial stability report. In their report, financial stability was assessed using a number of key indicators including macroeconomic prudential indicators, asset quality and credit risks, profitability and operational efficiency ratio (Central Bank of Jordan, 2011) .
Literature on financial stability index shows that an * According to the Bank of England's Financial Stability Reports, the six key vulnerabilities are: low risk premia, global imbalances, global corporate debt, UK household's debt, Large Complex Financial Institutions stress, and infrastructure disruption.
aggregate index is comprised of a number of indicators that reflect the various aspects of financial system. These indicators emphasize the stock market performance, banks and credit quality, the macroeconomic situation. Following Van den End (2006) , the financial stability index for the Jordanian economy can be constructed as:
where ∆ denoted annual change, RER is the real exchange rate, RIR is the real interest rate calculated as the difference between the discount rate and inflation rate, SP denotes the natural logarithm of the stock market price index, VOL is the standard deviation of the natural logarithm of the change in the share price index of the banking sector (returns) and provides a measure of stock market volatility, and w i is a weighted average calculated as: 1/σ i , where σ i is the standard deviation of the full sample for series i.
The financial stability index is measured as a weighted average of the change in the real Jordanian dinar exchange rate against the US dollar, change in the real interest rate, change in the stock market price index, and change in volatility. These weights are calculated as the inverse of the standard deviation of each series. Figure 1 plots the financial stability index (FSIV).
Figure 1. Plot of the financial stability index (FSIV)
Van den End (2006) argues that the financial stability index would be more meaningful when it has critical boundaries. Therefore, financial stability is moving within a corridor bounded by critical values at which the system appears to function well. Instability, for instant, occurred when this index exceeds the critical values. Usually these critical values calculated as: the index mean ± 2 standard deviations. In other words, financial instability represented by large movements of the index.
Data and methodology
To assess the effect of monetary policy on the financial stability index in Jordan, a vector autoregressive (VAR) approach is applied. The choice of the VAR for the purpose of this chapter is based on an approach widely used in empirical studies dealing with the transmission mechanism of monetary policy.
VAR models, as introduced by Sims (1980) , consist of a system of dynamic linear equations, where all variables in this system are considered as endogenous variables. Therefore, the reduced form of the system will give one equation for each variable, which states that variable as a function of its own lagged values and all lagged values of other variables in the system.
There are several advantages of using the VAR methodology. VAR analysis is not too concerned about the stationarity of the individual variables, as the main objective of the VAR analysis is to find out the inter- relationship between the variables of the model. Another advantage of using the VAR analysis is that there is no need to distinguish between endogenous and exogenous variables in the system, where all variables are effectively treated as endogenous (Sims, 1980) . The number of variables used in empirical studies of the impact of monetary policy on real economic activity tends to be three or four. These variables can be categorised as: monetary policy indicator variables, mainly an interest rate and reserve requirements; banks credit; a measure of real economic activity, mainly real GDP, and the price level.
In practice, the operational medium target for monetary policy in Jordan is the expansion of domestic credit. As a result, both the excess reserves and the cost of credit have always been under examination by the Central Bank of Jordan (CBJ). Excess reserves are defined as the reserves held by banks beyond what is required by the Central Bank. Prior to late 1993, the CBJ used the discount rate and the reserve-requirement ratio as the main policy instruments. Since September 1993, in addition to the discount rate as a key instrument of the monetary policy, the CBJ has depended mainly on open market operations to affect the excess reserves and the cost of credit. The Central Bank manages its policy through semi-monthly auctions of the certificates of deposits (CDs). The Central Bank issues fewer amounts of CDs when it tries to undertake an expansion monetary policy, aiming to increase the amount of excess reserves. However, the Central Bank will issue bigger amounts of CDs looking to withdraw more excess reserves from banks, which represent a contractionary monetary policy.
Data
The data set includes monthly observations on excess reserves of the banking system (the excess reserves-tototal reserves ratio used because the data consistency), LR; discount rate, R, obtained from the Central Bank of Jordan; total bank deposits, LD; domestic credit, LC; income approximated by the industrial production index (data of income available annually or quarterly, not monthly), LY; the consumer price index, LP, were assembled from the IMF's International Financial Statistics; and the financial stability index, FSIV, that were constructed in the previous section. And L denotes natural logarithm. The data cover September 1993, where the CBJ started open market operations, to December 2012. Figure 2 shows the plots of the data series. It is worth noting that the pattern of the excess reserves series had changed by 2000. This change reflected the decrease in fluctuation of excess reserves due to the new instrument introduced by the CBJ, over-night window rate. Overnight window became a risk free option for banks to invest their excess reserves.
Methodology
A VAR model is used to capture the impact of monetary policy shocks on the financial stability index in Jordan, trying to investigate the relationship between monetary policy and financial stability. The matrix representation of such a linear dynamic system is formed as:
Γ Γ 2 where x t is a vector of the endogenous variables, β is a matrix of the parameters on contemporaneous endogenous variables, Γ is the matrix polynomial in the lag operator, and ε t is a vector of uncorrelated structural shocks where ~ 0,
. Following Enders (1995) the reduced form of this system could be represented as: This form represents the impulse response function, where each of the endogenous variables in the system is determined by the accumulation of a series of shocks, where D(L) is the lag operator of the responses of the endogenous variables (x t ) to a disturbance shock (ε t ).
The stability of the system is a necessary condition to obtain a reasonable structural economic interpretation from the impulse response function. Therefore, all the roots of D(L) should be less than unity.
As mentioned by Sims (1980) , a reasonable economic interpretation is possible from the estimated VAR reduced form by estimating the long-term structural disturbances through the analysis of the system's responses to random shocks.
In order to obtain the impulse response and the variance decomposition functions, Cholesky's decomposition of the disturbance term, has been used to decompose the covariance matrix of the reduced-form residuals.
Figure 2. Plots of data series

Estimation results
Excess reserves are considered as a key indicator of banks' ability to meet any immediate demand for credit. Consequently, excess reserves have been the first intermediate target for Central Banks to affect monetary policy (Mousa, 2010) . Central banks usually intend to affect the credit and the market interest rates through affecting the level of excess reserves. These changes will affect private sector decisions with regard to spending, borrowing and saving, which in turn have an impact on the real economic activity and the price level. Within this framework, a shock to excess reserves is considered an indicator of a change in monetary policy, therefore, this shock is expected to create a series of future changes to banks' deposits and, consequently, to credit, the price level, income and financial stability. The same effect is expected when the discount rate changes. Therefore, Central Banks raise the discount rate to represent a tight monetary policy, and decrease it for an expansionary monetary policy. 
RESERVE
Unit root test
According to Figure 2 , most of variables have a constant and trend over time. Therefore, a constant and trend have been included in the equations to test for unit roots.
An inspection of the variables in the data set confirmed that all are 1 . Augmented Dickey-Fuller (ADF), Phillips-Perron (PP) and Kwiatkowiski-PhillipsSchmidt-Shin (KPSS) unit root tests confirmed the stationary hypothesis for the first difference. Table 1 summarizes ADF, PP, and KPSS unit root tests results. For ADF Schwarz information criterion used to select the lag length and the maximum number of lags was set to be 14. For PP and KPSS Barlett-Kernel was used as the spectral estimation method and Newey-West used to select the bandwidth.
-ADF and PP critical values: 1% -4.006, 5% -3.482, KPSS critical values: 1% 0.216, 5% 0.146.
-*Significant at 1% and **significant at 5%.
For the level variables, under ADF and PP the null hypothesis of a unit root cannot be rejected at the 5% significance level, except for LR in PP test. However, the null that the first difference of the variables has a unit root is rejected at the 5% significance level. According to the KPSS test, the null hypothesis of stationarity can be rejected at the 5% significance level for the variables in level. However, the null that the first difference of the variables cannot be rejected at 5% level.
Co-integration test
Given that all variables included are integrated of degree one, I(1), then co-integration needs to be considered. Table 2 represent the results of Johansen's co-integration test (Johansen, 1988) , and show that there is strong evidence that there is no co-integrating equations. According to the Trace and the Maximum Eigenvalue tests in table 2, the null hypothesis that r ≤ 0 cannot be rejected. 
Granger Casualty test
The Granger causality test is a test to determine the direction of causality of a variable to another variable (Enders, 2004) . Where the null hypothesis of this test is constructed as:
H 0 : X 1 does not granger cause X 2 This null can be tested using F-statistic. If the calculated F-statistic greater than the critical value, then the null can be rejected, thus X 1 does granger cause X 2 .
In order to investigate the relationships between the financial stability and monetary policy, the Granger causality test is implemented. Table 4 represents the directions of causality between financial stability index (FSIV) and the rest of variables. Table 4 shows that the null hypothesis of financial stability index (FSIV) does not granger cause the excess reserves can be rejected at the 1% level of significant. However, the excess reserves and credit do granger cause FSIV at the 1% and 5% level of significant, respectively. This result gives evidence that the relationship between monetary policy and financial stability in Jordan does exists. Table ( 
VAR results
In order to estimate the relationship between monetary policy and financial stability in Jordan, a VAR model is estimated.
In this model we employ five variables including FSIV, as an index of financial stability in Jordan. The VAR used are with first difference as all variables included are integrated of degree 1, I(1). Following the literature, the order of the variables in the system will be, firstly, monetary policy variables followed by banks credit, output, the price level, and finally, the financial stability index. The model modified as:
A standard VAR system consisting of five endogenous variables, including excess reserves, LR, banks credit, LC, output, LY, the price level, LP, and the financial stability index, FSIV, is estimated with the lag length set to be from 1 lag up to 10 lags. Table 2 provides the lag length suggested by the information criterion statistics.
Hence, the VAR system with up to eight lags was evaluated to identify the right lag length depending on information criteria statistics.
Accordingly, the results of the diagnostic tests are presented in Table 5 . The results confirm that there is no serial correlation in the residuals of the system, and no hetroskedasticity at 5% level of significant. Based on the VAR graphical analysis in Figure 3 , the system performs well. The actual and fitted values and the cross plot of them give support for the goodness of fit except, to some extent, for the excess reserves equation. However, the density distribution of the residuals shows that the residuals are not normally distributed. This lack of normality is not expected to create serious problems to the analysis, where it is due to the excess kurtosis rather than excess skewness (Johansen and Juselius, 1990) . Figure 4 shows the impulse response functions, using one standard deviation positive innovation and the bands given by ±2 standard error, of all variables against the financial stability index based on the Cholesky decomposition. An expansionary monetary policy, represented by a positive shock to excess reserves, is expected to have a positive impact on the financial stability index. This impact is not clear. In the same direction, any increase in domestic credit is expected to have a positive effect on the financial stability index. On the other hand, a change in income and the price level have a negative impact on the financial stability. 
Figure 4. Accumulated impulse response of Financial Stability Index to all variables
The variance decomposition of the variables included in the system, especially for the financial stability index, may shed more light on the impact of the changes in the system variables expected to have on the financial stability variable. Table 6 shows the variance decomposition of the financial stability index. After 10 periods, shocks to banks credit seem to explain about 26 percent of the variations in the financial stability index. Changes in excess reserves followed by the changes in income and the price level have about 11 percent, 7 percent and 5 percent, respectively. However, after 12 periods, no significant changes appear to take place except the proportion of the banks' credit, which increased to about 32 percent. These values support the idea that financial stability in Jordan may not be affected directly by monetary policy changes, but it could be affected indirectly through the policy's intermediate target, through banks credit. 
Conclusion
This paper attempts to investigate any potential effect of monetary policy on financial stability within the Jordanian economy. To do so, a financial stability index for the Jordanian economy (FSIV) was constructed. The index, following Van den End (2006) , was constructed in terms of changes in a weighted measure combine real exchange rate, real interest rate, stock price index, and volatility indicator. This index was included in a monetary policy vector autoregressive (VAR) model containing, in addition to the index, indicators of policy instrument, banks credit as policy medium target, and indicators of real economic activity, mainly output and prices.
The findings emphasised the existence of the relationship between financial stability and monetary policy. The impact of monetary policy shocks, represented by changes in the excess reserves on the financial stability index, is positive; however, the effect is small in magnitude. On the same direction, changes in domestic credit have a significant impact on the financial stability index. On the other hand, changes in income and the price level do not have significant impact the financial stability index. These findings support the explanation that monetary policy has a significant effect on the financial stability through affecting its medium target, using its instruments, mainly excess reserves. 
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