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Abstract
This paper focuses on developing new Riccati type conditions for an abnormal time scale symplectic
system (S). These conditions provide characterizations of the nonnegativity (with and without a certain
“image condition”) and positivity of the quadratic functionals associated with such a system. The novelty
of these conditions rely on the natural conjoined basis (Xa,Ua) of (S) in which Xa(t) is not necessarily
invertible, and thus the system (S) could be abnormal. These results are new even in the special case of
continuous time, as are some of them in the discrete time setting.
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1. Introduction
In this paper we consider the time scale symplectic system
x =A(t)x +B(t)u, u = C(t)x +D(t)u (S)
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R. Hilscher, V. Zeidan / J. Differential Equations 244 (2008) 1410–1447 1411over the time scale interval [a, b]T := [a, b] ∩T, where T is a time scale, i.e., a nonempty closed
subset of R. With system (S) we consider the quadratic functional
F(x,u) :=
(
x(a)
x(b)
)T
Γ
(
x(a)
x(b)
)
+F0(x,u) (1)
with
F0(x,u) :=
b∫
a
{
xT CT (I + μA)x + 2μxT CTBu+ uT (I + μD)TBu}(t)t,
subject to admissible pairs (x,u), i.e., x ∈ C1prd (piecewise rd-continuously delta-differentiable
functions) and u ∈ Cprd (piecewise rd-continuous functions) satisfying the first equation in (S)
and the boundary conditions
M
(
x(a)
x(b)
)
= 0. (2)
Here the coefficients A,B,C,D ∈ Cprd[a,ρ(b)]T are real n × n matrix functions such that the
2n× 2n matrix S := (A BC D ) satisfies the identity
ST (t)J +JS(t)+ μ(t)ST (t)JS(t) = 0 on [a,ρ(b)]
T
, (3)
M is a real 2n × 2n projection, Γ is a real 2n × 2n matrix such that Γ = (I −M)Γ (I −M),
and J := ( 0 I−I 0) a 2n× 2n skew-symmetric matrix.
The main goal of this paper is to derive characterizations of the nonnegativity and positivity
of F in terms of solutions of the corresponding Riccati type equations involving the Riccati
operator
R[Q](t) := Q − [C(t) +D(t)Q]+Qσ [A(t)+B(t)Q].
Under a certain normality assumption, the positivity of F0 was characterized in terms of the
explicit Riccati equation R[Q](t) = 0 in [7,9] for the zero endpoints case. In the time scale calcu-
lus of variations setting, which is automatically normal, such explicit Riccati equation conditions
are known in [14] both for the positivity and for the nonnegativity of F with zero right endpoint.
Recently, the authors managed in [15] to derive a characterization of the positivity of F when the
normality is not assumed. However, the latter result does not involve the natural conjoined ba-
sis (Xa,Ua), but the Riccati equation is obtained through a certain conjoined basis (X,U) where
X(t) is invertible on [a, b]T. On the other hand, the characterization of the nonnegativity of F in
terms of Riccati type equations is completely open for any abnormal system. Furthermore, the
characterization of the positivity of F for such systems via Riccati equations emanating from the
natural conjoined basis is also unknown.
In the continuous time, this type of result for the positivity was obtained under a normality
assumption e.g. in [6,22–24]. For the abnormal case, the explicit Riccati equation that does not
involve the natural conjoined basis is developed in [19], extending the results for the normal case
in [20].
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are known in [12]. For the discrete abnormal symplectic setting, the positivity is known in [3,11]
in terms of both explicit and implicit discrete Riccati equations, while the nonnegativity is ad-
dressed in [10], where the Riccati equation solution Q is completely determined by the natural
conjoined basis (Xa,Ua) in a sense that it must satisfy the constraint QXa = UaX†aXa . Here
the word “implicit” means that the Riccati operator R[Q](t) is projected over the image of the
matrix Xa(t) coming from the natural conjoined basis (Xa,Ua) of (S) or its special case Xˆ(t)
coming from the principal solution (Xˆ, Uˆ ) of (S).
The main feature of the results of this paper resides in the absence of the invertibility assump-
tion of Xa(t) and thus permitting the inclusion of abnormal systems. Instead we are contented
with the assumption that the Moore–Penrose generalized inverse X†a is continuous on the time
scale interval (a, b)T or (a, b]T. In the continuous time case this means that KerXa is constant
on the connected interval (a, b) or (a, b], while in the discrete case this assumption is vacu-
ous. However, there are time scales, such as the union of disjoint closed intervals, for which
X
†
a is continuous but KerXa is not constant. The image condition, namely x(t) ∈ ImXa(t) for
all t ∈ [a, b]T, is known to play a key role for the nonnegativity of F , see [13,15]. One of
our Riccati type results involves this image condition, while in the other one this condition is
replaced by a certain Riccati type inequality. Therefore, this work can be regarded as a continu-
ation of the study of (possibly abnormal) time scale symplectic systems initiated by the authors
in [13,15].
These kind of results that we obtain in this paper do not exits in the literature for the special
case of continuous time even if Xa is assumed to be invertible on (a, b) or (a, b]. Thereby we
complete the study of quadratic functionals in the abnormal case that was initiated for the contin-
uous time by Kratz in his pioneering work [18]. On the other hand, one of the nonnegativity
results is new for the special case of discrete time, as it does not impose any extra restric-
tion on Q as in [10], while the second nonnegativity result reduces to its discrete counterpart
in [10].
This paper is divided as follows. In Sections 2 and 3 we collect known preliminary results and
derive Picone type identities for arbitrary symmetric Q ∈ C1prd. In Section 4 we establish the main
results of this paper for time scale quadratic functionals with separated boundary conditions and
their corollaries for zero boundary conditions, while in Section 5 we develop the corresponding
results for general jointly varying endpoints. The applications of our new time scale results to the
special cases of continuous and discrete time are displayed in Sections 6 and 7, respectively.
Remark 1.1. All the results in this paper remain valid if we consider complex-valued coefficients
and solutions, and at the same time replace the transpose of a matrix by the conjugate transpose,
and “symmetric” by “Hermitian.”
2. Preliminary results
We refer to [4,5,8] for the elementary and advanced topics of the time scale calculus, and to [7]
for the basic concepts of the time scale symplectic systems. Alternatively, the reader may consult
[13, Sections 2, 3], since it is the main reference for time scale symplectic systems without the
normality assumption. In particular, σ(t) and ρ(t) are the forward and backward jump operators,
μ(t) := σ(t)− t is the graininess, f(t) is the time scale delta-derivative, and ∫ b
a
f (t)t is the
time scale delta-integral. We also write f σ (t) for f (σ (t)).
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the coefficient matrix S(t) is regressive on [a,ρ(b)]T and solutions of (S) exist and are unique on
[a, b]T for any initial point t0 ∈ [a, b]T and any initial values at t0, see e.g. [13, Remark 2.1(ii)].
The defining property (3) is translated to be the following equivalent conditions in terms of the
coefficients
CT (I + μA) and BT (I +μD) are symmetric, and
AT +D+ μ(ATD− CTB)= 0.
}
(4)
We shall always denote the 2n×n matrix solutions of (S), typically (X,U), by capital letters.
Expanding the delta-derivatives in (S) with the formula μ(t)f (t) = f σ (t) − f (t), we see that
solutions of (S) satisfy the identities
Xσ = (I + μA)X +μBU, Uσ = μCX + (I + μD)U, (5)
X = (I +μDT )Xσ −μBT Uσ , U = −μCT Xσ + (I +μAT )Uσ . (6)
System (S) can be written in the equivalent (adjoint) form
x = −DT (t)xσ +BT (t)uσ , u = CT (t)xσ −AT (t)uσ . (7)
This can be seen from the coefficient identities (4) for the right-dense points t and from the
equations in (6) for the right-scattered points t .
A solution (X,U) of (S) is said to be conjoined basis if XT (t)U(t) is symmetric and
rank(XT (t)UT (t)) = n at some (and hence at any) point t ∈ [a, b]T. Two conjoined bases (X¯, U¯ )
and (X,U) of (S) are called normalized if {X¯T U −U¯T X}(t) = I . Other identities for normalized
conjoined bases (X¯, U¯ ) and (X,U) of (S) are, see e.g. [13],
{
X¯T U − U¯T X = X¯UT −XU¯T = I,
XT U, X¯T U¯ , X¯XT , U¯UT are symmetric.
(8)
For any conjoined basis (X,U) of (S) there always exists another conjoined basis (X¯, U¯ ) com-
pleted by (X,U) to normalized conjoined bases, see e.g. [13, Remark 3.1(v)].
In this paper we study time scale quadratic functionals with various boundary conditions. First
we deal with functionals with separated endpoints. In this case we have Γ = diag{Γa,Γb} and
M = diag{Ma,Mb}, where the n × n matrices Γa and Γb are symmetric, Ma and Mb are
projections, and Γa = (I −Ma)Γa(I −Ma) and Γb = (I −Mb)Γb(I −Mb). Consider the
quadratic functional
F(x,u) := xT (a)Γax(a)+ xT (b)Γbx(b) +F0(x,u) (9)
over admissible pairs (x,u) with separated endpoints
Max(a) = 0, Mbx(b) = 0. (10)
When Ma =Mb = I and Γa = Γb = 0, we say that the quadratic functional F = F0 has zero
endpoints.
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particularly useful for characterizing the positivity and nonnegativity of F . More specifically, the
natural conjoined basis of (S), denoted by (Xa,Ua), is the conjoined basis satisfying the initial
conditions
Xa(a) = I −Ma, Ua(a) = Γa +Ma. (11)
In the case of zero initial endpoint, i.e., when I −Ma = 0 = Γa , the natural conjoined ba-
sis reduces to the principal solution (Xˆ, Uˆ ) which starts with the initial values Xˆ(a) = 0 and
Uˆ (a) = I .
We will not in general assume that the natural conjoined basis has Xa(t) invertible, but in-
stead we will impose conditions on its kernel. Following [13], a matrix-valued function X(t) has
piecewise constant kernel on [a, b]T if there are points {tk}mk=0 ⊆ [a, b]T with a = t0 < t1 < · · · <
tm−1 < tm = b such that
KerX(t) is constant for all t ∈ (tk−1, tk)T, k = 1, . . . ,m. (12)
Condition (12) is void on the intervals (tk−1, tk)T where tk = σ(tk−1). We shall widely use the
following result from [13, Lemma 2.1] about the delta-differentiation of the Moore–Penrose
inverse.
Lemma 2.1. Suppose that Y(t) is a real m × n-matrix-valued function on some time scale in-
terval [α,β]T such that Y ∈ C1prd[α,ρ(β)]T and KerY(t) is constant on [α,β]T. Then Y † ∈
C1prd[α,ρ(β)]T as well, Y †(t)Y (t) is a constant matrix on [α,β]T, and for all t ∈ [α,ρ(β)]T
(
Y †
)
(t)Y σ (t) = −Y †(t)Y(t), (Y †)(t)Y (t) = −[Y †(t)]σ Y(t).
Remark 2.1. Let X ∈ C1prd[c, d]T be a matrix function with piecewise constant kernel on [c, d]T
and satisfying
KerXσ (t) ⊆ KerX(t) on [c,ρ(d)]
T
. (13)
Then {(X†X)X†X}(t) = 0 on [c,ρ(d)]T, except possibly at finitely many right-dense points
t ∈ [c, d)T. In fact, if t is right-scattered, condition (13), which is equivalent to the identity
X†(t) = {(Xσ )†XσX†}(t), yields that, at t (suppressing the argument t)
(
X†X
)
X†X = μ−1[(X†X)σ −X†X]X†X
= μ−1[(X†X)σX†X − (Xσ )†XσX†X]= 0.
On the other hand, if t is right-dense, then, except at finitely many such points, KerX is constant
in a neighborhood of t that includes t , by the assumption. Hence, by Lemma 2.1, X†X is a
constant matrix in this neighborhood and thus, (X†X) = 0 therein (in particular at t).
A conjoined basis (X,U) of (S) has no generalized focal points in the interval (a, b]T if the
following two conditions are satisfied:
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P(t) := X(t)[Xσ (t)]†B(t) 0 for all t ∈ [a,ρ(b)]
T
. (15)
These conditions are called the kernel condition and the P -condition, respectively. Finally, we
shall use the following n× n matrices M and T , defined via a given conjoined basis (X,U),
M(t) := {[I −Xσ (Xσ )†]B}(t), T (t) := I − M†(t)M(t), (16)
and the symmetric n× n matrix P , defined via a symmetric matrix Q,
P(t) := {B+ μ(DT −BT Qσ )B}(t). (17)
Some of their properties are as follows, see [13, Lemma 3.1].
Lemma 2.2. Let (X,U) be a conjoined basis of system (S) and fix a point t ∈ [a,ρ(b)]T. Then
the matrices M(t) and T (t) defined in (16) satisfy
B(t)T (t) = Xσ (t)[Xσ (t)]†B(t)T (t) (18)
and, whenever the symmetric matrix Q(t) satisfies the identity (QX)σ (t) = (UX†X)σ (t),
P(t)T (t) =P(t)T (t). (19)
The quadratic functional F in (1), respectively in (9), is nonnegative and we write F  0,
if F(x,u)  0 for all admissible pairs (x,u) satisfying the boundary conditions (2), respec-
tively (10). The quadratic functional F is positive and we write F > 0, if F(x,u) > 0 for all
admissible (x,u) satisfying (2), respectively (10), and x ≡ 0 on [a, b]T. For brevity, we will sim-
ply say that F  0 or F > 0 over the corresponding boundary conditions without repeating the
admissibility requirement on (x,u).
The following four propositions from [13, Theorems 4.1, 4.2] and [15, Theorems 4.1, 4.2]
will often be quoted in this work.
Proposition 2.1 (Positivity, separated endpoints). The quadratic functional F in (9) is positive
definite over (10) if and only if the natural conjoined basis (Xa,Ua) of (S) has no generalized
focal points in (a, b]T and satisfies the final endpoint inequality
Ua(b)X
†
a(b) + Γb > 0 on KerMb ∩ ImXa(b). (20)
Proposition 2.2 (Nonnegativity, separated endpoints). The quadratic functional F in (9) is
nonnegative over (10) if and only if the natural conjoined basis (Xa,Ua) of (S) satisfies the
following four conditions:
(i) Xa(t) has piecewise constant kernel on [a, b]T,
(ii) for all (x,u) admissible and satisfying (10) we have the image condition
x(t) ∈ ImXa(t) for all t ∈ (a, b]T, (21)
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T (t)Pa(t)T (t) 0 for all t ∈
[
a,ρ(b)
]
T
, (22)
where the matrices Pa(t) and T (t) are defined in (15) and (16) through (Xa,Ua),
(iv) the final endpoint inequality
Ua(b)X
†
a(b)+ Γb  0 on KerMb ∩ ImXa(b). (23)
Let (X¯, U¯ ) be the solution of (S) given by the initial conditions X¯(a) = I and U¯(a) = 0, so
that (X¯, U¯ ) and the principal solution (Xˆ, Uˆ ) are normalized conjoined bases of (S). Then we
define on [a, b]T the 2n× 2n matrices
X∗ :=
(
0 I
Xˆ X¯
)
, U∗ :=
(−I 0
Uˆ U¯
)
. (24)
Proposition 2.3 (Positivity, jointly varying endpoints). The quadratic functional F in (1) is pos-
itive definite over (2) if and only if the principal solution (Xˆ, Uˆ ) has no generalized focal points
in (a, b]T and the final endpoint inequality holds
U∗(b)X†∗(b) + Γ > 0 on KerM∩ ImX∗(b).
Proposition 2.4 (Nonnegativity, jointly varying endpoints). The quadratic functional F in (1) is
nonnegative over (2) if and only if the principal solution (Xˆ, Uˆ ) satisfies:
(i) Xˆ(t) has piecewise constant kernel on [a, b]T,
(ii) for all (x,u) admissible and satisfying (2) we have the image condition
x(t)− X¯(t)x(a) ∈ Im Xˆ(t) for all t ∈ (a, b]T, (25)
(iii) the P -condition
T (t)Pˆ (t)T (t) 0 for all t ∈ [a,ρ(b)]
T
,
where the matrices Pˆ (t) and T (t) are defined in (15) and (16) through (Xˆ, Uˆ ),
(iv) the final endpoint inequality
U∗(b)X†∗(b)+ Γ  0 on KerM∩ ImX∗(b).
Remark 2.2. As it is common, for a function f (t) on the time scale interval [a, b]T we abbreviate
f (t)|ba := f (b)− f (a). Moreover, for any point s ∈ [a, b]T we will use the notation
f
(
s+
)= f (t)|t=s+ :=
{
f (s), if s is right-scattered or s = b,
limt→s+ f (t), if s is right-dense,
f (s−) = f (t)|t=s− :=
{
f (s), if s is left-scattered or s = a,
limt→s− f (t), if s is left-dense.
R. Hilscher, V. Zeidan / J. Differential Equations 244 (2008) 1410–1447 14173. Picone type identities
For convenience, let us denote the integrand of the quadratic functional F0 by
Ω(x,u)(t) := {xT CT (I + μA)x + 2μxT CTBu+ uT (I + μD)TBu}(t).
Furthermore, for a given conjoined basis (X¯, U¯ ) of (S) and a symmetric n×n matrix function Q
on [a, b]T, we define the symmetric 2n× 2n matrix
Q∗(t) :=
(
X¯T QX¯ − X¯T U¯ U¯T − X¯T Q
U¯ −QX¯ Q
)
(t). (26)
The following lemma is a generalization of [7, Lemma 10.18] (we now include a parameter
α ∈ Rn, and note that our operator R[Q] here is −R[Q] there) and of [10, Lemma 6.3] in which
the discrete case was established.
Lemma 3.1 (Local Picone identity). Let (x,u) be admissible, (X¯, U¯ ) be any conjoined ba-
sis of (S), Q ∈ C1prd[a, b]T be any n × n symmetric matrix function, and α ∈ Rn. Then for
t ∈ [a,ρ(b)]T we have (suppressing the argument t)
Ω(x,u) =
[(
α
x
)T
Q∗
(
α
x
)]
+wTPw + (xσ − X¯σ α)T R[Q](x − X¯α)
−μwTBT R[Q](x − X¯α) (27)
and
x − X¯α + μPw −μ2BT R[Q](x − X¯α) = [I + μ(DT −BT Qσ )](xσ − X¯σ α), (28)
where P is defined in (17) and
w := u− Qx − (U¯ −QX¯)α. (29)
Proof. Both identities follow by direct calculations from the application of [7, Lemma 10.18] to
the augmented time scale symplectic system (S∗) in dimension 2n with
A∗ :=
(
0 0
0 A
)
, B∗ :=
(
0 0
0 B
)
, C∗ :=
(
0 0
0 C
)
, D∗ :=
(
0 0
0 D
)
, (30)
x∗ :=
(
α
x
)
, u∗ :=
(
0
u
)
. (31)
Therefore, the details are here omitted. 
The following result is a generalization of the corresponding discrete version in [16,
Lemma 2].
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some point t ∈ [a,ρ(b)]T. Then we have at t the identity (suppressing the argument t)[
I +μ(DT −BT Qσ )][I + μ(A+BQ)]= I +μBT R[Q]. (32)
Consequently, μBT R[Q] = 0 if and only if
[
I +μ(DT −BT Qσ )][I + μ(A+BQ)]= I
at t , that is, the matrices I + μ(DT − BT Qσ ) and I + μ(A+ BQ) are invertible at t and are
inverses of each other.
Proof. For the given point t , identity (32) is verified by a direct calculation with the aid of the
coefficient properties in (4) and the formula μQ = Qσ −Q. 
Lemma 3.3. Let (X¯, U¯ ) and (X,U) be normalized conjoined bases of (S), α ∈ Rn, and fix a
point t ∈ [a,ρ(b)]T. Let Q(t) be a matrix such that
Q(t)X(t) = U(t)X†(t)X(t). (33)
Then for any admissible (x,u) such that x(τ) − X¯(τ )α ∈ ImX(τ) on [t, σ (t)]T we have
μ(t)M(t)w(t) = 0, i.e., μ(t)[I − T (t)]w(t) = 0 at t , where the matrices M(t) and T (t) are
defined by (16) in terms of X(t), and w(t) is given by (29).
Proof. The statement follows from [13, Lemma 3.1] applied to the augmented admissible pair
(x∗, u∗) defined in (31), w∗ := u∗ −Q∗x∗ =
( ·
w
)
, and T∗ = diag{I, T }, where the last identity is
shown in the proof of [15, Theorem 4.2]. 
The following two auxiliary lemmas are formulated for an arbitrary symmetric Q(t). Namely,
condition (33) is not imposed in these two results.
Lemma 3.4 (Global Picone identity). Let (X¯, U¯ ) and (X,U) be normalized conjoined bases
of (S) and assume that KerX(t) is piecewise constant on [a, b]T. Suppose that there exists a
symmetric n× n matrix function Q(t) on [a, b]T with Q ∈ C1prd(a, b)T such that
[
Xσ (t)
]T
R[Q](t)X(t) = 0 on (a,ρ(b))
T
, (34)
and the equality in (34) also holds at t = a if a is right-scattered, and at t = ρ(b) if b is left-
scattered. Let (x,u) be an admissible pair and α ∈ Rn satisfying
x(t)− X¯(t)α ∈ ImX(t) on [a, b]T, (35)
μ(t)
[
I − T (t)]w(t) = 0 on [a,ρ(b)]
T
, (36)
where the matrix T (t) is defined by (16) through X(t), and w(t) is given by (29). Then the
quadratic functional F in (1) admits at (x,u) the form
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b∫
a
{
wT TPTw}(t)t +(x(a)
x(b)
)T
Γ
(
x(a)
x(b)
)
+
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=b−
−
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=a+
,
provided the (potential) limits at t = a and at t = b above exist, where the symmetric matri-
ces P(t) and Q∗(t) are defined by (17) and (26).
Remark 3.1. For a given admissible pair (x,u) and α ∈ Rn, the form of F(x,u) in Lemma 3.4
remains valid when condition (34) is replaced by a weaker condition in terms of the function
x˜(t) := x(t)− X¯(t)α, that is,
[
x˜σ (t)
]T
R[Q](t)x˜(t) = 0, μ(t)[Xσ (t)]T R[Q](t)x˜(t) = 0 on (a,ρ(b))
T
, (37)
and the equalities in (37) hold also at t = a if a is right-scattered and at t = ρ(b) if b is left-
scattered.
Proof of Lemma 3.4. Let (x,u) be admissible and α ∈ Rn such that conditions (35) and (36)
are satisfied. Then, using identity (18), it follows from Lemma 3.1 that
Ω(x,u)(t) =
[(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)]
+ wT (t)P(t)w(t) (38)
holds at any point t ∈ (a,ρ(b))T, and also at t = a if a is right-scattered and at t = ρ(b) if b is
left-scattered. Since by using (36) we have{
μwTPw}(t) = {μwT TPTw}(t) on [a,ρ(b)]
T
,
it follows from (38) that for any point t ∈ [a,ρ(b)]T we have the identity
σ(t)∫
t
Ω(x,u)(τ )τ = μ(t)Ω(x,u)(t)
=
(
α
x(τ)
)T
Q∗(τ )
(
α
x(τ)
)∣∣∣∣
σ(t)
t
+
σ(t)∫
t
{
wT TPTw}(τ )τ. (39)
Furthermore, for any interval [c, d]T ⊆ [a, b]T such that KerX(t) is constant on [c, d]T we have,
from [13, Remark 7.2], that T (t) = I on [c,ρ(d)]T, and so
d∫
c
{
wTPw}(t)t =
d∫
c
{
wT TPTw}(t)t. (40)
Let {tk}mk=0 be the points defining the piecewise constant kernel of X(t) on [a, b]T. Fix an
index k ∈ {1, . . . ,m}. We shall distinguish the following four cases.
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[σ(tk−1), ρ(tk)]T and hence the Picone formula (Lemma 3.1) on [tk−1, tk]T together
with (40) on [σ(tk−1), ρ(tk)]T and with (39) at t = tk−1 and at t = ρ(tk) yield
tk∫
tk−1
Ω(x,u)(t)t =
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
tk
tk−1
+
{ σ(tk−1)∫
tk−1
+
ρ(tk)∫
σ(tk−1)
+
tk∫
ρ(tk)
}{
wTPw}(t)t
=
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
tk
tk−1
+
tk∫
tk−1
{
wT TPTw}(t)t. (41)
• Case II (tk−1 is right-scattered and tk is left-dense). Let sn ↗ tk , sn ∈ [σ(tk−1), tk)T be a
left-sequence for tk . Then, for any n ∈ N, KerX(t) is constant on [σ(tk−1), sn]T and hence
the Picone formula (Lemma 3.1) on [tk−1, sn]T together with (40) on [σ(tk−1), sn]T and
with (39) at t = tk−1 yield
tk∫
tk−1
Ω(x,u)(t)t
= lim
n→∞
sn∫
tk−1
Ω(x,u)(t)t
= lim
n→∞
[(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
sn
tk−1
+
{ σ(tk−1)∫
tk−1
+
sn∫
σ(tk−1)
}{
wTPw}(t)t
]
=
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t−k
tk−1
+
tk∫
tk−1
{
wT TPTw}(t)t, (42)
provided the left limit at t = tk above exists.
• Case III (tk−1 is right-dense and tk is left-scattered). Let sn ↘ tk−1, sn ∈ (tk−1, ρ(tk)]T be a
right-sequence for tk−1. Then, for any n ∈ N, KerX(t) is constant on [sn, ρ(tk)]T and hence
the Picone formula (Lemma 3.1) on [sn, tk]T together with (40) on [sn, ρ(tk)]T and with (39)
at t = ρ(tk) yield
tk∫
t
Ω(x,u)(t)t = lim
n→∞
tk∫
s
Ω(x,u)(t)tk−1 n
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n→∞
[(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
tk
sn
+
{ ρ(tk)∫
sn
+
tk∫
ρ(tk)
}{
wTPw}(t)t
]
=
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
tk
t+k−1
+
tk∫
tk−1
{
wT TPTw}(t)t, (43)
provided the right limit at t = tk−1 above exists.
• Case IV (tk−1 is right-dense and tk is left-dense). Let sn ↘ tk−1 be a right-sequence for tk−1
and qn ↗ tk be a left-sequence for tk such that sn, qn ∈ (tk−1, tk)T. Then, for any n ∈ N,
KerX(t) is constant on [sn, qn]T and hence the Picone formula (Lemma 3.1) on [sn, qn]T
together with (40) on [sn, qn]T yield
tk∫
tk−1
Ω(x,u)(t)t
= lim
n→∞
qn∫
sn
Ω(x,u)(t)t
= lim
n→∞
[(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
qn
sn
+
qn∫
sn
{
wTPw}(t)t
]
=
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t−k
t+k−1
+
tk∫
tk−1
{
wT TPTw}(t)t, (44)
provided the right limit at t = tk−1 and the left limit at t = tk above exist.
Since we assume that Q ∈ C1prd(a, b)T, then Q∗ ∈ C1prd(a, b)T as well, by its definition in (26).
And since x is continuous on [a, b]T, the limits in (41)–(44) at the points ti ∈ (a, b)T indeed exist
and are equal to the value
( α
x(ti )
)T
Q∗(ti)
( α
x(ti )
)
. Therefore, with t0 = a and tm = b, the telescope
rule implies that
b∫
a
Ω(x,u)(t)t =
m∑
k=1
tk∫
tk−1
Ω(x,u)(t)t
=
m∑
k=1
[(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t−k
t+k−1
+
tk∫
tk−1
{
wT TPTw}(t)t
]
=
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
b−
a+
+
b∫ {
wT TPTw}(t)t,a
1422 R. Hilscher, V. Zeidan / J. Differential Equations 244 (2008) 1410–1447provided the (potential) right limit at t = a and the (potential) left limit at t = b above exist. This
ends the proof of this lemma. 
Remark 3.2. Let (X¯(a), U¯ (a)) = (I,0) and let (X,U) = (Xˆ, Uˆ ) be the principal solution of (S).
Let Q∗ be defined in (26) through this pair (X¯, U¯ ). Assume that the (potential) limit {QXˆ}(a+)
exists and that (x,u) is admissible and satisfies for some (constant) vector c ∈ Rn and some ε > 0
the image condition
x(t)− X¯(t)α = Xˆ(t)c on [a, a + ε)T (45)
with α := x(a). Then we have
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=a+
= 0.
For if a is right-scattered, then
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=a+
=
(
x(a)
x(a)
)T (
Q(a) −Q(a)
−Q(a) Q(a)
)(
x(a)
x(a)
)
= 0.
Next, if a is right-dense, then note that (45) implies ( x(a)
x(t)
)= X∗(t)( cx(a)) on [a, a + ε)T, where
X∗(t) is defined in (24). And then
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=a+
= lim
t→a+
(
x(a)
x(t)
)T
Q∗(t)
(
x(a)
x(t)
)
= lim
t→a+
(
x(a)
x(t)
)T
Q∗(t)X∗(t)
(
c
x(a)
)
= lim
t→a+
(
x(a)
x(t)
)T ( [U¯T (t) − X¯T (t)Q(t)]Xˆ(t) 0
Q(t)Xˆ(t) U¯ (t)
)(
c
x(a)
)
=
(
x(a)
x(a)
)T (−{QXˆ}(a+) 0
{QXˆ}(a+) 0
)(
c
x(a)
)
= 0.
The global Picone identity in Lemma 3.4 will be used in the nonnegativity results, while the
following global Picone identity will be used for the positivity.
Lemma 3.5 (Global Picone identity). Let (X¯, U¯ ) and (X,U) be normalized conjoined bases
of (S). Suppose that there exists a symmetric n × n matrix function Q(t) on [a, b]T with
Q ∈ C1prd(a, b]T such that
R[Q](t)X(t) = 0 on (a,ρ(b)]
T
, (46)
and the equality in (46) holds also at t = a if a is right-scattered. Let (x,u) be an admissible
pair and α ∈ Rn such that the image condition (35) holds. Then the quadratic functional F in (1)
admits at (x,u) the form
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b∫
a
{
wTPw}(t)t +(x(a)
x(b)
)T
Γ
(
x(a)
x(b)
)
+
(
α
x(b)
)T
Q∗(b)
(
α
x(b)
)
−
(
α
x(t)
)T
Q∗(t)
(
α
x(t)
)∣∣∣∣
t=a+
,
provided the (potential) limit at t = a above exists, where the symmetric matrices P(t) and Q∗(t)
are defined by (17) and (26) and where w(t) is given by (29). Moreover, if x(b) = 0 = α,
P(t) 0 on [a,ρ(b)]
T
, (47)
and
∫ b
a
{wTPw}(t)t = 0, then x(t) ≡ 0 on [a, b]T.
Remark 3.3. As we shall see in the proof of Lemma 3.5, the identity in (46) can be weakened at
right-dense points to be the identity in (34).
Proof of Lemma 3.5. Let (x,u) be admissible and α ∈ Rn. By using (46), we have from
Lemma 3.1 that equality (38) is satisfied at any point t ∈ (a,ρ(b)]T, and also at t = a if a is
right-scattered. We shall distinguish the following two cases.
• Case I (a is right-scattered). The desired identity follows from the integration of equality (38)
over the interval [a, b]T.
• Case II (a is right-dense). Let an ↘ a, an ∈ (a, b]T, be a right-sequence for a. Then the result
follows from the integration of equality (38) over the interval [an, b]T and taking the limit as
n → ∞.
Finally, assume that x(b) = 0 = α, condition (47) holds, and the integral
b∫
a
{wTPw}(t)t = 0.
Then it follows that P(t)w(t) = 0 on [a,ρ(b)]T, so we get from (28) that
x(t) = {I + μ(DT −BT Qσ )}(t)xσ (t) (48)
holds on (a,ρ(b)]T and also at t = a if a is right-scattered. We will show that x(t) ≡ 0 on [a, b]T
by the backward version of the time scale induction principle, see e.g. [4, Remark 1.8], applied
to the statement A(t), which is defined to be x(τ) = 0 for all τ ∈ [t, b]T.
(I) Initial condition. Since we assume x(b) = 0, the statement A(b) holds true.
(II) Jump condition. Let t ∈ (a, b]T be left-scattered and x(τ) = 0 on [t, b]T. Then equal-
ity (48) applied to the point ρ(t) yields that xρ(t) = 0, i.e., A(ρ(t)) holds true.
(III) Closure condition. Let t ∈ [a, b)T be right-dense and x(τ) = 0 on (t, b]T. Then the con-
tinuity of x yields that x(t) = 0, i.e., A(t) holds true.
(IV) Continuation condition. Let t ∈ (a, b]T be left-dense and x(τ) = 0 on [t, b]T. Since t
is left-dense, then limτ→t− μ(τ) = 0, and hence, there exists sufficiently small δ ∈ (0, t − a)
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τ ∈ [t − δ, t)T. Our aim is to prove that
B(τ )w(τ) = 0, i.e., B(τ )u(τ) = B(τ )Q(τ)x(τ ) on [t − δ, t]T (49)
(including the point t itself!). First note that the identity (suppressing the argument τ )
0 =Pw = [I +μ(DT −BT Qσ )]Bw (50)
implies that B(τ )w(τ) = 0 on [t − δ, t)T (yet excluding the point t). If t is also right-dense,
then μ(t) = 0 and (50) implies that B(t)w(t) = 0. On the other hand, if t is right-scattered,
then the property of x(τ) being zero on [t, b]T and the equation of motion yield 0 = x(t) =
{Ax +Bu}(t) = {Bu}(t) = {Bw}(t). Therefore, condition (49) is now established. The equation
of motion then implies that x satisfies the linear system
x = [A(τ )+B(τ )Q(τ)]x, τ ∈ [t − δ, t]T, x(t) = 0,
with A+ BQ ∈ Cprd[t − δ, t]T, and A(τ ) + B(τ )Q(τ) is regressive on [t − δ, t)T. Thus, by the
uniqueness theorem e.g. in [13, Remark 2.1(ii)], x(τ) = 0 on [t − δ, t]T.
Therefore, by the backward version of the time scale induction principle, it results that
x(t) ≡ 0 on [a, b]T. 
4. Results for separable endpoints
In this section we present our main results regarding the quadratic functional F in (9) with
separable endpoints, i.e., the admissible pairs (x,u) satisfy the boundary conditions (10). Re-
call that (Xa,Ua) is the natural conjoined basis of (S), i.e., it is given by the initial conditions
in (11). We present two results for the nonnegativity of F (Theorems 4.1 and 4.2) and one for
the positivity of F (Theorem 4.3).
4.1. Nonnegativity under the image condition
Theorem 4.1 (F  0, separable endpoints). Assume that X†a is continuous on (a, b)T. Then
F  0 over (10) if and only if Xa has piecewise constant kernel on [a, b]T and there exists a
symmetric n× n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the time scale implicit Riccati equation
[
Xσa (t)
]T
R[Q](t)Xa(t) = 0 on
(
a,ρ(b)
)
T
, (51)
and the equation in (51) holds also at t = a if a is right-scattered, and at t = ρ(b) if b is
left-scattered,
(ii) the initial condition
Q(a) = Γa if a is right-scattered, (52)
(I −Ma) lim
t→a+
Q(t)Xa(t) = Γa if a is right-dense, (53)
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Q(b) + Γb  0 on KerMb ∩ ImXa(b), if b is left-scattered, (54)
XTa (b) lim
t→b−
[
Γb + Q(t)
]
Xa(t) 0 on KerMbXa(b), if b is left-dense, (55)
(iv) P-condition
T (t)P(t)T (t) 0 on [a,ρ(b)]
T
, (56)
where the matrix T (t) is defined in (16) through (Xa,Ua),
(v) for any admissible (x,u) with (10) we have the image condition (21) and
μ(t)
[
I − T (t)][u(t)− Q(t)x(t)]= 0 on [a,ρ(b)]
T
. (57)
Remark 4.1. (i) The assumption of the continuity of X†a on (a, b)T in fact means that X†a ∈
C1prd(a, b)T, because Xa ∈ C1prd[a, b]T. Similarly, we shall use this property also for the positivity
ofF where the assumption of the continuity of X†a on (a, b]T in fact means that X†a ∈ C1prd(a, b]T.
(ii) Initial condition (52) can be weakened to (I −Ma)Q(a) = Γa , since the value of Q(a)
is used only in the product with x(a) ∈ KerMa .
(iii) Inequality (55) contains an implicit assumption that limt→b− Q(t)Xa(t) exists (finite).
(iv) Image condition (21) is always satisfied at t = a due to the boundary condition on x(a) ∈
KerMa .
Proof of Theorem 4.1. “⇒” Assume that F  0. By Proposition 2.2, Xa has piecewise con-
stant kernel on [a, b]T. Let a = t0 < t1 < · · · < tm−1 < tm = b be the partition of [a, b]T where
KerXa(t) is constant on each interval (tk−1, tk)T, k = 1, . . . ,m. Set
Q(t) := {UaX†a + (UaX†a)T (I −XaX†a)}(t) on [a, b]T. (58)
Then Q(t) is symmetric on [a, b]T and with (Xa,Ua) it satisfies identity (33) on [a, b]T. More-
over, since X†a ∈ C1prd(a, b)T is assumed and Xa,Ua ∈ C1prd[a, b]T, we have that Q ∈ C1prd(a, b)T.
It follows from [7, Lemma 10.22] that
[
Xσa (t)
]T
R[Q](t)Xa(t) =
{(
Xσa
)T (
Ua − CXa −DUa
)
X†aXa
}
(t) = 0 (59)
on (a,ρ(b))T. Moreover, if a is right-scattered, then Q ∈ C1prd[a, b)T and (59) holds at t = a,
while if b is left-scattered, then Q ∈ C1prd(a,ρ(b)]T and (59) holds at t = ρ(b). Hence, con-
dition (i) is satisfied. Also, if a is right-scattered, then the initial conditions (11) imply that
Q(a) = Γa . On the other hand, if a is right-dense, then due to X†a(t)Xa(t) being constant on
(a, t1)T (see Lemma 2.1 with Y := Xa), the limit {X†aXa}(a+) = limt→a+ X†a(t)Xa(t) exists
(finite). Hence, by (33) which holds for our Q, we have
(I −Ma) lim
t→a+
Q(t)Xa(t)
= (I −Ma) lim+ Ua(t)X
†
a(t)Xa(t)t→a
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t→a+
X†a(t)Xa(t) = Γa
{
X†aXa
}(
a+
)
= Γa(I −Ma)
{
X†aXa
}(
a+
)= Γa lim
t→a+
Xa(t)X
†
a(t)Xa(t)
= Γa lim
t→a+
Xa(t) = ΓaXa(a) = Γa,
so that condition (ii) is satisfied. Next, assume that b is left-scattered and take d = Xa(b)c for
some c ∈ Rn with Mbd = 0. Then, by using (33) at t = b and Proposition 2.2(iv),
dT
[
Q(b)+ Γb
]
d = dT [Q(b) + Γb]Xa(b)c = dT [Ua(b)X†a(b) + Γb]Xa(b)c
= dT [Ua(b)X†a(b) + Γb]d  0.
On the other hand, if b is left-dense, then take c ∈ KerMbXa(b) and put d := Xa(b)c. Then
d ∈ KerMb ∩ ImXa(b) and, by Proposition 2.2(iv),
cT XTa (b) lim
t→b−
[
Q(t)+ Γb
]
Xa(t)c = lim
t→b−
cT
[
XTa (t)Ua(t)+XTa (t)ΓbXa(t)
]
c
= cT [XTa (b)Ua(b)+XTa (b)ΓbXa(b)]c
= dT [Ua(b)X†a(b)+ Γb]d  0.
Hence, condition (iii) is shown. For (iv), the P-condition in (56) is a consequence of Proposi-
tion 2.2(iii) and Eq. (33) that leads to identity (19). Finally, condition (v) follows from Proposi-
tion 2.2(ii), and from Lemma 3.3 with (X,U) := (Xa,Ua) and α := 0.
“⇐” By Proposition 2.2, it is enough to show that the natural conjoined basis (Xa,Ua) sat-
isfies the P -condition (22) and the final inequality (23). As for the P -condition (22), for a fixed
s ∈ [a,ρ(b)]T we distinguish the following two cases.
• Case I (s is right-dense). Then Xσ (s) = X(s) and, by using (18), we get
T (s)Pa(s)T (s) =
{
TXaX
†
aBT
}
(s) = T (s)B(s)T (s) = T (s)P(s)T (s) 0,
by condition (iv).
• Case II (s is right-scattered). We proceed by contradiction. Assume that there exists c ∈ Rn,
c = 0, such that cT T (s)Pa(s)T (s)c < 0. Set d := μ(s)[Xσa (s)]†B(s)T (s)c. Then as in the
proof of [13, Theorem 4.2] (which is Proposition 2.2 in this paper), there exists an admissible
pair (x,u) satisfying Max(a) = 0, x(b) = 0, x(s) = 0,
(
x(t), u(t)
)= { (Xa(t)d,Ua(t)d), on [a, s)T,
(0,0), on [σ(s), b]T,
and F(x,u) = μ(s)cT T (s)Pa(s)T (s)c < 0. On the other hand, from Lemma 3.4 on
[a,σ (s)]T with (X,U) := (Xa,Ua) and α = 0 we get
F(x,u) =
σ(s)∫ {
wT TPTw}(t)t + xT (a)Γax(a)− {xT Qx}(a+)+ {xT Qx}σ (s).
a
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F(x,u) 0. This is a contradiction.
Hence, the P -condition (22) is proved. Assume now that the final inequality (23) is false. Then
there exists a vector 0 = d = Xa(b)c for some c ∈ Rn with Mbd = 0 and dT [Ua(b)X†a(b) +
Γb]d < 0. Define an admissible (x,u) by (x(t), u(t)) := (Xa(t)c,Ua(t)c) on [a, b]T. Then
x(b) = d = 0, Max(a) = 0, Mbx(b) = 0, and F(x,u) = dT [Ua(b)X†a(b) + Γb]d < 0. On the
other hand, from Lemma 3.4 with (X,U) := (Xa,Ua) and α = 0 we get
F(x,u) =
b∫
a
{
wT TPTw}(t)t + xT (a)Γax(a)− {xT Qx}(a+)
+ xT (b)Γbx(b)+
{
xT Qx
}
(b−).
Since conditions (52)–(56) hold, we have from Remark 2.2 that F(x,u) 0. This is a contradic-
tion. The proof is complete. 
Remark 4.2. The direction “⇐” in Theorem 4.1 cannot be done by applying Lemma 3.4, because
the conditions assumed on Q do not necessarily yield that for any admissible pair (x,u) the
(potential) limits {xT Qx}(a+) and {xT Qx}(b−) must exist.
When the endpoints are zero, i.e., when Ma = I = Mb and Γa = 0 = Γb , Theorem 4.1
reduces to the following. Note that, by Remark 4.1(ii), the initial condition on Q(a) and the final
condition on Q(b) are now superflous. Furthermore, in this case, the image condition (21) is
trivially satisfied at t = b and the Riccati equation (51) holds trivially when a is right-scattered.
Corollary 4.1 (F0  0, zero endpoints). Assume that Xˆ† is continuous on (a, b)T. Then F0  0
over x(a) = 0 = x(b) if and only if Xˆ has piecewise constant kernel on [a, b]T and there exists a
symmetric n × n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the time scale implicit Riccati equation
[
Xˆσ (t)
]T
R[Q](t)Xˆ(t) = 0 on (a,ρ(b))
T
, (60)
the equation in (60) holds also at t = ρ(b) if b is left-scattered,
(ii) P-condition (56), in which the matrix T (t) is defined in (16) through (Xˆ, Uˆ ),
(iii) for any admissible (x,u) with x(a) = 0 = x(b) condition (57) holds and
x(t) ∈ Im Xˆ(t) on (a, b)T.
Remark 4.3. The proof of Theorem 4.1 implies that the (potential) limits limt→a+ Q(t)Xˆ(t) and
limt→b− Q(t)Xˆ(t) with the matrix Q(t) from the above Corollary 4.1 exist (finite).
If Xa(t) is invertible on (a, b)T, then of course X†a = X−1a ∈ C1prd(a, b)T, Xa has piecewise
constant kernel on [a, b]T, and T (t) = I on [a,ρ(b))T. In this case the implicit Riccati equa-
tion (51) becomes explicit on (a,ρ(b))T and we obtain from Theorem 4.1 the following.
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(a, b)T. Then F  0 over (10) if and only if there exists a symmetric n× n matrix function Q(t)
on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the time scale explicit Riccati equation
R[Q](t) = 0 on (a,ρ(b))
T
, (61)
the equation in (51) holds also at t = a if a is right-scattered and at t = ρ(b) if b is left-
scattered,
(ii) the initial condition (52) and (53),
(iii) the final endpoint condition (54) and (55),
(iv) P-condition
P(t) 0 on [a,ρ(b))
T
and {T P T }(ρ(b)) 0, (62)
where the matrix T (t) is defined in (16) through (Xa,Ua),
(v) for any admissible (x,u) with (10) we have the image condition
x(b) ∈ ImXa(b),
μ(t)
[
I − T (t)][u(t) −Q(t)x(t)]= 0 at t = ρ(b). (63)
Remark 4.4. Note that condition (63) is void if b is left-dense, since in this case we have
μ(ρ(b)) = μ(b) = 0, the latter is due to the definition of σ(b) = b.
It is now easy to see from Corollaries 4.1 and 4.2 the corresponding result for the combined
case of zero endpoints and Xˆ(t) invertible on (a, b)T.
Corollary 4.3 (F0  0, zero endpoints, Xˆ invertible). Assume that Xˆ(t) is invertible on (a, b)T.
Then F0  0 over x(a) = 0 = x(b) if and only if there exists a symmetric n × n matrix func-
tion Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the time scale explicit Riccati equation (61) and
XˆT (b)R[Q](ρ(b))= 0 if b is left-scattered,
(ii) P-condition (62), where the matrix T (t) is defined in (16) through (Xˆ, Uˆ ),
(iii) for any admissible (x,u) with x(a) = 0 = x(b) condition (63) holds.
The stated conditions will simplify even more in the continuous time case, as we shall see in
Section 6.
4.2. Nonnegativity without the image condition
The characterization of the nonnegativity of F in Theorem 4.1 uses the image condition (21).
In our next result we are able to remove this image condition, except at t = b if b is a left-dense
point, but the price for this improvement is assuming condition (33) that connects together the
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of the one for the solution Xa .
Theorem 4.2 (F  0, separable endpoints). Assume that X†a is continuous on (a, b)T. Then
F  0 over (10) if and only if Xa has piecewise constant kernel on [a, b]T and there exists a
symmetric n × n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the initial condition (52) and (53),
(ii) the final endpoint condition (54) and (55),
(iii) for all points t ∈ [a, b]T which are right-scattered or left-scattered, Q and (Xa,Ua) satisfy
Eq. (33),
(iv) P-condition (56), where the matrix T (t) is defined in (16) through (Xa,Ua),
(v) for any admissible (x,u) with (10) we have
(a) the Riccati type identity
[
xσ (t)
]T
R[Q](t)x(t) = 0 on (a,ρ(b))
T
, (64)
and the equation in (64) holds also at t = a if a is right-scattered and at t = ρ(b) if b
is left-scattered,
(b) the image condition
x(b) ∈ ImXa(b) if b is left-dense. (65)
Remark 4.5. As can be seen in the next lemmas, condition (iii) in Theorem 4.2 can be replaced
by a slightly weaker condition, namely condition
(iii′) for any admissible (x,u) satisfying (10) and for any right-scattered point t ∈ [a,ρ(b)]T for
which x(t) ∈ ImXa(t) we have
[
Q(t)− Ua(t)X†a(t)
]
x(t) = 0 and {[QσXσa −Uσa (Xσa )†Xσa ]T xσ }(t) = 0.
The proof of Theorem 4.2 is displayed below after establishing several auxiliary results.
Lemma 4.1. Let (X,U) be a solution of (S) such that X has piecewise constant kernel on
[c, d]T and condition (13) holds. Furthermore, assume that there is Q ∈ C1prd[c, d]T such that
{QX}(t) = {UX†X}(t) on [c, d]T. Then
R[Q](t)X(t) = −{Uσ (X†X)X†X}(t) = 0 on [c,ρ(d)]
T
,
except possibly at finitely many right-dense points t ∈ [c, d)T.
Proof. As in the calculation for [7, Lemma 10.22], we deduce the identity (suppressing the
argument t)
R[Q]X = (QX + QσX − CX −DQX)X†X = (QX −U)X†X, (66)
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The rest follows from Remark 2.1. 
The discrete version of the following lemma was used in the proof of [10, Theorem 4.1].
Lemma 4.2. Let (X,U) be a conjoined basis of (S). Let t ∈ [a,ρ(b)]T be a right-scattered
point such that a given n × n matrix function Q is continuous at t and symmetric on [t, σ (t)]T,
QX = UX†X on [t, σ (t)]T, and for a pair (x,u) we have x(t) ∈ ImX(t) and (suppressing the
argument t)
xσ = (I + μA)x + μBu, (xσ )T R[Q]X[I − (Xσ )†Xσ ](Uσ )T xσ = 0. (67)
Then xσ (t) ∈ ImXσ (t).
Proof. First note that for any x˜(t) := X(t)c ∈ ImX(t) we have, by (66) and by QX = UX†X,
(suppressing the argument t in the following calculations)
μR[Q]x˜ = μR[Q]Xc = μ(QX −U)X†Xc
= [(QX − U)σ − (QX −U)]X†Xc = (QσXσ − Uσ )X†x˜.
Hence, for x˜ := X[I − (Xσ )†Xσ ](Uσ )T xσ and starting with the second formula in (67), and
using (QX)σ = (UX†X)σ , we get
0 = μ(xσ )T R[Q]x˜ = (xσ )T (QσXσ −Uσ )X†X[I − (Xσ )†Xσ ](Uσ )T xσ
= −(xσ )T Uσ [I − (Xσ )†Xσ ]X†X[I − (Xσ )†Xσ ](Uσ )T xσ .
Thus, X†X[I − (Xσ )†Xσ ](Uσ )T xσ = 0, which implies that
X
[
I − (Xσ )†Xσ ](Uσ )T xσ = 0. (68)
Since x = Xc at t for some c ∈ Rn, we have
(
Uσ
)T
xσ = (Uσ )T [(I + μA)Xc + μBu]= (Xσ )T β −XT (u− Uc), (69)
where β := Uσc + (I +μD)(u−Uc) and where we used the first identities from (5) and (6). If
we plug this expression for (Uσ )T xσ back into Eq. (68), then it follows that
0 = X[I − (Xσ )†Xσ ][(Xσ )T β −XT (u−Uc)]
= −X[I − (Xσ )†Xσ ]XT (u−Uc),
and, upon multiplying by (u−Uc)T from the left, we get [I − (Xσ )†Xσ ]XT (u−Uc) = 0. Now
use this equation in formula (69) when multiplied from the left by I − (Xσ )†Xσ to obtain
[
I − (Xσ )†Xσ ](Uσ )T xσ = 0. (70)
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bases. Then, by (8), it follows from (70) that
0 = X¯σ [I − (Xσ )†Xσ ](Uσ )T xσ = [I +Xσ (U¯σ )T − Xσ (X¯σ )T (Xσ )†T (Uσ )T ]xσ .
Hence,
xσ = Xσ [Uσ (Xσ )†X¯σ − U¯σ ]T xσ ∈ ImXσ ,
and this lemma is proven. 
Lemma 4.3. The conditions on Xa and Q in Theorem 4.2 imply the image condition (21).
Proof. Let (x,u) be admissible and satisfies (10). We shall prove this lemma by the time scale
induction principle applied to the statement A(t) := x(τ) ∈ ImXa(τ) for all τ ∈ [a, t]T.
(I) Initial condition. Since we assume Max(a) = 0, the statement A(a) holds true.
(II) Jump condition. Let t0 ∈ [a, b)T be right-scattered and x(t) ∈ ImXa(t) on [a, t0]T. We
shall show that A(σ (t0)) holds. Set α˜ := {[I − (Xσa )†Xσa ]xσ }(t0) and define
(
x˜(t), u˜(t)
) := { (Xa(t)α˜,Ua(t)α˜), on [a, t0]T,
(0,0), on [σ(t0), b]T,
and (x¯, u¯) := (x,u)+ (x˜, u˜). Then (x˜, u˜) and (x¯, u¯) are admissible and they satisfy (10). Hence,
from condition (64) at t = t0 we have
{(
x¯σ
)T
R[Q]x¯}(t0) = 0, {(x˜σ )T R[Q]x˜}(t0) = 0, {(xσ )T R[Q]x}(t0) = 0.
Thus, {(xσ )T R[Q]x˜}(t0) = 0, and then Lemma 4.2 with (X,U) := (Xa,Ua) and t = t0 yields
xσ (t0) ∈ ImXσa (t0). Therefore, A(σ (t0)) holds true.
(III) Closure condition. Let t0 ∈ (a, b)T be left-dense and x(t) ∈ ImXa(t) on [a, t0)T. Then,
for t ∈ [a, t0)T, x(t) = Xa(t)X†a(t)x(t). The continuity of x and X†a at t0 yields that
x(t0) = lim
t→t−0
x(t) = lim
t→t−0
Xa(t)X
†
a(t)x(t) = Xa(t0)X†a(t0)x(t0) ∈ ImXa(t0),
i.e., A(t0) holds true.
(IV) Continuation condition. Let t0 ∈ [a, b)T be a right-dense point and x(t) ∈ ImXa(t) on
[a, t0]T. We need to find ε > 0 such that x(t) ∈ ImXa(t) for all t ∈ [t0, t0 + ε]T. First, let ε1 > 0
be such that KerXa(t) is constant on (t0, t0 + ε1]T, which is possible due to KerXa being piece-
wise constant on [a, b]T. Since μ(t0) = limt→t+0 μ(t) = 0, we can now choose ε ∈ (0, ε1) small
enough such that the matrices A(t)+B(t)Q(t) and A(t) are regressive on [t0, ρ(t0 + ε)]T. This
yields that Φ(t) := Φt0(t), the fundamental matrix of y =A(t)y, is invertible on [t0, t0 + ε]T.
Hence, Ψ (t) := Ψt0(t), the fundamental matrix of the adjoint system y = −AT (t)yσ , is also
invertible and Ψ T (t)Φ(t) = I on [t0, t0 + ε]T.
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x(s) /∈ ImXa(s). Then, by [17, Lemma 3.1.4], UTa (s)x(s) /∈ ImXTa (s). This implies the existence
of vectors c, α˜ ∈ Rn, α˜ = 0, satisfying
UTa (s)x(s) = XTa (s)c + α˜, Xa(s)α˜ = 0. (71)
Define now the admissible pair
(
x˜(t), u˜(t)
) := { (Xa(t)α˜,Ua(t)α˜), for t ∈ [a, s)T,
(0,0), for t ∈ [s, b]T.
Then Max˜(a) = 0 and x˜(b) = 0. Since (x˜(t), u˜(t)) is a constant multiple of (Xa,Ua) on [a, s),
it then results from direct calculations that
F(x˜, u˜) = x˜T (a)Γax˜(a)+ α˜T UTa (t)Xa(t)α˜
∣∣s
a
= α˜T [Γa − UTa (a)Xa(a)]α˜ = 0. (72)
Now, since (iii) in Theorem 4.2 is assumed and since x˜(t) ∈ ImXa(t) on [a, s]T, we have, by
Lemma 3.3 with (X,U) := (Xa,Ua) and α := 0, and by Lemma 4.1, that at all right-scattered
t ∈ [a,ρ(s)], T (t)w˜(t) = w˜(t) and {(Xσa )T R[Q]Xa}(t) = 0, respectively, where w˜(t) := u˜(t) −
Q(t)x˜(t). Thus,
μ(t)T (t)w˜(t) = μ(t)w˜(t), μ(t)[Xσa (t)]T R[Q](t)x˜(t) = 0 on (a,ρ(s)]T, (73)
and this also holds at t = a when a is right-scattered. By our assumptions (v)(a) and (i) in
Theorem 4.2 and by using that x˜ = Xaα˜ near a, we have{(
x˜σ
)T
R[Q]x˜}(t) = 0 on (a,ρ(b))
T
,
{
x˜T (Q− Γa)x˜
}(
a+
)= 0, (74)
and the first equation in (74) holds also at t = a if a is right-scattered. Note also that {x˜T Qx˜}(t+)
exists, this is due to the fact that if t > a, the continuity of Q yields that {x˜T Qx˜}(t+) =
{x˜T Qx˜}(t). If t = a, the existence of {x˜T Qx˜}(a+) is a result of the second equation in (74).
Hence, by using (73), (74), and by Lemma 3.4 together with Remark 3.1 on [a, s]T with
α := 0, it results that
F(x˜, u˜) =
s∫
a
{
w˜T TPT w˜}(t)t + x˜T (a)Γax˜(a) + x˜T (s)Q(s)x˜(s) − {x˜T Qx˜}(a+)
=
s∫
a
{
w˜T TPT w˜}(t)t.
Hence, equality (72) and the assumption (iv) in Theorem 4.2 (i.e., the P-condition) imply that
P(t)T (t)w˜(t) = 0 on (a,ρ(s)]T. Since KerXa(t) is constant on (t0, s]T, then T (t) = I on
(t0, ρ(s)]T, which implies P(t)w˜(t) = 0 on (t0, ρ(s)]T. Due to the invertibility of {I + μ(DT −
BT Qσ )}(t) on [t0, ρ(s)]T, we get B(t)w˜(t) = 0, i.e., B(t)u˜(t) = B(t)Q(t)x˜(t) on (t0, ρ(s)]T
(and also at t = t0 if t0 > a). Thus,
Xa (t)α˜ =
[A(t)+B(t)Q(t)]Xa(t)α˜ on (t0, ρ(s)] , Xa(s)α˜ = 0.T
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that Xa(t)α˜ ≡ 0 on (t0, s]T, and thus on [t0, s]T by the continuity of Xa . This means that
α˜ ∈ Kt0(s) :=
⋂
t0ts KerXa(t) and that (0,Ua(t)α˜) solves on [t0, ρ(s)]T the adjoint sys-
tem (7), i.e., Ua(t)α˜ = Ψ (t)Ua(t0)α˜ for all t ∈ [t0, s]T. By [13, Lemma 5.2], it follows that
Ua(t)α˜ = Ψ (t)Ua(t0)α˜ ∈
[
Et0(t)
]⊥ for all t ∈ [t0, s]T, (75)
where Et0(t) is the reachable set at t from t0 for the system y = A(t)y + B(t)v satisfying
y(t0) ∈ ImXa(t0). Since x(t0) ∈ ImXa(t0) and (x,u) is admissible, we have that x(s) ∈ Et0(s).
Consequently, from (75) we get α˜T UTa (s)x(s) = 0. But from (71) we have α˜T UTa (s)x(s) =
‖α˜‖2. Therefore, it results that ‖α˜‖2 = 0, which contradicts the fact that α˜ = 0. Thus, the state-
ment A(t) holds for all t ∈ [t0, t0 + ε]T.
Altogether, we proved the image condition x(t) ∈ ImXa(t) for all t ∈ [a, b)T and also at t = b
if b is left-scattered. And since (65) is assumed, we get the image condition (21). The proof of
this lemma is complete. 
Remark 4.6. (i) The argument in the closure condition (III) cannot be applied at a left-dense
point t0 = b, since X†a does not have to be continuous at b. This is the reason why the image
condition at t = b is needed in Theorem 4.2.
(ii) The proof of the continuation condition (IV) when t0 is right-dense is straightforward
under the additional assumption requiring that
KerXa(t) ⊆ KerXa(tk−1)∩ KerXa(tk) for all t ∈ (tk−1, tk)T, (76)
where the tk’s are the points where the piecewise constant kernel of Xa changes. Under con-
dition (76), KerXa(t) ⊆ KerXa(τ) for all t, τ ∈ [t0, t0 + ε]T, t > τ , for some ε > 0. Thus, by
[13, Proposition 5.2], we get that x(t) ∈ ImXa(t) on [t0, t0 + ε]T.
Note that condition (76) is necessary for the nonnegativity of F , as it is shown in [13, Theo-
rem 8.1]. However, condition (76) is not assumed in any of the results of this paper.
Proof of Theorem 4.2. “⇒” Assume that F  0. Then Xa has piecewise constant kernel on
[a, b]T, by Proposition 2.2. Define the matrix Q(t) by (58). Then Q(t) satisfies the conditions
(i)–(v) in Theorem 4.2, as can be verified in a same way as in the proof of Theorem 4.1.
“⇐” We shall prove that the natural conjoined basis (Xa,Ua) satisfies the conditions in Propo-
sition 2.2. The image condition (21) follows from Lemma 4.3. As for the P condition (22), if
t ∈ [a,ρ(b)]T is right-scattered or left-scattered, then (33) holds and formula (19) of Lemma 2.2
yields (suppressing the argument t) T PaT = TPT  0. If t ∈ [a, b)T is right-dense, then
T PaT = TXaX†aBT = TBT = TPT  0, where we used identity (18), and μ(t) = 0 in (17).
The final endpoint inequality (23) is proven in the same manner as in the proof of Theorem 4.1
with the exception that condition (37) from Remark 3.1 is now used in the global Picone formula
(Lemma 3.4) instead of condition (34). 
4.3. Positivity
Theorem 4.3 (F > 0, separable endpoints). Assume that X†a is continuous on (a, b]T. Then
F > 0 over (10) if and only if Xa has piecewise constant kernel on [a, b]T and there exists a
symmetric n × n matrix function Q(t) on [a, b]T such that Q ∈ C1 (a, b]T and satisfyingprd
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R[Q](t)Xa(t) = 0 on
(
a,ρ(b)
]
T
, (77)
and the equation in (77) holds also at t = a if a is right-scattered,
(ii) the initial condition (52) and (53),
(iii) the final endpoint inequality
Q(b)+ Γb > 0 on KerMb ∩ ImXa(b), (78)
(iv) the P-condition (47).
Remark 4.7. Using Remark 3.3, the equation in (77) can be weakened at right-dense points to
being the equation in (51).
Proof of Theorem 4.3. “⇒” This part is similar to the proof of Theorem 4.1, except that the
function Q defined by formula (58) is now in C1prd(a, b]T. Since F > 0, the matrix Xa(t) sat-
isfies the kernel condition (14), by Proposition 2.1, and consequently it also satisfies (13). Then
condition (i) follows from applying Lemma 4.1 on [a, b]T if a is right-scattered or on [an, b]T if
a is right-dense, where an ↘ a is a right-sequence for a. Condition (ii) follows from the proof of
Theorem 4.1, while condition (iv) is now the same as (56), since under the kernel condition (14)
the matrix T (t) = I for all t ∈ [a,ρ(b)]T, see e.g. [13, Remark 7.2]. Finally, condition (iii) is
obtained from Proposition 2.1.
“⇐” It suffices to show that the natural conjoined basis (Xa,Ua) satisfies the kernel condi-
tion (14), the P -condition (15), and the final endpoint inequality (20), since then Proposition 2.1
yields that F > 0. For (14), assume that there exist points t1, t2 ∈ [a, b]T, t1 < t2, such that
Xa(t2)d = 0 and Xa(t1)d = 0 for some d ∈ Rn. Then we set
(
x(t), u(t)
) := { (Xa(t)d,Ua(t)d), for t ∈ [a, t2]T,
(0,0), for t ∈ (t2, b]T.
Then, as in the proof of [13, Proposition 6.3], the pair (x,u) is admissible, Max(a) = 0,
x(b) = 0, x(t) ∈ ImXa(t) for all t ∈ [a, b]T, and F(x,u) = 0. On the other hand, from
Lemma 3.5 with α := 0 we get
F(x,u) =
b∫
a
{
wTPw}(t)t + xT (a)Γax(a)− {xT Qx}(a+) 0, (79)
where we used conditions (ii) and (iv) and Remark 2.2. Hence, the integral ∫ b
a
{wTPw}(t)t = 0.
And since also the P-condition (47) and x(b) = 0 hold, it follows from Lemma 3.5 that x(t) ≡ 0
on [a, b]T. However, this contradicts the fact that x(t1) = Xa(t1)d = 0. Hence, the kernel condi-
tion (14) holds.
For (15), we follow the corresponding proof in Theorem 4.1. In other words, assume first that
s ∈ [a, b)T is a right-dense point. Since the kernel condition (14) implies that M(s) = 0 and since
Xσa (s) = Xa(s), we have from (18), the definition of P , and condition (iv) that
Pa(s) = Xa(s)X†a(s)B(s) = B(s) =P(s) 0.
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d := μ(s)[Xσ (s)]†B(s)c and as in the proof of [13, Proposition 6.2] there is an admissible (x,u)
with
(
x(t), u(t)
)= { (Xa(t)d,Ua(t)d), for t ∈ [a, s)T,
(0,0), for t ∈ [σ(s), b]T,
x(s) = Xa(s)d , which satisfies Max(a) = 0, x(b) = 0, x(t) ∈ ImXa(t) for all t ∈ [a, b]T, and
F(x,u) = μ(s)cT Pa(s)c < 0. On the other hand, by Lemma 3.5 with α := 0 we obtain inequal-
ity (79), where we used conditions (ii) and (iv) and Remark 2.2. This is a contradiction. Hence,
condition (15) holds.
For (20), assume that there exists a nonzero vector d ∈ KerMb , d = Xa(b)c for some c ∈ Rn,
such that γ := dT [Ua(b)X†a(b) + Γb]d  0. Then the pair (x,u) defined by (x(t), u(t)) =
(Xa(t)c,Ua(t)c) on [a, b]T is admissible, satisfies (10), x(b) = d = 0, and F(x,u) = γ  0.
On the other hand, by Lemma 3.5 with α := 0 we obtain
F(x,u) =
b∫
a
{
wTPw}(t)t + xT (a)Γax(a)
− {xT Qx}(a+)+ xT (b)[Q(b) + Γb]x(b) > 0,
where we used conditions (ii)–(iv), and Remark 2.2. This is a contradiction. Hence, condi-
tion (20) holds and the proof is complete. 
When the endpoints are zero, i.e., when Ma = I = Mb and Γa = 0 = Γb , we get from
Theorem 4.3 the following. Note that, by Remark 4.1(ii), the initial condition on Q(a) is now
superflous.
Corollary 4.4 (F0 > 0, zero endpoints). Assume that Xˆ† is continuous on (a, b]T. Then F0 > 0
over x(a) = 0 = x(b) if and only if Xˆ has piecewise constant kernel on [a, b]T and there exists a
symmetric n × n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b]T and satisfying
(i) the time scale implicit Riccati equation
R[Q](t)Xˆ(t) = 0 on (a,ρ(b)]
T
, (80)
(ii) P-condition (47).
Remark 4.8. (i) Using Remark 3.3, the equation in (80) can be weakened at right-dense points
to being the equation in (60).
(ii) The proof of Theorem 4.3 implies that the (potential) limit at t = a, limt→a+ Q(t)Xˆ(t),
where the matrix Q(t) is from the above Corollary 4.4, exists (finite).
If Xa(t) is invertible on (a, b]T, then of course X†a = X−1a ∈ C1prd(a, b]T and Xa has piecewise
constant kernel on [a, b]T. In this case the implicit Riccati equation (77) becomes explicit on
(a,ρ(b)]T and we obtain from Theorem 4.3 the following.
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(a, b]T. Then F > 0 over (10) if and only if there exists a symmetric n × n matrix function Q(t)
on [a, b]T such that Q ∈ C1prd(a, b]T and satisfying
(i) the time scale explicit Riccati equation
R[Q](t) = 0 on (a,ρ(b)]
T
, (81)
and the equation in (77) holds also at t = a if a is right-scattered,
(ii) the initial condition (52) and (53),
(iii) final endpoint inequality
Q(b) + Γb > 0 on KerMb,
(iv) P-condition (47).
5. Results for joint endpoints
In this section we present our main results regarding the quadratic functional F in (1) with
jointly varying endpoints, i.e., the admissible pairs (x,u) satisfy the boundary conditions (2). Re-
call that (Xˆ, Uˆ ) is the principal solution of (S) which is given by the initial conditions Xˆ(a) = 0
and Uˆ (a) = I , while (X¯, U¯ ) is the solution of (S) given by the initial conditions X¯(a) = I and
U¯ (a) = 0.
5.1. Nonnegativity under the image condition
Theorem 5.1 (F  0, joint endpoints). Assume that Xˆ† is continuous on (a, b)T. Then F  0
over (2) if and only if Xˆ has piecewise constant kernel on [a, b]T and there exists a symmetric
n× n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the time scale implicit Riccati equation (60), and the equation in (60) holds also at t = ρ(b)
if b is left-scattered,
(ii) the initial condition
Q(a) = 0 if a is right-scattered, (82)
lim
t→a+
Q(t)Xˆ(t) exists (finite) if a is right-dense, (83)
(iii) the final endpoint inequality
Q∗(b) + Γ  0 on KerM∩ ImX∗(b) if b is left-scattered, (84)
XT∗ (b) lim
t→b−
[
Q∗(t) + Γ
]
X∗(t) 0 on KerMX∗(b) if b is left-dense, (85)
where X∗(t) and Q∗(t) are defined by (24) and (26),
(iv) P-condition (56), in which the matrix T (t) is defined in (16) through (Xˆ, Uˆ ),
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μ(t)
[
I − T (t)][u(t)− Q(t)x(t) − [U¯ (t)−Q(t)X¯(t)]x(a)]= 0 on [a,ρ(b)]
T
. (86)
Proof. The proof follows closely the steps in the proof of Theorem 4.1, but instead of the natural
conjoined basis (Xa,Ua) we now use the principal solution (Xˆ, Uˆ ), instead of α = 0 we use
α := x(a), and the final endpoint inequalities in condition (iii) are now formulated in terms of
the augmented matrices X∗(b) and Q∗(b). In order to eliminate the initial values at t = a in the
sufficiency part (“⇐”), we use Remark 3.2 after applying Lemma 3.4 with α := x(a). The details
are omitted. 
Remark 5.1. (i) Observe that, using Remark 4.3, it follows that Corollary 4.1 (F0  0 for zero
endpoints) is now a special case of Theorem 5.1.
(ii) The inequality (85) contains an implicit assumption that limt→b− Q(t)Xˆ(t) exists (finite).
(iii) The proof of Theorem 5.1 shows that the limit in (83) is actually equal to the value of
{Xˆ†Xˆ}(a+). This is a simple consequence of the continuity of U and the formula QXˆ = Uˆ Xˆ†Xˆ,
which holds for the therein constructed matrix Q.
(iv) The image condition (25) is always satisfied at t = a due to the boundary condition on
X¯(a) = I and Xˆ(a) = 0.
(v) A result similar to Corollary 4.2 can now be formulated for F  0 over (2) and the case of
invertible Xˆ(t) on (a, b)T in terms of the explicit time scale Riccati equation (61), the augmented
endpoint conditions from Theorem 5.1, the image condition x(b) − X¯(b)x(a) ∈ Im Xˆ(b) only,
and condition (86) at t = ρ(b) only. Note that if b is left-dense, then condition (86) at t = ρ(b)
is void (see also Remark 4.4).
5.2. Nonnegativity without the image condition
Theorem 5.2 (F  0, joint endpoints). Assume that Xˆ† is continuous on (a, b)T. Then F  0
over (2) if and only if Xˆ has piecewise constant kernel on [a, b]T and there exists a symmetric
n× n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b)T and satisfying
(i) the initial condition (82) and (83),
(ii) the final endpoint condition (84) and (85), where X∗(t) and Q∗(t) are defined by (24)
and (26),
(iii) for all points t ∈ [a, b]T which are right-scattered or left-scattered, Q and (Xˆ, Uˆ ) satisfy
Eq. (33),
(iv) P-condition (56), where the matrix T (t) is defined in (16) through (Xˆ, Uˆ ),
(v) for any admissible (x,u) satisfying (2) we have
(a) the Riccati type identity
[
xσ (t)− X¯σ (t)x(a)]T R[Q](t)[x(t) − X¯(t)x(a)]= 0 on (a,ρ(b))
T
, (87)
and the equation in (87) holds also at t = a if a is right-scattered and at t = ρ(b) if b
is left-scattered,
(b) the image condition
x(b)− X¯(b)x(a) ∈ Im Xˆ(b) if b is left-dense.
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Lemma 5.1. The conditions on Xˆ and Q∗ in Theorem 5.2 imply the image condition (25).
Proof. The proof is in fact an application of Lemma 4.3 to the augmented admissible pair
(x∗, u∗) defined in (31) with α = x(a) and to the image condition x∗(t) ∈ ImX∗(t), which is
equivalent to the image condition x(t)− X¯(t)x(a) ∈ Im Xˆ(t). 
Theorem 5.2. The necessity (“⇒”) follows from Theorem 5.1 and its proof. In the sufficiency
part (“⇐”) we utilize the global Picone formula (Lemma 3.4) and Remarks 3.1 and 3.2 with
α := x(a), as well as Lemma 5.1 in the same way as the corresponding conditions were used in
the proof of Theorem 5.1. The details are omitted. 
5.3. Positivity
Theorem 5.3 (F > 0, joint endpoints). Assume that Xˆ† is continuous on (a, b]T. Then F > 0
over (2) if and only if Xˆ has piecewise constant kernel on [a, b]T and there exists a symmetric
n× n matrix function Q(t) on [a, b]T such that Q ∈ C1prd(a, b]T and satisfying
(i) the time scale implicit Riccati equation (80),
(ii) the initial condition (82) and (83),
(iii) the final endpoint inequality
Q∗(b)+ Γ > 0 on KerM∩ ImX∗(b), (88)
where X∗(t) and Q∗(t) are defined by (24) and (26),
(iv) P-condition (47).
Proof. The proof follows closely the steps in the proof of Theorem 4.3 with the same modifica-
tions which are described in the proof of Theorem 5.1. The details are omitted. 
Remark 5.2. (i) Observe that Corollary 4.4 (F0 > 0 for zero endpoints) is now a special case of
Theorem 5.3.
(ii) A result similar to Corollary 4.5 can now be formulated for F > 0 over (2) and the case
of invertible Xˆ(t) on (a, b]T in terms of the explicit time scale Riccati equation (81) and the
augmented endpoint condition
Q∗(b)+ Γ > 0 on KerM.
Remark 5.3. Suppose that the matrix Q solves the explicit Riccati equation R[Q](t) = 0 on
(a,ρ(b))T (coming from Theorem 5.1) or on (a,ρ(b)]T (coming from Theorem 5.3), respec-
tively. If we set Q˜ := U¯T −X¯T Q and Qˆ := X¯T QX¯−X¯T U¯ on (a, b)T or on (a, b]T, respectively,
then the triple Q, Q˜, Qˆ satisfies the cascade system of time scale differential equations studied
in [15], which corresponds to the augmented explicit Riccati equation R∗[Q∗](t) = 0, where the
coefficients of the 2n× 2n Riccati operator R∗[Q∗] are the matrices from (30).
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In this section we apply the results of the previous sections to the special case of the continuous
time. All results obtained here are new, since Xa is not assumed to be invertible. Even when this
latter condition is met, the characterizations of the nonnegativity furnished by Theorem 6.1,
Corollary 6.1, and Theorem 6.3 are completely new, see Remark 6.2. Furthermore, when Xa is
invertible, the positivity result in Theorem 6.4 is also new, see Remark 6.5, while the results in
Theorem 6.2 and Corollary 6.2 reduce to known ones in the literature. Therefore, this section
illustrates the utility of the time scale theory in obtaining new results for, among others, the
traditional continuous time setting.
Let the time scale be the real connected interval [a, b]. Then the jump operators σ(t) = t =
ρ(t) at any t , the graininess μ(t) ≡ 0, and the time scale derivative f(t) = f ′(t), that is, the
usual derivative. Hence, identity (3), defining the time scale symplectic system (S), becomes
ST (t)J +JS(t) = 0 on [a, b]
which means that system (S) reduces (withA= A, B = B , C = C andD = −AT ) to the classical
linear Hamiltonian system
x′ = A(t)x +B(t)u, u′ = C(t)x −AT (t)u, (Hc)
where A, B , C are given piecewise continuous n × n-matrix functions on [a, b] and B(t) and
C(t) are symmetric. The quadratic functional F0 then takes the form
F0(x,u) =
b∫
a
{
xT (t)C(t)x(t) + uT (t)B(t)u(t)}dt. (89)
The classical references for the study of the system (Hc) are the books [6,17,19,20], and we
also quote the important paper [18], where the main results for abnormal linear Hamiltonian
systems were established. Note also the recent paper [2] which deals with controllable periodic
Hamiltonian systems.
In this section, the underlying (connected) time intervals will be denoted by (a, b) or (a, b],
etc., that is, without the subscript T. The set of piecewise continuous functions is denoted by Cp,
while the set of piecewise continuously differentiable functions by C1p (on the indicated interval).
The corresponding quadratic functionals F from (9) and (1) will now involve the functional F0
in (89) and, therefore, will be denoted by Fc.
6.1. Separable endpoints
Let us consider the quadratic functional Fc from (9) in the continuous time over the sepa-
rable endpoints (10). As in Section 4, the results of this subsection use the natural conjoined
basis (Xa,Ua) of the system (Hc), that is, the solution of (Hc) given by the initial conditions (11).
The assumption of the continuity of X†a on the connected interval (a, b) or on (a, b] means that
the kernel of Xa is actually constant on (a, b) or (a, b], and therefore piecewise constant on
[a, b]. This condition was automatically satisfied in the controllable (or normal) case where Xa
is invertible on (a, b) or (a, b], but this invertibility of Xa is now not required.
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interval (a, b). Then Fc  0 over (10) if and only if the Legendre condition
B(t) 0 on [a, b] (90)
holds and there exists a symmetric n × n matrix function Q ∈ C1p(a, b) satisfying
(i) the implicit Riccati equation
XTa (t)R[Q](t)Xa(t) = 0 on (a, b), (91)
(ii) the initial condition (53),
(iii) the final endpoint inequality (55),
(iv) for any admissible (x,u) with (10) we have the image condition
x(b) ∈ ImXa(b). (92)
Proof. The statement follows from Theorem 4.1 with the following supplement. By [18, Theo-
rem 3], the Legendre condition (90) and the assumption of KerXa being constant on (a, b) imply
that KerXa(t) ⊆ KerXa(a), i.e., the kernel condition holds, for all t ∈ [a, b). Consequently, e.g.,
by [13, Proposition 5.2] or directly by [18, Remark 7(i)], the image condition x(t) ∈ ImXa(t)
automatically holds for t ∈ [a, b). 
Remark 6.1. On the other hand, when we specialize Theorem 4.2 to this continuous time setting,
we obtain the same statement as in the above presented Theorem 6.1 with the exception that the
implicit Riccati equation (91) is replaced by the condition
xT (t)R[Q](t)x(t) = 0 on (a, b)
in terms of all admissible (x,u) satisfying (10).
Remark 6.2. If Xa(t) is invertible on (a, b), then the implicit Riccati equation (91) becomes
explicit, i.e.,
R[Q](t) = 0 on (a, b). (93)
In this special case, the necessity of conditions (93), (53), and (55) for the nonnegativity of Fc
is known under the equivalent controllability assumption in [24, Corollary 4.2], see also [17,
Remark 2.4.2]. Of course, the necessity of the Legendre condition (90) is very well known,
see e.g. [19, Theorem VII.4.2]. The only missing piece in [24, Corollary 4.2] is then the image
condition (92).
Next we present the result regarding the positivity of Fc, which follows from Theorem 4.3
and Remark 4.7.
Theorem 6.2 (Fc > 0, separable endpoints). Assume that KerXa is constant on the connected
interval (a, b]. Then Fc > 0 over (10) if and only if the Legendre condition (90) holds and there
exists a symmetric n× n matrix function Q ∈ C1p(a, b] satisfying
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XTa (t)R[Q](t)Xa(t) = 0 on (a, b], (94)
(ii) the initial condition (53),
(iii) the final endpoint inequality (78).
Remark 6.3. If Xa(t) is invertible on (a, b], then the implicit Riccati equation (94) becomes
explicit, i.e.,
R[Q](t) = 0 on (a, b]. (95)
In this special case, the statement of Theorem 6.2 is known under the equivalent controllability
assumption in [24, Theorem 5.5].
6.2. Zero endpoints
The results of this subsection use the principal solution (Xˆ, Uˆ ) of the system (Hc), that is, the
solution of (Hc) which starts with Xˆ(a) = 0 and Uˆ (a) = I .
The following result is a consequence of Theorem 6.1 (or Corollary 4.1 or Theorem 6.3 be-
low).
Corollary 6.1 (Fc  0, zero endpoints). Assume that Ker Xˆ is constant on the connected inter-
val (a, b). Then Fc  0 over x(a) = 0 = x(b) if and only if the Legendre condition (90) holds
and there exists a symmetric n × n matrix function Q ∈ C1p(a, b) satisfying the implicit Riccati
equation
XˆT (t)R[Q](t)Xˆ(t) = 0 on (a, b). (96)
The following result is a consequence of Theorem 6.2 (or Corollary 4.4 or Theorem 6.4 be-
low).
Corollary 6.2 (Fc > 0, zero endpoints). Assume that Ker Xˆ is constant on the connected inter-
val (a, b]. Then Fc > 0 over x(a) = 0 = x(b) if and only if the Legendre condition (90) holds
and there exists a symmetric n × n matrix function Q ∈ C1p(a, b] satisfying the implicit Riccati
equation
XˆT (t)R[Q](t)Xˆ(t) = 0 on (a, b]. (97)
If Xˆ is invertible on (a, b], then the implicit Riccati equation (97) reduces to the explicit
Riccati equation (95). And in this special case, Corollary 6.2 is known e.g. in [24, Theorem 5.5].
6.3. Joint endpoints
Let us consider the quadratic functional Fc from (1) in the continuous time with F0 from (89)
over the joint endpoints (2). As in Section 5, the results of this subsection use the principal solu-
tion (Xˆ, Uˆ ) of (Hc), and (X¯, U¯ ) is the solution of (Hc) given by the initial conditions X¯(a) = I
and U¯ (a) = 0.
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Theorem 6.3 (Fc  0, joint endpoints). Assume that Ker Xˆ is constant on the connected interval
(a, b). Then Fc  0 over (2) if the Legendre condition (90) holds and there exists a symmetric
n× n matrix function Q ∈ C1p(a, b) satisfying
(i) the implicit Riccati equation (96),
(ii) the initial condition (83),
(iii) the final endpoint inequality (85), where X∗(t) and Q∗(t) are defined by (24) and (26),
(iv) for any admissible (x,u) with (2) we have the image condition
x(b)− X¯(b)x(a) ∈ Im Xˆ(b).
Remark 6.4. As in Remark 6.1, when we specialize Theorem 5.2 to the continuous time setting,
we obtain the same statement as in the above presented Theorem 6.3 with the exception that the
involved implicit Riccati equation (96) is replaced by the condition
[
x(t)− X¯(t)x(a)]T R[Q](t)[x(t)− X¯(t)x(a)]= 0 on (a, b)
in terms of all admissible (x,u) satisfying (2).
The following result is a consequence of Theorem 5.3.
Theorem 6.4 (Fc > 0, joint endpoints). Assume that Ker Xˆ is constant on the connected interval
(a, b]. Then Fc > 0 over (2) if and only if the Legendre condition (90) holds and there exists a
symmetric n× n matrix function Q ∈ C1p(a, b] satisfying
(i) the implicit Riccati equation (97),
(ii) the initial condition (83),
(iii) the final endpoint inequality (88), where X∗(t) and Q∗(t) are defined by (24) and (26).
Remark 6.5. Note that the results of both Theorems 6.3 and 6.4 are new even for the special case
of Xˆ(t) invertible on (a, b) and (a, b], respectively.
7. Applications to discrete time
In this final section, we apply to the special case of the discrete time, the results on Riccati
equations given in the earlier sections and that pertain the characterization of nonnegativity and
positivity of quadratic functionals corresponding to symplectic difference systems. In particular,
we compare these results with the existing ones in the literature, and we show that we recuperate
all the existing results, and in addition, we obtain new results for the nonnegativity, namely,
Theorems (7.1) and (7.4) that involve the image condition.
Thus, let the time scale be the discrete interval [0,N + 1]N := {0,1, . . . ,N + 1}. Then the
jump operators are σ(k) = k + 1, ρ(k) = k − 1, the graininess μ(k) ≡ 1 for all k ∈ [0,N]N, and
the time scale derivative f(k) = f (k) that is, the usual forward difference. Hence, identity (3)
is now equivalent to saying that I + S(k) is a symplectic matrix for all k ∈ [0,N]N. Thus, with
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discrete symplectic system
xk+1 = Akxk + Bkuk, uk+1 = Ckxk +Dkuk, (Sd )
while the quadratic functional F0 takes the form
F0(x,u) =
N∑
k=0
{
xTk C
T
k Akxk + 2xTk CTk Bkuk + uTk DTk Bkuk
}
, (98)
where (x,u) is admissible, i.e., xk+1 = Akxk + Bkuk for all k ∈ [0,N]N. The system (Sd ) was
introduced in [1] and an up-to-date literature on the theory of discrete symplectic systems is
presented in [21].
7.1. Separable endpoints
The matrices Ma , Mb, Γa , and Γb will now be denoted by M0, M1, Γ0, and Γ1. Thus,
consider the discrete quadratic functional
Fd(x,u) := xT0 Γ0x0 + xTN+1Γ1xN+1 +F0(x,u)
with F0(x,u) given by (98) subject to the boundary conditions
M0x0 = 0, M1xN+1 = 0. (99)
The natural conjoined basis of the system (Sd ) will now be denoted by (X,U) and it is given
by the initial conditions X0 = I −M0 and U0 = Γ0 +M0. Since any function is continuous
(and differentiable, etc.) on a discrete set, the assumption of the continuity of X†a on [1,N]N or
on [1,N + 1]N is vacuous.
The following three results are consequences of Theorems 4.1, 4.2, and 4.3, respectively.
Theorem 7.1 (Fd  0, separable endpoints). The functional Fd  0 over (99) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the implicit Riccati equation
XTk+1R[Q]kXk = 0 for all k ∈ [0,N]N, (100)
(ii) the initial condition
Q0 = Γ0, (101)
(iii) the final endpoint inequality
QN+1 + Γ1  0 on KerM1 ∩ ImXN+1, (102)
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TkPkTk  0 for all k ∈ [0,N]N, (103)
(v) for any admissible (x,u) with (99) we have
xk ∈ ImXk for all k ∈ [1,N + 1]N,
(I − Tk)(uk −Qkxk) = 0 for all k ∈ [0,N]N.
Theorem 7.2 (Fd  0, separable endpoints). The functional Fd  0 over (99) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the initial condition (101),
(ii) the final endpoint inequality (102),
(iii) for all k ∈ [0,N + 1]N, Q and (X,U) satisfy the equality
QkXk = UkX†kXk, (104)
(iv) the P-condition (103),
(v) for any admissible (x,u) with (99) we have
xTk+1R[Q]kxk = 0 for all k ∈ [0,N]N. (105)
Theorem 7.3 (Fd > 0, separable endpoints). The functional Fd > 0 over (99) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the implicit Riccati equation
R[Q]kXk = 0 for all k ∈ [0,N]N, (106)
(ii) the initial condition (101),
(iii) the final endpoint inequality
QN+1 + Γ1 > 0 on KerM1 ∩ ImXN+1,
(iv) the P-condition
Pk  0 for all k ∈ [0,N]N. (107)
The statements of Theorems 7.2 and 7.3 are known in [10, Theorem 4.1] and [11, Theorem 5],
respectively. Also, when the endpoints are zero, the result of Theorem 7.3 is known in [3, The-
orem 1]. In these references, conditions (105) and (106) are written in a slightly different form,
using certain “controllability” matrices.
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Consider the discrete quadratic functional
Fd(x,u) :=
(
x0
xN+1
)T
Γ
(
x0
xN+1
)
+F0(x,u)
with F0(x,u) given by (98) subject to the boundary conditions
M
(
x0
xN+1
)
= 0. (108)
As in Section 5, the principal solution (Xˆ, Uˆ ) of (Sd ) starts with Xˆ0 = 0 and Uˆ0 = I , and the
solution (X¯, U¯ ) of (Sd ) starts with X¯0 = I and U¯0 = 0.
The next three results are consequences of Theorems 5.1, 5.2, and 5.3, respectively.
Theorem 7.4 (Fd  0, joint endpoints). The functional Fd  0 over (108) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the implicit Riccati equation
XˆTk+1R[Q]kXˆk = 0 for all k ∈ [1,N]N,
(ii) the initial condition
Q0 = 0, (109)
(iii) the final endpoint inequality
Q∗N+1 + Γ  0 on KerM∩ ImX∗N+1, (110)
where X∗k and Q∗k are defined by (24) and (26),
(iv) the P-condition (103), in which the matrix Tk is defined in (16) through (Xˆ, Uˆ ),
(v) for any admissible (x,u) with (108) we have
xk − X¯kx0 ∈ Im Xˆk for all k ∈ [1,N + 1]N,
(I − Tk)
[
uk −Qkxk − (U¯k −QkX¯k)x0
]= 0 for all k ∈ [0,N]N.
Theorem 7.5 (Fd  0, joint endpoints). The functional Fd  0 over (108) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the initial condition (109),
(ii) the final endpoint inequality (110),
(iii) for all k ∈ [0,N + 1]N, Q and (Xˆ, Uˆ ) satisfy the equality (104),
(iv) the P-condition (103), in which the matrix Tk is defined in (16) through (Xˆ, Uˆ ),
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(xk+1 − X¯k+1x0)T R[Q]k(xk − X¯kx0) = 0 for all k ∈ [0,N]N. (111)
Theorem 7.6 (Fd > 0, joint endpoints). The functional Fd > 0 over (108) if and only if there
exists a symmetric n× n matrix function Q on [0,N + 1]N satisfying
(i) the implicit Riccati equation
R[Q]kXˆk = 0 for all k ∈ [1,N]N, (112)
(ii) the initial condition (109),
(iii) the final endpoint inequality
Q∗N+1 + Γ > 0 on KerM∩ ImX∗N+1,
where X∗k and Q∗k are defined by (24) and (26),
(iv) the P-condition (107).
The statements of Theorems 7.5 and 7.6 are known in [10, Theorem 5.1] and [11, Theo-
rem 10], respectively. Therein, conditions (111) and (112) are written in a slightly different form,
using certain “controllability” matrices and augmented into dimension 2n.
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