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Abstract. It is known by results of Dyckerhoff-Kapranov and of Ga´lvez–
Carrillo-Kock-Tonks that the output of the Waldhausen S•-construction
has a unital 2-Segal structure. Here, we prove that a certain S•-functor
defines an equivalence between the category of augmented stable double
categories and the category of unital 2-Segal sets. The inverse equiva-
lence is described explicitly by a path construction. We illustrate the
equivalence for the known examples of partial monoids, cobordism cat-
egories with genus constraints and graph coalgebras.
In [18], Waldhausen gave a definition of the algebraic K-theory of certain
categories using the S•-construction. The input categories for this construc-
tion, now called Waldhausen categories, have specified cofibrations and weak
equivalences, subject to some axioms, and generalize more classical notions
such as exact categories. The essential step is to construct a simplicial space
whose kth space of simplices is the classifying space of the groupoid of dia-
grams of a certain shape.
More recently, there have been many generalizations of this construction
using several flavours of (∞, 1)-categories as input, such as [1], [2], and
[7]. Analyzing the structure of the output of such a construction in detail,
Dyckerhoff and Kapranov [4] and, independently, Ga´lvez–Carrillo, Kock,
and Tonks [9], realized that for some inputs (e.g. an exact category), it is
not just a simplicial space, but has additional structure which generalizes
that of a category up to homotopy. This structure is referred to as a unital
2-Segal space by the former authors, and as a decomposition space by the
latter.
Date: May 4, 2017.
2010 Mathematics Subject Classification. 55U10, 18G30, 19D10, 18D05.
Key words and phrases. 2-Segal spaces, Waldhausen S•-construction, double categories,
partial monoids, cobordism categories.
The first-named author was partially supported by NSF CAREER award DMS-
1352298. The second-named author was partially supported by a grant from the Simons
Foundation (#359449, Ange´lica Osorno). The fifth-named author was partially supported
by the grant P2EZP2 159113 from the Swiss National Science Foundation.
1
ar
X
iv
:1
60
9.
02
85
3v
3 
 [m
ath
.A
T]
  2
 M
ay
 20
17
Although the two sets of authors come at the definition of unital 2-Segal
space from two different perspectives and are motivated by different exam-
ples, it is significant that both groups of authors identify the output of the
S•-construction as a key example. One can therefore ask whether all unital
2-Segal spaces arise via an S•-construction for a suitably generalized input
category.
In this paper, we restrict ourselves to the discrete case of unital 2-Segal
sets, which are certain simplicial sets, rather than simplicial spaces. We
briefly describe this structure in this context; a more precise definition is
given in the next section.
A 1-Segal set is a simplicial set X such that the Segal maps
Xn → X1 ×X0 · · · ×X0 X1︸ ︷︷ ︸
n
are isomorphisms for n ≥ 2. This condition allows us to think of X as
having an object set X0, a morphism set X1, and a composition which can
be defined by the span
X1 ×X0 X1 ← X2 → X1,
since the first arrow is an isomorphism. Indeed, a simplicial set is a 1-Segal
set if and only if it is isomorphic to the nerve of a category.
In contrast, a 2-Segal set is a simplicial set X such that certain maps
Xn → X2 ×X1 · · · ×X1 X2︸ ︷︷ ︸
n−1
are isomorphisms for n ≥ 3. In this setting, we still have an object set X0
and a morphism set X1, but we no longer have composition of all morphisms,
since the first map in the span
X1 ×X0 X1 ← X2 → X1
is no longer necessarily invertible. However, we can think of a 2-Segal set
as having a multi-valued composition, where an element of X1 ×X0 X1 is
lifted to a preimage in X2, which is in turn sent to its image in X1. Thus,
two potentially composable morphisms could have no composite at all (if
the preimage in X2 is empty) or multiple composites (if the preimage has
multiple elements). The invertibility of the 2-Segal maps given above is used
to prove that this multi-valued composition is associative. We think of this
structure as that of a multi-valued category.
To understand what the 2-Segal condition does, let us look more precisely
at how the maps are defined. Unlike the case of 1-Segal maps, where for every
n ≥ 2 there is a single map, 2-Segal maps are parametrized by triangulations
of regular (n+ 1)-gons for n ≥ 3. For example, if X is a simplicial set, the
two triangulations
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0 1
23
T1
and
0 1
23
T2
of the square induce two different maps X3 → X2 ×X1 X2; indeed, different
face maps are used to define the pullbacks corresponding to the two triangu-
lations. The fact that X3 is isomorphic to both pullbacks gives associativity
of the partially defined composition. We specify these maps more precisely
in the following section.
We also restrict ourselves to unital 2-Segal sets, for which composition
with identity morphisms always exists and is unique. It is a result of Dy-
ckerhoff and Kapranov that the category of unital 2-Segal sets is equivalent
to the category of multi-valued categories [4].
Now let us consider the S•-construction in this context. When applied
to an exact category, the output of the S•-construction is a simplicial space
obtained by taking the geometric realization of the groupoid of diagrams of a
certain shape in every degree. It is a result of both Dyckerhoff-Kapranov and
Ga´lvez–Carrillo-Kock-Tonks that this simplicial space is 2-Segal. Roughly
speaking, a 3-simplex arises from a cartesian square in the exact category,
and one of the two 2-Segal maps in degree 3 extracts the cospan
of this square. As the cartesian square is determined up to isomorphism by
its cospan, the corresponding 2-Segal map is a weak equivalence.
To get a 2-Segal set, a naive guess would be to take the set of all diagrams
of the required shape, rather than the classifying space of the groupoid of
such diagrams of a particular shape. Although this construction produces a
simplicial set, it is not 2-Segal. The obstruction boils down to the fact that
the cartesian square that completes a cospan in an exact category is only
determined up to isomorphism. Since this square is not defined uniquely,
the 2-Segal map fails to be an isomorphism.
In this paper, we identify the optimal amount of structure so that a
discrete version of the S•-construction can be defined and is a 2-Segal set.
Although exact categories do not fit into this discrete context, they inspire
the structure and the properties we are looking for. For instance, the input
object should have a collection of distinguished squares with the property
that every cospan can be completed to a distinguished square in a unique
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way. These ideas lead to the notion of stable pointed double category, which
we now briefly explain.
A double category is a category internal to categories. More informally,
it consists of the following data, subject to some axioms: a set of objects;
two different morphism sets which we suggestively call “horizontal” and
“vertical” morphisms; and “squares”, which have “horizontal” source and
target morphisms and “vertical” source and target morphisms. We depict a
square by
.
To define a simplicial object via an S•-construction, we need the input to
be pointed. In the framework of exact categories, we assume a zero object,
but in the double category setup we only ask for an object ∗ which is initial
for the horizontal category and terminal for the vertical category. For such
a pointed double category D we let Sn(D) be the set of diagrams of the form
∗ a01 a02 a03 · · · a0n
∗ a12 a13 · · · a1n
∗
∗ a(n−1)n
∗.
. . . ...
As n varies, we obtain a simplicial set whose face maps are given by deleting
a row and a column, and composing appropriately.
If the pointed double category D is stable, meaning that any square is
uniquely determined by the span composed by its horizontal and vertical
sources, and, simultaneously, by the cospan composed by its horizontal and
vertical targets, then S•(D) is a 2-Segal set.
Observe that S0(D) = {∗}; we call a 2-Segal set with this property re-
duced. To obtain 2-Segal sets which are not reduced, we replace the singleton
set {∗} by a subset of objects called the augmentation. When taking the
S•-construction, we require the elements along the diagonal to be in the
augmentation set.
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The definitions of double categories and the conditions on them which
we require can be found in Section 3, and the S•-construction is described
explicitly in Section 4. The following is the statement of our main result,
Theorem 6.1.
Main Theorem. The generalized S•-construction defines an equivalence of
categories between the category of augmented stable double categories and
the category of unital 2-Segal sets.
The inverse functor can also be described explicitly via a path construc-
tion or de´calage functor, as we explain in Section 5. In this paper, we
illustrate the equivalence of the above theorem by three examples of 2-Segal
sets which do not arise naturally from the ordinary S•-construction. The
first one encodes the structure of Segal’s partial monoids [16]; the second
one is borrowed from work of the fifth-named author and Valentino [14],
and encodes 2-dimensional cobordisms with genus constraints. The third
one is a 2-Segal set associated to a graph, and is a more basic version of a
2-Segal space encoding the combinatorics of graphs, related to the Schmitt
coalgebra [10], [15]. We describe these 2-Segal sets in Section 2. In Sec-
tion 7, we return to these examples and give an explicit description of the
associated augmented stable double category that results from applying the
path construction functor to each.
As mentioned earlier, the S•-construction of an exact category does not
fit into the framework described in this paper, because it fails to be stable
in the discrete setting. In a future paper, we will establish an equivalence
of homotopy theories between unital 2-Segal spaces and double Segal spaces
which are augmented and stable in a sense which appropriately generalizes
the usage in the current paper. The latter give an appropriate model for a
homotopical version of augmented stable double categories.
Such structures are likely to arise not only from exact categories, but
also from stable (∞, 1)-categories, for which an S•-construction has been
already defined in [1], [2], and [7]. We expect our result to recover these
known constructions.
Acknowledgements. We would like to thank the organizers of the Women
in Topology II Workshop and the Banff International Research Station for
providing a wonderful opportunity for collaborative research. Conversations
with T. Dyckerhoff, I. Ga´lvez–Carrillo, and A. Tonks were helpful. The fifth-
named author would like to thank A. Valentino for conversations which led
to the example of cobordisms with genus constraints. We also thank the
referee for a detailed report which led to many improvements to this paper.
1. Some background on 2-Segal sets
Before introducing 2-Segal sets, we recall the more familiar definition of
1-Segal sets.
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Definition 1.1. A simplicial set X is a 1-Segal set if, for all n ≥ 2, the map
Xn → X1 ×X0 · · · ×X0 X1︸ ︷︷ ︸
n
,
induced by the maps [1] ∼= {i ≤ i + 1} ↪→ [n] in the category ∆, for all
0 ≤ i < n, is a bijection.
Remark 1.2. When unspecified, pullbacks of X1 over X0 follow the conven-
tion
X1 ×X0 X1 := lim
[
X1
d0−→ X0 d1←− X1
]
.
The maps in Definition 1.1 can be defined for any simplicial object, not
just for simplicial sets, and of particular interest has been the case of simpli-
cial spaces, in which these maps are required to be weak equivalences rather
than isomorphisms, and the pullbacks are taken to be homotopy pullbacks.
Rezk calls such simplicial spaces Segal spaces in [13], taking the name from
similar maps used by Segal in his work on Γ-spaces in [17]. Dyckerhoff and
Kapranov use the term 1-Segal spaces to distinguish them from more general
n-Segal spaces, and we follow their usage here. While we restrict ourselves
to the case of simplicial sets in this paper, and defer homotopical variants
to later work, the following proposition points to the importance of 1-Segal
spaces in defining homotopical categories.
Proposition 1.3. A simplicial set is 1-Segal if and only if it is isomorphic
to the nerve of a category.
Remark 1.4. Given a 1-Segal setX, the corresponding category can be recov-
ered using the fundamental category functor τ1. This functor is left adjoint
to the nerve functor, and moreover, it is a left inverse (i.e., the counit is an
isomorphism); see [8, §II.4] for more details. For a general simplicial set X,
the set of objects of τ1X is X0, and the morphisms are given by equivalence
classes of strings of elements in X1, where the equivalence relation is gen-
erated by elements of X2. If X is a 1-Segal set, every equivalence class is
uniquely represented by an element in X1. Thus, in this particular case, the
sets of objects and morphisms of τ1X are given by X0 and X1, respectively,
and the source, target, and identity maps are provided by d1, d0, and s0.
Finally, composition is given by the composite
X1 ×X0 X1
(d2,d0)−1−−−−−−→∼= X2
d1−→ X1.
Here, we use the fact that X is 1-Segal, and hence that the map (d2, d0) is
an isomorphism, to obtain a single composition map X1 ×X0 X1 → X1. We
frequently define composition maps via such diagrams in this paper.
We consider the following 2-dimensional generalization of 1-Segal sets as
given by [4].
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Definition 1.5. A 2-Segal set is a simplicial set such that, for every n ≥ 3
and every triangulation T of a regular (n+ 1)-gon, the induced map
Xn → X2 ×X1 · · · ×X1 X2︸ ︷︷ ︸
n−1
,
which we call the T -Segal map, is an isomorphism of sets.
Let us explain further how these triangulations of polygons induce such
maps. To do so, we make use of the following notation. If S is a subset
of {0, 1, . . . , n}, and X is a simplicial set, then we denote by XS the set of
|S|-simplices of X. This notation is useful to specify face maps; for example
we can denote d0 : X2 → X1 by X{0,1,2} → X{1,2}.
For n ≥ 3, consider a regular (n + 1)-gon with a cyclic labelling of its
vertices by the set {0, 1, . . . , n}. A triangulation of such an (n + 1)-gon
determines n− 1 subsets of {0, . . . , n} with exactly three elements (the tri-
angles), and the iterated pullback in the T -Segal map is induced by taking
triangles which agree along a 1-dimensional face (a two-element subset).
For example, when n = 3, the two triangulations
0 1
23
T1
and
0 1
23
T2
of the square determine the two diagrams
X3
X{0,1,3} X{1,2,3}
X{1,3}
d2 d0
d0 d1
and
X3
X{0,1,2} X{0,2,3}
X{0,2},
d3 d1
d1 d2
which in turn give two maps
fT1 : X3 −→ X{0,1,3} ×
X{1,3}
X{1,2,3} and fT2 : X3 −→ X{0,1,2} ×
X{0,2}
X{0,2,3}.
The following result follows from the definition of 2-Segal set.
Proposition 1.6. Let X be a simplicial set and Y a 2-Segal set.
(1) A simplicial map g : X → Y is uniquely determined by gi for i =
0, 1, 2.
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(2) Given gi : Xi → Yi for i = 0, 1, 2, 3 compatible with the simplicial
structure, there exists an extension to a simplicial map g : X → Y .
(3) If X is also a 2-Segal set, then g is an isomorphism of simplicial
sets if and only if gi is an isomorphism for i = 0, 1, 2.
Proof. Given n ≥ 3, consider a triangulation T of the (n + 1)-gon. Then
commutativity of the diagram
Xn
gn //
fT

Yn
∼= fT

X2 ×X1 · · · ×X1 X2 g2×···×g2 // Y2 ×Y1 · · · ×Y1 Y2,
where the vertical arrows are the T -Segal maps, shows that gn is completely
determined by g1 and g2, proving (1). The same diagram proves (3): if the
two T -Segal maps are isomorphisms and g1 and g2 are isomorphisms, then
the bottom map is also an isomorphism, and hence so is gn.
To prove (2), we first prove that for n ≥ 3 and any two triangulations T
and T ′ of the (n+ 1)-gon, the diagram
X2 ×X1 · · · ×X1 X2
g2×···×g2 // Y2 ×Y1 · · · ×Y1 Y2
∼=
f−1T
''
Xn
fT ′ ''
fT
77
Yn
X2 ×X1 · · · ×X1 X2 g2×···×g2 // Y2 ×Y1 · · · ×Y1 Y2
∼=
f−1T ′
77
commutes. When n = 3 there are only two triangulations, and the statement
is true since we are given g3, which is equal to both composites as shown
in the diagram above. For n ≥ 4, if two triangulations differ only by one
edge, so that we can obtain one from the other by changing the diagonal of
a sub-quadrilateral in the (n+ 1)-gon, the result follows from the fact that
the 2-Segal maps fT and fT ′ factor as
X2 ×X1 · · · ×X1 X2
Xn
fT ′
++
fT
33
// X2 ×X1 · · · ×X1 X3 ×X1 · · · ×X1 X2
id×···×fT ×···×id
OO
id×···×fT ′×···×id

X2 ×X1 · · · ×X1 X2,
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where T and T ′ are the two triangulations of the sub-quadrilateral specified
above. Since any two triangulations can be related by a sequence of such
one-edge flips, the result follows for arbitrary triangulations of the (n+ 1)-
gon.
We can thus define gn as the composite f
−1
T ◦ (g2 × · · · × g2) ◦ fT for
any triangulation T . It remains to show that these maps are compatible
with the simplicial structure. We prove the compatibility with dn : Xn →
Xn−1; the other faces and the degeneracies are proved similarly. Let T be a
triangulation of the (n+ 1)-gon that contains the triangle {0, n− 1, n}, and
let T ′ be the corresponding triangulation of the n-gon, obtained by removing
that precise triangle. Then we have the commutative diagram
Xn
fT //
dn

n−1︷ ︸︸ ︷
X2 ×X1 · · · ×X1 X2
g2×···×g2 //

n−1︷ ︸︸ ︷
Y2 ×Y1 · · · ×Y1 Y2

∼=
f−1T // Yn
dn

Xn−1
fT ′
// X2 ×X1 · · · ×X1 X2︸ ︷︷ ︸
n−2
g2×···×g2
// Y2 ×Y1 · · · ×Y1 Y2︸ ︷︷ ︸
n−2
∼=
f−1T ′
// Yn−1,
where the two vertical maps in the middle are projections onto all but one
of the factors, corresponding to the triangle that was removed. 
We thus obtain the following consequence; for more details on coskeletal
simplicial sets, see, for example [11, §IV.3.2].
Corollary 1.7. If Y is a 2-Segal set then it is 3-coskeletal.
Proof. Let ∆≤3 denote the truncation of ∆ containing only the objects [i]
for i ≤ 3, and let sSet≤3 denote the category of functors ∆op≤3 → Set . Note
that (1) and (2) in Proposition 1.6 imply that for X any simplicial set and
Y a 2-Segal set, the map
HomsSet(X,Y ) −→ HomsSet≤3(tr3X, tr3 Y )
is an isomorphism. Thus any 2-Segal set Y is 3-coskeletal. 
Remark 1.8. For an interval [x0, xn], we can consider a “triangulation” T
given by vertices {x0 < x1 < · · · < xn},
x0 x1 x2 · · · xn−1 xn.
The combinatorics of the subdivision induce the usual 1-Segal maps
Xn → X1 ×X0 · · · ×X0 X1.
Thus, we can see how 2-Segal sets give a “higher-dimensional” generalization
of 1-Segal sets.
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One can also check that any 1-Segal set is also 2-Segal; a proof can be
found in [4].
We now consider some additional properties on 2-Segal sets.
Definition 1.9. A 2-Segal set X is reduced if X0 consists of a single point.
The following definition is taken from [4].
Definition 1.10. A 2-Segal set is unital if for all n ≥ 2 and 0 ≤ i ≤ n− 1,
the diagram
Xn−1 X0
Xn X1
αi
si s0
βi
is a pullback, where s0 and si are degeneracy maps and the maps αi, βi are
induced by the following maps:
αi : [0]→ [n− 1]
0 7→ i,
βi : [1]→ [n]
0 7→ i
1 7→ i+ 1.
The conditions for unitality of a 2-Segal set can be reduced by the fol-
lowing lemma. The proof is analogous to that of a similar reduction in
[9].
Lemma 1.11. A 2-Segal set X is unital if and only if
X1 X0
X2 X1
d0
s1 s0
d0
and
X1 X0
X2 X1
d1
s0 s0
d2
are pullback diagrams.
Notation 1.12. Let U2Seg and U2Seg∗ denote the full subcategories of
sSet consisting of unital 2-Segal sets and reduced unital 2-Segal sets, re-
spectively.
A useful way to check that a simplicial set is 2-Segal is the Path Space
Criterion, which can be found in [4] and in a similar form in [9].
Recall the endofunctors of ∆ which are used to define the path space
construction,
i : ∆→∆
[n] 7→[0] ∗ [n] and
f : ∆→∆
[n] 7→[n] ∗ [0],
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where ∗ denotes the join operation, which for linear posets is simply given by
concatenation. Here, the functor names are meant to suggest adjoining an
initial and final object, respectively. Note that there are natural transforma-
tions i⇒ id∆ and f ⇒ id∆ induced by the maps δ0 : [n]→ [0] ∗ [n] = [n+ 1]
and δn+1 : [n]→ [n] ∗ [0] = [n+ 1], respectively.
Definition 1.13 ([4]). Given a simplicial set X, its path spaces are the
simplicial sets PC(X) = X ◦ iop and PB(X) = X ◦ fop.
The natural transformations above induce maps of simplicial sets
d0 : P
C(X)→ X and dtop : PB(X)→ X
that are natural in X. These simplicial sets are also often called de´calages,
for example in [9].
The following Path Space Criterion relates 1-Segal sets and 2-Segal sets.
Theorem 1.14 ([4], [9]). A simplicial set X is 2-Segal if and only if its path
spaces PCX and PBX are 1-Segal sets.
2. Three examples
In this section, we give explicit descriptions of three examples of 2-Segal
sets. The first is that of partial monoids; we follow the treatment of Segal
in [16].
Example 2.1. A partial monoid is a set M together with a subset M2 ⊆
M × M which is the domain of an associative multiplication. In other
words, there is a map · : M2 →M such that
(1) for all m,m′,m′′ ∈ M , we have that (m · m′) · m′′ is defined if an
only if m · (m′ ·m′′) is defined, and if they are both defined, then we
have associativity
(m ·m′) ·m′′ = m · (m′ ·m′′),
(2) there is a unit 1 ∈ M such that for every m ∈ M , we have that
(1,m) ∈M2 and (m, 1) ∈M2, and 1 ·m = m · 1 = m.
In [16], Segal defined the nerve of a partial monoid as the following sim-
plicial set. Let M0 = {1}, and for k ≥ 1, let Mk ⊆ M×k be the subset
of composable k-tuples, which are elements (m1, . . . ,mk) ∈ M×k such that
(m1 · · ·mi,mi+1) ∈ M2 for every 1 ≤ i < k. The face maps are given by
composition, and the degeneracy maps are defined using insertion of the
unit 1. More precisely, for 0 ≤ i ≤ k,
di : (m1, . . . ,mk) 7−→

(m2, . . . ,mk), i = 0,
(m1, . . . ,mi ·mi+1, . . . ,mk), 0 < i < k,
(m1, . . . ,mk−1), i = k;
si : (m1, . . . ,mk) 7−→ (m1, . . . ,mi, 1,mi+1, . . . ,mk).
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We claim that M• is a 2-Segal set. Indeed, let T be any triangulation of a
polygon with n vertices. We need to check that the induced T -Segal map
fT : Mn →M2 ×M1 · · · ×M1 M2︸ ︷︷ ︸
n−1
is a bijection. The maps used in the fiber product on the right-hand side
are face maps.
Let us first illustrate this bijection for an example. Consider the following
triangulation of a pentagon:
0
1
2
3
4.
An element in M4 is a composable 4-tuple (m1,m2,m3,m4), i.e., we have
that (m1,m2), (m1m2,m3), and (m1m2m3,m4) ∈ M2. The T -Segal map
lands in the fiber product
M2
d1×d2
M1
M2
d0×d1
M1
M2,
and it sends (m1,m2,m3,m4) to
((m1,m2), (m1 ·m2,m3 ·m4), (m3,m4)).
An arbitrary element in the fiber product above is a triple
(m1,m2), (n1, n2), (m3,m4)
of elements in M2 such that n1 = m1 ·m2 and n2 = m3 ·m4. We can think
of such an element as a decoration of the triangulation:
0
m1
1
m2
2
m3
3
m4
4.
(m1 ·m2) · (m3 ·m4)
m1 ·m2
m3 ·m4
Since (n1, n2) = (m1 ·m2,m3 ·m4) ∈M2, we have that (m1 ·m2) ·(m3 ·m4) is
well-defined and by associativity, (m1 ·m2 ·m3,m4) ∈M2. In particular, all
other necessary products are well-defined and therefore (m1,m2,m3,m4) ∈
M4.
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The essential ingredient of this argument is to relate an element in the
fiber product appearing in the T -Segal map with a decoration of the trian-
gulation. In particular, such an element determines the labels m1, . . . ,mn
decorating the outer edges of the n-gon except for the last one (the 0n edge).
The diagonals in the interior are decorated by iterated products of some of
these elements. Finally, the 0n edge is decorated by an iterated product of
all of the elements; it is a classical result going back to Catalan [3] that tri-
angulations of an (n+1)-gon are in one-to-one correspondence with the ways
of bracketing a product of n elements. Associativity of the multiplication
then implies that (m1, . . . ,mn) ∈Mn.
Moreover, the 2-Segal set M• is unital. The map βi : Mn → M1 of Def-
inition 1.10 sends (m1, . . . ,mn) ∈ Mn to mi+1. Thus, an element of the
pullback of the diagram
M0
s0

Mn
βi
// M1
is an element of Mn of the form (m1, . . . ,mi, 1,mi+2, . . . ,mn). The map
from Mn−1 to the pullback induced by the universal property, which sends
(m1, . . . ,mn−1) to (m1, . . . ,mi, 1,mi+1, . . . ,mn−1), is then an isomorphism.
The second example is that of cobordisms with a genus constraint, which
is taken from and treated in more detail in work of the fifth-named author
and Valentino in [14].
Example 2.2. Fix a non-negative integer g, and consider 2-dimensional cobor-
disms with the constraint that its genus is less than or equal to g. Following
the definition of (the nerve of) the usual 2-dimensional cobordism category,
we consider the following simplicial set 2Cob≤g.
• Let the elements in (2Cob≤g)0 be 1-dimensional closed manifolds,
which can be depicted by
· · ·
and are just disjoint unions of circles.
• Let the elements of (2Cob≤g)k be diffeomorphism classes of 2-dimen-
sional cobordisms Σ between 1-dimensional closed manifolds ∂inΣ
and ∂outΣ with genus less than or equal to g, together with a de-
composition thereof into k cobordisms Σ1, . . . ,Σk. Here, a diffeo-
morphism of such decomposed cobordisms must restrict to the indi-
vidual composed cobordisms Σi for 1 ≤ i ≤ k. We write (Σ1, . . . ,Σk)
for an element in (2Cob≤g)k, since the individual cobordisms fully
determine the k-simplex.
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For example, if g = 0, the left picture is allowed as a 3-simplex of 2Cob≤0,
whereas the second one is not:
Σ1 Σ2 Σ3
Σ1 Σ2 Σ3.
Observe that 2Cob≤g is not the nerve of a category, because not all pairs
with compatible outgoing and incoming boundary components compose, as
illustrated by the picture above. However, it is a unital 2-Segal set which is a
simplicial subset of the nerve of the usual 2-dimensional cobordism category
2Cob.
Our next example is inspired by the example of the 2-Segal space of graphs
described by Ga´lvez–Carrillo, Kock, and Tonks in [10], from which one can
obtain the Hopf algebra of graphs. Our example instead looks at a 2-Segal
set corresponding to a single graph.
Example 2.3. Let G be a graph consisting of a set v(G) of vertices of G and
a set of edges between vertices. We associate to G a simplicial set X as
follows.
(1) The set X0 has a single element which we denote by ∅.
(2) The set X1 is the set of all subgraphs of G.
(3) Any Xn has elements (H;S1, . . . , Sn) where H is a subgraph of G
and the sets S1, . . . , Sn form a partition of the set v(H) of vertices
into n disjoint (but possibly empty) sets.
(4) The face maps di : Xn → Xn−1 are defined in the following way.
(a) If i = 0, then
d0(H;S1, . . . , Sn) = (H
(0);S2, . . . , Sn)
where H(0) denotes the full subgraph of H on the vertices v(H)\
S1.
(b) If i = n, then
dn(H;S1, . . . , Sn) = (H
(n);S1, . . . , Sn−1)
where H(n) denotes the full subgraph of H on the vertices v(H)\
Sn.
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(c) If 0 < i < n, then
di(H;S1, . . . , Sn) = (H;S1, . . . Si−1, Si ∪ Si+1, Si+2, . . . , Sn).
(5) The degeneracy maps si : Xn → Xn+1 are given by
si(H;S1, . . . , Sn) = (H;S1, . . . Si,∅, Si+1, . . . , Sn).
Observe that condition (2) is actually encompassed by condition (3), if
we regard a graph as being partitioned into a single set. We use this unin-
teresting partition in the depictions of particular examples that follow.
One can check that this simplicial set is 2-Segal but not 1-Segal. Let us
investigate a specific example. Consider the graph
G :
a b c.
Then we can depict the set of 1-simplices as:
X1 : ∅
a b c a b a b a c
b c b c a b c
a b c a b c
a b c.
We do not list all the 2-simplices, but illustrate with some examples of
face maps. We illustrate partitions by colored circles; we use blue for the
first element of the partition, orange for the second, and, for 3-simplices,
green for the third. In most examples the partitions are ordered from left
to right. First, we show the effect of all the face maps on a representative
element of X2:
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a b c
b c
a b c
a.
d0
d1
d2
Likewise, we depict the degeneracies of a particular 1-simplex as follows:
a b
∅
a b a b
∅.
s0 s1
More interestingly, we have the following face maps of a 3-simplex of X:
a b c
b c
a b c a b c
a b.
d0
d1
d2
d3
We can start to see from these face maps how one might reconstruct a
3-simplex from its faces.
Indeed, the fact that the associated simplicial set X is 2-Segal can be
illustrated by the diagrams
a b c
b c
a b c
b c
d0
d2
d1
d0
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and
a b c
a b c
a b
a b.
d1
d3
d2
d1
However, X is not 1-Segal, as can be illustrated by the diagrams
a b
a b
d2 d0 and
a b
a b.
d2 d0
In fact, this example shows that, unlike for the other two examples given
in this section, the 1-Segal map
X2 → X1 ×X0 X1
is not injective.
One can check, however, that these 2-Segal sets arising from graphs are
always unital.
3. Augmented stable double categories
Our aim is to give a description of unital 2-Segal sets in terms of cate-
gorical structures to which we can apply some version of Waldhausen S•-
construction. Here, we work with structures that have two different kinds of
morphisms on the same set of objects, which are better described in terms
of double categories. Double categories were first defined by Ehresmann [5],
and good introductory accounts can be found in [6] and [12]. We begin by
recalling the definition.
Definition 3.1. A (small) double category is an internal category in the
category of small categories.
Remark 3.2. Roughly speaking, being an internal category in the category
of small categories means that a double category consists of a “category of
objects” and a “category of morphisms”. However, this definition obscures
the symmetry between the two kinds of morphisms. Hence, it is useful to
unpack this definition further to see that a double category D consists of sets
of objects ObD, horizontal morphisms HorD, vertical morphisms V erD,
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and squares SqD, which are connected by various source, target, identity
and composition maps.
In particular, (ObD, HorD) and (ObD, V erD) form categories which we
denote by Hor0D and Ver0D, respectively. The subscript 0 indicates that
each of these categories can be considered as a category of objects in a
category internal to categories, as we explain below. We denote horizontal
and vertical morphisms by
and ,
respectively. Squares are depicted by diagrams of the following form:
k
f
j
g
α
.
There are horizontal and vertical source and target maps
sh, th : SqD → V erD and sv, tv : SqD → HorD
given by, for example, sh(α) = j. Note that the horizontal source and
target of a square are vertical morphisms, and similarly the vertical source
and target of a square are horizontal morphisms. In a double category we
have horizontal composition of squares
◦h : SqD ×V erD SqD → SqD
and vertical composition of squares
◦v : SqD ×HorD SqD → SqD.
These compositions are compatible with the compositions in Hor0D and
Ver0D via source and target maps. The compatibility allows depicting hor-
izontal and vertical composition as
and
18
.There are also horizontal and vertical identity squares, respectively, which
can be depicted by the following diagrams:
j
idh
j
idh
idhj and
.
idv
f
idv
f
idvf
This data is further subject to the following axioms:
• associativity of the compositions ◦h and ◦v;
• unitality of ◦h and ◦v: the identity squares idh and idv act as the
identity for horizontal and vertical composition of squares, respec-
tively; and
• interchange law: given squares as in the following diagram, the order
of composition does not matter, i.e., we can first compose either
horizontally or vertically:
.
From a double category D we can extract two categories Hor1D and
Ver1D corresponding to horizontal and vertical composition of squares, re-
spectively. For example, the category Hor1D has V erD as the set of objects
and SqD as the set of morphisms, with source, target, identity, and compo-
sition given by sh, th, id
h, and ◦h, respectively. In fact, the categories Ver0D
and Ver1D are the “categories of objects” and “categories of morphisms”,
respectively, of the category internal to categories D. Similarly, the pair
(Hor0D,Hor1D) also forms a category internal to categories, which is the
transpose of D.
19
The following diagram, adapted from [12], gives a useful depiction of some
the sets and categories that are associated to a double category and which
have been described above.
ObD //

HorD
th
oo
shoo

Hor0D

V erD //
tv
OO
sv
OO
SqD
th
oo
shoo
tv
OO
sv
OO
Hor1D
OO OO
Ver0D // Ver1Doo oo
Example 3.3. If E is an exact category, the full subcategories of admissible
monomorphisms and admissible epimorphisms assemble to the data of a
double category, where the collection of distinguished squares is given by all
commutative squares which are simultaneously pullbacks and pushouts.
We can also consider appropriate functors between double categories.
Definition 3.4. A double functor between double categories is an internal
functor.
In other words, a double functor consists of an assignment of objects,
horizontal and vertical morphisms, and squares, all of which are compatible
with all source, target, composition, and unit maps.
To define a meaningful version of the Waldhausen S•-construction, we
need to impose further conditions on double categories. Recall that an
exact category has a zero object, namely an object which is both initial and
terminal. Since categories with zero objects are often referred to as pointed,
we use this terminology for our generalization to double categories.
Definition 3.5. A double category D is pointed if it is equipped with a
fixed distinguished object ∗ which is both initial in Hor0D and terminal in
Ver0D. A double functor F : D → D′ between pointed double categories is
pointed if it sends the distinguished object of D to the distinguished object
of D′.
In order to obtain all 2-Segal sets, and not just those with a single 0-
simplex, we will have need of a more general notion than pointedness.
Definition 3.6. An augmentation of a double category D consists of a set
of objects A satisfying the condition that for every object d of D there are
unique morphisms a d in HorD and d a′ in V erD such that a and a′
are in A.
An augmented double category is a double category equipped with a choice
of augmentation. A double functor between augmented double categories is
augmented if objects in the augmentation of the source are sent to objects
in the augmentation of the target.
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Remark 3.7. Note that if the augmentation set is a singleton, so A = {∗},
the definition reduces to being pointed by the single object ∗.
The following result is a reformulation of the notion of augmentation in
categorical terms.
Proposition 3.8. A subset A of ObD is an augmentation for the double
category D if and only if there exist maps
f : ObD −→ HorD g : ObD −→ V erD
δh : ObD −→ A δv : ObD −→ A,
such that th ◦ f = id and sv ◦ g = id, and the two diagrams
ObD δh //
f

A _

ObD δv //
g

A _

and
HorD sh // ObD V erD tv // ObD
commute and are pullback diagrams.
Equivalently, A is an augmentation for D if and only if the maps
th ◦ pr1 : HorD ×ObD A→ ObD and sh ◦ pr2 : V erD ×ObD A→ ObD
are bijections.
Remark 3.9. In particular, the maps f and δh of Proposition 3.8 make the
nerve of the category Hor0D into an augmented simplicial set with an extra
degeneracy, more precisely, with a backward contracting homotopy,
A ObD HorD HorD ×ObD HorD ,
δh
f
f×id
· · ·
where f × id : HorD ∼= ObD ×ObD HorD → HorD ×ObD HorD, and
similarly for the other extra degeneracy maps.
Similarly, g and δv make the nerve of the category Ver0D into an aug-
mented simplicial set with a forward contracting homotopy given by g,
A ObD V erD V erD ×ObD V erD .δv
g
id×g
· · ·
In the definition of the S•-construction for exact categories, certain squares
are required to be both pullbacks and pushouts. In other words, such a
square is determined, up to isomorphism, by its span; it is similarly de-
termined by its cospan. In a double category, this condition does not make
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sense, since in general the horizontal and vertical morphisms in a double cat-
egory need not be morphisms in a common category, so the span or cospan
of a square may not be given by a diagram in a category. Furthermore, pull-
backs and pushouts are only determined up to isomorphism, but we need
uniqueness on the nose in the discrete setting.
Definition 3.10. A double category is stable if every square is uniquely de-
termined by its span of source morphisms and, independently, by its cospan
of target morphisms. More precisely, we require the maps
(sh, sv) : SqD → V erD ×ObD HorD
(th, tv) : SqD → V erD ×ObD HorD
depicted by
and
to be bijections.
Remark 3.11. The double category associated to an exact category is not
stable, except for trivial examples. Indeed, a cartesian square is determined
by the corresponding span only up to isomorphism.
An important consequence of stability, which we now show, is that the
set of squares and their horizontal and vertical compositions are essentially
determined by the rest of the data.
Let H and V be categories with the same set of objects Ob , and Sq a set
together with maps
sh, th : Sq → morV and sv, tv : Sq → morH,
which we call horizontal and vertical source and target maps, respectively.
As suggested by the name, the set Sq is a proposed set of squares for a
double category. Assume that these maps are compatible with the source
and target maps in H and V, as in the definition of a double category (see
Remark 3.2). For example, sHsv = sVsh. In other words, we are given some
of the data and axioms for a double category as detailed in Remark 3.2,
missing precisely horizontal and vertical compositions of squares and exis-
tence of horizontal and vertical identity squares. Furthermore, assume that
the stability condition holds, i.e., the two maps
(3.12) morH×Ob morV Sq
(tv ,th)oo (sh,sv)// morV ×Ob morH
are bijections.
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Then there are two horizontal “compositions” of squares defined using
composition in H and two vertical “compositions”1 of squares defined using
composition in V, as follows.
We define the first horizontal composition of squares using the bijection
in (3.12) given by (sh, sv) and the second using the bijection in (3.12) given
by (tv, th):
(3.13)
◦1h : Sq ×morV Sq (morV ×Ob morH)×Ob morH
morV ×Ob morH Sq ,
◦2h : Sq ×morV Sq morH×Ob (morH×Ob morV)
morH×Ob morV Sq .
(sh,sv)×sv
id×◦H
(sh,sv)
−1
∼=
tv×(tv ,th)
◦H×id
(tv ,th)
−1
∼=
Pictorially, the two maps can be understood as follows:
∼=
∼=
Similarly, we can define two vertical “compositions” ◦1v and ◦2v of squares
using composition in V.
Proposition 3.14. Let H, V, Sq , sv, tv, sh, th be as above. Assume further
that
◦1h = ◦2h and ◦1v = ◦2v.
Then this data assembles into a stable double category, i.e., associativity and
unitality of both compositions and the interchange law hold.
Proof. Note that, by construction, ◦1h is compatible with composition of
vertical sources and with horizontal source, while ◦2h is compatible with
composition of vertical targets and with horizontal target. Thus, if ◦1h = ◦2h,
this assignment is compatible with all source and target maps, and we can
thus think of it as a composition ◦h that can be iterated. Since composition
in H is associative, stability implies associativity of composition, as both
ways of associating correspond to squares with the same source span. A
1A priori, these maps are not fully compatible with source and target, and hence do
not deserve to be called composition.
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similar argument shows that ◦v = ◦1v = ◦2v is an associative composition
compatible with source and target maps.
Stability also implies the interchange law since we are comparing squares
with the same source span. It remains to check the existence of horizontal
and vertical identity squares. Given a vertical morphism m, by stability,
there exist two squares as follows:
m
f
k
id
α and
.
m l
g
id
β
Composing them, we obtain
f
k
id
l
g
id
which is a square whose span of sources is the pair (k, f), so by stability
this square must be α, and therefore its vertical target g = g ◦ id is the
identity id and its horizontal target m must be l. Similarly, its cospan of
targets is (g, l = m), so by stability this square must be β, and its vertical
source f = id ◦f must be the identity and its horizontal source k must be
m. Finally, stability again shows that α = β acts as an identity for ◦h.
A similar argument shows the existence of vertical identities. 
Remark 3.15. Moreover, if C is a double category and D is a stable dou-
ble category, when defining a double functor F : C → D, the assignment on
squares is uniquely determined by the assignment on vertical and horizon-
tal morphisms. However, it is not true that to define a double functor, it is
enough to define functors on the horizontal and vertical categories that coin-
cide on objects; the assignment on squares still requires some compatibility
between the vertical and horizontal pieces.
For double categories which are stable and augmented the necessary data
can be reduced even further.
Lemma 3.16. Let D be an augmented stable double category. Then there
is a bijection between the set of horizontal arrows and the set of vertical
arrows, i.e.,
HorD ∼= V erD.
Proof. Given a horizontal morphism x y, there is a unique vertical mor-
phism x  a with a in the augmentation. Then, by stability, there is a
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unique square
z.
x
a
y
The horizontal target of this square is a vertical morphism y  z, which is
uniquely determined by the original horizontal morphism x y. Note that
the vertical target of the square is a horizontal morphism a  z which is
completely determined by z since a is in the augmentation. Conversely, if
we start with a vertical morphism y  z, we can use a dual argument to
recover the horizontal morphism x y. 
Recall Theorem 1.14, which tells us that if C is a category, then PC(NC)
and PB(NC) are 1-Segal sets. The following proposition identifies the cate-
gories associated to the 1-Segal sets PC(NHor0D) and PB(NVer0D).
Proposition 3.17. Let D be an augmented stable double category. Then
there are isomorphisms of categories
τ1P
C(NHor0D) ∼= Hor1D and τ1PB(NVer0D) ∼= Ver1D
such that the following diagrams with the adjoint isomorphisms commute:
PC(NHor0D) NHor1D PB(NVer0D) NVer1D
NHor0D NVer0D.
∼=
d0 sv
∼=
dtop th
Moreover, these isomorphisms are natural in D.
Proof. We prove the statement for the diagram on the left, the other one
being similar. One can check that the set of objects of τ1P
C(NHor0D) is
precisely the set HorD. Since the set of objects of Hor1D is the set V erD,
we have constructed in Lemma 3.16 a bijection between the object sets of
these two categories. By inspection, this bijection commutes with the source
and target maps to ObD.
Observe that the set of morphisms of τ1P
C(NHor0D) is
(NHor0D)2 = HorD ×ObD HorD,
the set of pairs of composable horizontal morphisms. We use the same
bijection from Lemma 3.16, together with stability, to obtain a bijection to
the sets of morphisms of Hor1(D), which is the set SqD:
HorD ×ObD HorD ∼= V erD ×ObD HorD
∼=←− SqD.
Note that in the first fibered product, the maps to ObD are (th, sh) and in
the second one, the maps are (sv, sh), as required. Pictorially, the bijection
from Lemma 3.16 yields the left-hand vertical arrow in the following picture,
and stability yields the displayed square:
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.These bijections are compatible with source, target, and composition and
thus we obtain an isomorphism of categories. Commutativity of the desired
diagram can be read off from the pictorial representation. By inspection,
the constructions of the isomorphisms are natural in D. 
Notation 3.18. We denote by DCat∗ the category of pointed double cate-
gories and pointed double functors. We similarly denote by DCataug the cat-
egory of augmented double categories and augmented double functors. We
denote by DCatst∗ and DCatstaug the full subcategories of DCat∗ and DCataug,
respectively, consisting of stable objects.
The aim of this paper is to prove that the categories DCatst∗ and DCatstaug
are equivalent to U2Seg∗ and U2Seg, respectively.
We conclude this section with an example which is part of a family of
augmented stable double categories which will be essential in our definition
of the generalized S•-construction.
Example 3.19. Consider a double category, denoted by W2, with objects ij
for 0 ≤ i ≤ j ≤ 2, and generated by the following non-identity horizontal
and vertical morphisms and squares:
00 01
11 12
02
22.
Since the only non-identity square is uniquely determined by its pair of
sources or by its pair of targets, W2 is a stable double category.
Furthermore, the set A = {00, 11, 22} defines an augmentation of W2.
For example, consider the object 02. There is a unique horizontal morphism
with target 02 and source in A, namely the composite of the horizontal
morphisms from 00 to 01 and from 01 to 02,
00 02.
Similarly, the vertical morphism from 02 to 22 is the unique vertical mor-
phism with source 02 and target in A.
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4. The generalized Waldhausen construction
We are now ready to define our generalized S•-construction, which is a
functor
S• : DCataug → sSet ,
inspired by Waldhausen’s S•-construction [18].
We begin by describing a cosimplicial object W• in augmented stable
double categories generalizing Example 3.19. The S•-construction will be
defined by mapping this cosimplicial object into a given augmented stable
double category.
Definition 4.1. Given any integer n ≥ 0, define a double category Wn as
follows. Its objects are pairs
{(i, j) | 0 ≤ i ≤ j ≤ n} ;
for simplicity of notation, we simply write ij for the pair (i, j). A horizontal
morphism is a triple (i, j, k) with i ≤ j ≤ k, viewed as a map ij  ik.
Similarly, a vertical morphism is also a triple (i, j, k) with i ≤ k ≤ j, viewed
as a map ij  kj. The squares are exactly those of the form
kl
ij
kj
il
with i ≤ k ≤ j ≤ l.
The double category Wn is augmented by the set A = {ii | 0 ≤ i ≤ n}.
Example 4.2. The double categories Wn can be pictured for 0 ≤ n ≤ 4 as
follows:
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W0 : 00
W1 :
00 01
11
W2 :
00 01
11 12
02
22
W3 :
00 01
11 12
02
22
03
13
23
33
W4 :
00 01
11 12
02
22
03
13
23
33
04
14
24
34
44.
In each case, the pictured arrows and squares generate the double category
Wn, and the augmentation consists of all elements on the diagonal.
Remark 4.3. We can alternatively construct Wn as a certain sub-double
category of a double category of functors as follows. First, recall the double
category of commutative squares in an arbitrary category C. The vertical
and horizontal categories are both given by C, and the set of squares is
exactly the set of commutative squares in C. Composition of squares and
units come from composition of morphisms in C and from identities in C,
respectively.
For each n ≥ 0, consider the double category arising in this way from the
category Fun([1], [n]). Since the categories Fun([1], [n]) form a cosimplicial
category as n varies, their respective double categories also assemble to form
a cosimplicial double category.
For each n ≥ 0, letWn be the sub-double category of the double category
of commutative squares in Fun([1], [n]) consisting of:
• all the objects of Fun([1], [n]);
• natural transformations which are the identity on the object 1 of [1]
as vertical morphisms;
• natural transformations which are the identity on the object 0 of [1]
as horizontal morphisms; and
• all commutative squares between these morphisms.
One can check that these properties do indeed define a double category.
Moreover, since the cosimplicial structure comes from the post-composition
of morphisms [1] → [n] with arbitrary morphisms in ∆, it preserves the
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vertical and horizontal subcategories described above, thus makingW• into a
cosimplicial double category. Each double categoryWn has an augmentation
given by the constant functors [1]→ [n]; note that the cosimplicial structure
maps preserve the augmentation.
Lemma 4.4. The collection W• is a cosimplicial object in augmented stable
double categories.
Proof. We have shown that each Wn is an augmented double category; it
remains to show that it is stable. If we have a span
ij
kj
il
and want to produce a square
xy,
ij
kj
il
it is necessary that y = l for the right-hand side map to be a vertical
morphism, and that x = k for the lower map to be a horizontal morphism.
Now there exists a unique square of the necessary form, namely
kl,
ij
kj
il
since by properties of the original span we know that i ≤ k ≤ j ≤ l. The
argument for the cospan case is analogous. 
There are two other cosimplicial objects in double categories which will
use later on; by construction one governs the horizontal and the other the
vertical category of a double category. We will explain the horizontal case,
the vertical one is similar.
Definition 4.5. For every n ≥ 0, let Hn be the (stable) double category
whose object set is {0, 1, . . . , n}, whose horizontal category is [n], whose
vertical category is discrete, i.e., has no non-identity morphisms, and whose
squares are only the identity squares. Similarly, let Vn be the (stable) double
category given by switching the horizontal and vertical directions in Hn.
In what follows, we use the following property of Hn and Vn, whose proof
is left to the reader.
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Lemma 4.6. Ranging over all objects [n] of ∆, we obtain a cosimplicial
stable double category H•. Given a double category D, any double functor
Hn → D is determined uniquely by a functor [n]→ Hor0D, and this identi-
fication is compatible with the cosimplicial structure. We obtain bijections
HomDCat(Hn,D) ∼= HomCat([n],Hor0D)
which are natural in n, and thus assemble to an isomorphism of simplicial
sets
HomDCat(H•,D) ∼= NHor0D.
The analogous statements hold for V• and Ver0D.
Recall from Definition 1.13 that the path object functor PC is defined
using the join construction [n] 7→ [0] ∗ [n]. Although [0] ∗ [n] ∼= [n + 1],
it is preferable here to think of adjoining an extra object 0′ and using the
ordering
[0] ∗ [n] = {0′ ≤ 0 ≤ 1 ≤ . . . ≤ n}.
To clarify notation, we write W ([0] ∗ [n]) rather than Wn+1 for the corre-
sponding augmented stable double category.
Using this notation, we define a double functor
jn : Hn →W([0] ∗ [n])
by jn(k ≤ l) = (0′k 0′l). For example, for n = 2, we indicate by boldface
the image of j2 in the diagram
0′0′ 0′0
00 01
0′1
11
0′2
02
12
22.
Observe that the double functors jn are natural in n, and since 0
′ remains
unchanged under the cosimplicial structure maps ofW([0]∗[n]), the functors
jn indeed assemble to give a cosimplicial double functor j•.
We are now ready to use W• to define the generalized S•-construction.
Definition 4.7. The Waldhausen S•-construction is the functor
S• : DCataug → sSet
which takes an augmented double category D to the simplicial set S•(D)
given by
Sn(D) := HomDCataug(Wn,D).
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The first half of our main theorem is given by the following result.
Theorem 4.8. The Waldhausen S•-construction restricts to functors
S• : DCatstaug → U2Seg
and
S• : DCatst∗ → U2Seg∗.
We prove this theorem via two propositions. We first need to show that,
for any augmented stable double category D, the simplicial set S•(D) is 2-
Segal. We do so by using the Path Space Criterion (Theorem 1.14), and the
fact that a 1-Segal set is just the nerve of a category (Proposition 1.3).
Proposition 4.9. Let D be an augmented stable double category. Then
there are isomorphisms of simplicial sets
PCS•(D)→ NHor0D and PBS•(D)→ NVer0D.
In particular, PCS•(D) and PBS•(D) are 1-Segal sets, and hence S•(D) is
a 2-Segal set.
Proof. We establish the first isomorphism; the second one is analogous.
If D is a augmented stable double category, then precomposition with the
cosimplicial double functor j• gives a map of simplicial sets
PCS•(D) = HomDCataug(W([0] ∗ •),D)→ HomDCat(H•,D).
By Lemma 4.6, it is enough to prove that this map is an isomorphism of
simplicial sets, which can be accomplished by proving that an augmented
double functor F : W([0]∗ [n])→ D is uniquely determined by its restriction
to the image of jn. To prove this statement for a fixed n, we use induction
on k to show that the row labeled by k ∈ [0]∗ [n] is determined by the image
of jn. For notational purposes, if k = 0, then k − 1 is taken to be 0′.
For the base case k = 0′, observe that if we start with the image of jn
only, then to obtain the rest of the 0′ row we need only adjoin a horizontal
map to be the image of the map 0′0′  0′0. Since D is an augmented
double category and we want F to be an augmented functor, the image of
0′0′  0′0 must be the unique horizontal morphism a  F (0′0) with a in
the augmentation set.
Now, let 0 ≤ k < n, and assume that F is uniquely defined up to the row
labeled by k − 1. To complete the row labeled by k, we first send the map
(k− 1)k  kk to the unique vertical morphism F ((k− 1)k) a′ in D with
a′ ∈ A given by the augmentation.
Given k+1 ≤ ` ≤ n, to define the images of the objects k`, the morphisms
(k − 1)`  k` and k(`− 1) k`, and the square with these morphisms as
targets, we proceed by induction on `. By stability in D, there is a unique
square
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x,
F ((k − 1)(`− 1))
F (k(`− 1))
F ((k − 1)`)
which we use to extend F .
Lastly, if k = n, the image of (n− 1)n nn is uniquely specified by the
augmentation.
We have constructed F on the generating horizontal and vertical mor-
phisms, and on the generating squares of W ([0] ∗ [n]), which is enough to
define a double functor. Thus, we have established the desired isomorphism.
The final statement of the proposition follows from the fact that nerves of
categories are 1-Segal sets; the fact that S•(D) is 2-Segal then follows from
the Path Space Criterion. 
Now that we have proved that the image of any augmented stable double
category under the S•-construction is a 2-Segal set, it remains to prove that
it is also unital.
Proposition 4.10. Let D be an augmented stable double category. Then
S•(D) is unital.
Proof. By Proposition 4.9 and Lemma 1.11, to prove that S•(D) is unital it
is enough to check that
S1(D) S0(D)
S2(D) S1(D)
d0
s1 s0
d0
and
S1(D) S0(D)
S2(D) S1(D)
d1
s0 s0
d2
are pullbacks. We prove that the square on the right is a pullback; the
argument for the one on the left is similar.
An arbitrary element of the pullback is given by a pair (a, F ), where
a ∈ A = S0(D) and F is an element of S2(D), namely, an augmented double
functor W2 → D, which is of the form
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a a
a F (12)
F (02)
F (22).
idha
idva
By stability of D, the only square with horizontal source idva is a vertical
identity morphism, so F (02) = F (12) and F is of the form
a a
a F (12)
F (12)
F (22),
idha
idva id
v
F (12)
and therefore F is uniquely determined by d0F ∈ S1(D). 
Now we combine the previous results to show that S• indeed defines the
desired functor.
Proof of Theorem 4.8. Proposition 4.9 implies by Theorem 1.14 that S•(D)
is a 2-Segal set for any augmented stable double category D. Proposi-
tion 4.10 shows that S•(D) is also unital. Functoriality is immediate by
the definition of S•.
Finally, if D is a stable pointed double category, i.e., the augmentation
set A consists of exactly one point, then S•D is a reduced unital 2-Segal set,
since in this case S0D is a single point. 
5. The path construction
In this section we construct a functor in the other direction,
P : U2Seg → DCatstaug.
We first describe a construction on a unital 2-Segal set, then prove that
its output is an augmented stable double category using Proposition 3.14.
Finally, we establish that this assignment is functorial.
Construction 5.1. Let X be a unital 2-Segal set. By Theorem 1.14, the
path spaces PCX and PBX are 1-Segal, and hence, by Remark 1.4, we have
categories H = τ1PCX and V = τ1PBX, both with X1 and X2 as the sets of
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objects and morphisms, respectively. The source, target, and identity maps
for H are given by d2, d1, and s1, respectively, and for V, they are given by
d1, d0, and s0. Composition in H and V can be defined by
X2 ×X1 X2
(d3,d1)−1−−−−−−→∼= X3
d2−→ X2 and X2 ×X1 X2
(d2,d0)−1−−−−−−→∼= X3
d1−→ X2,
respectively.
Let Sq = X3. We define the horizontal source and the horizontal target
of a square by using the face maps d3 and d2, respectively, as shown in the
diagram
morV Sqshoo th // morV
X2 X3
d3
oo
d2
// X2,
and the vertical source and vertical target of a square using the face maps
d1 and d0, respectively, as shown in the diagram
morH Sqsvoo tv // morH
X2 X3
d1
oo
d0
// X2.
More explicitly, for a 3-simplex x ∈ X3 whose 2-dimensional faces are
m,m′, e, and e′ as given in the diagram
0 1
23
e′
m′
0 1,
23
e
m
the corresponding square in Sq is given by
d2d1(x) d1d1(x)
d1d3(x) d1d2(x)
d0d3(x) d0d2(x)
d2d0(x) d1d0(x).
x
m = d1(x)
e = d3(x) e
′ = d2(x)
m′ = d0(x)
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Note that this particular description of x also establishes that the horizontal
source and target are compatible with the source and target in H, and
analogously for V.
Proposition 5.2. Let X be a unital 2-Segal set. Then the data from Con-
struction 5.1 above defines a stable double category PX. Furthermore, the
inclusion s0X0 ⊆ X1 defines an augmentation for PX.
Proof. To apply Proposition 3.14 we need to show that:
(1) condition (3.12) holds, and
(2) the two horizontal “compositions” of squares from (3.13) agree with
each other, and similarly, the two analogous vertical “compositions”
of squares coincide.
Condition (3.12) follows from 2-Segality of X: every 3-simplex of X is
completely determined by the pair (d2x, d0x) or by the pair (d3x, d1x), which
in turn are the cospan of targets, or the span of sources,
morV ×Ob morH Sq
(sh,sv)//(th,tv)oo morV ×Ob morH
X2 ×X1 X2 X3
(d3,d1)
∼=
//∼=
(d2,d0)oo X2 ×X1 X2.
Thus, once we show that PX is indeed a double category, we know that it
is stable.
For horizontal composition, consider the following diagram. Starting at
X3 ×X2 X3 at the left of the diagram and following along the top to X3 is
the first horizontal composition ◦1h as defined in (3.13); following along the
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bottom to X3 is the second horizontal composition ◦2h.
(5.3) X4 X3
X2 ×X1 X2
X2 ×X1 X3
(X2 ×X1 X2)×X1 X2
X3 ×X2 X3
X2 ×X1 (X2 ×X1 X2)
X3 ×X1 X2
X2 ×X1 X2
d3
(d3d4, d1)
(d4, d2)
(d0, d2d3)
(d3, d1)× d1
d0 × (d0, d2)
∼=
id×(d3, d1) id×d2
∼=(d3, d1)
(d3, d1)× id
∼=
d2 × id
(d0, d2)∼=
The 2-Segality of X implies that the map (d4, d2) : X4 → X3 ×X2 X3 is a
bijection. Indeed, we have the commutative diagram
X4
(d4,d2) //
(d0d4,d2d4,d1d2) ∼=

X3 ×X2 X3
∼= (d0,d2)×(d3,d1)

X2 ×X1 X2 ×X1 X2
∼= // (X2 ×X1 X2)×X2 (X2 ×X1 X2)
where the two vertical maps are bijections because X is 2-Segal, and the
bottom map is an isomorphism by a general limit argument. The left vertical
map is the T -Segal map corresponding to the following triangulation of the
pentagon:
0
1
2
3
4.
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We have shown that the diagram in (5.3) commutes and thus, that
◦h = ◦1h = ◦2h : X3 ×X2 X3
(d4,d2)−1−−−−−−→∼= X4
d3−→ X3.
A similar argument shows that the two vertical compositions coincide and
are given by
◦v = ◦1v = ◦2v : X3 ×X2 X3
(d2,d0)−1−−−−−−→∼= X4
d1−→ X3.
Lastly, to prove that PX is augmented by s0X0, note that unitality of X
implies that the inner squares are pullbacks in the diagrams
Ob //

A _

X1
d1 //
s0

X0
s0

s0
∼=
==
X2
d2
// X1
morH sh // Ob
Ob //

A _

X1
d0 //
s1

X0
s0

s0
∼=
==
X2
d0
// X1
morV
tv
// Ob
from which it follows that the outer diagrams are pullbacks as well. The
simplicial identities d1s0 = id and d1s1 = id show that the vertical maps
interact appropriately with the target in morH and the source in morV.
The conclusion thus follows from Proposition 3.8. 
We conclude by proving that the path construction we have defined in
this section is functorial.
Proposition 5.4. The construction P defines a functor
P : U2Seg → DCatstaug,
which restricts to
P : U2Seg∗ → DCatst∗ .
Proof. Let f : X → X ′ be a map between unital 2-Segal sets. For ease
of notation, we denote by Hor0, Ver0, and Sq the horizontal category of
objects, the vertical category of objects, and the set of squares of PX, and
by Hor′0, Ver′0, and Sq ′ the corresponding ones for PX ′.
Since PC and PB are functors, we obtain maps of simplicial sets PCX →
PCX ′ and PBX → PBX ′, which in turn uniquely determine functors
Hor0 fh−→ Hor′0 and Ver0 fv−→ Ver′0
on the horizontal and vertical categories of objects, respectively. Moreover,
both fh and fv agree with f1 on the set of objects Ob (PX) = X1. Note
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that the assignment is compatible with the augmentation, since f1s0 = s
′
0f0.
The component f3 : X3 → X ′3 determines a function Sq → Sq ′ between the
sets of squares.
It remains to check compatibility of the assignment with vertical and
horizontal source and target, identities, and composition. All the arguments
are similar, depending only on the compatibility of f3 with the simplicial
maps; to illustrate, we establish compatibility with composition using the
commutativity of the following diagram:
Sq ×V er Sq
Pf |Sq ×Pf |Sq

◦h // Sq
Pf |Sq

X3 ×X2 X3
f3×f3

X4
f4

∼=
(d4,d2)oo d3 // X3
f3

X ′3 ×X′2 X ′3 X ′4
∼=
(d′4,d
′
2)
oo
d′3
// X ′3
Sq ′ ×V er ′ Sq ′ ◦′h
// Sq ′.
Note that the restriction to reduced unital 2-Segal sets has image in
pointed stable double categories and pointed double functors. 
6. The equivalence
In this section we prove our main theorem, which states that the functors
S•, defined in Definition 4.7, and P, defined in Construction 5.1, are inverse
to one another.
Theorem 6.1. The functors S• and P define an equivalence of categories
S• : DCatstaug '←→ U2Seg : P
which restricts to an equivalence of categories
S• : DCatst∗ '←→ U2Seg∗ : P.
We need to show that there are natural isomorphisms
idU2Seg
∼=−→ S•P and PS•
∼=−→ idDCatstaug .
The first isomorphism is proven in Proposition 6.2 and the second in Propo-
sition 6.3.
Proposition 6.2. Let X be a unital 2-Segal set. There is a natural isomor-
phism of simplicial sets
ηX : X
∼=−−→ S•(PX).
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Proof. By Proposition 1.6, since X and S•(PX) are 2-Segal sets, it is enough
to define ηX at the level of 0-, 1-, 2-, and 3-simplices, and prove that it is
an isomorphism at levels 0, 1, and 2.
Recall that S0(PX) is the augmentation of PX, which by construction is
the subset s0X0 of X1. Thus, we can define ηX at the level of 0-simplices as
s0 : X0 → S0(PX) = s0X0.
It is an isomorphism since s0 is injective.
We define ηX on 1-simplices as
x ∈ X1
s0d1x x
s0d0x.
s0x
s1x
One can check that this output is an allowed 1-simplex in S•(PX), and that
the sources and targets are as stated. Moreover, it is not hard to see that
this map is injective. The fact that PX is an augmented double category,
which follows from the unitality of X, implies surjectivity.
We define ηX on 2-simplices as
x ∈ X2
s0d1d2x d2x
s0d1d0x d0x
d1x
s0d0d0x.
s0d2x
s1d2x
s0d0x
x
s1d0x
x
s1x
Again, it is routine to check that this diagram defines an allowed 2-simplex
in S•(PX). Injectivity is immediate, and surjectivity follows from the fact
that PX is stable and augmented.
Finally, we define ηX on 3-simplices as
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x ∈ X3
s0d1d2d3x d2d3x
s0d1d0d3x d2d0x
d2d1x
s0d1d0d0x
d1d1x
d1d0x
d0d0x
s0d0d0d0x.
s0d2d3x
s0d0d3x
d3x d1x
d0x
s0d0d0x
s1d2d3x
s1d2d0x
d3x d2x
d0x
s1d0d0x
s1d3x x
s1d0x
A standard argument using the simplicial identities shows that these maps
are compatible with the simplicial maps, thus showing that we have con-
structed an isomorphism of simplicial sets. 
Next, we want to show that the composite PS• : DCatstaug → DCatstaug is
naturally isomorphic to the identity functor.
Proposition 6.3. Let D be an augmented stable double category. There is
a natural isomorphism of double categories
εD : PS•(D)
∼=−−→ D.
Proof. Recall from Remark 1.4 that the fundamental category functor τ1
is the left adjoint of the nerve functor, with the counit being an isomor-
phism. Given an augmented stable double category D, the maps constructed
in Proposition 4.9 have adjoints τ1P
CS•(D) → Hor0D and τ1PBS•(D) →
Ver0D which are isomorphisms of categories and are natural in D. By Re-
mark 3.15, if there is a double functor εD, it is already determined by these
two isomorphisms. However, it is not immediate that they assemble to a
double functor. Rather than checking their compatibility, we will construct
a map on the squares of PS•(D) which is compatible with these functors.
Recall that the set of squares of PS•(D) is given by S3(D), which in turn
is defined to be
HomDCataug(W3,D).
To such a double functor F : W3 → D, let εD assign the square in D which
is the image of the square
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13
02
12
03
under F , a construction which is again natural in D. Since both PS•(D) and
D are stable, to check that we have defined a double functor, it is enough
to check that this assignment is compatible with vertical and horizontal
sources and targets. As explained in Construction 5.1, the horizontal source
and target vertical morphisms are given by d3 and d2, respectively. Recall
that these maps restrict F to the subdiagrams
00 01
11 12
02
22
and 00 01
11 13
03
33
and the identification with Ver0 restricts these two diagrams to the maps
02  12 and 03  13, respectively. But these maps are exactly the hori-
zontal source and target vertical morphisms of the square indicated above
in D. Similarly, the described map is also compatible with vertical source
and target.
Next, we have to check that the double functor εD : PS•(D) → D is
augmented. Recall that the augmentation of PS•(D) is given by the image
of the degeneracy map s0 : S0(D) → S1(D). An augmented double functor
F : W1 → D is in the image of s0 if and only if it is of the form
F (00) F (01)
F (11).
In particular, since F is augmented, the object F (01) of D to which this
object of PS•(D) is sent is an object in the augmentation set of D. Thus
the double functor PS•(D)→ D is augmented.
We already know that εD induces isomorphisms on Hor0 and Ver0, so it
remains to show that it induces a bijection on the set of squares. Given any
square
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wx
z
y
in D, we have to construct an augmented double functor G : W3 → D which
maps
13
02
12
03
to it. Define G(11  12) and G(12  22) to be the unique elements
a11  z and z  a22 in HorD and V erD, respectively, with a11, a22 in the
augmentation set A. By stability of G, the following span and cospan can
be completed uniquely into squares, as indicated in the diagrams
z
x01
a11
x and
x23.
z
a22
w
We set these squares to be the images, respectively, of the squares
12
01
11
02 and
23
12
22
13
under G. Finally, we use the augmentation again to produce unique maps
a00  x01 and x23  a33 which are declared to be the images of 00  01
and 23  33 under G, respectively. Thus we have defined the desired
double functor G : W3 → D. Note that there were no choices involved in the
construction of G, so G is indeed the unique preimage of the given square
under the map of squares of the double functor εD : PS•D → D. 
7. Three examples, revisited
In this section, we return to the examples of 2-Segal sets described in
Section 2 and construct their corresponding augmented stable double cate-
gories.
Example 7.1. Recall the 2-Segal setM• which is the nerve of a partial monoid
from Example 2.1. Let us consider the image of this 2-Segal set under the
path construction.
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The objects of the associated double category PM are the elements of
the monoid a ∈ M . The set of horizontal morphisms, which is equal to
the set of vertical morphisms, is the set of composable pairs M2. However,
their interpretation is different: for (a, b) ∈M2, the corresponding horizontal
arrow has source a and target a·b, i.e., it can be interpreted as multiplication
on the right by b,
a a · b.·b
The vertical arrow corresponding to (a, b) ∈M2 has target b and source a ·b,
so it can be thought of as multiplication on the left by a, but with the arrow
pointing in the other direction.
a · b
b.
a·
The set of squares is M3 and reflects associativity of the multiplication: for
(a, b, c) ∈M3, its associated square is
a · b (a · b) · c = a · (b · c)
b b · c.
a·
·c
a·
·c
The double category PM is pointed by the unit 1 ∈ M , since for every
a ∈ M , the elements (1, a) ∈ M2 and (a, 1) ∈ M2, which can be visualized
as
1 1 · a = a·a and
a = a · 1
1,
a·
exhibit 1 as initial with respect to the horizontal category and terminal
with respect to the vertical category. Finally, stability is again given by
associativity, since both
a · b (a · b) · c
b
a·
·c
and
a · (b · c)
b b · c
a·
·c
can be completed uniquely to a square as above.
Example 7.2. Let us now revisit the 2-Segal set 2Cob≤g from Example 2.2.
The objects of the associated double category are elements in (2Cob≤g)1,
which are diffeomorphism classes of 2-dimensional cobordisms Σ with genus
at most g. Horizontal and vertical morphisms are elements in (2Cob≤g)2,
which are given by diffeomorphism classes of cobordisms Σ with genus at
most g, together with a choice of decomposition Σ ∼= Σ1 qN Σ2, where
43
N = ∂outΣ1 = ∂inΣ2. We view Σ as a horizontal morphism and as a vertical
morphism via
Σ1 Σ1 qN Σ2 ∼= Σ(−)qNΣ2 and
Σ ∼= Σ1 qN Σ2
Σ2,
Σ1qN (−)
respectively.
The augmentation is given by cylinders on 1-dimensional closed manifolds
viewed as trivial cobordisms, since the set of such cylinders is the image of
(2Cob≤g)0 under the degeneracy map s0.
Given an object in the double category Σ ∈ (2Cob≤g)1, there is a unique
object in the augmentation, namely the cylinder on its incoming boundary,
together with a unique horizontal morphism to Σ:
∂inΣ× [0, 1] (∂inΣ× [0, 1])q∂inΣ Σ ∼= Σ.
(−)q∂inΣΣ
For example, for the pair of pants, we have the horizontal morphism
∼=
.
q(−)
Similarly, there is a unique object in the augmentation, namely the cylinder
on its outgoing boundary, together with a unique vertical morphism from
Σ:
Σ ∼= Σq∂outΣ (∂outΣ× [0, 1])
∂outΣ× [0, 1].
Σq∂outΣ(−)
In the example of the pair of pants, the vertical morphism is (drawn hori-
zontally)
∼= .
q (−)
Example 7.3. Finally, we apply our construction to the 2-Segal set X asso-
ciated to a graph G as described in Example 2.3.
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An element in X2, such as
a b
represents a horizontal morphism
a
a b
a b.
The same element gives the vertical morphism
a b
b.
a b
To give an idea of the different way squares can be formed from such
morphisms, we give a few examples. A 3-simplex such as
a b c
gives rise to a square
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a b a b c
a b c
b
a b
b c.
a b c
b c
However, squares can look fairly different even if we permute the sets in
the partition. For example, the 3-simplex
a b c
3 1 2
corresponds instead to the square
b c a b c
c a c
b c a b c
a b c
a c
Lastly, we give an example of a degenerate 3-simplex
a b c
∅
which gives rise to a square which represents an identity in the horizontal
category.
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a b c a b c
b c b c.
a b c a b c
a b c
∅
b c
∅
References
[1] C. Barwick. On the algebraic K-theory of higher categories. J. Topol., 9(1):245–347,
2016.
[2] A. J. Blumberg, D. Gepner, and G. Tabuada. A universal characterization of higher
algebraic K-theory. Geom. Topol., 17(2):733–838, 2013.
[3] E. Catalan. Note sur une e´quation aux diffe´rences finies. Journal de mathe´matiques
pures et applique´es, 3:508–516, 1838.
[4] T. Dyckerhoff and M. Kapranov. Higher Segal spaces I. ArXiv e-prints, Dec. 2012.
arXiv:1212.3563.
[5] C. Ehresmann. Cate´gories structure´es. Ann. Sci. E´cole Norm. Sup. (3), 80:349–426,
1963.
[6] T. M. Fiore, S. Paoli, and D. Pronk. Model structures on the category of small double
categories. Algebr. Geom. Topol., 8(4):1855–1959, 2008.
[7] T. M. Fiore and M. Pieper. Waldhausen Additivity: Classical and Quasicategorical.
ArXiv e-prints, July 2012.
[8] P. Gabriel and M. Zisman. Calculus of fractions and homotopy theory. Ergebnisse der
Mathematik und ihrer Grenzgebiete, Band 35. Springer-Verlag New York, Inc., New
York, 1967.
[9] I. Ga´lvez-Carrillo, J. Kock, and A. Tonks. Decomposition spaces, incidence algebras
and Mo¨bius inversion I: basic theory. ArXiv e-prints, Dec. 2015. arXiv:1512.07573.
[10] I. Ga´lvez-Carrillo, J. Kock, and A. Tonks. Decomposition spaces in combinatorics.
ArXiv e-prints, Dec. 2016. arXiv:1612.09225.
[11] P. G. Goerss and J. F. Jardine. Simplicial Homotopy Theory, volume 174 of Progress
in Mathematics. Birkha¨user Verlag, Basel, 1999.
[12] M. Grandis and R. Pare. Limits in double categories. Cahiers Topologie Ge´om.
Diffe´rentielle Cate´g., 40(3):162–220, 1999.
[13] C. Rezk. A model for the homotopy theory of homotopy theory. Trans. Amer. Math.
Soc., 353(3):973–1007 (electronic), 2001.
[14] C. Scheimbauer and A. Valentino. Cobordism categories with constraints. In prepa-
ration.
[15] W. R. Schmitt. Hopf algebras of combinatorial structures. Canad. J. Math.,
45(2):412–428, 1993.
[16] G. Segal. Configuration-spaces and iterated loop-spaces. Invent. Math., 21:213–221,
1973.
[17] G. Segal. Categories and cohomology theories. Topology, 13:293–312, 1974.
47
[18] F. Waldhausen. Algebraic K-theory of spaces. In Algebraic and geometric topology
(New Brunswick, N.J., 1983), volume 1126 of Lecture Notes in Math., pages 318–419.
Springer, Berlin, 1985.
Department of Mathematics, University of Virginia, Charlottesville, VA
22904, USA
E-mail address: bergnerj@member.ams.org
Department of Mathematics, Reed College, Portland, OR 97202, USA
E-mail address: aosorno@reed.edu
Mathematical Institute, University of Bonn, 53115 Bonn, Germany
E-mail address: ozornova@math.uni-bonn.de
UPHESS BMI FSV, E´cole Polytechnique Fe´de´rale de Lausanne, CH-1015
Lausanne, Switzerland
E-mail address: martina.rovelli@epfl.ch
Max Planck Institute for Mathematics, 53111 Bonn, Germany
E-mail address: scheimbauer@mpim-bonn.mpg.de
48
