Abstract-We develop approaches for disjoint multipath routing and fast recovery in IP networks that guarantee recovery from arbitrary two link failures. We achieve this by developing the first known algorithm to construct three edge-independent spanning trees, which has a running time complexity of . The property of these trees is that the paths from a source to the destination on the trees are mutually link-disjoint. We illustrate how the three edge-independent trees rooted at a destination may be employed to achieve multipath routing and IP fast recovery. We discuss different ways of employing the trees. The routing of packets is based on the destination address and the input interface over which the packet was received. If the trees are employed exclusively for multipath routing, then no packet overhead is required. If the trees are employed for failure recovery, then the overhead bits will range from 0 to 2 bits depending on the flexibility sought in routing. We evaluate the performance of the trees in fast recovery by comparing the path lengths provided under single-and dual-link failures with an earlier approach based on tunneling. We also evaluate the performance of the trees when used for multipath routing and compare it to equal-cost multipaths (ECMP).
IP Fast Rerouting and Disjoint Multipath Routing
With Three Edge-Independent Spanning Trees Abishek Gopalan and Srinivasan Ramasubramanian, Senior Member, IEEE Abstract-We develop approaches for disjoint multipath routing and fast recovery in IP networks that guarantee recovery from arbitrary two link failures. We achieve this by developing the first known algorithm to construct three edge-independent spanning trees, which has a running time complexity of . The property of these trees is that the paths from a source to the destination on the trees are mutually link-disjoint. We illustrate how the three edge-independent trees rooted at a destination may be employed to achieve multipath routing and IP fast recovery. We discuss different ways of employing the trees. The routing of packets is based on the destination address and the input interface over which the packet was received. If the trees are employed exclusively for multipath routing, then no packet overhead is required. If the trees are employed for failure recovery, then the overhead bits will range from 0 to 2 bits depending on the flexibility sought in routing. We evaluate the performance of the trees in fast recovery by comparing the path lengths provided under single-and dual-link failures with an earlier approach based on tunneling. We also evaluate the performance of the trees when used for multipath routing and compare it to equal-cost multipaths (ECMP).
Index Terms-Independent spanning trees, IP fast reroute, multilink failure recovery, multipath routing.
I. INTRODUCTION
T HERE is a growing need for developing efficient endto-end protocols for the Future Internet [2] , specifically ones that can exploit multipath routing. One of the key technical challenges identified in [2] is the following: "The outstanding technical issue with transport-based multipath is how to distinguish flows to ensure their routes diversify as soon as they enter the internetwork."
Multipath routing (MPR) is an effective strategy to achieve robustness, load balancing, congestion reduction, and low power consumption. Disjoint multipath routing provides increased security and bandwidth compared to nondisjoint multipath routing as link-or node-disjoint paths are employed. Despite the advances in multipath routing research, the use of multipath routing in IP networks is mostly limited to equal-cost multipaths (ECMP). Recently, some sophisticated routers offer multipath routing [3] , however they are limited to two kinds: 1) source-based forwarding, which provides only single-path routing for a source; and 2) forwarding port selection on a per-packet basis, which leads to high variance in the end-to-end delay, and may lead to significant throughput reduction for TCP traffic. Thus, we need an efficient mechanism to route traffic over multiple paths, ideally disjoint, in order to avoid contention for bandwidth.
On the other hand, the Internet is prone to link failures on an everyday basis [4] , be it due to planned maintenance or unplanned outages. As the data rates increase, the amount of data lost due to temporary service disruption increases. To ensure fast recovery from failures, the rerouting schemes must have the following characteristics: 1) proactive recovery-whereby the backup forwarding ports are calculated a priori; 2) local recovery initiated by the node next to the failed link, rather than the source; and 3) local recovery from a link failure without the knowledge of other failures, in case of multiple link failures.
Traditional routing in Internet Protocol (IP) networks involves computing a forwarding link for each destination, referred to as the primary (preferred) forwarding link. When a packet is received at a node, it is forwarded along the primary forwarding link corresponding to the destination address in the packet. To recover from the failure of the primary forwarding link, a node must reroute the packet over a different link, referred to as the backup forwarding link. The backup forwarding link at different nodes in the network must be chosen in a consistent manner to avoid looping.
A. Prior Work
Although there have been several works in multipath routing, the only popular multipath routing employed in the Internet today is ECMP [RFC 2991, RFC 2992]. ECMP might not offer an advantage in terms of improving bandwidth required for multipath since the paths are not guaranteed to be disjoint. The use of two independent trees, in which paths from nodes to the root (destination) are guaranteed to be disjoint, has been suggested [5] for reliability, in reliable multicasting [6] , and for disjoint multipath routing to a single destination [7] or a multihomed network [8] , [9] .
Among the solutions that are employed for fast recovery are: 1) ECMP; 2) using MPLS tunnels or multihop repair paths for routing around failed links [10] , [11] ; 3) fast rerouting framework for IP networks [12] ; 4) multiple routing configurations [13] , [14] ; 5) failure insensitive routing (FIR) [15] , [16] ; and 6) tunneling using not-via addresses [17] , [18] . For a detailed description of the above approaches, their comparison, and additional references on similar approaches, the reader is referred to [19] . All the above works have one or both of the following two limitations: 1) the number of protection/alias addresses (or equivalently the number of auxiliary graphs) is not constant; and/or 2) they do not guarantee recovery except in the case of single-link failures. 1 In [20] , the authors develop a mechanism for identifying backup ports for any given primary tree to tolerate single-link and -node failures. While the link failure may be tolerated with small increase in path lengths, recovery from a node failure incurs significant overhead as the recovery is performed assuming a sequence of link failures.
In [19] , the authors develop a fast recovery method to recover from two link failures employing IP-in-IP tunneling. In their approach, every node is assigned one primary address and up to three protection addresses. Every node is also associated with up to three auxiliary graphs, corresponding to the three protection addresses. The auxiliary graphs for node are constructed such that: 1) every link attached to node is not present in at least one of the auxiliary graphs; and 2) each auxiliary graph is two-edge-connected. Within each auxiliary graph, they construct two colored trees rooted at node (addressed using its protection address). Upon the first failure, the packet is tunneled to the other end of the link using one of the two colored trees. If it encounters a second failure en route, they switch the tree and reach . Their approach requires up to seven routing table entries per node (1 default + 6 for protection). Also, it is not possible to split the traffic since recovery is on a link level.
In this paper, we show how to construct and employ three independent (colored) trees for handling arbitrary two link failures and/or for multipath routing. We now detail some prior work in the area of independent spanning trees. Itai and Rodeh [5] introduced the concept of independent trees in undirected graphs. In a later paper in 1989, Zehavi and Itai [21] proved existence of three vertex-independent trees in three vertex-connected graphs. In addition, they listed three conjectures in their paper. 1) Vertex conjecture: Any -vertex-connected graph has vertex-independent spanning trees rooted at an arbitrary vertex . 2) Edge conjecture: Any -edge-connected graph has edgeindependent spanning trees rooted at an arbitrary vertex . 3) Implication conjecture: Would the vertex conjecture imply edge conjecture, or vice versa? The developments on these conjectures over the last few decades are summarized as follows.
1) Vertex-independent trees a) For , Itai and Rodeh [5] proved the existence and developed an algorithm. b) For , Zehavi and Itai [21] and Cheriyan and Maheswari [22] proved the existence. In addition, Cheriyan and Maheswari [22] developed an algorithm to construct the trees. c) For , Curran et al. [23] proved existence and developed an algorithm to construct the trees. d) For the special case of planar graphs, Huck [24] proved existence for all . 2) Edge-independent trees a) For , Itai and Rodeh [5] proved the existence and developed an algorithm to construct the trees. 1 A good number of them do not provide guarantees even for single-link failure recovery. b) For all , Khuller and Schieber [25] proved the existence and developed an algorithm to construct edge-independent spanning trees in a -edge-connected graph, provided vertex-independent spanning trees exist for a -vertex-connected graph. In our work in [26] , we show that the approach developed in [25] fails to provide edge-independent trees.
B. Significance of Three Edge-Independent Trees
The implication conjecture thought to be closed in [25] and opened up again by our work in [26] remains an open problem at this time. Based on our experience in developing the counterexample, it is not apparent if a general approach to compute edge-independent spanning trees can be derived just from the corresponding vertex-independent spanning trees without the knowledge of how the vertex-independent spanning trees were constructed. In this paper, we provide an algorithm to construct three edge-independent spanning trees in three-edge-connected graphs. Given that a generic algorithm for deriving edge-independent trees from vertex-independent trees is not known as of this writing, the construction of three edge-independent trees in itself is a significant contribution due to the applications of three edge-independent spanning trees in networks, as explained below.
The computation of three edge-independent trees is key to deriving the fundamental results in network tomography. Network tomography refers to the area of networking where individual link characteristics are inferred by observing end-to-end path characteristics. For example, in [27] , we showed that three-edge connectivity is a necessary and sufficient condition for identifying additive link metrics using measurement cycles, where all cycles traverse a given measurement node. The polynomialtime algorithm to construct linearly independent cycles/paths between a given set of measurement nodes relies on the construction of three edge-independent trees rooted at the measurement node. Moreover, given that the linearly independent cycles/paths were constructed using trees, we may completely solve for all the link metrics in linear time without having to perform matrix inversion. In a follow-up paper [28] , we compute the maximum achievable link rank in an arbitrary topology and identify the set of links that result in rank deficiency. The proof of identifying links within certain network components, again, relies on the construction of three edge-independent trees. Note that there are several works in the literature that attempt to compute linearly independent cycles in a brute-force approach, without having a knowledge of what is the maximum achievable link rank for a given placement of monitor nodes. The above works provide the fundamental theoretical knowledge in network tomography, which is made possible only through the construction of three edge-independent trees.
The computation of three edge-independent spanning trees also plays a key role in multipath routing and fast rerouting mechanisms in IP networks, as described in the rest of this paper, and Ethernet networks [29] .
C. Contributions of This Paper
In this paper, we develop a routing scheme that is capable of exploiting disjoint multipath routing while also guaranteeing recovery from arbitrary two-link failures in the network with as little per-packet overhead as possible. To this end, we develop an algorithm to construct three edge-independent spanning trees. For every destination node in the network, we construct three edge-independent spanning trees, referred to as red, blue, and green trees, rooted at . The paths from any node to on the three trees are mutually link-disjoint. The three trees may be used simultaneously for disjoint multipath routing. In addition, the trees may be employed for recovering from arbitrary dual-link failures by rerouting packets from one tree to another. When employed for multipath routing only, packet forwarding decision is based on the destination address and the input interface over which the packet was received. Thus, no per-packet overhead is necessary. When the trees are employed for recovering from arbitrary two-link failures, at most two overhead bits are required, depending on the flexibility sought during routing.
Using our approach, the number of routing table entries per destination is up to four per node 2 compared to seven entries required by the approach in [19] . Note that the reduction from seven to four entries is quite significant. The emergence of software-defined networks has made it possible to perform layer-3 forwarding using low-cost switches, rather than with routers, as they eliminate the need for running routing protocols on the switch/router hardware. In such switches, the number of routing prefixes is still a premium and any reduction in the memory requirement in the ASIC is a significant benefit.
We develop an algorithm to compute three edge-independent spanning trees rooted at any given destination node in a three-edge-connected graph. We achieve this by transforming a given three-edge-connected graph into a three-vertex-connected cubic graph. Our expansion is different from previous approaches [25] , [30] in that we obtain a three-vertex-connected graph without expanding the edges to vertices. This makes it easy to maintain the partial order across the original edges (a common technique to build edge-independent trees). Furthermore, our expansion results in a cubic graph that greatly simplifies the computation of nonseparating induced paths compared to the algorithm in [22] .
D. Organization
The rest of the paper is organized as follows. Section II discusses the network model. We then describe the ways in which the three trees may be employed for multipath routing and failure recovery in Section III. We delay the details of the construction algorithm of the three edge-independent spanning trees in three-edge-connected graphs to Section IV to make for better reading. This also makes the sections on routing approaches and algorithm construction readable on their own. The proofs and lemmas along with a detailed illustration of the 2 The four entries include one entry for shortest path forwarding and three additional entries for forwarding along the three edge-independent trees. algorithm are in the Appendix. Section V describes the experimental setup and performance evaluation for failure resiliency and mutlipath forwarding. Section VI concludes the paper.
II. NETWORK MODEL
We consider an undirected graph , where and denote the set of vertices and edges, respectively. Let and denote the number of vertices and edges, respectively. A set of spanning trees rooted at vertex is said to be edge (vertex)-independent if the paths from any vertex to on the trees are mutually edge (vertex)-disjoint. Edge-disjoint paths imply that if the path from a vertex to on one tree contains the directed edge, (also referred to as an arc), then the path from to on any other tree cannot contain either or . Every link is assumed to be bidirectional, and when the link fails, it is assumed that both directions are affected. As three-edge connectivity is required to tolerate any two arbitrary link failures, we assume that the network will be three-edge-connected. We assume that the network employs link-state protocol, hence all nodes in the network are aware of the network topology. We use the following terms interchangeably: network and graph, node and vertex, link and edge.
III. ROUTING WITH THREE EDGE-INDEPENDENT TREES
Consider an example network as shown in Fig. 1(a) . Three edge-independent trees, namely red, blue, and green trees, rooted at node B are shown in Fig. 1 
(b)-(d).

A. Multipath Routing
The three edge-independent trees may be employed simultaneously to achieve disjoint multipath routing in networks as follows. The ingress routers may map the packets from a flow (such as a TCP flow) to any of the three paths. If a flow is destined to port number of a destination, then the flow may be routed on the red, blue, or green path if is 0, 1, or 2, respectively. The transport/application layers may take advantage of the characteristics of the routing offered by IP by establishing multiple subflows to the same destination over consecutive port numbers to improve end-to-end throughput. Observe that as the packets still follow the same path once mapped to a specific tree, packets transmitted over a specific tree will still arrive in order at the destination. A sublayer (either above transport layer or in application layer) may implement splitting of traffic across different flows established to different destination port numbers and merging them at the destination.
B. Fast Rerouting
The three edge-independent trees may be employed in several different ways in practice depending on the default routing option used in the network. We highlight three specific approaches in this paper and discuss the overhead involved. The approaches are classified based on how the network performs routing when there are no failures. In all these approaches, it is assumed that the forwarding decision at a node would be made using the destination address in the packet header, the input interface over which the packet was received, and any other overhead bits that may be required by a specific approach.
1) Red Tree First Approach:
This approach restricts the tree over which the packets are routed by default. We assume that all packets will be routed on the red tree by default. Every packet carries a one-bit overhead bit (SF) that indicates if the packet has seen a second failure or not. Note that the forwarding decision at every node is based on the destination address and the incoming interface (directed edge). For a given destination, an incoming interface is colored uniquely. Thus, the incoming interface indicates whether the packet is being forwarded on the red/blue/green tree. Thus, if a packet is received on an incoming edge that is present in the red tree, it is assumed that the packet has seen no failures. We ignore the SF bit and route the packet on the red tree.
One Link Failure: Consider a link -, where is on the red tree. If link -fails, node will reroute the packet on either the blue or the green tree. The tree on which the packet is rerouted is determined by the color of the edge . Thus, if is blue, the packet will be rerouted on the blue tree. If is green, the packet will be rerouted on the green tree. In both these scenarios, when the packet is rerouted from the red to blue/green tree, the SF bit is set to 0.
Two Link Failures: A node that receives a packet over the blue (green) incoming interface would forward the packet over the blue (green) tree. If the blue (green) forwarding link is not available and the SF bit in the packet is set to 0, this implies that the packet has seen one failure. Hence, the packet is rerouted to the green (blue) tree with the SF bit set to 1 (indicating that the packet has encountered the second failure). If the blue (green) forwarding link is not available and the SF bit in the packet is set to 1, the packet is dropped.
Consider the example shown in Fig. 2 . Assume that links 2-3 and 3-4 have failed. When a packet that has not seen a failure arrives at node 4, it is to be forwarded on link 4-3 on the red tree. Since the link has failed, the packet must be rerouted on the green tree (the reverse color). If we use the blue tree instead, the packet will have to be dropped at node 3 as both the blue and green forwarding edges have failed. Thus, by using reverse color, we ensure that the first failed link is avoided when the packet is rerouted after the second failure.
2) Any Tree First Approach: This approach allows the source to choose the default tree over which a packet is transmitted. This choice of the initial tree may be used by different sources in different ways. For example, it is possible that to reach a specific destination, the red tree may provide the the shortest path for node while the blue tree may provide the shortest path for node . Thus, and may transmit their packets on two different trees. Alternately, a node may choose to spread its traffic over the three trees by randomly choosing a tree for a packet. Such an approach improves security against eavesdropping on a link or at most two links. In this approach, every packet carries a two-bit overhead that encodes whether the packet has seen a failure or not; and if it has seen a failure, some information about the failed link. Upon the first failure, we still have to switch to the tree indicated by the reverse color. The four possible values of the overhead bits indicate the following: 00-packet has not seen a failure; 01/10/11-packet has seen failure of a link that does not have the color red/blue/green, respectively. The nonzero value of the two-bit overhead indicates the color of the tree to take when the second failure occurs. Thus, if a packet is received over a link whose color is not the same as that indicated in the two-bit field, then the packet has seen one failure thus far. If the packet is received over a link whose color matches the value in the two-bit field, it indicates that the packet has seen two failures. Thus, when another link failure is encountered, the packet is dropped.
If a reverse color does not exist on the first failed link encountered by the packet, we may assume any of the other two colors to be the reverse color.
3) Flexible Routing Approach: The default routing technique employed when a packet has not encountered any failures is left to the choice of the network. For instance, the network may choose shortest path routing. When failures occur, the routing is handled in a way similar to the Any Tree First approach. Thus, only two overhead bits are required.
IV. CONSTRUCTING THREE EDGE-INDEPENDENT SPANNING TREES
We consider an undirected graph denoted by , where and denote the set of vertices and edges, respectively. Every edge is assumed to be bidirectional. Given a graph that is three-edge-connected and a destination vertex , the outline of our approach to compute the three edgeindependent spanning trees rooted at a destination is as follows: 1) a) Given a graph, prune edges to consider a minimally three-edge-connected graph. b) Divide the resultant graph into two-vertex-connected components. Thus, every component is three-edgeand two-vertex-connected (3E-2V, for short). For a given destination, identify a root vertex in each component. This root vertex is the vertex through which every path from a vertex in the component to the destination must traverse. For the rest of the paper, we assume that is a two-vertex-and minimally three-edge-connected graph. 2) Construct three edge-independent spanning trees in each 3E-2V component rooted at . 3) Merge the trees constructed in each 3E-2V component to get the final three edge-independent spanning trees for destination vertex . In the following sections, we describe the rationale for employing the above procedure and the necessary algorithmic details for each step.
A. Graph Pruning and Decomposition
If the given graph is not minimally three-edge-connected, then we remove certain edges to make it minimally three-edgeconnected. 3 A minimally three-edge-connected graph may be one-vertex-connected, i.e., there exists a vertex (an articulation vertex) whose removal will disconnect the graph. In such scenarios, we may divide the graph into two-vertex-connected (2V) components. If the graph has more than one 2V component, then some articulation vertices will be present in multiple components. In addition, a component may have many articulation vertices in it. However, given any component, there exists a unique articulation vertex such that any path from a vertex in that component to the destination must traverse this articulation vertex. 4 We refer to such an articulation vertex as the virtual destination of that component. The problem of computing three edge-independent trees rooted at the destination may then be decomposed into computing three edge-independent trees in three-edge-and two-vertex-connected components, rooted at the virtual destinations, and merging these trees. It is also worth noting that the division of a three-edge-connected graph to 3E-2V components is fixed and does not depend on the destination vertex. The virtual destination in each component may be different for different destination vertices.
B. Overview of the Construction Procedure
Given a graph that is three-edge-and two-vertex-connected and a destination vertex , we construct three edge-independent trees rooted at . The outline of our construction is as follows.
• Step 1: Expand into a three-vertex-connected cubic graph (where every vertex has exactly degree three). Call this cubic graph ( ).
• Step 2: Construct a sequence of paths 5 in rooted at the destination vertex (as the destination vertex may be expanded in the previous step, we may pick any vertex from the expansion of the destination). 
C. Expansion To A Cubic Graph
This step is to transform the given graph into a three-vertexconnected graph. The expansion to a cubic graph, where every vertex in the graph has degree three, makes it easier to understand the construction procedure and facilitates the computation of the edge-independent trees, which will be evident in Section IV-E. Any graph where vertices have degree greater than three may be expanded to a cubic graph in a trivial manner. However, the expansion procedure must also guarantee that the cubic graph is three-vertex-connected in order to be able to construct the sequence of paths with special properties (as outlined above in Step 2). We achieve this by iteratively expanding every node in the original graph into a set of nodes that have degree three, while retaining the three-edge connectivity of the network. We finally show that a three-edge-connected cubic graph is also three-vertex-connected (see Lemma 1 in the Appendix). 3 Refer to the complexity analysis section in the Appendix for more details. 4 The removal of the specific articulation vertex disconnects the component from the destination. 5 The paths have special properties that are described in Section IV-D. Fig. 3 . Algorithm to expand a given three-edge-and two-vertex-connected graph into a three-edge-connected cubic graph.
Fig . 3 shows the procedure to expand a given 3E-2V graph into a three-vertex-connected cubic graph. The algorithm works by expanding a vertex with degree into subvertices, denoted by through . The subvertices are internally connected as a path using additional edges. The edges connected to vertex are spread across the vertices such that subvertices and have two edges connected to them, while all other subvertices have exactly one edge connected to them. The choice of edges to be connected to vertices and are based on the connectivity of the graph in the absence of vertex .
Consider an intermediate stage of the graph where some vertices may have already been expanded. Call this graph . Assume that is three-edge-connected and there exists a vertex with degree higher than three. We now expand vertex .
The algorithm works by removing the vertex and all the edges connected to it. The resultant graph is then divided into two-edge-connected (2E) components. Observe that the graph formed by the 2E-components is one-edge-connected. If the resultant graph has only one 2E component, then it must have at least three edges connecting the component to the vertex . These edges may be distributed to the subvertices in any manner as long as each subvertex has degree exactly three. If the resultant graph has more than one 2E-component, then every leaf component 6 must have at least two edges connecting to vertex . In addition, every component that is connected to exactly two other components must have at least one edge connected to vertex . We select two leaf components, say and . From each of these two leaf components, we select two edges. We attach the first edge from to and the second edge from to . We repeat this for . Thus, vertices and have exactly degree three, and the two selected leaf components, and , have one edge attached to each and . Any remaining edges connecting to may be assigned to the subvertices in an arbitrary order provided each subvertex has degree exactly three. Fig. 4 shows an example of the expansion. The expansion procedure retains the three-edge-connectivity property of the graph and eventually results in a three-vertexconnected graph. Please see Theorem 1 and Lemma 1 in the Appendix for detailed proofs. We also refer the interested reader to Section IV-A for an illustration of the expansion procedure on an example graph.
Given a three-edge-and two-vertex-connected graph , we denote the cubic expansion of that graph by . and denote the number of vertices and edges, respectively. For every vertex in that is expanded to multiple vertices in , we denote as the original vertex corresponding to the expanded vertex . In addition, as the expansion retains the original edges and adds new edges, we have . Let denote the set of expanded vertices in corresponding to vertex .
D. Constructing Augmenting Cycles/Paths
Given a three-connected cubic graph and a root vertex , we decompose the network into a sequence of paths. The first path is a cycle that starts and ends at vertex . Every other path starts and ends at distinct vertices. The cycle and the paths satisfy the following properties.
1) The removal of vertices in the path keeps every other vertex not added in this path or earlier paths connected with each other. 2) Every vertex in the path is connected to at least one vertex that is not added to this path or earlier paths. The first condition implies the nonseparating nature of the path. The second condition may be met in several ways. The algorithm in [22] simply decomposes the network into a sequence of nonseparating cycle and paths that also satisfy the second property above in a specific manner. 7 For the sake of completeness and ease of understanding of the rest of the paper, we briefly discuss the path augmentation technique employed by [22] to construct three vertex-independent trees rooted at , but tailored to the cubic graph expansion. This is shown in Fig. 5 . It is important to note that we are not interested in computing three vertex-independent trees. We obtain the cycle and paths from [22] and modify these paths to obtain cycle/paths in the original graph. 7 The algorithm in [22] merges all the nodes that have been added in the paths thus far into one node, say . A nonseparating induced cycle is then obtained through . Since an induced cycle does not have any chord, any new node that is added is guaranteed to be connected to at least one node that is not added yet. However, computing an induced cycle is not a necessary condition for satisfying the second property. 5 outlines the steps involved in the path augmentation procedure. We identify any arbitrary neighbor of , say , and remove the edge -. We then decompose this graph into a sequential ordering of paths. The first path is a cycle as it will start and end at . At every stage , the path starts and ends at two distinct vertices that are already part of some earlier paths and traverses at least one new vertex. The last path augmented will have as the only new vertex added.
Definition-Path Index of a Link:
The path index of a link is the index of the augmenting path/cycle in which the link is added in .
In order to guarantee disjoint paths, it is a standard practice to maintain a global order or partial order between vertices during the path augmentation phase [22] , [31] , [32] . This ordering is used to decide the neighbors on each tree for every vertex.
Let the first cycle consist of the vertices . Let the red chain be . The partial order maintained on the red tree is denoted by . Let path consist of vertices where are vertices that were added earlier to the trees and vertices are not present in any path . Then, if in the partial order, the red chain is . We refer interested readers the Appendix for an illustration of the construction of the paths on the cubic graph on an example graph.
E. Computing Segments
Before we discuss the computation of segments, we provide a brief intuition on why the paths are designed to have the special properties outlined in Section IV-D. The sequence of cycle/ paths computed on ensures that vertex is not added until the last path in the sequence, and, at any stage, all the vertices that have not been added into the sequence remain connected to . The rationale behind this choice is that the remaining edge(s) to a neighbor at any stage of the decomposition ensures an outlet for the green path (and hence tree) to grow from every vertex. Thus, by ensuring the properties, one can visualize all green paths to eventually reach the vertex , and hence vertex through the removed edge. Alternatively put, the red and blue trees can be imagined to be grown left and right, respectively, while the green tree is grown in a downward fashion. Now, if our goal were to construct vertex-independent spanning trees, maintaining a partial order on the vertices would suffice. However, since we are interested in computing edge-independent spanning trees, we need to maintain partial orders on the edges. Also, a single vertex in the original graph can exist as multiple vertices in the expanded cubic graph. Hence, the challenge is in being able to pick the right set of neighbors for each vertex (one per tree) once we contract the cubic graph back into the original graph. We achieve these two desired properties from the sequence of paths/cycles constructed in Fig. 5 by computing segments, which we discuss next.
Notice that while vertex is avoided until the last path in the decomposition of , it is not guaranteed that in will be added only in the last path. This is because some vertex in could get added at an earlier stage in the sequence of paths/ cycles in the cubic graph, thus causing the premature addition of .
However at any stage, all vertices would still have connectivity to through edges since the green path has to go through to reach . Therefore, we assume to be not added to a path, just for sake of maintaining the nonseparating notion. We define the portion of a path in that corresponds to a path/cycle on as a segment. A path in may result in multiple paths/cycles in . Recall that denotes vertex in to which (in ) belongs. A few other notations required to understand the segment computation are as follows. next is the vertex adjacent to along the direction of traversal in the path.
denotes the last vertex present in the same path as and also belongs in along the direction of traversal. Fig. 6 shows the procedure to compute a segment from path. We begin with the first cycle on . All vertices in the cycle except the root are unmarked to begin with. Then, in the procedure is simply itself since is guaranteed to be unmarked. We traverse the cycle as shown in the procedure until we find a segment that would end at . Once a segment is computed, for each in the segment, we mark all vertices in before we continue to extract any more segments. The procedure might leave out several portions of the path in . We repeat the procedure iteratively to find segments on the residual subpaths. Every time we get a segment, we add it in . Once we process all such segments, we repeat the entire process for the rest of the paths one at a time until all of them in are exhausted. The above computation results in a sequential list of segments in . We now illustrate this process with an example before describing how the trees are constructed from the segments. Example: Fig. 7 shows a sample path to illustrate how the segments are computed. and are marked to begin with. is some vertex in the path whose has been added in previously and hence is marked. We start from and skip to which is and continue along the path to reach and then reach . Now, we skip to which is . Finally we stop at since it is marked. This would comprise a segment . We add this segment in and mark through and through 8 in . This leaves us with two portions of the path at this stage. We come back and compute , and and halt since was marked at some earlier segment. Hence, we would get as the next segment. In this fashion, the rest of path is processed to compute segments.
Segments and Their Properties: Let the segments obtained from the paths in be numbered from 0 to . The th segment is denoted by .
The segments have the following properties. 1) Segment is a cycle that starts and ends at . 2) At every stage , the segment starts and ends at two (not necessarily distinct) vertices that are already part of earlier segments and traverses only new vertices (at least one).
3) For each
, the following property holds: Consider the graph obtained by removing all the edges in . The vertices and all their other edges are retained. In this graph, all vertices in remain connected to vertex . 4) contains all vertices in . We refer an interested reader to Section IV-A for an illustration of the construction of the segments from the paths on the cubic graph on an example graph.
The segment computation described in this section is made possible because of our cubic graph expansion technique. Other approaches [25] , [30] achieve three-edge-to-three-vertex graph transformations by converting edges to vertices. The presence of edges as vertices makes it very difficult to handle the partial order across various subvertices while trying to construct the paths on . This is specifically avoided in our cubic graph expansion where all the edges in the original graph are retained as edges in the expanded graph. Furthermore, retaining a cubic three-vertex-connected graph also greatly simplifies the construction of the paths and cycles described in Section IV-D as opposed to the more involved scenarios that one may encounter in arbitrary three-vertex-connected graphs. An interested reader can find examples of such scenarios in [22, Sec. 3.3] .
F. Computing Red, Blue, and Green Trees
From the sequential ordering of segments computed, we can construct the three edge-independent trees. The red and blue trees are computed using the path augmentation approach [31] , [32] , where the sequence of segments are used for augmentation. In order to construct the red and blue trees, a global order [31] or partial order [32] among the edges in the graph is maintained to ensure the disjointedness of paths in two trees. We outline the construction of red and blue trees from the segments in Fig. 8 . It is important to maintain an order on the edges since we could have segments starting and ending at the same vertex (cycles) in which case maintaining a partial order on the vertices is not sufficient. a) Computing Green Neighbors: Every node chooses the link with the highest path index as its green neighbor. For vertex , we choose as the green neighbor.
We refer an interested reader to Section A for an illustration of the construction of the three trees from the segments on an example graph.
G. Correctness and Complexity
Please see Theorem 2 in the Appendix for the proof of correctness. The computational complexity of constructing the three edge-independent spanning trees is . A detailed complexity analysis is available in the Appendix.
V. PERFORMANCE EVALUATION
We evaluate the performance of the developed routing schemes through simulations. We use a home-grown C program to implement the routing algorithms. We also compare the performance of our scheme against the routing scheme employed in [19] . We consider five networks, as shown in We implement three routing approaches. The Red Tree First (RTF), Shortest Tree First (STF) and Shortest Path First (SPF). The second approach falls under the Any Tree First, 9 The NSFNET network considered here has been modified from the original network by adding link NE-GA to keep the network three-edge-connected.
while the last one is a Flexible Routing approach. We compare our SPF to Tunneling. In that way, both approaches will use the shortest path until a packet sees the first failure. After a packet sees a failure, the two schemes handle it very differently.
In each of the four routing schemes, we are interested in computing the average path length under no failure scenario, when one link in the network fails, and when two links fail in the network. We describe the computation of the metric in detail in Section V-A. 10 . For all three of our routing approaches, we pick a destination node and construct trees rooted at .
A. No Failures
We compute the average path lengths in the network when there are no failures. This default path length from node to the destination under the specific routing approach is denoted by . Then, the average path length under no failures in the network is given by This metric is computed for all four routing approaches.
B. One-Link Failures
We are only interested in computing the average path length when a link failure affects the default path. All other single-link failure scenarios do not affect the routing schemes.
is the path length from node to averaged over all link failures that affect the default path. Note that the denominator in the expression for signifies the number of failure scenarios that affect the default path. denotes the node at which the default forwarding link has failed. denotes the path length from node to node on the default forwarding tree rooted at .
denotes the backup path length depending on the routing scheme used. The other end of the failed link is denoted as . Then, we have the following. 1) Using Three trees: backup path length on the tree specified by the reverse link color. 2) Tunneling : . Then, the average path length under one failure in the network is given by We compute this metric for all four routing approaches.
C. Two-Link Failures
The tunneling approach and our approach handle failures differently; the former is a link-level recovery, while the trees directly reroute toward the destination. Hence, it is not possible to compare a particular two-link failure scenario across the schemes as a two-link failure encountered when tunneling may not be seen when the trees are employed, and vice versa. To this end, we consider all possible two-link failure scenarios in the network such that at least one of these two links affects the default path from node to . By doing this, we ensure that both approaches are affected by at least one failure. The other failed link may or may not appear in the respective backup paths. The total number of such failure scenarios is denoted as . Without loss of generality, assume that is present in the default path. denotes the node at which the default forwarding link has failed. Let the node on the other end of the link be . denotes the backup length depending on the routing scheme used. Let denote the node at which the default forwarding link has failed. Let the node on the other end of the link be . Also, let the reverse colors on the two links be denoted by , respectively. Then 1) Using Three trees : . 2) Tunneling:
Note that the second failed link may not be encountered in either scheme. In that case, is computed as in the singlelink failure section. The above metric is the backup path length from node to under a two-link failure. The average path length over all two-link failures is computed as Table I shows the above metrics being computed for all four routing schemes in five different networks. Observe that the RTF approach has the worst performance as it may not provide the best path for all nodes. This is because the default routing for all nodes is being forced on a tree that may be suboptimal. The STF approach performs better than the RTF. However, since the default paths are restricted to one of the three trees, they may not be the shortest path from the source to destination. This is reflected in the average path lengths under no failure scenarios for all networks.
Figs. 10-13 show the average path lengths for each destination node averaged over all source nodes in the respective networks. These are denoted by for the one-and twolink failures, respectively. The last two bars for each destination shows the performance of SPF versus Tunneling. Although the tunneling performs slightly better, the difference is marginal for all destination nodes.
Among the SPF and the tunneling approach, the former employs the three edge-independent trees for failure recovery, while the latter employs tunneling (using two edge-independent trees). The latter approach performs better as the independent trees for rerouting are computed assuming only one link failure, thus offering significantly shorter paths.
We are able to achieve similar path lengths in spite of having to use only four routing entries per router in the worst case. In [19] , they would require up to seven routing entries per node. Furthermore, in our scheme it is possible to use all three trees at the same time, which is not possible in the tunneling approach.
D. Multipath Evaluation
We now evaluate the performance of the three link-independent trees when employed for multipath routing in addition to being used for fast recovery from arbitrary dual-link failures. To evaluate our scheme, we benchmark it against the popular technique ECMP. For the simulation, we build a shortest directed acyclic graph (DAG) rooted at each destination. Every node has one (or more) forwarding neighbors on the ECMP DAG and splits both the incoming traffic and the traffic that it is sourcing uniformly among these equal-cost next-hops. For the traffic model, we assume that every node in the network sends 1 unit of traffic to every other node. For the three link-independent trees, traffic is equally divided among the three trees by the source node. At intermediate nodes, incoming traffic on a particular tree is forwarded along the same tree.
With the simulation setup described above, we now evaluate the traffic carried by every directed link in the network in the topologies considered in Fig. 9 . Fig. 14 shows the histograms of link loads for different networks. The links are ordered (in descending order) based on the traffic carried by them when ECMP is employed. We observe that links typically carry more traffic with independent trees compared to ECMP. This is not surprising as the three-trees approach provides disjoint paths for all nodes at the expense of longer path lengths compared to ECMP. In all these networks, the total bandwidth carried in the network is approximately 70% more than that with ECMP.
When we consider traffic for a specific destination (or in scenarios of having skewed or partial traffic matrices), the distribution of traffic on the links could be quite different. Fig. 15 shows the ordered link loads for destination node 1 in the ARPANET network. As we see in this example, the maximum load carried by a link in ECMP could be higher than that with independent trees. 11 Since the path lengths using the three trees are longer than the shortest path, most links carry higher traffic when compared to ECMP.
To the best of our knowledge, the edge-independent spanning trees is the only scheme that can achieve both multipath routing and fault tolerance from arbitrary dual-link failures simultaneously. Another aspect where the fully disjoint paths come in handy is against intrusion detection since any compromised link would only be seeing one third of the traffic from any given source in the network. Contrast this with ECMP where there is no guarantee of disjointedness 12 of the paths from a source to a destination node.
VI. CONCLUSION
We have provided an algorithm to construct three edge-independent spanning trees. This partially answers an outstanding problem in graph theory and also has several applications in networking and tomography. It remains to be seen if we can generate ideas that will work for arbitrary edge connectivity or will settle the implication conjecture on independent spanning trees. Based on our experience in developing the algorithm for this paper, it is not apparent if a general approach to compute edge-independent spanning trees can be derived just from the corresponding vertex-independent spanning trees, without the knowledge of how the vertex-independent spanning trees were constructed.
We show how the three edge-independent trees can be used for routing in an IP network. We develop a routing scheme that is capable of disjoint multipath routing using only the destination address in the packet header. We also develop three routing approaches using the trees such that the routing table entries are limited to at most four per node and very minimal packet overhead. All of the routing schemes developed are guaranteed to withstand any arbitrary two-link failures in the network. Through simulations, we show that the path lengths obtained by using the three trees is close to that obtained with the tunneling approach, even though the latter employs seven routing table entries per node and does not provide multipath routing capability. APPENDIX Theorem 1: The expansion procedure retains the three-edge connectivity property of the graph and eventually results in a three-vertex-connected graph.
Proof: Note that as the original graph is two-vertex-connected, removal of vertex keeps connected. After an expansion at any stage, the graph still retains the 2V property. This can be checked by seeing that the removal of any vertex keeps the graph connected. Thus, it is sufficient to show that the algorithm retains three-edge connectivity at every vertex expansion stage. We show that after every vertex expansion, the removal of any edge will still leave the graph two-edge-connected.
We define a property called overlap on the edges connected to the expanded vertices of . Consider only the leaf components in . Divide these components into two arbitrary groups, say and . The smallest index of the expanded vertex that is connected to is referred as and the largest index of the expanded vertex that is connected to is referred as . We define the interval of connection of the two groups as and . We say that and overlap if these two intervals overlap (or one is completely contained in the other). If the two intervals are disjoint, then we say that the two groups do not overlap.
Let denote the edges that connect two subvertices of . Consider a edge . We have two possible scenarios: 1) ; or 2)
. In both scenarios, we show that the graph after edge removal is two-edge-connected.
Case 1: Since edge , we consider three subcases. First, let be within one of the two-edge-connected components . Before is expanded, we have a 3E-2V connected graph. Any vertex in has three link-disjoint paths to . Now removal of in can affect at most one of these three disjoint paths. Hence, still has at least two edge-disjoint paths to . Therefore, has two edge-disjoint paths to any after expansion since to is a chain of newly added edges. This argument may be used for any vertex in . Since the existence of edge-disjoint paths is transitive, there are two edge-disjoint paths between any two vertices, and hence the graph remains two-edge-connected.
Second, consider the scenario that connects some leaf component to an expanded vertex of . As every leaf component has at least two edges connecting to the expanded vertices in , there is still another edge that connects the component to , and hence the graph remains two-edge-connected. If the edge connects a non-leaf component, then this component is connected to at least two other components. By following two of its neighbors, we will arrive at two leaf components, both of which have connectivity to . Hence, two-edge connectivity is retained.
Finally, let edge be an edge that connects two components and its removal disconnects . Let the two disconnected components be denoted by and . Observe that components and are both present in the same or each is a part of a distinct . In either case, the edges connecting from to the expanded vertices in and from to the expanded vertices in will overlap. Hence, the resultant graph is two-edge-connected.
Case 2: If , the removal of will result in two distinct path segments. While one path segment will contain , the other would contain . Fig. 16 shows the structure of the expanded graph when edge is removed. Consider the path from component to (the components that each had connections to and ) through the other components. Observe that this path through the components forms two cycles, one with the path segment containing and the other with the path segment containing . Thus, this path segment along with the expanded vertices of is two-edge-connected. In addition, as any other leaf component other than and has at least two edges connecting to , every other leaf component has connectivity to at least one path segment, if not both. Thus, the entire expanded structure after the removal of edge still remains two-edge-connected.
Thus, the graph remains two-edge-connected after the removal of any edge. Therefore, the expanded graph is three-edge-connected. Lemma 1: Any three-edge-connected cubic graph is also three-vertex-connected.
Proof: We prove the lemma by contradiction. Consider two vertices and . There exist three edge-disjoint paths between the two vertices. Assume that two of these have a vertex in common. Thus, the common vertex must have degree four, hence contradicting the assumption of a cubic graph.
Theorem 2: The trees obtained in are edge-independent. Proof: It is fairly straightforward to see that from any vertex: 1) the red and green paths are edge-disjoint; and 2) the blue and green paths are edge-disjoint. Let denote the path index of link . Observe that while the red and blue paths will traverse edges with nonincreasing values of , the green path will follow a strictly increasing (at every hop) value of . Thus, the red and blue paths are mutually disjoint with the green path.
It remains to be shown that the red and blue paths themselves are edge-independent. This fact is readily seen by observing that every path that is augmented in is the equivalent of one or more successive augmentations in . The path augmentation is the same as that employed for computing two edge-independent trees [32] . Thus, the proof employed to show the edge-disjointedness of the red and blue paths (see [32, Theorem 9] ) using a partial order on the edges may be applied in a straightforward manner here.
Complexity Analysis: Computing a minimally three-edgeconnected graph may be achieved in two steps. First, we compute a three-edge-connected sparse spanning subgraph of [33] . The number of edges in the sparse graph is guaranteed to be at most . Second, we reduce the sparse spanning subgraph to a minimally three-edge-connected graph. We consider one edge at a time and check if the edge may be removed without affecting the three-edge connectivity of the spanning subgraph, which may be achieved in time for every edge [30] . As the number of edges in the sparse subgraph is , the minimally three-edge-connected graph is obtained in time. The complexity of the cubic expansion procedure is . For every vertex, we compute the depth-first-search (DFS) numbering after removing the vertex to identify the two-edge-connected components. DFS numbering has a complexity , which is performed for every vertex. Note that the number of edges in a minimally three-edge-connected graph is linear in the number of vertices, hence the complexity is only . The complexity of constructing the paths in is [22] . The number of edges in is linear in the number of vertices, hence the complexity is . The number of vertices in the cubic graph is bounded by by virtue of the cubic expansion procedure on the minimally three-edge-connected graph. Hence, the complexity of computing the paths in is . Our procedure to segment the paths only consists of traversing each edge in the paths in one at a time. Hence, it takes only . Using the discussion above, this takes . Therefore, the overall time complexity to compute three-edge-independent spanning trees is .
A. Complete Example for Algorithm Illustration
We will use an example graph to illustrate the working of the various stages of the entire algorithm to construct three-edgeindependent spanning trees. Fig. 17 shows the example three-edge-and two-vertex-connected graph, , and its expansion to a three-vertex-connected cubic graph, , according to the cubic expansion algorithm described in Fig. 3 .
1) Example Network and Its Cubic Expansion:
2) Nonseparating Paths Computed on the Cubic Graph: Fig. 18 shows the paths for the expanded example graph shown in Fig. 17(b) . We assume that vertex is the root and vertex is the vertex to be avoided. represents the cycle, while through are paths. In the example, when the first cycle is added, the partial order would be . 13 When is added, since in the order, becomes the red end of the chain. In this fashion, all paths are added to the partial order.
If our goal is to construct three vertex-independent trees, we may follow the above method of maintaining a partial order. Since we are interested in computing three-edge-independent trees, computing the vertex-independent trees and then selecting the forwarding edges from one (or more) of the expanded vertices will not work. The reason is that several vertices in correspond to the same vertex in . While the paths are augmented in and the partial order is updated, each vertex is treated independently. This causes multiple definitions of precedence in the partial order when we go back to . We illustrate the problem using one such approach. Consider the vertices . On the cubic graph, the red neighbors of are , respectively. We have to decide on a red 13 This order defines the red neighbors. The red neighbor of is , that of is , and so on. neighbor for vertex . Since was added first, it is natural to pick the red neighbor as . In that case, the red and blue paths of would be and , respectively. Thus, the paths are not edge-disjoint as is traversed by both the paths. This is the same problem that occurs in the construction mechanism described in [25] .
3) Computing Segments: We now show the segments being computed from the paths constructed on the cubic expansion of the example graph in Fig. 18 . The root vertex is at vertex and is vertex in this example. Since (cycle) does not have any subvertices, the segment to be added is the same as the path. In , the segment is . This is obtained by computing ; . The remaining portion in the path is , and there are no unmarked vertices to add. There is no segment in since is already marked. In , the segment is . Finally, the segment is added. The set of segments added in is shown in Fig. 19 . The solid lines denote the edges that are part of the segments. The dotted lines indicate other edges in but not in the set of segments. In particular, the edge is the edge that was removed between .
4) Computing the Independent Trees:
We now illustrate how the segments are processed on the example graph in Fig. 20 . When the first cycle is added, the red chain is . The partial order is . For , since in the order, becomes the red end of the chain. The partial order among the newly added edges is . For , since , the red neighbor of is . The partial order for the edges is . Finally for , since , 14 becomes the red end of the chain. This defines the red and blue neighbors for all vertices. For the green neighbors, vertices that have degree 3 in have only one neighboring vertex that is guaranteed to have been added in a higher path index and that becomes the 14 Because is transitive. green neighbor. This includes . For vertex , since is a neighbor in and was added last, that becomes the green neighbor. For vertex which is , the green neighbor is which is . The red, blue, and green neighbors for all vertices are shown in Fig. 20 .
The three-edge-independent spanning trees obtained for our example graph are redrawn in Fig. 1 with the original graph.
