Abstract-We propose a principled framework for recursively segmenting deformable objects across a sequence of frames. We demonstrate the usefulness of this method on left ventricular segmentation across a cardiac cycle. The approach involves a technique for learning the system dynamics together with methods of particle-based smoothing as well as nonparametric belief propagation on a loopy graphical model capturing the temporal periodicity of the heart. The dynamic system state is a low-dimensional representation of the boundary, and the boundary estimation involves incorporating curve evolution into recursive state estimation. By formulating the problem as one of state estimation, the segmentation at each particular time is based not only on the data observed at that instant, but also on predictions based on past and future boundary estimates. Although this paper focuses on left ventricle segmentation, the method generalizes to temporally segmenting any deformable object.
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I. INTRODUCTION
T EMPORAL segmentation of deformable objects is a problem encountered in many fields, including medical imaging, video coding, surveillance, and oceanography. In video sequences, the use of semantic object tracking is useful for compression [1] , [2] . In the area of surveillance, there is often an interest in tracking known objects [3] , [4] , e.g., humans, whose motion involves nonrigid transformations. In oceanography, the desire to segment and track oceanic fronts is of interest to navigators, scientists, and oil rig drill teams [5] - [7] . While the methodology we propose can be applied to any of these temporal segmentation problems, we focus on a medical application, in particular the segmentation of the left ventricle (LV) of the heart across a cardiac cycle. This is a problem of interest because the left ventricle's proper function, pumping oxygenated blood to the entire body, is vital for normal human activity.
Having segmentations of the LV over time allows cardiologists to assess the dynamic behavior of the human heart. One quantitative measure of the health of the LV is ejection fraction (EF), the percentage volume of blood transmitted out of the LV in a given cardiac cycle. To compute EF, we need to have segmentations of the LV at multiple points in a cardiac cycle; in particular at end diastole (ED) and end systole (ES). In addition, observing how the LV evolves throughout an entire cardiac cycle allows physicians to determine the health of the myocardial muscles. Segmented LV boundaries can also be useful for further quantitative analysis. For example, past work [8] , [9] on extracting the flow fields of the myocardial wall assumes the availability of LV segmentations throughout the cardiac cycle.
The automated segmentation of the LV endocardium in bright blood cardiac magnetic resonance (MR) images is a nontrivial process. First, the image intensities of the cardiac chambers vary due to differences in blood velocity [10] ; blood that flows into the ventricles produces higher intensities in the acquired image than blood which remains in the ventricles [11] . Furthermore, locating the LV is complicated by the presence of the right ventricle and aorta jointly with the LV in many images of the heart. In addition, automatic segmentation of low signal-to-noise ratio (SNR) cardiac images (e.g., body coil MR or ultrasound [12] - [14] ) is difficult because intensity variations can often obscure the LV boundary.
Using segmentations from a previous or future frame can aid in the segmentation of the object in the current frame. During a single cardiac cycle, which lasts approximately 1 second, the heart contracts from end diastole to end systole and expands back to end diastole. Over this time, MR systems can acquire approximately 20 images of the heart. Because adjacent frames are imaged over a short time period (approximately 50 ms), the LV boundaries exhibit strong temporal correlation. Consequently, previous and subsequent LV boundaries provide information regarding the location of the current LV boundary. Using such information is particularly useful for low SNR images, where the observation from a single frame alone may not provide enough information for a good segmentation. Fig. 1 shows the results of static segmentations compared with results obtained using the approach described in this paper. Our method exploits the dynamics of the heart and incorporates information from past and future frames.
The incorporation of dynamic models into the tracking of dynamically evolving shapes is an area of recent and growing interest both for the problem of cardiac tracking and for more 1057-7149/$20.00 © 2008 IEEE Fig. 1 . Sample segmentations of the LV, one near end diastole (a) and the other near end systole (b), using a static segmentation method and our proposed recursive framework.
general application. In particular, in the work of Chalana et al. [14] and Jolly et al. [15] causal processing is performed in which the segmentation from the most recent frame is used to initiate a local search for the segmentation in the current frame-thus, implicitly using a simple, linear random walk model for curve evolution in which the best prediction of the current curve is the previous one. Zhou et al. [16] allow more complex linear dynamics on a landmark-based representation for the curves (thus introducing the issue of correspondence) but constrain the dynamics to be known and linear with Gaussian uncertainty and perform best linear unbiased estimation at each time fusing together the causal prediction from the preceding frame and the noisy measurements from the current frame. Senegas et al. [17] use sample-based methods (using sequential Monte Carlo) for causal shape tracking on a finite-dimensional representation of the shape space using spherical harmonics. Their prediction step implicitly defines an assumed dynamic model for cardiac motion that can be thought of as linear and Gaussian, with "pinned" distributions at both the start and end of the cycle. In particular, the mean shapes at ED and ES are determined from training data, and, given the shape estimate in a particular frame, the prediction is assumed to be Gaussian with mean shape given by a linear combination of the current estimate and a fraction of the difference between the mean shapes at ED and ES (hence, driving the means toward these pinned values at the end points). Vaswani et al. [18] - [20] also use a particle-based method for causal shape tracking, but they do this directly in a variational framework that leads to level-set based representations and particles that represent samples of the intrinsically infinite-dimensional curve. Finally, Cremers [21] uses level sets and finite-dimensional representations using principal component analysis to represent shapes and learns linear, Gaussian dynamic models for this finite-dimensional representation.
As in Cremers' approach, our method uses level set representations in concert with finite-dimensional projections of curves onto principal components. However, in contrast to essentially all of the previous methods, we do not constrain our dynamics to be linear or Gaussian and, in fact, use nonparametric, information-theoretic methods to learn statistical models for evolution of these finite-dimensional projections. As in Senegas' and Vaswani's work, we use sample-based methods for the fusing of our dynamic model with the dynamic image sequence. However, we perform noncausal smoothing in order to take advantage of frames throughout the cardiac cycle in order to enhance segmentation at each frame. Moreover, if we exploit the periodicity of cardiac motion (as is done implicitly through the "pinning" operation in Senegas' work) we are led to the problem of performing smoothing on a graph consisting of a single cycle, requiring the use of new particle-based methods appropriate for inference on loopy graphs. In addition, while the core of our approach involves sampling and inference on finite-dimensional projections of the shape space (as opposed to the purely infinite-dimensional framework of Vaswani), by coupling level set representations into our graphical structure appropriately, our ultimate boundary estimates are in fact curves generated via curve evolution and, hence, are not constrained to a finite-dimensional space.
In summary, the major contributions of our approach are (a) the use of nonparametric, information-theoretic methods to learn the dynamics of shape evolution; (b) the development of particle-based smoothing algorithms (including ones based on a single-cycle graph to capture periodicity of cardiac motion) that allow segmentation throughout the LV cycle using all available data; (c) the incorporation of level set methods in a statistically consistent manner in order to generate boundaries not constrained to reside in the finite-dimensional domain in which dynamics have been learned; and (d) the demonstration of the effectiveness of our approach (both qualitatively and quantitatively) on cardiac imagery.
In Section II, we describe the probabilistic model structure and components on which our segmentation technique is based. In Section III, we introduce a finite-dimensional state representation for the LV boundaries, and present an information theoretic method for learning the system dynamics. Section IV contains descriptions of the sample-based approximate inference algorithms we use. This includes estimation algorithms for filtering and smoothing on a Markov chain, as well as on a single cycle graph. Furthermore, this section also includes the incorporation of curve evolution methods into our framework. In Section V, we present experimental results on cardiac MR images demonstrating the effectiveness of our approach. We conclude in Section VI.
II. PROBABILISTIC MODEL STRUCTURE
We formulate the dynamic segmentation problem as the estimation of the posterior distribution of the boundary 1 at each discrete time based on the data available. In this section, we describe the structure and components of the probabilistic model we use in solving that estimation problem. Fig. 2 is a graphical model representation [22] , [23] of the statistical structure we propose for describing data and cardiac dynamics over a single cardiac cycle. In this graphical model, circular and rectangular nodes correspond to hidden and observed random variables, respectively, and the graph encodes the statistical dependency structure of the model as we describe. Let us discretize a cardiac cycle into time points, corresponding to the temporal frames in MR imagery of a single cardiac cycle. At each time point , we observe the image data , which are noisy measurements of the blood and tissue intensity field. Let be a coarse description of the intensities inside and outside the LV (in Fig. 2 . Graphical model representing the statistical model structure used in our work. particular, while other, more complex descriptions can be used, we take to be the 2-D vector consisting of the mean intensity inside the LV and the mean intensity outside). Let denote the LV boundary at time . We note that is an infinite-dimensional curve that evolves in time. We also define a variable , which is a low-dimensional representation of , and which we use as the the dynamic system state. The structure in Fig. 2 implies a Markov structure for the dynamical model of .
Let us assume that corresponds to end systole (ES). As we move from left to right in Fig. 2 , we go through various points in the cardiac cycle, e.g., through end diastole (ED) somewhere in the middle, back to ES towards the right end. Note the dashed line connecting and . This line indicates the possibility of a graphical link to exploit the periodicity of the cardiac cycle, capturing the fact that although and are not temporal neighbors in absolute time, they are neighbors in the cardiac cycle. We present techniques including and excluding this link.
One key aspect of the graphical structure in Fig. 2 is that the state variables are low-dimensional representations of the LV boundaries . This is motivated by the fact that we are interested in learning the cardiac dynamics and that it is reasonable to expect that statistical significance of this learning will be enhanced if we use a compressed, finite-dimensional representation for the curves representing the LV wall. Based on this observation, our dynamical models, i.e., the graphical links across time, are on these finite-dimensional representations. Of course the actual observed data involve the real curve and the intensities , which is captured in our model through the other graphical connections. Note that this can be interpreted as a finite-dimensional hidden Markov model capturing cardiac dynamics.
We note that because of what we know about the cardiac cycle, we expect the dynamics-i.e., the graphical links among the 's from time to time to be time-varying. In our work, we develop and use such time-varying models. We also note that the time indexing puts ED and ES at particular frames with some uncertainty in those frames. The models we develop also handle such uncertainties.
Next we describe particular components of our model, that is, probabilistic relationships between the random variables represented in the graphical model in Fig. 2 . Note that each of these models can be associated with a single edge or multiple edges in Fig. 2 , and also that due to the Markov structure, these are the only relationships required to characterize the joint distribution of the variables involved. Note that our loopy graph represents a Markov random field. Namely, if we condition on any two nonadjacent nodes, the two separated chains are independent of each other.
A. Curve Prior Model
As we mentioned, the state is a finite-dimensional approximate representation of the boundary . A formal definition of will follow in Section III-A. To allow for variability around the curve represented by , we use the following model for curve : (1) where measures the deviation of from by the following formula: 2 (2) where is the distance of point on from the curve represented by [24] . Note that other distance measures could be used, as well. In addition, if one were interested in a curve length penalty or any other constraint on the boundary, such regularization can be incorporated within the curve prior model.
B. Intensity Prior Model
Although we noted that differing blood velocities cause differences in intensities within the left ventricle, these differences are not systematic enough to be included in a spatial intensity model. It is then reasonable to assume intensities exhibit statistical homogeneity within regions. Models based on such assumptions are widely used in image segmentation, one wellknown example being the Mumford-Shah model [25] . One extreme of that idea is to model intensities simply as having constant means inside and outside the region bounded by the curve, as in Chan and Vese's work [26] . Taking a similar perspective to that in [26] , we model mean intensities as a constant bright intensity representing blood in (the region inside the LV boundary) and a constant darker one representing the myocardium in (the region immediately outside the LV boundary).
In [26] , the constant intensity values in each region are determined in a completely data-driven fashion during the segmentation process. However, in the cardiac imaging application, we consider here, we can acquire statistical information about these intensities from training images. Therefore, we use a prior model for the intensity values inside and outside the LV. In particular, let be a 2-D random vector, with independent components. Here, and in-dicate the random variables for the constant intensities inside and immediately outside the LV, respectively. Note that we explicitly indicate the dependence of the regions on . Based on the distribution of intensities observed in the training data, we determined that these variables can be accurately modeled by log-normal distributions, leading to the following prior model:
The model parameters , , , are learned from segmented training data (see Section V).
C. Likelihood Model
Given the simple intensity model described above, variations in the observed data, such as those due to differences in blood velocity [11] , are accounted for by the following multiplicative noise model: (4) where is the observed data at time , spatial location ; and is a spatially independent, identically distributed lognormal random field with log a Gaussian random field having zero mean and variance .
Given the two intensities , , and the location of a particular boundary , then log is normally distributed with mean log if that particular pixel is inside the LV boundary (and log if it is outside), and variance . Consequently, the likelihood of the entire observed image at time can be written as (5)
D. State Dynamics
As Fig. 2 indicates, the statistical structure of the state process consists of a Markov chain, corresponding to the solid edges in the figure, possibly augmented by an additional statistical constraint, indicated by the dashed edge, to capture (statistical) periodicity. As this latter piece is easily described-and can be viewed as conditioning the Markov chain on this additional piece of information, the major component needed to complete our statistical model is that of capturing the Markovian dynamics between two temporally-neighboring states and in the evolution of the LV, and can be associated with the the edges between the 's in Fig. 2 . The perspective we take in this paper is to learn a time-varying dynamical model from off-line training data (using expert-segmented LV boundaries), and then use that model in the automatic segmentation process. Using a finite-dimensional approximate representation of the boundaries makes the learning problem better posed and the learned models more useful for prediction. In Section III, we describe this representation, and an information-theoretic approach for learning the forward dynamics , as well as the backward dynamics .
III. SYSTEM DYNAMICS
In this section, we describe our finite-dimensional representation of LV boundaries and propose a technique for learning the boundary dynamics.
A. Boundary Representation
The set of LV boundaries have different internal areas and different shapes across a cardiac cycle and across patients. We want to represent these boundaries in a simple, low-dimensional, yet accurate, manner. For a given boundary (a 1-D curve in 2-D space), we propose a representation using a signed distance level set function [27] (a 2-D surface in a 3-D space) where the level set function takes an absolute value equal to its distance from the curve. Given a training set of expert LV segmentations, we first find the area of each LV boundary and normalize the boundaries (across patients and over time) with respect to area. While there are a variety of approaches that are possible for specifying finite-dimensional projections of shapes, we use one that has been used with substantial success in other contexts [28] , [29] . Specifically, we use principal component analysis (PCA) on the signed distance functions (SDFs) of the normalized boundaries to obtain a finite-dimensional basis for the shapes [28] , [29] . Given this basis, we can represent the SDF of each shape by a linear combination of the basis elements. Thus, our finite-dimensional shape space consists of all curves with SDFs that are linear combinations of this finite set of basis vectors [and where the probabilistic relationship between actual curves and their finite-dimensional representations is given by (1)].
A large part of the shape variability is contained in the first few modes of variability. For our particular application, 97% of the variability can be captured by the first eight modes. Fig. 3 shows these eight primary modes of variability. Thus, we can approximate the SDF ( ) of each shape by (6) where is the mean level set and is the mode of variability. It should be noted that there is no guarantee that the approximation will yield a single connected closed boundary. This is a limitation of using PCA on signed distance level set functions for shape representation. However, since the shapes are generally simple (curvature does not change drastically around a boundary), we have not observed any problems using SDFs. In addition to the shape, the cross-sectional area of the left ventricle ( ) is important. Area needs to be added to the state because we previously normalized the curves before determining the shape variability. Thus, we then have a finite-dimensional approximation for each boundary consisting of the area and (7) 
B. Learning the System Dynamics
In this work, we propose and use a dynamical system model based on statistical learning, rather than a physics-based model. This is motivated by the fact that purely physics-based models [30] - [33] are usually not readily available at the level of granularity one would need in an image analysis problem, and existing models may require high-dimensional states and/or a complex set of differential equations that model the interaction between the parts of the evolving system, which can pose computational difficulties and require specification/tuning/identification of many parameters.
We propose a method for learning the dynamics of deformable objects from training data. The closest work to ours appears to be that of Cremers [21] . However, unlike [21] , which is based on linear models with Gaussian uncertainty, in our framework, we learn the dynamics using information-theoretic ideas and nonparametric statistics, without limiting them to being linear or Gaussian. One might wonder if this additional modeling capacity comes with an unreasonable cost. Our approach to learning is based on the technique in [34] , which provides a nonparametric, yet computationally tractable approach to learning the dynamics. Our approach can directly estimate high-order Markov models by identifying the functionals of the past that have maximal mutual information with the future. However, for simplicity of development, we present only the first-order model of this type, with some specialization to take into account what we know about cardiac dynamics from ED to ES and back again.
Our approach involves two steps. First we learn maximally informative statistics about the past (or future) for the prediction of the current state. The second step involves nonparametrically estimating the (forward and backward) transition densities. 3 We describe these steps in the following subsections.
C. Maximally-Informative Statistics
We are interested in learning the statistical relationship between and and one might estimate the joint density only if an extensive amount of training data were available. Although we have achieved significant dimensionality reduction by representing the LV dynamics in terms of 's rather than 's, the degrees of freedom in the dynamical model can still be too many, especially if we have limited training data. Ideally, we would like to consider only the portion of the state that is statistically pertinent to the prediction of . It should be noted that we are not building a reduced-order model but simply positing that there is a reduced-dimensional part of the full-state that can be used for accurate prediction of the next state for the forward model or the past state for the backward model. To this end, let us introduce a function which seeks to reduce dimensionality yet capture all of the information in that relates to . 4 This is achieved exactly only when , where is the mutual information between and . Practically, however, information is lost when we introduce the function . By the data processing inequality, , with equality only in the ideal case; when there is no loss of information. In practice, even if we cannot generally make equal to , we can try to make it as large as possible. As a result, we pose the problem as finding that maximizes . This makes a maximally-informative statistic instead of a sufficient statistic. Our use of reduced-dimensional variables as maximally informative statistics for both forward and backward prediction can be interpreted as a form of learning with constraints, in this case imposing the constraint that the functional of the present needed for forward or backward prediction has reduced dimension.
Let us now briefly describe how we perform that optimization, namely the maximization of mutual information between and . The mutual information expression is given by (8) where denotes the entropy of the random variable . The training data provide samples of together with information about the cardiac phase at each time. We estimate the entropies in (8) based on such samples, using leave one out resubstitution. In particular, given equally weighted samples of , we approximate this density using a kernel density estimate with Gaussian kernels. Let us define to be a Gaussian kernel with mean and variance , where is determined by a method such as that in [35] . Then, the entropy estimate of is (9) Taking the derivative with respect to any parameter of the function yields (10) By applying (10) to the second term of (8) (and using a similar derivation to find the derivative of the joint entropy of the third term), we can determine the gradient of . At each iteration, we move in the direction of the gradient to maximize mutual information, continuing until convergence.
At this point, we make a simplification, and constrain to be a linear function. We can then write (11) The problem now reduces to finding the parameters of . It should be noted that the linearity assumption for does not mean that the resulting dynamic model is either linear or Gaussian [34] , just that we choose statistics for the conditional densities that are linear functions, but the resulting transition densities that are learned (see Section III-D) will involve nonlinear functions of these statistics.
In the discussion thus far, we have discussed finding a timevarying . In order to have an accurate estimate of the parameters of , there must be sufficient training data. Practically, we may not have enough data to learn a different for each . For our particular training set, we learn the dynamics separately in the two distinct phases of the cardiac cycle:
for the systolic phase, when oxygenated blood leaves the LV, and is for the diastolic phase, when the LV fills itself with blood.
D. Learning the Forward and Backward Densities
Given the maximally informative statistics and , we now discuss how we obtain the forward densities (backward densities can be learned in a completely analogous manner) based on training data. Note that given a forward model, there is a precisely defined model in reverse time which is completely consistent. It is, thus, worth noting that there are not two different models but rather two different representations of the same model. Such models play a variety of roles inclulding their use in defining optimal smoothing algorithms [36] - [39] , algorithms that use all data in a time interval to estimate the chain at every point in the interval. These algorithms can be thought of as message-passing algorithms in which messages are passed both forward and backward, each using the corresponding model (forward and backward) in the message-passing stage.
The procedure we describe in this section produces densities of the form which we use as approximate representations of the state dynamics . Let us consider a time instant in the systolic phase. Given samples of and , we construct a kernel density estimate of the joint density , from which we can obtain the desired forward transition density by conditioning:
. Note that although we do not learn a different maximally informative statistic for each time in the systolic and diastolic phases, our framework allows for the learning of a different transition density for each time, resulting in a time-varying dynamical model. However, in practice, this requires the availability of sufficient training data to support such learning. When the number of training samples is moderate, one could impose a time-invariant model for the systolic phase, and one for the diastolic phase (and, hence, use all data in that phase, rather than only at a particular time, for learning), as we do in our experiments in Section V.
What we have described up to this point produces different dynamical models for the systolic and diastolic phases. To use the right model during the segmentation process, one would need to know the cardiac phase at particular frames. However, as there is uncertainty and patient-to-patient variability in the precise location of ED and ES-and since our transition models switch at these times (e.g., at ES, the point of minimum area, cardiac motion changes from the systolic to the diastolic phase)-we need to incorporate this variability into our statistical model. We do this first by using training data to learn the probability that the heart is in each phase at particular times in the cycle and use this to define a "transition region" over which the transition density is taken as a mixture density based on and .
In particular, we assume that we are in the systolic (diastolic) phase between frames 1 and 6 (12 and 20) . For the region in between, we apply a combination of the two dynamics according to the mixture probability determined empirically. For instance, 14.3% of the training examples reach end systole at frame 6 and transition to the diastolic phase from that frame onward. Based on that, when constructing , 14.3% of the samples of come from the forward density using while 85.7% come from the forward density using .
To demonstrate the usefulness of the mixture model, Fig. 4 (a) shows predictions obtained for the eighth frame in a test sequence using a mixture dynamic model constructed for that time instant. Since we have access to the underlying LV sequence, we actually know that this particular test sequence is in the systolic phase between frames 7 and 8. Of course, this information is not available in a real data processing setting. Note the bimodal nature of the predictions due to sampling from the two densities, acknowledging the uncertainty about the phase, rather than making a strict (and potentially wrong) choice. As described in Section IV, such predictions are then combined with data. Sample boundaries after such a data update are shown in Fig. 4(b) , together with the ground truth, which shows that by providing predictions from both phases, we allow the data to properly weigh in for the right phase.
IV. INFERENCE ALGORITHMS
In this section, we describe our approach to dynamic segmentation based on the graphical model of Fig. 2 , the component models described in Section II, and the dynamic model for learned using the method discussed in Section III. Thanks both to the nonparametric form of the forward and backward transition densities for and, more generally, the complex nature of the Bayesian inference problems we wish to solve, we are led to the use of sampling-i.e., particle-based algorithms [40] , [41] to approximate the densities and likelihood functions required in the inference procedure. However, there are two issues that preclude the straightforward use of standard particle filtering methods in our problem. The first is that in addition to considering causal filtering, we are also interested not only in noncausal smoothing (i.e., using all data to estimate cardiac state at each point in the cycle) but also in performing this smoothing when we also take into account the periodicity of the cycle, which adds a loop to the graphical model in Fig. 2 (illustrated by the dashed edge). The second is that a full particle representation of the inference problem of LV segmentation would involve generating particles for the infinite-dimensional curves,
. While an approach to doing this has recently been developed (for models in which curve dynamics are described by linear-quadratic variational formulations) [18] - [20] , we have chosen to avoid this additional complexity through an approximation that involves solving level-set based curve evolutions during the sampling procedure.
A. Causal Filtering
In the filtering problem, the goal is to estimate for any based on . Based on the graphical model in Fig. 2 , the posterior density can be written as (12) where is the prediction density (13) As in standard particle filtering algorithms (Appendix I), we assume the availability of a sample-based version of the density at the preceding iteration. Suppose that we represent by an equally-weighted set of samples 5
Using the condition density as an approximation for and applying the N samples to (13), we sample from the learned forward transition density for each of these samples to generate a sampled version of the one-step-ahead predicted density . In particular, for each , we generate equally weighted samples, resulting in the following estimate: (15) Given this density and set of particles, the objective then is to provide a sample-based approximation to the density in (12). In standard particle filtering applications-in which the measurements depend directly on , all this involves is a reweighting of the particles in the one-step-ahead predicted density, , using the likelihood function for the observations conditioned on each particle. However, as can be seen in (12) , the computation of these new weights in our case is complicated by the two intervening variables in our graphical model, namely and , as (12) requires a marginalization over these variables. One way to deal with that complication would be to approximate the marginalization operation by choosing the pair which maximizes the integrand of (12).
One principled manner in which to do this would be to use each each particle to generate its own pair of samples of and by solving the optimization problem (16) and then to weight that particle by the exponential of the maximizing value of the right-hand side of (16) (and finally to renormalize these weights so that they sum to 1). This would, of course, require generating one particle pair for each particle in , a computationally intensive task. Instead, we have found it effective to generate a single particle pair by optimizing an average over all particles of the right-hand sides of (16), i.e., by solving (17) Substituting expressions from (1), (3), (5) , and (15) into (17), and using the fact that (18) we obtain (19) where (20) where and . Practically, we initialize the minimization using the mean shape from the training data.
The solution to this variational problem is related to joint boundary and field estimation methods-e.g., those based on the so-called Mumford-Shah functional [26] , [42] , [43] -and can be solved in an analogous manner, using coordinate descent and curve evolution (see Appendix II).
At the end of this process, we have essentially replaced (12) by (21) Now we can use (21) to re-weight our particle-based representation (22) (23) with chosen so that the weights sum to 1. Finally, we can resample this density to equally weighted samples (see Appendix I). Thus, from equally weighted samples representing the posterior at , we have arrived at equally-weighted samples for the posterior at .
B. Noncausal Smoothing
In the smoothing problem, the goal is to estimate for any based on for all in the cardiac cycle (we denote this observation sequence by ). Based on the graphical model in Fig. 2 , the posterior density of interest, , can be written as (24) where denotes all data in except . Note that the likelihood, intensity prior, and curve prior terms are the same as in the filtering formulation of (12), but the prediction term is now conditioned on . Note that this formulation is valid for smoothing on a chain as well as inference on a single cycle graph (i.e., when the dashed edge in Fig. 2 is included) . Let us first consider the chain case.
As in the filtering problem, consider the following approximate representation of (24) (25) We will describe how to compute and in this case, but for the time being, assume we have them. We are then left with the computation of (25) at each point in time, which is a classical smoothing problem or, equivalently, an inference problem on the graph in Fig. 2 (for the moment without the dashed edge) . The solution can be found in many sources, and, with an eye toward including the dashed edge, we describe this in terms of message-passing also known as belief propagation [44] . In particular, the Markovian structure of implies that (25) has the following form: (26) where the neighbors for each time are times just before and after, i.e., and (except for the end points 1 and which have neighbors on only one side), and where the "messages" represent a summary of all of the information provided by points in time before (for ) or after ( )-i.e., they are likelihood functions capturing all of the information relevant for inference at time contained in the dynamical relationships and data either before or after .
These messages themselves have recursive structure inherited from the graph. Adopting graphical model notation and terminology [22] , [23] , these recursions involve the specification of the probabilistic model in terms of potential functions corresponding to each node/time in our graph and to each edge. In our case, the node potentials capture all of the statistical information localized to time alone, i.e., (27) The edge potentials are given by (28) where the last two forms in (28) suggest how these expressions are used. In particular, if , the next-to-last expression in (28) involves the forward prediction density, while the last expression involves the backward prediction density.
Using these quantities, the messages in (26) satisfy the following relationship: (29) where denotes all neighbors of node except . Note in our case that for the graph of Fig. 2 (without the dashed line), each of these sets consists of a singleton (except for and for which these sets are empty). In particular, for , is the single point and (29) corresponds precisely to the causal filtering operation, in which we take the information from the preceding time ( ), incorporate the available information at time (the multiplication by the node potential at time ), and then predict ahead one time step (the multiplication by the edge potential from to followed by the integration to marginalize out time . Analogously, if , (29) corresponds to a backward propagation of information.
These fixed-point equations can be solved iteratively via different methods for message-scheduling, i.e., for choosing the order in which messages are updated. For a chain, one approach is to perform smoothing by a two-sweep procedure, moving from the leftmost node of the chain to the rightmost one and then back again. Such an algorithm yields the correct answers at the end of these two sweeps. The same idea can be generalized to tree-structured graphs. At the other extreme one can update all messages simultaneously-i.e., we can simply apply the fixed point equations iteratively (30) For inference on chains (and on tree-structured models more generally), convergence occurs once the messages from each node have propagated to every other node in the graph.
Such message computations can be performed exactly only in special cases-e.g., when everything is Gaussian-in which these functions have fixed finite-dimensional parameterizations. This leads to the need for sample-based methods analogous to those used in particle filtering. In our work, we use two such sampling-based algorithms. The first, the forward-backward algorithm of Doucet et al. [41] , is a two-sweep procedure. The forward step of the algorithm uses particle filtering as explained in Section IV-A. In the backward pass, it then re-weights the particles that were obtained through the forward filtering process to obtain the posterior at each time . The second algorithm we consider and use is nonparametric belief propagation (NBP) [45] . In NBP, particle representations serve as weighted mixture distribution approximations (in particular Gaussians sums) of the true messages. The NBP algorithm stochastically approximates the parallel message propagation operation in (30) and thus provides a consistent nonparametric estimate of the outgoing message. The message products in (26) and (29) are computed using an efficient local Gibbs sampling procedure. One of the most interesting ideas in NBP is a method for sampling from such products without explicitly constructing them. A detailed description of NBP can be found in [45] . Here, we only hightlight a number of aspects of our framework differentiating it from a standard application of NBP.
The first involves the dependence of the node potentials on and . Let us describe how we compute these quantities at each iteration [with the resulting values then used to update the node potentials in (27) for use in NBP]. Let denote the density of the product of the incoming messages to node at iteration , [i.e., the product of messages in (30)], represented nonparametrically as (31) where is the number of samples, denotes the sample, and denotes a Gaussian kernel with mean and covariance . This is analogous to (15) for the filtering problem. The objective then is to provide an approximation to the posterior using a sample-based version of (26) . This requires the computation of and , for which we use a similar procedure to that in the filtering context: at every iteration we carry out the following optimization: (32) where (33) which is essentially the same as (20) except for the last term. Given the form of in (31), this term involves a convolution of the Gaussian kernel with . To simplify that operation, just for this step of our procedure, we approximate the Gaussian kernel with a Dirac delta function, through which the last term in (33) becomes (34) where is as defined in (2) . Once the values of and are found to minimize this functional we update the node potential (note that here we indicate the dependence of the potential on the iteration explicitly) using (27) . Then the NBP belief update procedure [45] can be used to generate samples from the posterior density . Another point worth mentioning is the way we represent the edge potentials in passing messages in different directions on an edge. For complete consistency, we should use precisely the same potential for messages being sent in either direction. This is not an issue in Doucet's forward-backward algorithm, as in that approach no new particles are generated in the backward sweep-they are simply reweighted. However, for NBP both forward and backward messages are used. For messages passed forward (i.e., ) in the chain, the pairwise potential used in (29) is which requires the forward conditional density. Meanwhile, for messages passed backward in time (i.e., ), we write the pairwise potential as which requires the backward conditional density. Since we learn the forward and backward densities separately (as described in Section III), the approximations to and used in our algorithm are not precisely equal. Rather than introducing a method to enforce equality (a difficult thing to do with particle-based densities) we do not enforce it. As we will see, this is not a significant issue. Moreover, such an approximation is not unprecedented. Sigal et al. [46] , for instance, learn the conditional densities separately in the process of tracking motion.
Finally, we turn to incorporating the additional dashed edge in Fig. 2 in order to more tightly couple the LV boundary at the start and at the end of a complete cycle. Specifying this graphical model involves introducing a single additional edge potential to our existing model. We define this edge potential in exactly the same way as the other edge potentials in our framework, and learn the associated transition densities from training data. On tree-structured graphs, exact inference can be achieved using belief propagation (BP) for discrete or Gaussian variables. However, the formulae in (26) and (29) are no longer valid if there are loops in the graph. Inference for general loopy graphs is a challenging problem on which considerable current work is being performed. For example, methods do exist to "correct" belief propagation for the case of a single loop as in Fig. 2 (with the dashed edge) . That said, it is also true that in many cases-especially when the loops are long [47] -simply applying the fixed point equation of (30)-i.e., performing local belief propagation updates neglecting the fact that there are loops in the graph-works well. Note that there is no counterpart to Doucet's forward-backward algorithm for loopy graphs, and, hence, to implement loopy belief propagation-i.e., the iterative application of (30) to the graph of Fig. 2 -we use NBP.
V. EXPERIMENTAL RESULTS

A. Setup
We apply the proposed technique on 2-D mid-ventricular slices of MR data, but we also note that we can in principle apply the method to 3-D data. The dataset we use contains twenty-frame time sequences of breath-hold cardiac MR images, each representing a single cardiac cycle with the initial frame gated (synchronized) with an electrocardiogram (EKG) signal. We do not consider arrhythmias because only patients having sustained and hemodynamically-stable arrhythmias, a rare situation, can be practically imaged and analyzed. Anonymized data sets were obtained from the Cardiovascular MR-CT Program at Massachusetts General Hospital. Our training set consists of 42 cardiac cycles of 20 frames each for a total of 840 images, acquired from five patients. The segmentations on the training set were carried out manually by both radiologists as well as researchers whose results were reviewed by radiologists. All of the training and test sets come from healthy patients. If we had a rich enough set of training data, the model would theoretically still work with unhealthy patients. However, if the training set included some types of abnormal cardiac behavior and then we encountered yet a new/different type of abnormality in the test set there would be no guarantee how well it would work. Stated another way, healthy training data behave uniformly. If we had training data for a certain abnormality, the model certainly should be able to handle test data with cardiac behavior similar to this abnormality. The difficulty is finding a rich set of data for specific abnormalities. In the interest of brevity, representative results are presented here. However, we refer the reader to [48] for the full illustration of results.
In the training phase, we take the 840 images as well as manually segmented boundaries, normalize each boundary with respect to area, and then perform PCA to extract the first eight primary modes of variability as described in Section III-A. Using the PCA coefficients as well as the areas, we form the state vector for each boundary sample at a particular time . We then estimate the parameters of the intensity prior (Section II-B) , , , by computing sample means and sample variances in high-SNR MR images. For the outside region , we take a five-pixel wide band around the boundary (to provide context, the average area of the LV at end diastole is 1889 pixels while that at end systole is 380 pixels). We choose to have width five in an effort to ensure that this region contains only myocardial muscle, while providing a large enough region to have meaningful statistics.
Next we learn the maximally informative statistics as described in Section III-C. For , we assume that there is no interaction between the area and shape of the object. So, and in (11) . 6 Thus, the learning of the area dynamics can be separated from that of the shape dynamics. For the shape statistic , we have empirically determined that going from one to two dimensions led to a significant improvement, while subsequent increases in dimension did not lead to substantial gains in capturing shape dynamics. Thus we have taken the statistic to be 3-D (two dimensional for shape and one for area), so that is scalar and is 2 8. From the training data, we learn the 17 parameters (1 for , 16 for ) for each function . After learning the maximally informative statistics, we learn the transition densities as described in Section III-D. Although our framework is general enough to learn a different dynamical model at each time , we chose to learn a single model for the systolic phase and a single model for the diastolic phase. The next step is to learn the dynamical models in the transition region, through mixtures of systolic and diastolic models. We determine the percentage contributions at each time based on the percentage of the training data samples being at a particular phase at that time. As a result, we obtain a different mixture density, hence a different dynamic model, at each time point in the transition region.
Our test set consists of 234 cardiac cycles of 20 frames each, acquired from 26 patients, different from the patients used for the training set. Each cardiac cycle test set was estimated independently. Given a test image sequence to be segmented, we first pick a noise variance (see Section II-C) based on the values empirically determined from the training data. We then use one of the inference algorithms described in Section IV to perform segmentation. To initialize our algorithms with some priors on the boundaries, we use the mean shape and area from the training data samples for that time instant. Thus, the test sets do not require user intervention for setup although one could theoretically provide the 'truth' for to obtain a better set of segmentations. For causal filtering, and for forward-backward smoothing, we do this just for , whereas for parallel message passing in NBP we do it for each time . To terminate the parallel message passing in NBP, at each iteration we compute the Kullback-Leibler (KL) divergence between successive estimates of the posterior density at each node, and stop when the maximum KL divergence over all nodes gets smaller than some predefined threshold. We use 200 particles to represent each of the densities involved in our algorithm. While the algorithm was created for accuracy and has not been optimized, the convergence time per image frame was about 30 s on a desktop personal computer having a single-core Xeon 2.2-GHz processor running MATLAB version 6.5 on a Linux OS.
B. Evaluation Metrics
We measure accuracy by computing the dice coefficient [49] (commonly used for evaluation of segmentations in medical imaging) between the segmentation and the manually segmented truth (35) where denotes the region inside a boudnary, represents the intersection of regions and , and is the area of region . The dice measure evaluates to 1 when two regions are a perfect match and 0 when the regions are a complete mismatch.
1) Evaluation of LV Boundary Estimates :
To determine the accuracy of a set of boundary estimates, we compute the dice measure between each of the estimates and the ground truth at that time, and then average over all of the dice coefficients computed. For instance, if we have four cardiac cycles of 20 frames in our test set, we compute the dice measure for each of the 80 segmentations and then determine their average. We refer to this average as the dice boundary coefficient.
2) Evaluation of Samples of the Posterior of the State : In addition to examining the accuracy of the boundary estimates, it may be instructive to evaluate the quality of the samples of the posterior density of . To quantitatively examine samples, we can determine the dice coefficient between each sample from a posterior density and ground truth. Since none of these samples are expected to be as accurate as the LV boundary estimate , we expect the average dice coefficient from the samples to be smaller than the dice coefficient for the LV boundary estimate at the same frame. To determine the accuracy of samples, we compute the average across the samples in all of the frames analyzed. For example, if we have four cardiac cycles of 20 frames in our test set, with each posterior represented by 50 samples, then we compute the dice measure for all 4000 samples and then determine the average of these dice coefficients. Henceforth, we refer to this average as the dice sample coefficient.
We note that one of the advantages of the particle-based approach is that having the posterior distribution in principle allows us to understand more than simply looking at the dice sample coefficient. In particular having a density for shape conditioned on data and a dynamical model gives us a picture of the variability intrinsic to the problem-i.e., a representation of the posterior density is more informative about the remaining uncertainty after estimation than simply giving a single estimate.
C. Smoothing Results on the Chain 1) NBP:
First we consider smoothing results on the chain using NBP. Figs. 5 and 6 show representative estimates of the LV boundary for high and low SNR data, together with ground truth. The dice boundary coefficient in high SNR is 0.9214, while for low SNR it is 0.8909. All the dice coefficient computations in this paper are based on the test data consisting of 234 cardiac cycles.
When we constrast these results to causal filtering (dice boundary coefficient of 0.8654 for high SNR and 0.8210 for low SNR), we observe that smoothing results are more accurate. We would expect this result because these estimates effectively incorporate more data. Table I contains the numbers we have mentioned here. For causal filtering-based segmentation examples, please see [43] .
2) Forward-Backward Method: We next present results for smoothing on a Markov chain using the forward-backward method. Fig. 7 shows the segmentations using low SNR data. The dice boundary coefficient is 0.8836. This result is similar to the 0.8909 obtained by NBP on the same Markov chain and better than the 0.8210 obtained using filtering. Note that filtering is essentially just the forward step of the forward-backward procedure. Table I contains the numbers we have mentioned here.
To provide a visual comparison of filtering and smoothing, Fig. 8(a) shows the most representative samples of the posterior density for filtering (yellow) and the posterior density for forward-backward smoothing (red), to- gether with the manually-segmented truth (blue) for two representative frames. Qualitatively, we observe that the more erroneous curves mostly belong to the filtering posterior. Fig. 8(b) and 8(c) shows the variability of the curves in a different way for filtering and smoothing, respectively. This suggests that the smoothing posterior is tighter. Quantitatively, for low-SNR data, the dice sample coefficient is 0.6951 for filtering and 0.7904 for forward-backward smoothing. Table II shows the results of the dice sample coefficient for high and low SNR data.
D. Single Cycle Graph Results
Figs. 9 and 10 show the segmentations obtained using loopy NBP on the high and low SNR data, respectively. The results are in general very accurate. For high-SNR data, the dice boundary coefficient is 0.9292, while that for low SNR data is 0.9069. The results show an improvement of estimates over those from smoothing on a chain. When we examine the segmentations at each frame more carefully (not shown here), we observe that the improvement provided by the loopy model is most significant near the beginning and end of the cardiac cycle, as one would expect.
E. Comparison of Estimates With Static Segmentations
We also visually demonstrate the benefits of our approach by comparing our segmentation results with the static, shape prior-based segmentation algorithm of Tsai et al. [29] . Fig. 11 shows our results using NBP on a loopy graphical model together with the results of the method in [29] on the same data. The static segmentation method of [29] uses the same training data as our approach for learning the shape priors. We qualitatively observe that the loopy NBP approach leads to more accurate segmentations. This observation is supported quantitatively Fig. 11 . Comparison of the LV boundary estimates of loopy NBP with static segmentations using a shape prior (dark red) based on [29] . Ground truth is shown in green.
by the dice boundary coefficients in Table I . The static segmentation method achieves 0.8516 and 0.8035, for the high and low SNR cases, respectively, while the corresponding numbers for loopy NBP are 0.9292 and 0.9069.
VI. CONCLUSION
In this paper, we have presented an approach for time-recursive segmentation of evolving deformable objects. In particular, we have proposed nonparametric, information-theoretic methods to learn the time-varying dynamics of such deformable objects from training data, with the specific application of LV evolution in cardiac imaging. Using a Bayesian framework, we have developed particle-based smoothing algorithms that allow time-recursive segmentation throughout the LV cycle using all available data. In our development, we have used not only Markov chains for the temporal LV evolution, but also a single-cycle graph to capture periodicity of cardiac motion. We have adapted and used message passing algorithms for approximate solution of these inference problems. In this framework, we have used finite-dimensional approximate representations of the LV boundary as state variables, rather than the infinite-dimensional LV boundaries themselves, in order to improve the reliability and accuracy of the learning process. However, we have also incorporated level set methods in a statistically consistent manner into this framework in order to generate boundaries not constrained to reside in the finite-dimensional domain in which dynamics have been learned and exploited. We have demonstrated the effectiveness of our approach (both qualitatively and quantitatively) on cardiac MR imagery. These results exhibit the improvements provided by our approach over static segmentation methods.
APPENDIX I PARTICLE FILTERS
For dynamical systems whose state evolution involves nonparametric densities, sample-based methods, such as particle filters [40] , [41] , can be used for recursive state estimation. These sequential Monte Carlo (MC) techniques represent the density through a discrete set of weighted samples drawn from that density which in turn approximate the density through a kernel density estimate.
Suppose is a Markov process we want to estimate based on measurements that represent noisy observations of the underlying process . To determine the posterior distribution , where , the set of all observations from the initial time to time , we apply Bayes' Rule (36) This expression simplifies to (37) because is Markov and the observations are independent from each other conditioned on their associated state . From this equation, we can observe the recursive nature of the problem. In particle filtering, the continuous distribution at any time is approximated by a sample-based representation (38) where represents kernel centered at . Suppose that at time , we have samples having weights to approximate . The points propagate through the dynamics to sample points having weights . These points are then weighted by the likelihood, namely (39) where is a normalizing constant which ensures that the weights sum to 1.
One of the key concepts of particle filters is the idea of importance sampling. If a given distribution cannot be sampled, we resort to sampling from a proposal density and apply the weight of to the samples. The weighting for each sample is necessary to adjust for the fact that we sample from rather than , the distribution of interest. Mathematically (40) where in order to maintain a valid probability distribution, we normalize the weights such that . Another feature of particle filters is resampling. After a few iterations in the recursive filtering process, most of the particle weight may become concentrated among a small set of samples, leading to a degenerate distribution. The process of resampling can mitigate this problem. Resampling involves generating a new set of samples from the approximate representation . Resampling can be accomplished in many different ways [40] .
APPENDIX II FORMULAE FOR COORDINATE DESCENT
Given the functional of (20), we solve the problem using coordinate descent. 7 For the step, we fix the boundary and compute the intensity estimates. Using the assumption that is piecewise constant, the which minimizes for a given is (41) For a given , we apply curve evolution to find the that minimizes . To accomplish this, we compute the first variation of with respect to and move in that direction. The formula for the first variation is (42) where , , , , is the area of and is the area of , is the curvature of at , is the unit outward normal of at , and is an iteration-time parameter used during the curve evolution process. The computation of the first variation relies on four separate derivations of curve flows [24] , [26] , [50] , [51] .
