Target positioning using multiple-input multiple-output (MIMO) radar system has aroused extensive attention in the past decade. However, most of the existing positioning algorithms are only suitable for ideal scenarios (e.g., well-calibrated sensors, orthogonal waveforms, Gaussian white noise). In this paper, we focus on the target localization problem in a bistatic MIMO system in the co-existence of mutual coupling and spatially colored noise, i.e., to estimate the direction-of-arrival (DOA) and direction-of-departure (DOD) in such non-ideal scenario. To tackle this issue, a parallel factor (PARAFAC) analysis algorithm is proposed. Firstly, the de-noising operation is carried out to suppress the spatially colored noise. Then a PARAFAC analysis model is constructed to explore the tensor nature of measurement. After computing PARAFAC decomposition on the new tensor, the factor matrices associate with DOD and DOA are obtained. Thereafter, the de-coupling operation is followed to eliminate the mutual coupling. Finally, the idea of least squares is utilized to recovery DOD and DOA from the factor matrices. The proposed algorithm can achieve closed-form solution for DOD and DOA estimation without pairing calculation. Moreover, it provides better estimation performance than the state-of-the-art approaches. Detailed analyses are illustrated and simulation results verify the effectiveness of the proposed algorithm.
I. INTRODUCTION
In the past decade, multiple-input multiple-output (MIMO) radar has drawn massive attention [1] , [2] . Unlike traditional phase-array radar, MIMO radar emits mutual orthogonal waveforms with mutual antenna and receives the reflected echoes using multiple antenna. The waveform diversity and spatial diversity enable a MIMO radar to obtain better detection and estimation performance than a phase-array radar. There are various classification methods according to different principles. The most popular category is the binary The associate editor coordinating the review of this manuscript and approving it for publication was Liangtian Wan . method that rely on the antenna configuration, which divides MIMO radar into distribute MIMO radar and colocated MIMO radar [3] , [4] . The former makes full use of distribute antenna to solve the target twinkle problem, while the latter utilize close spaced antenna for high-resolution spatial spectral estimation. In this paper, we focus on target positioning using a bistatic MIMO radar, which is a special kind of colocated MIMO radar and can be easily extended to multistatic MIMO radar case.
Target positioning in a bistatic MIMO radar scenario usually involve direction-of-arrival (DOA) and direction-ofdeparture (DOD) estimation. In the past decade, a lot of works have been done in this topic. Various strategies have been proposed, such as multiple signal classification (MUSIC) [5] , [6] , maximum-likelihood (ML) [7] , [8] , estimation method of signal parameters via rotational invariance technique (ESPRIT) [9] , sparsity-aware approaches [10] , [11] and tensor-based methods [12] - [15] . Usually, MUSIC is computationally costly due to the exhaustive search. Although the reduced-dimension idea can be adopted to reduce the computational burden [6] , it is still inevitable for the 'offgrid' problem [16] , [17] . Similarly, the maximum-likelihood (ML) estimator [7] , [8] , although it is theoretically guaranteed to attain the Cramér-Rao bound (CRB) [18] , can not avoid this drawback. In comparison to MUSIC and ML, ESPRIT is much more efficient, since it can obtain closed-form solution for DOD and DOA estimation by using the invariance property. However, ESPRIT would reduce the array degreeof-freedom (DOF), thus it performs worse than MUSIC and ML. Sparsity-aware approaches always outperform subspace methods, at the expense of much higher computational load. The algorithms in [5] - [11] can be interpreted as matrix-based methods. It should be emphasized that the measurement after matched filters of a MIMO radar show rich tensor structures. Unfortunately, this characteristic has been ignored by the matrix-based methods. Tensor decomposition has been turned out to be a highly efficient tool to explore the tensor algebra. Owing to their superior de-noising performance, tensor approaches often provide better estimation accuracy than matrix-based methods. Generally speaking, there are two kinds of tensor models, namely Tucker model and parallel factor (PARAFAC) analysis model. The former is a highly analogy to matrix eigendecomposition, the latter factorizes a low-rank tensor into sum of rank-one tensors [19] . Besides, the estimation performance of a MIMO radar can be further improved by exploring additional information, for instance, polarization [20] , [21] and non-circular characteristic [22] , as the virtual DOF can be increased with these information.
Nevertheless, most of the existing estimators are only suitable for ideal scenario, for instance, well-calibrated sensor arrays, orthogonal waveforms, uncorrelated noise. In practice applications, however, MIMO radar may operate in imperfect background, e.g., gain-phase error, sensor position error, mutual coupling (MC) error, spatially colored noise, nonorthogonal waveforms. Among which the MC problem and spatially colored noise problem have attached many concerns. The MC error is caused by the radiation effects of the sensors that has aroused extensive attentions in MIMO radar. It is well known that the MC amplitude between two sensors is inversely scaled to the distance between two sensors. Therefore, thinned arrays, e.g., nested arrays and co-prime arrays [23] , can be free from MC. But thinned arrays may be impossible for scenarios with limited space. Since MC coefficient matrix corresponding to a uniform linear array (ULA) can be approximated with a symmetric Toeplitz matrix [24] - [28] , which helps to simplify the data model of parameter estimation in a ULA-based MIMO radar system. Several efforts have been devoted to direction finding in such scenario. In [24] , a improved MUSIC method was proposed, in which joint DOD and DOA estimation is linked to a quadratic problem, and it is solved via two one-dimensional peak searches. Finally, MC coefficients are estimated according to the estimated DOD and DOA. Taking the sensors at both ends of a ULA as instrumental sensors, the steering vector associate with the residual sensors fulfill rotational invariance property. As a result, the ESPRIT idea were introduced in [25] , [26] . In order to explore the tensor nature, the Tucker tensor model was established in [27] , and a real-valued subspace framework was carried out. The PARAFAC analysis algorithms were presented in [28] , [29] , which perform better than the Tucker decomposition method in [27] .
On the other hand, most of the existing algorithms are rely on low-rank matrix or tensor decomposition, which works well in Gaussian white noise background. But the existing decomposition frameworks would fail to work in the presence of spatially colored noise. To suppress the spatially colored noise in bistatic MIMO radar, several schemes have been proposed. According to the de-noising mechanism, the existing schemes can be divided into the spatial cross-correlation method [30] - [34] , temporal cross-correlation [35] , covariance differencing method [36] , [37] and matrix completion method [38] . In spatial cross-correlation method, the transmit sensors is divided into non-overlapped subarrays. Since the matched noise associated with different transmit sensors are uncorrelated, the spatial cross-correlation of the noise counterpart is zeros. In the temporal cross-correlation method, the noise is assumed to be temporally uncorrelated, thus the temporal cross-correlations of the noise equals to zeros. In the covariance differencing method, the noise is assumed to be stationary, thus the noise covariance matrix will invariant under a determined transformation, and the spatially colored noise is eliminated from covariance differencing. In matrix completion method, the covariance measurements with the same indexes to that of the nonzero noise covariance is removed. The noiseless covariance matrix is recovered via matrix completion technique. Comparatively speaking, the spatial cross-correlation method suffers from the lose of array DOF, the matrix completion is computationally inefficient, the covariance differencing method must to solve the ambiguity problem, while the temporal cross-correlation can avoid the above drawbacks.
Since the MC effect between the sensor array is caused by the radiation effects of the sensors, the received noise of a sensor will be also be captured by other sensors, hence the array noise in the presence of mutual coupling is spatially correlated. To the best of our knowledge, this situation has not been considered previously. A common feature of the denoising schemes is the usage of the covariance measurement. Although the existing PARAFAC algorithm show powerful ability of parameter estimation in the presence of mutual coupling, the existing PARAFAC-based de-coupling algorithms in [28] , [29] are rely on the matched filtering measurements, implying that they are unsuitable for spatially colore noise. Inspired by covariance PARAFAC analysis estimator in [14] , a new PARAFAC algorithm is proposed for joint DOD and DOA estimation in bistatic MIMO radar with unknown MC. Firstly, a cross-covariance tensor is constructed to eliminate the spatially colored noise. Then a third-order PARAFAC analysis model is formed for fast PARAFAC decomposition. The de-coupling operation is followed to eliminate the MC effect. Finally, the idea of least squares (LS) is utilized to recovery DOD and DOA, which are automatic paired. The proposed algorithm outperforms all the existing algorithms. Simulations verify the effectiveness of the proposed algorithm.
The following notations are utilized in this paper. Bold capital letters, e.g., X, bold lowercase letters, e.g., x, and boldface calligraphic letters, e.g., X , denote matrices, vectors, and tensors, respectively. I K denotes the identity tensor with the (k, k, · · · , k)-th (k = 1, 2, · · · , K ) entities are ones and zeros elsewhere. The M × M identity matrix is denoted by I M , and the M ×N full zeros matrix is denoted by 0 M ×N . 1 2×2 is a 2×2 matrix filled with ones. The superscript (X) T ,(X) H ,(X) −1 and(X) † stand for the operations of transpose, Hermitian transpose, inverse and pseudo-inverse, respectively; •, ⊗, and ⊕ represent, respectively, the outer product, the Kronecker product, the Khatri-Rao product (column-wise Kronecker product) and the Hadamard product; diag (·) denotes the diagonalization operation, toeplitz (t) returns a symmetric Toeplitz matrix constructed by the vector t; angle (·) denotes the angle of a vector.
II. PRELIMINARIES AND DATA MODEL A. TENSORS AND PARAFAC ANALYSIS
A tensor is a multidimensional array [39] . The following definitions concerning tensor and PARAFAC analysis will used in this paper [15] , [28] , [29] .
Definition 1 (Unfolding): The mode-n unfolding of a tensorX ∈ C I 1 ×I 2 ×···×I N is denoted by [X ] (n) , where the (i 1 , i 2 , · · · , i N )-element of X maps to the (i n , j)-th element (n) . The following mode product property is used in this paper
Definition 3 (PARAFAC analysis):
The PARAFAC analysis of a rank-K tensor X ∈ C M ×N ×L is given by
where K is a positive integer, a ∈ C M ×1 , b ∈ C N ×1 and c ∈ C L×1 are rank-one vectors. In tensor-matrix product format, Eq.(3) can be written as
where the factor matrices are
Definition 4 (Generalized Tensorization of a PARAFAC model [40] ): For the PARAFAC decomposition model in
The above definition can be easily obtained by exploiting the unfolding of X .
B. MC MATRIX OF A ULA
MC error is caused by the radiation effects of the sensors. In the presence of MC, the receive signal of a sensor is the weighted sum of the signals with respect to various sensor. Accordingly, the MC effect for an M -element antenna array can be described by a M ×M MC coefficient matrix, in which the (m,n)-th (m, n ∈ {1, 2, · · · , M }) entity accounts for the MC coefficient between the m-th sensor and the n-th sensor. As is well known, the amplitude of a MC coefficient between two sensors is inversely scaled to the distance between the sensors, and the MC coefficients associate to sensors that are far apart can be regarded as zeros [29] . For a ULA, the coefficients of sensors with equal distances are the same. An illustration of the MC effect of a ULA is shown in Fig. 1 . Suppose that MC exists in the adjacent P (M > 2P + 1) sensors of a M -element ULA, and the MC coefficients are c 1 , c 2 , · · · , c P (0 < |c P | < · · · |c 1 | < 1), than the MC matrix can be expressed as
where C ∈ C M ×M and it has the following format
Obviously, C a banded symmetric Toeplitz matrix. If P = 0,
C. DATA MODEL Now we consider a bistatic MIMO radar system equipped with M transmitting sensors and N receiving sensors, both of them are ULAs with half-wavelength spacing. Suppose K farfield targets appearing in the same range bin of the radar. The DOD and the DOA for the k-th (k = 1, 2, · · · , K ) target are denoted by ϕ k and θ k , respectively. Additional assumption is that the radar system emits ideal orthogonal waveforms. The reflect coefficients of the targets fulfill the Swilling model I and L snapshots are collected. The output from the matched filters can be expressed as [6] , [35] 
whereÃ r = ã r (θ 1 ) ,ã r (θ 2 ) , · · · ,ã r (θ K ) ∈ C N ×K is the receive direction matrix with the k-th receive steering vector given byã r (θ k ) = 1, e −jπ sin θ k , · · · , e −j(N −1)π sin θ k T ;
, · · · , s (f K )] T ∈ C L×K is the snapshot direction matrix with the k-th snapshot steering vector given by s (f k ) = [α k , α k e j2πf k /f s , · · · , α k e j2π(L−1)f k /f s ] T , α k is the reflected amplitude of the k-th target, f k represents the associate Doppler frequency, f s denotes the pulse repeat frequency;Ñ stands for the noise measurement, which is assumed to be spatially correlated. According to [35] , its covariance matrix is
where B ∈ C N ×N is a unknown covariance matrix.
In the presence of unknown MC, the data model in (7) will invalid. Herein, we assume the MC effect exist in both the transmit sensor array and the receive sensor array, and the associate MC matrices are denoted by C t and C r , respectively. Moreover, we assume the number of nonzero coefficient in both C t and C r are P + 1 (min{M , N } > 2P + 1), which are separately denoted by c t = [1, c t1 , · · · , c tP ] T and c r = [1, c r1 , · · · , c rP ] T . The entities in c t and c r fulfill
respectively. Hence
The output from the matched filters with MC is then modified as [27] 
Similar to [13] , the array data in (10) can be formulated into a third-order tensorX ∈ C M ×N ×L as (11) whereÑ ∈ C M ×N ×L is the noise tensor. According to Definition 3:X can be written in tensor-matrix product format asX
III. THE PROPOSED ALGORITHM A. DE-NOISING
Since the temporal cross-correlation can avoid the drawbacks of other de-noising schemes, it is adopted in this paper for de-noising. It has been proven in [14] , [35] that for various snapshot measurements the noise are uncorrelated, i.e.,
whereÑ p andÑ p stand for the noise measurement associate with the p-th snapshot and the q-th snapshot (p = q), respectively. LetR = E X 1X H 2 , whereX 1 denotes the matrix contain the first L − 1 snapshots ofX, andX 2 composed of the last L − 1 snapshots ofX. According to (13) we have [14] 
where G = diag (g) accounts for the temporal cross-correlation of the reflected coefficient,
Obviously, the effect of the spatially colored noise is removed from the above crosscorrelation. In practiceR can be estimated viâ
Similar to (22) ,R can be rewritten in tensor format as
Obviously, (16) gives a fourth-order PARAFAC analysis model. A common technique solve the PARAFAC decomposition problem is alternative least squares (ALS) algorithm, which is easy to implement and is guaranteed to converge.
For a third order tensor, a fast implementation of ALS is the well-known COMFAC algorithm [41] . For a higher order (fourth order or higher) tensor, however, the ALS algorithm suffers from slowly convergence. According to Definition 4, by defining O 1 = {1}, O 2 = {2} and O 3 = {3, 4},R can be expressed as a third-order PARAFAC tensor as
In tensor-matrix product format, (17) can be rewritten as
whereÃ tr ∈ C MN ×K with the k-th column given bỹ
B. PARAFAC DECOMPOSITION
For the PARAFAC analysis model in (18), the ALS algorithm tries to approximate R with K components as
According to Definition 1 and Definition 2, R can be unfolded into three matrices as
Trilinear ALS fixesÃ tr andÃ r to solve forÃ t , then fixesÃ t andÃ tr to solve forÃ r , thereafter, it fixesÃ r andÃ t to solve forÃ tr . Having fixed all but one matrix, the problem in (20) 
Accordingly, the LS solutions for C tÃt , C rÃr andÃ tr are
The iterations in (22) will repeat until convergence criterions are satisfied. To accelerate Trilinear ALS, the well-known COMFAC algorithm [41] is adopted.
Uniqueness is one of the key features of tensor decomposition. The following Theorem gives the uniqueness of the PARAFAC decomposition model in (18) .
Theorem 1 [39] : Let k C tÃt , k C rÃr and kÃ tr account for the Kruskal-rank of C tÃt , C rÃr andÃ tr , respectively. For the PARAFAC model in Eq. (19) , if
then C tÃt , C rÃr andÃ tr are unique up to permutation and scaling of columns. In this paper, the permutation and scaling effect can be formulated as
where stands for the permutation matrix, 1 and 2 and 3 account for the diagonal scaling matrices with t r s = I K , N 1 , N 2 and N 3 are the error matrices.
C. DE-COUPLING
Since the MC matrix is banded symmetric Toeplitz, a submatrix (as the matrix in the dotted line of (5)) can be extracted from the MC matrix, which will be helpful for de-coupling. The sub-matrix can be picked out via left multiplying the MC matrix with a selection matrix. DefineN = N − 2P,M = M − 2P, and we construct the following selection matrices
It is easy to find that
where β tk and β rk are two constants with β tk = e −jπ(2P) sin ϕ k 1 + P p=1 2c tp cos (pπ sin ϕ k ) , β rk = e −jπ(2P) sin θ k 1 + P p=1 2c rp cos (pπ sin θ k ) ; a t (ϕ k ) and a r (θ k ) are vectors consisted of the firstM and the firstN entities ofã t (ϕ k ) andã r (θ k ), respectively. Clearly, the phases ofā t (ϕ k ) andā r (θ k ) still have linear characteristics. Thus the LS method can be utilized for direction estimation. Constructing
whereâ t (ϕ k ) andâ r (θ k ) are the k-th column ofÂ t andÂ r , respectively. Thereafter, we compute (28) Let u k2 and v k2 denote the second entities in u k and v k , respectively. One can easily find that u k2 and v k2 are the LS solutions for sin ϕ k and sin θ k , respectively. Finally, the k-th DOD and DOA can be estimated via
From (24) we can observe thatÂ t andÂ r share the same column ambiguity, thusφ k andθ k are automatically paired. After all the DODs and DOAs have been obtained, the MC coefficients can be estimated. The details of how to estimate the MC coefficients is a interesting topic, but out the scope of this paper. Interested readers are recommend to refer to [28] , [29] for more details.
IV. ALGORITHM ANALYSIS A. RELATED REMARKS
The following remarks should be noticed by the readers: Remark 1: The proposed de-noising scheme is not suitable for scenario that reflected coefficients are temporal uncorrelated, otherwise G = 0 and the proposed algorithm will fail to work.
Remark 2: In Eq.(16), g k is connected with the fourth rankone tensor, but this is not mean g k must be connected with the fourth tensor. Actually, g k can be connected with any of the four tensors. Since g k is a constant, it can be viewed as the scaler effect of the rank-one tensors, and it can be easily removed from the estimated results via normalization operation.
Remark 3: In Eq. (17), the third rank-one tensor is combined with the fourth rank-one tensor to construct a third-order tensor, but this combination is not unique. When transforming the fourth-order tensor into a third-order tensor, the only principle is that there exist steering vectors corresponding to DOD and DOA. Actually, we can also combine the first rank-one tensor with the fourth rank-one tensor. Besides, we can also combine the second rank-one tensor with the third rank-one tensor.
B. COMPLEXITY
The computational load of trilinear ALS is l 1 3K 3 + 6M 2 N 2 K + 2K 2 M 2 N + MN 2 + MN , where l 1 denotes the number of iteration. The complexity in Eq.(28) is 2KM + 2KN . The total computational loads of the proposed method is summarized in 1. For comparison, the complexities of the method in [24] (marked with MUSIC), [25] (marked with ESPRIT), [27] (marked with HOSVD) and [28] (marked with PARAFAC) in Table 1 are added. It is shown that the complexity of the proposed method is a slight heavier than PARAFAC. However, the proposed algorithm is suitable for spatially colored noise scenario, which will be shown latter.
C. STOCHASTIC CRB
Refer to [18] , we derive the stochastic CRB on DOD and DOA estimation in the co-existence of unknown MC and spatially colored noise, which is given by
where Q (q) denotes the covariance matrix of the noiseÑ, q = [q 1 , q 2 , · · · , q P ] T is a real vector to parameterize Q,R = Q −1/2 R x Q −1/2 ,R x and R s denotes the covariance matrix ofX and S, respectively,Ã = Q −1/2 C rÃr C tÃt ,
, respectively. J = vec e 1 e T 1 , vec e 2 e T 2 , · · · , vec e K e T 1 , with e k denotes the k-th column of the K × K identity matrix, vec {·} denotes the vectorization operation.Q = vec Q 1 , vec Q 2 , · · · , vec Q P with Q p = Q −1/2 Q p Q −1/2 ,Q p = ∂Q ∂q p .
V. SIMULATION RESULTS
In this section, the Monte-Carlo method is adopted to verify the effectiveness of the proposed algorithm. In the simulation, the bistatic MIMO radar is configured with M = 12 transmitters and N = 10 receivers. Suppose that K = 3 In the first example, we plot the scatter results of the proposed algorithm with SNR = -5dB and SNR = 5dB, respectively, where L = 200, β = 0.1, Case(2) are considered and 500 Monte-Carlo trials are conducted. The results are given in Fig. 2 and Fig. 3 , respectively. It is shown that both the DOD and DOA are estimated and correctly paired. Moreover, it seems the scatter results are more concentrated with higher SNR. In the second example, we measure the root mean square error (RMSE) on angle estimation (as defined in [28] ), where L = 200, β = 0.1 and all the results are based on 500 Monte-Carlo trails. For comparison, the RMSE performance of ESPRIT in [25] , the higher-order singular value decomposition (HOSVD) in [27] , the PARAFAC algorithm in [28] ) and the stochastic CRB are added. Fig.4 and Fig.5 illustrate the RMSE curves of various methods at different SNR in Case(1) and Case(2), respectively. It is obvious that RMSE performance of all the algorithms improves with the increasing SNR. Duo to the effect of the spatially colored noise, the PARAFAC algorithm performs worse when SNR is smaller than 0dB, neither does ESPRIT and HOSVD provide good estimation performance. The proposed algorithm outperform all the compared algorithms when -10dB<SNR<0dB, and it offers a slight better RMSE performance than PARAFAC when 0dB<SNR<5dB. When SNR is larger than 5dB, the RMSE of the proposed algorithm is coincides that of the PARAFAC method, and both of them provide better performance than the other algorithms. Fig 6 shows the average running time comparison at different SNR in Case(1), from which we observe that the proposed algorithm has lower computational load than PARAFAC when SNR is smaller than -5dB. However, it is much more complexity than all the compared algorithm when SNR is larger than 0dB.
In the third example, we compare the RMSE performance with various 'colored' parameter α, where L = 200, SNR is set to 0dB. It should be pointed out that C ≈ I when α 1, which means noise is spatially uncorrelated when α 1. RMSE results associate with Case(1) and Case(2) are depicted in Fig.7 and Fig.8 . Althouth the PARAFAC algorithm offers better estimation performance than ESPRIT and HOSVD, it is not robust when α < 0.2. After α > 0.3, both PARAFAC and the proposed algorithm provide very close estimation performance. It is obvious that RMSE of the proposed algorithm is not sensitive to α, while RMSEs of the other methods would improved with the increasing α. When α > 1, RMSEs of all the algorithms barely changed. An interesting observation is that the proposed algorithm perform better than all the compared methods when α < 0.1. Fig.9 gives the running time comparison with various α in Case(1). Clearly, the proposed algorithm requires much more running time than ESPRIT and HOSVD, but it is computationally more efficient than PARAFAC in such scenario.
Finally, we compare the running time performance, the RMSE performance with different snapshot number L, where SNR = 0dB and α = 0.1. Fig.10 and Fig.11 illustrate the RMSE curves of various methods in case Case(1) and in case Case(2), and Fig.12 presents the running time comparison in case Case(1), respectively. On the one hand, HOSVD seems fail to work in such scenarios. On the other hand, RMSE would be slowly decreasing with increasing L. Clearly, the proposed method offers much better estimation performance than that of ESPRIT, HOSVD as well as PARAFAC. It is evident that the proposed algorithm is able to eliminate the spatially colored noise in the presence of mutual coupling. An interesting observation is that the running time with respect to the proposed algorithm and ESPRIT are not sensitive to L, but running time of HOSVD and PARAFAC would increase with increasing L, as shown in Fig.12 . Besides, the proposed algorithm is more efficient than PARAFAC when L is larger than 200. In addition, the proposed algorithm requires less running time than HOSVD when L is larger than 500.
VI. CONCLUSION
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