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Abstract 
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We c o n s i d e r , t h e  following c l a s s  of  quadra t ic  s t o c h a s t i c  programs with simple 
recourse : 
(0.1)  f ind  x E R~ such t h a t  
and 
i s  maximized, where 
The funct ion  8 i s  defined by 
k-1/2 i f  r z l ;  
so  t h a t  t h e  recourse  cos t  funct ion  
- 1 
ph (vhl = qheh e (e  h vh) 
has t h e  form 
0 . 3  Figure: recourse  cos t  funct ion  
I n  t h e  l i m i t  a s  eh goes t o  0 ,  t he - l fun~ t ; i on?  . .. p tends t o  t h e  piecewise 
11 
R l i n e a r  func t ion  ph with 
which b r ings  us  t o  t h e  case  o f  s t o c h a s t i c  programs with s imple recourse  and 
. - 
l i n e a r  recourse  c o s t s  [11 . Note t h a t  t'h'ere i s  no l o s s  o f  g e n e r a l i t y  i n  having 
R 
P and ph with s lope  0 when v i a .  I f  t h e  o r i g i n a l  problem i s  no t  02 . t h i s  f o r n ,  h  
. . .  
. . 
. . 
. . - .. . - .  - 
a simple t ransformat ion  involv ing  an adjustment o f  t h e  ( c .  , j = l , .  . . ,n)  and t h e  
J . -  
(qh, h= l  , . . . ,R) w i l l  reduce t h e  o r i g i n a l  problem t o  t h e  c a n o n i c d  fo& (0.1) . 
,. . - . 
,The, c p e f f i c i e n t s  , . . :T. - :. :, :.; ... ,L 
3 ' 
. 
z ., s.. 4, -2 . . . . 
are-random v a r i a b l e s  with known d i s t r i b u t i o n  func t ion .  We assume t h a t  t h e s e  
- > 
random v a r i a b l e s  . . . -  have second moments so t h a t  t h e . ~ ~ ( * ) -  def ined  through (0.2) 
a l s o  have ., .., f i n i t e , s e c o n d  . - - .  moments. Consequent1y:the expec ta t ion  t h a t  appears  i n  
t h e  object. ive o f  (0.1)  is wel l -def ined .  We s h a l l -  assume t h a t  (0.1.) i s  so lvab le ,  
i. e.  , t h a ~ .  e x i s t s  a  vec to r  x* t h a t  so lves  (0.1) ; i n  p a r t i c u l a r  t h i s  implies  t h a t  
> .  . - 
t he . l . 4nea r  system, ., . 
. . - - . , . . . .  ... . . . 
n 
, . Or x .  2 r j = l , .  .. , n ;  
, . .  J j '  I j z l a i j x j  r bi, i= l , .  ..n, 
i s  f e a s i b l e .  The c o e f f i c i e n t s  r , d .  f o r  j = l ,  ..., n ,  and eh fo r  h=1, ..., R as  well  j  J 
a s  t h e  random v a r i a b l e s  qh(m) a r e  s t r i c t l y  p o s i t i v e .  In  p a r t i c u l a r  t h i s  p a r -  
- .  - - 
antees  t h e  concavi ty of  t h e  o b j e c t .  - .  
. . , , . . ,We , . -. , regard  . . ..model . .. ( -0 , l )  a s  t h e  quadra t i c  vers ion  of t h e  simple., : ,reeou~s'& prob- 
lem [21 involv ing  random c o e f f i c i e n t s  i n  t h e  technology mat r ix ,  t h e  c o s t  and Bhe 
r i g h t  hand s i d e s .  
In t h e  next  s e c t i o n  we show t h a t  t h e  fol lowing problem (0.4) i s  dual  t o  
t h e  quadra t i c  s t o c h a s t i c  programs wi th  simple recourse :  
and 
i s  minimized, where j = l ,  .... m ,  . . 
.,,- - . - ;  ,.-<:.. - L - p , * :  ., 
. . . . T I .  .............. ....... 
- . * .v. . . 
' - 
m R 
........ a y (Oss,) ; '., wj~*cC;jr-&s=l- i;j.Li-E(Ih=lzh (w) th j  (w)) ' . : . , .  - .  . . . .  , . 
.-. 
. - ....... :, .... 
Although t h i s  problem is r e l a t e d  t o  t h e  dual problem t h a t  would be .db t "a~ned  by a 
s t r a i g h t  forward a p p l i c a t i o n  o f  t h e  r e s u l t s  o f  [3]  t h e s e  a r e  s ign i f i ca r i t  d i f f e r -  
ences.  I t  i s  t h e  s p e c i f i c  s t r u c t u r e  o f  t h i s  dual  problem which is  expfoi ted  i n  
I 
t h e  a lgor i thmic  procedure descr ibed  i n  Sec t ion  2 .  
, . , . -. :, -.. : Our work was o r i g i n a l l y  motivated by a problem coming from th;gs di'Vlsibn,-'-'. 
,.. ,. - . " 
o f  IIASA ( I n t e r n a t i o n a l  - - I n s t i t u t e  f o r  Applied Systems Analysis) 'dea'.l?ng.'withL"'.' - 
hi gh'j.y!: alf$et-=d: sy. 7. :. ; :. Resources and Environment-; giveil' t h e  hydrodynamic f low,  
atmospheric cond i t i ons ,  between subbasins  of  a given shallow iakb, 6i;?:needs 26'' 
.?,_ . . 
design ( s i z e )  and l o c a t e  t e r t i a r y  t rea tment  p l a n t s  t h a t  w i l l  f i i f e r1* the . -  'inflow .' 
so  a s  t o  minimize ( i n  a l e a s t  square sense)  t h e  d e v i a t i o n  between' the obsbrveif".' 
concent ra t ion  of  c e r t a i n  p o l l u t a n t s .  and given d e s i r a b l e  l e v e l s .  -Here :both p ( - )  
- : .  L > -  > '  
........... and T(*) were random but q was f i xed  (nonstochast ic)  . 
1. DUALITY AND ITS DERIVATION 
. ..,  :- :' The.->prifial problem (0.1) and dual  problem (0.4)  a r e  l i & i d ' ; t o t r  s t h e  
, . - 1 t . r .  - - 
. _ I  - 
i '. i?l.' r. i . - , , - two ha lves  of a c e r t a i n  minimax-problem. Let 
. . 
: .. 
. ., - -. - 
,,is,; 7 ' $ -: 
(where t h e  funetions: zh(,*)' a r e  assumed ta. 5e measurable and a r e  i n  f a c t  square 
in tegrable ,  because t h e  functions q ( 0 )  are)  . Define thec^.;function L on XxYxZx by h 
. . 
This function i s  obviously quadra t ic  concave i n  x f o r  f ixed (y, ~ ( 0 ) )  and quadra t ic  
convex . ., . i n  (y,z ( o ) )  f o r  f ixed x. Two optimizat ion problems a r e  n a t u r a l l y  associa ted  
.. .. 1:. ' . - 
with i t ,  namely 
(1.3) maximize f (x )  over a l l  X E X ,  where 
f (x) = i n f  ( Y , z ( * ) )  EYXZ L ( x , Y , z ( * ~ ) ,  
and 
minimize g ( y , z ( * ) )  over a l l  ( Y , z ( * ) ) E Y X Z ,  where 
g(Y,z(*))=supXEX L ( X , Y , Z ( * ) ) .  
A s  is  well known,in optimizat ion theory,  no matter  what t h e  choice of t h e  s e t s  
X , Y  and Z and t h e  formula f o r  L ,  t h e  saddlepoint condit ion 
8 .. , -  *I. 
(1 .s)  L ( x , ? , ~ ( * ) )  c ~ ( G , y , i ( - ) )  5 L ( ~ , ~ , Z ( * ) )  f o r  a l l  x E X ,  ( y , z ( - ) )  EYXZ 
is. s a t i s f i e d  by elements x e  X and (?,i(*)) E YxZ i f  and only i f ' %  gi'ves t h e  max- - 
imum i n  problem (1.3) ,  (7,; (01)  gives t h e  minimum i n  problem (1.4) and t h e  o p t i -  ' 
ma1 values i n  these  two problems a r e  equal .  
-2 ,-, , 
,I,:' : 
3 ;-In fact (1.3.) an& (1.4) - can be , i d e n t i f i e d  with our primal and dual problems 
mi.g is:: : T (0.1)- .afidi:(X) .4-) , -so-'fh"': ais~e?f'fions ' j u s t  -made & t i  t r u e :  of -<he l a t t e r .  - 
... 
. -.  . 
. - 
... t he  d e f i n i t i o n s  (1.1) and (1.2) t h a t  - j ;  . . . . . . . .  . ,  :;; - 
. ; *  
.. . . . . . .  .... 
- otherwise . c k , .  .....  , . - -. . : ,:, :: ' . '<:c'-:: 
- 
'. - . ! .: - . 
.... .> 
where v (w) i s  given by (0.2) , and . . . . . .  - - .  
. . .  h . .  . , .  . . . . -  ;. i . 
, > 
, i. 
. , :  ' i J : *  
I -where w.is given b y ' k  The c a l c u l a t i o n  makes use  o f  t h e  f a c t  t h a t  t h e  conjua te  I j ' 
,. ,. ,- 
I d  . A 
of  t h e  funct ion  0 i s  
t / 2  i f  O l t L l ,  
B*(t) = sup,& It,-B(r) 1 = 1 '  
- 1" otherwise 
. . . .  ; .. 
. . . . . . .  
- i. - 
v 
DUALITY THEOREM. Suppose that  the primal problem ( 0 . 1 )  i s  feasible, i . e . ,  that 
. . .  
there ex is t s  X E R ~  sat is f ing 
n ., ' , .  - 2 ,  - .  - -  (1.6)  0 L X .  5 r for j = l ,  ... ,n;  and l j Z l a i j x j  I b for i=l , .  .. ,m: I j -  j  
- 
.-, .- - , -L - 
Then the primal problem (0.1) has an optimal solution x, the dual p ~ b l e m  ( 0 . 4 )  
I .  
has an optimal solution (7,; ( 0 ) )  , and the optimal values i n  the tvo problems are 
equal. Moreover, 2 .and (7, ( * )  ) are optimal i f  ard only i f  the saddlepoht rn; - 
. , d i t i m  (1.. 5). , i s  fu l f i l led .  . , . -  .; c- . !-. c: .?. ,. . - ?", ,',? r .I-,:... 
- 71: 
PROOF., -. ,?:, .. These a s s e r t i o n s  w i l l  follow from the  general  ob~servatioits. a b ~ e ,  -once 
\ .  . 
. . . . . . . .  
. . 
it is. shown t h a t  t h e s e  - SD . .  exis t . .  . . 2 E. .)( and ,.?(y, 2 ( * ) ) ,E ,  YxGsabis,fying thk.  sadd4s- : 
point: ~ p n d i t  ion.,,,, To- show t h i s  . . . . . .  ye- consider--an a,~i.l iary:InJn jmax.: p r o b l m .  5 n  -ri T,;.!;:: 
A s . -  - . . 
terms of  t h e  funct ion  
on-Xoxl, wherp , ,,.- X . o . .  . c o n s i s t s  - -  of the ,  vec tors  jc which:sa t i s fy  ( l , i 6 ) .  (Note t h a t  LO 
d i f f e r s  from L only i n  t h e  absence o f  a l l  y t e r n s . )  Again Lo(x , z ( - ) )  i s  con- 
cave i n  x.andiconvex i n - z ( * )  and i t . i s , c o n t ; i n u o u s  i n  x and z ( * )  r e l a t i v e  t o  t h e  
. . 
n 
usual  topo.logy on X c  R and t h e  norm topology t h a t  Z r e c e i v e s - a s  a subse t  of  a 
H i l b e r t  space o f  square i n t e g r a b l e  funct ions .  Any convex funct ion  which i s  con- 
Y ,. - . -  
- . _ 
I i 
.,. . .  
t inuous  i n  t h e  norm topology on a Hi lbe r t  space is a l s o  lower semicontinuous i n  
t h e  weak topology, and i n  t h e  l a t t e r  topology t h e  convex s e t  Z is  compact. O f  
course t h e  convex s e t  Xo i s  a l s o  compact. Thus we a r e  deal.ing with a funct ion 
on a product of  two nonempty compact convex s e t s ,  which is i n  p a r t i c u l a r  upper 
semicontinuous and concave i n  t h e  f irst  argument and lower semicontinuous and 
convex i n  t h e  second. According t o  t h e  minimax theorem of  Ky Fan, s ee  [4] ,such 
a funct ion  i s  s u r e  t o  have a saddlepoin t .  
. . . ?... . . .  ..,, . 
. . . . . . .  - 
- . .. - -.-- ' '1 - ., ..., 
Denote such a saddlepoin t  by (;,;(*)): one has ;E X ,  ;(*) E Z and 
, - -  
. - 
.. . . . . . 
Since t h e  quadra t i c  concave funct ion  X I +  L ( x , i ( - ) )  a t t a i n s  i ts  maximum a t  2 r e l a -  
0 
t i v e  t o  t h e  s e t  Xo,  i . e . ,  r e l a t i v e  t o  t h e  l i n e a r  c o n s t r a i n t s  ( 1 6 ,  t h e r e  e x i s t s  
a Lagrange m u l t i p l i e r  vec to r  Y E  Y such t h a t  
f o r  a l l  x r X and i Y I-'-- 
- 
- - 
- 
-. . - , , =  . ! Inasmuch as  ... . . .. b 
. - 
. . . . 
by d e f i n i t i o n ,  t h e  combination o f  (1.7) and (1'.8) ' i s  equivalent  t o  t h e  des i red  
. . .  
- . -  - . d - . - . - , - -  ;i<:2iy.z,. ,- 
saddlepoint  conditi6n.t (1.5) thus!;  (x<l , - t  (.;>I i s  . a " s ~ d d l i ? ~ b i n t ' . o f  . 
.L. DL-' 
""-S COROLLARY.. ~Szkppose ( i , i ( * ) )  is an optimal solution t o  the &l pr&teh (6.41. 
' " ' -' ...I ...' 
Then the stolCque optimal -.solution x t o  the primal probZh ( 0  :1) ;$ gzv'en *by - --'--. 
> ,- - 
., : Tt. .:,:f5, :-, 
where w i s  given by ( 0 . 5 )  .- j . - .  
L '  
, f. F. " 2 'l: :; 
. . '.A 
- -  . 
The c o r o l l a r y  follows from t h e  saddlepoint  condi t ion  : L (x,?,  ( * ) )  must achieve 
" " -  
. - 
i t s  maximum over X a t  x, and t h i s  expression is  s t r i c t l y '  czncave, 
2 .  A SOLUTION PROCEDURE FOR THE DUAL PROBLEM 
.-, . ' r r  c r '  k; '.'C a;- . 
. . . . . . . . .  C 
We a r e  concerned with problem ( 0 . 4 ) ,  repea ted  he re  f o r  convenient r e fe rence ,  
(2.1) f i n d  y R: and z ( 0 )  : .Q+ R' measurable such t h a t  
O s z h ( u ) ~ q  (w) a . s .  h = l , . , . ,  k . h i " .  - z .  
and @(y ,z )  is minimized, 
. . 
7'  .- 
.' . where . . . .  - . . -  . . . .,.. - 
.L - 
. . . . . . .  with ,  f o r  j = l , .  .. , n  , -  . . . L 
Here n denotes  t h e  suppor t ,  smalest  c losed  s e t  o f  measure 1, o f  t h e  random v a r i -  
a b l e s .  I f  has  been shown 151 t h a t  t h e  s o l u t i o n  t o  (2.1) remains unaf fec ted  i f  
t h e  cond i t i on  
i s  rep laced  by t h e  cond i t i on  
. . . .  - 
. . .  
. . , . .  _I' 
(2.4) O i z h ( w ) i q h ( w )  f o r a l l w ~ n .  
. . '  
. ,. 
. 
- - 
. . 
I t  i s  t h i s  last v e r s i o n o f  t h e s e  c o n s t r a i n t s  t h a t  we s h a l l  use-;' 
.. - .. 
The main idea  o f  t h e  a lgor i thm is t o  s u b s t i t u t e  f o r ' " ( 2 . 1 )  a  l i n i t e  dimen- 
s i o n a l  approximation based on a  f i n i t e  element r e p r e s e n t a t i o n  o f  (2.1) f o r  z .  
We r e s t r i c t  z ( * )  t o  t h e  l i n e a r  span o f  a  f i n i t e  c o l l e c t i o n  o f  f u n c t i o n s ,  i . e . ,  h  
v 
Zh(*) = l k . l \ k~hk(* )  - . . -5 
where t h e  chk (* )  a r e  given and t h e  Xhkc R. .- With - t h i s  r e p r e s e n t a t i o n  f o r  z ,  prob- 
. . 
. , 
. . . . . . . .  
l e m  (2.1) becomes: 
. .  .. (2.5) f i n d  y  c  R: and Xhk c  R f o r  k = l , .  ,v, h i l l " .  , R ,  such t h a t  
. . .  
- 7 r .  , . . i . : , ;  : , l j i ,  . . ' .  
.' ., 1 .- . .: - . -: r- 
.. o s  1 A E (wj qh(w) f o r  a l l  w n,  h = l , .  , R  
. . -. 
? -,I - 
. ,.k=l hk .hk 
. . . . .  ' i' :f :: -- . . -
. . . .  
. . . . . , . . .  . - .  
m v 
. .... . _  _ , .  .--w . = c.-x a  y . - 1  X E 15 (w)t (w)k f o r  j = l , . .  , n ,  j J i = l i j  1 k = l h k  hk h j  
- .. 
. . . .  
..-,- . . . .  
* c ,-.,, I T - . : ;  v 
and 0 (y,X) i s  minimized 
. . .  . . .  ... . . . - . . ' .3. '  T I 
.- .+-.= rg : " " . . .  ' r' 
. . - - -  - Let us denote t h e  i n t e g r a l s  t h a t  appear  i n  (2.5) by , - , - L -  . .- 
, - 
2'. --.-. r . . - 
. , . r.-ii3,y:-, ?;I:$ 55.:t.ir-:, .: C.:F.L: ihk = E{chk (w) P~(w)?& . : - .  . - - -  
and , . F .,.:;id r :. ,4 c - =, ,. < .- 
- .  - . .  
> l  , r' 3 
... .. .. -2 5 . . , . .- .. .. . :, 7 - . .. . - . . 
- 
e  hkk ' - -  . - : ; ,"* ., ,. - - - * . - ... .. .. . . ..- 
. .. - . .  
z? 
we then  ge t  t h e  fo l lowing  form f o r  (2 .5) :  J! .. ' "-,- - . 
. . 
-. - .. - 
. . 
.,.. . 
. .  
; . : : - E : - ! . ? : :  :: 
m (2 .6)  f i nd  y e  R+ and Xhkr R f o r  k = l , .  . . , v ,  h=1 , .  . . , R  such t h a t  
- .. 
' ,  
I -. 
,- - .. i - . . . '  
m f o r  j = l , .  . . , n ,  
.,:. .-. 
; r: 
. 
.. . , r  :i:: :I t l  
v @ (y,X) i s  minimized .. . , , . ... . . . .__ C ., , .. 
.-.a,,- - : . 
' ..I 
4 _ . . .,. 
L, 
and - , . .  . 
r - . ,' ' F,c-:. -> -" :--, * 'L 
.. . 
I , .  ... . -. 
v (2.7) 0 s ~ t ~ J J h k 5 h k ( w )  c q .h (w) f o r  a l l  w E Q, h-1, . . . , R .  z , , i y ;e . . . .  , - . t l   
- .  The func t ion  @' t a k i n g  on t h e  form -. , - - 
I) ? r .  - Ra :..y - . ;-?r;" 
' '(2.8) , = :  F:- + l-1 'V 1 . v  - ) , , . . . h = l  k= l  hk hk 2  k=l  k '  =l ehkk( hk hk '  
Except f o r  t h e  s t o c h a s t i c  c o n s t r a i n t s  (2.7) t h i s  i s  a d e t e r m i n i s t i c - . q u a d r a t i c  pro- 
. . -  
.- . .. 
- .  
gram f o r  which e f f i c i e n t  sub rou t ine  a r e  a v a i l a b l e ;  f o r  example MINOS [ 6 ] ;  r e c a l l  
t h a t  8 i s  a  piece-wise quad ra t i c  and l i n e a r  funct ion,  - .  Thus the- on ly  s e r i o u s  
. , .  
o b s t a c l e  is  t h e  f a c t  t h a t  t h e  simple upper-bounding c o n s t r a i n t s  (2.7) a r e  s tochas-  
- .  
2 ' !. 
t i c .  We overcome t h i s  d i f f i c u l t y  by cons t ruc t ing  t h e  r e p r e s e n t a t i o n s  of t h e f m c -  .. - - . 
t i o n s  z ( * )  s o  t h a t  t h e y  au toma t i ca l l y  s a t i s f y  t h e s e  consrrain,t-s. '  . j h - , -  
Suppose t h a t  func t ions  Shk a r e  themselves bounded below by 0 and above by 
. - . . .  - 
. . 
-. 
qh ' then  t h e  c o n s t r a i n t s  (2.7) w i l l  -be s a t i s f i e d  i f  rather-..than_ t a k i n g  l i n e a r  com- 
-. 
- '  ; - I = . , , - .  : - 
b i n a t i o n s  o f  t h e  func t ions  c h i  we l i m i t  o u r i e l v e ~ f o  cbnvei combinat ions.  Assuming 
. . 
f . 
 .. 
- ~ 
t h a t  we proceed i n  t h i s  f a sh ion ,  problem (2 .6)  ' beComes: '- : - .= :. 
(2.9) f ind  y r R: and lhk r R+ f o r  k=l  ,... ,v ;  h.1,. . .  R such t h a t  
m II v 
. .  x f Wj "j - l i = l a i j y i  - l h= l j . k .= l  .  ,hk . ,. hkj  f o r  j = l , .  , n ,  
v  
and 4) (y,X) i s  minimized. 
The choice  of  t h e  func t ions  Chk is  adapt ive .  We view7&oblem (2.9) a s  t h e  
v-th i t e r a t i o n  of an approximation process ,  i n  t h e  sense  t h a t  t h e  convex combi- 
--- 
- - -- 
- -  
na t ion  of t h e  funct ions  Chk only  y i e l d s  a f i n i t e  element r ep resen ta t ion  of t h e  
. . .  
* ;: (. L 4 . .; .' . . . . ..
funct ions  zh.  The choice of 5 i s  such t h a t  it guaranteeSsa decrease--$n' t 6 e  ' h ,v 
value of O(y,z) when t h e  s o l u t i o n  t o  t h e  v - th  quadra t ic  p r p . . g r ~  i s  used t o  r ep re -  
. . 
. - -- 
sent  z, i . e . ,  
i n s t ead  t h e  c o e f f i c i e n t s  t h a t  would be generated through e a l i e r  vers ions  of (2 .9 ) ;  
n 
here  hhk a r e  t h e  optimal s o l u t i o n s  of  (2 .9) .  Let 
be t h e  (dual)  m u l t i p l i e r s  a s soc ia t ed  with t h e  equat ions 
'r - :  
,- ' 
- .  
a t  t h e  optimum. For h=1, ..., R ,  we def ine  
. " .  
. - 
.... .... 
. : .  . 
where 8 '  i s  t h e  d e r i v a t i v e  of 8 ,  i . e . ,  
I n  view of  (2 .10 ) ,  we always have t h a t  
, - 
. .. 
, .. . _ _ .  . 
, = 
- .  
. _  .i. 
~ ' 1  
.=<v;l)  Gk.Isu-h Ch&t- ;.-- ,- - .  .- . The funct ions cVt1 = (5, , . . , 
To see t h i s  .simply not:,;that _ . . . . , _  - , ; .  . .- - ; - . . a ,.< 
* .  
. , . . .  , .. 
. --, .. . - .. - 
. _ ._ ., . .- a. - - .  
. .- 
. ... 
. .v. from .- - - which - .. it -follqws> .that . 
. -. + . 
- ,,-,,.+... r -. 
',' 
;' , , ,- '. 2 :  >- - - . .J 
->,,; ; -  '.-.i?.S?.. :.. - - .  . . - .  
a 
s ince  - 
a z h  'j = 'hj and from (1.9) and t h e  d e f i n i t i o n  of  8 '  we g e t  -:. .. ,a 
.. 
This then y i e l d s  (2.10) s i n c e  we ob ta in  from t h e  equatioG 
i f  it t u rns  out t h a t  t h e  r e s u l t i n g  value i s  between 0  and q,. 
, . .  . I 
The choice o f  gv+' p a r a n t e e s  t h a t  un le s s  we a l i eady  have found t h e  oi-kimdl 
s o l u t i o n ,  t h e  new p r e s e n t a t i o n  
L T5:+ ?<: 5 -  ' .  +:?::>' 
h 
w i l l  y i e l d  an improved s o l u t i o n ,  here  t h e  Xhk being the  . c o e f f i c i e n t s  - obta ined  by 
. - - - 
so lv ing  (2.9) , s e t t i n g  v  = v+l  i n  (2.9) . 
The a lgor i thm thus  proceeds a s  fol lows:  
... :,- ,:v : . e ~ . : :  
Step 0. Choose any func t ion  c1 such t h a t  
. - -  
, - , .  ,.. 
. ?' " 
. . .  
- 4  ?-.: . . . . . .  , .r... ' : ;.;, .-c. . "  
"V" - S$ep:,l. -  dive (2.. ~ j . , _ r e c o r d i ~ ~ '  (x j =l ;n) t h e  dua l  ..\iar&&bl&s ; % l & d c i a t e d  t o  
. . . .  . . . . . . . .  . . .  j  ' . - .  
- . -  , .  . - 
t h e  c o n s t r a i n t s  d e f i n i n g  w . Let denote t h e  optimal va lues  o f  t h e  X -  
., j  . . . .  I -  - .  . i 
. . .  * , , . .  . I . - '  . . . .  : ' . . "  
< ., 3 
5..:i,;y .,-. A +  .... : . . . .  .. . z 
. .- 
.. _ L . 
v a r i a b l e s .  . . . .  - - " ' - C t. '7,;. - .  . -  
. . .  
- -. . 
- .!,. L - : .- 
., v+1 " S t e p  2.- Dkfine 5 through (2. i o )  . 
. . . . . .  
. . .  
. ' ?  ' -5, - -.y ' ' 
, A .  u .., 
. . . . .  v 
~f cVi1 = 2; = lkihk chk. Terminate  : : the' (x j =i, ... ,n) sd lve  problem (0.1)  . j  ' 
. . .  
.. . .- 7 $7 - 
. . 
. . 
. . 
. . 
.if: . 8: .... < . . . . . . . . . . . .  A. 
. . 
... .... Otherwise r e t u r n  t o  S t ep  1 with v = v+-1'. .. , +> 
v Observe t h a t  having gV*' = z impl ies  t h a t  no func t ion  o f  t ype  5 can be found 
t h a t  could g ive  a  r e p r e s e n t a t i o n  f o r  z genera t ing  a  decrease  i n  a .  The f a c t  t h a t  
t h e  (xv j = l , .  . . ,n )  a r e  t hen  optimal s o l u t i o n s  o f  t h e  o r i g i n a l  problem (0.1) f o l -  j  ' 
lows from t h e  Dual i ty  Theorem o f  Sec t ion  1. 
We conclude by making a  few comments about implementation. F i r s t  no te  t h a t  
v  
t o  s t o r e  t h e  func t ion  5 it r e a l l y  s u f f i c e s  t o  s t o r e  t h e  f i n i t e  dimensional vec to r  
v  v (xj , 1 , .  . n )  ; t h e  d e f i n i t i o n  o f  5  , though (2.10) corresponds t o  a  simple proba- 
v b i l i s t i c  subse t  (event)  o f  Q completely determined by x . This  is  a l s o  a l l  t h a t  
is necessary t o  compute t h e  q u a n i t i e s  f h k j  ihk and ehkk, which a r e  obtained by 9 
numerical i n t e g r a t i o n .  F i n a l l y ,  one should not  r e a l l y  r e l y  on t h e  s topping  c r i t e -  
r i o n  given i n  S t e p  2, bu t  on bounds t h a t  can be obta ined  from t h e  optimal value of  
(2.9) s i m i l a r  t o  t hose  used i n  t h e  Frank-Wolf a lgor i thm [ 7 ] .  
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