The contourlet transform is a new extension to the wavelet transform in two dimensions using nonseparable and directional filter banks. The contourlet expansion is composed of basis images oriented at varying directions in multiple scales, with flexible aspect ratios. With this rich set of basis images, the contourlet transform can effectively capture the smooth contours, which are the dominant features in natural images, with only a small number of coefficients. We begin with a detail study of the statistics of the contourlet coefficients of natural images, using histogram estimates of the marginal and joint distributions, and mutual information measurements to characterize the dependencies between coefficients. The study reveals the non-Gaussian marginal statistics and strong intra-subband, cross-scale, and cross-orientation dependencies of contourlet coefficients. It is also found that conditioned on the magnitudes of their generalized neighborhood coefficients, contourlet coefficients can approximately be modeled as Gaussian variables with variances directly related to the generalized neighborhood magnitudes. Based on these statistics, we model contourlet coefficients using a hidden Markov tree (HMT) model that can capture all of their inter-scale, inter-orientation, and intra-subband dependencies. We experiment this model in the image denoising and texture retrieval applications where the results are very promising. In denoising, contourlet HMT outperforms wavelet HMT and other classical methods in terms of both peak signal-to-noise ratio (PSNR) and visual quality. In texture retrieval, it shows improvements in performance over wavelet methods for various oriented textures.
INTRODUCTION
In the last decade, wavelets have gained widespread popularity in signal processing.
1, 2 Their multiresolution and time-frequency localization properties enable them to achieve sparse representations of one-dimensional signals characterized by point discontinuities. However, wavelets are defined in one-dimension. When dealing with images characterized by one-dimensional discontinuities, classical two-dimensional wavelets, which are separable products of one-dimensional wavelets, can no longer claim to be sparse.
Recently, nonseparable multiscale representations have attracted increasing attention. This type of image representation can capture the intrinsic geometrical structures such as smooth contours in natural images, which wavelets fail to capture. One such representation is the contourlet. [3] [4] [5] Developed by Do and Vetterli, contourlets are based on an efficient two-dimensional nonseparable filter bank that can deal effectively with images having smooth contours. Contourlets not only possess the main features of wavelets (namely, multiresolution and time-frequency localization,) but also show a high degree of directionality and anisotropy.
In this work, we develop and apply models for images in the contourlet domain. Similar to wavelet-based models, [6] [7] [8] [9] [10] [11] contourlet-based models need to take into account the coefficients' dependencies across scale and space. However, as a "true" two-dimensional representation, contourlets allow us to also model the coefficients' dependencies across directions. In other words, contourlet modeling allows us to jointly model all three fundamental parameters of visual information, namely: scale, space, and direction.
The rest of the paper is organized as follows. Section 2 introduces the basics of contourlets including their transform algorithm, structure, properties, and coefficient relationships. In Section 3, we study the marginal and joint statistics of contourlet coefficients of natural images via histograms and mutual information. Inspired by these results, we develop a hidden Markov tree (HMT) model for the contourlet transform in Section 4. In Section 5, we apply the contourlet HMT model in denoising and texture retrieval. Finally, a conclusion is presented in Section 6. 
BACKGROUND

Contourlets
Contourlets are a sparse efficient overcomplete expansion for two-dimensional signals that are piecewise smooth away from smooth contours.
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Such signals resemble natural images of natural objects and scenes, with the discontinuities as boundaries of objects. The discontinuities, referred to as edges, are gathered along onedimensional smooth contours. Two-dimensional wavelets are only good at catching zero-dimensional or point discontinuities, resulting in largely inefficient decompositions. For example, as shown in Figure 1(a) , it would take many wavelet coefficients to accurately represent even one simple one-dimensional curve.
Contourlets, meanwhile, have the multiresolution and time-frequency localization properties of wavelets, but also shows a very high degree of directionality and anisotropy. Precisely, contourlet transform involves basis functions that are oriented at any power of two's number of directions with flexible aspect ratios. With such richness in the choice of basis functions, contourlets can represent any one-dimensional smooth edges with close to optimal efficiency. For instance, Figure 1(b) shows that, compared with wavelets, contourlets can represent a smooth contour with much fewer coefficients. Contourlets are implemented by the pyramidal directional filter bank (PDFB) [3] [4] [5] that is a cascade of a Laplacian pyramid 12 and a directional filter bank, 13 as shown in Figure  1 
Coefficient Relationships
We define some important contourlet coefficient relationships. Figure 3 graphically depicts some of these relationships. For each contourlet coefficient X, we define its eight adjacent coefficients in the same subband as its neighbors (NX). Next, the coefficient in the same spatial location in the immediately coarser scale corresponds to its parent (P X), and those in the same spatial location in the immediately finer scale are its child coefficients. Note that each coefficient has one parent and four children.
Apart from the cross-scale and intra-subband relationships defined above, a separate category is the crossorientation relationship. Specifically, the coefficients in the same scale and same spatial location but in different directional subbands are referred to as cousins (CX) of each other. This cross-orientation relationship is more important in the contourlet case than in the wavelet case as there are more directions in the contourlet representation. While wavelet coefficients are always separated into only three directions, contourlet coefficients can have an arbitrary power of two's number of directions.
Combining the relationships across scales, space and orientations, we refer to the collective set of all parent (PX), neighbors (NX), and cousins (CX) of each coefficient X as its generalized neighborhood ( NX). These coefficient relationships play an important role in contourlet modeling, as will be seen in subsequent sections.
CONTOURLET STATISTICS
Marginal Statistics
We first study the marginal statistics of the contourlet coefficients of natural images. Figure 4 plots the histograms of two finest subbands of the image "Peppers." The distributions are characterized by a very sharp peak at zero amplitude and extended tails to both sides of the peak. This implies that the contourlet transform is very sparse, as the majority of coefficients have amplitudes close to zero. The kurtoses of the two distributions are measured at 24.50 and 19.40, which are much higher than the Gaussian value of 3. It is observed that the histograms of all subbands of all natural images in our test set all yield similar distributions. Thus, the marginal distributions of natural images in contourlet domain are highly non-Gaussian. 
Joint Statistics
We next study the joint statistics of contourlet images. Although the contourlet transform is a good decorrelator for images, a simple inspection of the contourlet coefficients of natural images can reveal that the coefficients are dependent on each other. For example, Figure 2 shows that large coefficients tend to cluster spatially around the edges of objects in the image (i.e., the peppers), and also persist to other scales and other orientations. Joint statistics are particularly important because in the wavelet case, image processing algorithms exploiting joint statistics of coefficients 7-11 show significant improvements in performance over those that exploit marginal statistics alone. 15, 16 As the contourlet transform is similar to the wavelet transform, it is natural to extend this assumption to the contourlet case as well.
The top row of Figure 5 plots the conditional distributions of contourlet coefficients, P (X | . ), conditioned on their parents, left neighbors, and cousins for the image "Peppers," and the bottom row shows the same plots in log-log scale. All three conditional distributions resemble a "bow-tie" shape, while in log-log scale, they all display a horizontal distribution on the left and a unit slope distribution on the right. The "bow-tie" shaped conditional distribution indicates two properties of the coefficients. First, even though the coefficients are correlated due to the overcomplete nature of the contourlet transform, they are approximately decorrelated with the conditional expectation E[X | . ] ≈ 0. Second, the distribution of the coefficients varies with the conditioned magnitude and therefore the coefficients are dependent on one another. From the log-log scale plots, the unit slope on the right indicates a linear relationship between the magnitudes of the coefficients and their generalized neighborhoods. Ignoring the left sides of the plots, which are caused mainly by quantization errors and other uncertainties, 9 we can conclude that contourlet coefficients of natural images are uncorrelated yet linearly dependent in magnitude on their generalized neighborhoods.
It is also of interest to investigate the vertical cross-sections of the top row of Figure 5 , which correspond to the conditional distributions of contourlet coefficients, conditioned on particular magnitudes of their generalized neighborhoods. It is found that the cross-sections generally have the shape as shown in Figure 6 . The kurtoses of the conditional distributions are measured at 3.90, 2.90, and 2.99, conditioned on the coefficients' parents, left neighbors, and cousins, respectively. The kurtoses are very close to the Gaussian kurtosis of 3, indicating that the conditional distributions of contourlet coefficients can be well-modeled by Gaussian distributions. Compared to the unconditional distributions in Figure 4 , for which the kurtoses are highly non-Gaussian at around 20, it can be concluded that contourlet coefficients are non-Gaussian but conditionally Gaussian. Since in Figure 5 , the vertical cross-section of each column can be approximated as a Gaussian distribution, contourlet coefficients can be accurately modeled using a mixture of Gaussian distributions of different variances.
Mutual Information
We propose a quantitative study on the joint statistics of contourlet coefficients, in complement to the qualitative study previously discussed. In particular, we measure the mutual information between coefficients as a quantitative measurement of dependencies. 17, 18 Mutual information, defined as
between random variables X and Y , increases with increasing dependence between the two variables. Because mutual information is also easy to estimate via histograms, it makes a convenient measurement of joint statistics. Specifically, between any two contourlet coefficients X and Y , we use the estimator
where k ij is the number of coefficients in a subband observed in cell (i, j), k i = j k ij and k j = i k ij are the marginal distribution histogram estimates, N is the total number of coefficients in the subband considered, and Table 1 shows the mutual information estimation results for three representative images "Lena," "Barbara," and "Peppers." The results are obtained using the 9-7 pyramidal filters (9-7 filters) and the McClellan transformed directional filters, proposed by Cohen and Daubechies (CD filter) 21 as the contourlet filters. Comparing the first three rows, it can be observed that the eight neighbors contain the most information about the coefficients, followed by the set of cousins, which is followed by the parent coefficient. This pattern is consistent over all images studied, and is particularly evident for highly textured images such as "Barbara.
" A second observation is that the joint mutual information of parent and neighbors I(X; P X, NX) is approximately equal to I(X; NX), while the joint mutual information of neighbors and cousins I(X; NX, CX) is also only marginally higher than I(X; NX)
(approximately 10% to 20% increase). The gains are even smaller for images dominated by textures such as "Barbara." This indicates that the eight neighbor coefficients contain most of the available information about the coefficients, and neither parent nor cousin coefficients offer any significant additional information over the neighbors.
Mutual information estimates, however, are highly dependent on the choice of filters and the directional partition scheme used. Table 2 compares the mutual information estimates for "Lena" using different combinations of the 9-7 or Haar pyramidal filters and two different directional filters: the CD filter or the ladder filter by Phoong et al. (PKVA filter).
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It can be observed that using the Haar pyramidal filter yields much higher mutual information than using the 9-7 filters. This suggests that the 9-7 filters are superior to the Haar filter in terms of whitening the contourlet coefficients. Similarly, comparing directional filters, the PKVA filter yields lower inter-orientation mutual information than the CD filter and therefore is more effective in whitening the coefficients. Table 2 also displays the mutual information estimates of wavelet coefficients for the same image, using different wavelet filters. Compared to contourlets, wavelet coefficients exhibit similar inter-scale and intrasubband dependencies but much lower inter-orientation dependencies. Thus for contourlets, cousin coefficients carry more significant information than in the case of wavelets. Table 3 compares the inter-orientation and intra-subband mutual information for different directional partitioning schemes to partition the finest scale into 4, 8, and 16 orientations. Each further partition increases the inter-orientation dependency and decreases the intra-subband dependency. This observation is important in that the relative importance of inter-orientation and intra-subband dependencies can be adjusted by controlling the partitioning of each scale of the contourlet transform.
HIDDEN MARKOV TREE MODEL
We use the two-state hidden Markov tree (HMT) model 18, 23 to model the contourlet coefficients. The HMT models each coefficient with a mixture of two Gaussian random distributions. Each coefficient is associated Table 2 . Mutual information estimate for contourlet and wavelet representation of "Lena" using different filters. The HMT models the inter-coefficient dependencies by establishing links between the hidden states of parent and child coefficients in a quad-tree structure. Associated with each link is a state transition probability matrix
Contourlets p filter; d filter I(X; P X) I(X; NX) I(X; CX)
where a k,l m,n is the probability that the child coefficient m is in state k given the parent coefficient n is in state l. The distributions of the coefficients in the root subbands are also specified in the model. The simple quad-tree structure of HMT enables efficient training using the expectation maximization (EM) algorithm. 23 The quad-tree structure also allows for direct modeling of inter-scale dependencies, and indirect modeling of the dependencies between neighboring coefficients within the same subband, via their links to their common ancestors.
One major difference between the wavelet HMT and the contourlet HMT models is that the contourlet HMT model also accounts for the inter-orientation dependencies while the wavelet HMT does not. Figure 7 illustrates this difference. In wavelet decompositions, the four children of any parent coefficient are always in the same directional subband. As a result, each tree within the model is entirely in one direction. As the HMT model models each tree independently, dependencies across directions are not modeled. Conversely, contourlet coefficients can have their four children in two separate directional subbands. Thus, contourlet HMTs can span several adjacent directions in the finer scales and therefore, inter-orientation dependencies are modeled. In other words, the contourlet HMT model effectively captures the dependencies across all of scale, space and orientation. The software for the implemention of this model can be downloaded from http://www.ifp.uiuc.edu/˜minhdo.
APPLICATIONS
Denoising
We apply the contourlet HMT model in Bayesian denoising of zero-mean additive white Gaussian noise. We first obtain the contourlet HMT model of the clean image, θ u , by subtracting the noise power from all variances in 
where u i,j,k and v i,j,k are respectively the set of clean and noisy coefficients that fall within an arbitrarily-sized local neighborhood window at the k th coefficient in the j th subband in the i th scale,
,m is the model variance, and Σ n is the noise covariance matrix. I denotes the identity matrix. Note that a local window of coefficients, rather than a single coefficient, is used in the equation because the overcomplete property of contourlets causes the white noise to become correlated in the contourlet domain. 24 We applied the denoising algorithm described above to noisy test images and the results are shown in Table  4 . Also in the table are the denoising results of the same noisy images using wavelet HMT and two other classical denoising methods in Matlab's "wiener2" and wavelet thresholding (with threshold = 3σ n ). In terms of peak signal-to-noise ratio (PSNR), contourlet HMT gives the highest PSNR of the four methods compared. It produces better PSNR than wavelet HMT for most of the images, while easily outperforming "wiener2" and wavelet thresholding for all images. Most importantly, contourlet HMT produces superior denoised results in terms of visual quality. Figure 8 shows the denoising results of the "Zelda" image. It is clear that contourlet HMT removes most of the noise and produces the smoothest image.
Texture Retrieval
The contourlet HMT model is then applied to content-based texture retrieval. We first constructed a texture image database using 64 textures from the Brodatz database.
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Each of these textures was partitioned into 16 sub-images of size 128×128, and only 8 of the 16 were retained. Thus the database contained 512 texture images in total with 8 images from each of the 64 texture classes. For all texture images in the database, we applied the contourlet HMT model and extracted the model parameters as features. We then used each image in the database as the query image and measured, via the Monte-Carlo method, the Kullback-Liebler distances between the query image and each database image.
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For each query, the 15 database images that gave the smallest KLD were retrieved.
We compare our results with wavelet HMT texture retrieval 5 and the resulting average retrieval rates are shown in Table 5 . Note that contourlet HMT gives an average retrieval rate approximately 2.5% higher than that of wavelet HMT. Comparing the retrieval rates for individual textures, the top part of Figure 9 shows the texture images that are better retrieved by wavelets than by contourlets by at least 5%, and the bottom part shows those better retrieved by contourlets by at least 5%. From the figure, it can be seen that the textures better retrieved by wavelets are all characterized by dominant vertical or horizontal directional components. In contrast, the textures better retrieved by contourlets generally demonstrate more diverse directional components (such as circular or irregular shapes). This shows the superior quality of contourlets in capturing directional Proc. of SPIE Vol. 5207 77 Figure 9 . Texture retrieval results. The top row shows the textures that are better retrieved by wavelets than by contourlets by at least 5%. The bottom two rows show the textures that are better retrieved by contourlets than by wavelets by at least 5%.
information. For most textures, contourlet HMT texture retrieval gives satisfactory texture retrieval performance with retrieval rates typically above 80%.
CONCLUSION
We have studied the properties of the contourlet coefficients of natural images. It is found that similar to wavelets, contourlet coefficients are highly non-Gaussian but conditionally Gaussian conditioned on their generalized neighborhoods. Properties of persistence and clustering are apparent as the coefficients are highly dependent on their parents and neighbors, as well as cousins in different orientation subbands. Such dependencies can be quantitatively verified using mutual information, which shows contourlet coefficients exhibits highest level of dependence on their neighbors, followed by cousins, which are followed by parents.
Based on the above properties, we have developed a contourlet hidden Markov tree model (HMT) which models the contourlet coefficients using a mixture of Gaussian distributions. The model also exploits all of cross-scale, cross-orientation, and intra-subband dependencies. We applied this model on denoising and texture retrieval. The results are highly promising. In denoising, contourlet HMT produces superior peak signal-to-noise ratio (PSNR) and visual quality in the denoised images. In texture retrieval, contourlet HMT gives higher retrieval rates than wavelets for textures that show high directionality. Both results suggest that contourlets can capture directional information very well, which is a highly valuable property in image processing.
