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In this paper, we prove that K$ admits a resolvable decomposition irtto 
T’T8 or CT8 if and only if n = 0 (mod. 3), n + 6. 
I. INTRODUCTION 
Let G and H be two given graphs (directed or not). We shall say that JJ can 
be decomposed into graphs G and we shall denote this by H -+ G if there 
exists a partition of the edges (or arcs) of H into partial subgraphs isomorphic 
to G. Furthermore, if we can arrange these subgraphs into classes, called 
parallel classes, where each class consists of a partition of the vertices of $& 
we shall say that we have a resolvable decomposition and we shall denote this 
by H:G. 
For previous results on the existence of such decompositions with diierent 
graphs G see [l]. 
Here we are interested to know for what values of B there exist resolvable 
decompositions of H = K$ (the complete symmetric directed graph) into 
G = TTB or into CS, where TTs is the translative tournament on 3 vertices 
and CS the directed cycle of length 3. 
Notations. In what follows we shall denote by (u, b, c) either the TTz 
with arcs (a, b), (a, c), and (b, c) or the CS with arcs (a, b), @, c), and (c, a}* 
1.1. &AMPLE. iY&+ TTs. Let the vertices of K& be 2& w {a] (Ze 
denotes the additive group of residues module rz). The 11 classes of a resol- 
vable decomposition are the following {(f, i + 2, i + lO)(i + 7, i +- 1, ; j- 5) 
(i + 8, i j- 9, i -t 4)(i + 3, cq i + 6)], i E Zll . 
It is well known that Kn -% Cz if and only if n z 3 (mod. 6) (solution of 
Kirkman’s school girl problem by Ray-Chaudhuri and Wilson [5]). Thes2 
by associating two opposite TTs (or C& to each CS we have 
I .2. THEOREM. (f rz s 3 (mod. 6) e G CS and K$ A TTs . 
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It has also been proved for not necessarily resolvable decompositions: 
1.3. T~IEOREM [d]. K$ -+ TT3 zyand only zyn(n - 1) s 0 (mod. 3) 
1.4. THEOREM. K$ -+ C3 zy azd only zy n(n - I) s 0 (mod. 3), n # 6 
(see [l] fir t/ze refirences). 
1.5. THEOREM (Hanani [3]). 2Km A C3 zy and only zy n 3 0 (mod. 3) 
n # 6. 
For the existence of resolvable decompositions of Kg into TT3 or CS we 
have the following: 
1.6. PRoPosInoN. Necessary conditions for Kz L TT3 or fl% 2 C8 are 
n = 0 (mod. 3) 8 # 6. 
Proox The number of vertices of Kz must be a multiple of 3 (each class 
being a partition of the vertices) and then the number of arcs of K$ is a 
multiple of 3. Furthermore, for n = 6 if Kz 5 TT3 or G A CS then 2KS .A 
CS (by deleting the orientation) and that is impossible by Theorem 1.5. g 
We shall prove that these conditions are sufficient: 
1.7. THEOREM. Kz & TT3 and K$ A CS if and only if n = 0 (mod. 3), 
rz # 6. 
As corollary we will obtain Theorem 1.5. of Hanani [3]. The proof given 
here will use some of the ideas of that paper. 
II. PROOF OF THE ~EOREM 
Notations. K&, shall denote the complete symmetric directed graph with 
vertex set kt. 
Krxa shall denote the complete r-partite graph with vertex set the union of r 
disjoint sets of cardinality n. 
2.1. LEMMA. e+TT3,K$+C3. 
Pro03 Let the vertices of .K$ be the four elements of GF(4): 0, 1, X, x2 
with x2 = x + 1; the four TT3 (or C&) of a decomposition are the folIowing 
{(a, 1 + a, x + 4, cx F GFd @at is, W, 1, 40,% x2Xx, x2, 0Xx2, x, 0). 1 
2.2. LEMMA. 1f K$ L TT3 (or C3) then K& : TT3 (or CJ. 
ProoJ It is similar to that of [3, Lemma 7, p. 2gl] but to be complete 
we shall give it here in the case TTS (it is exactly the same for CS). 
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Let the vertices of K& be partitioned into n sets AI *.. & with 1 -4; ] = 4. 
The vertices of -4i will be denoted Q, u E G$‘(4). 
Let %I *.a VnMI be the parallel classes of a resolvable decomposition of 
K$ into T& . 
From VI we construct seven parallel classes of a decomposition of K& by 
associating to each TT3 (& j, k) of %I the seven following families: 
~@:~ a?‘, aka)(uz+‘, u:+~, az+“)(aT+‘, a;+‘, ay+“)(as+‘, a:+‘, az*q], 
where a E GP(4) and 
where p E {i, 2> 3}. 
From each Fr, 2 < Z < rz - 1, we construct four parallel classes of a 
decomposition of fr$ by associating to each TT8 (i, j, k) of $?r the four 
following families 
AS wanted we obtain 7 + 4(1r - 2) = 412 - 1 parallel classes. B 
2.3. LEMhfA. 
KG -5 TT3, KLL --G G , 
KG -5 TT2, K&-G C3, 
K; -5 TTx, KG -L C3 , 
Kg -% TT3, K; -L C3 . 
PM$S will be given in the Appendix. 
2.4. LEMht.4. KguBI - K& with 1 A 1 = 12, 1 B 1 = 6, can be decomposed 
into 17 classes of TT3 (or C3) such that 
- 12 classes Df (j = l,..., 12) partition the vertices of A v 3. 
- 5 cIasses I$ (j = 13,..., 17) partition only the vertices of A. 
The proof will be given in the Appendix. 
2.5. TEECYREM (Brouwer, Hanani, and Schrijver [2]). For r > 4 
K rx2 -+ JG . 
(In fact in 121, they give ah the values of r, rr for which KTXB -+ I& .) 
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2.6. THEOREM. For any u 2 1, K&u+sA TT3 (or C3). 
ProoJ For u = 1,2, 3 see Lemma 2.3. Let n = 122~ + 6, u > 4 and let us 
partition the set X of vertices of e as follows: 
By Lemma 2.3, K$+, isomorphic to K& can be decomposed into 17 
parallel classes Cfl, 1 < j < 17. 
By Lemma 2.4, for i = 2,. .., u, .K&“al - Kz can be decomposed into 
17 classes of TT3 (or C&: 
- 12 classes Dli, Dt,..., D& which partition the vertices of Ai u B. 
- 5 classes & , E& ,..., E& which partition the vertices of Ai . 
By Theorem 2.5 the graph K&l2 constructed on lJrzl A$ can be decomposed 
into Kf, and by Lemma 2.1 each of these Kz can be decomposed into TT3 
(or C&. For any i, let a$ be a given vertex of the set Ai ; for each Kf of the 
decomposition of Kzxlz containing aif we consider the TT3 (or C& of the 
decomposition of this Kz not containing this vertex G$ (for example if 
a = x2 in Lemma 2.1, we take (0, 1, x)). Then for any j, 1 < j < 12, the set 
Fji of all these TT3 (or CJ associated to this vertex aij form a partition of the 
vertices of the K$-llxlz constructed on uzS1 Ati - Ai . 
Thus we obtain a resolvable decomposition of K&U+G into TT3 (or C&) 
with the 12~ + 5 following parallel classes: 
- 12 classes Cjl u Fjl for j = l,..., 12. 
- 5 classes Cjl u iJyqg E# for j = 13,..., 17. 
- 12 (u - 1) classes D$ U Fji for j = l,..., 12, 2 < i < U. 1 
2.7. End of the Proof of Theorem I.7 
If n = 3 (mod 6) the theorem follows from Theorem 1.2. 
If n = 6 (mod 12) n # 6 the theorem follows from Theorem 2.6. 
If n = 0 (mod 12); let rz = 4zq, where q = 0 (mod 3) but q + 0 (mod 12). 
In this case the theorem follows by repeated applications of Lemma 2.2 
from the fact that the theorem is true for q, q # 6 and for n = 24 (Lemma 
2.3). 1 
III. APPENDIX-PROOFS OF LEMMAS 2.3 AND 2.4 
In the following we shall denote by X the set of vertices of Kz and if %? is a 
class of TT3 (or Q, W + i will mean the class obtained from % by adding i 
to each vertex of the TT3 (or C& of 9, with the convention that co -t i = a~. 
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3.1. Proof of Lemma 2.3 
Let X = ZI, u {co). The 17 parallel classes of a resokable decomposition 
of K& into TTs are the % + i, 0 < i < 16 with 9 = {(O, co, 11) (1, 9, 14) 
(7, 2, 5) (4, 3, 10) (6, 15, 8) (12, 16, 13)). 
Let X = Zzz u {co). The 23 parallel classes are the %? + i, 0 < i < 22 
with G? = {(6, 18; 19) (13, 1, 22) (2, 5, 12) (20, 11, 16) (7, 9, IS) (4, 3, 21) 
(17, IO, 14) (& co, O)]. 
Let X = Zzr, u {a}. The 29 pamlIe classes are the G? + i, 0 < i < 28 
with: %? = {(O, 4, 15) (28, I, 2) (22, 7, 14) (20, co, 1 f)} U {(23*, 23a+1, 2a3+z)/a = 
1, 2, 3, 5, 6, 7ju 
Let X = Z41 u {co]. The 41 parallel classes are the %? + i, 0 < i & 40 
with: V = {(lS, 8, 0) (7, 4, 24) (21, 12, 31) (23, co, 22)) u {(6aE, 63S+1, 6-)/ 
a = 0, lY 2, 3, 5, 6, 7, 8, 10, 111. 
Remark. The four decompositions above are derived from the decomposi- 
tions 2& 2 C3 given by Hanani [3] by suitably assignmg directions to the Cz 
in these decompositions. 
Let X=Z15u{col, co2, coSj. The 17 parallel classes are the VI + i, 
0 < i < 14, %‘IG and VI, with 
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%‘l = {(O, 1, 4) (3, 5, 9) (12, 17, 2) (8, 7, 16) (11, 19, 14) (q, 15, 13) 
CCQ, 6, 18) (~3, 20, WI, 
@22 = -xc% 3 92, co& u {(i, i + 7, i + 14)/i = 0, 1, 2, 3, 4, 5, 6}, 
@23 = -xc% 3 %, m2)} u {(i, i + 14, i + 7)/i = 0, 1, 2, 3, 4, 5, 6}. 
Let X=Z2,u{cq, CO‘J, coJ. The 29 parallel classes are the VI + i, 
0 < i < 26, F2s, %2S with 
%Yl = {(O, I, 3) (4, 7, 11) (12, 17, 23) (6, 13, 21) (16, 14, 24) (IO, 9, 22) 
(1% 26, 20) (WI, 2925) (~2, 1% 8) Cc% > 5, W-v 
v23 = @ah 3 a2 3 co&j U {(i, i + 9, i + 18)/O < i < S}, 
y29 = xc% 9 a3 3 co2)) u {(i, i + 18, i + 9)/O < i < 81. 
- Kz -?G Cz (the decomposition is due to A.E. Brouwer). 
LetX=ZSOU{q,l <i<l2}. 
Let g$ (1 < j < 11) be the 11 parallel classes of CS of the K& constructed 
on the vertices {cq P 1 < i < 12). 
The 41 parallel classes of the decomposition of K& will be %‘I + i, 0 < i < 
29, gi u (V% + j), 1 <j < IO, @41 u BII with 
%I = x0, 17, 22) (1, 7, 5) @, 2, 4 (3, 19, ~92) (4, 26, 4 (6, 24, c%l 
(9, 13, 4 (23, 12, %I (18, 27, 4 (2% 20, %I (16, 11, cd 
(28, 21, CQJ (15, 14, ~4 m 25, a&-, 
9730 = {(O, 10, 20)} u {(i + I, i + 2, i + 4) (i + 3, i + 16, i + 19) 
(i + 5, i + 17, i + 28)/i = 0, 10, 201, 
V4% = {(i, i + 20, i + 10)/O < i < 9}. 
3.2. Proof of Lemma 2.4 
Let Z12 be the set of vertices of A and B = {cq , coz, coz, cod, coS, cq}. 
To obtain the decomposition of K$,UBl - K& into TTa with the wanted 
properties it suffices to take Dj = V +j, 1 <j < 12 with %’ = {(0, ooI, 6) 
(3, a2 , 11 (2, a3 , ?I (4, m4 , 7) (5, m5, 101 (11, c% , W ami 
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The decomposition of KcuB, - K& into C3 is given by 
Di=g+-j, 1 <j< 12, 
witll 
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