Wind energy is one of the most important renewable resources and plays a vital role in reducing carbon emission and solving global warming problem. Every country has made a corresponding energy policy to stimulate wind energy industry development based on wind energy production, consumption, and distribution. In this paper, we focus on forecasting wind energy consumption from a macro perspective. A novel power-driven fractional accumulated grey model (PFAGM) is proposed to solve the wind energy consumption prediction problem with historic annual consumption of the past ten years. PFAGM model optimizes the grey input of the classic fractional grey model with an exponential term of time. For boosting prediction performance, a heuristic intelligent algorithm WOA is used to search the optimal order of PFAGM model. Its linear parameters are estimated by using the leastsquare method. Then validation experiments on real-life data sets have been conducted to verify the superior prediction accuracy of PFAGM model compared with other three wellknown grey models. Finally, the PFAGM model is applied to predict China's wind energy consumption in the next three years.
Introduction
Wind energy is one of the important vital resources of renewable energy, which is widely distributed with large reserves. Wind energy and other renewables will play a vitally important role in solving global warming issues and reducing carbon emission in future decades. International energy agency (IEA) has optimistically estimated that renewables will account for 39% share of total electricity generation by 2050. In light of Global Wind Report 2018 of the GWEC, it noticed that new wind installed capacity had overtaken new fossil fuel capacity for the first time in many developing or mature markets. The global total cumulative wind installed capacity has brought up to 591GW at the end of 2018 with new installations 51.3GW. In China, the total wind installed capacity has reached 211GW in 2018, which indicates that the wind energy target of Five-Year-Plan 2016-2020 has been achieved two years ahead of PLOS ONE | https://doi.org/10.1371/journal.pone.0225362 December 5, 2019 1 / 33 a1111111111 a1111111111 a1111111111 a1111111111 a1111111111 grey model to enhance the structure compatibility of grey model. Ma et al. [48] proposed a parameter optimization method for CGM(1,n) model to promote its prediction accuracy. These efforts not only enriched the theory of grey system but also improved the prediction performance of grey prediction model. On the other hand, fractional order accumulating operator was imported to decrease the stochasticity and uncertainty of raw sequence to boost the performance of grey model. Wu et al. initially improved traditional GM(1,1) with fractional order accumulated operator called FAGM (1, 1) , which guarantees the priority of new information under small fractional order and boosts the prediction accuracy compared with traditional GM(1,1) model [49] . Yang et al. generalized the traditional GM(1,1) models with fractional calculus of which fractional-order derivative is profoundly determined the accuracy of prediction and can be optimized by intelligent algorithms [27] . Mao et al. proposed a fractional grey model based on fractional order derivative called FGM(q,1) of which the whitening equation is a fractional order differential equation, and forecasted the gross national income per capita accurately [50] . Some researchers optimized the grey action quantity of FAGM (1, 1) and achieved better prediction accuracy. Ma et al. optimized the grey input of the original FAGM(1,1) model with a fractional time delay term and applied it to predict the gas consumption and coal consumption [51] . Wu et al. proposed a fractional FAGM(1,1,k) model with linear grey input of time instead of constant grey input in initial FAGM(1,1) model and optimized it with optimal linear parameters and optimal order [34] . Then Wu et al. proposed a fractional accumulated Bernoulli grey model and adopted an intelligent optimization algorithm to seek optimal fractional order of this model [37] . Optimization of fractional order accumulation is another improvement for the traditional FAGM(1,1) model. Ma et al. firstly proposed a CFGM(1,1) model in which the computational complexity of accumulation is lower than that of traditional fractional accumulated operator [52] . Zeng proposed a self-adaptive intelligent fractional grey model called as SAIGMFO model and predicted the electricity consumption of China [53] . Besides, the fractional multivariate grey model is another kind of grey model to deal with multivariate time series. Ma et al. proposed a discrete multivariate grey prediction model (FDGM) and mathematically proved that it is an unbiased grey model that was applied in four real-life applications and achieved better accuracy compared with other well-known grey models [54] . Though these fractional grey models have gained better performance, boosting prediction accuracy of fractional grey models is still worth studying.
In this paper, we focus on forecasting wind energy consumption by using grey models to provide reference information for formulating and adjusting energy policy. In order to boost the prediction accuracy, we improved the classic fractional grey model with an exponential grey input term. There are two aspects of the contribution. On the one hand, we proposed a novel power-driven fractional accumulated grey model called PFAGM of which optimal order is sought out by WOA algorithm. Meanwhile, PFAGM model can be easily reduced into the classical grey model and fractional grey model. To some extends, PFAGM model has better adaptability than classical grey models. On the other hand, PFAGM model is applied to forecast China's wind energy consumption in the next three years.
The rest of this paper is structured as follows. In section 2, we will introduce the fractional order accumulation and the classic fractional accumulated grey model in detail. In section 3, a power-driven fractional accumulated grey model (PFAGM) with optimization of grey action quantity is proposed. In section 4, we validate the prediction accuracy of PFAGM model on several real-life datasets compared with those of three well-known grey models. In section 5, PFAGM model is utilized to forecast the total wind energy consumption of China. In the last section, several conclusions are drawn.
Fractional accumulated operation and fractional accumulated grey model
The fractional accumulating operation plays a very important role in grey prediction applications. It can be used to decrease the randomness of raw sequence data and boost the performance of grey models. The detail of fractional accumulate operation and its inverse operation are introduced as follows.
Fractional accumulated operation
For an original data sequence X (0) = (x (0) (1), x (0) (2), � � �, x (0) (n)), the r-order accumulated operation sequence can be defined as follow.
Definition 1 The r-order fractional accumulated operation sequence of raw data is defined as: 
Methodology of fractional order accumulated grey model
The fractional order accumulated grey model abbreviated as FAGM(1,1) was firstly proposed by Wu et al. in 2013 [49] . The whitening differential equation of FAGM(1,1) model is defined as:
where a is the development coefficient, b is the grey input, and r is the fractional order of grey model. Integrating both side of Eq (3) within the interval [k − 1, k], the discrete form of FAGM model is obtained as follow:
x ðrÞ ðkÞ À x ðrÞ ðk À 1Þ þ az ðrÞ ðkÞ ¼ b:
where z (r) (k) = 0.5(x (r) (k) + x (r) (k)). In order to estimate the parameters of FAGM(1,1) model, the least-square method is used to solve the problem with the objective of minimizing the errors of simulation under the assumption that the order is given. So, the parameters a and b can be calculated as follow:
where
x ðrÞ ð3Þ À x ðrÞ ð2Þ
in which u is the number of in-samples used to build model. Then we solve the differential Eq (3) and have
Substituting the initial condition into Eq (7) and setting t = k, the time response function of FAGM model is obtained as follow:
where k = 2, 3, . . ., n. However, the time response sequence is only an intermediate result and needs to be restored to restored values by using inverse r-order fractional accumulated operation. The restored value can be represented as:
where k = 1, 2, . . ., n.
The proposed fractional accumulated grey model
In this section, we prove that the grey action quantity of fractional grey model built by various subsequences with the same length changes with time in a homogeneous exponential sequence. Then a novel power-driven fractional accumulated grey model is proposed, which optimizes the classical FAGM model with an exponential grey action quantity. It makes the grey action quantity change from a constant term to an exponential term of time.
The basis of grey action quantity optimization
The optimization of grey input is a remarkable approach to improve classical grey models and promote their prediction accuracy. The basis of grey action quantity optimization is that the grey input of the grey model changes with time in the real-world grey system. Xu et al. [55] presented a theory to illustrate that the grey action quantity of the classical grey model would change with time. The theory is represented as follow: Theorem 1 Assuming that the time series X (0) (k) = Ae λ(k−1) , k = 1, 2, � � � is raw sequence, there are two subsequence X ð0Þ 1 ðkÞ ¼ Ae lðkÀ 1Þ ; k ¼ 1; 2; . . . ; n and X ð0Þ 2 ðkÞ ¼ Ae lðkþtÀ 1Þ ; k ¼ 1; 2; . . . ; n with the same number of samples. The parameters a 1 and b 1 are respectively the development coefficient and grey input of the GM(1,1) model built by X ð0Þ 1 . The parameters a 2 and b 2 are respectively the development coefficient and grey input of the GM (1, 1) 
2 . Then, a 1 = a 2 and b 2 = b 1 e λt . Theorem 1 indicates that the grey action quantity of GM(1,1) changes with time. If the first order term and constant term of Maclaurin's series of e λt are only remained, the SAIGM(1,1) model is obtained with the grey input term bt + c. If the first order term of Maclaurin's series of e λt is only remained, the NGM(1,1) model can be obtained with the grey input term bt. Obviously, the grey inputs of SAIGM and NGM are linear time functions. In fact, the grey input of the grey system is nonlinear. Notably, the EOGM(1,1) model has been presented when the term be λt is directly used as its grey action quantity.
For the fractional accumulation grey model, its grey action quantity should vary with time according to the above-mentioned optimization of the classical GM(1,1) model. This proposition can also be illustrated with the theorem as follow: 
In a similar way, the grey parameters a 2 and b 2 can be obtained as: Substituting Eqs (16) and (17) into Eqs (14) and (15) , the equations can be obtained as follow: 
This proof is completed. From Theorem 2, it can be noticed that the grey input varies with time, and the development coefficient remains unchanged if two different subsequences with the same number of samples employed to construct models for a homogeneous exponential sequence. When the grey input linearly changes with time, the typical fractional grey model is the FAGM(1,1,k) model [34] with the linear grey input term bt + c. Moreover, the input of grey system is nonlinear in many other cases. The typical fractional grey model is FTDGM model [51] with nonlinear grey input t γ . Though these models have obtained better prediction performance, the optimization of classical grey models is still required to enhance their adaptability and applicability.
The power-driven fractional accumulated grey model
Optimization of grey action quantity is an effective and common method to improve the grey model. Theorem 2 shows that the grey input should not be a constant while it should vary with time. Meanwhile, Theorem 2 is derived based on homogeneous exponential time series. In fact, more sequences have the non-homogeneous exponential characteristics in the real world. Therefore, the term be rt + c is considered as the grey action quantity of the proposed fractional accumulated grey model. The definition of the proposed model is represented as follows. Definition 3 The differential equation
is the whitening equation of power-driven fractional order accumulated grey model abbreviated as PFAGM, in which a is defined the same in FAGM model, be rt + c is the power-driven grey action quantity, and r is the fractional order of this grey model.
Then we have
Substituting the background value z ðrÞ ðkÞ ¼ R k kÀ 1 x ðrÞ ðtÞdt into Eq (22), the discrete form of PFAGM model can be obtained as follow.
Definition 4 The discrete differential equation of PFAGM model is defined as:
x ðrÞ ðkÞ À x ðrÞ ðk À 1Þ þ az ðrÞ ðkÞ ¼ br
where z (r) is the background value, and z (r) (k) = 0.5x (r) (k) + 0.5x (r) (k − 1). When the parameter b of PFAGM model is set to 0, PFAGM model can be reduced into FAGM(1,1) model. When the parameter b is set to 0 and the fractional order is set to 1, PFAGM model can be degenerated into GM(1,1) model. Because e γt � 1 + rt, PFAGM model can be degenerated into FAGM(1,1,k) model if the term 1 + rt replaces the term e γt of the grey input in PFAGM model.
Parameter estimation of power-driven factional grey model
To realize the prediction of the fractional grey model, one of the most important problems is parameter estimation for building a model. In fact, it is effective to boost the prediction performance of grey model by using suitable parameters. For PFAGM model, it needs to determine three linear parameters and search out the optimal value of its fractional order. The optimal linear parameters can be gained by using the least-square method under the condition of the given fractional order of PFAGM model. In this subsection, we mainly introduce the principle of linear parameters' estimation while the methodology of seeking out the optimal fractional order is presented in subsection 3.4.
Once the order of PFAGM model is given, the linear parameters of the PFAGM model can mathematically be calculated as: : ð25Þ
in which u is the number of samples for fitting. The proof process of parameter estimation is omitted here because it is like that of traditional FAGM model.
The time response function and restored values
After linear parameters of PFAGM model are calculated, the time response function and the restored values of PFAGM can be got by solving Eq (20) . Firstly, we consider the homogeneous differential equation:
which is corresponding to the whitening equation of PFAGM model and solve Eq (26). Then the solution of Eq (26) can be obtained as:
where A is a constant which is determined by initial condition. Let x (r) (t) = A(t)e −at be the solution of Eq (20) . And substituting it into Eq (20) , we have
Then the solution of Eq (28) can be easily obtained as:
So, the solution of the whitening equation of PFAGM model can be represented as:
Substituting the initial condition x (r) (1) = x (0) (1) into Eq (30) , the arbitrary constant can be easily determined. And then the time response function of PFAGM model can be derived and represented as:
By using inverse r-order accumulated operation, the restored value x ð0Þ p ðkÞ can be obtained as:
Searching the optimal order of power-driven fractional accumulated grey model
In subsection 3.2, the linear parameters are estimated by the least-square method under the assumption that the order of fractional power-driven grey model has been given. In fact, the order of PFAGM model needs to be sought out and plays a vital role in boosting its prediction performance effectively. In order to search for an optimal value of the order, we establish a constrained optimization problem of which the objective is minimizing the mean absolute percentage errors for building the grey model. The constraints of PFAGM model have been derived in the above-mentioned modeling process. In summary, the optimization problem can be represented as follow:
ðiÞ À x ð0Þ ðiÞ
x ð0Þ ðiÞ j � 100%:
x ð0Þ ðkÞ ¼ ðx ðrÞ p Þ ðÀ rÞ ; k ¼ 2; 3; . . . ; u:
where B u and Y u are defined as Eq (25). It can be clearly noticed that the optimization problem Eq (33) is a complex nonlinear programming problem with nonlinear objective function and a few nonlinear constraints. Obviously, it is difficult to derive the exact solution for optimal fractional order. However, the optimal value of fractional order plays a very important roles in boosting the prediction accuracy of existing grey models dramatically. For example, Ma et al. established a similar optimization problem to optimize the fractional order of FTDGM model and applied it to forecast energy consumption accurately [51] . Wu et al. also build a similar optimization problem to obtain the optimal fractional order and power index of FANGBM and forecasted the renewable energy consumption successfully [37] . These facts have shown that the optimal fractional order can be used to boost the prediction performance of grey models.
In order to obtain the optimal order of PFAGM, we adopted a nature-based heuristic intelligent method called Whale Optimization Algorithm (WOA) to solve the nonlinear programming problem Eq (33) . WOA algorithm was firstly proposed by Mirjalili et al. in 2016 [56] . The inspiration of WOA is from the social behaviors of whales. It mimics the bubble-net feeding strategy including shrinking encircling, spiral updating position and randomly hunting behavior. Due to the simple rules and local optimization performance of WOA, it is widely used in many domains such as feature selection, clustering, classification, image processing and so on [57] . In this paper, it is assumed by WOA that there is a population with 30 humpback whales as search agents in search space. P(k) indicates the position vector of search agents at iteration k. P � (k) represents the candidate solution which is the best one or near to the optimum. The procedures of searching optimal fractional order with WOA are depicted as follow:
Step 1: Initialize the initial position P(k) of search agent randomly in search space at k = 1 in search space. And set maximum iterations T m to be 300. The value of each agent's position indicates a possible fractional order of PFAGM model.
Step 2: Compute the fitness of each agent and obtain the candidate solution P � (k) at k = 1. According to Eq 33, the fitness function is defined as:
The position of search agent with minimum fitness is considered as the candidate solution at first iteration.
Step 3: Update the position vectors of humpback whales. When humpback whales forage the prey, they usually move around the prey by shrinking encircling and spiral updating position simultaneously. In order to imitate this simultaneous behavior, we assume that there is a 50% probability to shrink encircling or update position spirally in the iteration of optimization. In each iteration, it generates a random number in [0, 1] and set it to the parameter p. If p � 0.5, humpback whales select to shrink encircling. Mathematically, the behavior of shrinking encircling can be represented as follows:
where r * is a random vector in interval [0, 1]. If p > 0.5, the humpback whales will select spiral updating position to imitate the helix-shaped moving behavior in process of optimization. The behavior is shown mathematically as follow:
where l denotes a random value in [−1, 1] , ω is a constant. In fact, the humpback whales search for the prey randomly. If j A * j > 1, WOA algorithm imitates the behavior and performs a global search. Mathematically, the model is formulated as follows:
where P * rand ðkÞ is the position of a random search agent.
Step 4: Calculate the fitness of each humpback whales. If there is a better candidate with minimum fitness value, it is needed to update the optimal solution P * � .
Step 5: If the ending condition is satisfied, the optimal fractional order is obtained, otherwise k = k + 1.
Based on the process of building PFAGM model and optimization of the fractional order, the detailed modeling procedure of power-driven fractional accumulated grey model can be shown in Fig 1. For enhancing the prediction performance of PFAGM model, the key is to obtain the optimal values of linear parameters and fractional order. The optimal value of fractional order can be sought out through solving the established optimization problem by WOA algorithm. Moreover, the linear parameters are estimated by using the least-square method.
Then the established PFAGM model is used to predict future values in different applications.
Applicability analysis of power-driven fractional grey model
Though the classical grey models are effective approaches to predict future values with small samples, each of these models has a certain scope of application. Similarly, the proposed power-driven fractional grey model also has its scope of application. Therefore, we construct a series of sequences, including two kinds of non-homogeneous exponential sequences and some other sequences with special shapes, to study the applicability of the proposed grey model. There are three cases studied and compared with GM(1,1), FAGM(1,1), and FAGM (1,1,k) as follows.
Firstly, we construct a series of non-homogeneous exponential sequences with the larger values of the development coefficient. These sequences are represented as x (0) (k) = Ae λt + B (k = 1, 2, . . ., 9) in which A is set to 1, B is set to 10, and a is set to 0.7, 1.0, 1.3, 1.5, 1.7 or 1.8. The first six digits of each sequence are used to train the grey models. The other three digits of each sequence are employed to examine the prediction performance of the proposed grey model. The MAPEs of different grey models for fitting and prediction are filled in Table 1 . It can be noticed that PFAGM model obtains a significant advantage of prediction accuracy over the other three classical grey models. Meanwhile, PFAGM model has significant advantages in fitting. Secondly, we construct the other kind of non-homogeneous exponential sequences represented as x (0) (k) = Ae λt + B(k − 1)(k = 1, 2, . . ., 9) in which A is set to 1, B is set to 5, and a is set to 0.7, 1.0, 1.3, 1.5, 1.7 or 1.8. Similarly, the first six digits of each sequence are used to train the grey models. The other three digits of each sequence are employed to examine the Forecasting wind energy consumption with a novel PFAGM model prediction performance of the proposed grey model. Table 2 shows the MAPEs of different grey models for fitting and prediction. The results indicate that PFAGM model has a significant advantage of fitting ability over the other three classical grey models. PFAGM model also has a significant superiority of prediction accuracy, especially when the development coefficient is large. From the above analysis results, it indicates that PFAGM model has better adaptability and applicability for the two kinds of non-homogeneous exponential sequences with the larger values of the development coefficient. Finally, we generate a series of non-homogeneous exponential sequences with different characteristics randomly. The raw data of each sequence is tabulated in Table 3 . Fig 2 exhibits the characteristics of these generated sequences. These sequences are divided into two groups. The first group, including the first eight digits of each sequence, is used to build grey models. The second group, including the other four digits of each sequence, is utilized to validate the prediction performance of the proposed grey model. The MAPEs of the grey models for fitting and prediction are filled in Table 4 . It can be noticed that the prediction accuracy of the proposed grey model is better than those of the other three grey models. The fitting errors of the proposed grey model are the lowest or very approximate to the lowest.
From the above validations and analysis, it can be drawn that PFAGM model has a significant superiority to deal with the non-homogeneous exponential sequences (formulated as X (0) (k) = Ae λ(k−1) + B) or X (0) (k) = Ae λ(k−1) + B(k − 1)) compared with the classical Table 2 1) + B(k − 1) , k = 1, 2, �, n). GM(1,1), FAGM(1,1) and FAGM(1,1,k) model. Meanwhile, PFAGM model has a certain advantage to handle the above-mentioned special sequences. Therefore, PFAGM model has better adaptability and applicability than the other classical grey models for non-homogeneous exponential sequences with larger development coefficients or special shape characteristics.
. Comparison of different grey models for non-homogeneous exponential sequences with various development coefficients (X (0) (k) = Ae λ(k−

Validation of the power-driven grey model
Performance metrics and comparative grey models
In order to evaluate the accuracy of grey prediction models, four performance metrics are adopted in numerical validation and case studies, including residual percentage error (RPE), absolute percentage error (APE), mean absolute percentage error (MAPE) and Correlation coefficient (R) [58, 59] . The metrics RPE and APE are used to validate the prediction accuracy where x (0) (k) is raw data, x ð0Þ p ðkÞ is the value produced by a grey model. Meanwhile, MAPE is used as a general metric to evaluate the accuracy of a prediction model. The lower value of MAPE indicates that the model has a better performance. Mathematically, MAPE is represented as follow:
where n is the number of samples. For a raw sequence with n samples, the metric FMAPE is defined as the simulation performance metric while PMAPE is defined as a prediction performance metric. Mathematically, they can be formulated as:
where v is the number of samples used to build a model while the rest of the raw sequence is used to examine the prediction accuracy of the model. The total MAPE is used to evaluate the whole performance of a model and abbreviated as TMAPE. The correlation coefficient (R) is used to describe the relationship between raw sequence X (0) and the sequence X ð0Þ p produced by grey models. The mathematical definition of R is represented as: where Cov(s, t) denotes the covariance of sequence s and t, Var(s) denotes the variances of sequence s. For investigating its superiority of performance, PFAGM model compares with three existing grey models, including traditional integral-order grey model (GM(1, 1) ), fractional accumulated grey model (FAGM(1,1) ) and the improved fractional accumulated grey model (FAGM(1,1,k) ). The whitening equation of integral-order GM(1,1) model [38] is represented as:
The whitening equation of FAGM(1,1,k) [34] is written as:
The details of FAGM(1,1) model are introduced in section 2. All grey prediction models, including the new proposed model and the three contrast grey models, are implemented in MATLAB and performed on the platform MATLAB 2018. In particular, it needs to highlight that the orders of the two comparative fractional grey models are also sought out by the optimization algorithm WOA which also is applied in our proposed PFAGM model. In the following subsections, the validation experiments on some real-world data sets are conducted to illustrate the advantages of PFAGM compared with the other three existing grey models.
Example A: Forecasting China's nuclear energy consumption
In this numerical validation, the raw sequence containing Chinese nuclear energy consumption (NEC) from 2006 to 2017 is obtained from section 8 of reference [34] . The dataset is tabulated in Table 5 . The consumption from 2006 to 2012 is used to build a model respectively for PFAGM model and the other three contrast grey models, while the remainder of the dataset is used to validate the prediction performance of grey models. Firstly, we obtain the optimal orders of the three fractional grey models by using WOA algorithm. Then the linear parameters of all grey models are estimated by using the least-square method. The optimal values of linear and nonlinear parameters for each model are filled in Table 6 . From Fig 3, it can be noticed that WOA algorithm converges rapidly into a stable status after a few iterations. And the optimal order of PFAGM model is obtained and equal to 0.24794. The results produced by these established grey models are also filled in Table 7 . FMAPE, PMAPE, and TMAPE of PFAGM model are respectively 1.2024, 2.8591, and 1.8927. As can be noticed from Fig 4 and Table 7 , all evaluation metrics' values of PFAGM model are lowest compared with those of the other three contrast grey models. Fig 5 shows the detailed analysis between the raw data and the values produced by the four grey models. It can be clearly found that the linear regression line obtained from PFAGM model almost coincides with the equal line of which the point denotes that raw data is equal to the value produced by the grey model. It indicates that PFAGM model has a better prediction performance than the other three contrast models.
Example B: Forecasting cumulative oil field production
In this subsection, we consider forecasting the cumulative oil field production of which the raw data is collected from the paper [60] as a validation example. The raw data contains the cumulative oil field production from 1999 to 2012 of the RQ block of Huabei oil field company in China. The raw data is tabulated in Table 8 . Then the dataset is divided into two subsets. Forecasting wind energy consumption with a novel PFAGM model
The first subset, including the first 11 samples, is used to build a model for each grey model. The other subset, including the last 3 samples, is utilized to examine the accuracy of grey models. In the stage of building model, the optimal orders of all fractional grey models are obtained by using WOA algorithm. From Fig 6, it can be obviously noticed that the optimal order of PFAGM is sought out after a few iterations of WOA. And then the linear parameters of these models are also obtained by using the least-square method after their orders are determined. The parameters of the integral order grey model can be directly estimated by using the leastsquare method. These optimal parameters are filled in Table 9 . Then we utilize these different established grey models to calculate the fitted production from 1999 to 2009 and the predicted Forecasting wind energy consumption with a novel PFAGM model Forecasting wind energy consumption with a novel PFAGM model production from 2010 to 2012, which are filled in Table 10 . As can be noticed from Table 10 and Fig 7, the proposed PFAGM model exhibits the most excellent prediction performance compared with those of the other contrast grey models. Though FMAPE of PFAGM model is not best, its PMAPE and TMAPE are superior to the other three contrast models. R of FMAPE is also best among those of these grey models. Meanwhile, it is shown that results produced by PFAGM almost approximate to the real value, and the regression line is almost coincident with the equal line for raw sequence and the produced sequence by the model in Fig 8. Above all, PFAGM model is slightly superior to the other three grey models in the aspect of prediction accuracy. Forecasting wind energy consumption with a novel PFAGM model
Example C: Forecasting foundation settlement
In this validation, the raw data of foundation settlement during engineering construction is obtained from the paper [61] , which is tabulated in Table 11 . According to the previous practices, we divide the raw into two groups. The first one consists of the first eight digits of foundation settlement, which are used to build grey models for the proposed model and the Forecasting wind energy consumption with a novel PFAGM model contrast grey models. The second one consists of the last two digits used to validate the prediction accuracy of each grey model. Firstly, the optimal orders of the fractional accumulated grey models are found out by using WOA algorithm. Then their linear parameters are estimated by using the least-square method under their determined fractional order. The parameters of GM (1,1) model are obtained by the least-square method directly. These optimal parameters are listed in Table 12 . In Fig 9, it is shown that the convergence curve of WOA declines rapidly and then stays a constant stably after about 20 iterations. The results produced by these grey models are also tabulated in Table 13 . From Table 13 and Fig 10, it can be apparently found that PFAGM model has the lowest PMAPE and TMAPE compared with the other three contrast grey models and has the second-lowest FMAPE which is almost approximate to the lowest FMAPE of FAGM(1,1,k) model. Meanwhile, it can be clearly seen from Fig 11 that the regression line between raw data and calculated values is almost coincident with their equal line. In brief, it can be concluded that PFAGM model has better prediction performance than the other three grey models in this example. Forecasting wind energy consumption with a novel PFAGM model Forecasting wind energy consumption with a novel PFAGM model wind installed capacity of China has reached 211GW at the end of 2018, according to Global Wind Report 2018 of the GWEC. This means that the target of wind energy was achieved two years ahead of schedule. There is little room for wind energy growth in 2019 and 2020. To provide reference data for government, accurately predicting the wind energy is significant and necessary for formulating or adjusting corresponding wind energy policy. In this section, we focus on forecasting the annual wind energy consumption of China from macro perspectives. Because of small samples and some uncertainty, the grey prediction model is selected to apply in this application. According to the validation of the previous section, PFAGM model has a competitive edge compared with the other three grey models and can be used to forecast wind energy consumption. In this application, we collect the raw wind energy consumption of China from the BP Statistical Review of World Energy 2019. The wind energy consumption from 2009 to 2018, which are tabulated in Table 14 , is used to forecast the consumption of the next three years. From Table 14 , it can be apparently noticed that wind energy consumption increases rapidly. In 2018, the total wind energy consumption reached 82.8 million tonnes oil equivalent, which is 13.4 times as much as ten years ago. Meanwhile, wind energy is one of the cheapest forms of energy in many countries and is a kind of renewable energy used widely. Therefore, accurately forecasting wind energy consumption plays a vital role in reducing energy expenditure and carbon emissions. Firstly, we partition the raw sequence into two groups to build a model and test the model. The first group, including the consumption from 2009 to 2017, is used to build models for the four grey models separately. The second group, including wind energy consumption in 2018, is used to verify the prediction accuracy of these grey models. The linear parameters of GM(1,1) model can be estimated by using the leastsquare method. They are -0.22512 and 11.19559. The time response function (TRF) of GM (1,1) model can be represented as:
x ð1Þ ðkÞ ¼ 55:9317e À 0:2251ðkÀ 1Þ À 49:7317 ð50Þ
For fractional grey models, their fractional orders should be determined to obtain optimal values. The optimal orders of FAGM(1,1), FAGM(1,1,k), and PFAGM model are searched by using WOA algorithm, which are filled in Table 15 . Fig 13 shows than the optimal order of PFAGM model is obtained after a few iterations of WOA algorithm. Then the linear parameters of each fractional grey model can be calculated by using the least-square method, which also are listed in Table 15 . The time response function of the three fractional grey models can be respectively represented as follows. The TRF of FAGM(1,1) model is x ð0:36871Þ ðkÞ ¼ 37:55924e 0:17072ðkÀ 1Þ À 31:35924: ð51Þ Fig 15 shows that the regression line almost coincides with the equal line. The fitted points of PFAGM model almost are on the regression line, while more fitted points of other grey models deviate from the regression line. R of PFAGM model is also best among the four grey models. Above all, all the above-mentioned evidences suggest that the prediction performance of PFAGM model is better than the other three grey models, and PFAGM model can be used to forecast the wind energy consumption of the future. Then we utilize these established grey models to forecast the wind energy consumption in the next three years. The predicted wind energy consumptions from 2019 to 2021 are tabulated in Table 17 . The predicted 
Conclusion
In this paper, a novel fractional grey model called PFAGM is put forward based on the grey action quantity optimization of the classic fractional grey model with an exponential term. For fractional order accumulated grey models, it is the key to seek out their optimal orders to obtain the best prediction accuracy. In PFAGM model, WOA algorithm is adopted to search its optimal order. Moreover, its linear parameters are estimated by using the least-square method on the basis of the optimal order. Meanwhile, there are some various structures of the grey model behind PFAGM model, which can be reduced into GM(1,1) and FAGM(1,1) easily. It maybe indicates that PFAGM model has more predictive power than traditional grey models. The results of validation experiments on real-life datasets show that PFAGM model has better prediction performance than the other three grey models. So PFAGM model is used to predict Chinese wind energy consumption. The predicted values of GM (1, 1) https://doi.org/10.1371/journal.pone.0225362.g015 Table 17 . China's wind energy consumptions from 2019 to 2021 predicted by different grey models.
Year
GM(1,1) FAGM(1,1) FAGM(1,1,k) PFAGM
predicted results can be as reference data of adjusting wind energy policy. Above all, it can be drawn that PFAGM model is efficient to realize short term prediction for time series, especially the sequence with small samples or uncertainty. In the future, the novel PFAGM model can be applied in more applications such as carbon emission forecasting, management of the petroleum reservoirs and so on.
