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Abstract
Predicting motions of vessels in extreme sea states represents one of the most challenging
problems in naval hydrodynamics. It involves computing complex nonlinear wave-body
interactions, hence taxing heavily computational resources. Here, we put forward a new
simulation paradigm by training recurrent type neural networks (RNNs) that take as input
the stochastic wave elevation at a certain sea state and output the main vessel motions, e.g.,
pitch, heave and roll. We first compare the performance of standard RNNs versus GRU
and LSTM neural networks (NNs) and show that LSTM NNs lead to the best performance.
We then examine the testing error of two representative vessels, a catamaran in sea state 1
and a battleship in sea state 8. We demonstrate that good accuracy is achieved for both
cases in predicting the vessel motions for unseen wave elevations. We train the NNs with
expensive CFD simulations offline, but upon training, the prediction of the vessel dynamics
online can be obtained at a fraction of a second. This work is motivated by the universal
approximation theorem for functionals [1], and it is the first implementation of such theory
to realistic engineering problems.
1 Brief Discussion of the Physical Problem
Predicting the motion of vessels in nonlinear waves constitutes one of the most challenging problems in
naval hydrodynamics. A complete solution of the seakeeping problem involves resolving complex nonlinear
wave-body interactions that may require computational times of 100s of hours on multi-processor computers.
For this reason, over the past few decades different seakeeping models have been formulated in order to
predict vessel motions using simplified flow theories [2–6]. These numerical methods are usually based on
potential flow theories solved within the linear assumption, which limits their range of applicability and
are inaccurate in severe sea states. Furthermore, second-order potential-flow solvers [7–17] represent the
state-of-the-art numerical methods for wave-induced response of vessels and other large-volume marine
structures. Nevertheless, important viscous damping effects, such as those required in modeling of rolling
of ships and slow-drift motions of moored structures, are not numerically resolved and are accounted for
by empirical formulas.
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(a) (b)
Figure 1: Snapshots of the URANS simulations; the color scale (meters) represents sea surface elevation. (a) Catamaran
sailing in regular 5th-order Stokes Waves. This constitutes a relatively easy condition to simulate using potential flow
methods. (b) Notional DTMB battleship sailing in World Meteorological Organization (WMO) sea state 8 at Froude
number 0.4. Meshes for this case involve more than 20 million finite volume cells and require several days to compute
on a parallel computer with 300 cores. (See video for DTMB sailing through sea state 8 in supplementary materials).
Disregarding viscous effects might largely underestimate the energy dissipated by the system while moving
at the free surface, especially when analyzing ship rolling. This problem is particularly relevant for
unconventional floating bodies at resonance, when waves are steep and nonlinear and when the motions of
the vessels are large, compared it its main dimensions. For this reason, here we use a fully viscous model
in the form of a Unsteady Reynolds Averaged Navier-Stokes (URANS) solver [18–25] to jointly resolve
the viscous and nonlinear effects so that they can be learned by the RNN. A drawback is that URANS
depends on empirical modelling of turbulence. Motion predictions obtained using fully viscous models
are limited by the massive computational costs required. Among other applications, the approach taken
here can be aimed at reducing the amount of simulation that is necessary to characterize motions in the
operating conditions that the vessel/platform will encounter during its lifespan.
The data set is obtained from a viscous Volume-of-Fluid (VOF) URANS solver (STAR-CCM+). The equations
solved are the averaged continuity and momentum equations for incompressible fluids:
∂(ρui)
∂xi
= 0, (1)
∂(ρui)
∂t
+
∂
∂xj
(ρuiuj + ρu′iu
′
j) =
∂p
∂xi
+
∂τij
∂xj
, (2)
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
, (3)
where τij, in eq. (2), are the components of the averaged viscous force tensor, p is the averaged pressure
and u are the Cartesian components of the averaged velocity. In eq. (2), u′iu
′
j are the Reynolds stresses, ρ the
fluid density, and µ the dynamic viscosity.
To model the free surface, the time-domain fully viscous model uses a VOF method [24]. This model
assumes that the same equations governing the physics of one of the phases can be employed for all phases
present in the computational domain (each cell or finite volume). A good reference for the theory behind
this type of numerical method can be found in [18].
In order to simulate the dynamic behavior and to obtain realistic platform motions, a Dynamic Fluid Body
Interaction (DFBI) model is used. The vessel is allowed to move in two (catamaran vessel, see fig. 1a)
or three (DTMB vessel, see fig. 1b) degrees of freedom (DOF). Specifically, it is allowed to translate in
the vertical direction (heave), to rotate around the transversal direction (pitch) and to rotate around the
longitudinal direction (roll).
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Figure 2: Graphical description of the spectral analysis performed to characterize sea states. Given an energy spectrum specific
to a particular ocean region, we can decompose the waves into different frequencies. The amplitudes corresponding to
each frequency are given by the energy contained in each frequency in the wave spectra. Also, ei are random phases
sampled from a uniform distribution.
1.1 Simulation of Irregular Long Crested Seas
We are able to describe the waves that develop at the sea surface in a probabilistic way assuming it is
stationary, homogeneous and ergodic random process. Then we represent the wave elevation through a
finite sum of individual components approximating a Stieltjes integral, as found in [26,27].
Ocean waves used to induce motions in the vessels are reconstructed from experimental sea spectra (see
fig. 2) that characterize the stochastic process of sea surface elevations. At a particular spatial location, let
ζ(t) be the sea surface elevation as a function of time. Then, this time signal can be defined as a sum of
sinusoidal waves with random phases εi between −pi and pi sampled from a uniform distribution, and
incommensurate frequencies ωi spanning the frequency range of the spectrum, i.e.,
ζ(t) =
n
∑
i=1
ai cos (ωit + εi) , (4)
which is a Gaussian probability density function as n becomes large in accordance with the central limit
theorem. The wave amplitude for a given frequency is obtained from the following relation,
1
2
a2i ∼= S (ωi)∆ω, (5)
where S (ω) is the modified Pierson-Moskowitz spectrum [28] with T1 as the mean wave period:
S(ω)
H2s T1
=
0.11
2pi
(
ωT1
2pi
)−5
exp
[
−0.44
(
ωT1
2pi
)−4]
, (6)
where
Y = exp
[
−
(
0.191ωT1 − 1
21/2σ
)2]
, (7)
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Variable Formula
Wave Profile ζ(x1, t) = ∑Nn=1 ancos[kn(x1 − cnt) + εn]
Horizontal Velocity u(x1, x2, t) =
N
∑
n=1
anωn
sinh(knh)
cosh[kn(x2 + h)]cos[kn(x1 − cnt) + εn]
Vertical Velocity v(x1, x2, t) =
N
∑
n=1
anωn
sinh(knh)
sinh[kn(x2 + h)]sin[kn(x1 − cnt) + εn]
Horizontal Acceleration u˙(x1, x2, t) =
N
∑
n=1
anωn
cosh(knh)
cosh[kn(x2 + h)]sin[kn(x1 − cnt) + εn]
Vertical Acceleration v˙(x1, x2, t) =
N
∑
n=1
anωn
sinh(knh)
cosh[kn(x2 + h)]cos[kn(x1 − cnt) + εn]
Dynamic Pressure p(x1, x2, t) =
N
∑
n=1
anρg
sinh(knh)
cosh[kn(x2 + h)]cos[kn(x1 − cnt) + εn]
Table 1: Formulation for irregular long crested seas, with (x1, x2) spatial location in the mean plane of the surface
elevations.
and
σ =
{
0.07 if ω ≤ 5.24/T1
0.09 if ω > 5.24/T1
. (8)
To impose the initial conditions in the domain the velocity and pressure fields are calculated as a superposi-
tion of the individual regular waves. In table 1 we present the general formulation for long crested irregular
seas, where both space (x1, x2) and time (t) are independent variables. These are integrated numerically in
time, also tracking nonlinear interactions with the vessels.
The sea states modeled vary for each of the two vessels considered here. In both cases we use the Pierson-
Moskowitz spectrum to generate fully developed irregular long crested seas. The catamaran’s sea state
is: Hs = 0.3m and Tp = 1.48s, where Hs is the significant wave height and Tp is the peak wave period.
The DTBM’s vessel sea state is composed of oblique waves with advancing direction at 30o with respect
to the longitudinal direction, Hs = 10.66m and Tp = 13.4s. This corresponds to a World Meteorological
Organization (WMO) sea state code 8.
2 Approximation of Continuous Functionals by Neural Networks & Application to
Dynamical Systems
Our approach is inspired by the theoretical work in [1], which proves that NNs can approximate arbitrarily
well continuous functionals. A further step to nonlinear functional mapping (from a space of functions
into real numbers) would be nonlinear operator mapping (from a space of functions into another space
of functions). The theoretical basis to this is given in [29] and good example of it is DeepONet [30].
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Figure 3: Schematic of the physical problem simulated and inputs and outputs of the deep LSTM RNN. The inputs for training
are sea surface elevations in the form of time series, while the corresponding outputs are the vessel motions. Sea
surface elevations are recorded at specific point locations that can be chosen from lines over the free surface. Vessel
motions in the training cases are obtained from an URANS solver. Shown here as inputs (X(t)) are two unseen surface
elevations, which serve as test cases in our simulation example for the DTMB vessel.
Some related references about these results are [31–35]. LSTM type networks provide robust modeling for
complex dynamic physical systems. Nevertheless, the data analyzed cannot be guaranteed to comply with
all the assumptions under which the theorems presented in [1] are proven. Specifically, we refer to the
continuity of the functions being fed to the functional that models the physical system and the compactness
of the sets on which they are defined, giving reason to believe that these results can be further generalized.
The results presented in [1] can be summarized as follows. Given very mild conditions, a functional defined
on a compact set in C[a, b] or Lp[a, b] (spaces of infinite dimensions) can be approximated arbitrarily well
by a neural network with just one hidden layer. Particularly, given U a compact set in C[a, b], σ (a bounded
sigmoidal function) and F a continuous functional defined on U, then ∀u ∈ U,F (u) can be approximated
by
F (u) =
N
∑
i=1
ciσ
 m∑
j=0
ξi,ju
(
xj
)
+ θi
 . (9)
In the above expression, ci, ξij, θi are real numbers and u(xj) is the value that u takes at xj.
The stated theorem and the explicit expression provided can have a very wide impact on the foreseeable
applications of neural networks to model dynamical systems. We have adopted this framework and tested
it on realistic applications in this paper for first time.
In our application examples, we view the output of the dynamical system (vessels with unsteady motions)
as a functional of a forcing term (ocean waves). The results presented suggest that the joint application of
dynamic physical models and RNN already lead to large computational savings when the physical models
are complex to simulate. For the cases simulated in this paper, given the desired accuracy, we have seen
that we can save huge computational simulation time, spent on producing the dataset that is designed to
characterize the motions of the vessel. Furthermore, the obtained surrogate model can potentially be used
to create a digital twin of the real vessel to ensure operability and safety in extreme weather conditions.
First, we model the two degree-of-freedom (2DOF) (heave & pitch) motions of a catamaran vessel for
nonlinear 5th-order regular waves (some results are presented in fig. 4). Subsequently, we consider irregular
stochastic waves that represent real life sea-states (some results presented in figs. 6 to 9). Lastly, we consider
the three degrees-of-freedom (heave, pitch & roll) motion approximation of a notional DTMB battleship
(fig. 11). In doing this, we believe that we have achieved a state-of-the-art generalization of motions that are
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largely governed by the Navier-Stokes equations. A brief discussion of the physics is presented in section 1,
and more details can be found in [36].
2.1 Representation of Dynamical Systems with Functionals
We state the extension of eq. (9) to dynamical systems (taken from [1]) that presents the key aspects which
guarantee the learnability of a dynamical system. The first assumption is that the dynamical system can be
modeled with a continuous functional, defined in a compact set. The second assumption is that the map that
is used to represent functionals for the dynamical system can be performed with a windowing operator.
Stating this in a formal way, we assume that X1 and X2 are sets in Rq1 and Rq2 -valued functions defined in
Rn. The dynamical system we study is viewed as map from X1 to X2, such that ∀ u ∈ X1, Gu = v ∈ X2.
We can define an n-dimensional windowing operator W for x ∈ X centered at α and with width 2a:
(Wα,ax) (β) =
{
x(β) if β ∈ Γα,a
0 if β /∈ Γα,a .
Using this window operator, we can restrict a non-empty set U of X1, Uα,a =
{
u|Γα,a , u ∈ U
}
. This reads
as, u|Γα,a is the restriction of u to Γα,a.
We consider that a map G from X1 to X2 has approximately finite memory if ∀e > 0 there is a > 0 such that:∣∣∣(Gu)j(α)− (GWα,au)j (α)∣∣∣ < e, j = 1, . . . , q2 ∀α ∈ Rn, u ∈ U.
The above statement has a very deep impact on the learnability of the dynamical process. It limits the
extension of the proof of approximation of functional to those dynamical systems for which we do not need
to know all the history of states in order to approximate them. Furthermore, to give an explicit expression
of the functional, the following assumptions are necessary:
1. If u ∈ U, then u|Γα,a ∈ U, ∀α ∈ Rn, a > 0.
2. ∀ α ∈ Rn, a > 0, Uα,a is a compact set in CV
(
∏nk=1 [αk − ak, αk + ak]
)
or a compact set in
LpV
(
∏nk=1 [αk − ak, αk + ak]
)
, where V stands for Rq1 .
3. Then, if we let (Gu)(α) =
(
(Gu)1(α), . . . , (Gu)q2(α)
)
, consequently each (Gu)j(α) will be a contin-
uous functional defined over Uα,a, with the corresponding topology in CV
(
∏nk=1 [αk− ak, αk + ak]
or LpV
(
∏nk=1 [αk − ak, αk + ak]
)
.
Given the above results and following the process given in reference [1], we can find the extension of eq. (9)
to dynamical systems in the following theorem:
Theorem: If U and G satisfy all the assumptions (1-3) made previously, and G is of approximately finite
memory, then ∀e > 0, ∃a > 0, m a positive integer, (m + 1)n points in ∏nk=1 [αk − ak, αk + ak], N a positive
integer, constants ci(G, α, a) that only depend on G, α, a, and q2 × (m + 1)n - vectors ξi, i = 1, . . . , N, such
that: ∣∣∣∣∣(Gu)j(α)− N∑i=1 ci(G, α, a)σ
(
ξ i · uq1,n,m + θi
)∣∣∣∣∣ < e, j = 1, 2, . . . , q2.
To conclude, we would like to place emphasis on the assumption of approximately finite memory. This
assumption provides the blocks to build the functional approximation as a sum of functionals defined in the
subsets given by the window operator, previously defined. During the empirical analysis, we benchmark
against a case for which we hope that approximately finite memory will allow representing the functional
arbitrarily well from the subsets given by the window operator.
3 A Brief Overview of the Machine Learning Algorithm
RNNs are a generalization of feedforward neural networks that provide a better architecture for storing
key aspects of sequences. Furthermore, they are able to maintain a notion of state. This state evolves as
6
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a larger fragment of the sequence is ’seen’ by the network. Furthermore, we compute and/or predict
sequences considering this state with some information that becomes available to the network. Ongoing
research has proven RNNs to be powerful but difficult to train. The main difference between feed-forward
neural networks and RNNs is that RNNs use the same functional mapping to transform the previous
state, providing parameter sharing. Since basic RNNs suffer from vanishing gradient problems, and given
that the time series used in this paper are quite long, we have to use gated units, i.e., LSTM and GRU
cells. The gates in these units are used to control the flow of information that passes through the state of
the cell. For the first part, after a convergence study of the properties of the networks (fig. 4), we have
found LSTMs to be more expressive. We have also tested other feed-forward architectures such as NARX
(Nonlinear Auto-Regressive with Exogenous input); however, they have been discarded because they are
unable to ’forget’, which results in an ever increasing residual error that propagates and compromises the
performance of the NN when predicting long sequences.
The chosen type of gated cell (LSTM) was introduced two decades ago [37] and has now gained popularity
in the context of language modeling. However, we believe its full potential regarding time series modeling
is relatively underappreciated at the moment. The formulation of LSTM cells is as follows [37,38]. Let ct the
internal memory and ht the visible state. Consequently, the state that evolves is the pair [ct, ht]. The forget
gate ft, as its name indicates, controls what to forget from the memory cell. The input gate it, controls what
to read out of the memory cell into the visible state ht, via the output gate ot. Finally, the memory cell ct
evolves by the addition of inputs that come from the forget and input gates.
ft = σ
(
W f ,hht−1 +W f ,xxt
)
(forget gate)
it = σ
(
Wi,hht−1 +Wi,xxt
)
(input gate)
ot = σ
(
Wo,hht−1 +Wo,xxt
)
(output gate)
ct = ft  ct−1 + it  σh
(
Wc,hht−1 +Wc,xxt
)
(memory cell)
ht = ot  σh (ct) (visible state)
pt = softmax
(
Woht
)
.
The objective function to minimize during the training is the mean-squared-error (MSE):
MSE =
1
n
n
∑
i=1
(
Yi − Yˆi
)2
, (10)
where Y is the vector of observed values and Yˆ are the predicted values.
4 Nonlinear Functional Approximation for Modeling Nonlinear Motions
To construct the nonlinear functional approximation for predicting the motion dynamics, we have designed
LSTM networks that approximate 2DOF or 3DOF motions of vessels advancing in irregular waves in head
or oblique seas. We first present results for the catamaran vessel in mild WMO sea state 1, and subsequently
we present results for the DTBM vessel in extreme WMO sea state 8.
4.1 Catamaran Vessel
We start with simple Stokes 5th-order waves (see results in fig. 4). First, we develop benchmark cases to
choose between the two most used gated RNN cells. Specifically, we have compared two different regular
waves and two different network sizes (5 and 20 neurons) for one hidden layer for GRU and LSTM networks.
In fig. 4, we present representative results that demonstrate that LSTM networks are more expressive for
our particular application, as we increase the number of neurons from 5 to 20. In the following, we adopt a
LSTM network with one hidden layer for regular waves, however, we will employ deeper networks for
irregular waves.
Having chosen the type of neural network, we have tested the model capabilities with stochastic waves
modeling typical sea states that the catamaran vessel may encounter. We have found that the pitch angular
7
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(a) LSTM test: 20 neurons, 1 hidden layer.
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(b) LSTM test: 5 neurons, 1 hidden layer.
0 50 100 150 200 250 300 350 400
0.10
0.08
0.06
0.04
0.02
0.00
0.02
0.04
0.06 Heave CFD 
Heave GRU
(c) GRU test: 20 neurons, 1 hidden layer.
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0.04 Heave CFD 
Heave GRU
(d) GRU test: 5 neurons, 1 hidden layer.
Figure 4: Comparison of LSTM and GRU for a 5th-order Stokes regular wave (wave amplitude is 0.15m) for the catamaran vessel.
The data-set is composed of 5 waves of varying amplitude. The first 4 waves are used as training cases (for 20000 steps)
while the last wave (shown here) is used for testing. Each time step corresponds to ∆t = 0.0625s.
motion is modeled better than the vertical motion. The next step that we take is to optimize the architecture
of the network augmenting its expressiveness without inducing data over-fitting.
The inputs used to train and test the networks are shown in fig. 5. Results of this study are presented in
figs. 6 to 9. In particular, in fig. 6 we plot the heave and pitch motions predicted by a LSTM network with
20 neurons and 1 layer. On the left column we present predictions based on training data and on the right
column we present predictions based on unseen data. The training data set includes 3 different sequences
for the surface elevation, similar to the one shown in fig. 5a. The testing predictions (right column of figure
6) are based on surface elevation inputs shown in fig. 5b. We observe that this shallow network is adequate
in approximating the two DOF catamaran vessel subject to irregular waves.
A more systematic investigation of the network architectures and the amount of training is presented in
figures 7 and 8. These figures represent results from a set of 64 parametric variations of five network
architecture parameters. These parameters include neurons, hidden layers, training steps, number of
sequences in the training process, and the fraction of anyone sequence used in the training process. In the
first 6 plots, sub-figures 7a - 7f, we analyze the evolution of motion predictions when we vary the fraction
of sequence used in the training process (7a → 7c or 7d → 7f ) or when we vary the number of hidden
layers (7a→ 7d or 7b→ 7e or 7c→ 7f). The second set in fig. 8 of subplots (8a - 8f) is similar to the first
set, but the only change is the variable in the plots, i.e., instead of the vertical motion (heave) we plot the
angular motion (pitch). It is remarkable that even with a small training data set accurate predictions of
both heave and pitch are obtained as long as we adjust the LSTM architecture to avoid overfitting. The
accuracy of long-term LSTM predictions is studied in fig. 9b-c. The LSTM network inputs are presented in
fig. 9a. The network (with 2 layers and 10 neurons) is trained on the first half of the sea surface elevation
8
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time series and forecasts the vertical and angular motions for the second half. We can see a very accurate
and stable prediction of the motion dynamics even for long-term, which is in agreement with unused data
from the CFD solver.
In summary, we have observed the following main trends:
1. As we decrease the amount of information given to the network (compare column 7a ↓ 8d to 7c ↓
8f) we can clearly see that the network is less accurate and is more prone to over-fitting.
2. Over-fitting is emphasized in subplots 7f and 8f, which is natural since they are the cases with the
greatest number of parameters, because they have 3 hidden layers. So as we increase the expressive
power of the network we must also increase the amount of information given for training.
3. LSTM networks provide a stable long term predictor in terms of amplitude, frequency and phase
of the vessel motions.
Our conclusions regarding our studies with respect to the network architecture convergence are as follows:
1. Given the amount of data available, 1 hidden layer with 15 neurons approximates accurately the
functional of the catamaran motions for a mild sea state.
2. Given enough data these predictions can be improved with more expressive networks, however,
these networks are also quite prone to overfitting. This can be concluded since accuracy in figs. 7d
and 8d is better or equal than in figs. 7a and 8a; however, it is clearly worse when we reduce the
amount of information in the training cases. To appreciate this, one can see that the accuracy in
figs. 7f and 8f is worse than in figs. 7c and 8c.
3. The data modeling framework is both feasible and practical. It is also very fast. Specifically, it took
about 120h (on a 20 processor computer) to run the CFD solver to obtain the training labeled data.
To train the LSTM requires approximately half an hour on a GPU, while to obtain the predictions
in our testing experiments requires only a fraction of a second. For example in figs. 7c and 8c
we can train the network on the first 1/4 of the sequence and reproduce the remaining 3/4, at a
negligible cost compared to using CFD for the entire sequence.
4.2 DTBM Vessel
To further test the capabilities of the LSTM network we introduce a third DOF and we aim to model the
motions of a second vessel in a severe sea state. In addition to heave and pitch, the vessel is now allowed to
rotate around its longitudinal axis (rolling). This type of motion is affected strongly by the viscous effects,
in contrast to heave and pitch motions that can be well approximated given the stiffness and mass matrix
of the vessel. Nevertheless, it is also true that in the extreme sea state we consider in this case (sea state 8)
many of the assumptions of the linear theory that is conventionally used do not hold. The nonlinearities in
heave and pitch can be successfully modeled with nonlinear Boundary Element Methods (BEMs) that track
the vessels’ wet surface [15]. However, BEM does not have the fidelity to model accurately roll motions,
since the solver needs to resolve the viscous terms of the Navier-Stokes equations to have the necessary
information to accurately compute the roll damping of the motions. A validated approximation is given
by the unsteady Reynolds average Navier-Stokes equations (URANS) methodology [19]. However, given
the complexity of this wave-structure interaction problem this requires a prohibitive expensive series of
simulations from which we obtain data that is difficult to generalize, thus it is better to develop a surrogate
model in the form of learning a functional to approximate the 3DOF for the DTBM vessel.
In a similar fashion as in section 4.1, using deep recurrent neural networks with LSTM cells, we attempt
to approximate the right functionals that, given the sea surface time series, will accurately estimate the
motions of the DTBM vessels. A total of four examples (each with 3DOF) of the architecture convergence
are shown in fig. 11. In it we can see two test sequences. The vessel motions for the two test cases are
computed from unseen sea state realizations presented in fig. 10. The motions predicted by the LSTM are
heave, pitch and roll motions. We compare these to the motions predicted from the CFD code (for unused
data) to calculate the relative squared error (RSE) for each set of architecture parameters; the RSE is defined
as follows:
RSE =
∑nj=i
(
Yi − Yˆi
)2
∑nj=1
(
Yˆi −mean(Yˆi)
)2 . (11)
9
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The architecture convergence shows consistent and accurate approximation of the vessel motions in the
extreme sea states. The performance in roll motions is somewhat worse but this can be expected given
the higher complexity of the dynamics. Fig. 11 shows results from the network architecture with the
best performance. We see that roll motions with large amplitudes, almost 20 degrees, are accurately
approximated both in amplitude and frequency of the time signal. The same can be said about the heave
and pitch motions. The table in fig. 11 summarizes the results for all the LSTM architectures tested in our
experiments.
The overall conclusions of the architecture convergence are similar to those obtained in section 4.1. Given
more data we should be able to train more complex networks to improve the accuracy of the motion
prediction. This data could potentially come from several different sources and possibly a real vessel, for
which approximating a lifetime or near future motions is interesting. These will be vessels that may be
required to operate in very harsh weather conditions. Good examples are military, coastguard or rescue
vessels.
5 Conclusions
We have successfully trained deep recurrent neural networks of LSTM type to approximate nonlinear
motions in irregular long crested head and oblique seas. To the authors’ best knowledge, this constitutes
a new paradigm in simulating the motion of marine vessels in mild or extreme sea states. A possible
generalization that requires more extensive training is to train the LSTM network for different sea states and
also different wave spectra associated with different geographic regions. This offline training is of course
time consuming but the online predictions yields truly real-time predictions. Given that the available wave
radars and even satellite images that can provide the sea state accurately, pre-trained LSTM like the one we
demonstrated here represent a new approach of simulating in a quick and accurate way vessel motions.
Under extreme weather conditions this would constitute a potentially powerful predictive tool to avoid
associated hazards encountered in these situations.
This new approach is not limited to the specific application presented here but it can be applied to many
other nonlinear dynamical systems, where the aim is to forecast specific outputs. Moreover, an extension
of the theorem of [1] states that a neural network properly designed can also approximate continuous
nonlinear operators [29] assuming that input functions belong to a compact set. The first such network,
termed DeepONet, has been published in [30], and can also be tested in the future for the application
presented in the current work.
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(a) Network input figs. 6a and 6c.
0 50 100 150 200 250 300 350 400
Time Step
0.100
0.075
0.050
0.025
0.000
0.025
0.050
0.075
Su
rfa
ce
 E
le
va
tio
n 
(m
)
(b) Network input figs. 6b and 6d.
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(c) Network input fig. 7.
Figure 5: LSTM network inputs for 2DOF catamaran vessel in irregular head seas. Each time step corresponds to ∆t = 0.0625s.
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(c) Angular vessel motion. Training based on three different
sequences.
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Figure 6: LSTM network (20 neurons, 1 layer) for the catamaran vessel subject to irregular waves. The left column (a, c) shows
the vertical and angular vessel motions after training with three different sea state realizations; one such realization is
shown in fig. 6a. The right column (b, d) shows the vertical and angular vessel motions for testing given the inputs
indicated in fig. 6b. Each time step corresponds to ∆t = 0.0625s.
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Figure 7: Vertical motion of the catamaran vessel using two LSTM networks with 1 layer and 15 neurons (upper row) and 3
layers and 15 neurons (lower row). The left column corresponds to 2/3 training data from fig. 5c, the middle column
corresponds to 1/2 of the training data, and the right column corresponds to 1/4 of the training data. Each time step
corresponds to ∆t = 0.0625s.
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(b) RSE =2.3605e-05.
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(c) RSE =4.0008e-05.
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(d) RSE = 1.2446e-05.
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Figure 8: Angular motion of the catamaran vessel using two LSTM networks with 1 layer and 15 neurons (upper row) and 3
layers and 15 neurons (lower row). The left column corresponds to 2/3 training data from fig. 5c, the middle column
corresponds to 1/2 of the training data, and the right column corresponds to 1/4 of the training data. Each time step
corresponds to ∆t = 0.0625s.
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Figure 9: Long-time predictions of vertical (b) and angular (c) motions of the catamaran vessel using a LSTM network with 2
layers and 10 neurons. Figure (a) shows the surface elevation input to the network. The vertical line in (b),(c) denotes the
beginning of testing. Each time step corresponds to ∆t = 0.0625s.
16
A preprint - January 1, 2020
100
4
2
0
2
4
S
ur
fa
ce
 E
le
va
tio
n 
(m
)
Time Step200 300 400
0
(a) Profile of the wave in the longitudinal direction corresponding to test case one.
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(b) Profile of the wave in the transversal direction corresponding to test case one.
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(c) Profile of the wave in the longitudinal direction corresponding to test case two.
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(d) Profile of the wave in the transversal direction corresponding to test case two.
Figure 10: Network surface elevation inputs for the DTMB vessel. They are two-dimensional and represent a long crested
irregular oblique waves. Each time step is ∆t = 0.2s.
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Heave
RSE
Pitch
RSE
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RSE
Overall
RSE
Layers Neurons
Train
Steps
1 Test 1 0.0770 0.0734 0.1595 0.192 8 90 5000Test 2 0.0910 0.0747 0.1257
2 Test 1 0.0674 0.0685 0.1910 0.220 8 70 5000Test 2 0.1245 0.0962 0.1210
3 Test 1 0.0380 0.0444 0.1490 0.165 4 90 5000Test 2 0.0773 0.0463 0.1215
4 Test 1 0.0731 0.0658 0.1919 0.230 16 70 5000Test 2 0.0547 0.0399 0.1634
(g) Testing errors of four different LSTM networks for DTBM vessel in WMO sea state 8 at Froude number 0.4.
Figure 11: LSTM test results (4 hidden layers, 90 neurons) network architecture 3, RSE=0.165. Heave, Pitch and Roll motion
dynamics of a notional DTBM battleship sailing in WMO sea state 8 at Froude number 0.4. The inputs provided to the
network are shown in fig. 10 (a),(b) (left column) and fig. 10 (c),(d) (right column) corresponding to 5000 train steps.
Each time step is ∆t = 0.2s.
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