Grabbing the gold  by Seacrest, Deborah E. & Seacrest, Tyler
Discrete Mathematics 312 (2012) 1804–1806
Contents lists available at SciVerse ScienceDirect
Discrete Mathematics
journal homepage: www.elsevier.com/locate/disc
Note
Grabbing the gold
Deborah E. Seacrest, Tyler Seacrest ∗
Department of Mathematics, University of Montana Western, MT 59725, United States
a r t i c l e i n f o
Article history:
Received 7 October 2010
Received in revised form 7 January 2012
Accepted 9 January 2012
Available online 11 February 2012
Keywords:
Games on graphs
Trees
Two-player games
Graph-grabbing
Gold-grabbing
a b s t r a c t
Imagine a tree with some integer amount of gold at each vertex. Two players can play a
game by taking turns removing leaves one by one and taking the gold from those leaves.
We prove a recent conjecture of Micek and Walczak that says that if a tree has an even
number of vertices, the first player can always secure at least half of the gold.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Definition 1 (The Gold-Grabbing Game). Let T be a tree such that every vertex v of T has some integer amount of gold,
wt(v). Two players, Alice and Bob, take turns removing leaves of the remaining tree one by one and taking the gold from
those leaves. The player who obtains the most gold wins.
Micek and Walczak [1] proved that on an even number of vertices, the first player can always secure at least one-fourth
of the gold. They conjectured that the first player can always obtain at least one-half of the gold on a weighted tree of even
order. The result of this paper is a proof of that conjecture.
This problem is a generalization of a well-known puzzle included as the first problem in the first book of puzzles by Peter
Winkler [3]:
On a table is a row of fifty coins, of various denominations. Alice picks a coin from one of the ends and puts it in her
pocket; then Bob chooses a coin from one of the (remaining) ends, and the alternation continues until Bob pockets
the last coin.
Prove that Alice can play so as to guarantee at least as much money as Bob.
This is equivalent to the gold-grabbing game on a path. As Winkler notes, if the coins are indexed in order, one can easily
see that Alice can secure her choice of all the even-labeled coins or all the odd-labeled coins. One of these must sum to at
least half the total.
The terminology ‘‘gold-grabbing game’’ comes fromRosenfeld [2].Micek andWalczak [1] generalized the game to general
graphs and called it the ‘‘graph-grabbing game’’. In the graph-grabbing game, Alice and Bob take turns removing non-cut
vertices of a weighted graph, one by one. In a tree, the only non-cut vertices are leaves, so the graph-grabbing game on a
tree reduces to the gold-grabbing game described above.
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For studying substructure of the original gold-grabbing game, it is useful to study a version of the gold-grabbing game
where one vertexmust be chosen last. For example, consider a tree T with edge uv, and suppose T ′ is the component of T−uv
containing v. It is natural to want to study the gold-grabbing game on T ′ as a substructure of the game on T . However, when
playing the game on T ′, v may be chosen with many vertices of T ′ still remaining, while in the game on T , v must be chosen
after all the vertices of T ′ (or after u has been removed).
Definition 2. In the rooted version of the gold-grabbing game, one particular vertex must be chosen last. Such a vertex is
called the root.
A game is played with standard parity if Alice moves when an even number of vertices remain and Bob moves when an
odd number of vertices remain. In a rooted game of standard parity, Bob will necessarily be the one who takes the root.
2. Proof of main lemma
The following lemma shows that under standard parity, Alice prefers the non-rooted game over the rooted game. Let
R(T , v, P) be the amount of gold player P receives playing on tree T rooted at v, assuming optimal play from both players.
Similarly, let N(T , P) be the amount of gold player P receives playing the non-rooted game on tree T , assuming optimal play
from both players.
Lemma 3. If the gold-grabbing game is played with standard parity on a weighted tree T , and v ∈ V (T ), then R(T , v, Alice) ≤
N(T , Alice).
Proof. We will prove this inductively. For the base case, we note that the lemma is true for all weighted trees on at most
three vertices. This is immediate when there are one or two vertices, and with three vertices there are two simple cases to
check.
Assume the lemma is true for all trees with fewer vertices than T . Our goal is to show that R(T , v,Alice) ≤ N(T ,Alice).
Consider the first move of the non-rooted game.
Case 1. Alice makes the first move. Have Alice move in accordance with her optimal strategy for the rooted game; she will
not take the root v. Suppose that she takes vertex a to form tree T ′. Clearly R(T , v,Alice) = R(T ′, v,Alice) + wt(a), since
Alice moved optimally. By the induction hypothesis, R(T ′, v,Alice) + wt(a) ≤ N(T ′,Alice) + wt(a). By the definition of
N(T ,Alice), we have N(T ′,Alice)+ wt(a) ≤ N(T ,Alice). Hence, R(T , v,Alice) ≤ N(T ,Alice), as desired.
Case 2. Bob moves first and takes a vertex other than v. Let b be the vertex chosen by Bob. Let T ′ = T − b. We have
R(T , v,Alice) ≤ R(T ′, v,Alice), since if Bob moves optimally in the rooted game, these quantities are the same, and if
Bob does not move optimally, this can only help Alice. As in Case 1, R(T ′, v,Alice) ≤ N(T ′,Alice) ≤ N(T ,Alice). Hence,
R(T , v,Alice) ≤ N(T ,Alice), as desired.
Case 3. Bobmoves first and takes v,whose neighbor u has degree 2 in T . Letw be the other neighbor of u, and let T ′ = T−v−u.
Once Bob chooses v, let Alice take u. First note that R(T , v,Alice) = R(T ′, w,Alice)+wt(u), because in the game on T rooted
at v, Bob always takes v and Alice always takes u. Taking u and v first instead of last does not change anything fundamental
about the game. By the induction hypothesis, R(T ′, w,Alice)+wt(u) ≤ N(T ′,Alice)+wt(u). By the definition ofN(T ,Alice),
we have N(T ′,Alice)+ wt(u) ≤ N(T ,Alice). Hence, R(T , v,Alice) ≤ N(T ,Alice), as desired.
Case 4. Bob moves first and takes v, whose neighbor u has degree at least 3 in T . As in Fig. 1, let T1 be an odd component of
T − v − u, and let T2 be the forest of all other components. Note that T2 has an even number of vertices. Recall that Bob
takes v, and Alice makes an optimal move, a, in the game on T2 + u+ v rooted at v. Notice that both T1 and T2 − a have an
odd number of vertices. Continue the non-rooted game such that when Bob moves in T1, Alice counters with the optimal
strategy for T1+u+v rooted at v, and when Bobmoves in T2, Alice counters with the optimal strategy for T2+u+v rooted
at v. Have this continue until either T1 or T2 has a single vertex left. Without loss of generality, assume T1 is whittled down
to a single vertex y. (A symmetric argument resolves the other case.) Let T ′ be the entire tree at this stage of the game.
For any set V ′ of vertices already taken, let α(V ′) be the gold Alice has secured so far this game among the vertices in V ′.
We claim that R(T , v,Alice) ≤ R(T ′, y,Alice)+ α(V (T )− V (T ′)). To show this, we first prove that R(T1 + u+ v, v, Bob)+
R(T2 + u+ v, v, Bob)− wt(v) ≤ R(T , v, Bob).
Consider the original game on T rooted at v. Recall that Bob moves first, since T has an odd number of vertices. He could
start bymaking an optimal play in the game on T1+u+v rooted at v. He could then continue by countering Alice in T1 when
shemoves in T1, and countering Alice in T2 when shemoves in T2, each timemoving optimally for that particular component
in the rooted game at v. This may not be optimal for Bob, but it simulates the case where T1+u+v and T2+u+v are played
individually. Thus, Bob can do at least aswell in the combined case, so R(T1+u+v, v, Bob)+R(T2+u+v, v, Bob)−wt(v) ≤
R(T , v, Bob), as desired. Note that by summing R(T1 + u+ v, v, Bob) and R(T2 + u+ v, v, Bob), we countwt(v) twice, and
therefore we subtractwt(v) to compare the sum to R(T , v, Bob).
If Bob does no better using this strategy over the optimal, then Alice does no worse when Bob uses this strategy. Hence
R(T1 + u+ v, v,Alice)+ R(T2 + u+ v, v,Alice)−wt(u) ≥ R(T , v,Alice). Notice that R(T ′, y,Alice)+ α(V (T2)− V (T ′)) ≥
R(T2 + u + v, v,Alice), since she has been playing optimally in the game on T2 rooted at v. In this case, y and v are
essentially interchangeable for Alice, as they contribute to Bob’s score but not hers. Similarly, α(V (T1) − y) + wt(u) ≥
R(T1 + u + v, v,Alice), again since Alice has played optimally in the game on T1 rooted at v. Combining these three
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Fig. 1. One possible configuration for Case 4. T ′ is the black tree on the right.
inequalities, we reach the conclusion thatα(V (T1)−y)+wt(u)+R(T ′, y,Alice)+α(V (T2)−V (T ′))−wt(u) ≥ R(T , v,Alice).
Simplifying slightly and using the fact that α(V (T1)−y)+α(V (T2)−V (T ′)) = α(V (T )−V (T ′)), we see that R(T , v,Alice) ≤
R(T ′, y,Alice)+ α(V (T )− V (T ′)).
By the induction hypothesis, R(T ′, y,Alice) ≤ N(T ′,Alice). Finally, by the definition ofN(T ,Alice), we haveN(T ′,Alice)+
α(V (T )− V (T ′)) ≤ N(T ,Alice). Thus, we again conclude R(T , v,Alice) ≤ N(T ,Alice). 
3. Proof of theorem
Theorem 4. If T has an even number of vertices, then Alice can secure at least half of the gold.
Proof. Let v be any leaf, and let u be the neighbor of v in T . Let T ′ be the tree T − v. Consider the following auxiliary games,
which will be needed in the proof.
Let Game 1 be the gold-grabbing game on T rooted at v, but instead of Alice and Bob, the two players are Player 1 and
Player 2. Player 1 moves first. The last two moves of Game 1 must be Player 1 taking u and Player 2 taking v.
Let Game 2 be the gold-grabbing game on T ′ rooted at u, where again Player 1 goes first, but Player 2 starts with gold
equal towt(v). The last move of Game 2 is Player 1 taking u.
Game 1 and Game 2 are equivalent, because it does not matter when Player 2 receiveswt(v).
Themeta-game is where Alice chooses to play Game 1 as either Player 1 or Player 2. Bob receives the role that Alice does
not choose.
Since at least one of the two players in Game 1 must receive half the gold and Alice can switch roles with Bob if she
chooses, Alice can secure half the gold in the meta-game. We will show that Alice’s situation playing the non-rooted game
on T is, if anything, better for her than the meta-game described.
Case 1. Playing Game 1 as Player 1 in the meta-game is the better option for Alice. In this case, Alice receives at least half the
gold in the game played on T rooted at v. By Lemma 3, Alice also secures at least half the gold in the non-rooted game played
on T .
Case 2: Playing Game 1 as Player 2 in the meta-game is the better option for Alice. Since Alice secures half the gold in Game
1 as Player 2, she must also secure half the gold in Game 2 as Player 2 by the equivalence described above. That is, if
Alice receives the wt(v) gold and then plays the game on T ′ rooted at u, her total score is at least half of the gold on T .
Therefore, wt(v) + R(T ′, u,Alice) is at least half the total gold on T . In the non-rooted game on T , Alice can choose v and
then play the non-rooted game on T ′. Therefore, in the non-rooted game, she can securewt(v)+N(T ′,Alice). By Lemma 3,
R(T ′, u,Alice) ≤ N(T ′,Alice), and therefore in the non-rooted game she can secure at least half the gold on T . 
The proof is exhaustive. This raises the question of whether there is an efficient algorithm to determine how Alice should
secure half the gold.
It is also possible that our theorem is true inmore generality. In particular, we knowof no example of aweighted bipartite
graph with an even number of vertices where Alice cannot secure half the weight of the graph in the graph-grabbing game.
Conjecture 5. Alice can secure half the weight in the graph-grabbing game played on a bipartite graph with an even number of
vertices.
We thank an anonymous reviewer for suggesting bipartite graphs as a further topic to explore.
For other interesting extensions and related games, see Micek and Walczak [1].
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