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Abstract
We consider the problem of recovering an unknown effectively (s1, s2)-sparse low-rank-R matrix X
with possibly non-orthogonal rank-1 decomposition from incomplete and inaccurate linear measurements
of the form y = A(X) + η, where η is an ineliminable noise1. We first derive an optimization formula-
tion for matrix recovery under the considered model and propose a novel algorithm, called Alternating
Tikhonov regularization and Lasso (A-T-LAS2,1), to solve it. The algorithm is based on a multi-penalty
regularization, which is able to leverage both structures (low-rankness and sparsity) simultaneously. The
algorithm is a fast first order method, and straightforward to implement. We prove global convergence
for any linear measurement model to stationary points and local convergence to global minimizers. By
adapting the concept of restricted isometry property from compressed sensing to our novel model class,
we prove error bounds between global minimizers and ground truth, up to noise level, from a number
of subgaussian measurements scaling as R(s1 + s2), up to log-factors in the dimension, and relative-to-
diameter distortion. Simulation results demonstrate both the accuracy and efficacy of the algorithm, as
well as its superiority to the state-of-the-art algorithms in strong noise regimes and for matrices, whose
singular vectors do not possess exact (joint-) sparse support.
1 Introduction
Due to data deluge, the existing amounts of data increasingly exceed the processing capacities, leading much of
the recent research to focus on compressive data acquisition and storage. In this case, data recovery typically
requires finding a solution for an underdetermined system of linear equations, which becomes tractable only
when the data possess some special structure. This general paradigm encompasses two important problem
classes, which have received significant scientific attention recently: compressed sensing and (sparse) principal
component analysis. The work of this paper stands at the intersection of these problems, incorporating the
challenges from both of them and extending their framework. Specifically, we are interested in recovering
an effectively sparse low-rank matrix X from an incomplete and inaccurate set of linear measurements
y = A(X) + η. This problem is relevant in several areas such as blind deconvolution, machine learning, and
data mining [16, 39, 9], as we illustrate with a couple of motivating examples in Section 1.1 below.
Related work The recovery from linear measurements of low-rank matrices without sparsity constraints
has been well-studied as an extension of classical compressed sensing theory, i.e. compressed sensing of
vectors [7, 34]. When the unknown matrix is assumed to have both low-rankness and sparsity, Oymak et. al.
in [31] showed that a mere convex combination of regularizers for different sparsity structures does not allow,
in general, outperform the recovery guarantees of the “best” one of them alone. Consequently, in order to
improve recovery further, one has to go beyond linear combinations of already known convex regularizers. In
[4] the authors overcome the aforementioned limitations of purely convex approaches by assuming a nested
1With “ineliminable” we mean that the focus of the paper is not on recovery from exact y = A(X) measurements, rather on
the stable recovery under severe measurement noise.
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structure of the measurement operator A and applying basic solvers for low-rank resp. row-sparse recovery
in two consecutive steps which is an elegant approach but clearly restricts possible choices for A. Lee et.
al. [24] propose and analyze the so-called Sparse Power Factorization (SPF), a modified version of Power
Factorization (see [18]) for recovery of low-rank matrices by representing them as product of two orthogonal
matrices X = UV T and then applying alternating minimization over the (de)composing matrix U, V . SPF
introduces Hard Thresholding Pursuit to each of the alternating steps to enforce additional sparsity of the
columns of U and/or V . Lee et. al. were able to show that using suitable initializations and assuming
the noise level to be small enough, SPF approximates low-rank and row- and/or column-sparse matrices
X from a nearly optimal number of measurements: If X is rank-R, has s1-sparse columns and s2-sparse
rows m & R(s1 + s2) log(max{en1/s1, en2/s2}) measurements suffice for robust recovery, which is up to the
log-factor at the information theoretical bound. Despite the theoretical optimality, the setting of SPF is
actually quite restrictive as all columns (resp. rows) need to share a common support, and this seems to
be an empirically necessary requirement, see Section 5.3, and the matrices U, V need to be simultaneously
orthogonal. On the one hand, empirically, it has also been shown in [24] that SPF outperforms methods
based on convex relaxation. On the other side, SPF is heavily based on the assumption that the operator
A possesses a suitable restricted isometry property and cannot be applied to arbitrary inverse problems of
type (3), as it may even fail to converge otherwise. The reason is that SPF is based on hard-thresholding [6],
which is not a Lipschitz continuous (non-expansive) map.
Another related line of work comes from statistical literature under the name sparse principal component
analysis (SPCA) [39, 9]. SPCA estimates the principal subspaces of a covariance matrix when the singular
vectors are sparse in order to defeat the curse of dimensionality. However, observations in SPCA are provided
directly from noisy samples, whereas in our case the matrix is only observed indirectly, through linear
measurements that mix the components. Therefore, the problem considered in this paper is, in general,
much harder than SPCA.
Contribution Recent works provide theoretical and numerical evidence of superior performance of multi-
penalty regularization, see [30, 15, 10] and references therein, for correct modeling and separation of the
additive superposition of signals u + v. Motivated by these results, we extend them to a multiplicative
superposition model uvT and propose to recover and decompose X by a variational approach based on
alternating minimization of the following multi-penalty functional JRα,β : Rn1× ...×Rn1×Rn2× ...×Rn2 → R
defined, for α, β > 0, by
JRα,β(u
1, . . . , uR, v1, . . . , vR) :=
∥∥∥∥∥y −A
(
R∑
r=1
ur(vr)T
)∥∥∥∥∥
2
2
+ α
R∑
r=1
‖ur‖22 + β
R∑
r=1
‖vr‖1, (1)
where α, β are regularization parameters. We denote the global minimizer of (1) by
(u1α,β , . . . , u
R
α,β , v
1
α,β , . . . , v
R
α,β).
The main contributions of this paper are summarized in the following list of highlights:
• we address the theoretical and numerical analysis of an iterative alternating minimization algorithm,
based on simple iterative soft-thresholding, for the minimisation of (1), which we dub (A-T-LAS2,1)
for Alternating Tikhonov regularization and Lasso or simply ATLAS throughout the rest of the pa-
per. ATLAS performs the robust recovery of effectively sparse low-rank matrices from incomplete
measurements;
• we provide general convergence guarantees, in particular Theorem 3.14, for any inverse problem, where
neither restricted isometry property (RIP) of the measurement operatorA nor conditions on the support
distribution of X are assumed. This is achieved by using convex relaxation (`1-norm minimization)
at each iteration and by virtue of the Lipschitz continuity of soft-thresholding. While we show always
global convergence to stationary points, we are able to show local convergence to global minimizers
within a very specifically determined radius, cf Remark 3.15. Let us stress that the state-of-the-art
Sparse Power Factorization (SPF) would not even converge in such a general setting (here we do not
assume yet any RIP);
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• we prove approximation guarantees for global minimizers of (1) with no RIP assumptions on the
measurements, see Proposition 3.1 and Lemma 3.3;
• recovery results for low-rank and sparse matrices available in the literature hold for low level of noise
or for vanishing noise only, which is not always a realistic assumption in practice (see for instance, the
grocery store problem in Section 1.1 below). We show recovery guarantees for global minimizers of (1)
under a new RIP adapted to the novel matrix class we introduce in this paper, see Theorem 3.5 and
the model classes (14) and (15) in Section 3.2;
• in fact, differently from SPF, ATLAS works for a significantly wider class of matrices, see again (14)
and (15). In particular, ATLAS does not require exact sparsity, common support, or orthogonality of
columns (resp. rows). Moreover we prove that our RIP will be fulfilled for sub-Gaussian measurement
matrices, while in [24] only Gaussian measurements have been so far considered;
• we demonstrate in the high level noise regime superior empirical performance of ATLAS as compared
to the state-of-the-art algorithm SPF for sparse low-rank matrix recovery.
We stress at this point that, to our knowledge there is no other algorithm or nonconvex program as (1)
available in the literature that enjoy all the above mentioned features. Presently, this comes yet with a
price: in fact, so far our analysis falls short in proving global convergence to global minimizers and we
intend to address this issue in follow up work. We will approach it by more explicitly estimating the radius
of convergence of ATLAS, which would result from a more careful inspection of the Kurdyka-Lojasiewicz
property, see Section 3.4. This approach is significantly different from recent work on initializations [29, 26]
and it will need novel research.
Let us compare right away the empirical performance of ATLAS and SPF on a few explanatory cases of
low-rank sparse matrix recovery. As mentioned above, SPF can be considered as state-of-the-art benchmark
for such problems, as it has been shown to outperform most of the popular recovery algorithms based on
convex relaxation. We compare the performance of the algorithms in terms of empirical recovery probability
and mean approximation error. The comparison is displayed in Fig. 1 and Fig 2. As can be seen from the
results, ATLAS shows a higher level of robustness with respect to noise, in contrast to SPF that has a better
performance in noise-free cases. Additionally, ATLAS outperforms SPF anytime singular vectors of X do not
share common support. More details on implementation and experimental settings are described in Section 5.
Figure 1: Comparison of SPF and ATLAS with and without common support for R = 5 (see Section 5.3).
Depicted are average approximation error relative to ‖X‖F and empirical recovery probabilities of SPF (dashed)
and ATLAS (solid). Common Support: SPF (red) vs ATLAS (blue). Arbitrary Support: SPF (green) vs ATLAS
(cyan).
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(a) SPF, no noise (b) ATLAS, no noise
(c) SPF, with relatively strong noise (d) ATLAS, with relatively strong noise
Figure 2: Phase transition diagrams comparing SPF and ATLAS with and without noise on the
measurements (see Section 5.3). Empirical recovery probability is depicted by color from zero
(blue) to one (yellow)
Outline The organization of the paper is as follows. Section 2 presents the setting of this paper, clarifies
notation, and introduces the algorithm for the minimisation of (1). In Section 3 we give an overview of
the main results. The corresponding proofs can be found in Section 4. In Section 5, we present the actual
implementation of ATLAS and provide numerical experiments, confirming our theoretical results and showing
extensive comparisons to SPF. We conclude in Section 6 with a discussion on open problems and future work.
Finally, the Appendix contains proofs of some technical results from Sections 3 and 4, which are mainly
generalization and extension of other existing works.
1.1 Some Motivating Examples
Before moving to the main part of the paper, let us consider a couple of motivating examples and applications
of the considered model.
The first example views low-rank matrices with sparsity constraints from a machine learning perspective and
extends the classical setting of sparse PCA to incomplete linear observations of the data matrix.
The second example is a classical problem in signal processing, that is blind deconvolution. By now this
problem has been widely explored in the literature [1, 26, 23]
In particular, in both these examples we do not expect necessarily that the measurements fulfill an RIP
condition.
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Example 1: Sparse Principal Component Analysis from inaccurate and incomplete linear mea-
surements. Principal Component Analysis (PCA) [19] is a classical tool for processing large amounts of
data and performing data analysis such as dimensionality reduction and factor extraction. Its scope of ap-
plication ranges from engineering and technology to social sciences, and biology.
PCA and, more generally, matrix completion [8] has been widely used for recommendation systems as pop-
ularised by the so-called Netflix prize problem [5]. We illustrate PCA by considering a simple example of
such recommendation system for a grocery store, which has n1 regular customers and n2 products. Let
X ∈ Rn1×n2 be a matrix whose components Xi,j encode the probability of customer i buying product j.
It is reasonable to assume that there are only R  min{n1, n2} underlying basic factors like age, income,
family size, etc. which govern the customer’s purchase behavior. For each basic factor r ∈ [R] := {1, ..., R}
one defines two vectors: a vector ur ∈ Rn1 of components uri encoding for each user i ∈ [n1] how much they
are affected by the factor r, and a vector vr ∈ Rn2 encoding the probability of buying product j if having
factor r. Then, one can decompose
X ≈ UV T =
R∑
r=1
ur(vr)T (2)
as the product of two matrices U ∈ Rn1×R and V ∈ Rn2×R with columns ur and vr. Even if the product
UV T is only approximately X, the decomposition into orthogonal principal components U and loadings V
is appealing for more interpretability and having less data to store (O(max{n1, n2}R) instead of O(n1n2)).
However, if we want to understand which factors mostly affect customer’s behaviour, PCA might not be
the best option, since principal components are usually a linear combination of all original variables. To
further improve interpretability and reduce the number of explicitly used variables, sparse PCA [39, 9],
which promotes sparsity of the loadings vr in (2), has been proposed. Sparse PCA trades orthogonality
of the principal components for sparse solutions. In the aforementioned example of the grocery store, it is
quite reasonable to assume sparsity of the probability distributions vr, as certain factors normally are more
correlated with the probability of purchase of few specific items.
For some applications one may not have access to the complete matrix X but only to a partial indirect
information, i.e., one has only m  n1n2 scalars encoding information about X. In the example of the
grocery store this may model the situation where customers do not possess all a fidelity card, which allows to
identify them individually, and the grocery store still wishes to learn the matrix X from aggregated revenues.
Each day d ∈ [D] the store caches in a certain amount of money y`d corresponding to purchases of a random
subset Td ⊂ [n1] of its customers (` ∈ N is a fixed index, whose role will soon become clear). If P ` ∈ Rn2 is a
vector encoding the prices P `j of each product j and Pi,d ⊂ [n2] is the random set of products purchased by
customer i on a day d, we can express the takings as
y`d =
∑
i∈Td
∑
j∈Pi,d
P `j .
If we assume that each customer i visits the grocery store with probability qi, we can compute the expected
takings as
ETd,P·,d
∑
i∈Td
∑
j∈Pi,d
P `j
 = n1∑
i=1
qi
n2∑
j=1
Xi,jP
`
j .
Choosing D sufficiently large, the law of large numbers guarantees that
lim
D→∞
1
D
D∑
d=1
y`d = ETd,P·,d
∑
i∈Td
∑
j∈Pi,d
P `j
 ,
in probability and almost surely. Moreover, by Central Limit Theorem, we may model the average takings
of D days as
1
D
D∑
d=1
y`d =
n1∑
i=1
qi
n2∑
j=1
Xi,jP
`
j + η
`
D,
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for a suitable Gaussian noise η`D. By defining y
` = 1D
∑D
d=1 y
`
d, we can rewrite the above equation as
y` =
n1∑
i=1
n2∑
j=1
(qiP
`
j )Xi,j + ηD,l = 〈A`, X〉F + η`D
where the matrix A` ∈ Rn1×n2 has entries (qiP `j )i,j , and 〈·, ·〉F is the Frobenius scalar product.
Tracking the daily sales over a time period of m ·D days and perturbing the prizes in each subperiod ` ∈ [m]
randomly2 would result in m inaccurate linear measurements, where each single measurement is a random
average over the entries of X with an ineliminable additive noise η`D. The whole measurement process can
be written as
y = A(X) + η (3)
where A : Rn1×n2 → Rm is a linear operator defined by the matrices A1, ..., Am and η = (η1D, . . . , ηmD )T ∈ Rm
models the noise. As we demonstrate in this paper, it is possible by means of our resource efficient algorithm
to recover a low-rank-R matrix X with effectively (s1, s2)-sparse non-orthogonal rank-1 decomposition, from
a number m ≈ R(s1 + s2) of random noisy measurement. This would offer a plausible solution to the grocery
store problem. (We should stress that in general our algorithm will converge to a data fitting solution of low
rank and sparse components for arbitrary linear measurement operators A.)
Example 2: Blind deconvolution in signal processing. In blind deconvolution [16] one is interested
in recovering two unknown vectors w and s solely from their (cyclic) convolutional product
y = w ∗ s+ η =
(
m∑
i=1
wis(k−i) modm
)m
k=1
+ η, (4)
where η is again measurement noise. In imaging applications, s represents the picture and w – an unknown
blurring kernel [36]. In signal transmission, s is a coded message and w models the properties of the trans-
mission channel [13]. Independently of the concrete application, problem (4) is highly under-determined and
contains ambiguities.
In [1] the authors used that by bilinearity of the convolution, (4) can be represented as a linear map acting on
the tensor product wsT , a technique commonly known as lifting. They assumed in addition that the channel
properties w and the message s are drawn from lower dimensional subspaces and are of the form w = Bh
and s = Cx with h ∈ Cn1 and x ∈ Cn2 being coefficient vectors encoding channel and message (B and C are
suitable transformation matrices). Accordingly, they re-write (4) as
y = A(X) + η,
where the rank-1 matrix X = hxT ∈ Cn1×n2 has to be recovered fromm linear measurements, a quite popular
model in compressed sensing literature [35]. Under suitable assumptions on A the recovery of X is solved by
(convex) nuclear norm minimization.
In blind demixing [27, 28, 20] or MIMO channel identification [11] a receiver gets the overlay of R different
convolutions which translates the above mentioned formulation into the recovery of rank-R matrices from
linear measurements of the type
y = A
(
R∑
r=1
hrx
T
r
)
+ η.
As already mentioned in [20], one can typically impose extra structure like sparsity on the channel impulse
responses h to further reduce the number of measurements m. In this case one wants to benefit from exploit-
ing two different structures at the same time, low-rankness and sparsity.
2The random fluctuation of prizes is applied by groceries also for rotating promotions on products. Periodic price reductions,
or sales, constitute a widely observed phenomenon in retailing. Sales occur on a regular basis, which suggests that they are not
entirely due to random variations such as shocks to inventory holdings or demand.
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2 Problem Formulation and Notation
We recall that the Singular Value Decomposition (SVD) of a matrix Z ∈ Rn1×n2 is given by
Z = UΣV T =
rank(Z)∑
r=1
σru
r(vr)T , (5)
where Σ is a diagonal matrix containing the singular values σ1 ≥ ... ≥ σrank(Z) > 0, while U ∈ Rn1×rank(Z)
and V ∈ Rn2×rank(Z) have orthonormal columns which are called left and right singular vectors. In the
following, we assume Xˆ of rank R > 0 and to possess a decomposition of the form
Xˆ =
R∑
r=1
uˆr(vˆr)T , (6)
where vˆr are effectively s-sparse, a useful concept introduced by Plan and Vershynin in [32].
Definition 2.1 (Effectively Sparse Vectors). Let
Kn,s = {z ∈ Rn : ‖z‖2 ≤ 1 and ‖z‖1 ≤
√
s}.
The set of effectively s-sparse vectors of dimension n is defined by {z ∈ Rn : ‖z‖1/‖z‖2 ∈ Kn,s}.
Remark 2.2. Note that any s-sparse vector is also effectively s-sparse. Effectively sparse vectors are well
approximated by sparse vectors as made precise in [32, Lemma 3.2].
We call the vectors uˆr (resp. vˆr) the left (resp. right) component vectors of Xˆ. From the context it
will be clear to which decomposition they are referred. In fact, (6) does not need to be the SVD of Xˆ,
although this case is also covered by our analysis, as we do not require vˆr to be mutually orthogonal. We
focus on decompositions (6) with effectively sparse right component vectors. Conceptually straight-forward,
but perhaps tedious modifications of the arguments lead to similar results in the left-sided and both-sided
sparse case (see Section 4.2).
Furthermore, we are given some linear measurement operator A : Rn1×n2 → Rm and the vector of measure-
ments y, which is obtained from Xˆ by
y = A(Xˆ) + η = 1√
m
 〈A1, Xˆ〉F...
〈Am, Xˆ〉F
+ η. (7)
The operator A is completely characterized by the m matrices Ai ∈ Rn1×n2 and individual measurements
correspond to Frobenius products 〈Ai, Xˆ〉F = trace(AiXˆT ). Noise comes into play by the additive vector
η ∈ Rm of which only the `2-norm is known.
Notation For a matrix Z ∈ Rn1×n2 , we denote its transpose by ZT . A variety of norms are used throughout
this paper: ‖Z‖p is the Schatten-p quasi-norm (`p-quasi-norm of the vector of singular values (σ1, ..., σR)T );
‖Z‖F is the Frobenius norm (the `2-norm of the vector of singular values); ‖ · ‖2→2 is the operator norm of
Z (the top singular value).
Note that for 0 < p < 1, Schatten-p norm is only a quasi-norm. For p = 2, the Schatten norm is equal to the
Frobenius norm, whereas the ∞-Schatten norm corresponds to the operator norm. We use the shorthand
notation [R] = {1, ..., R} to write index sets. We denote the index set of the non-zero entries of v as supp(v).
The relation a & b is used to express a ≥ Cb for some positive constant C, and a ' b stands for a & b and
b & a.
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If Xˆ of rank R > 0 possesses an SVD as in (6) for ‖vˆr‖2 = σr, r ∈ [R], then for any 0 < p <∞
‖X‖pp =
R∑
r=1
(‖uˆr‖2‖vˆr‖2)p. (8)
If the decomposition (6) does not coincide with the SVD of Xˆ, then uˆ1, . . . , uˆR are anyhow linearly indepen-
dent and
‖X‖2F =
n2∑
j=1
n1∑
i=1
∣∣∣∣∣
R∑
r=1
uˆri vˆ
r
j
∣∣∣∣∣
2
=
n2∑
j=1
∥∥∥∥∥
R∑
r=1
uˆr
‖uˆr‖2 ‖uˆ
r‖2vˆrj
∥∥∥∥∥
2
2
'
n2∑
j=1
R∑
r=1
‖uˆr‖22|vˆrj |2 =
R∑
r=1
(‖uˆr‖2‖vˆr‖2)2.
From this and the equivalence of `p-quasi-norms and Schatten-p-quasi-norms for 0 < p ≤ 2, one further
obtains as a relaxation of (8)
c−1
Uˆ
Rp/2−1
R∑
r=1
(‖uˆr‖2‖vˆr‖2)p ≤ ‖X‖pp ≤ CUˆR1−p/2
R∑
r=1
(‖uˆr‖2‖vˆr‖2)p, (9)
for positive constants cUˆ , CUˆ > 0, which depend on the largest and smallest eigenvalues of the Gramian of
the vectors uˆ1/‖uˆ1‖2, . . . , uˆR/‖uˆR‖2. Below we shall use (9) mostly for p = 2/3.
Recovery algorithm Following promising results on multi-penalty functionals for unmixing problems
[15, 30], we propose to approximate Xˆ by global minimizers of the functional JRα,β defined in (1), which
combines one quadratic least-squared error term on the measurements with several convex regularizers ap-
plied to vectors (not matrices). Note that JRα,β does apply to matrices implicitly by viewing each 2R-tuple
(u1, . . . , uR, v1, . . . , vR) as the matrix X =
∑R
r=1 u
r(vr)T , and we denote Xα,β =
∑R
r=1 u
r
α,β(v
r
α,β)
T the one
corresponding to global minimizer (u1α,β , . . . , u
R
α,β , v
1
α,β , . . . , v
R
α,β). In such a way, instead of combining convex
regularizers for sparse and low-rank matrices, we enforce low-rankness by restricting the domain of JRα,β prop-
erly (the decomposition can only consist of R vector pairs) and promote sparsity by `1-norm regularization
directly on vectors of the decomposition, while fit to the measurements y is ensured by the first term.
Despite the convex multi-penalty regularization term α
∑R
r=1 ‖ur‖22 + β
∑R
r=1 ‖vr‖1, the functional (1) is
highly non-convex, hence, it provides hope for better performances than lifting and convex relaxation. At
the same time, one notices that JRα,β becomes convex when all but one u
r and/or vr are fixed. Hence, we can
minimize the functional efficiently by the following alternating scheme
(A-T-LAS2,1)

u1k+1 = arg minu
∥∥∥(y −A(∑Rr=2 urkvrkT))−A(uv1kT )∥∥∥2
2
+ α‖u‖22 + 12λ1k ‖u− u
1
k‖22,
v1k+1 = arg minv
∥∥∥(y −A(∑Rr=2 urkvrkT))−A(u1k+1vT )∥∥∥2 + β‖v‖1 + 12µ1k ‖v − v1k‖22,
...
uRk+1 = arg minu
∥∥∥(y −A(∑R−1r=1 urk+1vrk+1T))−A(uvRk T )∥∥∥2
2
+ α‖u‖22 + 12λRk ‖u− u
R
k ‖22,
vRk+1 = arg minv
∥∥∥(y −A(∑R−1r=1 urk+1vrk+1T))−A(uRk+1vT )∥∥∥2 + β‖v‖1 + 12µRk ‖v − vRk ‖22,
(10)
In each iteration above, the terms ‖u− urk‖22 and ‖v − vrk‖22 are added to provide theoretical convergence
guarantees for the sequence (u1k, ..., v
R
k ) with suitable choice of the 2R positive sequences of parameters
(λ1k)k∈N, . . . , (λ
R
k )k∈N, (µ
R
k )k∈N, . . . , (µ
R
k )k∈N > 0. In practice, ATLAS converges without those terms. As
most of the non-convex minimization algorithms, empirical performances of ATLAS likely depends on a
proper initialization (u10, . . . , uR0 , v10 , . . . , vR0 ). Initialization by the leading right singular vectors of A∗(y),
where A∗ denotes the adjoint of A, ensures empirically stable recovery in the experiments (Section 5).
However, we do not provide any theoretical guarantees for this observation.
3 Main Results
In this section we state the main results of the paper. First, we show how minimizers of JRα,β yield under
minimal assumptions solutions to the inverse problem (7). Second, to explain the performance observed
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in Figure 2, we introduce a versatile matrix model class and come up with a suitable restricted isometry
property (RIP), which captures both low-rankness and sparsity, and provide bounds on a sufficient number
of measurements for subgaussian operators to fulfill the RIP with high probability. Finally, local convergence
of ATLAS to global minimizers of JRα,β is proved.
3.1 Properties of Minimizers of JRα,β
Let us begin with some basic properties that minimizers of JRα,β have under very general assumptions. For a
given minimizer (u1α,β , ..., u
R
α,β , v
1
α,β , ..., v
R
α,β) of J
R
α,β we denote
Xα,β = Uα,βΣα,βV
T
α,β =
R∑
r=1
(σα,β)r
urα,β
‖urα,β‖2
(
vrα,β
‖vrα,β‖2
)T
(11)
where (σα,β)r = ‖urα,β‖2‖vrα,β‖2, for all r ∈ [R], and Σα,β is the diagonal matrix defined by the vector σα,β .
The first result bounds measurement misfit by Xα,β .
Proposition 3.1 (Measurement misfit). Assume (u1α,β , ..., v
R
α,β) is a global minimizer of J
R
α,β and Xˆ is
fulfilling the noisy measurements y = A(Xˆ) + η. Then,
‖y −A(Xα,β)‖22 ≤ ‖η‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 , (12)
where C2,1 is the constant from Lemma 4.1 below.
Lemma 3.2 (Boundedness). Assume (u1α,β , ..., v
R
α,β) is a global minimizer of J
R
α,β and Xˆ is fulfilling the
noisy measurements y = A(Xˆ) + η. If ‖y −A(Xα,β)‖2 ≥ ‖η‖2, we have
R∑
r=1
‖urα,β‖22 ≤ C2,1 3
√
β2
α2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 ,
R∑
r=1
‖vrα,β‖1 ≤ C2,1 3
√
α
β
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 ,
(13)
and
R∑
r=1
(‖urα,β‖2‖vrα,β‖1) 23 ≤ R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3
where C2,1 is the constant from Lemma 4.1.
The two estimates in (13) point out an interesting property of JRα,β . If one chooses the parameters α and
β of different magnitude, either the left or the right components of a minimizer (u1α,β , ..., v
R
α,β) can be forced
to become smaller in norm, while the grip on the others is lost. If α and β are chosen to be equal the norm
bounds are balanced and one obtains
R∑
r=1
(‖urα,β‖22 + ‖vrα,β‖1) ≤ C2,1 R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 .
The assumption ‖y −A(Xα,β)‖2 ≥ ‖η‖2 is not restrictive. As soon as ‖y −A(Xα,β)‖2 = ‖η‖2 one does not
have to decrease α and β any further as this will lead to overfitting. We can further control effective sparsity
of the minimizer’s right components.
Lemma 3.3 (Sparsity control). Assume A : Rn1×n2 → Rm is a linear operator and y ∈ Rm. Let (u1α,β , ..., vRα,β)
be a minimizer of JRα,β. For all r ∈ [R] we have that if ‖vrα,β‖2 ≥ ‖y‖22/γ for some γ > 0, then
‖vrα,β‖1
‖vrα,β‖2
<
γ
β
.
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The above Lemma states that those vector components vrα,β , which lie not too close to zero, are effectively
sparse. Numerical experiments suggest that if Xˆ has s-sparse right components vˆr, ATLAS yields solutions
with exactly sparse right components vrα,β . The theoretical necessity of considering effective sparsity also
when Xˆ has s-sparse right components is caused by the difficulty of obtaining better bounds on the support
size of the vectors vrα,β .
To conclude, we can claim that Xα,β is, even without any more specific requirements on A, a reasonable
approximation of Xˆ, in the sense that it is of rank R, fulfills the measurements up to noise level, and has
effectively sparse right components. However, the parameters α and β have to be chosen with care, neither
too small nor too large. Moreover, Lemma 3.2 shows that α and β have to be chosen of similar magnitude.
Otherwise either left or right components of Xα,β cannot be controlled.
3.2 Recovery Properties of Minimizers of JRα,β with RIP
To explain the performance of ATLAS illustrated in Figure 2 we introduce two sets of matrices, which are
sums of few rank-one matrices with sparse singular vectors. We stress here that we are not requiring the
orthogonality of the components. We also define corresponding additive RIPs, which are useful for proving
the approximation result and can be seen as a generalization of the rank-R and (s1, s2)-sparse RIP of Lee et.
al. in [24].
Matrix models. The first matrix set is, for Γ ≥ 1,
SR,Γs1,s2 = {Z ∈ Rn1×n2 : ∃ u1, ..., uR ∈Rn1 , v1, ..., vR ∈ Rn2 , and σ = (σ1, . . . , σR)T ∈ RR, s.t.
Z =
R∑
r=1
σru
r(vr)T ,
where |supp(ur)| ≤ s1, |supp(vr)| ≤ s2, ‖ur‖2 = ‖vr‖2 = 1, for all r ∈ [R], and ‖σ‖2 ≤ Γ}.
(14)
It contains all matrices Z which can be decomposed into three matrices UΣV T such that U ∈ Rn1×R and
V ∈ Rn2×R have s1-sparse (resp. s2-sparse) unit norm columns and Σ ∈ RR×R is the diagonal matrix defined
by σ. The set is restricted to decompositions with ‖Σ‖F ≤ Γ, and Γ ≥ 1 is a natural condition as explained
in Remark 4.6 below.
The important difference w.r.t. [24] is that the columns do not need to share a common support. More-
over, we do not require U and V to be orthogonal matrices. Nevertheless, all matrices X with rank less or
equal R, s1-sparse (resp. s2-sparse) left and right singular vectors, and ‖X‖F ≤ Γ are in SR,Γs1,s2 . In this case
‖Σ‖F = ‖X‖F . We call such an admissible decomposition UΣV T in (14) a Sparse Decomposition (SD) of Z.
Note that the SD is not unique and that the SVD of Z is not necessarily a SD of Z.
We further generalize SR,Γs1,s2 to effectively sparse vectors. Recall the definition of Kn,s in Definition 2.1.
For Γ ≥ 1, we define
KR,Γs1,s2 = {Z ∈ Rn1×n2 : ∃ u1, ..., uR ∈ Kn1,s1 , v1, ..., vR ∈ Kn2,s2 , and σ = (σ1, . . . , σR)T ∈ RR, s.t.
Z =
R∑
r=1
σru
r(vr)T ,
where ‖ur‖2 = ‖vr‖2 = 1, for all r ∈ [R], and ‖σ‖2 ≤ Γ}
(15)
which is a relaxed version of SR,Γs1,s2 as S
R,Γ
s1,s2 ⊂ KR,Γs1,s2 . One of the most important features of the class KR,Γs1,s2
is that it is to a certain extent closed under summation: in fact if Z ∈ KR,Γs1,s2 and Zˆ ∈ KR,Γˆsˆ1,sˆ2 then
Z − Zˆ ∈ K2R,
√
Γ2+Γˆ2
max{s1,sˆ1},max{s2,sˆ2}. (16)
We call such an admissible decomposition Z = UΣV T in (15) an effectively Sparse Decomposition of Z and
use the same shorthand notation, i.e., SD. The context makes clear which decomposition is meant. Any Xˆ
decomposed as in (6) belongs to KR,Γn1,s if
∑R
r=1 ‖uˆr‖22‖vˆr‖22 ≤ Γ2. Having the sets SR,Γs1,s2 and KR,Γs1,s2 at hand
we now define corresponding RIPs.
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Definition 3.4 (Additive Rank-R and (effectively) (s1, s2)-sparse RIPΓ). A linear operator A : Rn1×n2 →
Rm satisfies the additive rank-R and (s1, s2)-sparse RIPΓ with isometry constant δ > 0 if∣∣‖A(Z)‖22 − ‖Z‖2F ∣∣ ≤ δ, (17)
for all Z ∈ SR,Γs1,s2 .
If (17) holds for all Z ∈ KR,Γs1,s2 , we say A has the additive rank-R and effectively (s1, s2)-sparse RIPΓ.
Note that the rank-R and effectively (s1, s2)-sparse RIPΓ implies the rank-R and (s1, s2)-sparse RIPΓ as
SR,Γs1,s2 ⊂ KR,Γs1,s2 .
Recovery results We are ready now to state the main recovery result: If one assumes RIP, any appropriate
global minimizer of JRα,β provides an approximation to Xˆ, with an error bound depending on the magnitude
of α and β, the sparsity s, the RIP constant δ, and the magnitude of Xˆ measured in an appropriate Schatten
quasi-norm. The approximation is worsened in an additive way by noise level.
Theorem 3.5 (Approximation of Xˆ). Fix the positive constants α, β > 0, Γ ≥ 1, and the effective sparsity
indicator level 1 ≤ s ≤ n2. Let A has the additive rank-2R effectively (n1,max{s, (γ/β)2})-sparse RIP(c+1)Γ
with RIP-constant 0 < δ < 1, for a fixed choice of γ > 0 and c ≥ 1.
If Xˆ ∈ KR,Γn1,s of rank R and y = A(Xˆ) + η ∈ Rm, then
‖Xˆ −Xα,β‖F ≤
√
s
1
3R
2
3C2,1cUˆ
6
√
αβ2‖Xˆ‖ 132
3
+ 2‖η‖2 +
√
δ, (18)
for any global minimizer (u1α,β , ..., v
R
α,β) of J
R
α,β that fulfills ‖vrα,β‖2 ≥ (‖Xˆ‖F + ‖η‖2 +
√
δ)2/γ for all r ∈ [R]
and ‖σα,β‖F ≤ cΓ in (11). In this case, in particular, Xα,β ∈ KR,cΓn1,(γ/β)2 with the SD in (11).
There are some aspects of this result we would like to discuss before we proceed:
(a) If we could take the limits α → 0 and β → 0, the error in (18) would vanish up to noise-level and
RIP-constant. However, this limit cannot be performed as there are important restrictions dictated by the
need of fulfilling simultaneously the RIP and the assumptions on Xα,β . If β is getting small the condi-
tions for having RIP degenerate, i.e., reconstruction for a fixed number of measurements only works up to
a minimal β. Letting α to zero while keeping β fixed leads to minimizers which violate the lower bound
‖vrα,β‖2 ≥ (‖Xˆ‖F + ‖η‖2 +
√
δ)2/γ or the upper bound ‖σα,β‖F ≤ cΓ. To see this, note that by Lemma 3.2
small α leads to strict bounds on ‖vrα,β‖2 and weak bounds on ‖urα,β‖2.
(b) Let us mention that in case Xˆ ∈ KR,Γn1,s and the SD of Xˆ coincides with its SVD, then in view of the
identity (8) the factor cUˆR
2/3 in the error estimates (18) and (19) can be substituted by 1, hence there would
be no dependence on the rank R.
(c) In order to clarify how (γ/β)2 and s are related in the RIP in Theorem 3.5 (and Corollary 3.6 below), let
us assume for simplicity that the SD of Xˆ coincides with its SVD and α = β. Consequently, to get an error
bound independent of s in (18), α and β have to be chosen of order O(s− 13 ), i.e., (γ/β)2 is of order O(s 23 )
which means that an (n1, γ2s)-sparse RIP(c+1)Γ is sufficient for recovery.
(d) The result only applies to minimizers whose scaling matrix Σα,β is bounded in Frobenius norm and whose
right components vrα,β are not too close to zero. The first requirement is necessary as the RIP is restricted
to SDs with scaling matrices within a ball around zero. The second one is needed to show some level of
effective sparsity of the minimizers Xα,β (see also the discussion in Section 3.1). While effective sparsity of
(right) component vectors of Xα,β is naturally wished and expected if Xˆ ∈ KR,Γn1,s, we were not able in all
cases to show exact sparsity of (right) component vectors of Xα,β if Xˆ ∈ SR,Γn1,s, but again only their effective
sparsity. Hence, we are bound to using as an artifact of the proof the stronger effectively (s1, s2)-sparse RIPΓ
for theoretical analysis also in this case. In numerical experiments, however, for Xˆ ∈ SR,Γn1,s the obtained
minimizers Xα,β are empirically exactly sparse (not just effectively sparse) and, hence, the weaker rank-2R
(s1, s2)-sparse RIPΓ might suffice in practice. The latter can already be guaranteed for a smaller number of
measurements.
(e) As argued in Section 4.2 the above theorem can be straightforwardly extended to sparsity on left compo-
nent vectors. In this case JRα,β has to be adapted by considering `1-norm penalties on the u-components.
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(f) It is important to require rank(Xˆ) = R as otherwise the equivalence of Schatten-norm and normed SD
cannot be guaranteed as (9). If the SD of Xˆ coincides with its SVD though, the rank condition may be
dropped.
By choosing α and β in relation to the noise-to-signal ratio ‖η‖22/‖Xˆ‖
2
3
2
3
we obtain the following version of
Theorem 3.5, which has the form of a typical compressed sensing recovery bound. Assuming the RIP, the
approximation error is linear in noise level while the slope of the linear function depends on sparsity level
and possibly the rank. However, peculiarly, for fixed number of measurements the RIP fails for exceedingly
small noise. Hence, the result is valid only for sufficiently small signal-to-noise ratio. As we will show in
Section 5 with numerical experiments, this apparently counterintuitive result is factual and not an artifact
of the proof technique. A possible intuitive explanation is that JRα,β becomes a mere least-squares without
sparsifying effect for α and β close to zero, which is caused by vanishing noise.
Corollary 3.6. Let Xˆ ∈ KR,Γn1,s with rank(Xˆ) = R fulfill the noisy measurements y = A(Xˆ) + η and
let α = β = ‖η‖22/‖Xˆ‖
2
3
2
3
< 1. Assume A has for some γ > 0 and c ≥ 1 the additive rank-2R effec-
tively
(
n1,max{s, γ2(‖Xˆ‖
2
3
2
3
/‖η‖22)2}
)
-sparse RIP(c+1)Γ with RIP-constant 0 < δ < 1. Then, for Xα,β with
‖Σα,β‖F ≤ cΓ and ‖vrα,β‖2 ≥ (‖Xˆ‖F + ‖η‖2 +
√
δ)2/γ, r ∈ [R], we have
‖Xˆ −Xα,β‖F ≤
(
2
√
cUˆR
2/3s1/3 + 2
)
‖η‖2 +
√
δ. (19)
Remark 3.7. One could object that the simple zero solution X¯ = 0 is already a competitor in case of large
noise ‖η‖2 ≥ Ξ(m)‖Xˆ‖F , i.e.,
‖Xˆ − X¯‖F ≤ Ξ(m)−1‖η‖2. (20)
However, for a larger number m of measurements we can consider lower level of noise, i.e., Ξ(m) → 0 and
the bound (20) would explode, while (19) would remain effective. Moreover, our numerical experiments shows
empirically that also in case of larger noise level, computing Xα,β gives a solution, which outperforms not
only trivial competitors as X¯, but also state-of-the-art methods such as SPF.
3.3 RIP Results for Subgaussian Operators
As already mentioned above, a linear operator A of the form (7) which is drawn from a subgaussian distri-
bution fulfills the above introduced RIPs with high probability. This is stated in the following Lemma. We
first recall the definition of subgaussian random variables (for further details see [37]).
Definition 3.8 (Subgaussian Random Variable). A random variable ξ ∈ R is called K-subgaussian if the
tail bound Pr[|ξ| > t] ≤ C exp(−ct2/K2) holds where c, C > 0 are absolute constants. The smallest possible
number for K > 0 is called subgaussian norm of ξ and denoted by ‖ξ‖ψ2 .
Remark 3.9. The class of subgaussian random variables covers important special cases as Gaussian, Bernoulli,
and more generally all bounded random variables (see [37]).
Lemma 3.10 (RIP for Subgaussian Operators). Let Γ ≥ 1 and let A : Rn1×n2 → Rm be the linear measure-
ment operator of form (7). Assume, all Ai, for 1 ≤ i ≤ m, have i.i.d. K-subgaussian entries ai,j,k with mean
0 and variance 1. If
m &
(
δ
Γ2R
)−2
R(s1 + s2) log (max{n1, n2}) (21)
then A has the additive rank-R and (s1, s2)-sparse RIPΓ with isometry constant δ ∈ (0,Γ2R) with probability
at least 1− 2 exp(−C(δ/Γ2R)m) where C > 0 is a constant depending on K. If
m &
(
δ
Γ2R
)−2
R(s1 + s2) log
3 (max{n1, n2}) (22)
then A has the additive rank-R and effectively (s1, s2)-sparse RIPΓ with isometry constant δ ∈ (0,Γ2R) with
probability at least 1− 2 exp(−C ′(δ/Γ2R)m) where C ′ > 0 is a constant depending on K.
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Remark 3.11. Lemma 3.10 states, for δ = ∆(Γ2R), ∆ ∈ (0, 1), that, up to log-factors, m ≈ O (∆−2R(s1 + s2)))
subgaussian measurements are sufficient to have δ-stable embeddings of SR,Γs1,s2 and K
R,Γ
s1,s2 (cf. [33, Def. 1.1
& Thm. 1.5]). Note that Γ2R is the squared Frobenius diameter of SR,Γs1,s2 and K
R,Γ
s1,s2 .
As we restrict ourselves below to s-effective sparse right component vectors of Xˆ, we only use the rank-R
and (effectively) (n1, s)-sparse RIPΓ. For the presented results to have some meaning, a typical dimensional
setting is R s ≈ n1  n2. In fact, if n1 were close to n2 in magnitude, the sparsity s of the right component
vectors would not be useful to reduce the order of the measurements m ≈ O(R(n1 + s)) ≈ O(R(n1)) ≈
O(R(n2)). Moreover, if R were close to n1, the matrix would not be low-rank as n1 would be the maximal
possible rank.
In [24] the authors give information theoretical lower bounds on the necessary number of measurements
for reconstructing low-rank matrices with sparse singular vectors sharing a common support, namely m &
R(s1+s2). As we do not require orthogonality of SDs in SR,Γs1,s2 resp. K
R,Γ
s1,s2 (excluding a scaling invariant RIP
which is independent of the set diameter, see Remark 3.12), the bounds in (21) and (22) are up to log-factors
at the information theoretic limit for the class of matrices in [24]. We are not aware of any information
theoretical lower bounds for the more general class of matrices considered in the present paper.
Remark 3.12. The additive RIP in (17) differs from the commonly used multiplicative RIPs of the form
(1− δ)‖Z‖2F ≤ ‖A(Z)‖22 ≤ (1 + δ)‖Z‖2F (23)
as it is not scaling invariant and A(Z) = A(Z ′) does not imply Z = Z ′ but only ‖Z − Z ′‖22 ≤ δ. In fact it is
not possible to derive a classical scaling invariant RIP like (23) on KR,Γs1,s2 under similar conditions as (22).
The main problem is non-orthogonality of the SD. A simple example illustrates this point: Assume R = 2
and m ' 2(n1 + s) log3 (max{n1, n2}) and the linear operator A fulfills (23) for all Z ∈ K2,1n1,s. Choose some
u ∈ Rn1 , v1 ∈ Rn2 of unit norm and ‖v1‖1 ≤
√
s/2. Define v2 := −v1 +εw for any w ∈ Rn2 and choose ε > 0
sufficiently small to ensure ‖v2‖1 ≤
√
s and ‖v2‖2 ≈ 1. Then Z := (1/2)uvT1 + (1/2)uvT2 ∈ K2,1n1,s and (23)
holds. But this implies by definition of Z and scaling invariance of (23) that
(1− δ)‖uwT ‖2F ≤ ‖A(uwT )‖22 ≤ (1 + δ)‖uwT ‖2F
which means the RIP directly extends to all rank-1 matrices (not only those with sparse right component).
If n1, s  n2, this is a clear contradiction to information theoretical lower bounds, as corresponding RIPs
would require at least m ' max{n1, n2} (see [7, Section 2.1]).
3.4 Convergence of ATLAS
In the following by adapting results of Attouch et. al. in [2] we show convergence of ATLAS. Specifically,
there is a neighborhood U(u1α,β ,...,vRα,β) of a global minimizer (u1α,β , ..., vRα,β) such that the sequence (u1k, ..., vRk )
defined by (10) converges to (u1α,β , ..., v
R
α,β) if the initialization lies within U(u1α,β ,...,vRα,β). However, we do not
provide proof for any initialization to fulfill the requirement and we leave this open issue for future research,
cf. Remark 3.15 below. The techniques in [2] also might be adjusted for an analysis of rate of convergence of
ATLAS, but this would go beyond the scope of this work and is a topic for future investigation. We begin
by a generalization of the basic conditions of [2]. Let L be a functional of the following form:
(H)

L(u1, . . . , uR, v1, . . . , vR) =
∑R
r=1 fr(u
r) +Q(u1, . . . , vR) +
∑R
r=1 gr(v
r),
fr : Rn1 → R ∪ {∞}, gr : Rn2 → R ∪ {∞} are proper lower semicontinuous, for 1 ≤ r ≤ R,
Q : Rn1 × · · · × Rn1 × Rn2 × · · · × Rn2 → R is a C1 function,
∇Q is Lipschitz continuous on bounded subsets of Rn1 × · · · × Rn1 × Rn2 × · · · × Rn2 .
For given (u10, . . . , vR0 ) ∈ (Rn1)R × (Rn2)R and fixed sequences (λ1k)k∈N, . . . , (λRk )k∈N, (µRk )k∈N, . . . , (µRk )k∈N
assume that
(H1)

inf L > −∞,
L(·, u20, . . . , vR0 ) is proper,
for some positive r− < r+ the sequences λ1k, . . . , µ
R
k belong to (r−, r+).
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The adapted main result of [2] now guarantees convergence of the so-called Proximal Alternating Minimization
(PAM)

u1k+1 = arg minu∈Rn1 L(u, u
2
k, . . . , u
R
k , v
1
k, . . . , v
R
k ) +
1
2λ1k
‖u− u1k‖22,
v1k+1 = arg minv∈Rn2 L(u
1
k+1, u
1
k, . . . , u
R
k , v, v
2
k . . . , v
R
k ) +
1
2µk
‖v − v1k‖22,
...
uRk+1 = arg minu∈Rn1 L(u
1
k+1, . . . , u
R−1
k+1 , u, v
1
k+1, . . . , v
R−1
k+1 , v
R
k ) +
1
2λk
‖u− uRk ‖22,
vRk+1 = arg minv∈Rn2 L(u
1
k+1, . . . , u
R
k+1, v
1
k+1, . . . , v
R−1
k+1 , v) +
1
2µk
‖v − vRk ‖22,
(24)
to a stationary point of L (resp. convergence to a global minimizer (u1∗, . . . , vR∗ ) of L if the initialization
(u10, . . . , v
R
0 ) of (PAM) lies sufficiently close to (u1∗, . . . , vR∗ )) if L fulfills (H), (H1) and the so called Kurdyka-
Lojasiewicz Property, which requires L to behave well around stationary points.
Definition 3.13 (Kurdyka-Lojasiewicz Property). A proper lower semicontinuous function f : Rn →
R ∪ {∞} is said to have the KL-property at x¯ ∈ dom ∂f3 if there exist η ∈ (0,∞], a neighborhood U of
x¯ and a continuous concave function ϕ : [0,∞)→ R+ such that
- ϕ(0) = 0,
- ϕ is C1 on (0, η),
- ϕ′(t) > 0, for all t ∈ (0, η),
- and, for all x ∈ U ∩ {x ∈ Rn : f(x¯) < f(x) < f(x¯) + η}, the KL-inequality holds:
ϕ′(f(x)− f(x¯)) dist(0, ∂f(x)) ≥ 1.
Theorem 3.14 (Local Convergence to Global Minimizers). Assume that L satisfies (H), (H1). If L has
the Kurdyka-Lojasiewicz property at its global minimizer (u1∗, . . . , vR∗ ), then there exist ε, η > 0, such that the
initial conditions
‖(u10, . . . , vR0 )− (u1∗, . . . , vR∗ )‖2 < ε, minL < L(u0, v0) < minL+ η,
imply that the iterations (u1k, . . . , v
R
k ) generated by (PAM) converge to (u
1
∗, . . . , v
R
∗ ) ∈ arg minL. If L has the
Kurdyka-Lojasiewicz at each point of its domain, then either ‖(u1k, . . . , vRk )‖2 →∞ or (u1k, . . . , vRk ) converges
to a stationary point of L.
Remark 3.15. (i) The main difficulty in characterizing the convergence radius in Theorem 3.14 is to char-
acterize the KL-parameters U and η of L. Doing so for a non-convex functional like JRα,β is a challenging
task on its own and thus the main reason for us to defer the treatment of initialization to future work.
(ii) We will see below that JRα,β has the KL-property with ϕ(t) = ct
1−θ, for c > 0 and θ ∈ [0, 1). As [2]
shows, a characterization of θ would determine the convergence speed of the alternating minimization of L.
While [25] can be used to compute θ for piecewise convex polynomials, it is unclear how to do the same for
non-convex polynomials. Addressing this more general issue would in particular provide a convergence speed
analysis of ATLAS.
By applying Theorem 3.14 to L = JRα,β and ATLAS we obtain convergence to stationary points and
local convergence to global minimizers as the sequence (u1k, . . . , v
R
k ) is bounded by coercivity of J
R
α,β . One
can check that conditions (H), (H1) are fulfilled by JRα,β and ATLAS for a suitable choice of the sequences
(λ1k)k∈N, . . . , (λ
R
k )k∈N, (µ
R
k )k∈N, . . . , (µ
R
k )k∈N. It remains to validate the KL-property. As mentioned in [2,
Section 4.3], all semialgebraic functions satisfy the KL-property at each point with ϕ(t) = ct1−θ for some
θ ∈ [0, 1) ∩ Q and c > 0. Hence, by showing that JRα,β is semialgebraic, we get the KL-property for free.
But we pay the price of having no better knowledge on the parameters ε and η in Theorem 3.14, which
characterize the convergence radius. Therefore, let us conclude by showing that JRα,β is semialgebraic, i.e.,
3Here ∂f denotes the subdifferential of f and dom ∂f the domain on which ∂f takes finite values.
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graph(JRα,β) ⊂ RRn1+Rn2 × R is a semialgebraic set.
A set in Rd is called semialgebraic if it can be written as a finite union of sets of the form
{x ∈ Rd : pi(x) = 0, qi(x) > 0, i = 1, . . . , p},
where pi, qi are real polynomials. First, the absolute value of one component of a vector h(x) := |xl| is a
semialgebraic function as
graph(h) = {(x, r) ∈ Rd × R : xi + r = 0, xi < 0} ∪ {(x, r) ∈ Rd × R : xi = 0, r = 0}
∪{(x, r) ∈ Rd × R : xi − r = 0, −xi < 0}.
Second, it is clear that polynomials p are semialgebraic as graph(p) = {(x, r) ∈ Rd × R : p(x) − r = 0}
and, third, composition, finite sums and finite products of semialgebraic functions are semialgebraic. The
semialgebraicity of JRα,β follows as
JRα,β(u
1, . . . , vR) =
m∑
l=1
|yl −
R∑
r=1
〈Al, urvrT 〉F |2 + α
R∑
r=1
n1∑
l=1
|url |2 + β
R∑
r=1
n2∑
l=1
|vrl |
is just a finite composition of semialgebraic basic units.
4 Proofs
This section provides proofs for the main results from Section 3. Some merely technical parts are moved
to the Appendix to ease the reading. We begin by showing the general properties of global minimizers
(u1α,β , ..., v
R
α,β) of J
R
α,β and proving Theorem 3.5. Then, we present the proof of Lemma 3.10. The proof of
Theorem 3.14 can be found in the Appendix, as it is based on straightforward modifications of the arguments
in [2].
4.1 Bounds on Minimizers
Recall the SD related representation Xˆ =
∑R
r=1 uˆ
r(vˆr)T in (6) where σˆr = ‖uˆr‖2‖vˆr‖2 and the notation
Xα,β =
∑R
r=1 u
r
α,β(v
r
α,β)
T . For proving Proposition 3.1 and Lemma 3.2 we need following technical lemma.
Lemma 4.1. Let α, β, a, b, p, q > 0. Then
f : R+ → R, f(λ) := λpαa+ 1
λq
βb,
attains its minimum at λ˜ =
(
q
p
βb
αa
) 1
p+q
and has the minimal value
min f = f(λ˜) = Cp,q(αa)
q
p+q (βb)
p
p+q ,
where Cp,q =
(
q
p
) p
p+q
+
(
p
q
) q
p+q
.
Proof of Lemma 4.1 : The result is obtained by differentiation of f and by searching for its derivative’s
zeros.
Proof of Proposition 3.1 : By applying Lemma 4.1 R times using p = 2, q = 1, a = ‖uˆr‖22, b = ‖vˆr‖1 we
get λ˜1, ..., λ˜R, such that
JRα,β(λ˜1uˆ
1, ..., λ˜Ruˆ
R,
1
λ˜1
vˆ1, ...,
1
λ˜R
vˆR) = ‖y −A(Xˆ)‖22 +
R∑
r=1
C2,1
3
√
αβ2 3
√
‖uˆr‖22‖vˆr‖21
= ‖η‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 .
(25)
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Note that, although not explicitly labeled, each λ˜r depends on the choice of α and β as well as on
a, b, p, and q. The minimality of (u1α,β , ..., v
R
α,β) implies
‖y −A(Xα,β)‖22 ≤ JRα,β(u1α,β , ..., vRα,β) ≤ JRα,β(λ˜1uˆ1, ..., λ˜RuˆR,
1
λ˜1
vˆ1, ...,
1
λ˜R
vˆR)
= ‖η‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3
which is the claim.
The proof of Lemma 3.2 works in a similar way.
Proof of Lemma 3.2 : From (25) in the proof of Proposition 3.1 we obtain
‖y −A(Xα,β)‖22 +
R∑
r=1
(
α‖urα,β‖22 + β‖vrα,β‖1
)
= JRα,β(u
1
α,β , ..., v
R
α,β)
≤ JRα,β(λ˜1uˆ1, ..., λ˜RuˆR,
1
λ˜1
vˆ1, ...,
1
λ˜R
vˆR)
= ‖η‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3
The first part of the claim follows by subtracting ‖y − A(Xα,β)‖22 on both sides, leaving out half of
the terms on the left-hand side, and dividing by α (resp. β). To show the second part, note that by
minimality of (u1α,β , ..., v
R
α,β) and Lemma 4.1
R∑
r=1
(
α‖urα,β‖22 + β‖vrα,β‖1
)
= C2,1
3
√
αβ2
R∑
r=1
(‖urα,β‖2‖vrα,β‖1) 23
and hence
‖y −A(Xα,β)‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖urα,β‖2‖vrα,β‖1) 23 = JRα,β(u1α,β , ..., vRα,β)
≤ JRα,β(λ˜1uˆ1, ..., λ˜RuˆR,
1
λ˜1
vˆ1, ...,
1
λ˜R
vˆR)
= ‖η‖22 + C2,1 3
√
αβ2
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 .
Subtracting ‖y −A(Xα,β)‖22 on both sides and dividing by C2,1 3
√
αβ2 concludes the proof.
To show the effective sparsity as in Lemma 3.3, we combine the fact that Xα,β is a minimizer with the
assumed lower bound on vrα,β .
Proof of Lemma 3.3 : By comparing JRα,β(u
1
α,β , ..., v
r
α,β) to J
R
α,β(0, ..., 0), we get
R∑
r=1
(
α‖urα,β‖22 + β‖vrα,β‖1
) ≤ JRα,β(u1α,β , ..., vRα,β) ≤ JRα,β(0, ..., 0) = ‖y‖22.
This implies ‖vrα,β‖1 < ‖y‖22/β. As by assumption ‖vrα,β‖2 ≥ ‖y‖22/γ, we conclude
‖vrα,β‖1
‖vrα,β‖2
<
‖y‖22
β
γ
‖y‖22
=
γ
β
.
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4.2 Proof of Theorem 3.5
We have now all necessary tools at hand to prove our main approximation result. Most of the technical
work has been already presented in Proposition 3.1 and Lemma 3.3. By combining the RIP with the above
bounds on norms and sparsity of minimizers, we can estimate the worst-case distance between Xˆ and Xα,β
depending on the size of α and β, the sparsity s, the RIP constant δ, and the size of Xˆ measured in a Schatten
quasi-norm.
As the reader may notice, all technical results of Section 4.1 can be adapted to effective sparsity of the left
components (u1α,β , ..., u
R
α,β) as well. This can be done by replacing `2-norms by corresponding `1-norms in
JRα,β . The proof Lemma 3.3, which guarantees effective sparsity of the right components, is independent of the
minimization of the left components. Therefore, Lemma 3.3 applies also to the left components if `2-norms
are replaced by `1-norms in JRα,β . Theorem 3.5 then can be adapted to this setting in a straightforward way.
Proof of Theorem 3.5 : As ‖y‖2 ≤ ‖A(Xˆ)‖2 + ‖η‖2 ≤ (‖X‖F +
√
δ) + ‖η‖2, Lemma 3.3 applies and
yields that Xα,β is in K
R,cΓ
n1,(γ/β)2
. Combined with Xˆ ∈ KR,Γn1,s, we know from (16) that the difference
Xˆ−Xα,β ∈ K2R,(c+1)Γn1,max{s,(γ/β)2}. Hence, we apply the rank-2R and effectively (n1,max{s, (γ/β)2})-sparse
RIP(c+1)Γ of A to obtain (note that |a2 − b2| ≤ δ implies |a− b| ≤
√
δ, for a, b > 0)
‖Xˆ −Xα,β‖F ≤ ‖A(Xˆ)−A(Xα,β)‖2 +
√
δ ≤ (‖y −A(Xα,β)‖2 + ‖η‖2) +
√
δ
≤
√
s
1
3R
2
3C2,1cUˆ
3
√
αβ2‖Xˆ‖ 232
3
+ ‖η‖22 + ‖η‖2 +
√
δ
≤
√
s
1
3R
2
3C2,1cUˆ
6
√
αβ2‖Xˆ‖ 132
3
+ 2‖η‖2 +
√
δ.
In the third inequality we used Proposition 3.1 in combination with ‖vˆr‖1 ≤
√
s‖vˆr‖2 and
R∑
r=1
(‖uˆr‖2‖vˆr‖1)
2
3 ≤ s 13
R∑
r=1
(‖uˆr‖2‖vˆr‖2)
2
3 ≤ cUˆR
2
3 s
1
3 ‖Xˆ‖ 232
3
,
where we used again (9) for p = 2/3.
4.3 Proof of Lemma 3.10
For proving Lemma 3.10 we need bounds on the covering numbers of SR,Γs1,s2 and K
R,Γ
s1,s2 . The covering number
N(M, ‖ · ‖, ε) of a set M is the minimal number of ‖ · ‖-balls of radius ε that are needed to cover the set M
completely. The cardinality of any ε-net M˜ of M , i.e., for all z ∈M there is z˜ ∈ M˜ with ‖z − z˜‖ < ε, yields
an upper bound for N(M, ‖ · ‖, ε). The bound for N(SR,Γs1,s2 , ‖ · ‖F , ε) below is an adaption of Lemma 3.1 in
[7] and its proof can be found in the Appendix.
Lemma 4.2 (Covering Number for Low-Rank Matrices with Sparse Rank-R Decomposition). Let SR,Γs1,s2 be
the set defined in (14). Then, for all 0 < ε < 1, one has
log(N(SR,Γs1,s2 , ‖ · ‖F , ε)) ≤ R(s1 + s2 + 1) log
(
18ΓR
ε
)
+Rs1 log
(
en1
s1
)
+Rs2 log
(
en2
s2
)
. (26)
To derive a similar bound on N(KR,Γs1,s2 , ‖ · ‖F , ε) we need information on the covering number of the set of
effectively s-sparse vectors Kn,s ⊂ Rn. Plan and Vershynin derived several interesting properties of Kn,s in
[32]. Among those [32, Lemma 3.4] gives the following bound for N(Kn,s, ‖ · ‖2, ε).
Lemma 4.3. For 0 < ε < 1 the covering number of Kn,s is bounded by
logN(Kn,s, ‖ · ‖2, ε) ≤
{
n log
(
6
ε
)
0 < ε < 2
√
s
n ,
4s
ε2 log
(
9εn
s
)
2
√
s
n≤ε < 1.
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Lemma 4.4 (Covering Number for Matrices with effectively Sparse Decomposition). Let KR,Γs1,s2 be the set
defined in (15). Assume w.l.o.g. that s1/n1 ≤ s2/n2. Then, for all 0 < ε < 6Γ
√
R, one has
log(N(KR,Γs1,s2 , ‖ · ‖F , ε)) ≤

R(n1 + n2 + 1) log
(
36ΓR
ε
)
0 < ε < 12Γ
√
Rs1
n1
,
144Γ2R2s1
ε2 log
(
9εn1
6Γ
√
Rs1
)
+R(n2 + 1) log
(
36ΓR
ε
)
12Γ
√
Rs1
n1
≤ε < 12Γ
√
Rs2
n2
,
144Γ2R2(s1+s2)
ε2 log
(
9εn1
6Γ
√
Rs1
)
+R log
(
18ΓR
ε
)
12Γ
√
Rs2
n2
≤ε < 6Γ√R.
(27)
Proof : Let K˜n,s be a minimal ε/(6Γ
√
R)-net for Kn,s in Euclidean norm. Let DΓ be the set of R × R
diagonal matrices with Frobenius-norm less or equal Γ. It is well known thatN(DΓ, ‖·‖F , ε) ≤ (3Γ/ε)R.
Denote by D˜Γ a minimal (ε/(6R))-net of DΓ and define the sets
K = {Z ∈ Rn1×n2 : Z = UΣV T with ur ∈ Kn1,s1 , vr ∈ Kn2,s2 for all r ∈ [R], and ‖Σ‖F ≤ Γ}
K˜ = {Z˜ ∈ Rn1×n2 : Z˜ = U˜ Σ˜V˜ T with u˜r ∈ K˜n1,s1 , v˜r ∈ K˜n2,s2 for all r ∈ [R], and Σ˜ ∈ D˜Γ}.
We first show that K˜ is an (ε/2)-net ofK. Let Z = UΣV T ∈ K be given. There exists Z˜ = U˜ Σ˜V˜ T ∈ K˜
with ‖ur − u˜r‖2 ≤ ε/(6Γ
√
R), ‖vr − v˜r‖2 ≤ ε/(6Γ
√
R), for all r ∈ [R], and ‖Σ − Σ˜‖F ≤ ε/(6R).
Therefore, ‖U − U˜‖2F =
∑R
r=1 ‖ur − u˜r‖22 ≤ (ε/(6Γ))2 and ‖V − V˜ ‖2F ≤ (ε/(6Γ))2. Moreover, ‖U‖2F =∑R
r=1 ‖ur‖22 ≤ R (the same holds for V, U˜ , V˜ ) and ‖UΣ‖F ≤ ‖Σ‖F (the same holds for ΣV T , U˜Σ,ΣV˜ T ).
We now obtain by triangle inequality and the fact that ‖AB‖F ≤ ‖A‖F ‖B‖F
‖Z − Z˜‖F ≤ ‖(U − U˜)ΣV T ‖F + ‖U˜(Σ− Σ˜)V T ‖F + ‖U˜ Σ˜(V − V˜ )T ‖F
≤ ε
6Γ
Γ +
√
R
ε
6R
√
R+ Γ
ε
6Γ
≤ ε
2
.
Since KR,Γs1,s2 ⊂ K one has N(KR,Γs1,s2 , ‖ · ‖F , ε) ≤ N(K, ‖ · ‖F , ε/2). Hence,
N(KR,Γs1,s2 , ‖ · ‖F , ε) ≤ |K˜| ≤ |K˜n1,s1 |R|D˜Γ||K˜n2,s2 |R
which yields the claim by applying Lemma 4.3.
Lemma 3.10 can be proven by applying the following bound on suprema of chaos processes [21, Theorems
1.4 & 3.1] in combination with the bounds on the covering numbers N(S, ‖ · ‖F , ε) and N(K, ‖ · ‖F , ε) of S
and K of Lemma 4.2 and Lemma 4.4. We recall below the relevant result in the form presented in [20]. The
appearing γ2-functional is defined in [21] and can be bounded by
γ2 (H, ‖ · ‖2→2) .
∫ d2→2(H)
0
√
logN (H, ‖ · ‖2→2, ε)dε, (28)
in the case of a set of matrices H equipped with the operator norm. Here and below d (H) = supH∈H ‖H‖ ,
where   is a generic norm.
Theorem 4.5. Let H be a symmetric set of matrices, i.e., H = −H, and let ξ be a random vector whose
entries ξi are independent K-subgaussian random variables with mean 0 and variance 1. Set
E = γ2 (H, ‖ · ‖2→2) (γ2 (H, ‖ · ‖2→2) + dF (H))
V = d2→2 (H) (γ2 (H, ‖ · ‖2→2) + dF (H))
U = d22→2 (H)
Then, for t > 0,
Pr
[
sup
H∈H
∣∣‖Hξ‖2`2 − E[‖Hξ‖22] ∣∣ ≥ c1E + t] ≤ 2 exp(−c2 min( t2V 2 , tU
))
.
The constants c1 and c2 are universal and only depend on K.
We refer the reader to [21] and [20] for further details.
Proof of Lemma 3.10 : The proof consists of three main parts. We start in (I) by fitting our setting into
the one of Theorem 4.5. In (IIa) resp. (IIb) the γ2-functional gets bounded for SR,Γs1,s2 and K
R,Γ
s1,s2 ,
and in (III) we conclude by applying Theorem 4.5.
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(I) We first switch the roles of our random measurement operator A applied to the fixed matrices Z
to have fixed operators HZ applied to a random vector ξ. Denote by vec(Z) ∈ Rn1n2 the vectorization
of Z. Observe, for all Z ∈ Rn1×n2 ,
A(Z) = 1√
m
 〈vec(A1), vec(Z)〉...
〈vec(Am), vec(Z)〉
 = 1√
m
vec(Z)
T 0 · · ·
. . .
· · · 0 vec(Z)T
 ·
vec(A1)...
vec(Am)
 = HZ · ξ
where HZ ∈ Rm×mn1n2 is a matrix depending on Z and ξ ∈ Rmn1n2 has i.i.d. K-subgaussian entries
ξl of mean 0 and variance 1. We define HS = {HZ : Z ∈ SR,Γs1,s2}. Note that the mapping Z 7→ HZ is
an isometric linear bijection. In particular, we have ‖HZ‖F = ‖Z‖F and ‖HZ‖2→2 = ‖Z‖F /
√
m. For
Z ∈ SR,Γs1,s2 it holds that ‖Z‖F ≤ ‖U‖F ‖ΣV T ‖F ≤ Γ
√
R. Hence, dF (HS) ≤ Γ
√
R and d2→2(HS) ≤
Γ
√
R/
√
m.
(IIa) Since ‖HZ‖2→2 = ‖Z‖F /
√
m and Z 7→ HZ is a linear bijection, it follows that N(HS , ‖ ·
‖2→2, ε) = N(S, ‖ · ‖F ,
√
mε). We can estimate by (28) and Lemma 7.1
γ2 (HS , ‖ · ‖2→2) .
∫ Γ√R√
m
0
√
logN (HS , ‖ · ‖2→2, ε)dε =
∫ Γ√R√
m
0
√
logN
(
SR,Γs1,s2 , ‖ · ‖F ,
√
mε
)
dε
≤
√
CSΓ2R2(s1 + s2) log (max {n1, n2})
m
=: LS .
for some constant CS > 0.
(IIb) In the same manner we obtain a bound on γ2(HK , ‖ · ‖2→2) where HK = {HZ : Z ∈ KR,Γs1,s2}.
Recall that ‖HZ‖F = ‖Z‖F , ‖HZ‖2→2 = ‖Z‖F /
√
m and Z 7→ HZ is an linear bijection. This implies
N(HK , ‖ · ‖2→2, ε) = N(KR,Γs1,s2 , ‖ · ‖F ,
√
mε). Note that dF (HK) ≤ Γ
√
R and d2→2(HK) ≤ Γ
√
R/
√
m.
We obtain by (28) and Lemma 7.1
γ2(HK , ‖ · ‖2→2) .
∫ Γ√R√
m
0
√
logN(HK , ‖ · ‖2→2, ε) dε =
∫ Γ√R√
m
0
√
logN(KR,Γs1,s2 , ‖ · ‖F ,
√
mε) dε
≤
√
CKΓ2R2(s1 + s2) log
3(max{n1, n2})
m
=: LK
for some constant CK > 0.
(III) The final part of the proof is now equal for both sets SR,Γs1,s2 and K
R,Γ
s1,s2 . We write L forLS resp. LK and assume m & CS∆−2R(s1 + s2) log (max {n1, n2}) resp. m & CK∆−2R(s1 +
s2) log
3(max{n1, n2}), for some 0 < ∆ < 1. Then, L ≤ Γ
√
R and
L2 + Γ
√
RL ≤ Γ2R(∆2 + ∆) ≤ 2Γ2R∆. (29)
We obtain the following bounds on the quantities (cf. Theorem 4.5):
E ≤ L2 + Γ
√
RL, V ≤ Γ
√
RL+ Γ2R√
m
, U ≤ Γ
2R
m
. (30)
Observing now that E
[‖HZξ‖22] = ‖HZ‖2F = ‖Z‖2F and recalling Γ ≥ 1 we finally get, for δ ≥ 3c1Γ2R∆
(which implies by (29) that δ ≥ c1E + c1Γ2R∆),
Pr
[
sup
Z∈S
∣∣‖A(Z)‖22 − ‖Z‖2F ∣∣ ≥ δ] ≤ Pr[ sup
HZ∈H
∣∣‖HZξ‖22 − E[‖HZξ‖22]∣∣ ≥ c1E + c1Γ2R∆]
≤ 2 exp
(
−c2 min
{
m
c21Γ
4R2∆2
Γ2R(L+ Γ√R)2 ,m
c1Γ
2R∆
Γ2R
})
≤ 2 exp (−C∆2m)
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where C > 0 is a positive constant which depends on K. In the last step we used that L + Γ√R ∈
[Γ
√
R, 2Γ
√
R] (because 0 < L < Γ√R).
Remark 4.6. The condition 1 ≤ Γ ≤ Γ2 is used in a crucial way in part (III) of the proof above. Additionally,
without condition Γ ≥ 1, any Xˆ ∈ SR,Γs1,s2 could be decomposed also as follows
Xˆ =
R∑
r=1
σru
r(vr)T =
R∑
r=1
K∑
j=1
σr
K
ur(vr)T ,
 R∑
r=1
K∑
j=1
σ2r
K2
1/2 ≤ Γ√
K
,
for any K ∈ N, implying Xˆ ∈ SRK,Γ/
√
K
s1,s2 as well, which would result in a larger number of necessary
measurements m &
(
δ
Γ2R
)−2
RK(s1 + s2) log
3 (max{n1, n2}). Hence, Γ ≥ 1 emerges as a natural condition,
in order to have a correct proof of part (III) and to avoid ambiguities on the necessary measurements.
5 Implementation and Numerical Experiments
After having obtained some theoretical insight on the proposed optimization problem, we provide an im-
plementation of (10) and discuss its predicted behavior in numerical experiments. Therefore, we begin by
presenting the implementation that has been used in all experiments4. As in practice ATLAS converges even
without the auxiliary terms 1
2λ`k
‖u−u`k‖22 and 12λ`k ‖v− v
`
k‖22 introduced in (10), for sake of simplicity we drop
those terms. By the alternating form of (10) one has to solve a certain number of Tikhonov regularization
resp. `1-LASSO problems. Note that for the Tikhonov regularization
u = arg min
z∈Rn
‖y −Az‖22 + α‖z‖22,
with A ∈ Rm×n, y ∈ Rm, and α > 0, the solution is explicitly given by u = (αId +ATA)−1AT y. Solutions to
`1-LASSO
v = arg min
z∈Rn
‖y −Az‖22 + β‖z‖1,
for some A ∈ Rm×n, y ∈ Rm and β > 0 can be well approximated by the so-called Iterative Soft-Thresholding
Algorithm (ISTA) which is based on the soft-thresholding operator Sβ
Sβ(z) =
 Sβ(z1)...
Sβ(zn2)
 , where Sβ(zi) =

zi − β2 zi > β2
0 |zi| ≤ β2
zi +
β
2 zi < −β2
.
Hence, a suitable implementation of (10) is given by Algorithm 1, whereas Algorithm 2 describes ISTA for
the reader’s convenience. Necessary modifications in case of sparse left component vectors of Xˆ are rather
straightforward.
Let us turn toward numerical simulations. First, we check if the main theoretical results stated in The-
orem 3.5 and Corollary 3.6 describe the qualitative and quantitative behavior of the approximation error
well. Then, we compare ATLAS to the already mentioned Sparse Power Factorization (SPF), [24]. We used
the leading singular vectors of A∗(y) to initialize both algorithms, which is likely not an optimal choice and
certainly may cause loss of performance for both algorithms, but it is nevertheless sufficient to illustrate
certain comparisons numerically.
4The corresponding Matlab code is provided at https://www-m15.ma.tum.de/Allgemeines/SoftwareSite
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Algorithm 1 : ATLAS(y,A,R, v10 , ..., vR0 , α, β)
Given: y ∈ Rm, A ∈ Rm×n1n2 , rank R, v10 , ..., vR0 ∈ Rn2 and α, β > 0
1: while stop condition is not satisfied do
2: uk ←
(
αId +Av(vk−1)TAv(vk−1)
)−1Av(vk−1)T y . A(uvT ) = A · vec(uvT ) = Av(v) · u
3: vk ← ISTA(y,Au(uk), vk−1, β) . A(uvT ) = A · vec(uvT ) = Au(u) · v
4: end while
5: return u1final, ..., v
R
final
Algorithm 2 : ISTA(y,A, v0, β)
Given: y ∈ Rm, A ∈ Rm×n, v0 ∈ Rn and β > 0
1: while stop condition is not satisfied do
2: vk ← Sβ
[
vk−1 +AT (y −Avk−1)
]
3: end while
4: return vfinal
5.1 Validation of Corollary 3.6
Figure 3 shows the average approximation error of 100 randomly drawn Xˆ ∈ R16×100, ‖Xˆ‖F = 10, with
rank(Xˆ) = 1 (resp. rank(Xˆ) = 5) and 10-sparse right singular vector(s) from m = 90 (resp. m = 400)
noisy measurements y = A(Xˆ)+η. The parameters have been chosen exemplarily for purpose of illustration.
The operator A is drawn once at random. The error bound from Corollary 3.6 is plotted as dashed red
line, whereas the average approximation errors are in blue. Though not tight the theoretical bound seems to
describe the linear dependence of the approximation error on noise level appropriately. In addition, Figure
3 (b) shows a breakdown of approximation for noise to signal ratios below ≈ 0.25. This occurrence is not
surprising as the assumptions of Corollary 3.6 include a lower-bound on the noise-to-signal ratio for a fixed
number of measurements. Below a certain value the RIP requirements will be too strong for A to fulfill it,
the RIP breaks down, and the recovery guarantees fail.
5.2 Validation of Theorem 3.5
In the second experiment, we study the influence of parameters α and β on the reconstruction accuracy.
In particular, we vary the parameters α and β when reconstructing one randomly drawn Xˆ ∈ R16×100,
‖Xˆ‖F = 10, with rank(Xˆ) = 1 and 10-sparse right singular vector from 90 measurements without noise.
Again parameter choice is exemplary. We compare the three settings: (a) α = β, (b) α = 0.01β and (c)
α = 100β in Figure 4. One can observe a decrease of approximation error for α, β → 0 up to a certain
threshold, under which the approximation seemingly fails. While this threshold lies at β ≈ 0.15 in (a) and
(b) it is hardly recognizable in (c). At the same time (a) and (b) show a much smaller approximation error.
These observations suggest that the choice of α strongly influences the approximation quality of ATLAS.
This is consistent with Theorem 3.5, as a smaller α leads to a smaller theoretical approximation error bound.
Even though (a) and (b) show a linear decrease in approximation error which is in contrast to the square-
root behavior of the theoretical bound, (c) suggests that the error, indeed, behaves similar to the theoretical
bound.
Figure 4 shows that the sparsity level remains stable for sufficiently large β and breaks down precisely at the
same threshold as the approximation error, coinciding with the violation of the RIP conditions.
For a better understanding of ATLAS we made a third experiment reconstructing one randomly drawn
Xˆ ∈ R16×100 with rank(Xˆ) = 1 and 10-sparse right singular vector for different values of ‖Xˆ‖F from 90
measurements. The noise level was set to 0 and the parameters to α = β = 0.5. The outcome is depicted in
Figure 5. One can see that the relative approximation error decreasing with the magnitude of Xˆ as expected
from the bound of Theorem 3.5. This seemingly confirms the theoretical dependence of reconstruction error
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(a) R = 1 (b) R = 5
Figure 3: Approximation quality depending on noise level (see Section 5.1). The x-axis
shows noise to signal ratio ‖η‖2/‖Xˆ‖F while the y-axis presents approximation error
relative to ‖Xˆ‖F . One can see the comparison of approximation results (solid blue)
and theoretical bound (dashed red)
on ‖Xˆ‖ 132
3
.
5.3 ATLAS vs SPF
After confirming the theoretical results numerically, we now turn to the comparison of ATLAS with its
state-of-the-art counterpart SPF [24]. To our knowledge, SPF is the only algorithm available so far in
matrix sensing, which exploits low-rankness and sparsity constraints together and comes with near-optimal
recovery guarantees (not relying on a special structure of A as in [4]). As [24] contains exhaustive numerical
comparisons of SPF and low-rank (resp. sparse) recovery strategies based on convex relaxation, SPF suffices
for numerical benchmark tests. From the structure of the algorithms and their respective theoretical analysis
one would expect SPF to yield more accurate reconstruction in the noiseless-to-low-noise setting, while
ATLAS should prove to be more reliable if noise becomes large. This theoretical expectation is confirmed by
the following experiments.
In Figure 2 we compare for s/n2 ∈ [0, 1] and m/(n1n2) the number of successful recoveries of 30 randomly
drawn Xˆ ∈ R4×128, ‖Xˆ‖F = 10, with rank(Xˆ) = 1 and s-sparse right singular vectors from m measurements.
The dimensions of Xˆ were chosen accordingly to similar experiments in [24]. We set the noise level to 0 (resp.
0.3‖Xˆ‖F ) and counted the recovery successful if ‖Xˆ −Xappr‖F /‖Xˆ‖F ≤ 0.2 (resp. 0.4). In order to compare
the noisy and noiseless cases, we fix α = β = 0.5 for both, which is a reasonable choice for high noise level,
but perhaps sub-optimal if the noise level is low. Selected quantiles are directly compared in Figure 6 for
convenience.
As expected, SPF outperforms ATLAS if there is no noise. In case of strong noise on the measurements,
the situation changes. In particular, we observe the improved performance of ATLAS, whereas the SPF
performance remarkably deteriorates.
To further quantify this effect, we perform the experiments reflected in Figure 1. For varying number of
measurements we compared average approximation error and recovery probability of SPF and ATLAS for
30 randomly chosen Xˆ ∈ R16×100, ‖Xˆ‖F = 10, with rank(Xˆ) = 5 and 10-sparse right singular vectors which
either share a common support or may have various support sets. The parameters are chosen as α = β = 0.5.
One can clearly see that SPF outperforms ATLAS even in the noisy case for common support sets of the
singular vectors. This is not surprising as ATLAS makes no use of the additional information provided by
shared support sets. If the singular vectors, however, do not share a common support set, ATLAS shows its
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(a) α = β
(b) α = 0.01β (c) α = 100β
Figure 4: Approximation quality and sparsity depending on parameter size (see Sec-
tion 5.2). The approximation error (solid blue) and the theoretical bound (dashed red)
are measured relative to ‖Xˆ‖F while sparsity of the right singular vector (dotted yellow)
is relative to n2.
Figure 5: Approximation error depending on the magnitude of Xˆ in Frobenius norm
(see Section 5.2). Approximation error (solid blue) and theoretical bound (dashed red)
are relative to ‖Xˆ‖F .
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(a) No noise (b) Noise
Figure 6: Recovery probability comparison of SPF (dashed) and ATLAS (solid). Plot-
ted are the thresholds for 90% (red), 70% (blue) and 30% (yellow) successful recoveries.
A recovery was counted successful if ‖Xˆ −Xappr‖F /‖Xˆ‖F ≤ 0.2 (resp. 0.4)
strength in the noisy setting. SPF which needs pre-information on the row-/column-sparsity s˜ of Xˆ has to
be initialized with s˜ = Rs as in the general case all support sets may differ.
5.4 Initialization
We also perform a simple test on the influence of the initialization. The plots in Figure 7 compared for
s/n2 ∈ [0, 0.5] and m/(n1n2) ∈ [0, 1] the number of successful recoveries of 20 randomly drawn Xˆ ∈ R8×128,
‖Xˆ‖F = 10, with rank(Xˆ) ∈ {1, 3} and s-sparse right singular vectors from m measurements. The noise
level was set to 0.3‖Xˆ‖F and recovery was counted successful if ‖Xˆ − Xappr‖F /‖Xˆ‖F ≤ 0.4. We compare
the initializations by the leading singular vectors of A∗(y) and by the leading singular vectors of X + Z
where Z was drawn at random, and scaled to ‖Z‖F = 100 (strong perturbation) resp. ‖Z‖F = 0.2 (mild
perturbation).
For rank(Xˆ) = 1 we note remarkably that the convergence radius of ATLAS is seemingly very large (yet
not global), as the phase transition diagrams in Figure 7 do not show significant variations from choosing
as initialization the leading singular vectors of A∗(y) and those of small random perturbation. Instead for
rank(Xˆ) = 3, initialization plays a more important role in performance and the initialization by leading
singular vectors of A∗(y) does not yield optimal performance.
6 Discussion and Open Questions
Motivated by challenging examples from recommendation systems and blind demixing in signal processing,
in this paper we propose a multi-penalty approach to recover low-rank matrices with sparsity structure from
incomplete and inaccurate linear measurements. The considered problem stands at the intersection of the
compressed sensing and sparse PCA framework, though significantly extending their settings. Our analysis
results in general bounds on the performance of the proposed algorithm, ATLAS, and in a necessary number
of subgaussian measurements to approximate effectively sparse and low-rank matrices. These theoretical
results are confirmed in numerical experiments. ATLAS is especially of use and effective in the most realistic
setting of ineliminable noise and, hence, it complements the state-of-the-art algorithm SPF of Lee et. al. in
[24], which works well for low level of noise or exact measurements only. While the theoretical guarantees
for SPF are sharper, ATLAS tackles the recovery of a significantly larger class of matrices, i.e., matrices
with non-orthogonal rank-1 decompositions and effectively sparse components, which are of interest when
turning to more general tasks as, for instance, in machine learning. Nevertheless, the analysis of ATLAS is
remarkably simple and it is easily prone to several extensions/generalizations. We mention a few of them as
follows.
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(a) R = 1
(b) R = 3
Figure 7: Comparison of different initializations for ATLAS for (7) with noise η 6= 0
on the measurments (see Section 5.4), namely, initialization with a strongly perturbed
approximation X0 ≈ Xˆ (left), initialization by the leading singular vectors of A∗(y)
(middle), and initialization with a mildly perturbed approximation X0 ≈ Xˆ (right).
Empirical recovery probability is depicted by color from zero (blue) to one (yellow).
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First, replacing the `2- and `1-norms by `p- and `q-(quasi)-norms, for p ≥ 2 and 0 < q < 2, yields to the
functional
JR,p,qα,β (u
1, . . . , uR, v1, . . . , vR) :=
∥∥∥∥∥y −A
(
R∑
r=1
ur(vr)T
)∥∥∥∥∥
2
2
+ α
R∑
r=1
‖ur‖pp + β
R∑
r=1
‖vr‖qq. (31)
and, in turn, the algorithm
(A-T-LASp,q)

u1k+1 = arg minu
∥∥∥(y −A(∑Rr=2 urkvrkT))−A(uv1kT )∥∥∥2
2
+ α‖u‖pp + 12λ1k ‖u− u
1
k‖22,
v1k+1 = arg minv
∥∥∥(y −A(∑Rr=2 urkvrkT))−A(u1k+1vT )∥∥∥2 + β‖v‖qq + 12µ1k ‖v − v1k‖22,
...
uRk+1 = arg minu
∥∥∥(y −A(∑R−1r=1 urk+1vrk+1T))−A(uvRk T )∥∥∥2
2
+ α‖u‖pp + 12λRk ‖u− u
R
k ‖22,
vRk+1 = arg minv
∥∥∥(y −A(∑R−1r=1 urk+1vrk+1T))−A(uRk+1vT )∥∥∥2 + β‖v‖qq + 12µRk ‖v − vRk ‖22,
(32)
As for q < 1 even the single component minimizations become non-convex, this setting needs special care.
One would need non-standard iterative thresholding methods, which have been developed and studied, e.g.,
in [30]. As q-quasi-norms, for q < 1, have proved particularly effective in enforcing sparsity, this additional
technical difficulties are worth to overcome.
Second, in recommendation systems, one usually imposes additionally non negativity constraints on the
obtained matrices. We could easily implement them in ATLAS by asymmetric `1-regularization. Define for
z ∈ Rn and θ > 0
‖z‖+1,θ :=
n∑
i=1
|zi|+θ , |x|+θ :=
{
x x ≥ 0
θ|x| else.
For θ becoming large, the regularization by ‖ · ‖+1,θ promotes sparsity and non-negativity. Replacing the
`1-norm in ATLAS by ‖ · ‖+1,θ would result in the remarkably simple modification of ISTA (Algorithm 2),
where the soft-thresholding operator Sβ is substituted in line 2 with
Sβ,θ =
 Sβ,θ(z1)...
Sβ,θ(zn2)
 , where Sβ,θ(zi) =

zi − β2 zi > β2
0 −θ β2 ≤ zi ≤ β2
zi + θ
β
2 zi < −θ β2
.
Note that in the limit case θ →∞ the operator Sβ,θ is a shifted ReLU function. Choosing θ sufficiently large
or considering the limit θ →∞ would lead to non-negative sparse PCA [38] from incomplete and inaccurate
measurements with further applications in economics [17], biology [3], and computer vision [22].
Third, as a byproduct of our generalizations, we introduce, in our view, the right class of matrices KR,Γs1,s2 and
corresponding RIP, Definition 3.4, which might allow to generalize SPF to matrices having non-orthogonal,
effectively sparse decompositions. In fact, the assumption of SPF of model matrices with sparse SVD is quite
restrictive. For q → 0, the ATLAS algorithm can be seen as a generalization of SPF and be realized by
iterative hard-thresholding.
The current results demand a careful choice of parameters at noise level. This drawback of multi-penalty
regularization is well-known and could be attacked by implementing LASSO-path. LASSO-path has been
recently extended to the multi-penalty setting in case of superposition of the signals [14], where the authors
provided an efficient procedure for the construction of regions containing structurally similar solutions. In
addition, JRα,β depends by construction heavenly on pre-knowledge of the rank R. One might ask how to get
good estimates for R in case the rank is unknown.
As mentioned above, initialization is crucial for good performances of the algorithm. It is currently un-
clear how a good initialization can be obtained to guarantee convergence of the whole procedure to global
minimizers. This question is closely connected to the fundamental problem in non-convex optimization how
to initialize gradient-descent methods. In fact, alternating minimization is somewhat related to gradient-
descent. While in gradient-descent one determines an optimal descent direction and then approximates the
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optimal step size, alternating minimization strongly restricts the directions in space in order to calculate
optimal step sizes. Lee et. al. proposed an initialization, which worked in their setting if one assumes a
strong decay of the singular values. Possibly one could prove this initialization to be sufficiently good in our
setting as well, also in the light of recently improved analysis [12].
7 Appendix
7.1 Proofs of Section 4
Proofs of two technical results used in 4 are provided here. The first result estimates possible coverings of
SR,Γs1,s2 defined in (14) as stated in Lemma 4.2, while the second result contains two integral estimates used in
the proof of Lemma 3.10.
Proof of Lemma 4.2 : Recall, each Z ∈ SR,Γs1,s2 can be represented as Z = UΣV T with U = (u1, ..., uR),
V = (v1, ..., vR) where all unit norm columns ur ∈ Rn1 are s1-sparse, all unit norm columns vr ∈ Rn2
are s2-sparse, and ‖Σ‖F ≤ Γ. Let us first consider the larger set S = {Z = UΣV T : U ∈ QRn1,s1 ,Σ ∈
DΓ, and V ∈ QRn2,s2} where DΓ is the set of R × R diagonal matrices with Frobenius norm less or
equal Γ and QRn,s = {W ∈ Rn×R : ‖W‖F ≤
√
R and all columns wr are s-sparse}. Then, we know
that SR,Γs1,s2 ⊂ S. We construct an (ε/2)-net S˜ of S by covering the sets of permissible U , Σ, and V
and conclude the proof by applying the well-known relation N(K, ‖ · ‖, ε) ≤ N(K ′, ‖ · ‖, ε/2) which
holds whenever K ⊂ K ′.
First note that if B is a unit ball in D dimensions (with respect to some norm ‖ · ‖B) there exists
an ε-net B˜ (i.e., for all b ∈ B there is some b˜ ∈ B˜ with ‖b− b˜‖B ≤ ε) with B˜ ⊂ B and |B˜| ≤ (3/ε)D.
See for example [7, Begin Section 3]. Moreover, note that N(K, ‖ · ‖, ε) = N(cK, ‖ · ‖, cε) for any set
K and c > 0. Hence, for any scaled unit ball cB there exists an ε-net B˜ ⊂ cB and |B˜| ≤ (3c/ε)D.
Let D˜Γ be an (ε/(6R))-net of DΓ which is of size |D˜Γ| ≤ (18ΓR/ε)R. For W ∈ Rn×R denote by
supp(W ) = {supp(w1), ..., supp(wR)} and by supp(W ) b supp(W ′) that supp(wr) ⊂ supp((w′)r), for
all r ∈ [R]. Define the set of all possible supports of maximal size
TRn,s = {supp(W ) : W ∈ Rn×R and all columns wr have exactly s non-zero entries}.
For any fixed θ ∈ TRn,s the set {W ∈ QRn,s : supp(W ) b θ} is an Rs×R Frobenius ball of radius
√
R
embedded into Rn×R and QRn,s =
⋃
θ∈TRn,s{W ∈ QRn,s : supp(W ) b θ}. Hence, there is an (ε/(6Γ
√
R))-
net Q˜Rn,s of QRn,s with
|Q˜Rn,s| ≤ |TRn,s|
(
18ΓR
ε
)Rs
≤
(
n
s
)R(
18ΓR
ε
)Rs
≤
(en
s
)Rs(18ΓR
ε
)Rs
We define now S˜ = {Z˜ = U˜ Σ˜V˜ T : U˜ ∈ Q˜Rn1,s1 , Σ˜ ∈ D˜Γ, and V˜ ∈ Q˜Rn2,s2}. It is clear that
|S˜| ≤ |Q˜Rn1,s1 | · |D˜Γ| · |Q˜Rn2,s2 | ≤
(
18ΓR
ε
)R(s1+s2+1)(en1
s1
)Rs1 (en2
s2
)Rs2
.
Let us conclude by showing S˜ is indeed an (ε/2)-net for S. Given any Z = UΣV T ∈ S, there exists
Z˜ = U˜ Σ˜V˜ T ∈ S˜ with ‖U − U˜‖F ≤ ε/(6Γ
√
R), ‖Σ− Σ˜‖F ≤ ε/(6R), and ‖V − V˜ ‖F ≤ ε/(6Γ
√
R). We
can estimate
‖Z − Z˜‖F ≤ ‖(U − U˜)ΣV T ‖F + ‖U˜(Σ− Σ˜)V T ‖F + ‖U˜ Σ˜(V − V˜ )T ‖F
≤ ε
6Γ
√
R
Γ
√
R+
√
R
ε
6R
√
R+
√
RΓ
ε
6Γ
√
R
≤ ε
2
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where we used triangle inequality in the first line and ‖AB‖F ≤ ‖A‖F ‖B‖F in the second.
Lemma 7.1. If Γ ≥ 1, we have for the sets SR,Γs1,s2 and KR,Γs1,s2 defined in (14) and (15) that∫ Γ√R√
m
0
√
logN
(
SR,Γs1,s2 , ‖ · ‖F ,
√
mε
)
dε ≤
√
CSΓ2R2(s1 + s2) log (max {n1, n2})
m∫ Γ√R√
m
0
√
logN(KR,Γs1,s2 , ‖ · ‖F ,
√
mε) dε ≤
√
CKΓ2R2(s1 + s2) log
3(max{n1, n2})
m
where CS , CK > 0 are constants.
Proof : For the first estimate apply Lemma 4.2 to obtain
∫ Γ√R√
m
0
√
logN
(
SR,Γs1,s2 , ‖ · ‖F ,
√
mε
)
dε ≤
√∫ Γ√R√
m
0
1 dε
∫ Γ√R√
m
0
logN
(
SR,Γs1,s2 , ‖ · ‖F ,
√
mε
)
dε
≤
√√√√Γ2R2(s1 + s2 + 1)(1 + log (18√R))+ Γ2R2s1 log ( en1s1 )+ Γ2R2s2 log ( en2s2 )
m
≤
√
CSΓ2R2(s1 + s2) log (max {n1, n2})
m
,
where we used Cauchy-Schwarz inequality in the first step and the fact that
√
R ≤ max{n1, n2} in the
last inequality. CS > 0 is an appropriate constant.
To obtain the second estimate let us first assume s1/n1 ≤ s2/n2. We apply Lemma 4.4 and find∫ Γ√R√
m
0
√
logN(KR,Γs1,s2 , ‖ · ‖F ,
√
mε) dε
≤
∫ 12Γ√ Rs1mn1
0
√
R(n1 + n2 + 1) log
(
36ΓR√
mε
)
dε+
∫ 12Γ√ Rs2mn2
12Γ
√
Rs1
mn1
√
144Γ2R2s1
mε2
log
(
9
√
mεn1
6Γ
√
Rs1
)
dε
+
∫ 12Γ√ Rs2mn2
12Γ
√
Rs1
mn1
√
R(n2 + 1) log
(
36ΓR√
mε
)
dε+
∫ Γ√R√
m
12Γ
√
Rs2
mn2
√
144Γ2R2(s1 + s2)
mε2
log
(
9
√
mεn1
6Γ
√
Rs1
)
dε
+
∫ Γ√R√
m
12Γ
√
Rs2
mn2
√
R log
(
18ΓR√
mε
)
= I1 + I2 + I3 + I4 + I5.
We now estimate the five integrals. We use the short notation ai = 12Γ
√
Rsi
mni
for i = 1, 2 and b = Γ
√
R√
m
.
The first integral can be bounded by
I1 ≤
(∫ a1
0
1 dε
∫ a1
0
R(n1 + n2 + 1) log
(
36ΓR√
mε
)
dε
) 1
2
≤
(
a1R(n1 + n2 + 1)
[
ε
(
1 + log
(
36ΓR√
mε
))]a1
ε=0
) 1
2
=
(
144Γ2R2s1(n1 + n2 + 1)
mn1
(
1 + log
(
3
√
Rn1
s1
))) 1
2
≤

(
432Γ2R2s1
m
(
1 + log
(
3
√
Rn1
s1
))) 1
2
n1 ≥ n2(
432Γ2R2s2
m
(
1 + log
(
3
√
Rn1
s1
))) 1
2
else
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where we used in the last step the assumption s1/n1 ≤ s2/n2. As can be seen later, the case distinction
is irrelevant in the final estimate. Let us now turn to the second integral.
I2 =
√
144Γ2R2s1
m
∫ a2
a1
1
ε
√
log
(
9
√
mεn1
6Γ
√
Rs1
)
dε =
√
144Γ2R2s1
m
[
2
3
log
3
2
(
9
√
mεn1
6Γ
√
Rs1
)]a2
ε=a1
=
(
64Γ2R2s1
m
) 1
2
(
log
3
2
(
18
√
s2n1√
n2s1
)
− log 32
(
18
√
n1√
s1
))
≤
(
64Γ2R2s1
m
log3(18n1)
) 1
2
The third integral is similar to the first. Again the case distinction does not play a major role in the
end.
I3 ≤
(
(a2 − a1)R(n2 + 1)
[
ε
(
1 + log
(
36ΓR√
mε
))]a2
ε=a1
) 1
2
=
(
(a2 − a1)R(n2 + 1)
[
a2
(
1 + log
(
3
√
Rn2
s2
))
− a1
(
1 + log
(
3
√
Rn1
s1
))]) 1
2
≤
(
(a2 − a1)2R(n2 + 1)
(
1 + log
(
3
√
Rn1
s1
))) 1
2
≤
(
(a22 + a
2
1)R(n2 + 1)
(
1 + log
(
3
√
Rn1
s1
))) 1
2
=
(
144Γ2R2
m
(
s2(n2 + 1)
n2
+
s1(n2 + 1)
n1
)(
1 + log
(
3
√
Rn1
s1
))) 1
2
≤

(
432Γ2R2(s1+s2)
m
(
1 + log
(
3
√
Rn1
s1
))) 1
2
n1 ≥ n2,(
432Γ2R2s2
m
(
1 + log
(
3
√
Rn1
s1
))) 1
2
else.
In the third and the last line we again used s1/n1 ≤ s2/n2. The fourth integral is similar to the
second.
I4 =
√
144Γ2R2(s1 + s2)
m
∫ b
a2
1
ε
√
log
(
9
√
mεn1
6Γ
√
Rs1
)
dε =
√
144Γ2R2(s1 + s2)
m
[
2
3
log
3
2
(
9
√
mεn1
6Γ
√
Rs1
)]b
ε=a2
=
(
64Γ2R2(s1 + s2)
m
) 1
2
(
log
3
2
(
3n1
2s1
)
− log 32
(
18
√
s2n1√
n2s1
))
≤
(
64Γ2R2(s1 + s2)
m
log3(18n1)
) 1
2
The last integral is similar to the third.
I5 ≤
(
(b− a2)R
[
ε
(
1 + log
(
18ΓR√
mε
))]b
ε=a2
) 1
2
≤
(
(b− a2)2R
(
1 + log
(
18
√
Rn2
s2
))) 1
2
≤
(
(b2 + a22)R
(
1 + log
(
18
√
Rn2
s2
))) 1
2
=
((
Γ2R2
m
+
144Γ2R2s2
mn2
)(
1 + log
(
18
√
Rn2
s2
))) 1
2
≤
(
145Γ2R2
m
(
1 + log
(
18
√
Rn2
s2
))) 1
2
Let us now put all estimates together. If s1/n1 ≥ s2/n2, the involved entities would just switch their
roles. Hence, we obtain∫ Γ√R√
m
0
√
logN(K, ‖ · ‖F ,
√
mε) dε ≤
√
CKΓ2R2(s1 + s2) log
3(max{n1, n2})
m
for some constant CK > 0.
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7.2 Proof of Theorem 3.14
In this subsection we show the convergence of ATLAS to global minimizers as presented in Theorem 3.14. To
do so, we make use of the results from [2]. In particular, we first present two technical lemmas (Lemma 7.2
& Lemma 7.3), which are essentially generalizations of work [2]. These lemmas would be useful to prove the
central theorem (here Theorem 7.4) of Attouch et. al. in our general setting. Finally, the theorem on local
convergence, Theorem 3.14, can essentially be derived from Theorem 7.4 and combines the two statements
[2, Theorem 9] and [2, Theorem 10]. We refer the interested reader to [2] for further details. We also provide
a reference to the original work in brackets.
Lemma 7.2 ([2, Lemma 5]). Under assumptions (H) and (H1) the sequences u1k, . . . , v
R
k are well-posed in
the sense that all minimizations in (24) have unique and finite solutions. Moreover,
(i)
L(u1k, . . . , v
R
k ) +
R∑
r=1
1
2λrk−1
‖urk − urk−1‖22 +
R∑
r=1
1
2µrk−1
‖vrk − vrk−1‖22 ≤ L(u1k−1, . . . , vRk−1),
for all k ≥ 1, hence L(u1k, . . . , vRk ) is non-increasing.
(ii)
∞∑
k=1
(‖u1k − u1k−1‖22 + · · ·+ ‖vRk − vRk−1‖22) <∞,
hence limk→∞
(‖u1k − u1k−1‖2 + · · ·+ ‖vRk − vRk−1‖2) = 0.
(iii) For k ≥ 1, define
(u˜1k, . . . , v˜
R
k ) :=
∇u1Q(u
1
k, . . . , v
R
k )−∇u1Q(u1k, u2k−1, . . . , vRk−1)
...
0
−

1
λ1k−1
(u1k − u1k−1)
...
1
µRk−1
(vRk − vRk−1)
 .
Then (u˜1k, . . . , v˜
R
k ) ∈ ∂L(u1k, . . . , vRk ) and for all bounded subsequences (u1k′ , . . . , vRk′) we have (u˜1k′ , . . . , v˜Rk′)→
0, hence dist(0, ∂L(u1k′ , . . . , v
R
k′))→ 0, for k′ →∞.
Proof : From inf L > −∞ and (H) it follows that the functions to be minimized in (24) are bounded
below, coercive and lower semicontinuous and, therefore, the sequence (u1k, . . . , v
R
k ) is well-posed.
(i) Using the minimizing properties of u1k, . . . , v
R
k from (24), we obtain
L(u1k−1, . . . , v
R
k−1) ≥ L(u1k, u2k−1, . . . , v1k−1, . . . , vRk−1) +
1
2λ1k−1
‖u1k − u1k−1‖22
≥
(
L(u1k, u
2
k−1, . . . , u
R
k−1, v
1
k, v
2
k−1, . . . , v
R
k−1) +
1
2µ1k−1
‖v1k − v1k−1‖22
)
+
1
2λ1k−1
‖u1k − u1k−1‖22
...
≥ L(u1k, . . . , vRk ) +
R∑
r=1
1
2λrk−1
‖urk − urk−1‖22 +
R∑
r=1
1
2µrk−1
‖vrk − vrk−1‖22.
(ii) From (i) and (H1) one has, for every K ∈ N,
1
2r+
K∑
k=1
(‖u1k − u1k−1‖22 + · · ·+ ‖vRk − vRk−1‖22) ≤ K∑
k=1
(
L(u1k−1, . . . , v
R
k−1)− L(u1k, . . . , vRk )
)
= L(u10, . . . , v
R
0 )− L(u1K , . . . , vRK)
< L(u10, . . . , v
R
0 )− inf L <∞.
By letting K →∞ we get the claim.
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(iii) By definition of u1k, 0 must lie in the subdifferential of ξ 7→ L(ξ, u2k−1, . . . , vRk−1) + 12λ1k−1 ‖ξ −
u1k−1‖22 at u1k. As a similar fact holds true for the other sequences, one gets, for all 1 ≤ r ≤ R
0 ∈ 1
λrk−1
(urk − urk−1) + ∂urL(u1k, . . . , urk, ur+1k−1, . . . , uRk−1, v1k, . . . , vr−1k , vrk−1, . . . , vRk−1),
0 ∈ 1
µrk−1
(vrk − vrk−1) + ∂vrL(u1k, . . . , urk, ur+1k−1, . . . , uRk−1, v1k, . . . , vrk, vr+1k−1, . . . , vRk−1).
The structure of L implies ∂urL(u1k, . . . , u
r
k, u
r+1
k−1 . . . , u
R
k−1, v
1
k, . . . , v
r−1
k , v
r
k−1, . . . , v
R
k−1) = ∂fr(u
r
k) +
∇urQ(u1k, . . . , urk, ur+1k−1 . . . , uRk−1, v1k, . . . , vr−1k , vrk−1, . . . , vRk−1) and a similar equation for the v-components.
Hence, one may rewrite the inclusions above:
− 1
λ1k−1
(u1k − u1k−1)− (∇u1Q(u1k, u2k−1, . . . , vRk−1)−∇u1Q(u1k, . . . , vRk )) ∈ ∂f1(u1k) +∇u1Q(u1k, . . . , vRk ),
...
− 1
µRk−1
(vRk − vRk−1) ∈ ∂gR(vRk ) +∇vRQ(u1k, . . . , vRk ).
This, together with Proposition 3 in the paper, yields the claim.
Lemma 7.3 ([2, Proposition 6]). Assume (H) and (H1) hold. Let (u1k, . . . , v
R
k ) be a sequence defined by (24)
and ω(u10, . . . , vR0 ) be a (possibly empty) set of limit points. Then,
(i) if (u1k, . . . , v
R
k ) is bounded, then ω(u
1
0, . . . , v
R
0 ) is nonempty, compact and connected
and dist((u1k, . . . , v
R
k ), ω(u
1
0, . . . , v
R
0 ))→ 0 as k →∞,
(ii) ω(u10, . . . , vR0 ) ⊂ critL, where critL denotes a set of critical points of L,
(iii) L is finite and constant on ω(u10, . . . , vR0 ), equal to infk∈N L(u1k, . . . , v
R
k ) = limk→∞ L(u
1
k, . . . , v
R
k ).
Proof : (i) If (u1k, . . . , v
R
k ) is bounded, there exists a convergent subsequence, which implies ω(u
1
0, . . . , v
R
0 )
is nonempty. It also follows ω(u10, . . . , vR0 ) is bounded.
Let now (uˆ1, . . . , vˆR) /∈ ω(u10, . . . , vR0 ) be given. There must exist some ε > 0 with (u1k, . . . , vRk ) /∈
B((uˆ1, . . . , vˆR), ε), for all k ∈ N. But then ω(u10, . . . , vR0 ) ∩ B((uˆ1, . . . , vˆR), ε) = ∅. This proves
ω(u10, . . . , v
R
0 ) is closed and, hence, compact.
Let us assume ω(u10, . . . , vR0 ) is not connected and let ωc(u10, . . . , vR0 ) ⊂ ω(u10, . . . , vR0 ) be a connected
component. Then, ω(u10, . . . , vR0 ) \ ωc(u10, . . . , vR0 ) 6= ∅ and there exists some ε > 0 such that
ωεc(u
1
0, . . . , v
R
0 ) ∩ ω(u10, . . . , vR0 ) \ ωc(u10, . . . , vR0 ) = ∅,
where ωεc(u10, . . . , vR0 ) is an ε-neighborhood of ωc(u10, . . . , vR0 ). We know from Lemma 7.2 (ii) that
lim
k→∞
(‖u1k − u1k−1‖2 + · · ·+ ‖vRk − vRk−1‖2) = 0.
Combined with ωc(u10, . . . , vR0 ) and ω(u10, . . . , vR0 )\ωc(u10, . . . , vR0 ) being sets of limit points of (u1k, . . . , vRk ),
it implies the existence of a subsequence (u1k′ , . . . , v
R
k′) ⊂ ωεc(u10, . . . , vR0 ) \ω
ε
2
c (u10, . . . , v
R
0 ). As this sub-
sequence is bounded, it must have a limit point and ω(u10, . . . , vR0 )∩ωεc(u10, . . . , vR0 )\ω
ε
2
c (u10, . . . , v
R
0 ) 6= ∅.
Contradiction.
The last part of (i) can be proven in a similar way. If dist((u1k, . . . , v
R
k ), ω(u
1
0, . . . , v
R
0 )) 9 0, there
must exist a subsequence that keeps distance to ω(u10, . . . , vR0 ). But this subsequence again must have
a limit point which obviously lies in ω(u10, . . . , vR0 ). Contradiction.
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(ii) We have, for all k ≥ 1, ξr ∈ Rn1 , ηr ∈ Rn2
L(u1k, u
2
k−1, . . . , v
R
k−1) +
1
2λ1k−1
‖u1k − u1k−1‖22 ≤ L(ξ1, u2k−1, . . . , vRk−1) +
1
2λ1k−1
‖ξ1 − u1k−1‖22
...
L(u1k, . . . , v
R
k ) +
1
2µRk−1
‖vRk − vRk−1‖22 ≤ L(u1k, . . . , vR−1k , ηR) +
1
2µRk−1
‖ηR − vRk−1‖22
Using the bounds on λrk and µ
r
k and the special form of L one gets
f1(u
1
k) +Q(u
1
k, u
2
k−1, . . . , v
R
k−1) +
1
2r+
‖u1k − u1k−1‖22 ≤ f1(ξ1) +Q(ξ1, u2k−1, . . . , vRk−1) +
1
2r−
‖ξ1 − u1k−1‖22
...
gR(v
R
k ) +Q(u
1
k, . . . , v
R
k ) +
1
2r+
‖vRk − vRk−1‖22 ≤ gR(ηR) +Q(u1k, . . . , vR−1k , ηR) +
1
2r−
‖ηR − vRk−1‖22
Let (u¯1, . . . , v¯R) ∈ ω(u10, . . . , vR0 ). There exists a subsequence (u1k′ , . . . , vRk′) of (u1k, . . . , vRk ) with
(u1k′ . . . , v
R
k′)→ (u¯1, . . . , v¯R). Together with Lemma 7.2.(ii) this gives
lim inf
k′→∞
fr(u
r
k′) +Q(u¯
1, . . . , v¯R) ≤ fr(ξr) +Q(u¯1, . . . , ξr, . . . , v¯R) + 1
2r−
‖ξr − u¯r‖22,
for all 1 ≤ r ≤ R. We can now set ξr = u¯r to obtain
lim inf
k′→∞
fr(u
r
k′) ≤ fr(u¯r).
This and fr being lower semicontinuous yields
lim
k′→∞
fr(u
r
k′) = fr(u¯
r).
Repeating this for gr, 1 ≤ r ≤ R, and recalling the continuity of Q we obtain L(u1k′ , . . . , vRk′) →
L(u¯1, . . . , v¯R). Combined with Lemma 7.2.(iii) and the closedness properties of ∂L(see Remark 1(b)
in [2]) proves 0 ∈ ∂L(u¯1, . . . , v¯R).
(iii) As we just seen, for any point (u¯1, . . . , v¯R) ∈ ω(u10, . . . , vR0 ), there exists a subsequence (u1k′ , . . . , vRk′)
of (u1k, . . . , v
R
k ) with L(u
1
k′ . . . , v
R
k′)→ L(u¯1, . . . , v¯R). Then L(u¯1, . . . , v¯R) = inf L(u1k, . . . , vRk ) as L(u1k, . . . , vRk )
is non-increasing. This holds for every limit point. Hence, L is finite and constant on the set of limit
points.
As in [2] we use the notation
zk := (u
1
k, . . . , v
R
k ), lk := L(zk),
z¯ := (u¯1, . . . , v¯R), l¯ := L(z¯).
The next theorem essentially says that a sequence zk that starts in the neighborhood of a point z¯ as described
in (34) and that does not improve L(z¯) as given in (33) converges to a critical point near z¯.
Theorem 7.4 ([2, Theorem 8]). Let L satisfy (H), (H1) and have the KL-property at some z¯. Denote by
U , η and ϕ : [0, η) → R the objects connected to the KL-property of L at z¯. Let ρ > 0 be chosen such that
B(z¯, ρ) ⊂ U . Let zk be generated by (24) with z0 as initial point. Let us assume that
l¯ < lk < l¯ + η, (33)
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for all k ≥ 0, and
Mϕ(l0 − l¯) + 2
√
2r+
√
l0 − l¯ + ‖z0 − z¯‖2 < ρ (34)
where M = 2r+(C
√
2R + 1r− ) and C is a Lipschitz-constant for ∇Q on B(z¯,
√
2Rρ).Then, the sequence zk
converges to a critical point of L and the following holds, for all k ≥ 0:
(i) zk ∈ B(z¯, ρ)
(ii)
∑∞
i=k+1 ‖zi+1 − zi‖2 ≤Mϕ(lk − l¯) +
√
2r+
√
lk − l¯.
Proof : We may without loss of generality assume L(z¯) = 0 (just replace L by L− L(z¯) ). With Lemma
7.2.(i) we have
li − li+1 ≥ 1
2r+
‖zi+1 − zi‖22, (35)
for all i ≥ 0. Moreover, ϕ′(li) makes sense in view of (33) and ϕ′(li) > 0. Hence,
ϕ′(li)(li − li+1) ≥ ϕ
′(li)
2r+
‖zi+1 − zi‖22.
Owing to ϕ being concave, we obtain
ϕ(li)− ϕ(li+1) ≥ ϕ
′(li)
2r+
‖zi+1 − zi‖22, (36)
for all i ≥ 0. Let us first check (i) for k = 0 and k = 1. We know from (34) that z0 lies in B(z¯, ρ).
Furthermore, (35) yields
1
2r+
‖z1 − z0‖22 ≤ l0 − l1 ≤ l0
which gives
‖z1 − z¯‖2 ≤ ‖z1 − z0‖2 + ‖z0 − z¯‖2 ≤
√
2r+
√
l0 + ‖z0 − z¯‖2 < ρ.
Let us now prove by induction that zk ∈ B(z¯, ρ), for all k ≥ 0. We assume this holds true up to
some k ≥ 0. Hence, for 0 ≤ i ≤ k, using zi ∈ B(z¯, ρ) and 0 < li < η we can write the KL-inequality
ϕ′(li)dist(0, ∂L(zi)) ≥ 1.
Lemma 7.2.(iii) says
z∗i :=
∇u1Q(u
1
i , . . . , v
R
i )−∇u1Q(u1i , u2i−1, . . . , vRi−1)
...
0
−

1
λ1i−1
(u1i − u1i−1)
...
1
µRi−1
(vRi − vRi−1)
 .
is an element of ∂L(zi). So, we have
ϕ′(li)‖z∗i ‖2 ≥ 1, (37)
for all 1 ≤ i ≤ k. Let us now examine ‖z∗i ‖2, for 1 ≤ i ≤ k. On the one hand,∥∥∥∥( 1λ1i−1 (u1i − u1i−1), . . . , 1µRi−1 (vRi − vRi−1)
)∥∥∥∥
2
≤ 1
r−
‖zi − zi−1‖2.
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On the other hand, for arbitrary st ∈ {i− 1, i}, t ∈ {1, . . . , 2R},
‖(u1s1 , . . . , vRs2R)− (u¯1, . . . , v¯R)‖22 = ‖u1s1 − u¯1‖22 + · · ·+ ‖vRs2R − v¯R‖22
≤ ‖zs1 − z¯‖22 + · · ·+ ‖zs2R − z¯‖22 ≤ 2Rρ2.
Hence, (u1s1 , . . . , v
R
s2R) and zi lie in B(z¯,
√
2Rρ). We can use Lipschitz-continuity of ∇Q to obtain
‖∇θQ(u1s1 , . . . , vRs2R)−∇θQ(u1i , . . . , vRi )‖2 ≤ C‖zi − zi−1‖2,
for any θ ∈ {u1, . . . , vR}, which implies∥∥∥∥∥∥∥
∇u1Q(u
1
i , . . . , v
R
i )−∇u1Q(u1i , u2i−1, . . . , vRi−1)
...
0

∥∥∥∥∥∥∥
2
≤ C
√
2R‖zi − zi−1‖2.
We get
‖z∗i ‖2 ≤ (C
√
2R+
1
r−
)‖zi − zi−1‖2,
for all 1 ≤ i ≤ k. Now (37) yields
ϕ′(li) ≥ 1
C
√
2R+ 1r−
‖zi − zi−1‖−12 , 1 ≤ i ≤ k,
and combined with (36)
ϕ(li)− ϕ(li+1) ≥ 1
M
‖zi+1 − zi‖22
‖zi − zi−1‖2 , 1 ≤ i ≤ k.
This is equivalent to
‖zi − zi−1‖
1
2
2 (M(ϕ(li)− ϕ(li+1)))
1
2 ≥ ‖zi+1 − zi‖2
and, using ab ≤ (a2 + b2)/2, gives
‖zi − zi−1‖2 +M(ϕ(li)− ϕ(li+1)) ≥ 2‖zi+1 − zi‖2, 1 ≤ i ≤ k. (38)
Summation over i leads to
‖z1 − z0‖2 +M(ϕ(l1)− ϕ(lk+1)) ≥
k∑
i=1
‖zi+1 − zi‖2 + ‖zk+1 − zk‖2.
Therefore, by using the monotonicity properties of ϕ and lk
‖z1 − z0‖2 +Mϕ(l0) ≥
k∑
i=1
‖zi+1 − zi‖2.
Finally,
‖zk+1 − z¯‖2 ≤
k∑
i=1
‖zi+1 − zi‖2 + ‖z1 − z¯‖2 ≤Mϕ(l0) + 2
√
2r+
√
l0 + ‖z0 − z¯‖2 < ρ
which closes the induction and proves (i). Moreover, (38) holds for all i ≥ 1. We can sum from k to
K and get
‖zk − zk−1‖2 +M(ϕ(lk)− ϕ(lK+1)) ≥
K∑
i=k
‖zi+1 − zi‖2 + ‖zK+1 − zK‖2.
34
For K →∞, this becomes
∞∑
i=k
‖zi+1 − zi‖2 ≤ ‖zk − zk−1‖2 +Mϕ(lk).
We conclude with (35) proving (ii)
∞∑
i=k
‖zi+1 − zi‖2 ≤Mϕ(lk) +
√
2r+
√
lk−1 ≤Mϕ(lk−1) +
√
2r+
√
lk−1.
This implies zk is convergent and, therefore, its limit is a critical point. This was guaranteed by
Lemma 7.3.
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