INTRODUCTION
Together with methodological developments and advances in genotyping technologies, genome-wide association studies (GWAS) have provided advantages for detection of genetic variants associated with common human diseases [1, 2, 3] . In several years, more than 1600 genome wide associations have been published for 240 traits [4] .
However, a large amount of GWAS data brings new difficulties in data storage, manipulation and analysis. Other difficulties for GWAS arise because of multiple loci mapping. Since genetic variants affect diseases in multiple ways, selecting SNPs based on marginal effect of a marker will bring quite different results from their true effects [2, 5, 6, 7] . For example, SNPs which are not actually associated with disease but are highly correlated to causal SNPs would increase false discovery rate. Also there exist actual causal 978-1-4673-2747-3/12/$31.00 ©2012 IEEE 852
SNPs which are not marginally correlated with disease but are jointly associated with disease.
It is computationally infeasible to perform joint analysis of all SNPs at once because the number of SNPs in GWAS is extremely large to overwhelm the number of observations.
One efficient strategy for handling the problem is the use of the multi-step approaches [6, 7, 8] . At the first step, which is referred as a prescreening , SNPs which are marginally associated with disease are selected to compose the candidate SNP set. This step helps to reduce dimensionality from extremely high to moderate scale that is small enough to carry out joint analysis. Most commonly used methods in prescreening step are sure independence screening (SIS) and iterative sure independence screening (ISIS) procedure [9] . These methods were shown to speed up variable selection process while keeping all the important SNPs [9] . Next, joint identification is performed on the moderate number of candidate SNPs which survive after the prescreening step. However, identifying SNPs in high dimensional setting and handling linkage disequilibrium (LD) among SNPs still remained as difficult challenges. Fortunately, several penalized methods have successfully addressed these problems including bridge, the least absolute shrinkage and selection operator (LASSO), ridge, smoothly clipped absolute deviation (SCAD), adaptive lasso, and elastic-net (EN) [10, 11, 12, 13, 14] . In order to sort out meaningful SNPs, SNPs which are selected at the joint analysis step are ordered and reselected by a measure yielded from the joint analysis step.
Since the distribution of penalized estimators has not been derived well, alternative approaches are needed to access the significance of each SNP. Recently, some studies have proposed measures based on the concept of selection consistency. Selection consistency assumes that the selected SNP set contains causal SNPs with the probability of 1 when the variable selection via penalized method is repeatedly applied to independent training samples. Necessary and sufficient conditions for selection consistency of several penalized methods, such as LASSO, adaptive LASSO, SCAD, and EN to consistently select causal SNPs have been investigated [12, 13, 14, 16] .
As a measure of selection consistency, selection stability is commonly used which is defined as a proportion of how many times each identified SNP is replicated via an automatic selection procedure such as penalized regularization in independent training samples [7, 17] EN regularization method is used for estimating optimal solution. EN finds Pwhich minimizes -L(f3} y) + AP a(f3) subject to a and A constraints. The EN penalty is defined as (3) . associations with the trait are selected. Prescreening releases a computational burden which is induced by an extremely large number of SNPs and enables to perform the joint analysis on the reduced SNP set.
B. Joint selection ofSNPs via Elastic-Net
A multiple logistic model (2) is fitted to the top k SNPs which are selected at the prescreening step.
Note that a controls the weight on the penalty of lasso in contrast to the penalty of ridge. EN penalized regression shrinks the regression coefficients toward the origin by imposing the penalty (3). Parameter Arepresents the amount of shrinkage which is implemented by the EN penalty. Tenfold cross-validation is used to find an optimal A which maximizes the mean squared error. The EN penalty (3) is a convex combination of lasso [11] and ridge [12] penalties. Therefore, EN takes advantages of both ridge and lasso regularization methods. Automatic dimension reduction is performed by exploring sparse solution, provides robust coefficient estimates under the existence of extreme correlations among SNPs. Highly correlated SNPs tend to be selected together [10] .
C. Empirical replication of joint analysis on resampled
data sets Training data sets are generated using resampling procedures such as bootstrap and permutation. The bootstrap data sets are generated by sampling individuals with replacement from the original sample. They can be regarded replicated samples from the population itself [21] . The bootstrap data set keeps a biologically meaningful association which the original data set has.
The permuted data sets are generated by shuffling labels of the binary trait. EN joint analysis is performed on these resampled data sets. Shuffling makes data sets to have no biologically meaningful association with the trait [2] . The distribution of the coefficient estimators from permuted data sets can be used as an approximation to the null distribution of the coefficient estimator. Since the null distributions of penalized estimators have not been well derived, an empirical distribution based on the permuted data sets is a useful approximation to a null distribution of a penalized estimator.
II. MATERIALS & METHODS
However, generating enough number of independent training sets is impracticable under a limited sample size. Resampling methods such as bootstrap and permutation are commonly used to generate training sets [6, 7, 18] .
While these resampling methods are simple and can be applied to the case with a limited size of samples, for estimating the selection stability, they fail to obtain reliable measures for identifying causal SNPs. The resampled training sets do not satisfy independency which should be guaranteed for the selection stability. Moreover, the existences of selection consistency of penalized models are assured only if the size constraints of the shrinkage parameter are satisfied [12, 13, 14, 16] .
Another frequently used approach is scoring SNPs by the effect size of a bootstrap coefficient estimator which is defined as the mean of coefficient estimators yielded from bootstrap samples. However, when penalized method is used to estimate the effect size of a bootstrap coefficient, the bias for true effect size of SNPs arises [19] .
In this paper, we present new scoring measures based on the multi -step approach. At the first stage, the top k SNPs which are marginally associated with disease are pre-selected. This prescreening helps to reduce ultrahigh dimensionality and improve computational efficiency. Next, automatic variable selection via penalized regression method is performed for the top k SNPs. We use EN regularization method for variable selection. EN selects SNPs automatically and handles a severe multicollinearity problem [10] . EN regularization method is also applied to the permuted and bootstrapped data sets. Several new scoring measures are then proposed by using permuted p-value, bootstrap selection stability, bootstrap effect size and adjusted bootstrap effect size calculated from these resampled data sets. These scoring measures are used to sort out meaningful SNPs.
In order to evaluate our measures real data analysis using Welcome Trust Case Control Consortium (WTCCC) bipolar disease (BD) data is implemented. We use the area under the curves (AVC) and accuracy to compare prediction performance of the various scoring measures.
Note that Zq , SN Pij and J1i represent the q -th adjusting variable, the number of minor alleles in the j -th SNP and expectation of binary trait, respectively; i = 1} 2} ... }nand n is the number of samples; j = 1} 2} ... }J and J is the number of all SNPs; q = 1} 2} ... }Q and Q is the number of adjusting variables. All SNPs are ranked in ascending order of the pvalue. The top k SNPs showing strongest marginal
A. Prescreening
Single SNP analysis using the logistic regression model presented below is implemented for all SNPs. When there is population stratification in the data, adjusting variables should be added to the model.
D. A Scoring measure based on permuted samples
In order to rank SNPs which are survived at the joint selection step via EN, we propose the permuted p-value as a scoring measure. Note that the permuted p-value is calculated for each selected SNP. The permuted p-value is defined as the following.
P j , Pi and Pi represent an estimator of j -th SNP in the original data set, an estimator of j -th SNP in the p -th permuted data set and the mean of pi, respectively; P is the number of permuted data sets; I (.) is an indicator function. When a SNP is not selected at the p-th permuted set, the coefficient of the SNP is considered to be estimated as zero. For every SNP, there exists P number of coefficient estimates including the zero estimates. A SNP with a small number of zero estimates tends to have a small PMP.
Note that penalized coefficient estimator is a biased estimator of the coefficient, which means the expected value of penalized estimator can be expressed as (5) (7) (6)
Note that Pl is the estimator ofj-th SNP at the b-th bootstrap samples. If a SNP is not selected at the bth bootstrap data set, its coefficient is considered to be zero at the b-th bootstrap data set. SNPs are ranked in descending order ofBES.
3) Adjusted BES (adjBES)
For adjusting for the average effect size, adjBES divides BES by its estimated standard deviation.
Note that Il is a function indicating whether the j-th SNP is selected through joint selection via EN on bth bootstrap data set or not. B represents the number of bootstrap data sets. SNPs are ranked in descending order ofBSS.
2) Bootstrap effect size (BES)
BES [19] is obtained by averaging estimated effect sizes of the bootstrap coefficient estimator. BES also utilizes the result of joint analysis on the bootstrap sets which are used to calculate BSS. 
E. Scoring measures based on bootstrap samples
Another resampling procedure, bootstrap, is used to sort out meaningful SNPs from the joint selection step via EN. We first summarize several scoring measures based on the bootstrap data sets.
1) Bootstrap selection stability (BSS)
BSS [7] uses a bootstrap resampling method to generate training sets which are used to estimate selection consistency of a SNP. Bootstrap data sets with the same size of the original data set are generated and j oint selection of SNPs via EN is performed for each bootstrap set. BSS represents the frequency how many times each identified SNP is replicated via penalized method in the bootstrap sets. BD, a manic depressive illness [20] , is a dangerous disease usually accompanied by disturbances in thinking and behavior, and may lead to serious injury or even death. Sibling recurrence risk (As) ranges from 7 to 10 and heritability does from 0.8 to 0.9 [21, 22] , which supports that inherited genetic variation plays a major role in causing BD. There have been several genetics studies investigating the effect of multiple risk alleles on BD [23, 24] .
B. Quality Control
Samples were genotyped on the Affymetrix GeneChip 500K Mapping Array Set [1] . Quality Control process is implemented for 5000 individuals (2000 BD 3000 Control) with 500,568SNPs. SNPs with minor allele frequency (MAF) < 5%, missing genotype frequency > 5%, hardy weinberg equilibrium (HWE) in all 2 control cohorts < 5.7*10-7 , allelic and/or genotypic association between 2 control cohorts p-value < 5.7*10-7 are excluded. Imputation for missing genotype is implemented using fastPHASE. After the quality control process, 4,806 individuals (1,868 cases of BD and 2,938 controls) and 354,022 SNPs are included in the analysis.
C. Statistical Analysis
At the prescreening step, single SNP analysis is performed for 354,022 SNPs which passed the quality control process. Population stratification refers to differences in allele frequencies between cases and controls due to systematic differences in ancestry rather than association of genes with disease [2] . In order to control false discovery rate resulted from the population stratification, we include four adjusting covariates -sex, age, and two principle components-to the model (9) . For joint selection of SNPs, a multiple logistic model was fitted for top 1,000 SNPs. EN regularization method was used to estimate coefficients.
We assumed a tuning parameter a = 1/2. A value A = 0.00365 was chosen by tenfold cross-validation, which minimized the mean squared error. After joint selection via EN, 639 SNPs showing strong joint association with the BD status were automatically selected. A thousand of permutation samples with size 4,806 were generated by shuffling the labels of phenotype. Then, EN regularization method was then applied to the 1,000 permuted data sets and 1,000 bootstrapped data sets. We used the same fixed value of A. Then, the scoring measures were computed such as PMP from permutation data sets and BSS, BES, and adjBES from bootstrap data sets. The SNPs survived from both the prescreening and the joint analysis via EN were ordered by these scoring measures.
In order to compare the scoring measures, we construct prediction models using the same number of SNPs which are ordered by different measures. Other scoring measures such as p-value from single SNP analysis and effect size of coefficient estimator are also compared to the scoring measures based on resampling procedures. Support vector machine (SVM) is used to predict BD status. Prediction accuracy and AVC are calculated by tenfold crossvalidation. Taking into account for the different numbers of cases and controls (1,868 cases and 2,938 controls), balanced accuracy (BA) is used instead of accuracy. Fig. 2 plots the predicted BA from 50 to 500 SNPs with 50 intervals. BA of the prediction models using a relatively small number of SNPs are plotted on Fig. 3 . The x-axis represents the number of SNPs from 10 to 50 with 10 intervals. Both Fig.2 and Fig.3 show the tendency that prediction accuracy improves as the number of SNPs increases. In Fig.2 , scoring measures based on joint analysis tend to perform overwhelmingly better than that based on single SNP analysis in the prediction models using more than 50 SNPs. However, the ranking fluctuation, when the number of SNPs is relatively small (Fig.3) , makes it difficult to identify a 'leading measure' showing the highest value of prediction BA. While the rank fluctuates for the case of the small number ofSNPs, PMP dominates the other scoring measures when more than 100 of SNPs are used to construct the prediction model. Scoring measures based on joint analysis overwhelm the single SNP analysis when prediction models include more than 20 SNPs. Fig. 5 shows that, for 10 to 50 SNPs, there is no leading measure which continually shows a higher AUe value than other measures. However, for prediction models using more than 100 SNPs, PMP performed better than other scoring measures, as shown in Fig. 4 .
Scoring measures such as BSS, BES, and adjBES which are based on bootstrap resampling method show similar or even lower value of AUe than the measure based on the effect size. Note that the effect size can be easily yielded from the joint selection on the original data. It means that the scoring measures based on bootstrap samples are not useful in terms of both computational efficiency and prediction performance.
IV. DISCUSSION
In this paper, we proposed several scoring measures for a joint SNP selection based on resampling procedures such as permutation and bootstrap methods. The difference between bootstrap and permutation methods is whether or not the association with disease is the same as the original data. Bootstrap data keep biologically meaningful association which original data set has. Thus, the scoring measures based on the bootstrap data such as BSS, BES, and adjBES can be considered to be derived from the empirical distribution under the alternative hypothesis. On the other hand, when labels of case and control are shuffled, the biological association disappears [2] . Thus, the permuted data can be used for estimating the null distributions of coefficients. Especially it is useful for estimating the pvalues when probability distribution of the coefficient is difficult to handle. Since most distributions of penalized estimators are not easy to derive, the empirical distribution based on permuted data sets can be useful to estimate the null distributions of penalized estimators. PMP can be used as an empirical estimator of p-value of penalized coefficients. As shown in (4), bias of penalized estimators is adjusted by subtracting the permutation sample mean pi A P from Pj and p] .
For evaluation of the scoring measures, real data analysis was performed on BD phenotype of WTCCC and prediction performances were compared to each other. Our analysis suggests that PMP tends to have better prediction accuracy and AVC than other scoring measures when using more than 100 SNPs. However, on the prediction models using a relatively small number of SNPs, the leading measure which is continually showing the highest prediction accuracy regardless of the number of SNPs does not exist.
There is always a trade-off between computational burden and estimation accuracy in selecting causal SNPs on high-dimensional data. In order to handle these problems we implement a prescreening step. It is based on the sure independence screening (SIS) method [9] . In order to release computational burden while keeping all the important SNPs, the size of prescreened SNP set should be small enough to make computation feasible and big enough to contain susceptible SNPs. It has been shown that all the important variables survive after applying SIS method. Fan and Lv [9] presented n -1 or n x log(n) as the number of prescreened SNPs. For determining the optimal number of pre-selected SNPs, we performed the multi -step approach for the different numbers of pre-selected SNPs which ranges from 1000 to 4000. Since there is no evidence of difference prediction accuracies and AVCs among the evaluation measures, we only reported the result of top 1,000 SNPs for convenience.
There are several advantages of using EN penalty for joint SNP selection. The EN penalty is combination of ridge and lasso, thus it takes advantages of both ridge and lasso penalties [10] . The lasso term plays a part in automatic SNP selection especially when there exists only a relatively small number of causal SNPs [11] . However, the existence of multicollinearity among SNPs cannot be revealed by the lasso term alone. The ridge term plays a part in dealing with this problem and provides stable estimation. EN outperforms lasso in terms of selection consistency [10, 11, 14, 16] . Moreover, it has been shown that EN consistently selects the true model even under the sparsity condition, where the total number of predictors and the sample size go to infinity [25] . Any penalization method selecting SNPs automatically can be used instead of EN at the joint analysis step. Scoring measures are calculated from the joint analysis step via the penalized method.
The recommended number of resampled data sets depends on the number of SNPs which are selected from the joint analysis. When the number of resampling is small, the resampled data set tends to assign a tied score to different 857 SNPs. Even when the number of resampling is larger than the number of SNPs, there might exist SNPs which have a tied value of scoring measure. We handle this tied problem by using additional scoring measures such as the effect size ofSNPs.
