Introduction
measuring the discrepancy between intrinsic and linear dimensionality that we call dimensionality 92 gain. 93 In Sec. 2, we then show how low-dimensional latent coding can arise through learning. In 94 particular, we show that this can emerge in an RNN trained with predictive learning to anticipate 95 future observations in a simulated navigation task of a simple 2-D environment. Interestingly, this 96 is not the case for similar networks that are trained to auto-encode (i.e. compress) their inputs, but 97 do not predict them over time (Sec. 5). In Sec. 3 we dive into the analysis of the learned neural 98 representations, and in Sec. 4 we provide general theoretical arguments linking predictive learning 99 with the extraction of the low-dimensional latent space in a task. 100 101 In this section we build a model displaying a basic phenomenon that we refer to as low-D coding: . This indeed will be our case study in the following, but it is important 106 to stress that our considerations are valid more in general and an analogous analysis can be carried 107 out for other cases such as orientation selective visual neurons or hippocampal time cells. 108 We consider an ensemble of place cells with Gaussian tuning curves that are uniformly . We refer to the vector of activities 0 of all neurons at 120 that specific point in space as the neural representation at location 0 .
Latent and neural representation spaces

121
As the agent navigates the environment, describing a trajectory in the 2d latent space, the 122 representation traces out a trajectory in neural space; that is, the -dimensional space spanned 123 by the activity of all neurons in the population. A common way of visualizing this is by projecting The PR dimensionality for the representation manifold induced by place cells (Fig. 1) shown in the inset of Fig. 2d . This matrix has a diagonal band structure and within this structure 167 each element is a matrix with a diagonal band. It is a matrix of matrices which reflects the 2d 168 structure of the latent space , .
169
The PR as a function of the number of neurons or number of points sampled from the manifold 170 is shown in Fig. 2b We suggest the following metric to measure the extent to which a given representation linearly 183 expands the "true" dimensionality of the manifold, which we call Dimensionality Gain (DG):
In Fig. 2c we show the Dimensionality Gain (DG) as a function of the width for the example of The environment is tiled with 64 64 = 4096 locations, and at every step the agent moves forward to 206 the tile best aligned with the updated direction unless its step collides with a border, in which 207 case no movement occurs. An example trajectory is shown in Fig. 3a , where each position in the 208 environment is again identified by a specific color.
209
The agent is equipped with sensors oriented in the direction (see Fig. 3b ). The task of the RNN 210 is to predict the sensory observation of the agent on the next time step, given the current sensory observation (see Fig. 3c ).
212
As the agent traverses the environment, it traces out a trajectory in three spaces: the latent 213 variable space ( , , ), the observation space, and the neural representation space. As the RNN 214 learns to predict the next observation, the neural representation will change to better perform the 215 task. This representation is influenced both by the observation space (since the task is defined purely 216 in terms of observations) and by the latent space (since the latent variables are a low-dimensional 217 generative model for the observations); a priori, it is not obvious which space's influence will be 218 stronger.
219
The neural representation at the end of learning (see Fig. 3d ) represents latent information. This 
and Methods). The inset shows the
2 norm of the activations computed during training on the representation (although this is not used as a regularizer). e) Place cell activities: average activity of 100 neurons (one per small quadrant) against the ,  coordinates of the latent space. f) Head direction activities: average activity of 100 neurons (one per small quadrant) on the latent space against the agent's direction . The preceding analysis suggests that neural representation manifold and single neuron coding 269 are tied to one another, as they are both linked to the latent space. We proceed to study how the 270 manifold and its connection to the latent space emerge over the course of predictive learning. 271 In Fig. 3 we highlighted two different ways to access the dimensionality of the representation: Sec. 1 where we showed that local manifold fields tend to increase the DG. of : +1 = ( + ( )). We choose a point * ∈  around which to expand to get:
The learned neural representation manifold and its signatures
where ( * ) is the Jacobian matrix of evaluated at * . In the above, we assume that the trajectory 314 stays close to * so that the linear regime dominates and higher order terms can be neglected.
315
This may only hold momentarily so that this linearization remains a local approximation (more on 316 this below).
317
We now turn to the update rules of the artificial recurrent network, also defined as a discrete- dynamics in latent space induces a dynamics in representation space that is sketched in Fig. 6a . 322 We compare the effect of two cost functions on learning in the network, given an agent's 323 trajectory { |0 ≤ ≤ } in latent space: one predictive and another non-predictive, respectively 324 represented by
For the predictive coding objective  , we use (4) and (5) to obtain
Assuming that the activity of the network remains in a regime where is approximately linear (for 327 convenience, with slope 1), we can further simplify (7) into 328
The two terms in this inequality suggest a possible solution to minimizing  : to "auto-encode" the 329 observation at the current time while learning a linear representation of the observed dynamics.
330
The latter necessarily implies a low dimensional representation, the same as latent space. To see 
where and are applied column-wise to . 
Non-predictive learning fails to extract low-D latent manifold
361
A central idea in this article is the importance of the learning being predictive, so that the underlying 362 RNN is learning to anticipate the observation on the next timestep into the future. is the predictive 363 aspect itself necessary to produce the phenomena studied above? Here we address this question 364 by directly contrasting predictive learning with the non-predictive case. 365 We train each of 100 RNNs, which differ only in the initialization of their weights and the 366 agent's trajectory, in two different scenarios: predictive learning and recurrent auto-encoding; that 367 is, predicting the next step observation +1 as described earlier and auto-encoding the current Figs. 5c and 5d). In contrast, by this metric the networks trained to auto-encode the observations 380 did not develop representations that encode the latent space, but rather only the observations. The dimensionality of the learned representations also differs strongly between the predictive 389 and non-predictive settings. We show this by displaying the PR and ID for networks trained through 390 predictive learning in Fig. 7d , and on the auto-encoding task in Fig. 7e . In the first scenario PR 391 grows and ID decreases throughout training. In the second PR grows but ID does not decrease, 392 as the representation doesn't "extract" the latent manifold. We can summarize these properties 393 by analyzing the Dimensionality Gain (DG) as above; recall that this is the ratio between the PR are being constructed by predictive learning to reflect the relevant latent variables in a task.
Conclusion and discussion
419
Signatures of predictive learning in neural data 420 What features would one expect to find in biological data from a neural network that is performing 
. In the case of the example of Fig. 1, if we assume that all the locations of the 608 latent space ,  are visited with the same probability, then we can compute the covariance matrix 609 of the representation . The entry of the covariance matrix that corresponds to two neurons, 610 and , with neural fields centered respectively in position ≡ ( , ) and ≡ ( , ) = + Δ =
611
( + Δ , + Δ ) and with isotropic variance ≡ ( , ) = ( , ) is given by:
where  is a Gaussian with variance normalized to 1 as described in the main text. Eq. 11 shows 613 that has a band structure; in particular it is in Toeplitz form, with entries that decay with the 614 distance between neurons in latent space (Gao et al., 2017). We can now compute the terms in 615 Eq. 10 that determine the PR. Specifically we obtain:
Thus the PR in the limit of large is:
This shows that the PR dimensionality grows with the inverse of the width of the Gaussian kernel. 
