Educational data mining and learning analytics promise better understanding of student behavior and knowledge, as well as new information on the tacit factors that contribute to student actions. This knowledge can be used to inform decisions related to course and tool design and pedagogy, and to further engage students and guide those at risk of failure. This working group report provides an overview of the body of knowledge regarding the use of educational data mining and learning analytics focused on the teaching and learning of programming. In a literature survey on mining students' programming processes for 2005-2015, we observe a significant increase in work related to the field. However, the majority of the studies focus on simplistic metric analysis and are conducted within a single institution and a single * Working group leaders Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).
INTRODUCTION
Understanding why students succeed or fail in computer science courses is a fundamental drive for computer science education research (CSEd), yet, as a research community, we are still struggling to routinely collect data to systematically study and explore this as identified by Lister in 2010 [75] . This is despite initial promising works at the beginning of the century [43, 59, 83, 116] . With the use of online learning systems has come a significant growth in the capture and analysis of student performance data. This focus on systematic collection and analysis of learner-oriented data is also based in part on the drive to move from more subjective, anecdotally-oriented CSEd experiences, to empiricallybased, data-driven research methods. This strategy can lead to more rigorous, higher-quality evaluation of proposed teaching methods or interventions, as well as help in teasing out the tacit factors that contribute to the observed learning outcomes.
This ITiCSE 2015 working group focused on creating a foundation for CSEd research based on mining data collected as students work on programming problems. Literature suggests that there has been a substantive rise in data collection for evidence-based research in programming. Little, however, has been done to date on relating studies to each other, categorizing the types of data and the ways in which it is collected, or reproducing findings with similar data sets. As such, the main objectives of this work have been to: (i) systematically identify and analyse relevant works in the literature; (ii) meaningfully categorize these studies; and (iii) identify discipline-specific challenges related to replication and reproduction.
To address the above objectives, we identified and surveyed existing literature in this area to gain an understanding of the different approaches being used. We analyzed the critical commonalities and differences in the tools and strategies being used to collect and analyze data from student work processes and artefacts, and examined issues and challenges related to reproducing prior studies and results. This emphasizes the value in relating studies to each other and encourage the reproduction-the deliberate re-investigation of a question in a similar (but not necessarily identical) context-of published studies. To better understand the landscape of replication studies, we propose a taxonomy that classifies existing works based on how three main criteria, namely researchers, analysis methods, and production, change with respect to the baseline study.
Our vision for routine data collection as students work on classroom activities goes far beyond providing a solid basis for evaluating classroom research questions. Once researchers become accustomed to systematically collecting learner data to support research, these methods will eventually grow to see use by practitioners as well. In the future, by routinely collecting performance and skill data as students work in a course, data analytics and support tools can be regularly applied to provide instructors with greater insight into what is actually occurring in the classroom, opening up new opportunities for identifying individual student needs, providing targeted activities to students at the ends of the learner spectrum, and personalizing the learning process. This research aims to support moving toward a data-driven practice of teaching that uses the best ideas from continuous process improvement in a learning context.
To provide a head start to the process of replication, we introduce a novel taxonomy that can help other researchers to identify different types of replication studies, which provides an overview on what types of replications can be done in general. This and challenges of replication in general are discussed in Section 3. Section 4 describes how programming data is collected, lists important attributes of the data sets being used in current research and advocates for more standardization in the reporting of meta-data and the use of data collection infrastructures. Section 5 focuses on the issue of reproducibility and includes three case studies that illustrate the challenges encountered when reproducing existing studies. Finally, the article concludes with a discussion of the grand challenges facing the field in Sections 6 and 7, respectively.
LITERATURE SURVEY
The driving questions for the literature survey were the following:
• What information about the teaching and learning of programming can be gained through the analysis of programming data?
• Which of that data can be collected and analyzed automatically?
• What are the challenges of using the study results in practice?
Method
For the survey, we adopted a light version of the guidelines for systematic literature reviews [70] .
Identification of Relevant Literature
Constructing an effective search string for literature dealing with "programming data" that can be "analyzed automatically" proved infeasible. To search for literature, the group started out with a set of relevant papers that should be found with a database search (Gold Standard). Pilot searches on several databases 1 with varying search strings returned too many irrelevant papers and few papers from our Gold Standard. Even restricting the domain to the teaching and learning of programming returned too many irrelevant publications, and missed many relevant papers. The group could not define a search string that resulted in an acceptable balance between precision (result included only relevant papers) and recall (result included all relevant papers).
To solve this problem, we identified a number of key venues (see Table 1 ) that were searched manually. To ensure the reliability of the search process, two independent reviewers were allocated to each venue to search through the years 2010-2015 and include/exclude papers based on their titles and abstracts. A description of the inclusion/exclusion criteria can be found in Section 2.1.2. Since the inter-rated agreement was almost 100%, the remaining years (2005) (2006) (2007) (2008) (2009) were searched by only one reviewer. To avoid a premature exclusion of potentially relevant papers, we adopted an inclusive approach; all undecided papers were included in a first step.
All included and undecided papers were then compiled into a "master list" and checked by a second reviewer. After this step, the master list contained 101 papers that were subject to data extraction and quality assessment. 1 We used the ACM and IEEE Digital Libraries, Scopus, Springer Link and Google Scholar. 
Inclusion/Exclusion Criteria
The inclusion of an article was determined based on the following criteria:
• The programming problems are open-ended -We excluded systems that are custom-defined for certain types of problems or algorithms as they are not easily transferable to other contexts. Regarding the programming language, we included only languages or systems in which programs are composed of statements and control structures in the form of text or textual blocks. This includes all general-purpose programming languages, but also systems like Scratch, where programs are composed of blocks that contain such elements. Visual languages or systems, such as Kara [51] for example, were excluded.
• Data collection relates to the programming processThe data should make it possible to analyze the approaches that a student is taking while solving a problem and their way of working. This can include sequences of assessments or coding snapshots, meaning that related multiple data points are collected, as well as single data points collected a number of times, e.g. a summary of compilation results for a class.
• Data collection and analysis is automated -This is essential for facilitating real-time support and in contexts where human support is limited or restricted. This is particularly critical in situations where traditional supervision does not scale, since students are distributed and number in the thousands, like in many MOOCs and institutions with very large classes.
• Length > 3 pages-Short papers were excluded.
Data Extraction and Quality Assessment
For data extraction, we developed a form based on the driving questions for the literature survey, described above, and Malmi et al.'s categorization of computing education research [79] . Quality assessment was done together with data extraction. For this purpose, we adapted the quality criteria for research proposed by Downs & Black [34] and Runeson & Höst [95] and added them to the data extraction form.
The final data extraction form contained the following main categories:
• Paper identification
• Methodological aspects of the research
• Context of the research, including details about the course, the subjects, and the tasks the subjects had to carry out.
• Data that was collected and how it was collected and analyzed
• Overall results
• Quality assessment
All items of the data extraction sheet can be found in Appendix A. Of the 101 articles that were left after the inclusion/exclusion phase another 25 were excluded during the data extraction phase. The full list of primary papers can be found in Appendix B.
Results
We analyzed 76 papers distributed over the time period from 2005 to 2015, as shown in Figure 1 . As it can be seen, the rate of papers being published on this topic has increased rapidly over the past ten years. To determine whether this was due to increased interest in the subject or whether it was just due to more papers being published in the searched venues, we also analyzed the number of papers greater than 3 pages long published in each venue per year. We found that almost all of the chosen venues had a constant rate of publication, the only exception being the International Conference on Educational Data Mining, which has grown rapidly over the past eight years (from 17 papers in 2008 to 91 papers in 2015). This implies that there is a general increase in interest in educational data mining, in addition to the subfield of educational data mining of programming data.
The papers which met the inclusion criteria came from almost all of the venues we investigated (see Table 1 ). The two largest conferences, SIGCSE and ITiCSE, accounted for 40 (53%) of the included papers. A large number of included papers were also published at the ICER conference (8/162 ). In contrast, we found no papers that could be included from TLT, and very few from the ACM Transactions on Computing Education, previously known as JERIC (1/195) , and the Psychology of Programming Interest Group Workshop PPIG (1/166).
Our analysis will next explore the results of the data extraction, starting from a thematic analysis of the research goals, and finishing with the assessment of quality. 
Research Goals
The research goal and motivation were extracted from each article and subsequently analyzed by three researchers, who performed a thematic analysis. The researchers first labeled the extracts individually, after which the labels were discussed jointly to form a common consensus on the main themes and goals. During the process, three overall categories emerged: student, programming, and learning environment. Articles that were placed within the student category were concerned with, for example, predicting student performance, student affect and estimating students' knowledge. Articles in the programming category were concerned with for example, identifying programming behaviour and strategies and errors made in programming, while the learning environment category was related to (students' use of) tools and automated testing, grading and feedback, and the like.
For each category, a number of subcategories were identified. As is natural for such analysis, there were cases where the original authors did not refer to their research goals using the same terminology that emerged during the thematic analysis -in some cases, the terminology of the article referred to other subcategories. Such cases were resolved by the researchers after careful analysis of each paper, and in some cases, if a single category could not be agreed upon, the article was placed in more than a single category. Such cases were visible in works that focused on common errors from the programming process, but also correlated those errors with course outcomes, categorized under the programming category, while work that focused on course outcomes and students' performance, but also analyzed students' programming errors and correlated those with course outcomes, was categorized under the student category. The results of the categorization are given in Table 2 .
Approach
The "Approach" classification sought to identify in the papers the nature and breadth of the research undertaken. The type of research was classified into one of six categories: case study; constructive research; experiment; study; survey research; or other. Multiple categories could be chosen, for example both constructive research and study may be chosen if the paper reported in depth on the development of a tool and presented data on its use in a classroom setting. Of the papers, 59 (78%) were considered as a study, where results reported data collected in a natural setting, such as in class activity. This is in contrast to only 11 (14%) that were classified as experimental research, where formalised experimental environments were set up in order to collect the data. This suggests that researchers prefer to collect programming process data in situ, possibly hoping to understand student programming behaviours as they occur in more natural environments. It is also important to highlight that 15 (20%) were categorised as constructive research, suggesting there is a perceived importance placed on reporting in detail the construction of tools to aid in the collection of programming process data.
Very few studies were founded on formal theories or known pedagogical models. While many papers would mention some underpinning educational theories, only 8 (11%) formally referenced and utilised a specific theory or model in the development of a tool and/or the analysis of the data collected.
When considering the breadth of the research and data presented, of key interest is that the majority of studies (62 studies, 81%) presented work conducted within just a single institution. Reasons for the lack of multi-institutional work (in particular data collection) are unclear. One perspective may be the difficulties, or perceived difficulties, with data privacy and ethical issues. However, as will be discussed further in a later section, very few papers raised any issues regarding the ethics or privacy of their work or data.
Few of the studies suggested any breadth of work in the form of longitudinal data collection or data collected across multiple courses. Only 15 (20%) studies presented work that could be considered longitudinal in nature, where data was collected from students over multiple offerings of a course or courses. More positively, 26 studies (34%) presented data captured across multiple courses. This however is still low, and while proof of concept studies are important, it highlights that for rigour of work in the area, more studies must be undertaken that seek to capture data from more than just a single offering of a course.
Given the nature of the type and breadth of the data presented in the literature, it is unsurprising that there were very few replication or reproduction studies represented. Indeed, only 5 (7%) were studies that sought to replicate or reproduce previously published work. Reasons for this low result are unclear, however may relate to the infancy of work in this area or inherent difficulties in building upon existing work, whether this be for technical reasons or those relating to privacy and ethics.
Context
Context sought to understand the programming language and environment being used for process data collection. The vast majority of studies focused on programming within a course context (61 studies, 80%). Ten studies (13%) indi- Testing Behavior Analysis of students' source code testing behaviors [21, 40] cated that process data collection was undertaken outside a formal course context, while the remaining 5 studies did not explicitly state the research environment. The study course environment was predominantly introductory programming courses (30 studies, 39%). This captured those explicitly named as such, as well as those often labelled as CS1. Follow on, or more advanced courses such as CS2, were captured in 11 (14%) of the studies reviewed. Miscellaneous university-level courses such as Data Structures and Algorithms, Object-Oriented Design, Web Programming, and variations accounted for the rest. Three studies indicated that process data had been collected in pre-CS1 or "after school" contexts. One key statistic of note is that only 3 studies explicitly mentioned that more than one course was studied, again highlighting the lack of breadth in the studies examined. Unknown courses accounted for 26 studies (34%). Given that most studies reviewed were single course/single institution, it was curious that many studies did not report the course context of their study, however as indicated above, 10 studies did acknowledge that data was collected outside a course context.
Regarding the programming language, Java was the most common programming language being studied (45 studies, 48%). Python was considerably less with only 8 instances (11%), and C++ with 5 (7%). Of the papers surveyed, 13 did not explicitly state the language being used. Of note is that only 7 (9%) mentioned that more than one language was examined. The reasons for the dominance of Java need to be examined further. It was not clear from the studies if this was based on characteristics of the language specifically, characteristics of available development environments, or simply what was used in the course in which students were enrolled.
Integrated Development Environments were the most varied context element. Given the prevalence of Java, it is unsurprising that BlueJ (14 studies, 18%) and Eclipse (6 studies, 8%) were two of the more widely mentioned. From all the studies, 23 (30%) did not acknowledge a specific development environment.
Subjects
The nature of the participants was captured by looking at how many students were part of the data collection process and at what level of study they were. The minimum number of students recorded was 10, however one study reported having collected data from 265,000 students (although these may not be different students). The spread of numbers was fairly even. 17 studies (22%) reported having less than 100 students from which data was gathered. The largest proportion of studies had between 100 and 500 students involved (32 studies, 42%). Only 2 studies (3%) had between 500 and 1000 student participants, however 12 studies (16%) reported having process data from over 1000 students. It is encouraging to see that so many studies had such large data sets, as it makes it easier to apply more traditional educational data mining methods. 13 studies did not report specific numbers.
Of the study level of the students, it was often difficult to ascertain the exact nature of the students, in part due to differing terminology, but in many cases due to reports not specifying what specific level of study students were at. The majority of students were specified to be first year or CS1 students (31 studies, 41%), while 12 studies (16%) specified that students were at a second year or CS2 level. At a more advanced level, 2 studies (3%) reported students being in their 3rd year of study, and the same number reporting data collected from postgraduate students. It is important to note that 7 studies (9%) indicated that the nature of the students was mixed, in most cases still at a university level. Of other note is that in 8 studies (11%), the students were at a High School or pre-CS1 level. In 14 studies (18%) the specific level of the students could not be determined.
Task
The Task classification sought to capture the nature of the programming task/s that students were asked to undertake in order to capture the process data. Most studies (61 studies, 80%) required students to complete multiple programming tasks, rather than just a single task. Specific detail on the task/s was often difficult to ascertain from the literature. Many studies described them simply as "small programming tasks", "programming problems" or "programming assignments". In some cases specific detail was provided describing the nature of the task. Examples of the programming tasks being assigned to students included implementing specified algorithms (such as searching and sorting), creating graphics, and even implementing computer games.
What could be gleaned from the papers were some fundamental characteristics of the tasks. To begin, all were described (or could be recognised to be) open ended tasks. This was an inclusion criteria of the selected literature and the categorisation process confirmed that this was the case. In 47 studies (62%) it was explicitly stated that the tasks were being assessed, with only four studies (5%) indicating that the tasks were not. The presence of assessment could not be determined in the remaining 25 studies reviewed. It is surprising that so many studies either focused on, or required that, the programming tasks being undertaken were assessable. However it is also likely that many of those that were undetermined may not have been being assessed. Finally, 37 of the studies (49%) stated explicitly that the data collection process also afforded automated feedback back to the students. Of the other studies, 13 (17%) did not provide such feedback, and the remaining 26 did not explicitly state one way or the other.
Data and Collection
Out of 76 studies, 24 (32%) stated that they informed students that data would be analyzed, and only 6 studies (8%) specifically stated that the data collected was anonymized before analysis. This is not to say that the remaining papers did not inform students or anonymize the data; they simply did not report what had been done in the paper. In terms of the level of data reported, we found that papers trended towards logging high-level data (submissions, n = 33) more often than low-level data (keystrokes, n = 14). Comparing the level of data collected to the year in which the paper was published revealed that keystroke-level data has only been regularly used for data collection in the last few years.
Additionally, we found that open data sets are exceedingly rare in the literature we reviewed. Only 4 studies (5%) were based on open datasets. Three of these studies were using the Blackbox dataset [18] , while the last provided open tools and detailed data within the paper.
As the purpose of the studies was to examine students' programming processes, a straightforward way to set up a data collection could be to use the program solutions submitted by students during a programming course. To obtain more fine-grained information about students' actions, it is also possible to automatically log students' actions as they work on the programming assignments. The log information can, for example, contain all the interactions the student completes within the IDE or even the individual key strokes.
In 47 of the studies (62%) the automated data collection was conducted by instrumenting the programming environment or the computer that the students used so that the programming environment automatically logs students' actions for research purposes. In 21 studies (28%) there was no instrumentation of the programming environment. In these cases the research data consisted of materials that the students explicitly submitted. Eight of the studies (10%) did not clearly state if the programming environment was instrumented for data collection. The most often mentioned data collection instruments were WebCAT (nine studies), BlueJ or an extension of BlueJ (eight studies), and CodeWrite or its plugin (five studies).
To complement the automatically collected information, other data collection was also included in the studies. The most typical data collection method was the use of a questionnaire (16 studies out of 76, 21%). 8 studies (11%) used manual assessment outcomes, for example assignment grades, exam results or final marks of the students. Observations or interviews were included in 3 studies (4%). One study used screen recordings that were coded qualitatively, statistics of video views and students' actions on discussion forums.
Analysis Methods
Regarding results analysis, a variety of analysis methods were conducted. Descriptive statistical methods were most common (63 studies, 83%), with most studies at least reporting basic counts and percentages. 22 studies (29%) also conducted more detailed statistical analysis, such as inferential, Bayesian, t-test, and the like. 14 studies (18%) conducted some form of exploratory statistical analysis, such as correlation, regression, or factor analysis.
Methods of interpretive analysis were also present in the studies reviewed. Interpretative classification, such as classifying based on an existing classification scheme or one that is refined during the analysis, was present in 6 studies (8%). Interpretive qualitative analysis, such as the data-driven formation of qualitatively different categories, appeared in 12 (16%) papers. Automated classification was accounted for in 11 studies reviewed (14%). Finally, 3 papers did not present any formal analysis of data at all.
Quality
We performed a quality assessment of the reviewed papers by selecting 15 questions to evaluate each paper on. The questions which were used to assess the quality of the reviewed papers were adapted from quality criteria for research by Downs & Black [34] and Runeson & Höst [95] . The final quality criteria questionnaire is a part of the Data Extraction Form included as Appendix A.
We found a normal distribution of quality scores across studies, with an average score of 7.37/15 (sd 3.787). In examining individual assessment questions, we found several items which the group of papers did particularly well on, and a number which were sorely lacking. We describe the items here, with suggestions for future work.
The most-often-met quality metrics were "The hypotheses/aims/objectives of the study are clearly described" (with 79% of the papers meeting the metric) and "The main findings of the study are clearly described" (also 79%). This shows that the majority of papers had clear goals, were successful at demonstrating what they had achieved, and adequately shared their findings.
On the other hand, the least-often-met quality metrics include "Confounding factors have been acknowledged and discussed" (25%), "Threats to validity are analysed in a systematic way and countermeasures were taken to reduce threats" (22%), and "Ethical issues were acknowledged and discussed" (3%). The first two items demonstrate that the studies do not often consider factors outside of the collected data, despite the fact that most studies did not collect or present demographic information (which could lead to many confounding factors). The last item demonstrates that the field has not yet engaged in a general discussion of the issues related to privacy and ethics that other branches of data mining have dealt with.
Concluding Remarks
Overall, during the literature review, we observed that there has been a significant increase in the amount of articles that are exploring student-constructed solutions to programming problems. The underlying themes were often related to approaches for helping the student or the teacher, such as evaluating approaches for providing feedback, identifying at-risk students, or extracting programming strategies or patterns that could, perhaps, be used during the instruction to inform students on their choices.
A number of papers were also driven by a post-hoc analysis approach, such as course results and their connection to variables extracted from the context. Whilst such studies are valuable to the field, this also provides evidence of the relative immaturity of the field, as longitudinal studies, where the effect of an intervention would be measured across a number of courses or institutions, are virtually nonexistent.
The lack of cross-institution co-operation may be explained by ethics and privacy issues related to working with student data, which were not often discussed in the papers. At the same time, similar to the working group on Smart Learning Content at ITiCSE'14 [19] , we also observed the existence of a number of tools and systems used for collecting process data, and that those tools are not often shared or used across institutions.
The relative immaturity of the field is also evident in the way in which confounding factors are reported, and how often researchers sought to replicate or reproduce previous work. Whilst novelty is valued, building a more coherent picture of the factors that contribute to the observations needs to take place for the field to evolve.
VERIFYING EXPERIMENTAL FINDINGS

Re-analysis, Replication, and Reproduction
As discussed above, much of the research in our field is isolated and attempts at verifying the results and findings of others are rare. Juristo et al. [47] studied how several disciplines verify experimental findings. They identified three major groups of methods. Based on this analysis, they proposed to use the terms re-analysis, replication, and reproduction for identifying verification methods.
In re-analysis, data from a previous experiment is used to verify the results, i.e. there is no change in the production. Re-analysis can be used to verify that no errors were made during the data analysis phase and that similar findings can be obtained using the same data as in a previous experiment.
In replication, the method from a previous experiment is followed to verify the results. Replication can be used to verify that the observed findings can be discovered more than once with the same method. For example, in software related studies the experimenter can vary the subjects (students) or the software artifacts (tools, systems).
In reproduction, the hypotheses from a previous experiment are tested to verify that the findings are independent of the experimental method used. This ensures that testing the hypothesis is not dependent on any particular procedure, materials or instruments used in the experiment.
Based on the literature review, replication, i.e. changing subjects and/or used tools, and reproduction, i.e. changing the data analysis approaches and methods but seeking the same phenomenon, as well as their combination, were the most common ways of verifying previously observed findings in our field.
The R.A.P Taxonomy
Our literature review showed that reproduction studies can be performed by the same or different researchers, can create new data, or involve different types of analyses or key considerations, while still looking at the same dataset as the baseline study. To better understand the landscape of reproduction studies, we propose three main criteria, namely, researchers, data analysis, and production. The researchers criterion captures whether the same group of researchers is involved in the reproduction and baseline studies. The data analysis criterion captures whether the same or new data analyses were performed, whereas the production criterion captures whether new data or information is produced.
An extreme interpretation of reproduction is that all three key components, e.g. data, researchers, and the method used to analyze the data set, should be renewed or designed anew. However, studies in which all three components are not necessarily changed do exist, and in fact, any of the three can be changed or kept intact to produce results of interest. This is illustrated in the Venn diagram in Figure 2 . In it, the three components of reproduction are intersected to highlight the different types of studies that can be undertaken, and to provide insight into the specific significance of the work being undertaken. The most strict interpretation of reproduction, where all three research elements are changed, is depicted in the middle as 'R.A.P'. At the other extreme, if none of the components or only researchers (R) are changing, this signifies that researchers are simply re-analyzing or reviewing previous data or studies. In the following, we systematically go through all possible combinations in order to highlight the significant contributions each combination can make.
The baseline for the naming conventions used are derived from [47] in which the authors analyzed 18 replication classifications. Based on those, they identified the three major groups that were described above. To distinguish between these categories and to elaborate the notion of reproduction in more detail, we propose a more detailed novel classification to categorize different types of studies. Thus, we have introduced additional labels in order to recognize the difference among these. In the following, the two extremes highlighted earlier (re-analysis and reproduction) still exist. However, we can see that there are a number of replication studies that are different from each other that lie within these two extremes.
• R = re-analysis-a different experimenter is following the same analysis done before with the original data set for review purposes.
• A = extended analysis-an experimenter is extending the baseline study by looking at a previously analyzed data set, but using new analysis methods.
• P = repetition-an experimenter is repeating the same analysis with new data, e.g. applying proven analysis techniques on a different data set, or collecting similar data each year in order to undertake a longitudinal study.
• R.A = verification-the same data set is looked into again by a different experimenter and using a different analysis method to verify the conclusions.
• R.P = replication study-a different experimenter is following the same analysis method as in the baseline study, but using their own different data set.
• A.P = triangulation-an experimenter is collecting a new data set to be analyzed with a new method.
• R.A.P = reproduction-a different experimenter is analyzing their own new data set and following a new analysis method designed for the study in order to test the hypotheses in the baseline study.
We understand that the strict requirements of reproduction emerge from natural sciences -where a new finding should be verified by many different research groups in different places until a hypothesis is accepted by the community. However, in our discipline, many other types of verification studies can be designed and still make a significant contribution to the field. The taxonomical approach described here can help guide other researchers in identifying the ways in which their work contributes to the existing body of knowledge. 
DATA COLLECTION
Data are the fuel of educational data mining and learning analytics. Collecting and sharing data plays a key role in verifying experimental findings. Without data sharing, verification and re-analysis is simply not possible. In order to replicate or reproduce a previous study, one needs to collect data that is related to the previous research. Because of the significance of the topic, we describe the state of the art in data collection of programming traces as well as the differences in various data collection approaches, including the granularity of the data which describes how students have solved programming problems. Finally, we also consider ethics related to gathering and sharing such data.
How Data are Collected
If researchers wish for data collection on student behaviors to be routine and systematic, the only practical approach is to automate. Different researchers have taken different approaches to capturing or recording interactions between learners and programming environments [1-3, 11, 14, 18, 26, 31, 36, 38, 43, 48, 54, 57, 62, 63, 65, 72-74, 83, 86, 88, 93, 96, 100, 103, 113, 118] . First, we can roughly describe the differences in terms of granularity-approximately referring to the size or frequency of the events, or how frequently the state of the solution is captured [110] . Figure 3 depicts the most common points on the granularity spectrum from smallest (individual key strokes) to largest (complete assignment submissions to some form of assessment or feedback system). In many cases, differences between the data collected and used by different researchers can be characterized by describing which point(s) on the granularity continuum were chosen, and whether event actions, event actions plus feedback, or the states of the solution were captured. Among the common tools used for data collection, differences emerge in the same way. Researchers have commonly used different varieties of tools for systematic collection of student data:
• Automated grading systems -tools used to collect and process student work that is presented for assessment are commonly used in data collection. These systems typically result in data sets at the granularity of submissions (a complete solution state representation, usually identified by the student as ready for evaluation).
Although full event information about the student's submission action and the associated feedback received may be recorded, a significant limitation is the relative sparseness of these events, and the lack of visibility into solution states or actions between submission events.
Web-CAT [39] is a typical example of a tool used for this kind of data collection.
• IDE instrumentation -tools used to collect individual events within a student's IDE usually focus on "project"-level events, including file saving, compilation, and execution. Some systems, such as HackyStat [63] , focus more on recording information about events, while others, such as Marmoset [103] , focus on capturing snapshots of the solution being constructed. Some web-based programming tools also collect data at this level of granularity.
• Version control systems -some systems that focus on the state of the solution only, rather than event tracking, use version control systems to store histories of snapshots of the code being developed. This can be done with voluntary source code commits when students are actively using source code control on their projects, or by using automated instrumentation to transparently commit the state of the source code to a version control system.
• Key logging -at the finest level of granularity, some systems track and store events at the level of individual keystrokes. Effectively, the working environment has to be augmented with a keylogger. This technique appears to be more common in web-based problem solving environments at present, as well as newer IDE instrumentations. Here, there are also multiple levels of granularity -some contexts store progress, e.g. during a pause, leading to small bulk inserts, while others store each event individually.
There is no single "reference architecture" for how best to collect data as students work on exercises or assignments. Still, there are many common elements that recur across a number of research projects. To describe these common elements, Figure 4 illustrates a logical arrangement of key systems or subsystems that students interact with when developing solutions, and that instructors or researchers interact with when analyzing data. Few data collection tools currently exist that address all of the aspects of this logical architecture. However, Figure 4 provides a common foundation for describing how current tools both overlap and differ.
Students working on individual exercises or programming tasks primarily interact with tools for constructing and running program solutions, as well as for submitting and receiving assessment feedback on their work. These components are shown in Figure 4 (a)-(b) . The interface students use for editing code as well as for executing or testing their work may be embodied in a stand-alone IDE, provided by a web interface, or even implemented as several distinct tools. Similarly, students may interact with a separate assessment system where they must explicitly submit their work, or the assessment capability may be built-in to their interactions with the development environment.
Underlying all of the "front end" components that students interact with, and where both event data and solution snapshots are often captured, data collection systems are centered around a data storage scheme, shown as (c) in Figure 4 . Everything from simple flat files to centralized server-based database management systems have been used in various tools. When considering which tool may be most suitable for a given research task, thought should be given to the data storage implementation, as well as the specific data attributes that are recorded. In addition to data storage, some data collection tools also provide mechanisms for data export (d), which can simplify the workflow for data analysis. Some systems also provide for data summarization or visualization features (e), which can also be useful for both teachers and researchers. Table 3 lists a number of currently active tools being used (or with significant potential to be used) for routine data collection in CS education research. The granularity of data collection at the various logical locations identified in Figure 4 are shown in the columns of Table 3 . No specific mention of data storage (Figure 4 (c) ) is indicated in the table, since all such data collection systems are built on top of a data storage infrastructure, most often a relational database.
Some of the tools listed in Table 3 are browser based whereas some let students use more commonly used programming environments. The use of browser based tools, in many cases, has focused on smaller scale homework problems (writing a single function or method) using a web interface. From a technical perspective, web based tools typically do not provide for separate user actions associated with saving. This implies that students cannot create intermediate versions where they could return later.
Finally, in addition to web-based practice problem systems, assessment tools, and IDE-based data collection, many other tools have arisen that show the many variations possible with the logical architecture shown in Figure 4 . While Table 3 includes examples of those that are currently active, a number of others are summarized in Section 2.
How Data are Shared
Only a few data sets describing authentic solutions to programming problems are publicly available. One of the most well known is the Blackbox data set containing compilation events from hundreds of thousands of students [18] . There is no information on what tasks students are solving or any automated feedback in this data. Other publicly available data sets we were able to identify are from the code.org hour of code event [90] and Code Hunt game Table 3 : Examples of currently available (2015) programming data collection tools. For each tool we describe which programming languages we found are supported, what kind of UI/Client is provided for students, and at what granularity level data is collected on the client side (only the most fine grained level is named). All the systems listed here, except Blackbox, support automated assessment.
System
Languages Client/Instrumentation Blackbox [18] Java BlueJ/line edits CloudCoder [85] C/C++, Java, Python, Ruby online ide/keystrokes CodeWorkout [38] Java, Python, Ruby online ide/compilations js-parsons [65] Python, Pseudo code online ide/drag and drop actions (D&D) PCRS [118] C, Python, RA, SQL online ide/compilations Problets [73] C, C#, Java online ide (Java applet)/compilations TestMyCode [86] Java NetBeans/keystrokes URI Online Judge [4] C/C++, Java, Python -UUhistle [100] Python, Java online ide for visual program simulation/(D&D) Web-CAT [39] C++, Java, Python -environment [15] . Code.org data consist of approximately 500,000 learners solving two small programming tasks in a graphical environment where solutions are constructed by dragging and dropping code elements. AST presentations of all the execution points (submissions in the environment) together with test results are provided. Although the order of the execution points is known, there are no time-stamps attached to the events. Finally, names of the tasks are given but detailed exercise descriptions seen by the students are not available in this data set. The Code Hunt data is a preview set consisting of submissions generated by 258 users working on 24 small programming problems in Java and C#. Each submission contains source code, time stamp, exercise meta-data and an (anonymized) user-id. For each user, the data contains self-reported programming experience on scale 1="Beginner", 2="Intermediate", and 3="Advanced". The data sets are summarized in Table 4 . Each of these data sets is different. There are differences, for example, in programming environments, tasks, and how data is stored -unfiltered solution in Code Hunt, comments removed for anonymization in Blackbox, and AST only in code.org data. In addition, many of the differences are such that information provided in one data set is simply not available in another. For example, Code Hunt is the only data set providing information on students' previous programming experience.
In order to compare two data sets describing programming traces, the contexts from where data is collected as well as the granularity of the data are highly relevant. To better understand how these can differ, we shared a few data sets among the working group members. We found differences in programming languages, level of the studies, amount of data, tools being used to collect the data, granularity of the data, whether any information on student background and later performance is available, and at what level assignment meta-data is available. By assignment meta-data we mean assignment descriptions, test cases, feedback given for students, and information on pedagogy used on the course (e.g. what course material has been used). Characteristics of our data sets are given in Table 5 . It is challenging to find nicely comparable data sets and even in data sets originating from our own environments, there are many details we simply don't know -e.g. as many teachers use CloudCoder we cannot know how these courses are structured.
Privacy and Ethical Concerns
As identified in the review of literature, very few studies made explicit mention of ethical and privacy issues. Nevertheless, since this work is focused on the collection and use of student programming process data, it is pertinent to acknowledge the myriad ethical and privacy issues surrounding this work.
Privacy
In this context, privacy relates to the ability to identify students from their programming process data, whether that is by the researcher collecting the data, or to the broader research community.
It is common practice to hide personal data in a data set. However, the identification of students can occur on multiple different levels. It is obvious that personal identifiers like name, student number, and email address have to be anonymised. However, students can also be identified by some set of their personal data (which is within a data set) like age, gender, organization, learning year, time stamp, IPaddress used, etc. This is especially noteworthy when the size of the dataset is small. Additionally, students may be identifiable by the content they produce, which is laborious to check by hand. For example, source code files can include identifying information in comments, and the identifiers in the program code (student invented names of variables and data types) can contain information that may destroy the anonymity of the data set. Moreover, even the time between key presses can be used to distinguish between students [76] . All these aspects should be taken care of when data sets are prepared for publicity.
While these may seem like obvious concerns relating to the collection of programming process data, what is important to note is that only 4 out of the 76 studies discussed in the literature review explicitly mentioned privacy related issues. This is of concern for two primary reasons. First, if these issues were indeed addressed as part of the development of a tool or the collection of data, then it would be of significant benefit to the research community for them to be formally acknowledged. It not only adds to the rigour of the presentation of the research, but also provides important insight into key challenges in the automated collection and analysis of process data.
Secondly, if issues of privacy were not formally addressed as part of the research study, then this leads to many other concerns. The ethical nature of the research can be brought into question if this is the case, which we discuss further below. However, at a practical level, the ability to extend on the work being undertaken may become compromised. An identifiable dataset cannot be feasibly shared or used by different researchers. This may lead to an inability to appropriately share details of the approach in order for the research to be replicated or reproduced. The work of Brown et al. [18] regarding Blackbox is a good example of how research in this area can identify ethical challenges and address them in ways to potentially facilitate the growth of the field. However, the lack of acknowledgment of the privacy issues in most research may be one of the greatest reasons to date for a lack of reproduction research in this field.
Ethics
Undeniably related to the privacy issues raised are issues relating to research ethics. Ethical issues can relate not only to the collection of data and transparency to participants, but also to the use of this data, in particular in how it can influence the learning relationship with students. When collecting data related to students it is important to be aware of the ethical guidelines and regulations. They exist to protect students' privacy and security. Disclosing a student's learning history can influence his/her career and even social life. Additionally, objective grading must not be compromised.
Appropriate scientific practice is typically controlled by the Ethics Committee of the university where the research originally takes place. The researcher needs to get permission to gather and use such data in advance. The bureaucracy related to this varies from university to university. Adcock et al. [5] describe drawing the line regarding the need of ethical permission in their university as follows:
"The most important non-technical issue we faced was a consequence of our mere intent to use logged data in research to be reported to the CS education community. This meant that an institutionallyapproved human subjects protocol was required before data collection could even begin. If we had decided to use the error logs only for local instructional purposes (e.g., to identify for special attention students having the most trouble on their programming assignments), then no such requirement would have been imposed."
This example also highlights a considerable problem in the ability to build upon the work conducted by other researchers. Institutional policies for protection of data and individuals exist and will undoubtedly continue to exist. These can often be accommodated by eliminating data that can be considered identifiable in any way. However, future research in the area of collection of programming process data should seek to consider how data could be collected to contain enough granularity to be meaningful, yet be in a completely unidentifiable form (not only to protect the student but possibly also the learning institution). This could facilitate data sharing and the building of immense data sets for analysis. We consider this to be a grand challenge for this research area.
The other facet of ethical consideration is for what purpose the data is used in relation to the students learning. Purposes such as building understanding of student learning behaviours in general does not pose considerable concern. Using the data for providing intelligent tutoring or guidance may begin to raise some ethical concerns, as this can infer that a system may be pre-preemptively guiding a student's behaviour. How much should an automated system interact with the students' natural learning process? While there are undoubtedly benefits to providing such supportive mechanisms, it may be difficult to balance the use of these technologies with the need to use data for the purpose of student assessment.
CASE STUDIES: RE-ANALYSIS, REPLI-CATION AND REPRODUCTION
In order to better understand the challenges that might lead to the lack of studies that attempt to replicate or reproduce previously published work, our working group performed three case studies related to re-analysis, replication and reproduction of existing work. Our intention here is not to carry out three separate studies of the quality expected from a conference publication. Rather, we explore and report on the challenges and difficulties encountered in replicating previously published work, and we illustrate the impact of confounding factors, such as differences in development environment or language, on results.
Re-analysis: A different research team verifies results
Spacco et al. [101] performed a post-hoc analysis of data collected by CloudCoder over five semesters across three different institutions. Their results show that, as students do more exercises, their scores on the exercises tend to decrease, although the likelihood of submitting correctly compiling code increases. Presumably, this is because the exercises tend to be more difficult at the end of the term. However, the mastery of syntax is, likely, primarily effected by practice, not the difficulty of the code to be written.
Working group members who were not authors of the original paper re-analyzed Spacco et al.'s results. This included two regression analyses, which were performed using two software packages to validate the obtained results (R and Microsoft Excel).
Re-analysis was performed without any personal communication with the original authors. Under these conditions, it was possible to recreate both the evolution of students' score from exercises as well as the evolution of correctly compiling code for datasets ( Figure 5 describes the evolution of students' best scores over time). A bootstrapping analysis was run on the results, which were shown not to be significantly different from those obtained by Spacco et al. [101] . Asking the original authors a series of clarifying questions improved the results only marginally without any significant difference. The authors then tried to perform the results with a third data set using the previous assumptions, but they failed. This indicates that re-analysis is a manual process and that each assumption must be checked for each used dataset.
During the re-analysis process, it was learned that while it is important to know what specific tools were used for the data analysis (R, SPSS, PyLab, etc.), actually using those tools is not necessary as the provided implementations in different tools are very similar. It was also discovered that the presence of metadata that describes different rows and columns of each dataset is an absolute necessity, as different datasets may need different types of pre-processing.
Another challenge that the working group members faced was trying to calculate statistical estimators. It was learned that it is important to have good definitions of the sets used in the statistical calculations. An example of this would be the calculation of the mean of the best score of each exercise which can be calculated both by including or excluding the Figure 5 : Evolution of the best scores achieved by each student along time. Top: Original results. Bottom: Re-analysis students that attempted exercise but never compiled it successfully. Finally, we noticed that it is important to specify the parameters in detail. For example, a successful compilation event might be interpreted differently as it is a contextdependent term which might vary depending on the tool used in the study.
Replication: Applying a previously published analysis method to a different data set
We then tried to verify the analysis of Spacco et al. [101] using a different data set than the one used for the original paper. For this replication, we used data collected by PCRS [118] over two semesters at the University of Toronto Mississauga. PCRS is a browser-based system that provides a number of different features from CloudCoder, but does collect time-stamped submissions and the results of test cases, which is of the same format as the data used in the original study. The original CloudCoder data suggested that the likelihood that a student's Python submission compiles correctly tends to increase with each new exercise a student attempts. However, we can see in Figure 6 that this finding was not present in the PCRS dataset, as the percentage of successful compilations decreases over time. Upon further analysis of the factors that could explain this phenomenon, we observed that the early exercises in PCRS are smaller than those in CloudCoder.
In addition, we observed that while both CloudCoder and PCRS Python exercises are functions that require students to fill in the body of the function, and both systems also allow the instructor to provide a skeleton or template, the template code from the PCRS data set always compiles correctly (i.e. it contains "return 0" or "return null"), while the CloudCoder templates have an empty method body that does not compile. It is possible that even this simple decision has lead to the previously observed results.
It is important to highlight that a seemingly small detail that was omitted in the original paper by Spacco et al., i.e., whether the instructor-provided code templates compile, or even whether templates are provided at all, turned out to be of great importance, not only to replicate the study with new data, but also to fully understand the results of the original work. Before attempting to replicate the study with a separate dataset, we were unaware that this detail may have been important.
Reproduction: Compilation Behaviour
Jadud conducted a series of studies of novice compilation behavior in a Java-based CS1 course at a research-intensive European university [59] [60] [61] 94] . The work instrumented the BlueJ IDE to report every compilation performed by a student, and used this data to describe how novices interact with the compiler and the errors they encounter. An error quotient (EQ) is proposed as a measure to predict student performance. A reproduction of EQ has been published elsewhere [87] , but for the purpose of our case study, we have found it instructive to attempt to reproduce contextual data reported in the 2006 study [61] using a different data set and researcher.
Comparison of Data Sources
For the reproduction, we use a data set generated in a CS1 course at a large, North American R1 university. The data set contains a set of small, weekly coding problems presented to students. The original paper analyzes 42,000 compilations spread across 2,100 sessions [61] . The new data set contains 48,037 submissions spread across 2,994 sessions. 130 students were observed in the original study, and the new data set includes submissions from 476 students.
This data set is different from the original set in two main ways. First, the original data set was based on Java assignments, whereas the new data set features Python exercises. Unlike Java, which is compiled, Python is an interpreted language with errors reported at runtime. To produce a comparison, we switch from the idea of evaluating "compilation" to evaluation of a "submission". Each submission causes the code to be executed and for feedback to be returned, including errors and, if the code is syntactically correct, the results of tests. Similar to the original setup, only a single error is returned when the code is executed.
Second, in the original data set, students were adding small pieces of functionality to multiple locations in a starter code template. The starter code is fairly large -spanning multiple files. In contrast, in the new set, students are submitting small, independent exercises. Since the exercises are independent, failure to "compile" one exercise does not keep a student from making progress on a different exercise. It should be easier for a student to stop and move to another location in the code (for us, a different exercise), as Jadud observed in the original study.
Defining Sessions
The Jadud work relies on the idea of a work session. Each session is a sequence of at least seven compilations of different (edited) code where the student has not exited the IDE. Sessions with less than seven compilation events are discarded. The paper that first reports EQ results describes seven compilations as "a tested and reasonable cut-off for defining the length of a session", but the specific process for selecting the cut-off are not discussed [61] . Jadud's thesis discusses the issue in the context of data filtering, with the aim of generating a "representative sample" [59] .
We must provide a different definition for a work session that reflects what we assume was the original intent: a contiguous period of time when a student is focused on working on the assignment. We define a work session to be a sequence of at least seven distinct (edited) submissions, for any number of exercises, where no neighboring submissions in the sequence are separated by more than 20 minutes. The value of 20 minutes was obtained by exploration. There is a gap of roughly between 15 minutes and one hour where relatively few new sessions are created.
Comparing Contextual Results
The introduction to the EQ paper presents three figures as background that are similar to those presented from a different context (from compilations observed in a lab setting) [60] . The figures reveal differences that result from the contexts from which the data sets were drawn.
As expected, the two languages report errors in very dif- ferent ways. Figure 7 , which reproduces Figure 1 in the EQ paper, describes the errors encountered by students using Python. Figure 8 reproduces the second figure in the EQ paper. Both figures illustrate how commonly students rapidly recompile, with roughly 38% of compilations in the Python data set (and 35% in Java) occurring within the first 30 seconds and a rapid decline thereafter. However, the peak submission time in the Python set occurs at 20 seconds, compared to 10 seconds in the Java set. Figure 3 in the EQ paper makes the point that students recompile quickly when they have a syntax error to correct. However, as illustrated in Figure 9 , the change from "compilations" to "submissions" is significant. Students receive feedback not only about the syntactic correctness of their submission but also about its functional correctness. Hence, students in the Python data set resubmit code quickly re- gardless of whether it "compiles" or not. This suggests that students resubmit quickly regardless of the type of error (compilation or logical) they are solving.
Jadud presents an algorithm for computing the Error Quotient (EQ), a heuristic that "characterizes how much or how little a student struggles with syntax errors while programming" [61] . As might be expected from the differences in context illustrated in the previous three figures, the process for computing EQ does not directly transfer to a new context. We performed the filtering process described in the original paper to eliminate students with little data and calculated EQ for each session using the weights in the algorithm provided. A linear model estimation found that our EQ scores were correlated neither with assignment nor exam marks at the p < 0.05 significant level. A major challenge in this study is thus the sometimes unspecified differences in context, which might lead to wrong assumptions or measures being used to understand or predict student behavior.
DISCUSSION AND CONCLUSIONS
In this working group report, we have outlined the current state of the field of educational data mining and learning analytics of how students solve programming problems. During the last ten years, there has been a substantial increase in work in the field, which is observable from the quantity of relevant articles. Despite this, our survey suggests there is a lack of multi-institutional work such as [81, 108] in educational data mining and learning analytics in programming. In addition, whilst many tools and techniques used for collecting data exist, results in our field are rarely backed up with raw data made publicly available. Although researchers have their own datasets, studies that seek to verify and extend previous results are still scarce. To better understand why this is the case, we conducted three cases studies on reanalysis, replication and reproduction of some well known studies in our field.
During re-analysis of previous results, where new researchers analyzed existing data with existing methodology, two out of three data sets produced comparable results to those in an original study, while issues related to lacking documentation caused issues with the re-analysis of the third data set. This was followed by a replication, where previously published results were sought after by a new researcher with a new but similar dataset. Whilst the replication failed to reach the same conclusions as the original article, additional factors that could explain the original results were identified, thus providing an example of why replication studies are important for the field. The third case study considered the reproduction of a well-known metric using a different data set, different researcher, and altered methodology -that is, the study sought to identify whether the metric is observable even if much of the analysis changes. The reproduction process was challenging, and, in the end, we failed to reproduce the previously observed results. This does not mean that the phenomenon does not exist, but that the details of the context contribute to the outcomes.
Our field is not the only one where reproducibility is a challenge. In a recent study, reproduction of many well known psychological studies failed when attempted in a new context [28] . The inability to repeat experiments and analyses introduces a number of challenges even in the core data mining community where Blockeet and Vanshoren [16] , for example, have proposed the creation of an "experiment database" to facilitate replication. In particular, they state that: "...it should be clear how the experiments can be reproduced. This involves providing a complete description of both the experimental setup (which algorithms to run with which parameters on which datasets, including how these settings were chosen) and the experimental procedure (how the algorithms are run and evaluated). Since space is limited in paper publications, an online log seems the most viable option." [16] . An "experiment database" and/or an "online log" have a number of attractive features. These include the evaluation of new experimental techniques, discussing experiments that did not make it to publication, making it easier to meet the page limits of conferences, researchers being able to check existing results and work more quickly, and being able to identify possible errors in their designs more rapidly due to access to additional comparison points.
Drummond [35] responds to Blockeel and Vanschoren by highlighting the practical difficulty of an experiment database: "[s]urely we wouldn't expect reviewers to very carefully study the scripts etc needed to produce the results. Yet, simply checking that they can reproduce the tables and graphs of the paper would seem to do little to validate the work." [35] . These perspectives raise important philosophical, technical, and policy questions. Requiring authors to include an "online log" of their complete experiment would likely simplify replication. However, an "online log" raises a number of questions of its own, for example, how much time and effort should go into producing the online log? If a paper is rejected from one conference with one log format, how much effort is expected for authors to modify the log for a new conference? Are the reviewers expected to understand and review the logs as well? Finally, as our field falls in between human sciences and data mining, the challenges of reporting contextual details are multi-faceted. On one hand, only reporting parameters and used algorithms is not sufficient as details are needed also for data preparation and extraction, while on the other hand, as we do not know the confounding factors, providing all the details on the context is not feasible.
There is a fundamental tension between innovation and standardization in academia, especially in new, rapidly evolving fields such as educational data mining. We want to provide the maximum flexibility for researchers to create innovative algorithms and approaches to analyze and interpret data, but we also want a standardized language for researchers to express their innovations such that other research groups could replicate their findings. Too much unchecked innovation may hinder replication, but premature standardization may stifle creativity. Perhaps at this moment, in 2015, a typical conference paper, with its limited number of pages and lengthy obligatory sections (references, related work, introduction) leaves too little room to provide sufficient detail for easy replication. However, does this mean that replication studies will still be rare in 2025?
FUTURE DIRECTIONS
The way the computer science education field will be perceived ten years from now depends heavily on the actions of our field today. To show a glimpse of our vision of the future state of the field, we outline five Grand Challengesor goals -for researchers and practitioners.
As observed in the case study on repetition, where previously published analysis methods were applied to a different data sets, context-specificity may lead to unfounded or erroneous conclusions. This is because the educational landscape varies drastically from country to country, and even within the same institution and course, as the pedagogical approaches and used programming languages change. Ignoring context changes such as these leads to conclusions from one study being wrongfully applied in drastically different contexts. As the majority of results, so far, come from studies on a single institution and course, the first Grand Challenge is to have researchers and practitioners commit to building and maintaining a multi-language, multiinstitution, multi-nation learning process data and experiment result database that contains student metadata, logs from systems that the students use, and other details, which could then be used as a reflection point for novel results from a specific context. At the same time, as pointed out in the literature review, privacy issues need more attention. Here, with the ever-increasing detail of data, maintaining participant privacy becomes increasingly challenging.
Our analysis also revealed that the majority of studies did not consider or report upon confounding factors that may contribute to the observed outcomes. Whilst assumptions are made based on the data at the disposal of the researchers, understanding results from previous work is needed in order for the field to move forward. Thus the second Grand Challenge is to systematically analyze and verify previous studies using data from multiple contexts to tease out tacit factors that contribute to previously observed outcomes. Here, the R.A.P. Taxonomy introduced in Section 3.2. provides a guideline for the types of studies that are needed.
Whilst the first two Grand Challenges are related to exploring existing and future data sets to build a solid base of knowledge, we expect that the field will also evolve in how research is conducted. Many of the studies found in the literature review were post-hoc studies of data from a single context, and very few papers reported on experimental settings or pilots where some conditions were varied. Whilst post-hoc studies are a part of an exploratory field, we need to refrain from drawing strong conclusions from such studies, especially if the data comes from a single context or course. Instead, scientific experimental methods should be adopted to a larger degree. Towards this, the third Grand Challenge is to use pilots and experiments, with control and treatment groups, to evaluate and explain the results.
The post-hoc nature of the studies as discussed above also influences their applicability. For example, a number of subcategories in Table 2 , such as Drop-out risk and performance, which identifies students who are at risk of dropping out, have been studied to an extent, but have not been employed to create actual interventions where some of the proposed methods would be put into practice. We believe that theoretical results are important, but that in this field their real value comes from application. The fourth Grand Challenge is to adopt results and practices into classroom use to continuously monitor and improve offered education. Through in-situ observations and emerging practices, practitioners will help others to adapt the presented practices to their contexts, which will invigorate the field, and open up completely new research streams. The final challenge relates to generalization. Our literature review found that very few studies underpinned their results or analysis methods on a specific theory or a model of pedagogy or educational practices. This implies, together with the drawbacks identified above, that results and practices will be more difficult if not impossible to generalize. Thus, when initial results have been received from adopting practices into classrooms, the next step, and fifth Grand Challenge, is to generalize the results to other contexts, if possible, and help practitioners apply them in their respective fields. The hypotheses/aims/objectives of the study are clearly described. The choices of participants, instruments and methods are clearly motivated to address the research questions. The characteristics of the students included in the study are clearly described. The data collected are sufficient for the purpose of the study The research process is clearly described. The main findings of the study are clearly described. A chain of evidence from observations to conclusions is clearly established. Actual probability and significant values have been reported. An attempt was made to reduce bias. Appropriate analysis procedures were used to assess the main outcomes. Appropriate measures are used to ensure accurate, valid and reliable outcomes. Threats to validity are analyzed in a systematic way and countermeasures were taken to reduce threats. Confounding factors have been acknowledged and discussed. Ethical issues were acknowledged and discussed. Conclusions, implications for practice, and future research were suitably reported. *Free form text
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