Averaging Principle and Shape Theorem for a Growth Model with Memory by Dembo, Amir et al.
AVERAGING PRINCIPLE AND SHAPE THEOREM
FOR A GROWTH MODEL WITH MEMORY
A. DEMBO, P. GROISMAN, R. HUANG, AND V. SIDORAVICIUS
Abstract. We present a general approach to study a class of random growth models in
n-dimensional Euclidean space. These models are designed to capture basic growth features
which are expected to manifest at the mesoscopic level for several classical self-interacting
processes originally defined at the microscopic scale. It includes once-reinforced random walk
with strong reinforcement, origin-excited random walk, and few others, for which the set of
visited vertices is expected to form a “limiting shape”. We prove an averaging principle that
leads to such shape theorem. The limiting shape can be computed in terms of the invariant
measure of an associated Markov chain.
1. Introduction
Random growth processes arise in great variety in a large class of physical and biological
phenomena, network dynamics, etc. Starting from seminal works of Eden [14] and Hammer-
sley and Welsh [18], a series of mathematical models have been developed to capture and
understand the evolution and pattern formation of growth processes. Our motivation stems
from Laplacian growth models, which are characterized by the fact that the rate at which
each portion of the boundary of the domain grows is determined by the harmonic measure
of the domain from some given point, which we call source. The list includes Diffusion Lim-
ited Aggregation (dla) [40], its generalization – Dielectric Breakdown Model (dbm) [33],
Hastings-Levitov process [21]; Internal dla (idla) [13, 29], abelian sandpiles and rotor aggre-
gation [31]. It also includes once-reinforced random walk with strong reinforcement (orrw)
[11], and origin-excited random walk (oerw) [28], for which the set of visited vertices is ex-
pected to form a limiting shape. For models such as dla, dbm or Hastings-Levitov, the source
is at infinity, while in models such as idla, the source is at the origin. Whenever the source
is fixed, the process of growing in time domains is Markovian. In contrast, the latter process
is non-Markovian in orrw or excited random walks, where the source is moving and depends
strongly on the last hitting point of the boundary and current shape of the domain.
In general, lattice growth models of this type are elusive, specially when the source is at
infinity or when it is not fixed. A notable exception is idla for which Lawler, Bramson and
Griffeath obtained a shape theorem (see [29]). Specifically, here particles are emitted in steps,
one by one, from the source which is always located at the origin, and perform simple random
walk until they visit an unvisited vertex. Each particle waits at the source until the previous
one hits the external boundary, before being emitted. Gravner-Quastel [16] and Levine-Peres
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[30] generalize [29] and relate idla under more general, albeit still fixed, source locations
to pde free boundary problems (a Stefan problem in [16], and an obstacle problem in [30]
who also obtain analogous shape theorems for rotor-router and divisible sandpile models).
An interesting variant is the Uniform idla, where upon hitting the boundary, the particle
(source) is moved at a point chosen at random uniformly in the domain, and it is shown in
[2] that the limiting shape of Uniform idla is the Euclidean ball.
Beyond these two examples, there is little understanding of such growth processes, despite
substantial recent advances for first passage percolation. In particular, it is conjectured that
for both orrw and oerw the evolution leads to the formation of an asymptotic shape as
time goes to infinity (see [27, 28]), but there is no clear vision on how to attack the problem.
Recall that in orrw the particle performs random walk on Zn, but each edge (or vertex)
increases its conductance by a fixed strength a > 0 after the first time it is traversed. A
phase transition is expected in terms of a, with a limiting shape conjectured for all a large
enough. In the oerw model, the particle receives a (one-time) small drift towards the origin
whenever it reaches an unvisited vertex (instead of the conductance change of the orrw), and
a shape theorem is conjectured to hold, no matter how small this positive drift is. We refer
the reader to [3, 26] for background on excited random walks, and to [2, 28] for discussions on
various idla type processes and reinforced walks, all of whom share certain similar features.
In particular, heuristically, whenever the self-interaction tends to attract the walker towards
the bulk of its existing range, the boundary of the latter should change at a much slower rate
than that of the walker, providing a natural setting to witness averaging.
While non-lattice isotropic models are more amenable to rigorous analysis (see [23, 34]),
this typically requires having random conformal maps, hence restricted to dimension n = 2.
By focusing instead on the evolutions of star-shaped domains in Rn, we are able to handle any
n ≥ 2, and mention in passing that, on the deterministic side, the works [5, 6] are close in
spirit to our averaged equation (1.12).
We consider here a general random growth model in Rn which is specified by two rules F , H
and a scaling parameter  > 0. The rule F which is allowed to depend on the whole geometry
of the domain and the position of the source, determines the (random) point at the boundary
where the particle, upon starting at the prescribed position, called source, is going to hit the
boundary of the domain. For example, F may be the Harmonic measure at the boundary of
the domain from the source. After the particle hits the boundary, the domain grows around
the hitting point with a volume increase of , followed by the particle jumping, according to
the rule H to the next source position.
More precisely, fixing a small parameter  > 0, we consider evolving domains (Dt)t≥0
in Rn, n ≥ 2, which form simply-connected star-shaped compact sets (i.e. they can be
parametrized by a function Rt defined on the sphere S
n−1). It is a pure jump Markov process
that starts with an initial domain D0 3 0 and particle position x0 and evolves at a Poisson rate
of −1 by increasing the domain around randomly chosen boundary points (or equivalently,
spherical angles ξt ∈ Sn−1). The probability density for choosing boundary points to evolve is
given by the hitting kernel F (Rt− , x

t− , ·), which is a probability density on the sphere Sn−1.
After each hitting at the boundary at a point ξt, the particle is instantaneously transported
according to the specified rule H(Rt− , ξt) to a point that can depend on both the domain and
the last hitting position. The process (Rt, x

t)t≥0 of evolving domains in Rn together with the
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position of the driving particle coupled to the former is, by construction, Markov (though
each marginal is in general non-Markovian). The aim is to construct a continuum simplified
model of “random walk interacting with its range”, allowing for general hitting kernel and
non-trivial redistribution after each interaction, while inferring whether the evolving domain
has an asymptotic shape.
Figure 1. Vertex once-reinforced random walk on Z2 with strength parameter
a = 2 (left), a = 3 (middle) and a = 100 (right) in a box of size 2000. The color
of each vertex is proportional to the square root of its first visit time by the
walk.
Figure 2. Origin-excited random walk on Z2 with three different excitation
rules. Left: choose a coordinate with probability proportional to its absolute
value and move one unit towards the origin in the chosen coordinate. Middle:
move one unit towards the origin in the direction of the coordinate with largest
absolute value. Right: move one unit towards the origin in each coordinate.
Each site is colored according to the first visit time.
The averaging principle has been extensively studied in the theory of dynamical systems, see
e.g. [4, 7, 15, 20, 24, 35, 39] and references therein. Usually one identifies a slow variable and
4 A. DEMBO, P. GROISMAN, R. HUANG, AND V. SIDORAVICIUS
a fast variable. Under suitable conditions the fast variable achieves equilibrium in a time scale
for which the slow variable does not evolve macroscopically. Hence, as the scale parameter
→ 0 one expects the slow variable to move according to a system in which the fast variable
is integrated with respect to its invariant measure, which may depend on the slow variable
as well. In our model, the averaging property that one expects in models such as orrw and
oerw is explicitly shown in terms of the process (Rt, x

t), where as  → 0, the variable Rt
serves as the slow variable, while xt acts as the fast one (and though the literature on averaging
is large, we found no averaging principle that fits our case, involving a Markov jump process
in infinite dimensions). The averaging principle is close in spirit to hydrodynamic limits,
a standard tool in the study of interacting particle systems (see [12, 25, 38] and references
therein). A hydrodynamic limit is proved for a continuous version of idla in [16], yielding in
turn a shape theorem, thanks to the scale invariance of this model (as in Lemma 3.1 below).
As mentioned before, in this process particles are emitted from fixed sources. One of our goals
here is to derive similar results for self-interacting random walks, where the source is clearly
moving.
Under certain mild conditions on our model features (namely, the rules F and H), we prove
in Theorem 1.4 an averaging principle. It allows us to identify the limiting infinite-dimensional
ode governing the evolving domain as the slower dynamics of the pair, yielding in Theorem
1.9 the limiting shape result as a stationary solution of the limiting ode. Then, in Theorem
1.10 we verify our assumptions for a certain class of models, and in some instances compute
explicitly their limiting shape.
Let Sn−1 be the unit sphere in Rn, n ≥ 2 equipped with its Euclidean surface area measure
σ(·) and for any 1 ≤ p ≤ ∞ let ‖f‖p denote the Lp(Sn−1) norm of f with respect to σ(·). We
denote by C(Sn−1) the space of strictly positive continuous functions on Sn−1, equipped with
the metric induced by their L2-norm.
Definition 1.1. A simply-connected compact set D ⊆ Rn is called star-shaped with respect
to 0 ∈ D, if the line segment connecting 0 and any x ∈ ∂D is entirely contained in D.
Any star-shaped D is uniquely represented by a non-negative function r : Sn−1 → R+ as
D =
{
x ∈ Rn : x = ρθ, θ ∈ Sn−1, 0 ≤ ρ ≤ r(θ)} .
Hereafter, by a slight abuse of notation, we identify any r ∈ C(Sn−1) with its graph, which
encloses a star-shaped domain D and denote by Leb(r) the Lebesgue measure (or volume) of
that domain D. Namely,
Leb(r) = n−1
ˆ
Sn−1
r(θ)ndσ(θ) = n−1‖r‖nn .
Let D(F ) be an open subset of C(Sn−1)× Rn such that {x : (r, x) ∈ D(F )} is non-empty for
any r ∈ C(Sn−1). The measurable map
F : D(F ) ⊂ C(Sn−1)× Rn → L2(Sn−1),
assigns to each (r, x) ∈ D(F ) an L2 probability density function F (r, x, ξ) with respect to σ(·).
It represents the rule whereby a particle starting from x ∈ Rn chooses a point r(ξ)ξ, ξ ∈ Sn−1
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at the boundary of the domain enclosed by r, to be the center of the (small) bump we add on
the domain boundary r. The measurable map
H(r, ξ) : C(Sn−1)× Sn−1 → Rn
assigns for each r ∈ C(Sn−1) and ξ ∈ Sn−1 the transported (source) location x = H(r, ξ) of a
particle that hits the domain boundary r at angle ξ. Assuming that (r′, H(r, ξ)) ∈ D(F ) for
any r′ ≥ r and F (r, x, ·)dσ-a.e. ξ, guarantees that a.s. the iterative composition of the rules
H and F is well defined (per our dynamics (1.7)). The small bump we add is in the form of
a suitable spherical approximate identity gη(·), as defined next.
Definition 1.2. A collection of continuous functions gη : [−1, 1] → R+ is called a spherical
approximate identity if 1 ? gη = 1, ‖f ? gη‖2 ≤ ‖f‖2 and ‖f ? gη − f‖2 → 0 as η → 0, for every
f ∈ L2(Sn−1), where (see [9, (2.1.1)]),
(f ? gη)(z) :=
1
ωn
ˆ
Sn−1
f(θ)gη(〈z, θ〉)dσ(θ), z ∈ Sn−1, (1.1)
ωn = σ(S
n−1) = (2pi)
n/2
Γ(n/2)
is the surface area of Sn−1, and 〈z, θ〉 denotes the scalar product
associated with the Euclidean norm | · | in Rn.
Utilizing [9, Section 2.1] we provide in Lemma A.1 an explicit construction of such spherical
approximate identity, with gη(〈z, ·〉) supported on the spherical cap of (Euclidean) radius 2η
centered at z and ηn−1‖gη‖∞ uniformly bounded (see also Figure 3). Throughout we set the
-1 -0.5 0 0.5 1
Figure 3. Left: Functions gη for different values of η. Right: Function gη(〈z, ·〉)
defined on the sphere S2 with z = (0, 0, 1).
positive function on D(F ),
yr,x := ωn
ˆ
Sn−1
r(θ)n−1F (r, x, θ)dσ(θ) . (1.2)
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Noting that for ξ of density F (r, x, ·)dσ
lim
,η→0
−1E
[
Leb(r + gη(〈ξ, ·〉))− Leb(r))
]
= yr,x (1.3)
we add at each update a bump (/yr,x) gη(〈ξ, ·〉) on the current boundary r, so that for  1,
the volume of Dt should grow at a nearly constant, unit rate. Using the -dependent
η(, r, x) := 1/n y−1/(n−1)r,x , (1.4)
as our spherical-scale parameter yields in view of Lemma A.1 that the bump (/yr,x)gη on
the boundary r has about 1/n height (in the radial direction), uniformly in (r, x). Further,
this choice corresponds in the construction of Lemma A.1 to a bump supported on spherical
caps of radius 21/n in case of a Euclidean ball of unit surface area (namely, r ≡ ω−1/(n−1)n ).
Clearly, when adding such -dependent bumps to our boundary function, the star-shaped
domain evolves by a localized bump and the new domain remains star-shaped. Specifically,
fixing  ∈ (0, 1] and starting at some (R0, x0) we construct the Markov jump process (Rt, xt)t≥0
of jump rate −1 and state space C(Sn−1)×Rn, as follows. For a sequence {T i }i∈N of auxiliary
Poisson arrival times of rate −1, starting at T 0 = 0, we freeze (R

t, x

t) during each of the
intervals [T i , T

i+1), while as each t = T

i , i ≥ 1, conditional on the canonical filtration
Ft− := σ{Rs, xs, ξs : s ≤ t−} ,
let
ξt
d∼ F (Rt− , xt− , ·) , (1.5)
namely ξt ∈ Sn−1 has the density F (Rt− , xt− , ·) with respect to σ(·), independently of Ft− .
Then, update (Rt− , x

t−) according to
Rt(θ) = R

t−(θ) +

yR
t− ,x

t−
gη(,R
t− ,x

t− )
(〈ξt, θ〉), θ ∈ Sn−1, (1.6)
xt = H(R

t− , ξt) (1.7)
(recall the definitions (1.2) of yr,x and (1.4) of η(, r, x)). The generator L of the Markov
process (Rt, x

t)t≥0 is(Lf)(r, x) := −1[ ˆ
Sn−1
f
(
r + y−1r,xgη(,r,x)(〈ξ, ·〉), H(r, ξ)
)
F (r, x, ξ)dσ(ξ)− f(r, x)
]
, (1.8)
for any f : C(Sn−1)× Rn → R in the domain of L. For (r, x) ∈ D(F ) and θ ∈ Sn−1 let
b(r, x)(θ) :=
ωn
yr,x
F (r, x, θ) , b(r, x) := b(r, x) ? gη(,r,x) ,
h(r, x) :=
ˆ
Sn−1
H(r, ξ)F (r, x, ξ)dσ(ξ)− x .
Considering (1.8) for f(r, x) = r(θ) the evaluation map at fixed θ ∈ Sn−1 and using (1.1), we
get for (Rt(θ))t≥0 the decomposition
Rt(θ) = R

0(θ) +
ˆ t
0
b(Rs, x

s)(θ)ds+ Σ

t(θ), θ ∈ Sn−1 , (1.9)
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Figure 4. The shape process (1.6) on R2 with F (r, x, ·) given by the har-
monic measure on r from x and different rules H. In the first row  = 10−4.
Left: H(r, ξ) = (r(ξ) − 1)+ξ (here s+ denotes the positive part of s). Mid-
dle: H(r, ξ) = move one unit towards the origin from r(ξ)ξ in the direction of
the coordinate with largest absolute value. Right: H(r, ξ) = move one unit
towards the origin from r(ξ)ξ in each coordinate. In the second row  = 10−6.
Left: H(r, ξ) = (r(ξ) − 1)+ξ. Middle: H(r, ξ) =
(
r(ξ) − |ξ|∞|ξ|2
)
+
ξ. Right:
H(r, ξ) =
(
r(ξ) − |ξ|1|ξ|2
)
+
ξ. Third row,  = 10−6. Left: H(r, ξ) = .9r(ξ)ξ.
Middle: H(r, ξ) =
(
1 − |ξ|∞
10|ξ|2
)
r(ξ)ξ. Right: H(r, ξ) =
(
1 − |ξ|1
10|ξ|2
)
r(ξ)ξ. Dif-
ferent colors represent different times (proportional to t2). The (linear in time)
evolution of these snapshots identifies the asymptotic O(
√
t) for the diameter
growth. As time, hence diameter, increases, the drift gets smaller in comparison
and the process starts to “feel” the different drifts, tending to different asymp-
totic shapes: sphere, square or diamond depending on the choice of H (similarly
to what we saw for different excitation rules in Figure 2). The final time is 16
in all the pictures.
where Σt(θ) is an Ft-martingale. Similarly, taking f(r, x) = x · ~ei, i = 1, . . . , n, in (1.8) yields
xt = x

0 +
ˆ t
0
−1h(Rs, x

s)ds+M

t , (1.10)
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for some Rn-valued, Ft-martingale M t . For r ∈ C(Sn−1) let (x,rt )t≥0 denote the Rn-valued
Markov jump process evolving by (1.10) in the frozen domain Rs ≡ r. Its generator is thus
(L,rf)(x) = −1
[ ˆ
Sn−1
f(H(r, ξ))F (r, x, ξ)dσ(ξ)− f(x)
]
(1.11)
for a suitable collection of functions f : Rn → R. Consider also the deterministic dynamics
t 7→ rt ∈ L2(Sn−1) given by
rt(θ) = r0(θ) +
ˆ t
0
b(rs)(θ)ds , b(r)(θ) :=
ˆ
Rn
b(r, x)(θ)dνr(x) , θ ∈ Sn−1 . (1.12)
The probability measures νr on Rn for r ∈ C(Sn−1) will be specified in Assumption (E),
with Proposition 1.6 establishing the existence and uniqueness of the solution for the infinite-
dimensional ode (1.12). For every a ∈ (0, 1), we define the collections
A1(a) :=
{
r ∈ C(Sn−1) : inf
θ
{r(θ)} ≥ a, ‖r‖2 ≤ a−1
}
,
A(a) := {(r, x) ∈ D(F ) : r ∈ A1(a) ,∃r′ ∈ A1(a), r′ ≤ r such that x ∈ Image(H(r′, ·))}
and assume the following Lipschitz properties of F , H and b throughout A(a).
Assumption (L). For any a ∈ (0, 1), there exists K = K(a) finite such that uniformly for
(r, x), (r′, x′) ∈ A(a), z, z′ ∈ Sn−1, we have that
‖F (r, x, ·)− F (r′, x′, ·)‖2 ≤ K
(‖r − r′‖2 + |x− x′|), (1.13)
|H(r, z)−H(r′, z′)| ≤ K(‖r − r′‖2 + |z − z′|), (1.14)
‖b(r)− b(r′)‖2 ≤ K‖r − r′‖2 . (1.15)
Moreover, F (r, x, ·) ∈ C(Sn−1) for every (r, x) ∈ D(F ).
Our second assumption concerns the ergodicity of the particle process in a frozen domain.
Assumption (E). For any r ∈ C(Sn−1) the process (x1,rt )t≥0 of generator (1.11) has a unique
invariant probability measure νr, such that
sup
r∈A1(a)
sup
t0≥0
E
[∥∥∥1
t
ˆ t0+t
t0
[b(r, x1,rs )− b(r)]ds
∥∥∥2
2
]
≤ λ(t, a) , (1.16)
where λ(t, a)→ 0 as t→∞, for any fixed a ∈ (0, 1).
Our last assumption involves the convergence to b(·, ·) of the drift of Rt when → 0.
Assumption (C). For any fixed t ≥ 0 and a > 0
lim
→0
‖b(Rt∧τ , xt∧τ)− b(Rt∧τ , xt∧τ)‖2 = 0, in probability , (1.17)
where τ  := inf{t > 0 : ‖Rt‖2 ≥ a−1}.
Remark 1.3. From Definition 1.2 we know that ‖b(r, x) − b(r, x)‖2 → 0 as  → 0, for any
fixed (r, x) ∈ D(F ). For Assumption (C) we need this to hold at the -dependent (Rt∧τ , xt∧τ).
To this end, it suffices to bound yr,x of (1.2) and the rhs of (A.15) at f = b(r, x), uniformly
over (r, x) = (Rt∧τ , x

t∧τ).
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Equipped with these assumptions, we next state our main result.
Theorem 1.4 (Averaging principle). Under Assumptions (L), (E) and (C), starting at R0 =
r0 ∈ C(Sn−1), for the Ft-stopping time
σ(δ) := inf
{
t ≥ 0 : min
θ
{F (Rt, xt, θ)} < δ
}
(1.18)
and any T <∞, ι, δ > 0, we have that
lim
→0
P
(
sup
0≤t≤T∧σ(δ)
‖Rt − rt‖2 > ι
)
= 0 (1.19)
where {rt}t≥0 denotes the unique C(Sn−1)-solution of (1.12) (see Proposition 1.6).
Remark 1.5. With minor modifications of the proof, we can accommodate in Theorem 1.4
any random initial data such that R0 → r0 in probability. It is crucial to have r0 strictly
positive, since the function b(r, x) blows up when yr,x → 0, hence (1.15) fails near r ≡ 0. Of
course, if inf{F (r, x, θ) : (r, x) ∈ A(a), θ ∈ Sn−1} > 0 for any a ∈ (0, 1), then we can dispense
of the stopping time σ(δ) in (1.19).
The next proposition, whose proof is deferred to the appendix, clarifies the implications of
our assumptions.
Proposition 1.6.
(a) Conditions (1.13) and (1.14) of Assumption (L) imply that for every a ∈ (0, 1) there exists
C = C(a,K) = C(a) <∞ such that for all (r, x), (r′, x′) ∈ A(a),
‖b(r, x)− b(r′, x′)‖2 ≤ C
(‖r − r′‖2 + |x− x′|) , (1.20)
|h(r, x)− h(r′, x′)| ≤ C(‖r − r′‖2 + |x− x′|). (1.21)
(b) Condition (1.15) of Assumption (L) implies that starting at any r0 ∈ C(Sn−1) the ode
(1.12) admits a unique C(Sn−1)-solution on [0,∞).
(c) To verify Assumption (E), it suffices to show that for any a ∈ (0, 1) there exist n0(a) ∈ N,
δ = δ(a) > 0 and a probability measure m(·) on Rn, such that the jump transition probability
measure Pr of the embedded Markov chain {x1,rTi } satisfies the uniform minorisation condition
inf
(r,x)∈A(a)
{(Pr)n0(x, ·)} ≥ δm(·) . (1.22)
Recall (1.3) that the random dynamics (1.6) has expected volume increase of (1 + o(1))
at each Poisson jump, (irrespective of the precise choice of η(, r, x)→ 0 as → 0). We thus
expect the following result (whose proof is also deferred to the appendix), about the linear
growth of the volume of the deterministic dynamics (1.12).
Proposition 1.7. If the solution (rt)t≥0 to the ode (1.12) belongs to C(Sn−1) for all t ≥ 0,
then Leb(rt) = Leb(r0) + t.
Under the following scaling invariance of F and H, we will deduce from the averaging
principle of Theorem 1.4, a shape theorem for the process (R1t )t≥0.
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Assumption (I). For any scalar c > 0, if (r, x) ∈ D(F ) then (cr, cx) ∈ D(F ) and
F (r, x, ·) = F (cr, cx, ·), (1.23)
cH(r, ·) = H(cr, ·). (1.24)
Definition 1.8. (a) A function ψ ∈ C(Sn−1) is called invariant (shape) for the ode (1.12), if
starting at r0 = ψ yields
rt = (1 + t/Leb(ψ))
1/nψ, t ≥ 0.
(b) A function ψ ∈ C(Sn−1) is called attractive (shape) for the ode (1.12) and a collection C
of initial data, if starting at any r0 ∈ C, the solution t 7→ rt ∈ C(Sn−1) exists, with
lim
t→∞
∥∥∥(Leb(r0) + t)−1/nrt − Leb(ψ)−1/nψ∥∥∥
2
= 0. (1.25)
In general, invariant shapes may not be unique, nor are they necessarily attractive. See
Example 3.4.
Theorem 1.9 (Shape theorem). Suppose Assumption (I) holds and (1.19) applies without
the stopping time σ(δ) (see Remark 1.5).
(a) If a function ψ with Leb(ψ) = 1 is invariant for the ode (1.12), then for any c > 0,
1 ≤ T <∞ and ι > 0,
lim
N→∞
P
(
sup
1≤s≤T
∥∥(N(c+ s))−1/nR1sN − ψ∥∥2 > ι ∣∣∣R10 = (cN)1/nψ) = 0 . (1.26)
(b) If a function ψ with Leb(ψ) = 1 is attractive for the ode (1.12) and a collection C of
initial data, then for any ι > 0 and r0 ∈ C,
lim
t→∞
lim
N→∞
P
(∥∥(N(Leb(r0) + t))−1/nR1tN − ψ∥∥2 > ι ∣∣R10 = N1/nr0) = 0 .
Our main application is a model of random growth on Rn motivated by the expected
mesoscopic behavior of orrw and oerw on Zn, where to gain regularity we consider F and
H defined via a smoothed version of the evolving domain. Specifically, fix η > 0 and g = gη
as in (A.10) for some probability density φ ∈ C3([−1, 1]). Then, r˜ := r ? g ∈ C3(Sn−1) for
every r ∈ L2(Sn−1) (see (1.1)). We set
F (r, x, θ) :=
∂
∂n
Gr˜(x, y)
∣∣∣
y=r˜(θ)θ
θ ∈ Sn−1 , (1.27)
where Gr˜(x, y) denotes the Green’s function of the Laplacian −∆ on star-shaped domain
D ⊆ Rn with Dirichlet boundary conditions at r˜ = ∂D and ∂
∂n
is the outward normal derivative
on ∂D. Similarly, fix a locally Lipschitz function α : R>0 × Sn−1 → R≥0 such that
0 ≤ α(`, z) < ` on R>0 × Sn−1 , (1.28)
and set (see Section 4 for the probabilistic interpretation),
H(r, z) := α(r˜(z), z)z . (1.29)
We have the following results for these rules.
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Theorem 1.10 (Smoothed harmonic measure).
(a) The Averaging Principle of Theorem 1.4 holds under (1.27)-(1.29), without the stopping
times σ(δ) of (1.18).
(b) In case α(`, z) = α(z)`, the Shape Theorem 1.9 also holds. In particular, for α(`, z) = γ`
with γ ∈ [0, 1) fixed, the centered Euclidean ball is an invariant shape; and when γ = 0, it is
uniquely attractive.
The rest of the article is organized as follows. In Section 2 we prove Theorem 1.4 and in
Section 3 we deduce the shape result, Theorem 1.9. In Section 4, we present applications of
the general theorem to concrete growth models, and in particular, prove Theorem 1.10.
2. Proof of Theorem 1.4
We start with bounding the Wasserstein 2-distance between any two measures on a compact,
connected Riemannian manifold, by the L2-distance between their densities with respect to
the Riemannian measure.
Lemma 2.1. Let M ⊆ Rn be a connected Riemannian manifold without boundary compactly
embedded in Rn, equipped with its Riemannian distance d(·, ·) and measure σ(·). Let µ, ν be
probability distributions on M having densities p, q respectively with respect to σ(·), where in
addition p(x) ≥ c > 0 for all x ∈M . Then, there exists C = C(M, c) <∞ such that
W2(µ, ν) ≤ C‖p− q‖2 ,
where
W2(µ, ν) := inf
{[
E d(X, Y )2
]1/2
: Law (X) = µ, Law (Y ) = ν
}
is the Wasserstein 2-distance between µ and ν, and ‖ · ‖2 := ‖ · ‖L2(σ).
Proof of Lemma 2.1. By [36, Theorem 1], we have the variational representation
W2(µ, ν) = 2 sup
{f∈C1(M): ´M |∇f |2dµ≤1}
∣∣∣ˆ
M
fd(µ− ν)
∣∣∣
≤ 2c−1/2 sup
{f∈C1(M)}
∣∣∣ ´M f(dµ− dν)∣∣∣
‖∇f‖2
= 2c−1/2 sup
{f∈C1(M)}
∣∣∣ ´M(f − fM)(dµ− dν)∣∣∣
‖∇f‖2
≤ 2c−1/2 sup
{f∈C1(M)}
‖f − fM‖2‖p− q‖2
‖∇f‖2 ≤ 2c
−1/2c(M)‖p− q‖2.
In the last step, we have used the Poincare´ inequality ‖f − fM‖2 ≤ c(M)‖∇f‖2, where fM
denotes the σ-weighted average of f in M and c(M) is the Poincare´ constant. 
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The proof of Theorem 1.4 is based on considering an auxiliary process in which the slow
variable is frozen (this is a standard tool for proving averaging principles, see [20, 39]). Set
∆ = ∆() =  log1/3(−1) ∧ 1. (2.1)
Given the main process (Rt, x

t)t≥0, we consider a family (indexed by  > 0) of auxiliary
dynamics (R̂t, x̂

t)t≥0 defined piecewise on each time interval [k∆, (k + 1)∆) with k ∈ N, on
the same probability space (Ω,F ,P) as the main process, as follows. Inductively for every
k ∈ N, take the same Poisson clock {T i }i∈N used in constructing the main process, and
starting at x̂k∆ = x

k∆, let (x̂

t)t∈[k∆,(k+1)∆) have the marginal distribution of the Markov
jump process in the frozen domain Rk∆ defined as in (1.11). That is, (x̂

t)t∈[k∆,(k+1)∆) jumps
at each T i ∈ [k∆, (k + 1)∆], i ∈ N in the frozen domain Rk∆, by first using probability
density F (Rk∆, x̂

T −i
, ·) to choose a spherical angle ξ̂i, then applying the rule H(Rk∆, ξ̂i). We
further put requirement on the joint law such that at each jump, ξ̂i and ξi of (1.5) achieves
within twice their Wasserstein 2-distance W2(µ, ν) on S
n−1, where µ = F (R
T −i
, x
T −i
, ·)dσ,
ν = F (Rk∆, x̂

T −i
, ·)dσ. Inductively the above procedure defines (x̂t)t≥0 on (Ω,F ,P).
We then define (R̂t)t≥0 on (Ω,F ,P) as the dynamics driven by the ode, with R̂0 = R0,
R̂t = R

0 +
ˆ t
0
b(Rbs/∆c∆, x̂

s)ds, t ≥ 0. (2.2)
With the auxiliary processes in place, we proceed to the proof of the theorem. By Propo-
sition 1.6(b), starting at r0 ∈ C(Sn−1), the solution (rt)t≥0 to the ode (1.12) exists and is
unique in C(Sn−1). Fixing T <∞ and ι ∈ (0, infθ r0(θ)), with R0 = r0 define the Ft-stopping
time
ζ(ι) := inf
{
t > 0 : ‖Rt − rt‖2 > ι
}
.
We claim that the stopped process (Rt∧ζ(ι))t∈[0,T ] ∈ A1(a) for some a ∈ (0, 1) depending only
on ι, r0 and T . Indeed, since t → ||rt||2 is continuous and increasing with (rt)t≥0 a-priori
existing for all time, it suffices to notice that a.s. ||Rt||2− ||Rt− ||2 ≤ ||Rt −Rt− ||2 ≤ C1/n for
t = ζ(ι) and some finite C uniform (due to the uniform control on ηn−1||gη||∞ per Lemma
A.1). Clearly, this verifies our claim. In the rest of the proof, we only apply Assumptions (L)
and (E) with Lipschitz constant K(a), resp. convergence rate λ in (1.16), depending on such
fixed a, for the stopped processes.
The proof of the following three lemmas are deferred to the end of this section. Fixing δ > 0
and set τ := ζ(ι) ∧ σ(δ) (see (1.18) for the latter).
Lemma 2.2. In the setting of Theorem 1.4, for some finite C = C(K(a), δ) we have that
sup
0≤t≤T
E
[
|xt∧τ − x̂t∧τ |2
]
≤ C.
Lemma 2.3. In the setting of Theorem 1.4, we have that
lim
→0
E
[
sup
0≤t≤T
‖Rt∧τ − R̂t∧τ‖22
]
= 0.
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Lemma 2.4. In the setting of Theorem 1.4, we have that
lim
→0
E
[
sup
0≤t≤T
‖R̂t∧τ − rt∧τ‖22
]
= 0. (2.3)
We proceed directly to complete the proof of the theorem. By (1.9), for any u ≤ t we have
per θ,
(Rt −Ru)(θ) =
ˆ t
u
b(Rs, x

s)(θ)ds+ (Σ

t − Σu)(θ).
By [10, Proposition 8.7], for the stopped martingale Σs∧ζ(ι)(θ),
E
[
sup
s∈[u,t]
(Σs∧ζ(ι) − Σu∧ζ(ι))2(θ)
]
≤ 4E
ˆ t∧ζ(ι)
u∧ζ(ι)
b(Rs, x

s)
2(θ)ds .
Since spherical convolution is a contraction in L2(Sn−1) (per Definition 1.2), and the Lipschitz
assumption (1.20) holds throughout A(a), which implies that b(Rs∧ζ(ι), xs∧ζ(ι)), s ∈ [0, T ], is
bounded in L2-norm, together with Fubini we have that for some finite C = C(K, δ) and any
0 ≤ u ≤ t ≤ T ,
E
[
sup
s∈[u,t]
‖Σs∧ζ(ι) − Σu∧ζ(ι)‖22
]
≤
ˆ
Sn−1
E
[
sup
s∈[u,t]
(Σs∧ζ(ι) − Σu∧ζ(ι))2(θ)
]
dσ(θ)
≤ 4E
ˆ t∧ζ(ι)
u∧ζ(ι)
‖b(Rs, xs)‖22ds ≤ 4E
ˆ t∧ζ(ι)
u∧ζ(ι)
‖b(Rs, xs)‖22ds ≤ C(t− u). (2.4)
Consequently, by (2.2), (2.4) and Cauchy-Schwarz inequality, for any 0 ≤ u ≤ t ≤ T ,
1
2
E‖Rt∧ζ(ι) −Ru∧ζ(ι)‖22
≤ E
∥∥∥ˆ t∧ζ(ι)
u∧ζ(ι)
b(Rs, x

s)ds
∥∥∥2
2
+ E‖Σt∧ζ(ι) − Σu∧ζ(ι)‖22
≤ E
(ˆ t∧ζ(ι)
u∧ζ(ι)
‖b(Rs, xs)‖2ds
)2
+ E‖Σt∧ζ(ι) − Σu∧ζ(ι)‖22
≤ (t− u)E
ˆ t∧ζ(ι)
u∧ζ(ι)
‖b(Rs, xs)‖22ds+ C(t− u)
≤ (t− u)E
ˆ t∧ζ(ι)
u∧ζ(ι)
‖b(Rs, xs)‖22ds+ C(t− u)
≤ C(t− u)2 + C(t− u). (2.5)
This estimate will be useful later in proving all the lemmas. By Lemma 2.3 and Lemma 2.4,
we have that
lim
→0
E
[
sup
0≤t≤T∧τ
‖Rt − rt‖22
]
= 0.
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By Chebyshev’s inequality, we have that
lim
→0
P
(
sup
0≤t≤T∧τ
‖Rt − rt‖2 > ι
)
= 0. (2.6)
This in turn implies that lim→0 P(ζ(ι) ≤ T ∧ σ(δ)) = 0, otherwise contradicting (2.6) by
the definition of ζ(ι). Therefore, we obtain (1.19) for any ι ∈ (0, infθ r0(θ)). Since the lhs of
(1.19) is non-increasing in the positive ι, the conclusion extends to any ι > 0. 
Proof of Lemma 2.2. Per (1.11), for each k ∈ N the auxiliary process (x̂t)t∈[k∆,(k+1)∆) admits
the decomposition
x̂t = x

k∆ + 
−1
ˆ t
k∆
h(Rk∆, x̂

s)ds+ M̂

k∆,t, t ∈ [k∆, (k + 1)∆), (2.7)
for some Rn-valued, Ft-martingale M̂ k∆,t. Taking the difference of (2.7) with (1.10), we have
that
(xt − x̂t)−
ˆ t
k∆
−1[h(Rs, x

s)− h(Rk∆, x̂s)]ds = M t −M k∆ − M̂ k∆,t, t ∈ [k∆, (k + 1)∆),
(2.8)
a martingale in Rn.
Considering the generator of (xt − x̂t)t∈[k∆,(k+1)∆), we have again by [10, Proposition 8.7]
that
E|M t∧τ −M k∆∧τ − M̂ k∆∧τ,t∧τ |2 ≤
4

E
ˆ t
k∆
E
∣∣∣H(Rs∧τ , ξs∧τ )− xs∧τ −H(Rk∆∧τ , ξ̂s∧τ ) + x̂s∧τ ∣∣∣2ds
≤ 8−1K2E
ˆ t
k∆
(
‖Rs∧τ −Rk∆∧τ‖22 + E|ξs∧τ − ξ̂s∧τ |2
)
ds ,
(2.9)
for k = 0, 1, ..., bT/∆c, where the inner conditional expectation E is only over (ξs∧τ , ξ̂s∧τ ),
having marginal densities F (Rs∧τ , x

s∧τ , ·) and F (Rk∆∧τ , x̂s∧τ , ·), respectively, with respect to
σ(·) on Sn−1. In (2.9) we also used (1.14). By the coupling we chose, and Lemma 2.1 with
M = Sn−1, p = F (Rs∧τ , x

s∧τ , ·) bounded below by δ, we have in (2.9)
E|ξs∧τ − ξ̂s∧τ |2 ≤ 4W2(ξs∧τ , ξ̂s∧τ )2
≤ C(δ)‖F (Rs∧τ , xs∧τ , ·)− F (R̂s∧τ , x̂s∧τ , ·)‖22
≤ CK2(‖Rs∧τ − R̂s∧τ‖22 + |xs∧τ − x̂s∧τ |2) ,
using (1.13) in the last line. Consequently, we obtain for (2.9) that
E|M t∧τ −M k∆∧τ − M̂ k∆∧τ,t∧τ |2 ≤ C(K, δ)−1E
ˆ t
k∆
(‖Rs∧τ − R̂s∧τ‖22 + |xs∧τ − x̂s∧τ |2)ds
≤ C−1∆3 + C∆2 + C−1E
ˆ t
k∆
|xs∧τ − x̂s∧τ |2ds , (2.10)
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using (2.5) in the last line. Thus, by (2.8), Cauchy-Schwarz inequality, (2.10) and (2.5), we
have for some finite C = C(K, δ) and any t ∈ [k∆, (k + 1)∆), k = 0, 1, ..., bT/∆c,
1
2
E|xt∧τ − x̂t∧τ |2
≤ −2E
[ ˆ t∧τ
k∆∧τ
|h(Rs, xs)− h(Rk∆, x̂s)|ds
]2
+ E|M t∧τ −M k∆∧τ − M̂ k∆∧τ,t∧τ |2
≤ K2−2∆E
ˆ t∧τ
k∆∧τ
(‖Rs −Rk∆‖22 + |xs − x̂s|2)ds+ C−1
(
∆3 + E
ˆ t∧τ
k∆∧τ
|xs − x̂s|2ds
)
≤ C(−2∆4 + −1∆3) + C(−2∆ + −1)E
ˆ t
k∆
|xs∧τ − x̂s∧τ |2ds ,
where the Lipschitz property of h(r, x) follows from Proposition 1.6(a) . By Gronwall’s in-
equality, we have that uniformly for any t ∈ [0, T ],
E|xt∧τ − x̂t∧τ |2 ≤ C−2∆4eC
−2∆2 . (2.11)
For our choice (2.1) of ∆ = ∆(), the rhs of(2.11) is bounded by C for some finite C =
C(K, δ). 
Proof of Lemma 2.3. Per (1.9) and (2.2), for any t ≥ 0 we have that
Rt − R̂t =
ˆ t
0
[b(Rs, x

s)− b(Rs, xs)]ds+
ˆ t
0
[b(Rs, x

s)− b(Rbs/∆c∆, x̂s)]ds+ Σt .
Then, by Cauchy-Schwarz inequality, (1.20), (2.4), (2.5) and Lemma 2.2 we have that
1
3
E sup
0≤t≤T
‖Rt∧τ − R̂t∧τ‖22
≤ TE
ˆ T
0
‖b(Rs∧τ , xs∧τ )− b(Rs∧τ , xs∧τ )‖22ds
+ TE
ˆ T∧τ
0
‖b(Rs, xs)− b(Rbs/∆c∆, x̂s)‖22ds+ E sup
0≤t≤T
‖Σt∧τ‖22
≤ term (I) +K2TE
ˆ T∧τ
0
(‖Rs −Rbs/∆c∆‖22 + |xs − x̂s|2)ds+ CT
≤ term (I) + CT
ˆ T
0
(s− bs/∆c∆)2ds+ CT 2+ CT
≤ term (I) + CT 2∆2 + CT 2,
where term (I) converges to 0 as  → 0 by Assumption (C) and the uniform boundedness of
the integrand. Thus, the whole expression tends to 0 as well. 
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Proof of Lemma 2.4. Per (1.16) and the fact that the event {k∆ ≤ ζ(ι)} is measurable to
the randomness of σ (Rk∆), we have that uniformly for k = 0, 1, ..., bT/∆c,
E
[
1{k∆≤τ}
∥∥∥ˆ (k+1)∆
k∆
[b(Rk∆, x̂

s)− b(Rk∆)]ds
∥∥∥2
2
]
= E
[
1{k∆≤τ}
∥∥∥ˆ k∆+∆/
k∆
[b(Rk∆, x̂
1
s)− b(Rk∆)]ds
∥∥∥2
2
]
≤ ∆2E
[
1{k∆≤ζ(ι)}E
[∥∥∥ˆ k∆+∆/
k∆
1
∆/
[b(Rk∆, x̂
1
s)− b(Rk∆)]dt
∥∥∥2
2
∣∣∣Rk∆]
]
≤ ∆2λ(∆/, a) . (2.12)
It then follows from (2.12), (1.15) and (2.5) that for some finite C = C(K, δ) and any t ∈ [0, T ],
1
2
E sup
0≤u≤t
∥∥∥ˆ u∧τ
0
[b(Rbs/∆c∆, x̂

s)− b(Rs)]ds
∥∥∥2
2
≤ E sup
0≤u≤t
∥∥∥ˆ u∧τ
0
[b(Rbs/∆c∆, x̂

s)− b(Rbs/∆c∆)]ds
∥∥∥2
2
+ E
(ˆ t∧τ
0
‖b(Rbs/∆c∆)− b(Rs)‖2ds
)2
≤ bt/∆c
bt/∆c∑
k=0
E1{k∆≤τ}
∥∥∥ˆ (k+1)∆
k∆
[b(Rk∆, x̂

s)− b(Rk∆)]ds
∥∥∥2
2
+ C∆2
+ tE
ˆ t∧τ
0
‖b(Rbs/∆c∆)− b(Rs)‖22ds
≤ t2λ(∆/, a) + CK2t2∆2, (2.13)
where λ(∆/, a)→ 0 as → 0 by (1.16) since ∆/→∞. We proceed to bound
m(T ) := E
[
sup
0≤u≤T
‖R̂u∧τ − ru∧τ‖22
]
via Gronwall’s inequality. Per (2.2) and (1.12), for any t ≥ 0 we have that
R̂t − rt =
ˆ t
0
[b(Rbs/∆c∆, x̂

s)− b(Rs)]ds+
ˆ t
0
[b(Rs)− b(rs)]ds .
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By (1.15) and (2.13) we have that
1
2
m(T ) ≤ E sup
0≤u≤T
∥∥∥ˆ u∧τ
0
[b(Rbs/∆c∆, x̂

s)− b(Rs)]ds
∥∥∥2
2
+ E sup
0≤u≤T
∥∥∥ˆ u∧τ
0
[b(Rs)− b(rs)]ds
∥∥∥2
2
≤ (T 2λ(∆/, a) + CK2T 2∆2) + TE
ˆ T∧τ
0
‖b(Rs)− b(rs)‖22ds
≤ (T 2λ(∆/, a) + CK2T 2∆2) + TK2E
ˆ T∧τ
0
‖Rs − rs‖22ds
≤ (T 2λ(∆/, a) + CK2T 2∆2) + 2T 2K2E sup
0≤u≤T
‖Ru∧τ − R̂u∧τ‖22 + 2TK2
ˆ T
0
m(t)dt .
Gronwall’s inequality and Lemma 2.3 yield
m(T ) ≤
(
T 2λ(∆/, a) + CK2T 2∆2 + CT 2K2E sup
0≤u≤T
‖Ru∧τ − R̂u∧τ‖22
)
eCT
2K2
converging to zero as → 0, as required. 
3. Proof of Theorem 1.9.
The following intuitive coupling enables to transfer the Averaging Principle for the family
of processes (Rt) as the scale parameter → 0 on finite time horizons, into a shape result for
(R1t ) of scale 1 as time t→∞.
Lemma 3.1 (coupling). Fix  > 0. Under Assumption (I), with (R0, x

0)
d
= (1/nR10, 
1/nx10),
there exists a coupling such that
(Rt, x

t) = (
1/nR1t/, 
1/nx1t/), t ≥ 0. (3.1)
Proof. Let {T i }i∈N with T 0 = 0 denote the sequence of Poisson jump times of rate −1 used in
constructing (Rt, x

t)t≥0, for some fixed  > 0. Set T
1
i := 
−1T i , i ∈ N. By scaling properties
of exponential distribution, {T 1i }i∈N has the law of a sequence of Poisson arrival times of rate
1, as such we construct (R1t , x
1
t )t≥0 using {T 1i }i∈N, on the same probability space (Ω,F ,P) as
(Rt, x

t)t≥0.
Starting with (R0, x

0) = (
1/nR10, 
1/nx10) on (Ω,F ,P), suppose we have succeeded in coupling
(Rs, x

s) with (
1/nR1s/, 
1/nx1s/) as in (3.1) up to time (T

i )
− for some i ∈ N. Then by (1.23),
for any s ≤ (T i )− we have
F (Rs, x

s, ·) = F (1/nR1s/, 1/nx1s/, ·) = F (R1s/, x1s/, ·) ,
yRs,xs = ωn
ˆ
Rs(z)
n−1F (Rs, x

s, z)dσ(z)
= 
n−1
n ωn
ˆ
R1s/(z)
n−1F (R1s/, x
1
s/, z)dσ(z) = 
n−1
n yR1
s/
,x1
s/
,
η(, Rs, x

s) =
1/n
y
1/(n−1)
Rs,x

s
= y
−1/(n−1)
R1
s/
,x1
s/
= η(1, R1s/, x
1
s/) .
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The induction hypotheses and the construction (1.5), (1.6) yield at t = T i , per θ
ξt
d∼ F (Rt− , xt− , ·) = F (R1t−/, x1t−/, ·) d∼ ξ1t/ ,
Rt(θ) = R

t−(θ) + y
−1
R
t− ,x

t−
gη(,R
t− ,x

t− )
(〈ξt , θ〉)
= 1/nR1t−/(θ) + 
1/ny−1
R1
t−/,x
1
t−/
gη(1,R1
t−/ ,x
1
t−/)
(〈ξt , θ〉) ,
R1t/(θ) = R
1
t−/(θ) + y
−1
R1
t−/,x
1
t−/
gη(1,R1
t−/ ,ξ
1
t/
)(〈ξ1t/, θ〉) .
By coupling the jumps of xt− and x
1
t−/ at t = T

i such that ξ

t = ξ
1
t/, we deduce R

t = 
1/nR1t/,
ξt = ξ
1
t/ for t = T

i , and by (1.7), (1.24) also x

t = 
1/nx1t/. During t ∈ [T i , T i+1), all processes
stay put, hence continuing extends the coupling to all t ≥ 0. 
Proof of Theorem 1.9. We only prove part (b), whereas the proof of part (a) is similar. By
Theorem 1.4 and Lemma 3.1, we firstly have for any t <∞ and ι > 0,
lim
→0
P(‖1/nR1t/ − rt‖2 > ι/2 |R10 = −1/nr0)
= lim
→0
P(‖Rt − rt‖2 > ι/2 |R0 = r0) = 0, (3.2)
where (rt)t≥0 is the continuous solution of (1.12) with initial data r0 ∈ C ∩ C(Sn−1), and
Leb(rt) = Leb(r0) + t. By the triangular inequality, we have that
lim
→0
P
(∥∥(Leb(r0) + t)−1/n1/nR1t/ − ψ∥∥2 > ι ∣∣∣R10 = −1/nr0)
≤ lim
→0
P
(∥∥(Leb(r0) + t)−1/n(1/nR1t/ − rt)∥∥2 > ι/2 ∣∣∣R10 = −1/nr0)
+ 1
{∥∥(Leb(r0) + t)−1/nrt − ψ∥∥2 > ι/2} .
By (3.2), the first term vanishes for any t ≥ 1, and upon taking another limit as t→∞, the
second term vanishes as well by (1.25). We obtain the claims upon setting N = −1. 
Problem 3.2. It remains open to remove the strict positivity of initial condition in Theorem
1.4, hence to be able to take c = 0 in (1.26), which would correspond to a genuine shape
theorem.
We have the following general characterization of invariant shapes.
Proposition 3.3. Under Assumption (I), ψ ∈ C(Sn−1) is invariant for the ode (1.12) if and
only if b(ψ) = n−1ψ/Leb(ψ).
Proof. We prove the “only if” part, while the converse “if” direction can be checked directly.
Assumption (I) implies that for any c > 0, ycr,cx = c
n−1yr,x, hence b(cr) = c−(n−1)b(r). Per
Definition 1.8(a), an invariant solution (rt)t≥0 starting at r0 = ψ is such that rt = ctψ with
(cnt − 1)Leb(ψ) = t. From the ode (1.12) it is not hard to infer that b(ψ) ∝ ψ. Further, by
taking derivative of (1.12) in t we identify the proportional constant to be n−1/Leb(ψ). 
However, invariant shapes may not be unique.
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Example 3.4. Consider H ≡ 0 (the origin) and F (r, 0, ·) = r(·)/ ´ rdσ ∈ C(Sn−1). Then it
is easy to check that b¯(r) = b(r, 0) = F (r, 0, ·)/ ´ F (r, 0, ·)rn−1dσ = r/(nLeb(r)). Since this
choice of F and H satisfies Assumption (I), by Proposition 3.3, any r ∈ C(Sn−1) is invariant
for (1.12), and not attractive except when starting from itself.
We provide sufficient condition for the centered Euclidean ball B to be attractive for (1.12),
where we denote henceforth by B the constant 1 function on Sn−1. Unfortunately, the condition
(3.3) is rather hard to check.
Proposition 3.5. Suppose the ode (1.12) has C1(Sn−1)-solution (rt)t≥0 for any r0 ∈ C ⊂
C1(Sn−1), and that for any r ∈ C1(Sn−1), it holds
b(r)(arg maxθ r) ≤ b(r)(arg minθ r) . (3.3)
Then B is attractive for (1.12) for the collection C of initial data.
Proof. Set osc(r) = maxθ r(θ)−minθ r(θ). Since rt is C1 for all t ≥ 0, we have that
d
dt
{rt(arg maxθ rt)} = b(rt)(arg maxθ rt) +
d
dz
rt(z)
∣∣∣
z=arg maxθ rt
· d
dt
{arg maxθ rt}
= b(rt)(arg maxθ rt) , (3.4)
and similarly for arg minθ rt. Therefore, combined with (3.3) we have that
d
dt
osc(rt) = b(rt)(arg maxθ rt)− b(rt)(arg minθ rt) ≤ 0.
Set rt := rt/(Leb(r0) + t)
1/n. Then we have that osc(rt) = osc(rt)/(Leb(r0) + t)
1/n and
d
dt
osc(rt) =
1
(Leb(r0) + t)1/n
d
dt
osc(rt)− 1
n(Leb(r0) + t)1+1/n
osc(rt)
≤ − 1
n(Leb(r0) + t)
osc(rt).
This yields
osc(rt) ≤ osc(r0)
(
Leb(r0) + t
Leb(r0)
)−1/n
→ 0 ,
as t→∞, for any r0 ∈ C. Equivalently, for some constant cn such that Leb(cnB) = 1,
||rt − cnB||2 ≤ ω1/2n ||rt − cnB||∞ → 0.
This is exactly the definition (1.25) of attractive shapes with ψ = B. 
4. Applications
In this section we consider two applications of Theorems 1.4 and 1.9, the main one being a
simplified model for the growth of the range of oerw (with F (r, x, ·) the density of harmonic
measure). By Dahlberg’s theorem [8, Theorem 3 and remark], for a Lipschitz domain D ⊂ Rn,
harmonic measure from any point x ∈ D is mutually absolutely continuous with respect to the
(n− 1)-dimensional Hausdorff measure on ∂D, hence their Radon-Nikodym derivative which
is the Poisson kernel P (D, x, ·) exists and belongs to L2loc(∂D). If the domain is more regular,
so is the Poisson kernel. Per [22, page 547], if ∂D belongs to Ho¨lder space Ck+1,γ for some
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k ∈ N, γ ∈ (0, 1), then P (D, x, ·) ∈ Ck,γ(∂D). Since our domains are star-shaped, by an abuse
of terminology we will call F (r, x, ·) the Poisson kernel of r, if it is a probability density on
Sn−1 corresponding to P (D, x, ·) with r = ∂D up to a change of variables.
Even for smooth domains, one cannot expect their Poisson kernel to be Lipschitz in L2-norm
with respect to boundary perturbations as (1.13), or in any other norm. Indeed, as explained
in [22], one expects P (D, x, ·) to be one differentiability less than the domain D. However,
if one forms the kernel based on a regularized domain, then the Lipschitz property can be
true (as shown below in Proposition 4.2). With this in mind, we consider the following model
introduced previously in Theorem 1.10 in the introduction.
4.1. Smoothed Harmonic Measure (Proof of Theorem 1.10). Recall the construction
above (1.27) of the smoothed domain r˜ ∈ C3(Sn−1) for every r ∈ L2(Sn−1). Due to the
preceding discussion on Poisson kernels, it is clear that the regularized (as in (1.27)) Poisson
kernel F (r, x, ·) belongs to C(Sn−1) for any (r, x) ∈ D(F ), fulfilling part of Assumption (L).
The probabilistic meaning of the definitions of F (1.27) and H (1.29) is as follows.
If the process (R, x) is defined up to time s and the state at that time is given by domain
with boundary Rs and particle position x

s, we wait for the next jump mark that is given by
an exponential with parameter −1 and we call t > s its time. To choose a point at the current
boundary Rs, the particle follows the law of a Brownian motion in Rn with starting point xs
in the smoothed domain R˜s = R

s ?g until its first exit. We record its exit angle ξt ∈ Sn−1 and
define the location for the center of the new bump on the original domain by Rs(ξt)ξt. Hence
the updated domain is formed by
Rt(θ) = R

s(θ) +

yRs,xs
gη(,Rs,xs)(〈ξt, θ〉).
Observe that the bump is added to the original domain and not the smoothed one. Next,
the particle is pushed towards the origin by a strictly positive quantity, along the radius, still
in the smoothed domain R˜s, namely x

t = α(R˜

s(ξt), ξt)ξt and there it waits for the next jump
mark. Continuing in this way we define the process for every t > 0. Note that we omitted
the travel time of the Brownian motion inside the smoothed domain and only deal with its
exit distribution, which is without loss of generality. It is also important to notice that since
Rt(θ) ≥ Rs(θ), t > s for all θ ∈ Sn−1 implies that R˜t(θ) ≥ R˜s(θ), the particle (xt) is always
contained in the smoothed domain once we assume it is the case for (R˜0, x

0).
The choice of (1.27) and (1.29) in this example is motivated by basic features of orrw and
oerw in the mesoscopic scale. The ideal choice of H to be closer to these models would be
H(r, z, ) = (r(z)− 1/n)z. Our choice (1.29) is rather general but independent of . Further,
in our continuum simplified model, it is natural to replace random walk by Brownian motion.
An advantage of our method is that, instead of Brownian motion, we can also allow the
particle to follow the law of an elliptic diffusion whose generator is a uniformly elliptic second-
order divergence form operator L = −divA∇, while the Green’s function used in the definition
(1.27) is the one for L. Our proof works verbatim.
To apply Theorems 1.4 and 1.9 we rely on the following lemmas and propositions. We start
by proving the Lipschitz property for the maps (1.13), (1.14), (1.15) involved in the definition
of the process.
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Lemma 4.1. For any r, r′ ∈ L2(Sn−1), we have that
‖r˜ − r˜′‖C3(Sn−1) ≤ C‖r − r′‖2 ,
for some finite constant C = C(g) that depends on the convolution kernel g.
We postpone the proof of this lemma to the appendix, as well as that of the following key
proposition.
Proposition 4.2. The map (r˜, x) 7→ F (r, x, ·) is locally Lipschitz from its domain to L2(Sn−1),
when we consider in the former space the product distance given by the C2,1/2(Sn−1)-norm for
the first variable and the Euclidean norm for the second variable.
Corollary 4.3. For every a ∈ (0, 1), the maps (r, x) 7→ F (r, x, ·) and (r, x) 7→ b(r, x) are both
(globally) Lipschitz from A(a) to L2(Sn−1).
Proof. Recall that a local Lipschitz function is globally Lipschitz in any compact subset of
its domain. Given Proposition 4.2, the global Lipschitz property of F (r, x, ·) is obtained as
follows. The map (r, x) 7→ F (r, x, ·) is a composition of (r, x) 7→ (r˜, x) and (r˜, x) 7→ F (r, x, ·),
the former globally Lipschitz per Lemma 4.1, and the latter locally Lipschitz. Now, observe
that the image of the first map is a compact subset of the domain of the second one, due
to the fact that, on the one hand, ‖r˜‖C3(Sn−1) ≤ C‖r‖L2(Sn−1) ≤ Ca−1 and the Arzela`-Ascoli
theorem, and on the other hand the uniform compactness in Rn of the image of H(r, ·), both
throughout r ∈ A1(a).
Finally, per Proposition 1.6(a) it follows that (r, x) 7→ b(r, x) is also (globally) Lipschitz. 
Next, we prove the Lipschitz property for H.
Proposition 4.4. For every a ∈ (0, 1), the map (r, z) 7→ H(r, z) is Lipschitz from A1(a)×Sn−1
to Rn.
Proof. For any r, r′ ∈ A1(a), we have by the local Lipschitz property of α(·, ·) (hence Lipschitz
on compact intervals) and Lemma 4.1 that
|H(r, z)−H(r′, z)| = |α(r˜(z), z)z − α(r˜′(z), z)z|
≤ C(a, α)|r˜(z)− r˜′(z)| ≤ C‖r − r′‖2 .
Also, for any z, z′ ∈ Sn−1,
|H(r, z)−H(r, z′)| ≤ α(r˜(z′), z′)|z − z′|+ |α(r˜(z), z)− α(r˜(z′), z′)|.
For r ∈ A1(a), using again Lemma 4.1 and the Lipschitz property of α(·, ·), we deduce that
|H(r, z)−H(r, z′)| ≤ C(a, α, g)|z − z′|. 
To show that Assumption (E) holds for this model, by Proposition 1.6 (c), it is enough to
prove the following uniform Doeblin condition.
Proposition 4.5. Given a Borel set A ⊂ Sn−1 of positive Lebesgue measure and a ∈ (0, 1)
there exist c = c(A, a, α, g) > 0 such for every (r, x) ∈ A(a), the process (x1,rt ) (1.11) in the
frozen domain r˜ verifies
P
(
x1,rT1 /|x1,rT1 | ∈ A |x1,r0 = x
)
=
ˆ
A
F (r, x, θ)dσ(θ) > c . (4.1)
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Proof. Recall that (x1,rt )t≥0 lives in the smoothed domain enclosed by r˜, which is star-shaped.
This together with the fact that the image of H(r, ·) forms a compact, connected set disjoint
from the boundary r˜, imply that given any Borel A ⊆ Sn−1 of positive Lebesgue measure, we
have that
inf
x∈Image(H(r,·))
{ˆ
A
F (r, x, θ)dθ
}
> c(r˜, A) > 0 .
Observe that the lhs is a continuous function of (r˜, x) in a compact set (under the norm of
Proposition 4.2) throughout (r, x) ∈ A(a), hence the lower bound can be taken uniform. 
The proof simueltaneously shows that we can dispense with the stopping time (1.18), for
reason explained in Remark 1.5. Now we are ready to prove the last Lipschitz condition, that
of b.
Proposition 4.6. For every a ∈ (0, 1), the map r 7→ b(r) is Lipschitz from A1(a) to L2(Sn−1).
Proof. For fixed r ∈ C(Sn−1), we can project (x1,rt ) into a Markov process on Sn−1, since every
x ∈ Image (H(r, ·)) is identified with a unique x/|x| ∈ Sn−1. By Proposition 4.5 the projected
process on Sn−1 is uniformly ergodic throughout r ∈ A1(a), with the ergodicity coefficient
depending on a. For ease of notation, while writing x instead of x/|x|, we envision the Markov
chain having state space Sn−1 throughout this proof.
For any r, r′ ∈ A1(a), by the characterization of total variation norm of finite signed mea-
sures (cf. [17, page 124]) and (1.20), we have that for some finite C = C(a),
‖b(r)− b(r′)‖2 =
∥∥∥ˆ b(r, x)dνr˜(x)− ˆ b(r′, x)dνr˜′(x)∥∥∥
2
≤
∥∥∥ˆ b(r, x)d(νr˜ − νr˜′)(x)∥∥∥
2
+
ˆ
‖b(r, x)− b(r′, x)‖2dνr˜′(x)
≤ 2ω−1n a−(n−1)
∥∥ sup
x
F (r, x, ·)∥∥∞‖νr˜ − νr˜′‖TV + C(a)||r − r′||2 .
We are left to bound the first term. Observe that r˜ 7→ ‖ supx F (r, x, ·)‖∞ is a continuous
function defined on a compact set (under the norm of Proposition 4.2) throughout r ∈ A1(a),
hence uniformly bounded. To deal with ‖νr˜ − νr˜′‖TV, we rely on [32, Corollary 3.1]. Denote
Kr(x,A) =
´
A
F (r, x, θ) dσ(θ) and M1 the space of signed Borel measures on Sn−1 with total
variation one, and we have that (per notation in [32, (2.1)])
‖Kr − Kr′‖op := sup
µ∈M1
‖µKr − µKr′‖TV
=
1
2
sup
µ∈M1
sup
{g measurable : |g|≤1}
∣∣∣∣ˆ
Sn−1
ˆ
g(θ)(F (r, x, θ)− F (r′, x, θ))dµ(x)dσ(θ)
∣∣∣∣
≤ 1
2
sup
µ∈M1
{
ω1/2n
ˆ
‖F (r, x, ·)− F (r′, x, ·)‖2d|µ|(x)
}
≤ 1
2
ω1/2n K‖r − r′‖2 .
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By [32, Corollary 3.1], for some C = C(a) (depending on the uniform ergodicity coefficient)
we have that
‖νr˜ − νr˜′‖TV ≤ C‖Kr − Kr′‖op ≤ Cω1/2n K‖r − r′‖2 .
This completes the proof. 
Finally, we show that Assumption (C) is verified, cf. Remark 1.3.
Corollary 4.7. Assumption (C) holds for this model.
Proof. By (A.8) and (A.9) in the proof of Proposition 4.2, we have that ‖f‖C1(Sn−1) ≤ C(a),
hence ‖Ttf − f‖2 ≤ C(a)(1 − t)1/2 for f = F (r, x, ·), Tt of (A.12) and any (r, x) ∈ A(a).
Further, yr,x ≥ ωnan−1, hence η(, r, x) ≤ c(a)1/n throughout A(a) (for c(a) := a−1ω−1/(n−1)n
finite). Thus, by (A.15)
‖b(Rs∧τ , xs∧τ)− b(Rs∧τ , xs∧τ)‖2 ≤ a−(n−1) sup
(r,x)∈A(a)
‖F (r, x) ? gη(,r,x) − F (r, x)‖2
≤
√
2a−(n−1)C(a)c(a)1/n
converges to zero, uniformly in s ≥ 0, as → 0. 
Having proved all these facts, we can apply Theorem 1.4 to this model without the stopping
time (1.18), proving part (a) of Theorem 1.10. The following proposition, considering special
cases where we have explicit descriptions, constitutes the proof of part (b) of that theorem.
Proposition 4.8. (a) If the function α(`, z) = α(`) does not separately depend on z, then the
centered Euclidean ball B is an invariant solution to (1.12).
(b) If the function α(`, z) = α(z)` depends linearly on `, then Assumption (I) is satisfied.
(c) If α(`, z) = γ` for some fixed number γ ∈ [0, 1), then the unique invariant measure νr is
explicitly given by the harmonic measure from the origin in the domain enclosed by γr˜, for
every r ∈ C(Sn−1).
(d) If α(`, z) ≡ 0, then B is the unique attractive solution of (1.12).
Proof. (a) First note that B ? g = B, so regularization by g has no effect here. By rotational
symmetry, the map x 7→ yB,x is constant and νB equals the harmonic measure from the origin
on αB, which is the uniform measure. Thus, in this case θ 7→ b(θ) is constant and B is invariant
for (1.12).
(b) (1.23) is a scaling invariance property of Brownian motion itself, while (1.24) is satisfied
by our choice.
(c) By the scaling invariance of Brownian motion, the harmonic measure from the origin
on γr˜ and on r˜, viewed as functions of spherical angles, are equal. Since the transition kernel
of the Brownian motion from γr˜ to r˜ is exactly given by F (r, x, ·), we see that the harmonic
measure from the origin is the unique (due to Proposition 4.5) invariant measure for (x1,rt ).
(d) We first show that r˜t := rt ? g, the regularized solution of (1.12), has as B the unique
attractive solution. Then it immediately follows that (rt)t≥0 must also, since if it were not
attracted to B, then neither would its regularized version. To this end, recall Proposition 3.5
which gives sufficient condition for B to be attractive. Since our F (r, x, ·) is built from r˜, we
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note that if we change the condition (3.3) to
b(r)(arg maxθ r˜) ≤ b(r)(arg minθ r˜) , (4.2)
then the same proof yields the conclusion that B is attractive for (r˜t)t≥0. To verify (4.2), we
note since H ≡ 0 (the origin), it reduces b¯(r) = F (r, 0, ·)/yr,0. We only need to show that the
Poisson kernel of r˜ is larger at angle arg maxθ r˜ than at arg minθ r˜. Consider two standard
Brownian motions in Rn, one in the domain enclosed by r˜, the other in the centered Euclidean
ball of radius arg minθ r˜. Couple them to move together from the origin until the first hitting
time by both of the boundary of the ball, where the second Brownian motion is stopped and
the first Brownian motion can continue to move till hitting the larger domain’s boundary r˜.
Clearly, this coupling yields that the Poisson kernel of r˜ at angle arg minθ r˜ is at least 1/ωn.
An analogous coupling, between r˜ and the center Euclidean ball of radius arg maxθ r˜, yields
that the Poisson kernel of r˜ at angle arg maxθ r˜ is at most 1/ωn. This verifies (4.2) and finishes
the proof. 
For anisotropic α(`, z), i.e. that do not satisfy the condition of Proposition 4.8(a), one
may obtain other limiting shapes as invariant solutions to the ode (1.12), such as diamond,
square etc (see Figure 4), implicitly determined as in Proposition 3.3. We can show that in
the anisotropic case, the Euclidean ball is not an invariant shape for our example, in general.
Proposition 4.9. If z 7→ α(`, z) is not identically constant, then the centered Euclidean ball
B is not an invariant solution to (1.12).
Proof. Suppose for contradiction that B is invariant for (1.12) in such case. Since F (B, x, ·) are
probability densities, we have that yB,x = ωn independent of x. Since each x ∈ Image (H(B, ·))
is identified with a unique x/|x| ∈ Sn−1, we can project νB into a probability measure ν˜B on
Sn−1, uniquely invariant for the transition kernel F˜ (B, z, θ) := F (B, α(B(z), z)z, θ), where
z, θ ∈ Sn−1.
Since we assumed that z 7→ α(`, z) is continuous but not rotationally symmetric, clearly ν˜B
is not the uniform measure on Sn−1. But per θ ∈ Sn−1 we have that
b(B)(θ) = ω−1n
ˆ
Sn−1
F˜ (B, z, θ)dν˜B(z) = ω−1n ν˜B(θ),
the latter equality due to invariant measure property, we reach contradiction with Proposition
3.3. 
4.2. Distance to particle. We consider another natural hitting rule F that chooses a bound-
ary point with probability “proportional to a function of the distance to the particle”. As in
Subsection 4.1, we consider applying a smoothing procedure to the domain to gain regularity.
Fixing some η > 0, take g = gη ∈ C1(Sn−1) of (A.10), and still denoting r˜ := r ? g, let
F (r, x, θ) =
ϕ(|r˜(θ)θ − x|)´
Sn−1 ϕ(|r˜(z)z − x|)dσ(z)
, θ ∈ Sn−1, (4.3)
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where ϕ : R+ → R+ is C1 and bounded away from zero. Thus, F (r, x, ·) ∈ C1(Sn−1) for any
(r, x) ∈ D(F ), fulfilling part of Assumption (L). We take as the transportation rule
H(r) =
ˆ
Sn−1
r(z)zdσ(z)
that sends the particle to certain statistical center of the domain. As H(r) depends on the
domain only, the invariant measure νr is the Dirac mass at H(r), and Assumption (E) needs
no verification.
Remark 4.10. Observe that it is possible to have yet another example by combining the F
(4.3) of this example with the H (1.29) of Subsection 4.1. The proofs are similar, so we do
not include them.
Proposition 4.11. For every a ∈ (0, 1), the map (r, x) 7→ F (r, x, ·) is Lipschitz from A(a) to
L2(Sn−1).
Proof. We can prove Lipschitz property of the numerator and denominator of (4.3) separately,
since the latter is bounded below. Since ϕ is C1 it is Lipschitz on compact intervals. For any
(r, x), (r′, x′) ∈ A(a), we have for the numerator∥∥∥ϕ(|r˜(θ)θ − x|)− ϕ(|r˜′(θ)θ − x′|)∥∥∥
2
≤ C(ϕ)
∥∥∥|r˜(θ)θ − x| − |r˜′(θ)θ − x′|∥∥∥
2
≤ C
∥∥∥ (r˜(θ)θ − r˜′(θ)θ)− (x− x′)∥∥∥
2
≤ C(‖r˜ − r˜′‖2 + |x− x′|) ≤ C(‖r − r′‖2 + |x− x′|),
where we used in the third line the elementary inequality ‖a| − |b|| ≤ |a− b| for a, b ∈ R. The
L2-norm above is taken with respect to θ. The denominator is Lipschitz upon applying first
Cauchy-Schwarz inquality, and then the same argument. This completes the proof. 
Another application of Cauchy-Schwarz inequality yields that the map r 7→ H(r) is Lipschitz
from A1(a) to Rn, for every a ∈ (0, 1). We are left to prove the map r 7→ b(r) is Lipschitz
from A1(a) to L2(Sn−1). Note that from the Lipschitz property of F , we can deduce the same
for b by Proposition 1.6(a). Since νr concentrates on a singleton, we further deduce for any
r, r′ ∈ A1(a),
‖b(r)− b(r′)‖2 = ‖b(r,H(r))− b(r′, H(r′))‖2
≤ C(a)(‖r − r′‖2 + |H(r)−H(r′)|) ≤ C‖r − r′‖2.
Finally, we can verify Assumption (C) similarly to Corollary 4.7 as ‖F (r, x, ·)‖C1(Sn−1) is
uniformly bounded for (r, x) ∈ A(a). Thus Theorem 1.4 applies to this model. If one further
assumes that ϕ is a homogeneous function in the sense that ϕ(λt) = λsϕ(t) for some s ∈ R
and any scalar λ > 0, then Assumption (I) is satisfied and Theorem 1.9 also applies.
It is clear from (4.3) that the centered Euclidean ball B is an invariant shape.
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Appendix A.
Proof of Proposition 1.6. (a) Since b(r, x) is a ratio of F (r, x, ·) and the scalar yr,x, with F
Lipschitz and yr,x ≥ ωnan−1, it suffices to show that in addition (r, x) 7→ yr,x is Lipschitz. To
this end, we note that for any (r, x), (r′, x′) ∈ A(a),
|yr,x − yr′,x′| ≤ ωn
ˆ
Sn−1
∣∣rn−1(θ)F (r, x, θ)− (r′)n−1(θ)F (r′, x′, θ)∣∣ dσ(θ)
≤ ωn
[ ˆ
Sn−1
|rn−1 − (r′)n−1|(θ)F (r, x, θ)dσ(θ) +
ˆ
Sn−1
(r′)n−1(θ)|F (r, x, θ)− F (r′, x′, θ)|dσ(θ)
]
≤ C(a)‖r − r′‖2‖F (r, x, ·)‖2 + ωn‖r′‖n−12 ‖F (r, x, ·)− F (r′, x′, ·)‖2 ,
by Cauchy-Schwarz inequality and the Lipschitz property of tn−1 on compact intervals. Thus
our claim follows from (1.13) and related norm-boundedness. Similarly, for any (r, x), (r′, x′) ∈
A(a), by (1.13), (1.14),
|h(r, x)− h(r′, x′)| − |x− x′| ≤
ˆ
Sn−1
|H(r, θ)F (r, x, θ)−H(r′, θ)F (r′, x′, θ)| dσ(θ)
≤
ˆ
Sn−1
|H(r, θ)(F (r, x, θ)− F (r′, x′, θ))|dσ(θ) +
ˆ
Sn−1
|H(r, θ)−H(r′, θ)|F (r′, x′, θ)dσ(θ)
≤ ‖H(r, ·)‖2‖F (r, x, ·)− F (r′, x′, ·)‖2 +K‖r − r′‖2 ≤ C(a)(||r − r′||2 + |x− x′|)
as needed.
(b) Since per (1.15) r 7→ b(r) is Lipschitz in A1(a) for every a ∈ (0, 1), there exists a unique
L2-solution to (1.12) locally in time, defined up to the first exit time by the solution of A1(a)
[1, Theorem 7.3]. By the continuity of F in θ variable per Assumption (L), it turns out that
the solution to (1.12) is continuous in θ for each t while defined. Hence, Proposition 1.7 holds
there and we can bound the growth of the L2-norm of the solution rt by Ho¨lder’s inequality
‖rt‖2 ≤ ω
n−2
2n
n ‖rt‖n ≤ ω
n−2
2n
n n
1
n (Leb(r0) + t)
1
n .
Since r0 ∈ C(Sn−1), given T > 0, we can find a1 = a1(r0, T ) ∈ (0, 1) such that the solution
stays in A1(a1) up to time T and the result follows.
(c) The minorisation (1.22) implies by standard theory of general state space Markov chains
(see [37, Theorem 8]), that for any r ∈ C(Sn−1) the embedded chain {x1,rTi } has a unique
invariant measure νr, with the uniform on A(a) convergence
sup
(r,x)∈A(a)
{‖Pnr (x, ·)− νr(·)‖TV} ≤ (1− δ)bn/n0c .
The proof is by coupling, which extends to the process (x1,rt )t≥0 with x
1,r
0 = x and its stationary
version (x1,rt )t≥0 (i.e. starting at distribution νr and using the same jump times {Ti} for both
processes). It follows that the processes coalesce at the coupling time Tx with
‖Px(x1,rt ∈ ·)− νr(·)‖TV ≤ Px(x1,rt 6= x1,rt ) = P(Tx > t) ≤ e−ct,
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for some positive constant c = c(δ, n0) = c(a), any t ≥ 0 and all (r, x) ∈ A(a). By the triangle
inequality, employing this coupling for proving (1.16), we separately bound
sup
t0≥0
E
∥∥∥1
t
ˆ t0+t
t0
[b(r, x1,rs )− b(r, x1,rs )]ds
∥∥∥2
2
(A.1)
and
sup
t0≥0
E
∥∥∥1
t
ˆ t0+t
t0
[b(r, x1,rs )− b(r)]ds
∥∥∥2
2
. (A.2)
There is no contribution to (A.1) from s ≥ Tx and a-priori ‖b(r, x)‖2 ≤ C(a) < ∞ for all
(r, x) ∈ A(a). Hence (A.1) is at most 4C(a)2ETx/t ≤ 4C(a)2/(ct). By stationarity the
expectation in (A.2) is independent of t0 and utilizing the Markov property, it equals
2
t
ˆ
dνr(x)
ˆ t
0
(
1− u
t
)
∆r,x(u)du , (A.3)
where by Fubini
∆r,x(u) := Ex
[ ˆ
Sn−1
[b(r, x1,ru )(θ)− b(r)(θ)]b(r, x)(θ)dσ(θ)
]
.
Using the preceding coupling per value of x in (A.3), we deduce that
|∆r,x(u)| ≤ Γr,x P(Tx > u) ,
where by Cauchy-Schwarz
Γr,x := sup
y,y′∈Kr
ˆ
Sn−1
|b(r, y)(θ)− b(r, y′)(θ)|b(r, x)(θ)dσ(θ)
≤ 2 sup
x′∈Kr
‖b(r, x′)‖22 ≤ 2C(a)2 .
Plugging into (A.3) this uniform bound on Γr,x and the uniform tail bound on Tx, we deduce
that the term (A.2) is at most 4C(a)2/(ct), thereby completing the proof. 
Proof of Proposition 1.7. For C(Sn−1)-solutions (rt)t≥0, (1.12) is valid in pointwise sense and
we can compute
d
dt
{Leb(rt)} = d
dt
{ˆ
Sn−1
n−1rt(θ)ndσ(θ)
}
=
ˆ
Sn−1
rt(θ)
n−1 d
dt
{rt(θ)}dσ(θ)
=
ˆ
Sn−1
rt(θ)
n−1
ˆ
Rn
b(rt, x)(θ)dνrt(x)dσ(θ)
=
ˆ
Rn
(ˆ
Sn−1
rn−1t (θ)b(rt, x)(θ)dσ(θ)
)
dνrt(x)
=
ˆ
Rn
dνrt(x) = 1 ,
yielding Leb(rt) = Leb(r0) + t, for any t ≥ 0.
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We can do a similar computation for the random dynamics, in particular verifying (1.3).
Indeed, for any (r, x) ∈ D(F ),
E
[
Lev(r + y−1r,xgη(〈ξ, ·〉))− Leb(r)
]
=
ˆ
Sn−1
n−1
ˆ
Sn−1
[r(θ) + y−1r,xgη(〈z, θ〉)]nF (r, x, z)dσ(z)dσ(θ)− n−1
ˆ
Sn−1
r(θ)ndσ(θ)
= 
ˆ
Sn−1
ˆ
Sn−1
r(θ)n−1y−1r,xgη(〈z, θ〉)F (r, x, z)dσ(z)dσ(θ) + o()
= 
ˆ
Sn−1
r(θ)n−1(b(r, x) ? gη)(θ)dσ(θ) + o()
= 
ˆ
Sn−1
r(θ)n−1[b(r, x)(θ)− b(r, x)(θ)]dσ(θ) + 
ˆ
Sn−1
r(θ)n−1b(r, x)(θ)dσ(θ) + o().
The second term gives exactly . Upon applying Cauchy-Schwarz inequality to the first term
and using the L2-approximation property (A.15) of the spherical approximate identity as
→ 0, we see that the whole expression is + o(). 
Proof of Lemma 4.1. Recall the definition (1.1) of spherical convolution. For any integer 0 ≤
k ≤ 3 and any z ∈ Sn−1, we have that
|dk(r˜ − r˜′)(z)| =
∣∣∣ 1
ωn
ˆ
Sn−1
(r − r′)(θ)dkg(〈z, θ〉)dσ(θ)
∣∣∣
≤ 1
ωn
ˆ
Sn−1
∣∣∣(r − r′)(θ)dkg(〈z, θ〉)∣∣∣dσ(θ)
≤ 1
ωn
‖r − r′‖2 sup
z∈Sn−1
‖dkg(〈z, ·〉)‖2
where dk is the k-th derivative with respect to z variable in Sn−1. Since Sn−1 is compact
hence the supremum in the last line is finite and depends only on g, the claimed bound on
‖r˜ − r˜′‖C3(Sn−1) is obtained. 
Proof of Proposition 4.2. We first show the local Lipschitz property of F (r, x, ·) in r variable.
Let us fix x0 ∈ Rn, and consider two open, star-shaped domains D,D′ whose C3-boundaries
are r˜ = ∂D, r˜′ = ∂D′ respectively, with x0 ∈ D ∩D′. We view D′ as a local perturbation of
D in the metric we consider. Clearly, there exists some δ > 0 such that B(x0, 2δ) ⊆ D ∩D′.
Further, it is not hard to find some C3-diffeomorphism φ : Rn → Rn that maps D to D′, taking
∂D to ∂D′, is identity for x ∈ B(x0, δ), and for some finite constant C1 = C1(δ, ‖r˜‖C2,1/2(Sn−1))
satisfies
‖φ− Id‖C2,1/2(D) ≤ C1‖r˜ − r˜′‖C2,1/2(Sn−1) . (A.4)
Here Id(x) = x is the identity map, whose differential is In, the n-by-n identity matrix.
Recall (1.27) that F (r, x0, θ) =
∂
∂n
Gr˜(x0, y)|y=r˜(θ)θ and F (r′, x0, θ) = ∂∂nGr˜′(x0, y)|y=r˜′(θ)θ.
For simplicity, we also write Γ(x0, x) = Gr˜′(x0, φ(x)) for x ∈ D. We have that
∆Γ(x0, x) = div(Dφ(x)∇Gr˜′(x0, φ(x))) ,
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where D is the differential operator. Subtracting ∆Gr˜ from ∆Γ we have that
∆(Γ−Gr˜)(x0, x) = div((Dφ− In)(x)∇Gr˜′(x0, φ(x))) + (∆Gr˜′(x0, φ(x))−∆Gr˜(x0, x))
= div((Dφ− In)(x)∇Gr˜′(x0, φ(x))) , (A.5)
where in the second line we claimed that for any x ∈ D,
∆Gr˜′(x0, φ(x))−∆Gr˜(x0, x) = 0. (A.6)
Indeed, since Green’s function is harmonic away from its pole, both quantities in (A.6) are
zero if x 6= x0. When x = x0, ∆Gr˜′(x0, φ(x)) = δx0(φ(x)) and ∆Gr˜(x0, x) = δx0(x). But for
any test function f , we have 〈f(x), δx0(φ(x))〉 = f(φ−1(x0)) and 〈f(x), δx0(x)〉 = f(x0), with
φ−1(x0) = x0 by definition of the map φ. Thus, when x = x0 (A.6) also holds.
Observe now that since φ is the identity map in B(x0, δ), Dφ = In, there is no singularity
on the rhs of (A.5). With the boundary condition (Γ − Gr˜)(x0, x) = 0 whenever x ∈ ∂D,
we have by the global Schauder estimate [19, Theorem 5.26] applied to the Poisson equation
(A.5), combined with the maximum principle [19, Proposition 2.15] for the same equation,
that there exists some finite C2 = C2(δ, ‖r˜‖C2,1/2(Sn−1)) such that
‖(Γ−Gr˜)(x0, ·)‖C2,1/2(D) ≤ C2‖div((Dφ− In)∇Gr˜′(x0, φ(·)))‖C0,1/2(D).
Utilizing (A.4), the above is further controlled by
‖(Γ−Gr˜)(x0, ·)‖C2,1/2(D) ≤ C3||φ− Id||C2,1/2(D) · ‖Gr˜′(x0, φ(·))‖C2,1/2(D\B(x0,δ))
≤ C4||r˜ − r˜′||C2,1/2(Sn−1) , (A.7)
where C4 depends on δ, ‖r˜‖C2,1/2(Sn−1) and the term involving Green’s function. But the latter
has sufficient regularity away from its pole up to the C3-boundary, hence C4 is finite. We
conclude by (1.27) and (A.7) that
‖F (r, x0, ·)− F (r′, x0, ·)‖C1,1/2(Sn−1) ≤ C‖r˜ − r˜′‖C2,1/2(Sn−1) . (A.8)
We next turn to the local Lipschitz property of F (r, x, ·) in x variable.
Fix an open, star-shaped domain D with r˜ = ∂D and consider two points x, x′ ∈ D, such
that for some δ > 0 we have B(x, 2δ) ∪ B(x′, 2δ) ⊆ D, and the line segment connecting
x, x′ is entirely contained in D. We view x′ as a local perturbation of x. Since the Green’s
function G(x, y) := Gr˜(x, y) has sufficient regularity away from its pole up to the C
3-boundary,
applying the Mean Value Theorem to G(·, y), ∇yG(·, y) and ∇2yG(·, y), we get for some finite
constant C,
‖G(x, ·)−G(x′, ·)‖C2(D\(B(x,δ)∪B(x′,δ))) ≤ C|x− x′|.
This again implies by (1.27)
‖F (r, x, ·)− F (r, x′, ·)‖C1(Sn−1) ≤ C|x− x′|. (A.9)
Since we only require L2(Sn−1)-norm on F , (A.8) and (A.9) are sufficient for our purposes. 
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Lemma A.1. Fix n ≥ 2 and a continuous probability density function φ(s) on [−1, 1], attain-
ing its maximal value at s = 1, with φ(−1) = 0. Then, for some cη > 0 which are uniformly
bounded over η ∈ (0, 1),
gη(t) :=
cη
ωn−1
η−(n−1)φ
(
1− 1− t
η2
)
, t ∈ [−1, 1], (A.10)
form a spherical approximate identity as in Definition 1.2.
Proof. Note that gη(t) of (A.10) is continuous, non-negative and supported on [1 − 2η2, 1].
That is, gη(〈z, θ〉) is supported on the spherical cap |θ − z| ≤ 2η, θ ∈ Sn−1. By a change of
variable (see [9, (2.1.8)]),
(1 ? gη)(z) =
ωn−1
ωn
ˆ 1
1−2η2
gη(t)(1− t2)n−32 dt = 1 , (A.11)
for all z ∈ Sn−1, provided
c−1η :=
2n−2
ωn
ˆ 1
0
φ(1− 2s)sn−32 (1− η2s)n−32 ds .
Since η 7→ cη monotone and max(c1, c0) < ∞ for any density φ(·) and n ≥ 2, the uniform
boundedness of cη follows. Next, recall [9, (2.1.8)], that for every z ∈ Sn−1 and f ∈ L2(Sn−1),
(f ? gη)(z) =
ωn−1
ωn
ˆ 1
1−2η2
gη(t)Ttf(z)(1− t2)n−32 dt,
where {Tt}t∈[−1,1] is a family of translation operators [9, (2.1.6)] defined by
Ttf(x) :=
(1− t2) 1−n2
ωn−1
ˆ
〈x,y〉=t
f(y) d`x,t(y). (A.12)
Here d`x,t denotes Lebesgue measure on {y ∈ Sn−1 : 〈x, y〉 = t}. These operators satisfy
∀t, ‖Ttf‖2 ≤ ‖f‖2 , lim
t→1−
‖Ttf − f‖2 = 0, (A.13)
see [9, Lemma 2.1.7]. Hence, by (A.11)-(A.13) and the convexity of the norm, for all η ∈ (0, 1),
‖f ? gη‖2 ≤ ωn−1
ωn
ˆ 1
1−2η2
gη(t)‖Ttf‖2(1− t2)n−32 dt ≤ ‖f‖2 (A.14)
‖f ? gη − f‖2 ≤ ωn−1
ωn
ˆ 1
1−2η2
gη(t)‖Ttf − f‖2(1− t2)n−32 dt ≤ sup
t∈[1−2η2,1]
{‖Ttf − f‖2} (A.15)
with the rhs of (A.15) converging to zero as η → 0 (see (A.13)). 
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