ABSTRACT.
ance purposes or be compared from one year to the next. Water quality can also be assessed through concentration indicators that summarize in a few values "the" quality of water at a particular point in the watershed. Such indicators may include annual average, median, 90th and 95th percentile, and maximum concentrations (EU, 2000) .
It is now well recognized that pollutant concentrations may vary widely with flow events and during the year in most watersheds and particularly in relatively small rural watersheds (e.g., Webb and Walling, 1985; Birgand, 2000) . Concentrations may increase or decrease by several-fold (e.g., nitrate; this article) and sometimes by several orders of magnitude during the year (e.g., total suspended solids; Birgand et al., 2004; Meybeck et al., 2003) , and when associated with flow events, in a matter of hours or even minutes.
Properly calculating fluxes or concentration indicators, as defined by the EU Water Framework Directive (EU, 2000) , would imply having access to fine temporal records of both flow and concentrations. While such data are often available for flow rates (hourly or sub-hourly), the vast majority of the time concentration values are obtained from manual or automatic samples brought back to and analyzed in the laboratory. Because of the expenses of such acquisition methods, concentration data are most often available on an infrequent basis, and in the case of standardized regional and national monitoring programs in rivers, of the order of one to several dozen discrete samples per year.
Since information on concentrations is not continuous, the potential for errors while calculating fluxes and concentration indicators exists. More generally, however, the overall uncertainty results from the combination of uncertainties induced during the monitoring and the calculation methods. They include uncertainties in measured flow rates and volume, uncertainties induced by infrequent sampling and the calculation algorithm, uncertainties induced by the actual location of the sampling station and of the intake in the water column, uncertainties induced by sample degradation between sampling and analysis, and uncertainties during laboratory analyses (reviewed in part in Harmel et al., 2006, and in Rode and Suhr, 2007) . Quantifying the relative importance of each uncertainty component remains a difficult task (although attempts have been made by De Vries and Klavers, 1994, and Harmel et al., 2006) and requires prior evaluation of each component. The quantification of the magnitude of the errors on annual indicators induced by infrequent sampling is the first objective of this article.
The need for evaluating uncertainty resulting from infrequent concentration data is widely recognized in the literature (e.g., Littlewood, 1995; Kronvang and Bruhn, 1996; Webb et al., 1997 Webb et al., , 2000 Littlewood et al., 1998; Horowitz, 2003; King and Harmel, 2003; Wang et al., 2003; Meybeck, 2005, 2007; Birgand et al., 2006) . Most such evaluations have been conducted for either rather large watersheds (several thousands of km 2 ) and have focused on suspended solids (e.g., Crawford, 1991; Phillips et al., 1999; Webb et al., 2000; Horowitz, 2003) or rather small plot scale size watersheds (less than 5 km 2 ; e.g., King and Harmel, 2003; Wang et al., 2003) . Relatively fewer authors (e.g., ĂKronvang and Bruhn, 1996; Rekolainen et al., 1991; Birgand et al., 2006 Birgand et al., , 2009 have looked into the uncertainty of estimated pollutant loads at the outlet of intermediate size watersheds corresponding to surface water body size (5 to several hundreds of km 2 ; e.g., Erba et al., 2009) , which is relevant to the implementation of the EU Water Framework Directive (EU, 2000) .
The range of errors in time proportional sampling schemes can vary widely depending on the type of pollutants, the size of the watersheds, the frequency of sampling, the period on which the indicators are computed, and the algorithm used to compute fluxes (e.g., Walling and Webb, 1981; Littlewood, 1992; Littlewood et al., 1998; Horowitz, 2003; Moatar and Meybeck, 2005) . Reported uncertainties in annual load estimates from these algorithms and monthly sampling range from around ±13% (e.g., nitrate on the Loire River in Orléans in France; Moatar and Meybeck, 2005) to -80% to +350% (e.g., TSS; De Vries and Klavers, 1994); however, these uncertainty values do not include uncertainties introduced by sample collection and analysis procedures. Comparison of the uncertainties introduced by various algorithms used to estimate constituent annual fluxes is the second objective of this article.
To our knowledge, there have been very few reports on uncertainties associated with concentration water quality indicators such as annual average (C avg ), median (C 50 ), 90th and 95th percentile (C 90 and C 95 , respectively), and maximum (C max ). In this article, we examine uncertainties in calculating annual nitrate flux and concentration indicators from infrequent sampling at the outlet of intermediate size (5 to 252Ăkm 2 ) agricultural watersheds.
METHOD
The method used a three-step process. The first step consisted of gathering "reference" datasets of flow and concentra- 
M1
Product of the average concentration C i by the average flow rates Q i at sampling times (Preston et al., 1989) .
M2
Average of instantaneous fluxes: (Preston et al., 1989) .
M3
Constant concentration before and after sampling (Meybeck et al., 1994) .
M4
Product of the annual flow volume by the arithmetic average of the concentration (Shih et al., 1994) .
Product of the annual flow volume by the flow (at the time of sampling) weighted average of the concentration (Littlewood, 1992) .
M6
Linear interpolation of concentrations × continuous flow rates Q j (Moatar and Meybeck, 2005) .
M8
Method M5 corrected by a factor taking into account the covariance between the instantaneous fluxes and the flow at the time of sampling, divided by the flow variance (Cohn, 1995) . 
M9
Method M2 corrected by a factor taking into account flow rates outside sampling times (Cooper, 2004) . tion recorded at a high temporal resolution, usually hourly, from watersheds of variable sizes and characteristics in the intensive agricultural and animal rearing region of Brittany, France. Reference fluxes and concentration indicators were calculated from these datasets. In the second step, the reference datasets were numerically sampled to simulate discrete sampling at lower frequencies. For flux calculations, several algorithms were evaluated. In the third step, flux (load) estimates and water concentration indicators were calculated and compared to the reference values to estimate uncertainties (bias and precision) for a given sampling frequency and a given calculation algorithm for flux calculations. We gathered the equivalent of 50 watershed-year datasets on nine watersheds (5 to 252 km 2 ) throughout Brittany, France. High temporal resolution data (hourly) for nitrate were often obtained from UV spectrometers installed in the field or from research watersheds where water was sampled and analyzed often enough (hourly to daily) such that a linear interpolation between consecutive samples likely represented actual concentrations (table 1) .
Agriculture plays a major role in Brittany as a whole and encompasses more than 80% of the land in the study watersheds. Swine, cattle, and dairy rearing are major activities in the region (e.g., Aumaître, 1996) . As a result, the nitrate loads (table 1) Data were arbitrarily grouped by "hydrologic" years that start and end at the end of the dry season, usually at the end of summer in Europe (1 Sept. to 31 Aug.). This reporting period was chosen for the following reasons: (1) hydrologic years include a full growing season, (2) flow and concentrations observed in winter are largely influenced by those that occurred in the previous fall, and (3) the dry periods tend to reset the hydrologic functioning at the end of each year.
It is important to realize that for a given sampling frequency, there are an infinite number of possible sampling dates and times. For example, using weekly sampling, concentration values obtained on Mondays at 10:00 a.m. have every chance to be different from concentration values obtained on Thursdays at 6:00 p.m. The calculated flux and concentration indicators therefore have a good chance to be different, although they were both calculated from weekly samples. The same reasoning can be applied to all sampling times. Thus, a theoretically infinite number of possible values exists for the estimators for any sampling frequency. Faucheux (2006) showed that 200 simulations were sufficient to represent the distribution of these values.
For the estimates, the uncertainty was represented by the bias and the precision of the distribution of the estimator. The precision was computed as the interval in which 90% of the estimated values were included (i.e., between the 5th and 95th percentiles, named herein precision limits e 5 and e 95 ). The bias was represented by the average value (e avg ) of the distribution, although the median (e 50 ) value could also be used.
LOAD ESTIMATION ALGORITHMS
Many algorithms have been developed to calculate fluxes using infrequent concentration data, and both infrequent and continuous flow data (e.g., Phillips et al., 1999) . Methods are commonly classified into averaging methods (M1 to M5, M8, and M9), interpolation methods (M6), and regression methods (none tested here) (e.g., Philips et al., 1999; Littlewood et al., 1998) . In this article, we tested eight methods that seem to be most widely used. The descriptions are presented in table 2. The actual names of the methods correspond to the names commonly used in the literature.
Estimators of the concentration indicators were directly calculated from the numerically sampled values. Estimators of the flux using eight calculation methods plus five concentration indicators (C avg , C 50 , C 90 , C 95 , and C max ) were calculated and compared to their reference values.
RESULTS

RELATIONSHIP BETWEEN FLOW AND NITRATE CONCENTRATION IN BRITTANY WATERSHEDS
In seven of the nine watersheds studied, nitrate chemographs always exhibited troughs when flow rates peaked. This is sometimes referred to as a dilution effect during hydrological events (e.g., Webb and Walling, 1985;  fig. 2 ). This observation seems to be a characteristic of Brittany watersheds (average slope 3% on the studied watersheds; tableĂ1) where bedrock is near the surface leaving only shallow aquifers and soils. Rain water tends to dilute the more concentrated water table and shallow aquifers during peak flow. In most studied watersheds in the world, however, nitrate concentrations exhibit dilution effects during winter but also exhibit concentration effects (concentration peak during flow peaks) in part of the fall and spring (e.g., Webb and Walling, 1985; Birgand, 2000; Arlot, 1999; Billy et al., 2007; Tournebize et al., 2008) . For the other two of the nine watersheds, where artificial drainage is widespread (average slope of 1.7% and 1.9%; table 1), concentration effects were observed during several events in the spring and fall (data not shown). The unique and systematic dilution relationship has implications on the uncertainty associated with infrequent sampling (see subsequent discussion).
CHOOSING THE BEST ALGORITHM FOR COMPUTING ANNUAL NITRATE FLUX
The effect of both the sampling intervals and the type of algorithm used on the uncertainties of annual flux estimates are presented in figure 3. Uncertainty descriptors (e 5 , e 95 , e avg , and e 50 ) were calculated and plotted for sampling intervals ranging from 12 h to 60 days on a daily increment, while uncertainty distributions (vertical histograms) were plotted only for weekly increments for graphical clarity. Figure 3 clearly shows that uncertainty increased with increasing sampling intervals. It also shows that the algorithm used to compute fluxes has a dramatic effect on the bias and precision of the estimators.
Algorithms M1, M2, and M9 consistently induced both bias and precision that were much worse than for the others algorithms ( fig. 3 and all watersheds-years; data not shown), prompting the suggestion not to use these algorithms. The poor performance of these algorithms is attributed to the fact that they do not use continuous records of flow rates. The availability of continuous flow measurement seems necessary to calculate nitrate fluxes with reasonable certainty. Precision generated using the remaining algorithms was generally smaller, often ranging between -5 (e 5 ) and +10% (e 95 ) for monthly sampling.
Methods M3 and M4 induced little bias (<5% in fig. 3 ), and M6 induced substantial bias (e avg lines drifting from the yĂ= 0 axis in fig. 3 ). Despite being biased, the precision for M3 was comparable to that of M5 and M8. Although biased, algorithm M4 induced the most precise results for all sampling intervals. Methods M5 and M8 were minimally biased, while their precision was in the same order of magnitude as M3 and M4 for the higher sampling intervals.
Similar plots as those in figure 3 were drawn for each of the 50 watershed-years. While M1, M2, M6, and M9 could be easily discarded as being clearly less desirable (e.g.,Ăfig.Ă3), the choice between the remaining methods (M3, M4, M5, and M8) was not as obvious. The analysis of the data revealed that there was much variability in the results among watersheds and between years for the same watershed. The variability of the bias and precision over the period of record for each watershed was determined. For each sampling interval, the variability of the bias and precision values was expressed as the average and the standard deviation around the average. These values are plotted for sampling intervals ranging from 12 h to 60 days for three of the watersheds (fig. 4) .
It then became very clear that both M3 and M4 induced variable and significant bias over the years of record (from -20% to +10% for M4 with monthly sampling at the Pigeon Blanc station; fig. 4 ), while much less variability and much smaller values (+1% to +5% for monthly sampling at the Pigeon Blanc station; fig. 4 ) were observed for M5 and M8. Although better precision could be observed for M3 and M4 at times, these algorithms were discarded as being less desirable. The interannual variability analysis showed that the difference between M5 and M8 was very small. There seemed to be no noticeable difference for the bias, while precision seemed to be slightly better for M5 (fig. 4) . As a result, the M5 algorithm was chosen as the most desirable computation method to calculate annual nitrate loads in Brittany, France.
UNCERTAINTY OF CONCENTRATION INDICATORS
Results for concentration indicators also showed that uncertainties increased with increasing sampling intervals ( fig.Ă5 ). Except for C max , the concentration indicator estimators were generally very slightly biased (generally between ±5% for monthly sampling; figs. 5 and 6), although the results displayed in figure 5 show higher numbers for C avg and C 50 for the Stimoës station in [2001] [2002] . Results for C 90 are not represented in figure 6 because they were very similar to those for C 95 (e.g., fig. 5 ). Both positive and negative biases were observed for C avg and C 50 . Only negative biases were observed for C 90 , C 95 , and C max and increased in negativity in that order (figs. 5 and 6). Negative bias for annual maximum was obviously expected since this parameter can only be underestimated. Similarly, it was expected that estimating the 90th and 95th percentiles of a concentration distribution (values attained only 10% or 5% of the time, respectively) using a time proportional sampling method could only lead to a negative bias.
The potential for overestimating and underestimating the indicators increased as sampling intervals increased for both C avg and C 50 . The estimator of C 50 tended to be less precise than that of C avg (e.g., figs. 5 and 6). For non-drained watersheds, overestimation of C 90 and C 95 only slightly increased with increasing sampling intervals, while the underestimation clearly increased as sampling intervals increased (e.g., figs. 5 and 6).
Results from the drained watersheds (Pigeon Blanc and Ville au chef; data not shown for the latter) for C max were drastically different compared to the non-drained watersheds. This is probably due to the fact that during some fall and spring events, flow peaks were accompanied by concentration peaks. Actual concentration maxima occurred during these few, short-lived events. The probability of sampling during these periods becomes very small as sampling intervals increase, hence the potential for very large underestimation for the drained watersheds (e.g., fig. 6 ). Conversely, in the other watersheds, concentration maxima would have occurred after event peaks during the relatively longer periods of the falling limb of the hydrographs where the concentration curves are "flatter" (fig. 2) . The probability of sampling the maxima in these cases is not necessarily higher, but the difference between the actual maximum and the sampled value is relatively smaller, which reduces the potential for large errors.
For all watersheds, the 90th and 95th concentration percentiles corresponded to values found during the falling limbs of the hydrographs (data not shown). Because of the concentration peaks during some fall and spring flow peaks for the drained watersheds, the probability of sampling during these events was not negligible. In these cases, the estimated 90th and 95th percentiles could be largely overestimated compared to the actual values. This is the reason for the potential of gross overestimation as sampling interval increased in these watersheds (e.g., fig. 6 ).
DISCUSSION
In many regional and national standardized river water quality monitoring programs in western countries, water sampling is performed at set bimonthly, monthly, or bimestrial frequencies to derive annual indicators. These frequencies are, for instance, suggested for international conventions such as OSPAR (OSPAR, 2000) , or now in the EU Water Framework Directive (EU, 2000) , although more work is needed to document the uncertainties induced by load estimation procedures that utilize such infrequent samples.
It is important to keep in mind that the uncertainty values found in this article correspond to annual indicators. At no time can the uncertainty values be extrapolated to shorter periods, such as seasons or months, because the level of uncertainty is linked to the period over which the indicators are computed (Horowitz, 2003) . In the case of loads, the errors on the annual indicators are a combination of both over-and underestimation of loads over the annual period. This approach was chosen because in many regional and national water quality monitoring networks, the annual values are used as a basis for analysis.
ALGORITHM CHOICE TO CALCULATE ANNUAL NITRATE FLUXES
The least biased and still acceptably precise method was chosen as the best method to estimate annual nitrate fluxes. Both of these criteria depend on the sampling frequency and the algorithm chosen ( fig. 3) . Results show that the algorithms that do not use a continuous record of flow rates (M1, M2, and M9) perform very poorly, yielding biased and imprecise results ( fig. 3) . Availability of continuous flow measurement is thus necessary to calculate nitrate fluxes with reasonable uncertainty.
The M5 algorithm, which multiplies the annual flow volume by an estimator of the flow-weighted concentration, was chosen to be the most desirable of the tested methods. The M8 algorithm, which was initially developed to improve precision generated by the M5 algorithm for total suspended solids (Richards and Holloway, 1987) , was not chosen, as this improvement could not be seen in our case for nitrate ( figs. 3 and 4) .
Choice of M5 is in accord with a significant number of other reports that gave the same advice (e.g., Walling and Webb, 1981; Webb and Walling, 1985; Littlewood, 1992; Littlewood et al., 1998; Moatar and Meybeck, 2005; Moatar et al., 2006; Littlewood and Marsh, 2005) . Other authors, however, have found better results using other methods. The linear interpolation method (M6) was preferred to M5 in Denmark for total nitrogen and phosphorus in small rural watersheds (8.5 and 103 km 2 ; Kronvang and Bruhn, 1996) . Moatar and Meybeck (2005) also reported that for the estimation of annual nitrate and phosphate fluxes on the Loire River at Orléans, France, M5 and M6 were found to be equally desirable. Algorithms M4 and M6 were preferred for total phosphorus, while M4 was found to be the best suited method for particulate phosphorus. Johnes (2007) also proposed that the choice of method to be used could depend on the foreseen sampling frequency based on the evaluation of sampling strategies for estimating annual total phosphorus fluxes on 17 small English rural watersheds (average size: 109 km 2 ).
VARIABILITY OF THE UNCERTAINTY Bias Variability
Except for C max , bias was generally found to increase or decrease linearly with increasing sampling intervals. Linear regressions conducted between bias and sampling intervals were found to be significant (average of R 2 values greater than 0.93 for all years and concentration indicators when the absolute value of the regression coefficient was greater than 0.02). The same regression conducted for C max did not yield as good results, with R 2 = 0.83 (e.g., fig. 5 ). Bias on the load estimator also linearly increased with sampling intervals (average of R 2 = 0.94). In light of these results, it is possible to extrapolate bias calculated on, e.g., bimestrial sampling to bias at any sampling interval by linear interpolation.
Our analysis shows that the M5 load estimator is generally only slightly biased towards overestimation (less than 3% for bimestrial sampling for most watersheds; data not shown), which suggests that the M5 algorithm is quite robust (e.g.,Ăfig.Ă4). The estimators of the annual median (C 50 ) and average (C avg ) concentrations were also slightly biased (e.g.,Ăfig. 6). Biases could be either positive or negative, and for a particular watershed they together were usually in the same direction. The drained watersheds seem to consistently produce a positive bias, while there seemed to be no clear tendency for the other watersheds (e.g., fig. 6 ). The level of bias remained low, though, and generally within ±5% for bimestrial sampling (data not shown). Overall, the interannual variability of the biases for each watershed was found to be quite small for the load (M5) and all concentration indicators, except for C max in the drained watersheds (e.g., fig. 6 ).
These results suggest that the estimators of the load and average and median concentrations are generally quite robust and that, in the long term, the values calculated each year in Brittany watersheds have very little bias towards over-or underestimation. This is not true for the 90th and 95th percentiles and the maximum values, for which time proportional sampling induces in the long term a systematic underestimation of the actual values. A more systematic analysis is provided in the accompanying article (Birgand et al., 2010) .
Precision Variability
The original goal of this work was to summarize in a few values the expected uncertainty of load and concentration indicators that would be applicable throughout Brittany. Our results show that there is tremendous variability among watersheds and among years for a particular watershed. FigureĂ7 illustrates the interannual variability of the precision (characterized by e 5 and e 95 values) on the annual flux and all concentration indicators for monthly sampling (e 95 values for C max not plotted for clarity) as a function of the watershed surface area. Our results suggest that the precision on the annual load could range from ±5% to ±35% for monthly sampling, with an entire spectrum of values in the middle ( fig. 7) . Although the variability did not extend as much for the concentration indicators, the precision values differed up to seven-fold between watersheds. In addition, for all watersheds, precision could vary by two-fold depending on the years. For example, for the Pigeon Blanc watershed (24.3 km 2 ), where four years of data were available, uncertainties on the annual flux could vary between -36% and -24% (e 5 ) and between +20% and +39% (e 95 ) depending on the years. This suggests that rainfall and climate variability in general play a major role in defining the level of uncertainty. The fact that the drained watersheds generate much less precise results than the other watersheds also suggests that the intrinsic hydrological regime within each watershed also plays an important role. Variability in load uncertainties has been reported in the past both at the plot scale (e.g., Wang et al., 2003) and at the large watershed scale (e.g., ĂMoatar et al. 2006; Meybeck, 2005, 2007; Johnes, 2007 ). Moatar and Meybeck (2007) suggested that the hydrological reactivity of watersheds could be a key factor in predicting uncertainty levels. Deriving uncertainty values as a function of the hydrological regime is the subject of the accompanying article (Birgand et al., 2010) .
The level of uncertainty introduced by infrequent sampling cannot be quantified with good precision as a result of this preliminary work. However, one can tell from figure 7 that uncertainty of the annual nitrate fluxes is roughly within ±20% of the actual values for monthly sampling. This level of uncertainty is much better than the uncertainties commonly reported for parameters associated with total suspended solid (TSS) fluxes for watersheds of all sizes, where the range of errors may easily reach ±50% or even higher for monthly sampling (e.g., Walling et al., 1992; Kronvang and Bruhn, 1996; Coynel et al., 2004; de Vries and Klavers, 1994; Moatar and Meybeck, 2007) . To our knowledge, there are no other reports on the uncertainty levels found for concentration indicators. Figure 7 suggests that uncertainty of the annual average, median, and 90th and 95th percentile concentrations may roughly lie within ±15%, while the maximum concentration is generally not underestimated by more than -20%. A more detailed analysis of uncertainty values is provided in the accompanying article (Birgand et al., 2010) .
CONCLUSION
The objectives of this work were to evaluate the uncertainty introduced by infrequent sampling and by the algorithms used to estimate annual nitrate flux and concentration indicators in regional and national water quality monitoring networks. We used a 50 watershed-year dataset (nine watersheds of 5 to 252 km 2 in size) for which high temporal resolution data (hourly, daily at worst) were available for flow and nitrate concentrations. For each dataset, we calculated yearly reference fluxes and indicators. We then numerically simulated various sampling frequencies and applied common load estimation algorithms to compare to the reference loads. The choice of the algorithm used to compute the nitrate fluxes was found to largely determine the resulting accuracy and precision.
All methods that do not use a continuous record of flow performed very poorly and thus are not recommended. The flow-weighted average concentration ratio method was found to perform best across the 50 datasets. Results showed that, using the chosen algorithm, the load, the average, and the median concentration estimators were only slightly biased (within ±3% for monthly sampling). The estimators of the 90th and 95th percentile concentration, as well as the maximum value, were found to be biased toward underestimating the actual values. These results suggest that the 90th and 95th percentiles and the maximum values will tend to be systematically underestimated in the long term, while this should not be the case for the load, the average, and the median concentrations.
Results show a great variability in the precision of the estimators, both between watersheds of different sizes and between years for a particular watershed. This has prevented an initial attempt to provide definite uncertainty values for monitoring nitrate indicators in this preliminary work. However, this suggests that the hydrological reactivity of watersheds could be a key factor in predicting uncertainty levels. Deriving uncertainty values as a function of the hydrological regime in watersheds is the subject of the accompanying article.
