Recent theoretical studies suggest the feasibility of laboratory adaptive feedback optimal control (AFOC) of chemical processes with the use of ultrashort laser pulses.
Introduction
The possibility of using external laser fields to control specific chemical reactions or to excite molecules into prescribed states has received considerable attention in recent years.
Brumer and Shapiro developed a method based on the interference between continuous wave lasers [1, 2] . The scheme developed by Tannor, Rice and Kosloff uses two ultrashort pulses to break a prescribed chemical bond [3, 4] . Peirce, Dahleh and Rabitz developed a way of applying the methods of optimal control theory (OCT) to quantum chemical problems which has become the standard formulation of the problem in recent years [5] . A similar formulation was developed by Kosloff et. al. [6] .
An important step toward laboratory implementation was taken by Judson and Rabitz [7] .
They developed a method which, in its extreme form, did not use any a priori information of the system being controlled, rather they used an adaptive feedback method, based on a genetic algorithm (GA), to let the laser learn to achieve control of the system. Another adaptive formulation suggests simulated annealing (SA) for laboratory implementations [8] .
Earlier OCT methods (i) assumed exact knowledge of the system to be controlled, (ii) used that knowledge to design an appropriate laser pulse and (iii) assumed it would be possible to realize that pulse with great precision in the laboratory. The adaptive feedback method requires (i) a laser which can be controlled to produce suitable pulses, (ii) a measurement system capable of observing the success of control and (iii) an adaptive algorithm which can find the optimal control settings based on the measured success of previous pulses. In some cases the best approach may be the application of OCT to first provide a trial input pulse for laboratory feedback. It should also be understood that the feedback referred to here will not be in real time in the laboratory, due to the ultrafast nature of molecular dynamics. The feedback is achieved through a sequence of controlled pump-and-probe measurements.
Adaptive schemes are highly suitable for laboratory implementation for several reasons.
They do not presuppose a detailed knowledge of the quantum system under control, e.g., the exact Hamiltonian of the system. In addition, there is no need to solve the time dependent Schrödinger equation. This can speed up the optimization considerably since computations take a long time even for medium sized molecules. The solution of the time dependent Schrödinger equation for a 1 ps interval for a medium weight three atom molecule is at the edge of present day computer power. This is to be compared to the 5 Hz-1 kHz repetition rate of high power lasers and state of the art adjustment possibilities [9, 10] that allow at least 10-100 Hz laboratory iteration frequency.
All laboratory equipment can drift with time. A further advantage of using adaptive algorithms is that they can overcome this problem as they monitor a change of performance and can constantly correct the control.
One of the questions to be answered before going into the laboratory is the effect of imprecision both in setting the control parameters and in measuring the success of the control. It has already been shown that the presence of noise does not make the optimization impossible [11] .
In the present paper we investigate the question in more detail. We will examine the effect of random and systematic errors in both setting the control parameters and in measuring the results for feedback. Recent studies have shown that the use of global search techniques is often desirable in quantum mechanical optimal control problems [8, 12] . We will simulate the use of two such methods here: the GA and the SA methods.
In this paper we will show that a wide range of systematic errors in the laser control and measuring devices does not seriously change the performance of AFOC. We will also show that with a proper choice of the adaptive system a high level of noise also can be tolerated. These results suggest that there is wide latitude for laboratory controls and observational methods, which still should give excellent feedback control. The complexity of the molecule will play a role here, and due caution is still called for.
The results reported here were achieved by simulating the control of selective excitation of a four level model system. On a different mathematical problem similar results were found, and this latter problem is discussed briefly.
Simulation environment
The goal of this study is to show the effect of control and measurement imprecision on the success of laboratory AFOC of molecular events. The significance of these effects, to some degree, depends on the problem, the optimization method used and the kind(s) of imprecision present. It is not possible to run a test which is entirely general, therefore we chose optimization methods which seemed promising in other studies, and a representative problem with characteristic imprecision types. At this stage of development simplicity is important to build a base of understanding.
The problem
In the present work we examine a simple four level quantum mechanical system containing a ground state level (level 1), a close lying excited level (level 2) and two energetically degenerate upper levels (levels 3 and 4); this is the same model as used in [11] . The transition dipole moment had the same value between each pair of states ( ), except for pair 1-4, for which moment was of opposite sign (? ).
The goal is to drive the system from level 1 at t = 0 into level 4 by t = T. We therefore assumed the population of level 4 at time T was measured, and this population was also chosen as the objective functional to be maximized. The system was driven by three different constant amplitude laser pulses (0 t T), matching the frequencies of the three transitions:
(1) where i = 1, 2 and 3 correspond to transitions 1 $ 2, 1 $ 3 (1 $ 4) and 2 $ 3 (2 $ 4), respectively, and where ! i is the frequency, A i is the amplitude and i is the phase of the corresponding pulse. For convenience we define six new independent parameters: u i (i = 1, 2, 3) corresponding to the amplitudes and v i (i = 1, 2, 3) corresponding to the phases of the three pulses,
All six control parameters span the range 0; 1]. The values of the different variables are shown in Table 1 . The simulations were performed by solving the time dependent Schrödinger equation within the rotating wave approximation.
Another problem we treated is the maximization of a mathematical function:
Each component of x = (x 1 ; : : :; x 6 ) was in the interval 0; 10 ]. The reason for the choice of this problem was that it is known to have a large number (10 6 ) local maxima and only one global maximum in contrast to the other example with only a few local maxima. obtained are similar to those related to the former problem, thus only one example will be given from these runs.
The types of imprecision
In the laboratory environment there are several sources of error. The control device (laser)
can never be set with perfect precision, nor can the results be measured perfectly. In the following we will call these errors input error and output error, respectively. The error can be characterized as random or systematic. Using these criteria we can therefore consider four basic kinds of errors.
The errors can be treated as transformations in the present context. The input error is a transformation applied to the control parameters before simulating the experiment, while the output error is applied to the measured values before they are presented to the optimization algorithm. In the following we describe the specific kinds of errors employed.
The systematic errors can be of very different type and difficult to characterize in general.
In this paper we deal with two common kinds: error caused by saturation and the error introduced by finite resolution. Saturation occurs in virtually all measurements, and rounding is characteristic to digital measuring devices. They respectively can be characterized by the following transformations on the variable x: ) otherwise (5) where floor(y) is the integer part of y, and is a transformation parameter. In both cases = 0 corresponds to the identity transformation. The graph of the saturation transformation (T 1 ) for different values of parameter can be seen in Fig. 1 . A wide range of saturation distortion is plotted, and even case (b) would be considered a severe uncharacterized systematic error in the laboratory. Nevertheless, the impact of the full range of distortion in Fig. 1 upon quantum control will be assessed in this paper. For transformation T 2 the number of significant digits retained is ? log( ). In the studies below ? log( ) will range from 4 to the severe value of 1.
The random error was taken to be Gaussian with truncated bounds, represented by the transformation T 3 (x; ) = B(x + ); (6) where is a normally distributed random variable with standard deviation :
and B is defined as
The above definitions of the transformations assume that the variable x to be transformed is in the interval 0; 1], and its result is in the same interval. The transformations are applied to the input variables u i , v i , introduced above, and to the output result of the quantum controlled system. All of the relevant variables are defined to be in the unit interval.
Optimization methods
Optimization methods are often categorized as 'local' and 'global', depending on whether they will tend to search for the closest, and often local, optimum, or for the global one. However, even global methods may not find the true global minimum in a finite number of iterations.
Most of the traditional methods (e.g., the various types of gradient methods) are local, while some non-traditional ones, among others the GA and the SA, are global. The local search techniques are considerably faster, but experience shows that they may be inadequate for some quantum mechanical control problems, which may have a large number of poor quality local optima (see, e.g., [8, 12] ). In this study we used the GA and SA global methods.
The GA is a biologically inspired heuristic [13] . It is appealing because it employs very The SA algorithm is physically inspired [14] . It can be regarded as the generalization of hill climbing algorithms (although in the literature SA is more typically introduced for minimization). The algorithm is usually started from a randomly chosen point. The SA algorithm then proposes a random step, which is accepted with a probability min n e ? ∆E ; 1 o ; (9) where ∆E is the difference between the values of the objective functional at the present and the proposed point, being negative if the proposed point is better then the current one, and is a positive constant, called the 'inverse temperature', which is increased during the process.
In our work we used the conventional GA described by Goldberg in [13] , with the coding of the continuous variables as fixed point numbers, using the basic genetic operators (mutation, cross over), regular selection mechanism and linear scaling. For SA we used an implementation based on the simplex algorithm [14] .
All optimization methods have shortcomings. A well known problem with GA is that it is good in finding the neighborhood of the optimal solution even in traditionally difficult problems, but it is not necessarily good in finding the exact optimum. Moreover, the quality of the best solution the GA finds has a significant variance. These problems can be overcome by augmenting the GA by a traditional local search method which is started from the best point the GA found.
Testing methods
Both optimization procedures, the GA and the SA, have some parameters which control their behavior. Fine tuning of these parameters can improve the results, however, the improvements are typically not significant. Furthermore, the focus of this study is to show the trends of the changes caused by the different errors which do not depend strongly on the absolute quality of the obtained solutions. Therefore we used the same parameter values in each run. In most cases the figures show the performance of the best of the generation for GA and best of 100 trials for SA. In one case, where due to the presence of noise the 'best' was not well defined, we gave the average values instead.
The SA implementation was based on the simplex algorithm. In n dimensions the simplex algorithm maintains n+1 points. At each step it tries to improve the worst of the n+1 points. For this reason it is possible that a graph depicting the statistics of the tested points shows decreasing quality while in practice there is no degradation, it is just that the algorithm could not further improve the best point. In each case where the graphs showed degrading quality we checked whether it was caused by the above problem or by real degradation. Cases of real degradation are discussed in the text.
It should be noted that in the transformation free case ( = 0) the SA clearly outperforms the GA. This reflects the fact that the GA is good in finding the neighborhood of the optimum but not very good at finding the exact optimum, as mentioned previously.
Results
The AFOC of the described system was simulated by employing different transformations (corresponding to different kinds of error on the input and output) with different transformation parameters. The different transformations were employed separately, to allow the separation of their effects. In each case we describe the similarities and differences between the two optimization procedures.
Performance without errors
To make the figures clear the variances were usually not plotted. Figure 2 shows the average along with its standard error. Thus the plots indicate the inherent statistics of the GA and SA algorithms for finding solutions.
Several comments are warranted on these plots. First, the GA is not trapped in a local solutions, and is slowly converging with the help of mutation. As already mentioned, the slow convergence can be overcome by utilizing a local search at the end. Finally, at this point a preliminary conclusion would appear to be that the SA has outperformed the GA on this problem. However, the result below including realistic laboratory errors will alter this impression.
Systematic error in the input side
An important difference between control methods utilizing a priori knowledge of the system being controlled and those not using such information is in their reaction to systematic error in the input side. Methods which design the necessary laser pulse in advance may fail if the control device has even the simplest systematic error, since the laser shot delivered will not be the one designed. An adaptive system working directly in the laboratory will run the optimization with all the errors present. Therefore if the input transformation (error) is homeomorphic (one to one) an adaptive system can easily find the optimum. This does not mean that the performance of an adaptive system may not be changed: the transformation can enlarge or diminish the region where the optimal solution is located and thereby making it easier or more difficult to find.
As expected, saturation, which is a homeomorphic transformation, has little effect on the performance of the adaptive systems (see Fig. 3 ). Rounding, on the other hand, is not homeomorphic. The worst the resolution, the worst performance we can expect. This trend can be seen in Fig. 4 . The actual degree of degradation is, however, not worth to quote here as the precision a measurement requires may differ by orders of magnitude. 
Systematic error in the output side
The results above show that systematic input error does not seriously degrade the performance, if it is homeomorphic. The same result is expected if the output transformation is monotone.
Since the GA and SA methods do not use any other information from the measured performance than its magnitude, the performance should not be seriously changed as long as a higher measured performance corresponds to a better solution. Figures 5 and 6 show the results of the simulated experiments. The performance is somewhat degraded since both saturation and rounding lowers the selectivity, i.e., solutions of different real performance are mapped to the same measured performance (rounding), or to similar ones (saturation).
If the transformation is not monotone the algorithm may not find the optimal solution as the maximum of the transformed function may be at other values of the control parameters than the maximum of the untransformed one. When designing the experiment and the objective function one has to be aware of this limitation, i.e., one has to have a least a rough estimation of the types and magnitudes of the systematic errors which can be present.
Noise in the output side
While the above results could be anticipated to some degree, the effect of noise has more subtleties. Random error in the output side does not alter the performance directly, yet it can mislead the optimization methods. Indeed, the SA's performance is significantly lowered.
However, the GA's performance is practically unchanged even for extremely high values of noise (see Fig 7) .
This difference between the GA and the SA can be explained by the integrative nature of the GA: The GA never makes sharp decisions, rather it gives preferences for certain solutions.
The long decision process means that the error is practically averaged out. The SA, and most conventional methods, as well, make decisions at every step (after every test) and can therefore be easily mislead by an erroneous measurement. This effect is well pronounced in the figure.
The fact that the GA can tolerate a high level of noise has important practical implications.
If a higher level of noise can be allowed one can usually use fewer measurements since noise averaging is time consuming. Supposing that the population probe noise has a Poisson distribution (typical for high-performance lasers) a decrease of the noise content by an order of magnitude requires an increase of two orders of magnitude in integration time. 1=f noise is even worse from this respect. In the same way the need for signal averaging is eased. Noise resistance can thus be very useful because optimization is time consuming, especially if one is to find the global optimum.
It should be noted that the SA's performance actually degrades after a time. This is because of the presence of noise: a solution can be measured better or worse than it really is. If a solution is measured much better than it is, then, for high inverse temperature ( ) values, the algorithm will not leave that point, unless an even larger error occurs. 
Noise in the input side
If the input is noisy the average performance of the control is lowered, regardless of the optimization technique used. This is because one can not set the control parameters to their best value, only approximately. Therefore the performance can be severely degraded for high noise levels, as can be seen in Fig. 8 . However, it turns out that the true objective value (see Sec. 2.4) is significantly higher than the measured one (Fig 9) . This reflects the fact that in spite of the noise, the algorithms can find a near optimal performance. This is especially true for the GA.
The GA's tolerance to the input side noise is also very important. In cases that involve mechanical adjustments precise adjustment of the control parameters takes time, and higher precision takes longer to achieve. The tolerance to noise in this case allows the use of faster adjustments, further reducing the time needed for optimization.
Combined distortion and noise
To see the combined effect of the noise and transformations the optimization was performed with all the transformations and noises present. The transformation parameter values chosen are somewhat arbitrary: the input was transformed by T 1 with = 2 (i.e., a severe saturation distortion, see Fig 1) , the output by T 2 with = 0:001 (i.e., retaining 3 digits), the noise in both cases was = 0:05 (i.e., 5% standard deviation). Figure 10 shows the performance for the quantum system. The drop in the SA performance after about 1000 trials occurs for the reasons explained for Fig. 7 . Thus the SA achieved reasonable results faster than the GA, however the GA ultimately converged to better performance with additional trials. Caution is always called for in such comparisons as they depend on how the optimization algorithms are tuned and the problem studied. In particular, the number of local maxima can significantly impact on the AFOC. Quantum control problems are known to exhibit multiple solutions [15, 16] , and the numerical investigation in the present problem revealed multiple maxima of different quality. A demanding test of the presence of many multiple maxima is given by the maximization of the model test function f(x) in Eq. 3 with its 10 6 local maxima. The result of this testing is shown in Fig. 11 . It is evident in this case than the GA has outperformed the SA. Ultimately, the level of complexity of the quantum system will effect the performance of AFOC, and this point deservers further study. 
Conclusions
In this paper we studied the effect of laboratory imprecision on AFOC of quantum systems.
We argued that adaptive systems are better suited to tolerate errors and showed that the homeomorphic transformation of the control parameters and the monotone transformation of the measured objective do not seriously change the quality of the optimization. The results
showed that the SA clearly outperformed the GA if there was no noise present. This can be circumvented by augmenting the GA by a local search method.
It was also shown that with proper choice of the optimization process a high level of noise can be allowed, especially in the measurements of the objective. We showed that the GA outperforms the SA in seriously noisy environments and argued that in such environments the GA can outperform most conventional algorithms, as well. This was explained by the integrative nature of the GA: GA does not make sharp decisions about possible solutions rather it makes preferences. In the elongated decision making process effective signal averaging is done.
High noise resistance is very important practically. The possibility of allowing high noise enables one to set the controls faster. In the same way requirements for signal averaging are eased. It is our opinion that both SA and GA or possibly other learning algorithms will make laboratory implementation of quantum control feasible.
