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Abstract
Voltage collapse in a power system can occur following a progressive decline in voltage magnitude at the
system buses and, mathematically, this phenomenon is associated with a fold bifurcation point occurring in
the nonlinear algebraic equations used to model the power system. In this paper, we 2rst discuss some of the
methods used to speed up the process of detecting a fold bifurcation, focussing on designing test function
methods to predict a performance index. We then discuss some iterative methods that can be used to improve
the Newton iterations. In particular, we present new and e6cient preconditioners of the two-level type for the
Jacobian matrix. Numerical results are given using standard IEEE test bus systems.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
A power system is typically modelled, from Kirchho< laws and power conservation, by a
parameter-dependent system of nonlinear algebraic equations [7,10]
f(x; ) = 0; (1)
where x∈Rn is the vector of state variables in voltage magnitudes and phase angles, ∈R is a
parameter (usually load change), and f :Rn × R→ Rn is a su6ciently smooth function.
Voltage collapse in a power system has been explained by bifurcation problems of the power
&ow equations used to model the system, particularly fold bifurcations [16] which occur when a
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stationary point loses stability and coalesces with an unstable point as a parameter is varied. The
usual procedure to determine such points is to use a continuation method to trace the bifurcation
manifold. A performance index can then be obtained which gives the distance from an operating
point in the parameter space to a voltage collapse. Computationally, the 2rst challenge is to predict
the fold bifurcation point without carrying out too many nonlinear iterations and the second one is
to speed up the linear system solvers within nonlinear iterations. While it is di6cult to solve such
problems in a general setting, some cases can be solved satisfactorily for the power &ow equations.
In this paper, we 2rst survey some recent methods of using test functions to obtain an accurate
prediction for the parameter ∗ at a fold point starting from any current value 0. The computational
speedup will be measured by a reduction in the number of nonlinear parameter stepping steps.
Then we identify a class of sparse linear systems that must be solved to utilise the above prediction
methods, and consider some iterative methods for solving them at each Newton iteration. In particular,
we concentrate on constructing e6cient preconditioners of the two-level type for the Jacobian matrix
of Eq. (1).
2. Power ow equations and computation of fold points
The power &ow equations are given by
f(x; ) =
(
FP(x; )
FQ(x; )
)
= 0; (2)
where x= (; v) ∈Rn is the state vector representing the bus voltage angle and magnitude, and
∈R is the bifurcation parameter and refers to the total power load increase [22]. Let m be the
number of buses minus the reference bus. For simplicity denote the voltage angle between two buses
j and k by jk ≡ j − k . At each bus j the power &ow equations are given by
FPj = PGj − PLj −
m+1∑
k=1
vjvk(Gjk cos jk + Bjk sin jk)− j;
FQj = QGj − QLj −
m+1∑
k=1
vjvk(Gjk sin jk − Bjk cos jk)− j; (3)
where PLj and QLj are the real and reactive power loads, PGj and QGj are the real and reactive
generation power at bus j, Gij and Bjk are the real and imaginary parts of the admittance between
buses j and k, j and j describe the load pattern increase at bus j for the real and reactive loads,
respectively; refer to [10,22].
Our primary task is to locate the fold point (x; )=(x∗; ∗) at which the Jacobian matrix J= fx of
f(x; ) = 0 is singular (or one of its eigenvalues becomes zero, i.e., Jh=0 for some nonzero vector
h). In particular, rank(fx) = n − 1 and f ∈ range(fx). In power system control only the parameter
∗ is of importance. To locate the fold point, we compute the solution path of f(x; ) = 0 as 
varies.
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Starting from the current operating point (x0; 0), to 2nd the next solution x = x1 at  = 1 of
f(x; ) = 0, we use Newton’s method for k¿ 0 (in order to 2nd ∗ gradually):
solve J(x(k)1 ; 1)Fx
(k)
1 =−f(x(k)1 ; 1); update x(k+1)1 = x(k)1 + Fx(k)1 ;
where x0 is given, x
(0)
1 = x0, and J = fx is the Jacobian matrix. Newton’s method will converge
quadratically from a su6ciently good initial guess, provided that the Jacobian is nonsingular at
the solution or in other words away from the fold bifurcation. Near ∗ (when J will be close to
singularity), we must use a method that has no convergence di6culties close to and at the bifurcation
point. This is usually achieved by using a continuation method which has been extensively discussed
in the literature [27,33,17].
The idea of a continuation method is to numerically trace the solution path of f(x; ) = 0 as the
parameter  varies until the fold bifurcation is located through some monitoring procedure. A popular
example is the pseudo arc-length continuation which is due to Keller [27] that involves solving, by
Newton’s method, the following parameterised system of equations for (x; ) su6ciently close to
(x0; 0):
f(x; ) = 0;
x˙0 (x− x0) + ˙0(− 0)−Fs= 0; (4)
where s is a parameter that describes the solution path of f(x; ), and (x˙0; ˙0) is the normalised
tangent vector such that ‖x˙0‖2 + ˙20 = 1. The step size Fs can be taken as a constant throughout
the continuation process. In practice, though, Fs control is based on the convergence of the New-
ton iteration (see [33,5]). This continuation method has proved to be very reliable in locating the
bifurcation parameter ∗ at a fold. However, for a practical situation, the total number of nonlinear
iterations used can be too large for the method to be useful.
Other mathematically sound methods include setting up and solving an extended (2n + 1)-
dimensional system [29,33] in the so-called direct methods. These methods have very stringent
requirements on the initial point (x0; 0) and are not suitable for practical computations. In what
follows, we shall seek ways to speed up the nonlinear solution process before considering linear
solvers.
3. Test functions-based performance index
Test functions, as smooth functions  :Rn+1 → R de2ned along the solution path of f(x; ) = 0,
are necessary tools for detecting bifurcation points during the process of continuation [33]. A test
function satis2es (x∗; ∗) = 0 when (x; ) = (x∗; ∗) is a bifurcation point.
The obviously quali2ed test function (x; ) = det(J(x; )) su<ers from scaling problems [10,20,
21,5]. To alleviate these problems, the bordering method sets up an (n + 1)-dimensional bordered
system to compute the test function (
J(x; ) d
c 0
)(
w

)
=M
(
w

)
=
(
0
1
)
; (5)
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where d; c∈Rn are chosen such that the matrix M is nonsingular for all regular solutions of
f(x; ) = 0. Then by Cramer’s rule, such a  is clearly a scaled Jacobian (satisfying (x∗; ∗) = 0)
(x; ) =
det(J)
det(M)
: (6)
A related and mathematically equivalent test function is the tangent test function due to Abbott–
Seydel [2,1,32]
= ek B
−1Jek : (7)
Here, B is de2ned to be the matrix J = fx with column k replaced with b= f, i.e.,
B= J(In − ekek ) + bek ; (8)
where In is the n× n identity matrix, and ek is the kth unit vector. In [26], the Abbott–Seydel test
function (7) was reformulated into
k(x; ) =
1
ek (dx=d)
: (9)
Furthermore, a formal link was made to the (n+ 1) augmented system in (5) and also to the TVI
method [7,15] that has been in use by the power engineering community for many years. Refer to
[26,25].
As remarked, a mathematical as well as engineering challenge is to be able to predict ∗ without
having to compute many nonlinear stepping steps. We now consider how to adapt the test function
() in (9) to yield an approximate performance index, i.e., an approximation to the parameter ∗.
The essence of this work is to analyse the special analytical behaviour of functions det(J ), det(B)
and hence k . It turns out that this is possible for the power equations (2) and a reliable approximation
to ∗ can be computed from the Newton-like formula at the current solution point (x0; 0)
∗ = 0 − 12
(0)
d=d(0)
; (10)
where a 2nite di<erence formula may be used to compute
d
d
=
(+ )− ()

(11)
for suitable ¿ 0. We remark that the reliability of (10) is only established well after it has been
used for general test functions and found unreliable for some test functions [12,13,32,34].
We present some numerical results to illustrate the e<ectiveness of the performance index (i.e. the
predicted fold parameter ∗). The IEEE 9 bus system consisting of three generators, six load buses
and nine lines is used to illustrate the application of the performance index. Eq. (9) is implemented
by computing two successive Newton solutions at = 0 and 0 +  for a suitably small . d=d
is then found via the 2nite di<erence described in (11). A performance index is then evaluated using
(10). For simplicity, we set 0 = 0. Table 1 shows, for single bus variations, the appropriate fold
bifurcation parameter ∗ evaluated using the tangent test function method and the pseudo arc-length
continuation method with a 2xed step length of 0.1. These results are compared with the exact ∗.
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Table 1
Comparison of the performance index (using the Abbott–Seydel test function ) with the continuation power &ow solution
(‘Exact index’)
Varied bus Exact index CPF C steps Predicted index using 
4 5.257974 5.2539 55 5.3251
5 2.454823 2.4305 25 2.4531
6 5.814020 5.7499 58 5.8133
7 3.201959 3.1859 34 3.1984
8 5.245256 5.2247 54 5.2968
9 2.342621 2.3287 25 2.3514
‘CPF’ stands for continuation power &ow and ‘C steps’ for ‘CPF steps’. Note that only two CPF steps are needed to
obtain the predicted index using .
Observe that the test function (9) provides a very good prediction for ∗ at a cost of two Newton
steps.
In summary, formula (10) de2nes a fast nonlinear method, based on the Abbott–Seydel test
function (7), for location of the bifurcation parameter ∗. This method only requires two successive
power solutions. We shall discuss how to speed up the linear system solvers within each nonlinear
power solution for large networks.
4. Preconditioning methods for the power ow equations
To further speed up the fast computational methods in Section 3, we propose to solve iteratively
a set of linear systems involving the Jacobian of (3) which is nonsymmetric, inde2nite and usually
very sparse. We use Krylov methods, mainly the generalised minimal residual method (GMRES
[31]), to solve (12). However, for a nonlinear power system to be stable, all eigenvalues of A
must lie on the left plane (i.e., far away from the desirable value 1) and, consequently, convergence
cannot be fast even if the iterative method converges at all. Therefore preconditioning is required.
Such an ill-conditioned nature of the linear systems is thus typical of stability systems to which our
proposed preconditioners are applicable.
We remark that, for our particular type of problems where a system is well behaved (i.e., far away
from a bifurcation point), the fast decoupled approximation [35] can be employed as a preconditioner
[11] and this preconditioner is essentially a 2× 2 block diagonal matrix.
In this section, we will discuss a class of two-level sparse preconditioners. The level-one precon-
ditioner is based on sparse approximate inverses (SPAI) (refer to [3,4,28,23,24]), whilst level-two
preconditioners are based on de&ation techniques (refer to [9,19,6]).
4.1. Preconditioning with sparse approximate inverses
Let a sparse set of linear systems be denoted by
Ax = b; (12)
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where A is a real n× n nonsymmetric matrix which represents the Jacobian matrix of (3). We shall
solve an equivalent system to 2nd the solution of (12)
AMy = b; x =My; (13)
where M is a right preconditioner. The intention is to choose M in such a away that the precondi-
tioned matrix AM is better conditioned and, hence, more amenable to fast solution by GMRES.
We propose to use a SPAI method to select M by solving the minimisation problem
min
M
‖I − AM‖F =min
M
n∑
k=1
‖(AM − I)ek‖22 =
n∑
k=1
min
mk
‖Amk − ek‖22; (14)
where ‖:‖F is the Frobenius norm and the solution separates into n independent least-squares problems
min
mk
‖Amk − ek‖2; k = 1; : : : ; n: (15)
Here M = [m1; : : : ; mn] and I = [e1; : : : ; en]. As A is sparse, the above least-squares problem can be
solved e<ectively and, moreover, these problems can be solved in parallel.
For many other sparse matrix applications, the adaptive pattern strategy for specifying M pattern
as shown in [23] is quite e<ective but also expensive to implement. We now brie&y discuss a priori
strategies for specifying M pattern so that computing M is made less expensive. The theoretical basis
for the so-called powers of sparsi2ed matrices (PSM) methods comes from analytical expressions
for A−1 in terms of A. From the Cayley–Hamilton theorem, A satis2es the characteristic polynomial
An + an−1An−1 + · · ·+ a1A + a0I = 0: (16)
Hence, if A is nonsingular, A−1 ∈ span(I;A;A2; : : : ;An−1). Alternatively if ‖A‖¡ 1, we may also
use the geometric series to expand A−1 = [I − (I − A)]−1 in terms of powers of (I − A). These
algebraic considerations may also be explained by using the graph theory [14] and have recently
been explored in [8,14,24]. However, even for a sparsi2ed matrix A0 (out of A), the number of
nonzeros in its high powers can grow quickly to approach n2 so in practice only low powers of A0
are used. Use ‘drop’ to denote a sparsi2cation process; then A0 = drop(A) and powers are given by
Ai = Ai+10 or, if less nonzeros are desired, Ai = drop(Ai−1A0). Finally, the sought pattern for M is
taken from the graph of Ai. In this paper, we shall mainly use i = 2.
Remark 4.1. No matter how the sparsity pattern of M is speci2ed, the maximal number of nonzeros,
nzmax, in columns of M must not exceed a certain integer nnz and nnzn. This is because nnz=n
implies that computing M would be more expensive than solving (12) directly. Consequently in (15),
‖Amk − ek‖6  (say for  = 0:1) cannot be satis2ed for particular columns k in certain problems.
This happens to be case for our power &ow equations. We can further observe that the spectrum of
the preconditioned matrix AM contains some small eigenvalues (see Fig. 2). Our idea is to employ
a level-two preconditioner M2 so that the new preconditioned matrix A2 =AM2 will not have small
eigenvalues. Then we expect GMRES to converge faster for A2 than AM.
4.2. Two-level preconditioners
We consider de&ation techniques for matrix AM, where M is the 2rst-level preconditioner based
on SPAI. De&ation of a single eigenvalue is a well-known idea which can be adapted for multiple
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eigenvalues. Brie&y, if u1 is a unit eigenvector corresponding to eigenvalue 1 =1(A) = 0, then the
matrix
A1 = AM1 with M1 = I + !u1uH1 (17)
has all eigenvalues identical to A except one of them 1(A1)=1+!1. Clearly, 1(A1)=0 if !=−1,
1(A1) = 1 if != −11 − 1, or 1(A1) = 1 + 1 if != −11 . To prove this result, consider A1u1 if A is
symmetric; however, we must use orthogonal complements to u1 (in Rn) for the nonsymmetric case
[19].
Relevant to this work is adaption of (17) for de&ating multiple eigenvalues of matrix AM. De2ne
V = [v1; : : : ; vk] with v1; : : : ; vk corresponding to k smallest eigenvalues 1; : : : ; k of matrix AM.
The generalisation is only straightforward for the hypothetical case of a symmetric AM
A2 = AM2 with M2 =M +MVD0VH; (18)
where D0=Dk×k=diag(−11 ; : : : ; 
−1
k ). Then from V
HV=Ik×k and VHU=0k×(n−k) for U=[uk+1; : : : ; un]
with uj’s eigenvectors for other (n− k) eigenvalues of AM, we can prove that
j(A2) =
{
j(AM) + 1; j = 1; : : : ; k;
j(AM); j ¿ k:
(19)
However, neither matrix A nor AM is in general symmetric. Hence, eigenvectors are not orthog-
onal to each other and one needs to construct an orthogonal basis in the subspace of the 2rst k
eigenvectors. We now consider two methods of de&ating multiple eigenvalues in the nonsymmetric
case.
4.2.1. Method 1
Starting from AMV = VD1, D1 = diag(1; : : : ; k), We propose to orthogonalise matrix V = Vn×k
and decompose V = UR with U = Un×k orthogonal and R = Rk×k upper triangular. Then we have
obtained a reduced Schur decomposition AMU = UT with T = Tk×k = RD1R−1 upper triangular.
Clearly, T and D1 have the same eigenvalues.
To de&ate the smallest k eigenvalues by shifting them by +1, we propose the following level-two
preconditioner:
A2 = AM2 with M2 =M +MUT−1UH: (20)
From UHU = Ik×k and A2U = AMU + AMUT−1UHU = UT + UTT−1 = U (T + I), we see that
j(A2)=j(AM)+1 for j=1; : : : ; k. To prove that the remaining eigenvalues are identical, one may
use an orthogonal complements idea relating to a upper triangular matrix (e.g., see, [19]).
4.2.2. Method 2
Here we consider a dual orthogonalisation idea. As the preconditioned matrix AM is nonsymmetric,
let Vr =[x1; : : : ; xk] be the matrix of the k right eigenvectors and Vl =[y1; : : : ; yk] be that of the k left
eigenvectors, corresponding to the k smallest eigenvalues of AM. Then Vl and Vr are orthogonal to
each other [36,9] i.e.,
VHl Vr = (= diag(y
H
1 x1; : : : ; y
H
k xk) (21)
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and S = VHl AVr = V
H
l VrD1 = QD1 is a diagonal matrix (although V
H
r Vr = I). Note that the above
equation reduces to a familiar result for a symmetric case (as Vl = Vr).
To de&ate the smallest k eigenvalues by shifting them by +1, we can de2ne a second level-two
preconditioner (following [9])
A2 = AM2 with M2 =M +MVrS−1VHl : (22)
From VHl Vr = S and A2Vr = AMVr + AMVrS
−1VHl Vr = VrD1 + VrD1S
−1( = Vr(D1 + I), we see
that j(A2)=j(AM)+1 for j=1; : : : ; k. To prove that the remaining eigenvalues are identical, one
may use the matrix of remaining eigenvectors using the dual orthogonality (e.g., see, [9]).
Remark 4.2. Finally, we comment on the implementation of the level-two preconditioner M2 for
both Methods 1 and 2. As M2 is an approximate inverse-type preconditioner, it is not necessary
to form M2 explicitly and one simply uses M; T; S; U;Vl;Vr explicitly in matrix vector products.
It should be remarked that it is also possible to estimate quantities like T; S; U;Vl;Vr using Ritz
or harmonic Ritz vectors [30]. We will not pursue this route further as not all of the de&ated k
eigenvalues (using Ritz vectors) are the smallest eigenvalues of matrix AM.
5. Numerical experiments
We illustrate the performance of preconditioned GMRES for 2ve cases of power systems (the
number of nonzeros in A and M, nnz(A) and nnz(M), will be given in Table 2):
1. IEEE 300: 231 load buses and 68 generator buses. A nonsymmetric, n= 530 and nz=3736;
Table 2
Convergence performance of GMRES for various de&ation options
System De&ation IEEE 300 IEEE 662 NYISO 3357 GEMAT11 GEMAT12
n= size(A) 530 1250 6166 4929 4929
nnz(A) 3736 8746 56 680 33 185 33 111
nnz(M) 18 464 33 242 202 530 114 125 116 872
nzmax 35 35 65 65 65
GMRES(∞) No 36 40 283 180 X
1 30 32 251 126 X
10 14 20 142 77 X
65 10 12 35 34 35
GMRES(20) No 70 79 X X X
1 42 36 X X X
10 14 20 X X X
65 10 12 38 46 54
Note: Here “nzmax’: the maximal number of nonzeros allowed in M, “No”: no de&ation, “De&ation k”: de&ation of
k smallest eigenvalues by Method 2 and “X”: no convergence. The performance of Methods 1 and 2 is almost identical,
only di<ering in computation.
A. Hussein, Ke Chen / Journal of Computational and Applied Mathematics 164–165 (2004) 419–430 427
0 50 100 150 200 250 300 350 400 450 500
0
50
100
150
200
250
300
350
400
450
500
nz = 3736
0 50 100 150 200 250 300 350 400 450 500
0
50
100
150
200
250
300
350
400
450
500
nz = 7621
Fig. 1. Matrix structure for the IEEE 300. The left-half of the 2gure shows the original Jacobian A while the right-half
of the 2gure shows the sparci2ed approximate inverse M.
2. IEEE 662: 589 load buses and 72 generator buses. A nonsymmetric and n= 1250;
3. NYISO 3357: 2810 load buses and 546 generator buses. 1 A nonsymmetric and n= 6166;
4. GEMAT 11: 2400 bus system (from Western USA) as available in Matrix Market. 2 A nonsym-
metric (initial Jacobian) and n= 4929;
5. GEMAT 12: 2400 bus system (from Western USA) as available in matrix market. A nonsymmetric
(later Jacobian in a power solution) and n= 4929.
Note that the cases of no preconditioning, simple banded or ILU(0)-type preconditioners have also
been tested and found to give no or extremely slow convergence.
We compare the performance of the preconditioned matrices AM and AM2. As the performance
of Methods 1 and 2 is similar, we only show the results from Method 1. The left-half of Fig. 1
shows the Jacobian matrix for the IEEE 300 bus system. The pattern of the matrix M on the
right is obtained, in this case, from 2rst performing a sparci2cation on A column-wise by setting
 = mean(Ai − aii), i = 1; : : : ; n. The choice of  is made to ensure a good sparsity pattern for
M. The left-half of Fig. 2 shows the clustered spectrum. Notice the trail of eigenvalues getting
very close to the origin. We remove a few of these eigenvalues by using the de&ation technique
described in Section 4.2 with k = 10. This is shown in the right-half of Fig. 2. Notice how this
e<ects the convergence performance of GMRES in the left plot of Fig. 3. The e<ects of using the
de&ation technique were even more prominent when tested on the NYSIO 3357, GETMAT 11 and
GEMAT 12 test systems (as can be seen from the right plot of Fig. 3 for NYSIO 3357). For the
1 The authors wish to thank Professor Ian Dobson (University of Wisconsin-Madison, USA) for providing us the test
data of this New York bus system.
2 Publicly available from the web site http://math.nist.gov/MatrixMarket.
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Fig. 2. Spectrum of the preconditioned IEEE 300 Jacobian. The left-half of the 2gure is for AM while the right-half of
the 2gure is for AM2 with k = 10 (Method 2).
0 5 10 15 20 25 30 35 40 45 50
10-6
10  -5
10  -4
10  -3
10  -2
10  -1
100
iterations
lo
g 1
0 
(to
ler
an
ce
)
10-6
10-5
10-4
10-3
10-2
10-1
10 0
lo
g 1
0 
(to
ler
an
ce
)
gmres with no deflation
gmres with deflation  
0 20 40 60 80 100 120
iterations
gmres with no deflation
gmres with deflation  
Fig. 3. Performance of GMRES for IEEE 300 (left) and for NYSIO 3357 (right plot).
GEMAT 11 and 12 cases, we have used the scaling algorithm from [18] to scale A before using the
two-level methods. The results for all test systems are summarised in Table 2 and show the number
of iterations required for GMRES(∞) and GMRES(20) with tol = 10−5. Each test system is tested
with and without sparci2cation. In all cases, performance of a method can be further enhanced if
nzmax is increased and there is a need to address the right balance of size nzmax and the number
of de&ated smallest eigenvalues.
Clearly, one observes that the sparse approximate inverse based preconditioners are e<ective for
our linear systems arising from power equations and the de&ation technique can further speed up the
iterations. Alternative methods of and further improvements to the implementation of the de&ation
idea will be future work. Other further experiments may include re-use of a preconditioner from a
previous step for remaining Newton iterates.
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6. Conclusion
In this paper, we 2rst surveyed methods for estimating the fold bifurcation parameter for the
power &ow equations by a test function method using two Newton power &ows, without the need of
computing to the point using many nonlinear continuation steps. We then showed how to improve
the speed at each Newton step for large power system networks using iterative methods, in this case
GMRES. We introduced a class of two-level preconditioners based on sparse approximate inverses
with a priori pattern selection and de&ation techniques.
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