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Non-technical Summary
Economic integration is supposed to foster specialisation. However, specialisation has different facets and might not be favourable for each region. Thus fears of increasing coreperiphery tendencies have risen since the seminal study of Krugman (1991) on potential agglomeration tendencies in EMU. Regional specialisation and sectoral location patterns as well as their determinants are thus prominent questions of regional economics during the last years.
This paper investigates the determinants of regional specialisation patterns in 17 different sectors accounting for spatial interaction or autocorrelation. In the analysis, we find significant spatial autocorrelation effects for most sectors -independent of the analysis of investments and employment. However, these do not influence the results on the economic determinants of sectoral specialisation of EU regions of a previous study (Stirboeck, 2004) .
Though spatial autocorrelation is present, it is mostly due to spatial error autocorrelation, i.e. for most sectors, we have no evidence of economic interdependencies between neighbouring regions. The spatial error autocorrelation, which is evident, simply is an indication of potential data problems or inadequate regional definitions to capture the specific spatial dimension of sectoral specialisation patterns.
However, there are some exceptions to the prevalence of the spatial error autocorrelation with respect to some, but not all, labour-intensive sectors. Though it seems that labour-intensive production is positively influenced by the degree of specialisation of surrounding regions in some cases. But, the spatial clustering of similar sectoral specialisation in some rather unfavourable sectors in the peripheral regions identified in the exploratory spatial data analyses is not generally accompanied by significant spatial interdependencies. Agriculture and building & construction are the only sectors which are marked by significant spatial interdependencies in employment (but not investment) specialisation while showing an obvious cluster in some peripheral regions. The other four sectors subject to spatial interactions are clustered in different geographic locations, but not predominantly in the periphery. We thus need not fear strong potential negative spill-overs or regional interactions of unfortunate specialisation patterns.
However, we have to take note that those few sectors which are subject to significant spatial interdependencies in regional specialisation patterns are rather labour-intensive and cannot be classified as strongly growth-oriented sectors. These are agriculture, non-metallic minerals & mineral products, various industries, building & construction, and the services sectors trade & lodging and other services. Since peripheral regions are significantly stronger specialised in most services sectors as well as building & construction (while showing very low shares of production in manufacturing), we might be confronted with some disadvantageous spatial interdependencies in the periphery. These, however, do not seem to be very strong. In addition, there is no evidence for favourable spatial interdependencies in the centre and thus no evidence for increasing core-periphery tendencies.
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I Motivation
Economic integration is supposed to foster specialisation. However, specialisation has different facets and might not be fortunate for each region. Thus fears of increasing core-periphery tendencies have risen since the seminal study of Krugman (1991) on potential agglomeration tendencies in EMU. Regional specialisation and sectoral location patterns as well as the determinants of sectoral location are thus prominent questions of regional economics during the last years.
However, the explanation of the level and the patterns of regional specialisation has been neglected besides the studies by Stirboeck (2002a Stirboeck ( , 2002b Stirboeck ( , 2004 as well as Kalemli-Ozcan, Sorensen and Yosha (2003) . This article builds on recent research by Stirboeck (2004) which gives insights into the determinants of regional specialisation patterns. According to the traditional and new trade theory, a number of economic determinants are supposed to matter in explaining regional specialisation patterns.
The named study is able to identify locational indicators to be strongly important in explaining regional specialisation patterns. Relative specialisation in manufacturing sectors is higher in central regions. Relative specialisation in services sectors, instead, is stronger in administrative centres as well as peripheral regions. In addition, market potential exerts a significant influence: the specialisation in manufacturing sectors is higher in those regions profiting from higher gross regional product (GRP) levels.
Economic openness (representing market integration) does not play a particular or consistent role in explaining relative specialisation in specific sectors. However, country-specific effects are evident, especially for employment specialisation: hereby Italy differs from the other countries in demonstrating stronger relative employment shares in a number of labourintensive sectors and weaker ones in manufacturing sectors.
These results demonstrate that peripheral regions -in contrast to core regions -play a different role in attraction sectoral employment and (especially) investments. The driving forces of sectoral specialisation are favourable for core regions with respect to growth-oriented market services. The highest regional specialisation in services sectors in peripheral regions, instead, is linked to economic activity in tourism. In addition to some of the services sectors, relative investments and employment in non-market economic activities are stronger in peripheral regions as well.
However, a shortcoming of these recent analyses is the disregard of space. Analysing regional specialisation tendencies, cross-border spill-overs as well as specialisation clusters might be of strong importance. On the one hand, ignoring regional interdependencies might lead to inefficient inference due to spatial autocorrelation effects. In the extreme case, econometric results on the basis of traditional estimates can be misleading. On the other hand, the existence of regional interactions, i.e. economic interdependencies, are extremely interesting to be directly addressed as well.
Therefore, in this paper, the robustness of the recent findings on the economic and locational determinants of regional specialisation patterns shall be checked controlling for spatial correlation. In addition, spatial interdependencies or interaction driving economic developments or specialisation tendencies are to be analysed.
II
Data and Indicators
We analyse EU regions at the NUTS 2-level for the period 1985 to 1994. The definition of NUTS-regions is based on political or administrative criteria, and not on economic criteria. The analysis of NUTS-regions might therefore not give us the actual degree of specialisation of economic entities. However, data on economic or functional regions is not available in official databases. Defining economic regions is arbitrary and depends on the variable or sector regarded, i.e. a general specification of regional disaggregation is inappropriate. The analysis of administrative entities, instead, allows us to focus on the degree of specialisation of a territorial community which is authorised to implement regional policies or is in the focus of regional structural programmes. The maximum number of regions with sufficient sectoral investment and employment data is 56. These regions belong to France (22), Italy (20) and Belgium (11). In addition, the three mono-regional countries Luxembourg, Denmark and Ireland (being also defined as NUTS 2-regions) are included. Due to the fact that the sum of regional investments is not available for the eleven Belgian regions, these are excluded from the empirical analysis of investment specialisation. Up to 17 differentiated sectors (see Table 1 ) -consistent to Eurostat's industrial classification NACE 1970 (Nomenclature des activités économiques dans les Communautés Européennes) are available in the REGIO database. These refer to agriculture, manufactured products as well as market and non-market services.
Analysing the sectoral specialisation patterns of the 56 regions, we focus on the regional investment and employment shares in relation to an economy of reference. Thus, relative specialisation of gross fixed capital formation in relation to EU patterns (SPCFEU) as well as relative specialisation of employment in relation to EU patterns (SPEMEU) is measured. This relative perspective is important as the absolute allocation of production across sectors does not give any information about a region's particularly high level of sectoral engagement.
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In order to measure relative investment indices, we refer to adapted Balassa-indices 3 which reflect the relative investment performance and the relative employment performance of a region. The sectoral investment (I) share of the respective region 2 While measures of absolute allocation are influenced by the sectoral classification, measures of relative allocation are influenced by the sectoral patterns of either the economy of reference or the average pattern of the group of countries included. In case of a very special pattern of the reference economy, the relative specialisation pattern of the economic entities analysed can be biased. See e.g. Stirboeck (2001) or Krieger-Boden (1999) . 3 This kind of specialisation index has first been introduced by Balassa for the analysis of the relative export "performance" of a country by use of export data and is known as the "revealed comparative advantage" index in international trade theory [see e.g. Balassa (1989:19) ]. 4 As sectoral GFCF and employment data are not in all cases as complete as we wish it to be, we had to use adequate, but different, data representing the economic extent or importance of the different sectors to calculate sectoral specialisation indices with respect to GFCF. Therefore we refer to data of gross value added at factor costs as the denominator when calculating the specialisation indices in relation to EU average patterns. By this, we apply the same denominator for both specialisation patterns and increase their comparability. 5 In some few (four) cases, negative investments were replaced by zero investments in order to avoid problems in the interpretation and calculation of further indicators. Such negative investments are mostly due to realignments and depreciation and are always close to zero investments. 
III Spatial Association Patterns: Regional Clusters of Investments and Employment Specialisation
The spatial association patterns can be analysed and described by a number of different statistics. In the following, we refer to a measure of global spatial association, the Moran I statistics, as well as a measure of local spatial association, the Getis-Ord statistics. The latter can be described as a decomposition of the global measure into the contributing factors of spatial association.
Moran's I gives information about the spatial autocorrelation of an economic variable across the entire set of regions, i.e. its strength as well as its nature. Moran's I is positive (negative) in case of a significant clustering of similar (unlike) values. However, it does not differentiate between specific, but different, clusters. The Getis-Ord statistics provides us with further insights. First, it detects clusters of regions with high and low values on the basis of a positive and negative Getis-Ord value respectively. Second, it tells us which regions are significantly marked by positive spatial correlation thus influencing the global measure of spatial association.
The choice of an inverse squared distance matrix to capture the structure of spatial interaction is determined by the assumption that the interregional influence on sectoral specialisation should be decreasing with increasing distance. In order to build regional distance matrices, we use the coordinates of the administrative centres of the respective regions since we can assume them to be equivalent to economic centres in most cases.
The Moran I statistics in Table 2 shows significant global spatial association for a number of sectors. In case of significance, the spatial association turns out to be positive, i.e. regions similarly strong or weak in sectoral specialisation are regionally clustered. Any Moran I value being negative turns out to be insignificant. We thus find no evidence for negative spatial autocorrelation induced by a significant systematic spatial allocation of dissimilar values.
With respect to investment specialisation, the significant positive spatial autocorrelation applies to AGRO, FUEL, MINE, METP, FOOD, TEXT, BUIL as well as TRLO and NMSEwith significance at least at the 5%-level, but mostly the 1%-level of significance. Thus, re-gions with a strong (low) specialisation in one of the named sectors are more likely to be surrounded by regions with an equally strong (low) specialisation than by other regions.
However, there are differences in the spatial association for most sectors with respect to the regional investment specialisation and employment specialisation. Sectors providing evidence of significant (positive) spatial autocorrelation for employment specialisation at the 5%-level of significance are: AGRO, CHEM, FOOD, TEXT, PAPE, VARI, BUIL as well as TRLO and OTHS. Thus, the only sectors which similarly show significant positive spatial clustering for both factors of production are agriculture, food, textiles, building as well as transport & lodging. These are more or less labour-intensive sectors, however, belonging to manufacturing as well as services. Note: Significance level is based on calculation of 1000 permutations. ***/**/* refers to a level of 1/5/10 percent significance.
The Getis-Ord statistics provides evidence of local spatial association, i.e. which regions are significantly surrounded by similarly specialised regions. Focusing on the Getis-Ord statistics, we can now differentiate which regions contribute to the global spatial association discussed before and if these regions differ with respect to both, investments and employment. For the other sectors, these local spatial association patterns do differ for both factors of production, i.e. those regions marked by local spatial association are not the same. We thus only have evidence for the similarity of the local spatial association of five manufacturing sectors and agriculture.
This means that "hot spots" of spatial association are mostly different. We thus find some clusters of sectoral specialisation across EU regions which are not very striking, but detectable. Southern Italian regions mostly show significant spatial association of high specialisation in agriculture and building, but spatial association of low specialisation for paper & printing industries, metal products etc. as well as the food industries. Some regions of central Italy (TOS, ERO, MAR as well as CRS) form a cluster of high specialisation in mineral industries, other regions of central and northern Italy (ERO, TAA, FVG, UMB, LIG, MAR, TOS and LAZ) as well as CRS in textiles. Most Belgian regions show local spatial autocorrelation of low specialisation in agricultural employment and of high specialisation in credit and other services as well as non-market services and paper & printing products. Besides these clusters, no strong patterns of regional spatial autocorrelation are obvious. 6 To some extent, this is also due to the fact that Belgian regions are excluded from the analysis of investment specialisation. However, only eight sectors do show significant regional spatial association of employment specialisation for Belgian regions -with two sectors showing significant patterns for only two regions and one region respectively. 7 Hereby, the Moran I statistics for the paper & printing products industry as well as various industries is only significant at the 10%-level of significance. 8 The list of regions and their respective abbreviations can be found in the appendix in Table A-1.
IV
Sectoral specialisation: Comparing the patterns of investment and employment specialisation
IV.I Theoretical Background: the specification
The specification we use for the analysis of spatial autocorrelation in the investment and employment specialisation patterns is based on the specification introduced by Stirboeck (2004) . However, we omit sectoral explanatory variables due to their restricted regional availability as well as R&D intensity due to the short time period with available data.
The extent of investment as well as employment specialisation is -in separate estimatesexplained by determinants of specialisation patterns from the traditional and the new trade theory. Locational explanatory variables are the location of a region in the economic centre 9 (CENTR) and the periphery (DIST) as well as the population density (PODEN) to capture the impact of location in the centre which is not simultaneously captured by CENTR. In addition, market potential (GRP) is important to explain specialisation in scale-intensive sectors in the core regions. Economic openness (QUINN_OPENN) is the trigger of specialisation in trade theories, however, its analysis might tell which regions are particularly affected by market integration impacts. Finally, the regional geographic size (AREA) as well as of the unemployment rate (UEWP) (approximating the regional economic performance) are added as further regional control variables.
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We thus have included the most important determinants which explain specialisation patterns in the analysis of Stirboeck (2004) and test the following specification for each sector:
with i (j) as the sectoral (regional) index. Since we apply a pooled regression, we omitted the time index in the above specification. Depending on the data availability for sectoral investments (employment), regressions are run for up to 45 (56) regions and up to ten years (1985 to 1994).
Since we deal with regional data and analyse the process of regional specialisation, we cannot exclude potential correlations or interactions between regional developments. Some specific regional specialisation might not be independent from the one of the neighbouring region. Spatial econometric approaches 11 explicitly model and control for spatial autocorrelation or interdependence to avoid inefficient or inconsistent parameter estimates or specification errors.
IV.II Controlling for spatial correlation and interaction in the analysis of investment specialisation patterns
In a first step, we refer to test diagnostics examining a potential spatial correlation structure in the residuals of simple OLS regressions. In quite a number of cases, we cannot accept the null hypothesis of a significant normal distribution of the error terms. As a consequence, the test diagnostics on spatial autocorrelation should only be interpreted as an indication of the potentially underlying structure of spatial correlation, since they are not as reliable as in case of normally distributed residuals.
The Moran I test investigates for the existence of any kind of spatial correlation, the Lagrange Multiplier (LM) error and lag tests examine the significance of a specific kind of spatial structure. Again, we conduct these tests on the basis of an inverse squared distance matrix. Table 5 presents the results of all three tests for the analysis of the determinants of sectoral investment specialisation for each of the 17 sectors. We can see that in many cases a significant structure of spatial correlation is present. The significance is not (consistently) demonstrable in the case of TREQ, CHEM as well as TRCO and only very weak for VARI. The sectoral specialisation of the regions analysed seems to underlie a positive spatial correlation in some sectors (AGRO, MINE, VARI, BUIL, TRLO, CRED, OTHS) and a negative one in other sectors (FUEL, META, METP, FOOD, TEXT, PAPE, NMSE).
Paying attention to the specific kind of spatial correlation, it is mixed as well. For most sectors, the Lagrange Multiplier tests for spatial structure are significant for both, a spatial error model and a spatial lag model. Since both LM tests are sensitive against the alternative form of spatial structure, we refer to the higher value of the LM test in order to get an indication of the better specification according to Anselin (1992) . 12 For nine sectors, the LM tests provide evidence of the spatial error model being the better specification. And only two services sectors (CRED and OTHS) show positive spatial autocorrelation of the error terms while the other seven sectors show a negative one.
For five sectors (being AGRO, MINE, VARI, BUIL, and TRLO) the tests show a higher value for the LM lag test. For all of these sectors, the tests consistently point to a positive spatial lag dependence. In economic terms, this would imply that the sectoral specialisation of a region in one of these sectors positively influences the specialisation of the neighbouring regions in the same sector. In those cases with higher LM lag test values, the results of the ML estimates are differing. Like predicted by the OLS test diagnostics on spatial autocorrelation, the spatial lag model shows a positive spatial dependence for the sectoral specialisation in MINE and TRLO. We also find a weak, positive spatial lag dependence for VARI. However, the AIC (and the likelihood ratio test value, respectively) points to a superiority of the spatial error model formulation for the two sectors AGRO and BUIL which show a positive spatial correlation structure.
The spatial parameters are insignificant -as we expected according to the OLS test diagnostics -in the estimates for CHEM (the spatial lag parameter is only significant on the 10%-level of significance while the specification is not confirmed by the LM lag test) and TREQ. The spatial error model is highly significant for TRCO, though, quite a number of coefficients included in the specification are not significant any more. Since this is the only case with evident changes in the significant variables, this rather points to a mis-specification of the spatial error model for TRCO.
Summarising, there is no significant, consistent spatial autocorrelation when analysing CHEM and TREQ. But, we can detect a positive spatial lag dependence for TRLO, MINE and VARI. However, for most other sectors, the regional specialisation underlies a spatial error autocorrelation which is negative in six cases, but positive in the other five cases. Besides the three sectors named above, we thus mostly find no spatial interdependence between the sectoral specialisation of neighbouring regions. The underlying spatial error autocorrelation instead points to potential data problems or to inadequate regional definitions what is underlined by the changing sign of the spatial autocorrelation structure.
Checking the sensitivity of the results of traditional OLS estimates, there is no general problem of significance concerning the non-spatial autocorrelation parameters. The explanatory variables which are significant in the OLS estimates are usually significant as well in the spatial estimates without changing their signs. Thus, the specialisation patterns discussed in Stirboeck (2004) are robust even when controlling for spatial autocorrelation effects.
IV.III Controlling for spatial correlation and interaction in the analysis of employment specialisation patterns
The test diagnostics on spatial autocorrelation mostly provide evidence of a significant spatial autocorrelation in the OLS estimates of employment specialisation. The Moran I test is mostly significant like for the estimates on investment specialisation -besides for the sectors BUIL and OTHS. We now only find five sectors (AGRO, TEXT, PAPE, VARI and NMSE) with a significant positive spatial autocorrelation while ten sectors (FUEL, META, MINE, CHEM, METP, TREQ, FOOD, TRLO, TRCO and CRED) show a significant negative spatial autocorrelation structure. Again, the significance of the spatial autocorrelation structure is very strong across all those sectors. Referring to the LM tests to gain insights in the specific form of spatial autocorrelation which is present, the LM lag test value is again mostly lower than the LM error test value. It is only higher with respect to AGRO, PAPE, VARI, and NMSE. It is also highly significant for BUIL and OTHS while the Moran I tests as well as the LM error tests are insignificant for these two sectors. However, these six sectors might thus be subject to significant spatial interdependencies which has to be checked in the following by discussing the spatial estimate results carefully.
In contrast to investment specialisation, we find significant spatial autocorrelation in the residuals of the estimates of all sectors when analysing employment specialisation. For those eleven sectors with higher LM error test values than LM lag test values, we can confirm a significant and consistent spatial error autocorrelation. It is negative for all of those sectors besides TEXT.
With respect to those six sectors under consideration for spatial lag dependence, the identification of the optimal model is less clear. It seems that the spatial error model is superior for PAPE and NMSE, but inferior for VARI, OTHS, BUIL and AGRO according to the AIC value 13 . While the Moran I statistics were insignificant for the sectors BUIL and OTHS, we now find a significant positive spatial dependence. Thus, all four sectors, for which the spatial lag dependence model turns out to be superior, seem to underlie a positive spatial lag dependence. In economic terms, this means that regions profiting from a high specialisation in either VARI, OTHS, BUIL or AGRO exert a positive impact on the specialisation of surrounding regions in this sector.
Again, results of classical econometric estimates are mostly robust when controlling for spatial autocorrelation effects. Though we have some changes in the significance of the coefficients (in both ways, either reaching or loosing significance), the general results of the recent studies summarised in the first section can be confirmed.
V Economic Impacts of Specialisation Patterns and Determinants
The spatial econometric estimates presented above allow us to draw conclusions with respect to two main topics: robustness of previous results and spatial interaction impacts on regional specialisation patterns.
First, we find significant spatial autocorrelation effects for most sectors -independent of the analysis of investments and employment. However, these do not influence the results on the economic determinants of sectoral specialisation of EU regions.
Economic determinants do only slightly differ when comparing investment and employment specialisation as presented by Stirboeck (2004) . 14 Relative investment and employment shares in manufacturing sectors are higher close to large markets, but not in the administrative centres. Consistently, relative regional specialisation in manufacturing is lower in peripheral regions while it is higher with respect to services sectors. Since market potential (GRP level) positively influences the strength of specialisation in manufacturing, we might be confronted with negative backwash effects for peripheral regions in scale-intensive manufacturing sectors.
The stronger specialisation in services sectors is evident for both, peripheral regions as well as administrative centres. However, it differs with respect to the quality of specialisation, especially for investment specialisation. Growth-oriented services sector specialisation is stronger 13 In addition, in all those cases, the likelihood ratio test value -checking for the fit of the estimated model -is much higher for the spatial lag model than for the spatial error model. 14 Though, there are some evident differences analysing research intensity, economies of scale as well as comparative advantage variables such as labour cost or productivity differentials. However, due to their restricted availability across time and across regions, we did not include these (though important) explanatory variables in the present analysis.
in administrative centres while tourism-related services sector specialisation is stronger in peripheral regions.
Second, though spatial autocorrelation is present, it is mostly due to spatial error autocorrelation. This is the case for the sectors FUEL, META, CHEM, METP, TREQ, FOOD, TEXT, PAPE, TRCO, CRED and NMSE -independent of the factor of production analysed. In these sectors, we have no evidence of economic interdependencies between neighbouring regions. The spatial error autocorrelation which is evident is simply an indication of potential data problems or inadequate regional definitions to capture the specific spatial dimension of sectoral specialisation patterns.
However, there are some exceptions to the prevalence of the spatial error autocorrelation with respect to some, but not all, labour-intensive sectors. Though it seems that labour-intensive production is positively influenced by the degree of specialisation of surrounding regions in some cases.
These are the sectors MINE, VARI, and TRLO with respect to investment specialisation. The regional investment specialisation in one of these three sectors is significantly and positively influenced by the one of neighbouring regions. The geographic allocation of regions specialised in these sectors shows that the highest specialisation in MINE is obvious for those regions in the central parts of Italy and in TRLO for the traditional tourist and coastal Italian regions and the isle of Corsica. No clear patterns are obvious for those regions particularly specialised in VARI.
In addition, the sectors AGRO, BUIL, OTHS and again VARI are subject to significant positive spatial interactions of employment specialisation. The spatial patterns of employment specialisation reveal that the Italian southern as well as the French western regions are marked by the highest levels of specialisation for the sectors AGRO and BUIL. A high specialisation in OTHS is evident for different regions, however, many Belgian regions, Luxembourg and some northern French regions. With respect to VARI, geographic patterns are again less clear, but a high employment specialisation is to be found in central and eastern France as well as some northern Italian regions.
VI Conclusion
Summarising, the ESDA analysis by use of the Getis-Ord statistics does not identify strong clusters of sectoral specialisation across those 56 regions included in the study. There are some few clusters (e.g. specialisation in AGRO and BUIL in Southern Italy), but these are not very striking.
In addition, we only rarely detect significant spatial interdependencies between the level of sectoral specialisation of neighbouring regions in the econometric analysis. The spatial clustering of similar sectoral specialisation in some rather unfavourable sectors in the peripheral regions identified in the ESDA analyses is not generally accompanied by significant spatial interdependencies. AGRO and BUIL are the only sectors which are marked by significant spatial interdependencies in employment (but not investment) specialisation while showing an obvious cluster in some peripheral regions. The other sectors subject to spatial interactions are clustered in different geographic locations, but not predominantly in the periphery. We thus cannot identify strong negative spill-overs or regional interactions of unfortunate specialisation patterns.
However, we have to take note that those few sectors which are subject to significant spatial interdependencies in regional specialisation patterns are rather labour-intensive and cannot be classified as strongly growth-oriented sectors. These are AGRO, MINE, VARI, BUIL, and the services sectors TRLO and OTHS.
In addition, peripheral regions are significantly stronger specialised in most services sectors as well as building & construction. Therefore, these might be affected by the positive spatial interdependencies in employment specialisation identified for BUIL and OTHS as well as in investment specialisation identified for TRLO. Depending on the nature of these activities, the spatial dependence of specialisation might demonstrate some disadvantage and low growth perspectives for those regions at a long distance to the core regions.
The specialisation in building & construction of peripheral regions reflects infrastructural activities of probably regional policy activities and not private sector activities. The specialisation in OTHS and TRLO, however, has to be evaluated more precisely. Trade and lodging can be assumed to be mostly driven by small enterprises, resulting from the mostly coastal location of these peripheral regions. Other services contain a rather broad spectrum of economic activities and is thus difficult to interpret. These include tourism-related services (like renting), but also business services (like advertising and consulting).
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