Abstract. We consider a multidimensional SDE with a Gaussian noise and a drift vector being a vector function of bounded variation. We prove the existence of generalized derivative of the solution with respect to the initial conditions and represent the derivative as a solution of a linear SDE with coefficients depending on the initial process. The representation obtained is a natural generalization of the expression for the derivative in the smooth case. The theory of continuous additive functionals is used.
Introduction

Consider a d-dimensional nonhomogeneous stochastic differential equation (SDE)
where | · | is a norm in R d .
Under these assumptions on the coefficients there exists a unique strong solution to equation (1) (see [25] ).
It is well known (cf. [15] ) that if the coefficients of (1) are continuously differentiable and the derivatives are bounded and Hölder continuous uniformly in t, then there exists a flow of diffeomorphisms for equation (1) . The derivative ∇ϕ t (x) =: Y t (x) is a solution of the equation (2) dY t (x) = ∇a(t, ϕ t (x))Y t (x)dt + Flandoli et al. [11] showed that the conditions on the coefficients can be essentially weakened and a flow of diffeomorphisms exists in the case of a smooth, bounded, uniformly non-degenerate noise and a bounded, uniformly in time Hölder continuous drift term.
The case of discontinuous drift was studied in [9, 10, 19, 20] and the weak differentiability of the solution to (1) was proved under rather weak assumptions on the drift. Fedrizzi et al. [9] considered equation (1) with an identity diffusion matrix and a drift vector belonging to L q (0, T ; L p (R d )) for some p, q such that
Using a Zvonkin-type transformation they established the existence of the Gâteaux derivative with respect to the initial data in L 2 (Ω×[0, T ]; R d ). The authors of [20] based on the Malliavin calculus proved that the solution of equation (1) with a bounded measurable drift vector a and an identity diffusion matrix belongs to the space L 2 (Ω; W 1,p (U )) for each t ∈ R d , p > 1, and any open and bounded U ∈ R d . The Malliavin calculus is used also in [19] . Unfortunately, in these works no representations for the derivatives are given.
The one-dimensional case was considered in [3, 4] and explicit expressions for the Sobolev derivative were obtained. The formulas involve the local time of the initial process. There are no direct generalizations of these formulas to the multidimensional case because the local time at a point does not exist in the multidimensional situation.
The aim of the present paper is to get a natural representation for the derivative ∇ x ϕ t (x) of the solution to equation (1) . We assume that σ satisfies (C1),(C2), the Hölder condition, and for some ρ > 0 and all 1 ≤ k ≤ m, 1 ≤ i, j ≤ d, the function where E is the d-dimensional identity matrix, A s (ϕ(x)) is a continuous additive functional of the process (t, ϕ t (x)) t≥0 , which is equal to t 0 ∇a(s, ϕ s (x))ds if a is differentiable. This representation is a natural generalization of the expressions for the smooth case.
We prove the main result for such a that for each t ≥ 0 and all 1 ≤ i ≤ d, a i (t, ·) is a function of bounded variation on R d , i.e., for each 1 ≤ j ≤ d, the generalized derivative µ ij (t, dy) = ∂a i ∂xj (t, dy) is a signed measure on R d . Besides, we suppose that
where |µ| ij = µ ij,+ + µ ij,− is the variation of µ ij ; µ ij,+ , µ ij,− are measures from the Hahn-Jordan decomposition µ ij = µ ij,+ − µ ij,− . The similar results for a homogeneous SDE with an identity diffusion matrix and a drift being a vector function of bounded variation were obtained in [2] . In this case there is no martingale member in the right-hand side of (3). This essentially simplifies the proof. The argument is based on the theory of additive functionals of homogeneous Markov processes developed by Dynkin [8] . In [6] the same method was applied to a homogeneous SDE with Lévi noise and a drift being a vector function of bounded variation. The existence of a strong solution and the differentiability of the solution with respect to the initial data were proved. Unfortunately, the theory by Dynkin can not be directly applied to our problem because (ϕ t (x)) t≥0 is not homogeneous.
The paper is organized as follows. In Section 1 we collect some facts from the theory of additive functionals of homogeneous Markov processes by Dynkin [8] . We intend to consider a homogeneous process (t, ϕ t ) t≥0 and adapt Dynkin's theory to the functionals of this process. The main result is formulated in Section 2 and proved in Section 3. The idea of the proof is to approximate the solution of equation (1) by solutions of equations with smooth coefficients. The key point is the convergence of continuous homogeneous additive functionals of the approximating processes to a functional of the process being the solution to (1) (Lemma 6). The proof of the corresponding statement uses essentially the result on the convergence of the transition probability densities of the approximating processes, which is obtained in Section 4.
The method proposed can be considered as a generalization of the local time approach used in the one dimensional case.
Preliminaries: continuous additive functionals
Let (ξ t , F t , P z ) be a cádlág homogeneous Markov process with a phase space (E, B), where σ-algebra B contains all one-point sets (see notations in [8] ). Assume that (ξ t ) t≥0 has the infinite life-time. Denote N t = σ {ξ s : 0 ≤ s ≤ t} Definition 1. A random function A t , t ≥ 0, adapted to the filtration {N t } is called a non-negative continuous additive functional of the process (ξ t ) t≥0 if it is
• non-negative;
• continuous in t;
• homogeneous additive, i.e., for all t ≥ 0,
where θ is the shift operator.
If additionally for each t ≥ 0, sup
Remark 1. It follows from Definition 1 that a W-functional is non-decreasing in t, and for all z ∈ E P z {A 0 = 0} = 1.
Remark 2. (See [8] , Properties 6.15). For all s ≥ 0, t ≥ 0,
where f t E = sup z∈E |f t (z)|.
Proposition 1 (See [8], Theorem 6.3). A W-functional is defined by its characteristic uniquely up to equivalence.
The following theorem states the relation between the convergence of W-functionals and the convergence of their characteristics.
Theorem 1 (See [8] , Theorem 6.4). Let A n,t , n ≥ 1, be W-functionals of the process (ξ t ) t≥0 and f n,t (z) = E z A n,t be their characteristics. Suppose that for each t > 0, a function f t (z) satisfies the condition |A n,t − A t | → 0, n → ∞, in probability.
h be a non-negative bounded measurable function on E, let the process (ξ t ) t≥0 has a transition probability density g t (z 1 , z 2 ). Then
is a W -functional of the process (ξ t ) t≥0 and its characteristic is equal to
Let a measure ν be such that E k t (z, v)ν(dv) is well defined. If we can choose a sequence of non-negative bounded continuous functions {h n : n ≥ 1} such that for each T > 0, lim n→∞ sup Giving the initial condition η 1 0 = t 0 , η 2 0 = x 0 , we denote the corresponding distribution of the process (η t ) t≥0 by P t0,x0 .
The theory of additive functionals can be applied to (η t ) t≥0 because it is a homogeneous Markov process.
Let h be a non-negative bounded measurable function on
is a W-functional of the process (η t ) t≥0 . Its characteristic is equal to
, is the transition probability density of the process (η
If there exists a sequence of non-negative bounded continuous functions {h n : n ≥ 1} such that for each T > 0,
then by Theorem 1 there exists a W-functional corresponding to the measure ν with its characteristic being equal to t0+t t0
and the sequence of characteristics of integral functionals
) be a solution of equation (7) starting from the point (t 0 , x 0 ) and defined on a probability space (Ω, F , F t , P) . Let P t0,x0 be the distribution of the process (η t (t 0 , x 0 )) t≥0 , where t 0 ≥ 0, x 0 ∈ R d . In Dynkin's notation (see [8] 
Let a measure ν satisfy the condition of Theorem 3. Then there exists a W-functional A ν t of the process (η t ) t≥0 . According to the definition of W-functionals, the functional is measurable w.r.t. σ-algebra generated by the process (η t ) t≥0 . Since the process (η t ) t≥0 is continuous and has the infinite life-time, we can consider A 
is a solution of equation (1) starting from x and therefore η 2 t (x) = ϕ t (x). Then η t (0, x) = (t, ϕ t (x)). Since the first coordinate η
Let us show that the condition (9) can be replaced by a more convenient condition. If a and σ are bounded and measurable, and σ satisfies condition (C2), then the transition probability density of the process (η 2 (t)) t≥0 satisfies the Gaussian estimates (see [1] ):
Denote by p 0 (s, x, t, y) the transition probability density of a Wiener process:
.
By analogy with the Kato class (c.f. [16] ), we introduce the following definition.
Taking into account (10) it is easy to see that ν satisfies the condition (9) if and only if it is of the class K. Let ν = ν + − ν − be a signed measure belonging to the class K. Then by Theorem 2 there exist W-functionals A
Remark 3. Suppose that the signed measure ν can be represented in the form ν = ν + − ν − , where ν + , ν − are of the class K but are not necessarily orthogonal. Then one can see that A
In what follows we will often deal with measures which have densities with respect to the Lebesgue measure on [0,
is called a function of the class K if the signed measure ν(ds, dy) = h(s, y)dsdy is of the class K.
Remark 4. Let ν(ds, dx) = µ(dx)ds, where µ is a measure on R d . Then the relation (12) transforms into the following one (13) lim
It was shown (e.g., Theorem 2.1 in [7] ) that µ satisfies the condition (13) 
then the measure ν is of the class K.
Remark 5. Let the measure ν(ds, dx) = µ(s, dx)ds satisfy one of the conditions (17)- (19) . Then it can be verified (c.f. [8] , Lemma 8.3) that for each T > 0, r > 0, there exists
where B(x, r) is the ball with center at x and radius r.
In the sequel we use the following modification of Khas'minskii's lemma (see [13] or [24] , Ch.1, Lemma 2.1). (9) . Then for all p > 0, t ≥ 0, there exists a constant C > 0 depending on p, t, and the rate of convergence in (9) such that
Lemma 1. Let A t be a W-functional with the characteristic f t satisfying the condition
Example 2. Let ν(dt, dx) = h(t, x)dtdx, where h is a non-negative bounded measurable function. Then the measure ν is of the class K. The functional
is a W-functional of the process (η t ) t≥0 with characteristic defined by (8) , and
Example 3. Local time. Let d = 1. It is well known that for each x ∈ R, y ∈ R there exists a local time of the process (ϕ t (x)) t≥0 at the point y, which is defined by the formula
It can be checked that L y t (ϕ(x)) is a W-functional of (ϕ t (x)) t≥0 corresponding to the measure ν(ds, dx) = dsδ y (dx), where δ y is the delta measure at the point y. Indeed, for fixed y ∈ R and each ε > 0, put
and ν ε,y (dt, dx) = h ε,y (t, x)dtdx. The function h ε,y is bounded and measurable. Then (see Example 2) there exists a W-functional of the process (η t ) t≥0 corresponding to the measure ν ε,y . This functional is defined by the formula
and its characteristic is equal to
One can see that f ε,y t (t 0 , x 0 ) tends to
Then by Theorem 1 there exists a functional
In particular,
). Note that if d ≥ 2, the measure δ y is not of the class K. This agrees with the wellknown fact that the local time for a multidimensional Wiener process does not exist.
The following lemma deals with the convergence of W-functionals of, generally speaking, different random functions.
Lemma 2. Let {(ξ n,t ) t≥0 : n ≥ 0} be a sequence of homogeneous Markov random functions defined on a common probability space (Ω, F , P ) with the common phase space (E, B), where E is a metric space, B is the Borel σ-algebra. For n ≥ 0, let A n,t = A n,t (ξ n ) be a W-functional of the random function (ξ n,t ) t≥0 with the characteristic f n,t (z).
Assume that
Proof. Note that A δ n,t := 1 δ t 0 f n,δ (ξ n,s )ds is a W-functional of the process (ξ n,t ) t≥0 . Denote its characteristic by f δ n,t . Then by [8] , Lemma 6.5, for all t ≥ 0, z ∈ E,
Similarly to the proof of [8] , Theorem 6.6, we get
Using the calculations of the proof of [8] , Theorem 6.6, once more we obtain
The inequalities (20) and (21) give us the relation
Further, we have
For any ε > 0, by assumption 3) we can choose δ > 0 such that f 0,δ E < ε. According to 4) there exists n 0 > 0 such that for all n > n 0 ,
Then for all n > n 0 ,
Notice that for each n ≥ 0, k ≥ 1, f n,kδ E ≤ k f n,δ E . This implies that for any t ≥ 0, M t := sup n≥0 f n,t E < ∞. Taking into account (22) , we obtain that for all n > n 0 , I ≤ 16M t+δ ε, and the same estimate holds for IV .
By the Hölder inequality,
The assumptions 4) yields the estimate II ≤ ε valid for all n ≥ n 1 = n 1 (ε, δ). Similarly,
The continuity of the function f 0,t (·) and assumption 2) provide the convergence f 0,δ (ξ n,s ) to f 0,δ (ξ 0,s ) as n tends to ∞ in probability. This convergence together with 3) allow us to use the dominated convergence theorem and prove that III → 0 as n → ∞. Then the right-hand side of (23) tends to 0 as n tends to ∞. The uniform convergence follows from Proposition 2. This completes the proof.
The main result
The main result on differentiability with respect to the initial data of a flow generated by equation (1) is given in the following theorem. 
Theorem 4. Let measurable bounded function
a = (a 1 , . . . , a d ) : [0, ∞) × R d → R dbe such that for each t ≥ 0 and all 1 ≤ i ≤ d, a i (t:= µ ij (t, dy)dt, 1 ≤ i, j ≤ d, are of the class K. Let σ : [0, ∞) × R d → R d × R m be a
bounded continuous function satisfying (C1), (C2), and the following conditions (C3) Hölder continuity: For each
belongs to the class K.
Then there exists the derivative
Y t (x) = ∇ϕ t (x) in L p -sense: for all p > 0, x ∈ R d , v ∈ R d , t ≥ 0,(24)E ϕ t (x + εv) − ϕ t (x) ε − Y t (x)v p → 0, ε → 0.
The derivative is a unique solution of the integral equation
where
; the first integral in the right-hand side of (25) is the Lebesgue-Stieltjes integral with respect to the continuous function of bounded variation t → A ν t (ϕ(x)). Moreover,
where λ is the Lebesgue measure on
is well defined because the signed measure ν is of the class K. 
The proof of Theorem 4
The existence and uniqueness of solution for equation (25) follows from [23] , Ch. V, Theorem 7. Indeed, condition (C4) provides that for all 1 ≤ k ≤ m,
It is well known that the statement of the theorem is true in the case of smooth coefficients, and the derivative satisfies equation (2) . To prove the theorem in general case we approximate the initial equation by equations with smooth coefficients.
The proof is divided into two steps.
3.1. In the first step, we assume that there exists R > 0 such that for all t ≥ 0,
be a non-negative function such that R d ω n (z)dz = 1, and ω n (x) = 0, |x| ≥ 1/n. For all t ≥ 0, x ∈ R d , n ≥ 1, and 1 ≤ k ≤ m, put a n (t, x) = (ω n * a)(t, x) = R d ω n (x − y)a(t, y)dy, (27)
Besides, for all n ≥ 1, σ n satisfies (C2), and the ellipticity constant can be chosen uniformly in n.
Remark 8. For all n ≥ 1 the transition probability density of the process (ϕ n,t (x)) t≥0 satisfies the inequality (10). It follows from (29) and (C2), which holds uniformly in n, that the constants in (10) can be chosen uniformly in n ≥ 1.
Passing to subsequences we may assume without loss of generality that a n (t, x) → a(t, x), n → ∞, for almost all t ≥ 0 and almost all x w.r.t. the Lebesgue measure. Then for all n ≥ 1, t ≥ 0, x ∈ R d such that |x| ≥ R + 1, a n (t, x) = 0, σ n (t, x) = σ.
Without loss of generality we can suppose that this is true for all x such that |x| > R. Moreover, from (C3) we can conclude that for each
For each n ≥ 1 there exists a unique strong solution of equation (31).
Lemma 3. For each p ≥ 1,
1) for all t ≥ 0 and any compact set
Proof. The first statements follows from the uniform boundedness of the coefficients, the second one is a consequence of [18] , Theorem 3.4.
. Denote by Y n,t (x) the matrix of derivatives of ϕ n,t (x) in x, i.e., Y ij n,t (x) =
where E is the d-dimensional identity matrix.
By the properties of convolution of a generalized function (see [26] , Ch. 2, §7), (33) ∇a n = ∇a * ω n = a * ∇ω n , n ≥ 1.
Note that for all n ≥ 1, 
n . It can be easily seen that the measures ν ij,± n (dt, dy) = µ ij,± n (t, dy)dt, n ≥ 1, are of the class K. By Remark 8, for each x ∈ R d there exist W-functionals A ν ij,± n t (ϕ n,· (x)), which we will denote by A ij,± t (ϕ n (x)). Generally speaking, µ ij,± n = (µ ij * ω n ) ± but, by Remark 3,
Proof. The statement of lemma follows from Lemma 1 and Remark 8.
Proof. For all t > 0, n ≥ 0, define the variation of A 
For the sake of brevity, denote
Here | · | is the Hilbert-Schmidt norm. Note that the absolute value of the third integral in the right-hand side of (35) is less than or equal to that of the first one. There exists a constant C = C(d) > 0 such that the last integral does not exceed
Then we can choose C > 0 so large that the absolute value of the last integral is less than or equal to the second integral. We obtain
, where
is a square integrable martingale. Then, for all t ≥ 0,
Passing to the limit as N → ∞, we get that for all T > 0 there exists C = C(l, d) such that
By (36), for all T > 0,
Making use of Hölder's inequality with
is of the class K, the
, n ≥ 1, are of the class K too. It follows from Lemma 4 that for each T > 0,
where C(T ) is a constant which depends on T . Consequently,
By (37) we have
From (40) and (41) we get
Finally, for any T > 0, by the Hölder inequality,
Now the assertion of the lemma follows from (40), (42), and the fact that for each T > 0, sup n≥0 Var A n,T (ϕ n (x)) < ∞, which is a consequence of Lemma 4.
Proof. To prove the lemma we make use of Lemma 2 in which we put ξ n,t = η n,t , A n,t = A n,t (η n ), ξ 0,t = η t , and A 0,t = A t (η), n ≥ 1, t ≥ 0. Here (η n,t ) t≥0 is a solution to the system of the form (7) with coefficients a n , σ n,k . Then
where G(s, x, t, y), 0 ≤ s ≤ t, x, y ∈ R d , is the transition probability density of the process (η x, y ∈ R d (see [22] , Ch.2, §2). Taking into account the inequality (10), which holds locally uniformly in x, we obtain assertion 1) of the Lemma 2 from the dominated convergence theorem. Assertion 2) is a consequence of Lemma 3. Assertion 3) is obvious. Assertion 4) follows from Lemma 9, which is proved in Section 4.
To prove the lemma we need three auxiliary propositions. The first one is a variant of the Gronwall inequality and can be obtained by a standard argument.
Proposition 3. Let x(t) be a continuous function on [0, +∞), C(t) be a non-negative continuous function on [0, +∞), K(t) be a non-negative, non-decreasing function, and
The following simple proposition is technical.
Proposition 4. Let {h n : n ≥ 1} be a sequence of continuous monotonic functions on
Proposition 5. Let X, Y be complete separable metric spaces, (Ω, F , P ) be a probability space. Let measurable mappings ξ n : Ω → X, h n : X → Y , n ≥ 0, be such that 1) ξ n → ξ 0 , n → ∞, in probability P ; 2) h n → h 0 , n → ∞, in measure ν, where ν is a probability measure on X; 3) for all n ≥ 1 the distribution P ξn of ξ n is absolutely continuous w.r.t. the measure ν; 4) the sequence of densities { dP ξn dν : n ≥ 1} is uniformly integrable w.r.t. the measure ν.
The proof can be found, for example, in [5] , Corollary 9.9.11 or [14] , Lemma 2.
Proof of Lemma 7. Let Z n (t), n ≥ 0, be a solution of the equation
where E is the d-dimensional identity matrix, T > 0. For each t ∈ [0, T ], n ≥ 0 the matrix Z n (t) is invertible, and
It follows from Proposition 3 that (43) sup
Here we use that
sup
Let us prove that (45) sup
We have
By Proposition 3,
Let us apply Proposition 4. Put h n (s) = A + n,s (ϕ n (x)), n ≥ 0, f (s) = Z 0 (s). Taking into account Lemma 4 we get that the first summand in the right-hand side of (46) tends to 0 as n → ∞ in probability P uniformly in t ∈ [0, T ]. The second summand can be treated analogously. Thus we have proved that
The same relation for Z −1 n can be obtained similarly. Making use of Ito's formula we get
Applying Ito's formula again, we get for any K > 0,
Taking into account the inequalities (39), (43) and Lemma 5, one can see that the last summand in the right-hand side of (47) is a square integrable martingale. The same estimates allow us to write
It follows from the estimates (43), (44) that for large enough K, II ≤ 0. Consider I. First using Proposition 5 let us show that for 1 ≤ k ≤ m, s ≥ 0, and
, n → ∞, in probability. Fix s ≥ 0, x ∈ R d , and 1 ≤ k ≤ m. In the conditions of Proposition 5 we put ξ n = ϕ n,s (x), n ≥ 0. Lemma 3 entails the convergence ξ n → ξ 0 , n → ∞, in probability. Put
, where C is a constant such that ν is a probability measure on R d . For fixed s, x, and k put h n = ∇σ n,k (s, ·),
we can suppose without lost of generality that ∇σ n,k (s, y) → ∇σ 0,k (s, y), n → ∞, for each 1 ≤ k ≤ m and almost all s ∈ [0, T ], y ∈ R d , with respect to the Lebesgue measure. Then for almost all s ∈ [0, T ], h n → h 0 , n → ∞, in the measure ν. Notice that the processes (ϕ n,t (x)) t≥0 , n ≥ 0, possess transition probability densities. Thus the distributions P ξn , n ≥ 0, are absolutely continuous w.r.t. the Lebesgue measure on R d and, consequently, w.r.t.
the measure ν. Making use of the estimates (10) it is easily seen that the sequence of densities dP ξn dν : n ≥ 1 is uniformly integrable w.r.t. the measure ν. Therefore, all the assumptions of Proposition 5 are fulfilled, and for almost all s ∈ [0, T ], and all x ∈ R d , (50) ∇σ n,k (s, ϕ n,s (x)) → ∇σ 0,k (s, ϕ 0,s (x)), n → ∞, in probability P.
Let us return to I. We have
Making use the Hölder inequality as it was done in (38), taking into account the estimates (43), (44) and the relations (45), (50), we get that the first expectation in the right-hand side of (48) tends to 0 as n → ∞. Thus we obtained that
Now the assertion of the lemma can be deduce from the inequality
using standard arguments for the proof of uniform convergence. Lemma 7 is proved.
Making use of Lemma 3 and the dominated convergence theorem, for each T > 0, p ≥ 1, we get the relation
Without loss of generality we can suppose that
It follows from Lemma 7 in the similar way that for each T > 0, p ≥ 0,
Since the Sobolev space is a Banach space, the relations (51), (52) mean that Y t (x) is the matrix of the Sobolev derivatives of the solution to (1) and (26) 
where σ is a d × m constant matrix such that σ σ * > 0; ( w(t)) t≥0 = ( w 1 (t), . . . , w m (t)) t≥0 is an m-dimensional Wiener process independent of (w(t)) t≥0 .
Similarly to Lemma 3, for each
Note that ϕ R,t (x) coincides with ϕ t (x) for t ≤ τ R , where τ R = inf{s ≥ 0 : ϕ s (x) ≥ R}.
Then from the boundedness of the coefficients of (1) we obtain that for all
It is not difficult, by analogy to (51), to arrive at the relation
According to subsection 3.1, for each k ≥ 1 there exists the derivative ∇ϕ R k ,t (x) which, for almost all x ∈ R d , is equal to the solution of the equation
Therefore, equation (56) coincides with equation (25) 
Let us verify (24) . Given R > 1, the coefficients of equation (53) satisfy all the localizing conditions imposed on the coefficients of equation (1) valid for all x, h ∈ R d , v ∈ R, and R > 1, To obtain (24) it remains to prove the L p -continuity of Y t (x) w.r.t. x. Note that Lemma 6 implies the convergence A t (ϕ(x)) → A t (ϕ(x 0 )), x → x 0 , in probabillty. 
Appendix. Convergence of transition probability densities
In this section we prove the convergence of the transition probability densities of the processes (ϕ n,t ) t≥0 , n ≥ 1, to that of the process (ϕ t ) t≥0 (Lemma 8, see below), which entails the convergence of characteristics of W-functionals (Lemma 9, see below). The latter result is the basis of the proof of Lemma 6. We make use of the parametrix method considering the transition probability densities of the processes with a n ≡ 0, n ≥ 1, as the initial ones.
Suppose that σ satisfies the conditions of Theorem 4 and σ(t, x) = σ = const for t ≥ 0, x ∈ R d such that |x| ≥ R, σ σ * > 0. Let σ n , n ≥ 1, be defined by equation (27). Then σ n → σ, n → ∞, uniformly in (t, x) ∈ [0, T ] × R d . Recall that we can assume that σ n (t, x) = σ for all n ≥ 1, t ≥ 0, and x ∈ R d such that |x| ≥ R. Denote σ 0 = σ, ϕ 0 = ϕ, and for n ≥ 0 put It is well known that the Hölder continuity and uniform ellipticity of b n provide the existence of a fundamental solution (e.g., [17] , Ch. IV, §11), which we denote by g n (s, x, t, y) (recall that now a n ≡ 0). The function g n (s, x, t, y), 0 ≤ s < t ≤ T, x ∈ R d , y ∈ R d , is the transition probability density of the diffusion process which is a solution of the SDE x n (t) = x n (s) + m k=1 t s σ n,k (u, x n (u))dw k (u).
By [21] , Ch.II, Lemma 3, g n (s, x, t, y) → g 0 (s, x, t, y), n → ∞, (62) ∂g n (s, x, t, y) ∂x i → ∂g 0 (s, x, t, y) This ends the proof.
