The median confidence interval is useful for one parameter families, such as the exponential distribution, and it may not need to be adjusted if censored observations are present. In this article, two estimators for the median of the exponential distribution, MD, are considered and compared based on the sample median and the maximum likelihood method. The first estimator is the sample median, MD 1 , and the second estimator is the maximum likelihood estimator of the median, MD MLE . Both estimators are used to propose a modified confidence interval for the population median of the exponential distribution, MD. Monte Carlo simulations were conducted to evaluate the performance of the proposed confidence intervals with respect to coverage probability, average width and standard error. A numerical example using a real data set is employed to illustrate the use of the modified confidence intervals; results are shown.
Introduction
In most situations, researchers are interested in the estimate of the median of the population from which the sample data was drawn. Point estimates, such as the sample median, are of limited value because it is not possible to attach statements regarding the amount of confidence in their estimation of an unknown parameter. Of great value is an interval estimate, an estimate about which a researcher can make statements of confidence called the confidence interval (Daniel, 1990) . A confidence interval provides much more information about the population value of the quantity of interest than does a point estimate (Smithson, 2001) . Furthermore, the confidence intervals provide a way to report an estimate of a population parameter along with some information about the estimates precision. Although different settings lead to different formulas for computing confidence intervals, the Moustafa Omar Ahmed Abu-Shawiesh is a member of the Faculty of Science in the Department of Mathematics. Email him at: mabushawiesh@hu.edu.jo. basic interpretation is always the same. A twosided confidence interval is the probability that a given parameter lies between a certain lower bound and upper bound (Kececioglu, 2002) . According to Lewis (1996, page 216) , confidence intervals are important because they are "the primary means by which the precision of a point estimator can be determined" and provide "lower and upper confidence limits to indicate how tightly the sampling distribution is compressed around the true value of the estimated quantity". The median confidence interval is useful for one parameter families, such as the exponential distribution, and it may not need to be adjusted if censored observations are present (Patel, et al., 1976) .
The objective of this study is to modify the confidence interval for the population median of the exponential distribution, MD, based on two methods; the first method is based on the sample median, MD 1 , while the second method is based on the maximum likelihood estimator of the median, MD MLE . It is assumed that the underlying random sample n X X X , ... , , 2 1 comes from an exponential distribution. The performance of the proposed modified confidence intervals is evaluated and compared using a Monte Carlo simulation to calculate the estimated coverage probability, the average width and the standard error; the use of these newly proposed methods is illustrated by a numerical example.
The Exponential Distribution
The exponential distribution is one of the most important and widely used continuous probability distributions in statistical practice. It possesses several important statistical properties, and yet exhibits great mathematical tractability (Balakrishnan & Basu , 1996) . It is the most frequently used distribution in such fields as queuing theory, reliability theory and reliability engineering where in this case it is provide models which are used to study many industrial phenomena such as time between machine breakdowns, length of queues or waiting time problems, at repair or processing facilities and the reliability of electronic systems, for example how long it takes for a bank teller to serve a customer (Maguire, et al., 1952; Betteley, et al., 1994 ; Montgomery, 2005) . The exponential distribution also plays an important part in life testing problems; it would be an adequate choice for a situation where the failure rate appears to be more or less constant (Sinha & Bhattacharjee, 2004) . The exponential distribution may be viewed as a continuous counterpart of the geometric distribution, which describes the number of Bernoulli trials necessary for a discrete process to change state. In contrast, the exponential distribution describes the time for a continuous process to change state (Trivedi, 2001) . Furthermore, the exponential distribution is related to Poisson in much the same way as the geometric is to binomial, where in a Poisson process the time between events has an exponential distribution (Betteley, et al., 1994) . The exponential distribution is also the only continuous distribution having what is called the memoryless property, that is, the future lifetime of an individual has the same distribution no matter how it is at present.
The random variable X has an exponential distribution with the rate parameter λ , that is,
Exp X
, if and only if the density of it can be written as follows:
The parameter λ¸ represents the mean number of events per unit time (e.g., the rate of arrivals or the rate of failure). The exponential distribution is supported on the interval [0, ∞). The mean (expected value) of an exponentially distributed random variable X with rate parameter λ is given by:
In light of the examples given above, this makes sense: if a person receives phone calls at an average rate of 2 per hour, then they can expect to wait one-half hour for every call. Also, note that approximately 63% of the possible values lie below the mean for any exponential distribution (Betteley, et al., 1994) . The median of an exponentially distributed random variable X with rate parameter λ is given by:
The maximum likelihood estimator (MLE) for the rate parameter λ, given an independent and identically distributed random sample of size n,
Exp
, is given by:
While this estimate is the most likely reconstruction of the true parameter λ, it is only an estimate, and as such, the more data points available the better the estimate will be. Also, the MLEs are consistent estimators of their parameters and are asymptotically efficient (Casella & Berger, 2002 
The main advantages of the sample mean, X , are: it is easy to compute, easy to understood and takes all values into account. Its main disadvantages are: it is influenced by outliers, can be considered unrepresentative of data where outliers occur because many values may be well away from it and it requires all values in order to calculate its value (Betteley, et al., 1994; Francis, 1995) .
The sample median is perhaps the best known of the resistant location estimators. It is insensitive to behavior in the tails of the distribution. The sample median is defined for a set of values as the middle value when the values are arranged in order of magnitude and it is denoted herein by 1 MD . The sample median for a random sample of size n observations n X X X ,..., , 2 1 can be defined as follows:
The main advantages of the sample median, MD 1 , is that, it is easy to determine, requires only the middle values to calculate, can be used when a distribution is skewed -as in the case of the exponential distribution, is not affected by outliers and has a maximal 50% breakdown point. The main disadvantages of the sample median, MD 1 , are that it is difficult to handle in mathematical equations, it does not use all available values and it can be misleading in a distribution with a long tail because it discards so much information. The sample median, though, is considered as an alternative average to the sample mean (Betteley, et al., 1994; Francis, 1995) . However, the sample median, MD 1 , has become as a good general purpose estimator and is generally considered as an alternative average to the sample mean, X .
Estimating the Exponential Distribution Median:
Two techniques are now introduced for finding estimates, the method of sample median and the method of maximum likelihood which is the most widely used.
The Method of Sample Median
Given a random sample of size n observations, 
Thus, if the exponential population median MD in (8) is estimated by the sample median MD 1 , results in the following approximation:
Therefore, equating the results in (4) and (9) and solving, the following approximation is obtained:
The Maximum Likelihood Estimator of the Median Given a random sample of size n observations, n X X X ,..., , 2 1 , the estimator of the exponential population median based on the maximum likelihood method is denoted herein by MD MLE and can be defined as follows: 
The MD MLE Confidence Interval This confidence interval is obtained by substituting the result from (14) into equation (13) 2 X 2 X MD 1 P( ) ln(2) 2 ln(2) X 2 ln(2) X P( MD )
The MD MLE confidence interval is exact. It is based on the fact that
The coverage probability must be exactly 95%.
The MD MD1 Confidence Interval
This confidence interval is obtained by substituting the result from (10) into equation (13) 2(n MD ln(2)) 2(n MD ln(2)) MD P( ) ln(2) 2 n MD 2 n MD P( MD )
The MD 1 confidence interval is not exact. Its expression in (16) is based on equation (10) which is only an approximation of the statistics In order to see that, the performance of the MD 1 confidence interval is studied by calculating the coverage probability, the average width and the standard error using Monte-Carlo simulations. Actual, approximate and exact confidence intervals based on the sample median MD 1 can be also constructed using standard methods.
The Monte Carlo Simulation Study
A Monte Carlo simulation was designed to compare and study the behavior of the two estimators MD 1 and MD MLE and investigate the behavior of the proposed approximate confidence intervals for the exponential distribution median, MD. FORTRAN programs were used to generate the data from the exponential distribution and run the simulations and to make the necessary tables. Results are from the exponential distribution with parameter λ which was set to 1 and 0.5, to increase skewness. The more the repetition, the more accurate are simulated results, therefore 10,000 random samples of sizes n = 10, 15, 20, 30, 40, 50 and 100 were generated.
Table (1) shows the simulated results for the root mean square error, RMSE, and the average of MD 1 's and MD MLE 's (AVG) to illustrate that both estimators are approximately unbiased for the true median of the exponential distribution, MD. The simulated results for the coverage probability ( P ), average width (AW) and standard error (SE) of the exact confidence interval for the exponential mean, μ , and the two proposed approximate confidence intervals for the exponential distribution median, MD, are shown in tables (2-4). The criteria used to evaluate the exact and proposed approximate confidence intervals is the value of the coverage probability ( P ) and average width (AW); a good method should have an observed coverage probability ( P ) near to the nominal coverage probability and a small scaled average width (AW).
The simulation results in Table 1 show that the maximum likelihood estimator of the median, MD MLE , is a much better estimator for the population median of the exponential distribution, MD, than the sample median, MD 1 . While both estimators are approximately unbiased, the root mean square error, RMSE, for the sample median, MD 1 , is larger than that of the maximum likelihood estimator of the median, MD MLE . It should be noted that the accuracy of the maximum likelihood estimator of the median, MD MLE , increases as the sample size, n, increases which clearly provides a very good estimator, even considering that the discrepancy of these two estimators is very small -that is, these two estimators asymptotically coincide.
As shown in Tables 2-4 , the simulation results show that the coverage probability ( P ) for the confidence interval of the mean and the approximate confidence interval of the median based on the MLE method for the exponential distribution are the same and very close to the nominal confidence coefficient.
The approximate confidence interval of the median based on the sample median method for the exponential distribution provides the lower coverage probability ( P ) and gives the lowest width among the three methods. The average widths (AW) for the two proposed confidence interval methods are approximately the same for moderate and large sample sizes. However, the estimated average width (AW) for the sample median method is the shortest among all considered methods, but it has poor coverage probability. Furthermore, as sample sizes increases, the performance of the proposed confidence interval based on the MLE method improves, but is still much lower than the nominal confidence. 5, 6, 6, 7, 8, 8, 9, 9, 9, 10, 10, 11, 11, 11, 13, 13, 13, 13, 13, 17, 17, 19, 19, 25, 29, 33, 42, 42, 52, 52, 52, 52 The sample mean 912 . 18 = X weeks, the exponential median MD 1 = 13 weeks, the exponential median MD 2 = 13.108 weeks and the skewness is 1.265695, which is highly skewed distribution. (3)) has a median MD = 14.556 weeks. The resulting 95% confidence interval and the corresponding confidence width for the exact confidence interval for the exponential mean and the two proposed methods for the exponential median are calculated and given in table (5).
From table (5), it is observed that the exact confidence interval for the exponential mean, as expected, covered the hypothesized true population mean of 21 = μ weeks and also the proposed confidence intervals for the exponential median, MD, covered the hypothesized true population median MD = 14.556 weeks. However, the proposed confidence interval for the exponential median, MD, based on the sample median, MD 1 , provided the shortest confidence interval width.
Conclusion
The median -one of the most important and popular measures for location -has many good features. The median confidence interval is useful for one parameter families, such as the exponential distribution, and it may not need to be adjusted if censored observations are present. The maximum likelihood estimation is a popular statistical method used to make inferences about parameters of the underlying probability distribution from a given data set. This study proposed an approximate confidence interval for the median of the exponential distribution, MD, based on two estimators, the sample median, MD 1 , and the maximum likelihood estimator of the median, MD MLE .
The results of this study show that using a maximum likelihood estimator, MLE, for the population median of the exponential distribution, MD, is better alternative to the classical estimator based on the sample median, MD 1 . As shown by the study results, the maximum likelihood estimator of the median, MD MLE , provides a good estimation for the population median of the exponential distribution, MD, and the proposed confidence interval based on this estimator had a good coverage probabilities compared to the sample median method. However, it produced slightly wider estimated width. It appears that the sample size, n, has significant effect on the two proposed confidence interval methods. Moreover, both of the proposed methods are computationally simpler. If scientists and 
