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Abstract
The Sherrington-Kirkpatrick model is one of the most important models in
spin glass theory. We consider a generalization with multivariate interactions.
Several common methods are not conclusive. We rigorously treat the model
at high enough temperature based on [15]. For infinite alphabets, Gaussian
Random Fields for the interaction are considered. Furthermore we give con-
jectures on the Parisi-type formula.
Zusammenfassung
Das Sherrington-Kirkpatrick Modell ist eines der wichtigsten Modelle auf dem
Gebiet der Spin Gla¨ser. Wir betrachten eine Verallgemeinerung mit multivari-
aten Interaktionen. Hier sind ga¨ngige Beweisemethoden nicht mehr schlu¨ssig.
Rigoros behandeln wir den Fall genug hoher Temperatur basierend auf [15].
Fu¨r unendliche Spinmengen werden Gausssche Zufallsfelder fu¨r die Interaktio-
nen betrachtet. Daru¨berhinaus geben wir Vermutungen u¨ber die Parisi-Formel
an.
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Part I.
The Multivariate SK Model –
an Introduction
1

1. The Multivariate
Sherrington-Kirkpatrick Model
The Sherrington-Kirkpatrick (SK) model was introduced in the 70ies as a
‘Solvable Model of Spin Glasses’ [13]. Most definitely, physicists have been
able to gain much insight into a rich structure this model exhibits. But some
of this solution still is withstanding all mathematical attacks. Only in recent
years several paths of rigorous proof penetrated the world of truth this model
harbors as a challenge for mathematicians.
The purpose of this thesis lies in sharpening the mathematical methods de-
veloped in recent years to attack this model. We do this by throwing some
of those techniques at a more general version of the SK model – maybe the
‘most general SK model’ on a finite alphabet of spins. We even will consider
infinite alphabets at some point.
Why could this be of any help? Being one of the main mean field models of
statistical mechanics since its introduction by Sherrington and Kirkpatrick,
the first improvement over the so called ‘Replica Symmetric Solution’ were
the predictions by Parisi – namely his free energy formula and ultrametricity
found by the notorious method called ‘Replica Symmetry Breaking’. Mathe-
matically the formula has been proved only quite recently in works by Guerra
and Talagrand. The hierarchical structure is still under much debate. Even
physicists are not yet completely satisfied by their work and resort to numer-
ical simulations to gather new evidence. Parisi and his collaborators were
even forced to develop methods of supercomputing to be able to get satisfying
results, cf. [10].
The mathematics of the SK model was mostly improved by thoroughly under-
standing the high temperature case with non-vanishing external field. This is
because otherwise symmetry conceals effects that dominate at low tempera-
tures. Therefore even better understanding of the high temperature regime
may empower mathematicians to gain proofs of conjectures physicists have
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taken for granted for decades.
Therefore, we examine a generalization of the SK model on finite state space.
The SK model – being a mean field version of the Edwards-Anderson model
– has Gaussian interaction. The most natural and comprehensive extension
onto any finite spin state space Σ then is a matrix of joint centered Gaussian
variables
(
g(s, t)
)
s,t∈Σ. This is what we will consider here.
And in fact, this can give much insight into the structures of the standard
SK model. For instance reminiscents of the Parisi formula appear in this case
which vanish in the standard case. On the other hand, there are even models
that do not exhibit Replica Symmetry Breaking, that is: no phase transition!
From the viewpoint of methodology we have to point out that out of several
ways to prove the convergence of the overlap that work for the SK model, only
the proof introduced in [15] turned out to be powerful enough for the task –
on account of the more complex structure of overlap in this case.
In this section, we will first present the model using a linguistic motivation
and then state the details of the definition as well as some notation and pre-
liminaries. After a short heuristical explanation of some of the issues of the
definitions, we present the results of this thesis followed by some conjectures
towards lower temperature.
In the next chapter we will give several examples for the multivariate SK
model. We finish this part by giving some exemplary calculations which will
be used on a regular basis later on.
1.1. Motivation
To motivate the multivariate SK model, consider the following model of neol-
ogisms in a community of N speakers. Say there is a meaning having two or
more words for it. Most of the N speakers are using the traditional word A,
but there are some who use more modern words B, C etc. for it. We denote
the set of words under consideration Σ := {A,B,C, . . .} and assume this set
to be finite. We assume that each speaker has to make a choice what word he
will use and consider the set of choices
ΣN := {σ = (σ1, . . . , σN ) | σ1, . . . , σN ∈ Σ }.
That is, a choice σ gives for every member i of the community his choice
σi. Since language is mainly used as a two way channel, social factors play
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an important role influencing the probability of observing a given choice. We
give a model for those probabilities.
But first, we examine a more concrete example on Σ = {A,B}.
Example 1.1. Let Σ = {A,B}. What might be these social factors? If i is
speaking with j
• Depending on their relationship i might want to be understood well or
badly by its interlocutor j. Call this factor aij ∈ R. Then, aij > 0 means
that i wants to be understood well by j, and aij < 0 the opposite. The
absolute value gives the intensity of the intent.
• If i wants to appear in front of the interlocutor j as modern (traditional),
using B will favor (impede) its goal. We will call this bij ∈ R. If bij > 0
(bij < 0) then i wants to use the modern (traditional) word with j.
Now, we measure the achievement of i’s goals with the assessment function:
fij(s, t) = aij · (1s=t − 1s6=t) + bij · 1s=B , s, t ∈ {A,B}
To explain this: assume i uses A and j uses B, then we get fij(A,B) = −aij.
Or if both i and j use B this is fij(B,B) = aij + bij. Hence, using the same
word as j changes the assessment by 2aij and using B changes it by bij.
Knowing all those social intents (aij)ij and (bij)ij we model the probability of
a choice σ ∈ ΣN using the following total assessment:
H(σ) =
N∑
i,j=1
fij(σi, σj), σ ∈ {A,B}N
We could understand these assessments also in terms of energy: If I can fulfill
my goal by a simple change of use of my vocabulary, I can use more of my
energy for other goals. This will make this choice more likely than others if
all others keep their choices. The question then is whether the total energy
benefits as well.
Of course it might and will happen that i cannot fulfill all of its goals. If I
want to impress my friends using one of the new words, but accommodate my
grandmother by using the old word, I will be frustrated by either choice. But
still, there will be some choices which will be less frustrating than others and
therefore on the long run might be more probable of being observed.
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We now generalize this example. Assume for all i and j we have a matrix(
gij(s, t)
)
s,t
which gives the energy needed when i uses s and j uses t. Then
the total energy or assessment is defined as:
H(σ) =
N∑
i,j=1
i 6=j
gij(σi, σj), σ ∈ ΣN
First let p(·) be the a priori distribution of the words in the general population.
Then, as there are exponentially many possible choices, we have to assign to
a better choice an exponentially better weight. This leads to the following
definition of a probability for every choice σ ∈ ΣN :
P (σ) =
1
Z
· eH(σ)p(σ), Z :=
∑
σ′∈ΣN
eH(σ
′)p(σ)
The normalizing factor Z shows how the probabilities split up the sure event
based on the social structure parameters. Therefore, it is usually called the
partition function.
Observe that this definition epitomizes the eternal competition between qual-
ity and quantity, or between energy and entropy: even though there may be
some types of choices with excellent energy, there still will be some classes
of choices that overcompensate their mediocre energy by an overwhelming
mass of possible choices and become predominant. Physicists approach this
by looking at the so called free energy per spin that is:
f :=
1
N
lnZ =
1
N
ln
∑
σ
eH(σ)p(σ)
Even without any knowledge of statistical mechanics, this is easily seen to be
an important quantity. Indeed, as the partition function consists of an average
of exponential weights, its logarithm divided by the number of spins stands
the chance of actually converging to some finite value as N →∞.
How is this linked to the battle of energy and entropy? Naturally more inter-
esting than the probability of a single choice, are the probabilities of observable
events. E.g. for the event that the system is at energy x, the logarithm of the
6
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probability is:
lnPx = ln
[ ∑
σ∈ΣN : H(σ)=x
eH(σ)
Z
]
= x+ ln |{σ ∈ ΣN : H(σ) = x }| − f
and this turns out to correspond to the physicists’ definition of the free en-
ergy of the event of being at energy x. Furthermore, one can derive several
important facts about the system if one knows the partition function or the
free energy.
Now, remember that the probability still depends on the social structure.
Hence, to complete our model, we have to give a means of producing such
structures. This will be done by random variables.
What should those random variables look like? We might be tempted to state:
‘Each social factor is the sum of many small decisions’. Therefore, here and
in the remainder of this work, we assume that the
(
gij(·, ·)
)
ij
are sampled as
independent centered Gaussian fields with given covariances:
Γ(s, t, s′, t′) := Egij(s, t)gij(s′, t′),
where by E we denote as in this whole work the expectation w.r.t. Gaussian
variables. Obviously, the joint energy gij(s, t)+gji(t, s) is again some centered
Gaussian variable. Therefore, we can without loss of generality take this sum
and look just at one field per pair. In order to have eH of the same order as
the size of configurations, we will use the following Hamiltonian:
HN (σ) =
β√
N
N∑
i,j=1
i<j
gij(σi, σj).
Then, the probabilities P (·), Z and the free energy become random variables.
Remark that we now have two sources of randomness: the social structure
is random and gives rise to the randomness in the choices. We will denote
expectation with respect to social structure and random choice configurations
by E and 〈 · 〉, respectively.
To finish this section we calculate Γ based on the example above.
Example 1.2. Assume that aij and bij are independent centered standard
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Gaussian variables. Then:
C(s, t, s′, t′) := Efij(s, t)fij(s′, t′)
= (1s=t − 1s6=t) · (1s′=t′ − 1s′ 6=t′) + 1s6=A · 1s′ 6=A
This can be written by a matrix:
C =
( 1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1
)
+
(
0 0 0 0
0 0 0 0
0 0 1 1
0 0 1 1
)
=
( 1 −1 −1 1
−1 1 1 −1
−1 1 2 0
1 −1 0 2
)
Now for the reverse interaction of j with i we have to permute those entries.
This is the matrix C¯(s, t, s′, t′) := Efji(s, t)fji(s′, t′), or
C¯ =
( 1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1
)
+
(
0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1
)
=
( 1 −1 −1 1
−1 2 1 0
−1 1 1 −1
1 0 −1 2
)
Observe that the original asymmetric form in H(σ) splits into independent
summands of the form:
gij(s, t) = fij(s, t) + fji(t, s)
Therefore, H(σ) =
∑
1≤i<j≤N gij(σi, σj) and the gij are just i.i.d. centered
Gaussian fields with covariance matrix:
Γ = C + C¯ =

2 −2 −2 2
−2 3 2 −1
−2 2 3 −1
2 −1 −1 4
 .
Then the free energy can be calculated by the formulas in the next sections.
1.2. The Model
In this work we treat a class of models that embraces both this model, as well
as its well studied cousin – the SK model.
As stated before, the most natural and comprehensive extension of the SK
model interaction onto any finite spin state space Σ is a matrix of joined
centered Gaussian variables
(
g(s, t)
)
s,t∈Σ. This is what we will consider here.
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To give the distribution of such a field is the same as to give its positive
semidefinite symmetric covariance matrix
Γ(s, t, s′, t′) := Eg(s, t) · g(s′, t′), γ(s, t) := Γ(s, t, s, t),
where we assume Γ(s, t, s′, t′) = Γ(t, s, t′, s′), that is the distribution of the
Gaussian field has to be invariant under taking its transpose:(
g(s, t)
)
s,t
L
=
(
g(t, s)
)
s,t
. (1.1)
The other piece of data we will assume as given, is the a priori distribution(
p(s)
)
s∈Σ where
∑
s∈Σ p(s) = 1.
Given the matrix Γ, the probability distribution p(·), the inverse tempera-
ture β ≥ 0, and some N ∈ N, we define the model as follows. First let(
gij(·, ·)
)
i<j≤N be i.i.d. copies of a Gaussian field with covariance matrix Γ,
i.e.:
Egij(s, t)gi′j′(s′, t′) = Γ(s, t, s′, t′) · 1{i,j}={i′,j′}
We call
(
gij(·, ·)
)
i<j≤N the disorder. Then we define the Hamiltonian:
HN (σ) :=
β√
N
N∑
i,j=1
i<j
gij(σi, σj), σ ∈ ΣN (1.2)
This induces the following Gibbs probability distribution on the config-
urations σ ∈ ΣN :
P (σ) :=
eHN (σ)
ZN
·
N∏
i=1
p(σi), ZN :=
∑
σ′∈ΣN
eHN (σ
′) ·
N∏
i=1
p(σ′i) (1.3)
where ZN is the partition function. Actually, most of our proofs in Part II
will have to be done for a slightly more general version that will be defined
in (4.5).
1.2.1. Notations
We have three stages of expectation in our framework that will be distin-
guished. They are defined in terms of a common tool in the theory of Spin
9
1. The Multivariate Sherrington-Kirkpatrick Model
Glasses: fix a single disorder
(
gij(·, ·)
)
i<j≤N and then take independent copies
of the corresponding Gibbs measure, that is P⊗n(·). Those random variables
σ1, . . . ,σn are then called replicas to emphasize that they belong to i.i.d.
copies of a Gibbs probability given all by the same disorder.
Notation 1.3. Let f : (ΣN )n → R be a function dependent on n replicas.
(a) The expectation w.r.t. the a-priori probability is:
Trσ1,...,σn∈ΣN f(σ
1, . . . ,σn) :=
∑
σ1,...,σn∈ΣN
f(σ1, . . . ,σn)
n∏
`=1
p⊗N (σ`)
that is the p-average or trace. Using this, we can rewrite the partition
function in (1.3) as:
ZN := Trσ′∈ΣN e
HN (σ
′) (1.4)
(b) The quenched expectation is integration w.r.t. to the Gibbs probabil-
ity (1.3):
〈 f 〉 := Trσ1,...,σn∈ΣN f(σ1, . . . ,σn) ·
e
∑n
`=1 HN (σ
`)
ZnN
(c) The averaged expectation is the joined expectation of E· and 〈 · 〉:
ν(f) := E 〈 f 〉 .
Remark that we integrate in this expression n replicas but only one dis-
order.
We will often consider the σ` to be the natural projections. Hence,
〈
σ1N · σ2N
〉
and ν(σ1N · σ2N ) are understood in the obvious way.
This work uses heavily a couple of non-standard notations:
Notation 1.4. (a) Often we will look at a kind of ‘transpose’ Γ? of Γ which
is defined as follows:
Γ?(s, s′; t, t′) := Γ(s, t, s′, t′), s, t, s′, t′ ∈ Σ
Remark that Γ? is usually symmetric, as this is equivalent to (1.1). In
general though, Γ? is not positive semidefinite.
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(b) We need an abuse of notation that will lighten our calculations through-
out these notes: Given a function f : Σn+m → R and a measure η on
Σn we write:
f(η, x1, . . . , xm) :=
∫
Σn
f(s1, . . . , sn, x1, . . . , xm) dη(s1, . . . , sn)
=
∑
s1,...,sn∈Σ
f(s1, . . . , sn, x1, . . . , xm) · η(s1, . . . , sn)
This is done repeatedly and independently for every occurrence of a mea-
sure η′ in a given expression. If e.g. we have some distribution κ on Σ2,
we have:
Γ?(κ;κ) =
∑
s,s′,t,t′
Γ?(s, s′; t, t′) · κ(s, s′)κ(t, t′)
=
∑
s,t,s,t′
Γ(s, t, s′, t′) · κ(s, s′)κ(t, t′)
(c) Given a symmetric matrix (At,t′)t,t′∈Σ, we define the matrix ΓA by:
ΓA(s, s
′) := Γ?(s, s′;A) =
∑
t,t′
Γ(s, t, s′, t′)At,t′
(d) Given a symmetric matrix (At,t′)t,t′∈Σ with non-negative entries, s.t.∑
t,t′ At,t′ = 1, we say
0 Γ≺ A
if and only if ΓA is positive semidefinite.
Remark that 0 Γ≺ A follows if A is positive semidefinite.
Easily seen, the notation in (b) is just regular vector-matrix multiplication.
But because the ‘vectors’ here often will have the form of matrices, this no-
tation is much clearer. We will use this notation often with the following
measures on Σ or Σ2:
Notation 1.5. (a) For every spin i, define as an abbreviation:
δi(s) := δσi(s) = 1σi=s, s ∈ Σ.
In the case of more then one replica, we indicate the dependence in a
superscript:
δ`i (s) := δσ`i (s)
11
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(b) The marginal distribution of a spin under the Gibbs-measure is an im-
portant quantity, hence for i ≤ N and s ∈ Σ we define:
µi(s) := 〈 δi(s) 〉 .
(c) We define the empirical distribution as the following random variable:
LN (s) :=
1
N
N∑
i=1
δi(s), s ∈ Σ,
that is the average occurrence of s in the configuration σ. It depends on
both sources of randomness, i.e. the Gibbs probability and the disorder.
We will use this also for the empirical coincidence of s and s′ in σ and
σ′:
LN (s, s
′) := 1N
N∑
i=1
δi(s) · δ′i(s′), s, s′ ∈ Σ.
Again, to specify which random configurations are compared, we will use
superscripts, e.g. L`,`
′
N (·, ·) if we compare configurations σ` and σ`
′
.
1.2.2. Order Parameters
Next, we introduce two very important quantities which are generalizations
of the q order parameter in the SK model. Like that one, they are defined as
solutions of fixed point equations. We explain their form afterwards.
Given the quantity κ : Σ2 → [0, 1] we define for s, s′ ∈ Σ:
pi(s) :=
∑
s′′∈Σ
κ(s, s′′)
Φκ(s) :=
1
2γ(s, pi)− 12Γ?(s, s;κ)
Now, assume that 0 Γ≺ κ. Then, let (Y (s))
s∈Σ be a Gaussian field with
covariance matrix Γκ and define for s ∈ Σ:
Πκ(s) :=
1
Zκ
p(s) exp
{
βY (s) + β2Φκ(s)
}
, Zκ :=
∑
s∈Σ
p(s)eβY (s)+β
2Φκ(s),
(1.5)
Now, κ is characterized by the following fixed point equation:
12
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Lemma 1.6. (a) For any Γ and p the equation
κ(s, s′) = EY Πκ(s)Πκ(s′), ∀s, s′ ∈ Σ (1.6)
does have a fixed point solution κ, s.t. 0 Γ≺ κ.
(b) There is a β0(Γ, p) > 0 such that for β < β0(Γ, p) this solution is unique.
Proof. (a) This is a consequence of Brouwer’s fixed-point theorem.
Let MΓ be the set of all symmetric matrices κ with entries in [0, 1],∑
s,s′ κ(s, s
′) = 1, and s.t. 0 Γ≺ κ.
This set is non-empty (e.g. κ ≡ 1|Σ|2 ), compact, and convex. Indeed if
κ, κ′ ∈MΓ, x ∈ [0, 1], and a ∈ RΣ then∑
s,s′
as · a′s · Γ?(s, s′;x · κ+ (1− x)κ′)
= x
∑
s,s′
as · a′sΓ?(s, s′;κ) + (1− x)
∑
s,s′
as · a′s · Γ?(s, s′;κ′) ≥ 0
because Γκ and Γκ′ are positive semidefinite.
Now given κ ∈ MΓ the matrix A(κ) :=
(
EY Πκ(s)Πκ(s′)
)
s,s′ is again in
MΓ since:∑
s,s′
asas′EY Πκ(s)Πκ(s′) = EY
(∑
s
asΠκ(s)
)2 ≥ 0.
Hence A(·) defines a map A : MΓ → MΓ. This is a continuous map.
Actually, in section 5.4 it is proved that it is Lipschitz for any β. And
by Brouwer’s fixed-point theorem it follows that A has a fixed point in
MΓ.
(b) This is proved by the Banach fixed-point theorem – the appropriate
Lipschitz constants will be bounded in section 5.4.
From now on, we choose one of the solutions of (1.6) and call it κ. Actually,
it turns out that by the estimate in the proof of (b) we are not covering the
entire region (1.12).
Now, we let pi(s) :=
∑
s′ κ(s, s
′). Also, pi will be used extensively in the
notation. And once we will look at the Parisi formula, pi will regain some
independence when it will reveal itself as the diagonal of a diagonal matrix
corresponding to the self-overlap in the case of d-component spin SK model.
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1.2.3. Heuristical Explanation for the Fixed Point Equation
Maybe a heuristic argument can explain the form of Πκ and the fixed point
equations, mainly for the deterministic term Φκ(·) that does not appear in
the standard SK model fixed point equation. The argument heavily depends
on the the assumption that the spins become asymptotically independent (see
Theorem 1.9) which is the pivotal feature of the high temperature regime.
The meaning of pi and κ becomes much clearer if one recognizes the following
implication of Theorem 1.8. We have for all s, s′ ∈ Σ:
• pi(s) = limN→∞ Eµ1(s) is the marginal distribution of any spin.
• κ(s, s′) = limN→∞ Eµ1(s)µ1(s′) = limN→∞ E
〈
δ1,2i (s, s
′)
〉
is the aver-
age joint distribution of spins in two replicas.
For this heuristic argument, we will assume this to be the definitions of pi and
κ and derive the fixed point equation as self-consistency equation.
Comparing these expressions to the fixed point equation in Lemma 1.6 and to
the fixed point equation pi(s) = EΠκ(s), suggests that the probability Πκ(·)
should be the limit of µi(·) for all i ∈ N. Therefore, in order to give a heuristics
for Πi and the fixed point equations one has to look deeper into the behavior
of µi.
In Section 6.2, we will see that under the Gibbs measure, we have for the
marginal distribution of the σN :
µN (t) =
p(t)
Z
〈
exp
{
β√
N
∑
i
giN (σi, t)
} 〉
N−1
(1.7)
= p(t)Z
〈
exp
{
β√
N
∑
s∈Σ
∑
i
giN (s, t)δi(s)
} 〉
N−1
(1.8)
where by 〈 · 〉N−1 we denote the Gibbs expectation w.r.t. the Hamiltonian
√
N − 1√
N
·HN−1(σ) = β√
N
∑
i<j<N
gij(σi, σj).
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Therefore, we have to analyze the fluctuation of the local field at σi:
β√
N
∑
s∈Σ
∑
i
giN (s, t)δi(s) = βYt − βXt (1.9)
Yt :=
1√
N
∑
s∈Σ
∑
i
giN (s, t)µ
(N−1)
i (s)
Xt :=
1√
N
∑
s∈Σ
∑
i
giN (s, t)
(
δi(s)− µ(N−1)i (s)
)
,
where µ
(N−1)
i (s) := 〈 δi(s) 〉N−1. We now approximate Xt and Yt using
asymptotic independence.
• First, we consider Xt. As Talagrand states in [16, Section 1.5], the
asymptotic independence under 〈 · 〉N−1 that we have in Theorem 1.9
indicates there might be enough decorrelation to get a central limit the-
orem – Theorem 6.1 will give a rigorous statement. Then, assuming the
spins indeed form a CLT under this Gibbs measure, this also holds for
the sequence
(
δi(s)
)
i<N
for each s ∈ Σ and any linear combination of
them. For fixed giN the fluctuation of Xt due to the fluctuation of the
configurations in 〈 · 〉N−1 should be asymptotically a centered Gaussian
with variance:〈
X2t
〉
= 1N
∑
s,s′
∑
i
giN (s, t)giN (s
′, t)
·
〈 (
δi(s)− µ(N−1)i (s)
) · (δi(s′)− µ(N−1)i (s′)) 〉
N−1
= 1N
∑
s,s′
∑
i
giN (s, t)giN (s
′, t)
· [ 〈 δi(s)δi(s′) 〉N−1 − µ(N−1)i (s)µ(N−1)i (s′)]
= 1N
∑
s
∑
i
giN (s, t)
2µ
(N−1)
i (s)
− 1N
∑
s,s′
∑
i
giN (s, t)giN (s
′, t)µ(N−1)i (s)µ
(N−1)
i (s
′)
Now by the law of large numbers, and since the µ
(N−1)
i are independent
15
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of the giN , i < N , we have:
1
N
∑
s,s′
∑
i
giN (s, t)giN (s
′, t)µ(N−1)i (s)µ
(N−1)
i (s
′)
≈ 1N
∑
s,s′
Γ(s, t, s′, t)
∑
i
µ
(N−1)
i (s)µ
(N−1)
i (s
′) (1.10)
≈
∑
s,s′
Γ(s, t, s′, t)Eµ1(s)µ1(s′) = Γ?(t, t;κ)
The last approximation again is a law of large numbers for the asymp-
totically i.i.d. sequence µi(·), i ≥ 1. Similarly, we have
1
N
∑
s
∑
i
giN (s, t)
2µ
(N−1)
i (s) ≈ γ(t, pi).
Hence Xt behaves under 〈 · 〉N−1 as a Gaussian with variance γ(t, pi)−
Γ?(t, t;κ).
• Now, we look at Yt. Again, since µ(N−1)i and giN , i < N , are indepen-
dent, we look at the covariance of Yt and Yt′ only integrating out all the
giN , i < N :
E(giN )i<NYtYt′ =
1
N
∑
s
Γ(s, t, s′, t′)
∑
i
µ
(N−1)
i (s)µ
(N−1)
i (s
′) ≈ Γκ(t, t′)
(1.11)
where we again used the law of large numbers for the asymptotic i.i.d.
sequence µi(·), i ≥ 1. Since this last expression is deterministic, we just
assume that the Yt are Gaussians with this covariance structure.
Therefore:
µN (t) =
p(t)
Z
eβYt · 〈 e−βXt 〉
N−1 ≈
1
Z
eβYt+
β2
2
(
γ(t,pi)−Γ?(t,t;κ)
)
≈ Πκ(t)
Looking at (1.9), we see that the local field at σi splits into two parts: the first
one due to the disorder giN (µi, t) and the second one Xt due to the quenched
fluctuation of the fellow spins. It might state: My decision making is based
partly on the social structure and partly on the decision of my peers. In this
light, we also could have defined Πκ(s) as:
1
p(s)ZEξ(s) exp [Y (s) + βξ(s)] ,
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where ξ(s) is a Gaussian with variance Eξs = γ(s, pi)−Γ?(s, s;κ). This means,
the deterministic term Φκ(·) is just the expectation of the fluctuation of the
field at site σi due to the quenched fluctuation of the other spins.
1.3. Summary of Results
The main results we have for this system are the following ones – they all
assume ‘high enough temperature’ and are all generalizations of proofs that
can be found in the work of Talagrand, precise citations can be found in the
proofs we will give in Part II. We will then need a more general setting and
actually prove more than is stated here. Therefore, all statements will be
repeated in Part II in the refined setting.
By assuming ‘high enough temperature’ we mean:
β < β0 = β0(Γ, p) :=
1
4
√∑
s,t,s′,t′ |Γ(s, t, s′, t′)|
. (1.12)
Throughout this whole thesis, we adopt Talagrand’s convention of using a
constant L that might be different in each statement, just not dependent on
the number of spins N – one can think of it as the maximum of all the needed
numbers in all the statements1. But in contrast to his convention, we will use
the constant K for a very specific value:
K := KΓ :=
∑
s,t,s′,t′
|Γ(s, t, s′, t′)|. (1.13)
1.3.1. The Free Energy
One of the most important quantities that needs to be analyzed in any spin
glass model is the the free energy 1N logZN , as was indicated already in the
beginning. Usually, different aspects of it need different machineries:
• The convergence of the quenched free energy 1NE logZN is usually han-
dled by superadditivity arguments due to Guerra-Toninelli [7] and [6].
1If we are not mistaken, actually L = 48KΓ should be sufficient for the calculations in
Chapter 5.
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But as we will see in Section 3.1 in more general models, this may or
may not be feasible.
• The so-called ‘self-averaging’ property:
lim
N→∞
1
N
logZN = lim
N→∞
1
N
E logZN
this can be shown by concentration of measure. We have proved this
already in [18] and repeat the proof in Theorem 4.9.
• Last, but certainly not least is the calculation of the limit of the free
energy. The array of attacks on this problem has grown over the decades,
which shows that this is a non-trivial issue.
The main result here is the prove of the formula. That is we show for high
enough temperature the convergence of the quenched free energy in the ther-
modynamic limit N →∞ to:
f(β,Γ) := − β24
[
γ(pi, pi)− Γ?(κ;κ)
]
+ E log Trs eβY (s)+β
2Φκ(s)
Theorem 1.7. Assume (1.12). Then:∣∣∣∣ 1NE logZN − f(β,Γ)∣∣∣∣ ≤ LN ,
Under some assumptions on Γ we were able to prove that even on infinite Σ
with Gaussian Random Field interaction, c.f. Chapter 7.
1.3.2. The Gibbs Measure at High Enough Temperature
After knowing the free energy, the question is what we can say about the
Gibbs measure in this regime.
First, we can observe that the order parameters we introduced in the previous
section do have an intrinsic meaning: They are the limits of the empirical
distributions:
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Theorem 1.8. Assume (1.12). Then, for all s, s′ ∈ Σ we have:
ν
[(
LN (s)− pi(s)
)2]
≤ L
N
and
ν
[(
L1,2N (s, s
′)− κ(s, s′)
)2]
≤ L
N
.
Under some assumptions on Γ we were able to prove the corresponding result
also for infinite Σ with Gaussian Random Field interaction, c.f. Chapter 7.
Of course this implies using Jensen’s inequality on the 〈 · 〉-average in the µi
terms:
E
[
1
N
∑
i
µi(s)− pi(s)
]2
≤ L
N
, E
[
1
N
∑
i
µi(s)µi(s
′)− κ(s, s′)
]2
≤ L
N
This means that the quenched marginals µi have a LLN converging to pi and
the same holds for µi(·)µi(·) converging to κ. Hence pi and κ are indeed the
expectations as we indicated in the beginning of Section 1.2.3. Furthermore,
by the triangle inequality the δi also have a quenched LLN.
Next, we get the main characteristic of the high temperature regime, namely
the asymptotic independence of the spins σ1, σ2, . . . as N →∞ under the
Gibbs measure. More precisely, Theorem 1.8 implies the asymptotic conver-
gence of the marginal law of a finite set of spins to its independent law:
Theorem 1.9. Assume (1.12) and fix n ∈ N. Let P1···n(s1, . . . , sn) be the
marginal distribution of the first n spins under the Gibbs distribution 〈 · 〉. Let
µn := µ1 ⊗ · · · ⊗ µn be the probability on Σn where σi has marginal µi but the
σ1, . . . , σn are independent. Then, we have
E
[(|P1···n − µn|TV)2] ≤ LN ,
where | · |TV is total variation.
1.3.3. TAP Equations
Knowing Theorem 1.9, the interesting question is to get to know the quenched
distribution of the µi(·). Thouless, Anderson and Palmer introduced a set of
equations that answer this question. In our setting, the TAP equations are:
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Theorem 1.10. Assume (1.12) and let t ∈ Σ. Then for all i ≤ N :
E
∣∣∣∣µi(t)− p(t)Z exp [ β√N ∑
j 6=i
gjN (µj , t) + β
2Φκ(t)− β2Ψκ(t, µi)
]∣∣∣∣ ≤ LN ,
Z := Trt′ exp
[
β√
N
∑
j 6=i
gjN (µj , t
′) + β2Φκ(t)− β2Ψκ(t′, µi)
]
where Ψκ(t, t
′) :=
∑
s pi(s)Γ
?(t, t′; s, s)−Γ?(t, t′;κ) is the Onsager term in our
setting.
See equation (2.1) to compare this to the standard case.
1.3.4. Conjectures: Parisi Formula and the High
Temperature Region
Last but not least, we investigate the low temperature regime. We did not try
to do this rigorously and only give conjectures.
In order to state the Parisi formula we consider the set RPC of all triples
(K,Q,m) consisting of the following data:
• a K ∈ N,
• Q = (Q0, . . . , QK+1), a sequence 0 = Q0 Γ≺ Q1 Γ≺ . . . Γ≺ QK+1 = diag(pi)
of symmetric matrices, with non-negative entries summing up to 1 (Q0
is exempt from the last condition), where QK+1 is a diagonal matrix
with diagonal pi, and
• m = (m0, . . . ,mK), a non-decreasing sequence 0 = m0 ≤ m1 ≤ · · · ≤
mK = 1.
Then, given (K,Q,m) ∈ RPC, this is used to define a sequence of random
variables Y1, . . . , YK+1 as follows. First, define the random variable YK+1 :=
Trs e
β
∑K
i=0 gi(s). Here (gi)i are i.i.d. Gaussian fields with covariance matrices
ΓQi+1−Qi . Then, let recursively:
Yi :=
[
Egi(Y
mi
i+1)
]1/mi
,
where Egi is the integration of just gi. Remark that Yi only depends on the
variables g0, . . . , gi−1.
Then, our conjecture for the limit of the free energy at all β ≥ 0 is:
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Conjecture 1.11 (Parisi formula).
lim
N→∞
1
N logZN
= inf
(K,Q,m)∈RPC
[
E log Y1 − β
2
4
K∑
i=1
mi
(
Γ?(Qi+1;Qi+1)− Γ?(Qi;Qi)
)]
,
Theorem 1.7 says that for β < β0 the infimum already is attained at K = 1,
more precisely it is attained for:
K = 1, Q = (0, κ,diag(pi)), m = (0, 1)
where by diag(pi) we denote the diagonal matrix having the entries of pi on
the diagonal. Then g0(s) is our usual Y (s), as it has covariance matrix Γκ =
Γ?(·, ·;κ− 0). And g1(s) has variance
Γ?(s, s; diag(pi)− κ) = γ(s, pi)− Γ?(s, s;κ) = 2Φκ(s).
Hence we have:
Y2 = Trs e
βY (s)+βg1(s) Y1 = Eg1Y2 = Trs eβY (s)+Φκ(s)
Therefore, this is another explanation of the deterministic term.
According to [11], this leads to conjectures about the parameters that lead to
‘high temperature’ behavior. The latter is characterized as the region of the
parameter space where our formula for the free energy holds, which is thought
to be equivalent to the property of the empirical distribution converging.
Panchenko characterizes this as the region where K = 1 minimizes the infi-
mum. A necessary condition for this is that the infimum over all K ≤ 2 is at-
tained forK = 1. Hence, if we define for all 0 ≤ m ≤ 1 and all κ Γ≺ A Γ≺ diag(pi)
Ψ(m,A) := −β24
[
γ(pi;pi)− Γ?(A;A) +mΓ?(A;A)−mΓ?(κ;κ))
+ 1mE logE1
[(
Trs e
Y ′(s))m],
where
Y ′(s) := g0(s) + g1(s) + Φdiag(pi)−A(s),
Φdiag(pi)−A(s) = 12
(
γ(s, pi)− ΓA(s, s)
)
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then the Replica symmetric formula is the case where this Ψ(m,A) is maxi-
mized at m = 1 and Q = κ. Now consider
f(A) :=
∂Ψ(m,A)
∂m
∣∣∣∣
m=1
= − β24
(
Γ?(A;A)− Γ(κ;κ)
)
+ E Trs e
Y ′(s)
E1 Trs eY ′(s)
· log [ Trs eY ′(s)E1 Trs eY ′(s) ]
Then, a necessary condition for P(Γ) = P1(Γ) is that:
f(A) ≤ 0 for all κ Γ≺ A Γ≺ P. (1.14)
The AT-Line corresponds to the Hessian of f being negative semidefinite at
A = Q. Already [11] showed that those two conditions are not equivalent in
generalized versions of the SK model.
1.4. Structure of the Thesis
Part I is aimed at introducing the model in its whole breadth and to motivate
why it is interesting to study. Therefore, we only look at the most prominent
version (1.2). In this first chapter, we gave an overview of our model and the
results and conjectures we achieved. The next two chapters will be devoted to
motivate this model – first by giving several examples in Chapter 2, and then
in Chapter 3 by showing in a simple setting what special problems this model
poses for the standard methods.
In the second part of this thesis, we become more technical and will consider
the diluted version of the model. That is, we first have to revisit the model and
redefine it in the more general setting (4.5) based on the class of Hamiltonians
method introduced in [15]. This also forces us to restate the theorems. They
are afterwards proved in Chapter 5.
In Chapter 6 we will prove a kind of central limit theorem and derive from
that the TAP equations. Later, we generalize the multivariate SK model to
an infinite dimensional setting, generalizing the d-component spin SK model,
where Σ ⊂ Rd can be infinite. Finally, we will investigate how the famous
Parisi formula might look in our setting, describing the free energy at all
β ≥ 0.
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In this section, we illustrate our model with some examples.
2.1. The SK Model
The Standard SK model – introduced by Sherrington and Kirkpatrick
in [13] – is, as already stated, one of the most prominent mean field spin
glass models and also spawned our model. We will see in the upcoming chap-
ters up to how special the standard SK model is in our framework. Here, we
want to quickly show how this case fits into our framework.
Of course the standard SK model is just the case where Σ = {±1} and
Γ(s, t, s′, t′) = sts′t′. Furthermore, we have p(s) = e
hs
2 ch(h) . Now the well
known formulas and equations follow easily, once on makes the following ob-
servation:
Φ(s) = 12
(∑
t∈Σ
s2 · t2 · pi(t)−
∑
t,t′∈Σ
s2tt′κ(t, t′)
)
= 12
(
1− q),
where
q :=
∑
t,t′
tt′κ(t, t′)
is the usual order parameter for the SK model. Hence, Φ(s) = 1−q2 is a
constant which does not depend on s and cancels out in all the corresponding
expressions. This explains why this deterministic term does not appear in the
discussion on the SK model.
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Figure 2.1.: The standard SK model order parameter q as function of β for
different parameters h. The first figure shows the value of q in
green up to the AT-line and from then on it is red. The second
figure shows in solid the first derivative w.r.t. β of q, together
with the second derivative in dots, and the original q in dashed
lines. The third figure gives the free energy for the SK model as
a function of β.
We present the second figure in order to see whether the AT-line corresponds
to the inflection points of q. The change of the AT-line is between the circles
that we put on the second derivative plots. They do not coincide with the
zeros of those curves, therefore the inflection points are not corresponding to
the AT-line.
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Further, observe further the fixed point equation for q is implied by ours:
q =
∑
t,t′
tt′κ(t, t′) = E
(∑
t
tΠ(t)
)2
= E
(
eβz(1)+
1
2 (1−q)+h − eβz(−1)+ 12 (1−q)−h
eβz(1)+
1
2 (1−q)+h + eβz(−1)+
1
2 (1−q)−h
)2
= E th2(β
√
qz + h),
since Γκ(s, s
′) = ss′
∑
t,t′ tt
′κ(t, t′) = ss′q is of rank 1 and therefore z(s) =√
qz · s for some standard Gaussian z.
The free energy formula is:
− β24 (1− q2) + E log 12
∑
s=±1
eβ
√
qzs+hs+β2Φq(s)
= − β24 (1− q2) + E log ch(β
√
qz + h) + β
2
2 [1− q]
= β
2
4 (1− q)2 + E log ch(β
√
qz + h)
This is believed to hold up to the so-called AT-line for (β, h), that is those
values of β, h ≥ 0 where:
β2 E
1
ch4(βg
√
q + h)
< 1
For the SK model, we have KΓ = 16, hence our proofs are valid for β < β0 =
1
4
√
KΓ
= 116 . In [16, Chapter 1], this is done for β <
1
2 .
Now, from this formula we can derive for instance the average interaction
energy by taking the derivative w.r.t. β. For this, first observe:
d
dβEz log ch(xz + h) = Ez th(xz + h) · zx′ = xx′ · (1− Ez th2(xz + h)),
where x′ is the derivative of x. Hence:
d
dβϕ =
β
2 (1− q)2 − β
2
2 (1− q)q′ + (1− q) · β
√
q(
√
q + β2√q q
′)
= β2 (1− q)2 − β
2
2 (1− q)q′ + (1− q) · (βq + β
2
2 q
′)
= β2 (1− q2).
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And for the average magnetization:
d
dhϕ = −β
2
2 (1− q)q′ + Ez th(β
√
qz + h) + β
2
2 (1− q)q′
= Ez th(β
√
qz + h).
Now we want to show how the SK model looks seen through the glasses of our
framework. First, we have
Γ =
( 1 −1 −1 1
−1 1 1 −1
−1 1 1 −1
1 −1 −1 1
)
= Γ?
Then, given q and because
Γκ =
(
1 −1
−1 1
) ·∑
t,t′
tt′κ(t, t′) =
( q −q
−q q
)
is of rank 1, we have:
κ(s, s′) = E
1
Z2q
· exp[β√qz · (s+ s′) + h(s+ s′)], Zq = ch(β√qz + h).
For the symmetric case, where h = 0 and (s, s′) = (1, 1), we get:
a := κ(1, 1) = E
1
(1 + e−β
√
qz)2
,
which by the properties of κ and symmetry of states determine κ completely:
κ =
(
a 1/2−a
1/2−a a
)
.
One further result that we will generalize are the TAP-equations. In the
standard SK model they are given by:
E
[
〈 σN 〉 − th
(
β√
N
∑
i<N
giN 〈 σi 〉+ h− β2(1− q) 〈 σN 〉
)]2 ≤ 1
N
. (2.1)
This follows directly from our formula in Theorem 1.10, since the th(·) carries
the implicit factor ±1 that has to be stated in the general case as t.
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2.2. Further Known Models
2.2.1. SK Model with d-component Spins
The best understood generalization of the SK model is what Talagrand calls
the SK model with d-component spins cf. e.g. [16, Section 1.12] or [8]
and [4], where Σ ⊂ Rd and p is a probability measure on (Σ,B(Σ)) with some
compact support constraint. We will assume that Σ is the closed support of
p. Then, this model has the Hamiltonian
H(σ) =
∑
i<j
gij
〈
σi, σj
〉
, ZN =
∫
ΣN
eH(σ) p⊗N (dσ)
where 〈 ·, · 〉 is the standard scalar product in Rd. There are two special cases:
• The case where Σ ⊂ S2 = {x ∈ R3 | ‖x‖ = 1} is called Heisenberg
spin. This will be the case in the next example.
• The case where Σ ⊂ [−U,U ] is called the Spherical SK model.
Our framework only applies in the case where p is concentrated on a finite
set, so we will assume Σ ⊂ Rd to be a finite set. For the a ∞-dimensional
multivariate SK model, we refer the reader to Chapter 7.
From now on assume that Σ ⊂ Rd is finite. Then
Γ(s, t, s′, t′) = E
[
g2 〈 s, t 〉 〈 s′, t′ 〉 ] = 〈 s, t 〉 〈 s′, t′ 〉
which of course is a rank 1 matrix. The first thing is to calculate the order
parameter κ. For this, we first evaluate:
Γκ(s, s
′) =
∑
t,t′
κ(t, t′) 〈 s, t 〉 〈 s′, t′ 〉 =
d∑
u,v=1
∑
t,t′
κ(t, t′)sutus′vt
′
v
=
∑
u,v
sus
′
vquv = s
TQs′,
where Q = (quv)uv with quv :=
∑
t,t′ tut
′
vκ(t, t
′) for all u, v ≤ d. Let Y1, . . . , Yd
be a Gaussian field with covariance matrix Q. Then Y (s) =
∑
u suYu. Fur-
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ther:
Φκ(s) =
1
2
[
γ(s, pi)− Γ?(s, s;κ)
]
= 12
[∑
t
〈 s, t 〉2 pi(t)−
∑
t,t′
〈 s, t 〉 〈 s, t′ 〉κ(t, t′)
]
= 12
∑
u,v
susv
[
ρuv − quv
]
= 12s
T (R−Q)s,
where R = (ρuv)uv with ruv :=
∑
t tutvpi(t), u, v ≤ d. Then, our fixed point
equation is:
κ(s, s′) = Ep({s})p({s
′})
Z2κ
· exp
[
β
∑
u
(su + s
′
u)Yu +
β2
2 s
T (R−Q)s+ β22 (s′)T (R−Q)s′
]
and the free energy for β < β0(Γ, p) is
−β24
∑
u,v
[
ρ2uv − q2uv
]
+ E log Trs exp
[
β
∑
u
suYu +
β2
2 s
T (R−Q)s
]
.
Further, the convergence of LN (s, s
′) to κ(s, s′) gives for this model:
ρuv =
∑
t
tutvpi(t) =
∑
t
tutvLN (t) + o(1) =
1
N
∑
t
tutv
∑
i
δi(t) + o(1)
= 1N
∑
i
σi,uσi,v + o(1) = R
u,v
N (σ) + o(1)
quv =
∑
t,t′
tut
′
vκ(t, t
′) =
∑
t,t′
tut
′
vLN (t, t
′) + o(1)
= 1N
∑
t,t′
tut
′
v
∑
i
δi(t, t
′) + o(1) = 1N
∑
i
σi,uσ
′
i,v + o(1)
= Ru,vN (σ,σ
′) + o(1),
where the reader just witnessed the definition of the self overlap Ru,vN (σ) and
of the overlap Ru,vN (σ,σ
′). This summarizes the comparison of notions in our
framework and the common ones for this model.
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It is clear that any d-component SK model has Γ of rank 1. But this is not a
sufficient condition. For instance the model with
Γ =
(
1 0 0 −1
0 0 0 0
0 0 0 0−1 0 0 1
)
is of rank 1, but cannot be realized in any suitable d-component spin model.
Hence, the question is: When is a rank 1 Γ representable by a d-component
spin model? Assume Γ is of rank 1, hence there exists one and only one
x ∈ Rd2 s.t. Γ = xT · x and x1 ≥ 0. We can assume d = |Σ|. Let X be
the d × d-matrix with the entries in x ∈ Rd2 row by row. Hence Γ can be
represented by a d-component spin model iff there are vectors v1, . . . , vd s.t.
Xij = 〈 vi, vj 〉. This is equivalent to X being symmetric positive semidefinite.
2.2.2. Anisotropic Heisenberg Spin
To get a more realistic model, physicists consider the SK model with so-called
Heisenberg spins instead of the usual Ising spins. Those are 3-component
spins, as we already saw in section 2.2.1, i.e. Σ ⊂ S2 = {x ∈ R3 | ‖x‖2 = 1}
and
HN (σ) =
∑
ij
gij
〈
σi, σj
〉
.
This resembles reality of course much more in magnetic materials than the
simple Ising spin. The Heisenberg spin has rotational symmetry.
Now we consider the anisotropic version of the Heisenberg spin, c.f. [9]. Con-
sider i.i.d. symmetric random matrices Dij , then the corresponding Hamilto-
nian is:
H(σ) = β√
N
∑
i<j
gij
〈
σi, σj
〉
+
√
D
∑
i<j
〈
σi,Dijσj
〉
.
The Heisenberg model corresponds to the case D = 0. As soon as D > 0 this
expression will almost surely not have rotational symmetry, at least not in the
models we are considering.
Physicist only consider independent uniform variables on the interval [−1, 1]
for the entries of D. This does not suit our situation. This is why we assume
the entries of D to be independent Gaussians with variance 1. For simplicity of
calculation – as this is only an example section – we also drop the assumption
of D being symmetric. Furthermore, we need to fix a finite subset Σ ⊂ S2,
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for instance Σ = {±ei | i = 1, 2, 3}, and we stipulate p(s) := 16 . Then, the
covariance matrix is given as:
Γ(s, t, s′, t′) = β2 〈 s, t 〉 〈 s′, t′ 〉+D 〈 s, s′ 〉 〈 t, t′ 〉 , γ(s, t) = β2 〈 s, t 〉2 +D.
and cij =
1
N . The matrix given by the right term has full rank, and therefore
the whole sum has to have full rank as well. Obviously this model is symmetric
in the spins so pi(s) = 12d =
1
6 and κ has to look as:
κ =

+e1 −e1 +e2 −e2 +e2 −e2
+e1 q q¯
−e1 q¯ q q′
+e2 q q¯
−e2 q¯ q
+e3 q
′ q q¯
−e3 q¯ q

Then, we get:
Φ(s) = 12γ(s, pi)− 12Γ?(s, s;κ)
= 112
∑
t
(β2 〈 s, t 〉2 +D)− 12
∑
t,t′
(β2 〈 s, t 〉 〈 s, t′ 〉+D 〈 t, t′ 〉)κ(t, t′)
= β
2
6 +
D
2 − β2(q − q¯)− 3D(q − q¯) = (β2 + 3D)( 16 + q¯ − q).
This does not depend on s, so the deterministic field will cancel out in all
expressions. Then, we have:
Γ(s, s′) = Γ?(s, s′;κ)
= β2
∑
t,t′
〈 s, t 〉 〈 s′, t′ 〉κ(t, t′) +D
∑
t,t′
〈 s, s′ 〉 〈 t, t′ 〉κ(t, t′)
=

2β2(q − q¯) + 6D(q − q¯), s = s′
−(2β2(q − q¯) + 6D(q − q¯)), s = −s′
0, 〈 s, s′ 〉 = 0
This means that Y (s) and Y (s′) are independent, if 〈 s, s′ 〉 = 0 and else we
have:
EY (s)Y (±s) = ±α2, α :=
√
2(q − q¯)(β2 + 3D)
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Thus, we can just consider three independent standard Gaussians g1, g2, g3 s.t.
Y (±ei) = ±αgi and obtain:
Π(±ei) = exp(±αgi)
2
(
ch(αg1) + ch(αg2) + ch(αg3)
)
Hence, we have the fixed point equations:
q = E
(
Π(e1)
)2
= E
exp(±α2g1)
4
(
ch(αg1) + ch(αg2) + ch(αg3)
)2 ,
q¯ = EΠ(e1)Π(−e1) = E 1
4
(
ch(αg1) + ch(αg2) + ch(αg3)
)2 ,
q′ = EΠ(e1)Π(e2) = E
exp
(± α(g1 + g2)) exp(±α2gi)
4
(
ch(αg1) + ch(αg2) + ch(αg3)
)2 ,
and the limit of the free energy is:
(q − q¯)(β2 + 3D) + E log ( ch(αg1) + ch(αg2) + ch(αg3)).
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2.3.1. Field of Independent Gaussians
We consider the case where Σ = {±1} and the gij(s, t) are i.i.d. variables,
i < j, s, t ∈ Σ. We stipulate p(1) := p(−1) := 12 . Then, we have of course:
Γ(s, t, s′, t′) = Egij(s, t)gij(s′, t′) = 1(s,t)=(s′,t′), Γ =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Observe that this has maximal rank, i.e. 4.
We first discuss the pi(s) and the κ(s, s′). Of course, by symmetry, we have
pi(1) = pi(−1) = 12 and there exists q ∈ [0, 1] such that κ(1, 1) = κ(−1,−1) = q
and κ(1,−1) = 12 − q =: q′. Now in order to develop the fixed point equation,
we calculate:
Γκ = Γ
? ·
(
q
q′
q′
q
)
=
(
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
)
·
(
q
q′
q′
q
)
=
( 2q
0
0
2q
)
=
( 2q 0
0 2q
)
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Hence, the Y (·) are two independent Gaussians of variance 2q. Then, we have
Φκ(s) =
1
2
(
1− 2q),
which does not depend on s anymore, so it cancels out in the fixed point
equations:
q = κ(1, 1) = E
exp[2β
√
2qg1]
(exp[β
√
2qg1] + exp[β
√
2qg1])2
= E(1 + exp[β
√
2q(g1 − g2)])−2,
where g1 and g2 are two independent standard Gaussians. Then,
√
2q(g1−g2)
is a Gaussian of variance 4q. Hence we get a fixed point equation for q:
q = Eg
1
(1 + eβ2
√
qg)2
, (2.2)
where g is a standard centered Gaussian variable. Then the free energy be-
comes:
−β
2
4
(1− 4q2) + E log Trs exp
[
β
√
2qgs
]
+ β
2
2 (1− 2q)
Now we have:
E log(e
√
2qβg1 + e
√
2qβg2) =
√
2qEg + E log(1 + e
√
2qβ(g2−g1))
= Eg log(1 + e
√
4qβg)
and therefore get for the free energy:
β2
4
(1− 2q)2 + Eg log(1 + e2
√
qβg)− log 2,
at least for β < 18 .
2.3.2. Potts-type spins
The Potts model, c.f. [12], is defined on a graph with the following interaction:
H(σ) =
∑
u∼v
δσ(u),σ(v),
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where the summation is over all edges and Σ is just a finite set of colors, say
{1, . . . , k}. Hence, this counts the edges which lie inside of a monochromatic
component.
For our purposes, we can look at the mean field version, where we forget the
graph structure and in compensation introduce Gaussians for each monochro-
matic pairing1. Therefore, we look at Potts-Type spin interaction:
β√
N
∑
i<j
gij(σi, σj)
with covariance matrix Γ(s, t, s′, t′) = 1 if s = s′ = t = t′ and Γ(s, t, s′, t′) = 0
otherwise. Obviously, this matrix has rank k. For k = 3, we have the matrix:
Γ =

11 12 13 21 22 23 31 32 33
11 1
12 0
13 0 0
21 0
22 1
23 0
31 0 0
32 0
33 1

= Γ?
Further we stipulate p(s) := 1k .
Now we want to look at the formulas. First, we have once more to find the
pi(·) and κ(·, ·). Again, because of the symmetry, the pi(·) are equidistributed,
that is pi(s) = 1k for s ∈ Σ. Also, there are q and q′ s.t. κ(s, s) = q and
κ(s, s′) = q′ for s 6= s′. Then, pi(s) = 1k = q + (k − 1)q′ implies q′ = 1−kqk(k−1) .
Further, we have:
Φκ(s) =
1
2 (pi(s)− κ(s, s)) = 1−kq2k , Γκ(s, s′) = δ(s, s′)κ(s, s) = qδ(s, s′)
Therefore, Y (1), . . . , Y (k) are i.i.d. Gaussians with variance q. Because again,
Φκ(s) does not depend on s, this cancels out in the fixed point equations.
1 We could have looked also at the covariance matrix Γ(s, t, s′, t′) = δs,tδs′,t′ . But this
gives a rank 1 matrix, and can actually be seen as an instance of the d-component spin
model.
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Figure 2.2.: The order parameter κ(1, 1) (left) and the free energy (right) for
three different models. Remark that latter is only rigorous for
β < 18 for the field of independent Gaussians and for β <
1
4
√
2
for
the Potts-type spin.
Thus, the fixed point equation for q is:
q = E
(
eY (1)
eY (1)+eY (2)+···+eY (3)
)2
= E
(
1
1+eβ
√
2qg1+···+eβ
√
2qgk−1
)2
and the formula for the free energy:
− β24
∑
s
(pi(s)2 − κ(s, s)2) + E log Trs eY (s)+β2Φκ(s)
= −β24 ( 1k − kq2) + β2 1−kq2k + E log Trs eβ
√
qgs .
= β2 (1−kq)
2
4k + E log Trs e
β
√
qgs .
We proved this for β < 1
4
√
k
.
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2.3.3. Toy Model
The following Hamiltonian on Σ = {±1} also belongs to the realm of our
framework, and has some nice properties:
HN (σ) :=
β
2
√
N
∑
i
σi
∑
j 6=i
gij ,
where the gij = gji are i.i.d. standard Gaussians. This indeed fits our setting,
if we set:
Γ :=
(
1 0 0 −1
0 0 0 0
0 0 0 0−1 0 0 1
)
⇒ Γ? =
(
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
)
This is a rank 1 matrix, but cannot be represented by a d-component model.
However, it is given by the interaction:
gij(σi, σj) = gij ·

1 if σi = σj = 1,
0 if σi 6= σj ,
−1 if σi = σj = −1
= gij ·
σi + σj
2
Hence the form of the Hamiltonian.
If we set p(1) = p(−1) again, we have symmetry of states, so pi(1) = pi(−1) = 12
and κ(1, 1) = κ(−1,−1) = q and κ(1,−1) = q′ := 12 − q. Derive again the
order parameters:
Γκ =
(
q −q′
−q′ q
)
, Φκ(s) =
1
2 [
1
2 − q].
Hence the fixed point equation gives:
q = κ(1, 1) = E
e2·βY (1)
(eβY (1) + eβY (−1))2
= E
1
(1 + eβY (−1)−βY (1))2
= Eg
1
(1 + eβg)2
,
since Var
(
Y (−1)− Y (1)) = 2q + 2q′ = 1. Surprisingly enough, this does not
depend on κ at all, so it is a direct formula for q!
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Now the free energy is:
−β24
(
1
2 − 2q2 + 2(q′)2
)
+ E log Trs eβY (s) + β
2
2 (
1
2 − q)
= β
2
2
(
1
4 − q + q2 − (q′)2
)
+ Eg log
1 + eβg
2
= Eg log
1 + eβg
2
.
We decided to call this model the Toy Model since the free energy actually
can be calculated directly:
1
NE log Trσ e
HN (σ) = 1NE
∑
i
log ch
(
β
2
√
N
∑
j 6=i
gij
)
= Eg log ch
(
β
√
N−1
2
√
N
g
)
−−−−→
N→∞
Eg log ch(β2 g)
which is the same as before. Observe, that this holds for all β ≥ 0, hence
this is a very simple model. Actually, one can see from the definition that the
spins are just independent conditioned on the disorder.
2.3.4. Compound Models
An interesting feature of our model is that it can have instances of a multi-
variate SK model as single spins of a super system. If N is a multiple of M
then ΣN =
(
ΣM
)N/M
and since ΣM is a finite set, it is no problem to define a
multivariate SK model of NM spins, where each spin takes values in Σ
M . The
question then is: can we somehow relate ZN to Z
′
M/N?
More technically: consider the consecutive partition of {1, . . . , N} into Nˆ :=
N
M clusters of equal size M . Now only look at the bundled interaction between
the spins in different clusters i and j:
HˆNˆ (τ ) :=
β√
N
Nˆ∑
i,j=1
gˆij(τ i, τ j) =
β√
N
Nˆ∑
i,j=1
∑
k,l
giM+k,jM+l(τik, τjl),
where we denote by τik the k-th spin in the i-th cluster. This could of course
be done for any multivariate SK model.
Now we confine ourselves to the case where the underlying model is standard
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SK model. Then, this gives us the covariance matrix:
ΓM (τ i, τ j , τ
′
i, τ
′
j) =
∑
k,l
τikτjlτ
′
ikτ
′
jl = M
2 ·RM (τ i, τ ′i) ·RM (τ j , τ ′j),
γ(τ i, τ j) = 1.
Here we used the overlap RM (τ , τ
′) = 1M
∑
i≤M τiτ
′
i .
We can use this to decompose the partition function, since:
HN (σ) = HˆNˆ (τ ) +
√
M
N
∑
i
HM (τ i),
where we denote by τ the M -clustering of σ, i.e. a configuration with each
super-spin being an element of ΣM := Σ
M . Then, the free energy becomes:
logZN = log Trσ∈ΣN e
H(σ) = log Tr
τ∈ΣNˆM
eHˆNˆ (τ )+
√
M
N
∑
iHM (τ i)
= log
〈
eHˆNˆ (τ1,...,τ Nˆ )
〉⊗Nˆ
+ Nˆ · logZM .
Here the 〈 · 〉⊗N denotes the Gibbs-measure w.r.t.
√
M
N HM , but with inde-
pendent copies of the disorder – so the τ 1, . . . , τ Nˆ are not replicas – hence the
added notation.
For fixed M and for Nˆ big enough,
√
M
N HM corresponds to the small enough β
and therefore will have asymptotically small correlations. Therefore, we might
be tempted to forget this average and replace it with some Tˆr corresponding
to pˆ(t) = p(t1) · · · p(tM ):
logZN = log Tˆrτ e
HˆNˆ (τ1,...,τ Nˆ ) + Nˆ · logZM .
Now in order to assess how powerful this might be, we estimate:
K(ΓM ) =
∑
s,t,s′,t′
|ΓM (s, t, s′, t′)| =
∑
s,s′
|
M∑
i=1
sis
′
i|
2
=
(
2M
∑
s
|
M∑
i=1
si|
)2
=
(
2M
M∑
k=1
(
M
k
)
|2k −M |
)2
≈ 24M .
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This is of course catastrophically worse then in the case K(Γ1) = 16 and
stands no chance of being compensated by the factor 1M . Maybe it can be
done, if there is found a way of approximating Γ˜M ≈ ΓM with K(Γ˜M ) ≤M .
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Our model exhibits several difficulties and obstacles not present in the stan-
dard SK model. The most prominent one is σ2 not being constant. The issues
this poses, have already been studied in the SK model with d-component spins,
c.f. 2.2.1.. This was done in several works starting with [5] and culminating
in the Thesis [8] and is discussed in Talagrand’s book [16, Section 1.12]. This
model is handling only some of the Γ at rank 1 as stated above.
Now, in our more general setting – certainly once the rank of Γ becomes bigger
than 1 – the major obstacle in fact turns out to be that the covariances of the
Hamiltonians do not factor out:
EHN (σ)HN (σ′) = β
2
N
∑
i<j
Γ(σi, σj , σ
′
i, σ
′
j)
In the standard SK model, the sum in this expression is just
∑
i<j
σiσjσ
′
iσ
′
j =
∑
i<j
σiσ
′
iσjσ
′
j =
1
2
(∑
i
σiσ
′
i
)(∑
i
σiσ
′
i
)
− N
2
= N
2
2 RN (σ,σ
′)2 − N
2
.
Even in the SK model with d-component spins, which corresponds to
Γ(s, t, s′, t′) = 〈 s, t 〉 · 〈 s′, t′ 〉
that is the product of the scalar products, we have:
N
β2EHN (σ)HN (σ
′) =
∑
i<j
〈
σi, σj
〉 · 〈 σ′i, σ′j 〉 = ∑
i<j
d∑
x,y=1
σi,xσj,xσ
′
i,yσ
′
j,y
= 12
d∑
x,y=1
(∑
i
σi,xσ
′
i,y
)(∑
j
σj,xσ
′
j,y
)
− 12
d∑
x,y=1
∑
i
(σi,xσ
′
i,y)
2
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This does not work in our more general situation. In our case, we have to
resort to a workaround, using the empirical measures defined in Chapter 1:
N
β2EHN (σ
1)HN (σ
2) =
∑
i<j
Γ(σ1i , σ
1
j , σ
2
i , σ
2
j )
=
∑
i<j
∑
s,t,s′,t′
Γ(s, t, s′, t′)δ1,2i (s, s
′)δ1,2j (t, t
′)
= N
2
2
∑
s,t,s′,t′
Γ(s, t, s′, t′)L1,2N (s, s
′)L1,2N (t, t
′)− N2
∑
s,s′
Γ?(s, s′; s, s′)L1,2N (s, s
′)
= N
2
2 Γ
?(L1,2N ;L
1,2
N ) +O(N)
We will use this device extensively in the proofs for our model. To illustrate
how most of the computations will be done, we now will perform an exemplary
calculation for the free energy. This will lead to Theorem 3.2, that is in some
cases even stronger than 3.3, which has been proved in [7].
3.1. Superadditivity
It is a natural idea to try to prove at least the a.s. existence of the free
energy at all temperatures using the famous Guerra-Toninelli interpolation
and superadditivity argument as it was introduced in [6] and perfected in [7].
We will call the general instrument the smart path method, as is done in
Talagrand’s work.
3.1.1. The Smart Path Method
If we want to compare two systems, we define a path along some interpolation
parameter x ∈ [0, 1]. This gives us e.g. the free energy f(x) of the interpolated
system, that will be assumed differentiable on [0, 1]. Then, we have by the
fundamental theorem of calculus:
f(1) = f(0) +
∫ 1
0
f ′(x) dx ≤ f(0) + sup
x∈[0,1]
f ′(x),
as well as f(1) ≥ f(0) + infx∈[0,1] f ′(x). These inequalities are most of the
time powerful enough, because we can indeed calculate some bound on f ′(x),
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since this term will in all our instances be the expectation of some expression
with Gaussians, so that we can apply integration by parts:
Eg · f(g1, . . . , gn) =
n∑
i=1
E(ggi) · E∂f(g1, . . . , gn)
∂gi
For the moment, fix two numbers N and M . We introduce the ‘smart path’
interpolating between two independent systems with N and M spins and the
full system of N +M spins:
Hx(σ) := β
√
x
N+M
∑
i<j
gij(σi, σj)
+ β
√
1−x
N
∑
i<j≤N
g′ij(σi, σj) + β
√
1−x
M
∑
N<i<j
g′ij(σi, σj),
where (gij)i<j≤N+M , (g′ij)i<j≤N and (g
′
ij)N<i<j are i.i.d. sequences of Gaus-
sian fields with covariance matrix Γ mutually independent. Then, we define:
ϕ(x) := E log Trσ∈ΣN+M eHx(σ)
Notice the absence of a rescaling factor 1N+M in this definition. Observe:
ϕ(1) = E logZN+M , ϕ(0) = E logZN + E logZM .
Then, we define 〈 · 〉x as the corresponding Gibbs measure by writing for any
function f in n replicas:
〈 f 〉x := 1Znx Trσ1,...,σn∈ΣN f(σ
1, . . . ,σl)e
∑n
`=1 Hx(σ
`),
Zx := Trσ∈ΣN e
Hx(σ)
and
νx(f) := E
[ 〈 f 〉x ].
Then, as we will do often in this work, we continue by differentiating this and
integrating by parts.
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Differentiation First we differentiate ϕ(x) w.r.t. x:
ϕ′(x) = E
1
Zx
· Trσ eHx(σ) ·H ′x(σ) = E
eHx(σ)
Zx
H ′x(σ) = νx
[
H ′x(σ)
]
,
where H ′x(σ) is the derivative of Hx(σ) w.r.t. x:
H ′x(σ) =
β
2
√
x(N+M)
∑
i<j
gij(σi, σj)− β2√(1−x)N
∑
i<j≤N
g′ij(σi, σj)
− β
2
√
(1−x)M
∑
N<i<j
g′ij(σi, σj)
Hence this gives:
ϕ′(x) = β
2
√
x(N+M)
∑
i<j
νx[gij(σi, σj)]− β2√(1−x)N
∑
i<j≤N
νx[g
′
ij(σi, σj)] (3.1)
− β
2
√
(1−x)M
∑
N<i<j
νx[g
′
ij(σi, σj)]
Observe that we have an expectation of linear combinations of Gaussians.
Integration by parts If we want to use integration by parts in
νx[gij(σi, σj)] = Trσ Egij(σi, σj) ·
eHx(σ)
Zx
= Trσ E
[
gij(σi, σj)
· e
β
√
x
N+M
∑
gij(σi,σj)+β
√
1−x
N
∑
g′ij(σi,σj)+β
√
1−x
M
∑
g′ij(σi,σj)
Trσ′ e
β
√
x
N+M
∑
gij(σ′i,σ
′
j)+β
√
1−x
N
∑
g′ij(σ
′
i,σ
′
j)+β
√
1−x
M
∑
g′ij(σ
′
i,σ
′
j)
]
we have to first identify all Gaussians in the fraction that are not independent
of gij(σi, σj). Luckily, the g
′
ij are independent as are all gi′j′(·, ·) for i 6= i′ or
j 6= j′. Hence, there is gij(σi, σj) in the Hamiltonian in the numerator and
gij(σ
′
i, σ
′
j) in the Hamiltonian of every summand in the denominator. Thus
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the derivatives of the fraction are:
∂
∂gij(σi, σj)
eHx(σ)
Trσ′ eHx(σ
′) =
eHx(σ) · β
√
x
N+M
Trσ′ eHx(σ
′) ,
∂
∂gij(σ′i, σ
′
j)
eHx(σ)
Trσ′ eHx(σ
′) = −
eHx(σ)
(Trσ′ eHx(σ
′))2
· Trσ′ eHx(σ′) · β
√
x
N +M
= −Trσ′ e
Hx(σ)+Hx(σ
′)
(Trσ′ eHx(σ
′))2
· β
√
x
N +M
For the novice reader, we have to point out the emergence of a replica as an
effect of derivation. Now, we can perform integration by parts:
νx[gij(σi, σj)] = β
√
x
N+METrσ γ(σi, σj) ·
eHx(σ)
Trσ′ eHx(σ
′)
− β
√
x
N+METrσ,σ′ Γ(σi, σj , σi, σj
′) · e
Hx(σ)+Hx(σ
′)
(Trσ′ eHx(σ
′))2
= β
√
x
N+M νx
[
γ(σi, σj)− Γ(σi, σj , σi, σj ′)
]
Similar expressions hold for the two other summands in (3.1). Hence we have:
ϕ′(x) = β
2
2 νx
[
1
N+M
∑
i<j
(
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)
)
− 1N
∑
i<j≤N
(
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)
)
− 1M
∑
N<i<j
(
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)
)]
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Now we apply the device of using empirical distributions, as they were intro-
duced in the beginning of this chapter
ϕ′(x) = β
2
2
∑
st
γ(s, t) · νx
[∑
i<j
δi(s)δj(t)
N +M
−
∑
i<j≤N
δi(s)δj(t)
N
−
∑
N<i<j
δi(s)δj(t)
M
]
− β22
∑
s,t,s′,t′
Γ(s, t, s′, t′) · νx
[∑
i<j
δ1,2i (s, s
′)δ1,2j (t, t
′)
N +M
−
∑
i<j≤N
δ1,2i (s, s
′)δ1,2j (t, t
′)
N
−
∑
N<i<j
δ1,2i (s, s
′)δ1,2j (t, t
′)
M
]
This device factorizes all the summands in the sums over increasing, pairs and
so they can be written as squares of the sums, up to insertion of a diagonal
term:
ϕ′(x) = β
2
4
∑
st
γ(s, t) · νx
[
(N +M)LN+M (s)LN+M (t)
−NL1N (s)L1N (t)−ML2M (s)L2M (t)
]
− β22
∑
s,t,s′,t′
Γ(s, t, s′, t′) · νx
[
(N +M) · LN+M (s, s′)LN+M (t, t′)
−N · L1N (s, s′)L1N (t, t′)−M · L2M (s, s′)L2M (t, t′)
]
+ o(N +M),
where Lk(s) =
1
k
∑k
i=1 δi(s) and Lk(s, s
′) = 1k
∑k
i=1 δi(s, s
′) are the empirical
measures and the variants with superscripts cover the spins for 1, . . . , N and
N + 1, . . . , N +M respectively. The insertion of the diagonal terms is covered
by the o(N +M).
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Now, using our notation, we rewrite this as:
ϕ′(x) = β
2
4 · νx
[
(N +M)γ(LN+M , LN+M )−Nγ(L1N , L1N )−Mγ(L2ML2M )
− (N +M) Γ?(LN+M ;LN+M ) +N Γ?(L1N ;L1N ) +M Γ?(L2M ;L2M )
]
+ o(N +M).
Quadratic Form Consider the quadratic form:
QΓ(f) :=
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)]
for all symmetric |Σ|×|Σ|-matrices f . Observe that in this definition of QΓ(f),
the first summand of the bracket does not depend on s′ and t′.
Then, the above equation can be rewritten as:
ϕ′(x) = (N +M)β
2
4 · νx
[
QΓ(LN+M )− NN+MQΓ(L1N )− MN+MQΓ(L2M )
]
+ o(1)
Hence, using the fundamental theorem of calculus, we proved the following
Lemma 3.1. Let x = NN+M and x¯ = 1− x. Then we have:
E logZN+M ≥ E logZN + E logZM + β
2
4 · (N +M) inft νt
[
RN,M
]
+ o(N +M),
RN,M := QΓ(LN+M )− xQΓ(L1N )− x¯QΓ(L2M )
In the case that the remainder term RN,M is non-negative, this gives super-
additivity of E logZN and hence convergence of 1NE logZN . Thus we have to
understand under which circumstances this applies.
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3.1.2. Sufficient Condition for Superadditivity
Theorem 3.2. Assume Γ is such that:
0 ≥ QΓ(f) =
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)] (3.2)
for all symmetric |Σ| × |Σ|-matrices f , s.t. ∑s,s′ f(s, s′) = 0. Then the
quenched free energy 1NE logZN is superadditive in N and hence converges
for all β.
If QΓ(f) = 0 for all such f , then the free energy is additive, up to an error
vanishing in the thermodynamic limit.
Proof. Observe that LN+M = xL
1
N+x¯L
2
M is just a linear interpolation. There-
fore the remainder term RN,M in Lemma 3.1 is just the convexity error of the
quadratic form QΓ(f), when we interpolate at x =
N
N+M between L
1
N and
L2M . Consider the matrix B that defines the quadratic form:
B(s,s′),(t,t′) = γ(s, t)− Γ(s, t, s′, t′).
Then, the convexity error of QΓ(·) can be calculated in the following way:
QΓ(xf + x¯g)− xQΓ(f)− x¯QΓ(g)
= (xf + x¯g)TB(xf + x¯g)− xQΓ(f)− x¯QΓ(g)
= (x2 − x)QΓ(f) + 2xx¯fTBg + (x¯2 − x¯)QΓ(g)
= −xx¯ · (QΓ(f)− 2fTBg +QΓ(g))
= −xx¯ ·QΓ(f − g).
Remark that in this calculation, f and g are both symmetric matrices with
entries in [0, 1], adding up to 1. Therefore f − g is a symmetric matrix with
entries in [−1, 1] adding up to 0. Therefore, if QΓ(·) fulfills our assumption,
the remainder RN,M is non-negative a.s.
3.1.3. Guerra-Toninelli and the Local Partition Function
Guerra-Toninelli gave in [7] sufficient conditions for superadditivity for a very
broad range of spin glass models, including our generalized version of the SK
model:
46
3.1. Superadditivity
Theorem 3.3 (Guerra-Toninelli). Assume that the covariances of the Hamil-
tonians cN (σ,σ
′) := EHN (σ)HN (σ′), N ∈ N, can be written as
cN (σ,σ
′) = N · f
(
R1N (σ,σ
′), . . . , RkN (σ,σ
′)
)
+O(1),
where f is a convex function with continuous derivatives, and where the vari-
ables RiN satisfy:
RiN (σ, σ) ≤M
(N +M)RiN+M (σ,σ
′) = NRiN (σ
(1),σ′(1) +MRiM (σ
(2),σ′(2)),
for all i,N,M,σ,σ′ where σ(1) and σ(2) are the restrictions to the first N
and last M spins, respectively. Then superadditivity holds for the quenched
free energy 1NE logZN .
For the further conditions that have to be applied in other models, we refer the
reader to [7]. In our setting, as we described in the beginning of this chapter,
we have:
cN (σ,σ
′) = N2 Γ
?(L1,2N ;L
1,2
N )− 12
∑
s,s′
Γ(s, s, s′, s′)L1,2N (s, s
′)
Thus this fits easily into the setting of the above theorem. Hence superaddi-
tivity is given, if Γ? is positive semidefinite. Maybe it is just a coincidence
that, in the physicist’s Replica Trick calculation, positive semidefiniteness of
Γ? has to be assumed as well.
The idea behind that approach is to constrain the partition function only to
similar configurations σ, i.e. such σ where the empirical distribution LN falls
into an ε2 -neighborhood V = V (η,
ε
2 ) of some configuration η ∈ ΣN . This
means that for all σ,σ′ ∈ L−1N (V ) we have
|LσN (·)− Lσ
′
N (·)| ≤ ε.
Therefore, in that case, one can bound the first summand in QΓ(L
σ
N − Lσ
′
N ),
since f := LσN − Lσ
′
N is small. This gives:
QΓ(f) ≤ Kε2 −
∑
s,t,s′,t′
f(s, s′)f(t, t′)Γ(s, t, s′, t′) = Kε2 − fTΓ?f
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Hence, local almost superadditivity holds under the assumption that Γ? is
positive semidefinite. Then, the important step then in [7] is, to get from this
local superadditivity also global superadditivity.
Interesting enough, both Theorems 3.2 and 3.3 cover different cases, depending
on Γ. In the following examples, we explore this difference.
3.1.4. Examples
Here already the case |Σ| = 2 presents several interesting examples. But first
observe that for |Σ| = 2 the assumptions on f(·, ·) lead to the following form:
f(·, ·) =
(
a b
b c
)
, b := −a+ c
2
, a, c ∈ [−1, 1]. (3.3)
SK Model To compare this with the situation in the standard SK model we
observe:
QΓ(f) =
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)]
=
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [1− sts′t′] = 0− (∑
s,s′
f(s, s′)ss′
)2
Which obviously is non-positive. Of course Γ? = Γ is positive semidefinite,
and hence Theorem 3.3 can be applied as well.
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SK Model with d-component spins We let Γ(s, t, s′, t′) = 〈 s, t 〉 〈 s′, t′ 〉.
Then this gives:
QΓ(f) =
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)]
=
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [ 〈 s, t 〉2 − 〈 s, t 〉 〈 s′, t′ 〉)]
=
d∑
i,j=1
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [sisjtitj − sis′jtit′j]
=
d∑
i,j=1
[(∑
s
sisj
∑
s′
f(s, s′)
)2
−
∑
s,s′
sis
′
jf(s, s
′)
2 ]
This of course can happen to be a counterexample for Theorem 3.2 depend-
ing on the first summand in the parenthesis. But Γ? is in this case positive
semidefinite, and therefore allows us to use Theorem 3.3.
Potts-Type spin Here, we have Γ(s, t, s′, t′) = 1s=t=s′=t′ . Therefore, the
quadratic form yields:
QΓ(f) =
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)]
=
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [δs,t − δs,t,s′,t′]
=
∑
s
(∑
s′
f(s, s′)
)2
−
∑
s
f(s, s)2
If |Σ| = 2, we have Γ = diag(1, 0, 0, 1), and then, using (3.3), this is:
QΓ(f) =
(a− c)2
2
− a2 − c2 = − (a+ c)
2
2
Hence, we have superadditivity in this case. But once we increase |Σ| to 3,
the quadratic form is positive or negative, depending on the argument:
QΓ
 1 −1/2 −1/2−1/2 1 −1/2
−1/2 −1/2 1
 = −3, QΓ
1/2 1 −11 0 0
−1 0 −1/2
 = 4.
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Again, in this case Γ? = Γ, and hence by Theorem 3.3, we have superadditivity
for all Σ 6= ∅.
Negative semidefinite Here we give an example where Theorem 3.2 gives
more than Theorem3.3. Let Γ(s, t, s′, t′) = 1s=s′ 6=t=t′ that is:
Γ =
(
0 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
)
⇒ Γ? =
(
0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0
)
Observe that Γ? is negative definite, hence Theorem 3.3 cannot be applied.
But:
QΓ(f) =
∑
s
∑
s′
f(s, s′)
∑
t′
f(−s, t′)−
∑
s
f(s, s)f(−s,−s)
= 2(a+ b)(b+ c)− 2ac = − (a+ c)
2
2
This is negative, therefore, using Theorem 3.2, we have superadditivity.
No superadditivity at all Let
Γ =
(
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0
)
⇒ Γ? =
(
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0
)
Observe that Γ? is indefinite, hence Theorem 3.3 cannot be used. Furthermore:
QΓ(f) = − 14 · (a+ c) · (5a− c)
is indefinite either. Therefore, we have no hints on superadditivity in this case,
because we are not given any simple bound on the error of superadditivity.
We can be sure of it only in the case where we have some understanding on
the Gibbs measure, which we have only for small enough β. But there we have
a proof of the convergence of the free energy anyway, even with some estimate
of the speed of convergence.
The Volunteer Model Consider the model given by:
Γ :=
(
1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
)
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There we have:
QΓ(f) =
∑
s,t,s′,t′
f(s, s′)f(t, t′) · [γ(s, t)− Γ(s, t, s′, t′)]
=
∑
s′,t′
f(1, s′)f(1, t′)− f(1, 1)2 =
(∑
s′
f(1, s′)
)2
− f(1, 1)2
Then, applying (3.3) for f :
QΓ(f) =
(
a− a+c2
)2 − a2 = (a−c2 )2 − a2 = − (a+ c)(3a− c)4
This is only in some part of the [−1, 1]2 negative, in others it is positive. Hence
Theorem 3.2 cannot be applied at all. Note that in this case Γ? = Γ is positive
semidefinite. Still, by Theorem 3.3, we have superadditivity.
Toy Model Let Γ(s, t, s′, t′) = 1s=t=s′=t′ − 1s=t 6=s′=t′ :
Γ =
(
1 0 0 −1
0 0 0 0
0 0 0 0−1 0 0 1
)
⇒ Γ? =
(
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
)
Of course Γ? is indefinite, and again Theorem 3.3 fails to say anything about
this. On the other hand:
QΓ(f) =
∑
s
(∑
s′
f(s, s′)
)2
−
∑
s
f(s, s)2 +
∑
s
f(s,−s)2
=
(a− c)2
2
− a2 − c2 + (a+ c)
2
2
= 0.
This means that Q(f) vanishes on the given subspace! Therefore, the Theorem
gives additivity – up to the o(N) error. Of course we have seen that for this
model we can calculate the free energy directly, and observe the additivity in
a trivial way.
Observe that this special case indeed shows that our Theorem 3.2 can be
stronger than Theorem 3.3. And even if we combined the local partition
function method with our trick of considering only a subspace for the convexity,
in this case this would give the better result − 12 (a− c)2.
Of course this model is, as we have seen, a very simple model. But there are
also other Γ that exhibit additivity, as will be shown later in (8.1).
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3.2. Intriguing Aspects of this System
The proofs in the next part were not our first attempts at proving anything.
It is amazing how apt the proof of Talagrand in [15] circumvents the issues we
had with other proofs. For the standard SK model, getting the convergence
of the overlap is the most important step, after which a simple derivative by
β is enough to compare the free energy to the formula.
In contrast for the multivariate SK model it is not even clear how the derivative
of κ w.r.t. β should be computed, because the covariance of the Gaussian
field in the exponent of the fixed point equation depends on κ, therefore this
derivative is non-trivial.
The other strength of this model is the breadth of examples it can be applied
to, Chapter 2 was of course only a null set. This quiver can be used to find
interesting instances, e.g. in the last section we saw that the Theorem 3.2 can
be used for Potts-type spins only if we have two states; for three states it fails
at least without further ado.
There is one more thing: If the Parisi picture of the low temperature SK model
has any interpretation as clusters of spins interacting due to their state and on
multiple hierarchical levels, then this has to be a multivariate interaction, since
it bundles many independent interactions into a single one. Our study of the
compound model outlined in Section 2.3.4 was a first attempt to understand
this connection.
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Part II.
Further Generalizations and
Proofs
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4. The Model Revisited
In [18] we heuristically calculated the value of the free energy and some order
parameters and showed that those order parameters have unique solutions
for β small enough. Here, we give a rigorous proof for the conjecture on
the thermodynamic limit of the free energy in the high temperature regime
using the more standardizing methods presented in [15]. There, the famous
smart path method – or Guerra interpolation – is brought to the next level,
as there are used two of those: The first one replaces the usual β-derivative
by interpolating between the full system (1.2) and a non interacting one. The
second one decouples just a single spin creating a ‘cavity’ as in many parts of
[16] to compute the overlap – a pivotal quantity.
In order for this to work, it is important to have an estimate of the overlap
along every interpolation point in the first interpolation. Therefore, the idea
in Talagrand’s paper is to obtain estimates uniformly over a whole class of
Hamiltonians in which both interpolations live. He thus introduces parameters
aij that keep track of the fade out state of each interaction pair. This slightly
generalizes the original SK model in the direction of the diluted SK model,
but the full diluted SK model seems not to be amenable to this. At least
this is not mentioned by Talagrand and we will see in Section 4.3 why this
proof is too crude. This new method of Talagrand seems to be more powerful
than others, at least we were not able to prove our statements using previous
methodology.
Because of this generalization, we have to revisit most of our definitions. This
is what we will do in the beginning of this chapter. Then, after introducing the
class of Hamiltonians, we will restate the generalized and more exact versions
of the theorems in Section 1.3. After that, we will investigate what models can
be handled by the proofs we have here and show the self-averaging property
of the free energy.
Chapter 5 will cover the proofs of the theorems. It starts by stating the main
lemma and giving its proof. Then, Theorems 4.3 and 4.4 are derived from
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this. Since in our model (1.2) the interaction term gij(σi, σj) can be much
more complicated, the calculations in [15] carry over in principle, but are
somewhat more intricate. Finally, we give the first proofs on the asymptotic
independence.
Chapter 6 then gives the proofs on the TAP-equations. Interestingly enough
for that proof we again capitalize on the concept of a class of Hamiltonians.
This enables us to stay at fixed β whereas one usually has to cope with a
β− :=
√
N
N−1β.
Finally, in the end of this thesis, we will investigate how these methods can
be generalized for more general Gaussian random fields on infinite Σ and will
give the heuristics that lead to the Parisi formula.
4.1. Definitions of the SK Model with Dilutions
In the line of [15], we start by considering the slightly generalized Hamiltonian:
HA(σ) :=
∑
1≤i<j≤N
√
aij gij(σi, σj), (4.1)
where A = (aij)ij is a symmetric matrix with entries aij ≥ 0 and aii = 0 for
all i. We will call this a dilution matrix. The standard case is aij =
β2
N for
all i 6= j.
We adapted the term dilution matrix from the so-called Diluted SK model
(cf. [16, Chapter 6]), where A is a random matrix with Bernoulli variable
entries. This corresponds to a Bernoulli percolation on the complete graph –
one variant of the Erdo˝s-Re´nyi random graph.
Depending on the structure of A, different regimes will occur. In many inter-
esting cases A does not distinguish the sites. We formalize this notion in the
following
Definition 4.1. Let A be a dilution matrix. Then A is said to have symme-
try between sites if for all 1 ≤ i, j ≤ N , i 6= j, there exists a permutation
fij : {1, . . . , N} → {1, . . . , N} with the following three properties:
fij(i) = j, fij(j) = i, afij(k),fij(l) = ak,l ∀1 ≤ k, l ≤ N.
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Order parameters for the Dilution First, we have to revisit the self-con-
sistency equations for the order parameter because they will be a central in-
gredient in the definition of the model. Of course in this setting, depending
on A, Eµi(s)µi(s′) does not have to be the same for all i ≤ N . Hence, we now
consider κ = (κ1, . . . , κN ), a sequence of symmetric matrices
(
κi(s, s
′)
)
s,s′∈Σ
with κi(s, s
′) ∈ [0, 1] and ∑s,s′ κi(s, s′) = 1. As before, we set pii(s) :=∑
s′∈Σ κi(s, s
′), s ∈ Σ, and assume further that 0 Γ≺ κi for all i.
Now, as we saw heuristically in Section 1.2.3, the local field of σN is split
into a part YN (·) that depends on the disorder and Φκ(·) that captures the
fluctuation due to the Gibbs measure. Recall from (1.10) and (1.11) that both
are basically given by looking at
∑
s,s′
Γ(s, t, s′, t′) · 1
N
∑
j<N
µ
(N−1)
j (s)µ
(N−1)
j (s
′), t, t′ ∈ Σ.
This is approximated by Γκ(t, t
′) =
∑
s,s′ Γ(s, t, s
′, t′)κ(s, s′). Now looking
back at the original heuristical calculation one sees that the correct quantity
here is for any i ≤ N :
Γ(A,i)κ (t, t
′) :=
N∑
j=1
aijΓκj (t, t
′)
≈
∑
s,s′
Γ(s, t, s′, t′) ·
N∑
j=1
aijµ
(N−1)
j (s)µ
(N−1)
j (s
′)
and similarly:
Φ(A,i)κ (s) :=
N∑
j=1
aijΦκj (s).
Remark that in both previous displays the summand for j = i is zero since
aii = 0. We will use this tacitly all the time from now on.
Since we assume 0 Γ≺ κi for all i, both Γκi and Γ(A,i)κ are positive semidefinite
for all i ≤ N . Therefore, there is an i.i.d. sequence of Gaussian fields (Yi(s))s
with covariance matrix Γ
(A,i)
κ , i ≤ N . Then, the fixed point equations are
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given using the functions
Π(A,i)κ (s) :=
1
Z
(A,i)
κ
p(s) exp
[
Yi(s) + Φ
(A,i)
κ (s)
]
, (4.2)
Z(A,i)κ :=
∑
s∈Σ
p(s)eYi(s)+Φ
(A,i)
κ (s), (4.3)
Therefore, we get again:
Lemma 4.2. (a) Given A, Γ and p, the set of equations
κi(s, s
′) = EY Π(A,i)κ (s)Π(A,i)κ (s′), ∀s, s′ ∈ Σ, ∀i ≤ N (4.4)
does have a fixed point solution. For any solution κ, we have 0 Γ≺ κi for
all i ≤ N .
(b) There is a L < ∞, only depending on Γ, s.t. a unique solution exists if
the matrix norm ‖A‖1 < 1L is small enough.
Part (a) is again a consequence of Brouwer’s fixed-point theorem. Part (b) is
proved by the Banach fixed-point theorem – the appropriate Lipschitz constant
for the map κ 7→ (EΠ(A,i)κ (·)Π(A,i)κ (·))i≤N will be estimated in section 5.4.
Even without (b), all our error bounds will hold, if we pick and fix any of
the solutions that are already guaranteed to exist. Obviously, if we have
convergence, then the limits we will calculate cannot depend on the choice
we made by picking one of the solutions, and hence are independent of that
choice.
Fixed point equation for the augmented Hamiltonian Given A, Γ, and
p, we now fix any/the solution κ of the corresponding fixed point equation.
Then, also the laws of the Yi are fixed. We can rewrite the exponent in (4.2)
as:
Yi(s) + Φ
(A,i)
κ (s)
L
=
N∑
j=1
√
aijg
(j)
i (s) +
N∑
j=1,j 6=i
aijΦκj (s),
where the g
(j)
i is a Gaussian field with covariance matrix Γκj , independent
of the Yi(·). Hence, if we augment HA by a local field at all sites with this
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specific law:
HA,B(σ) = HA(σ) +
∑
i,j
√
bijg
(j)
i (σi) +
∑
i,j
bijΦκj (σi),
where B = (bij)i≤N is another dilution matrix, then the total local field at σi
becomes:
Yi(s) + Φ
(A,i)
κ (s) +
∑
j
√
bijg
(j)
i (s) +
∑
j
bijΦκj (s)
L
=
∑
j
√
aij + bijg
(j)
i (s) +
∑
j
(aij + bij)Φκj (s)
Hence, the corresponding fixed point equation is given using Π
(A+B,•)
κ .
Conversely, if A + B = A′+ B′, then both systems share the same solution of
the fixed point equation. Therefore, as long as the sum A + B stays constant,
κ stays constant, and hence the covariances Γκi stay constant, which allows
us to reuse the g
(j)
i . This is the crucial point behind the following definition
of a class of Hamiltonians.
On the other hand, all the calculations we will perform would in principle
carry through for any fixed Gaussian field g
(j)
i (·) with covariance matrix say
Γκˆj (·). However, for the final interpolation point at x = 0, we need to have
that the Hamiltonian at that point is precisely the exponent of the Π(·) in
the fixed point equation, so that terms of the form κˆj(t, t
′) − EΠj(t)Πj(t′)
vanish. Hence we need the class of Hamiltonians to contain HA as well as
those Hamiltonians with independent spins, but correct local fields.
The Model Given Γ, p and a dilution matrix C, we fix the corresponding
solutions κ for the fixed point equations. Let gij (1 ≤ i < j ≤ N) be i.i.d.
copies of a Gaussian field with covariance matrix Γ, and let further g
(j)
i (1 ≤
i, j ≤ N , i 6= j) be i.i.d. copies of Gaussian fields with covariance matrices
Γκj . We denote by E the expectation w.r.t. gij and g
(j)
i . Given the dilution
matrices A = (aij)i 6=j and B = (bij)i 6=j with A+B = C, we define for σ ∈ ΣN
the Hamiltonian
HA,B(σ) =
∑
i<j
√
aijgij(σi, σj) +
∑
i,j
√
bijg
(j)
i (σi) +
∑
i
Φ(B,i)κ (σi), (4.5)
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Then, H is the following class of Hamiltonians:
H = HN (C,Γ, p) :=
{
HA,B(σ) | aij + bij = cij ∀i, j ≤ N
}
. (4.6)
Now for all H ∈ H, we denote as before the Gibbs probability by PH(·),
the Gibbs expectation on any number of replicas by 〈 · 〉H , and the averaged
expectation by νH(·).
Further Definitions In the next section we will state convergence rates for
several important objects. They will be consequences of recursive applications
of the Main Lemma 5.1 and hence give rise to the following definitions, where
L0, cf. (5.7), is a constant depending only on Γ:
M := (mij)ij =
∞∑
k=0
(L0C)
k, b :=
(‖c•i‖2)i≤N =
√√√√ N∑
j=1
c2ji

i≤N
, and
(4.7)
w := Mb. (4.8)
Of course M is only finite if all eigenvalues of L0C have absolute value less
than 1. This is given if C is s.t. ‖C‖2 < 1L0 . The results below are hence only
useful at high enough temperature.
Interestingly enough, if C has symmetry between sites, then, given that
M exists, w is a constant vector as we will see in Section 4.3. For instance, in
the standard case cij =
β2
N , it is given asymptotically as:
w ∼ β
2
1− L0β2 · (
1√
N
, . . . , 1√
N
) (4.9)
as soon as β < 1√
L0
. That is for all β < β0 :=
1
4
√
K
.
Comparison with Talagrand’s Scheme Our layout of this scheme is slightly
different than Talagrand’s original one in [15]. This is due to the fact that in
the standard SK model the covariance matrices are obviously only real con-
stants. Hence we have g
(j)
i =
√
qjz
(j)
i , where z
(j)
i are i.i.d. standard Gaussians.
Then,
∑
j
√
bijg
(j)
i is a centered Gaussian with variance
∑
j bijqj , hence this
can be simplified in that case by use of a vector setting instead of the matrix
B.
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4.2. Results
Now fix Γ, p, and C, that is fix a class H. Then, we have for the free energy:
Theorem 4.3. For every H ∈ H:∣∣∣∣E log∑
σ
exp
(
H(σ)
)− pN ∣∣∣∣ ≤ L ·∑
i
w2i ,
where
pN := − 14
∑
i,j
cij
[
γ(pii, pij)− Γ?(κi;κj)
]
+
∑
i≤N
E log Trs eYi(s)+Φ
(C,i)
κ (s).
(4.10)
As both terms on the left hand side are approaching∞ as N →∞, this result
is useful if the upper bound is finite, i.e. ‖w‖2 has to be bounded. If cij = β
2
N ,
i 6= j, this holds due to (4.9). For other examples see Section 4.3.
As our most important result for the high temperature behavior, we obtain
convergence of the ‘overlap’:
Theorem 4.4. For any given numbers α1, . . . , αN ≥ 0 and any η,η′ ∈ ΣN ,
we have:
νH
[(∑
i≤N
αi
(
δi(ηi)− pii(ηi)
))2] ≤ 2∑
i
α2i + 2
(∑
i
αiwi
)2
and
νH
[(∑
i≤N
αi
(
δ1,2i (ηi, η
′
i)− κi(ηi, η′i)
))2] ≤ 2∑
i
α2i + 2
(∑
i
αiwi
)2
uniformly over all H ∈ H.
Here, the first terms on the right hand sides converge for αi ≡ N−a, as long as
a > 12 . The interesting case is αi ≡ 1N . Then, convergence means that ‖w‖1
has to be bounded, which is again true in the case (4.9).
We now turn our attention to two consequences of Theorem 4.4 regarding the
high temperature regime. They will be proved in Section 5.3
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Proposition 4.5. Let α1, . . . , αN ≥ 0. Fix any η ∈ ΣN . Then, we have for
any H ∈ H:∑
i<j
αiαjE
[ 〈 (
δi(ηi)− µi(ηi)
) · (δj(ηj)− µj(ηj)) 〉2H ] = L ·O2(α),
where by O2(α) we denote the right hand side of Theorem 4.4.
If C is constant off the diagonal, obviously, for αi ≡ 1N , this signifies decay of
correlations for say σ1 and σ2. Therefore, in that case we will see:
Theorem 4.6. Let C be constant everywhere but on the diagonal. Fix H ∈ H
and n ∈ N. Let P1···n(s1, . . . , sn) be the marginal distribution of the first n
spins under the Gibbs distribution 〈 · 〉H . Let µn := µ1 ⊗ · · · ⊗ µn be the
independent product of the first n marginals. Then, we have
E
[(|P1···n − µn|TV)2] ≤ LN + LN2
(∑
i
wi
)2
,
where | · |TV is the total variation and L depends on Γ and n only.
The last result is a generalization of Theorem 1.4.15 in [16]. We will see more
results on this asymptotic independence in Chapter 6, namely a kind of central
limit theorem and the TAP equations.
4.3. Conditions for Convergence
We now investigate under which circumstances the previous results are mean-
ingful. We first give two methods for evaluating whether there is convergence.
Then, we look at several examples of C and discuss them. This is all done
independently of the structure of the spins and their pair interactions. There-
fore, this will hold for all (Σ,Γ, p). Only by using L0 as defined in (5.7), we
will depend on Γ.
First, we rewrite the two main theorems for the most common cases. For every
H ∈ H we have the free energy formula:
1
N
∣∣∣∣E log∑
σ
exp
(
H(σ)
)− pN ∣∣∣∣ ≤ LN ·∑
i
w2i =
L
N · ‖w‖22 =: O1,
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As 1N pN is of order 1, this result is useful if the upper bound is o(1). Further-
more:
νH
[(
1
N
∑
i≤N
(
δ1,2i (s, s
′)− κi(s, s′)
))2] ≤ 2N + 2N2
(∑
i
wi
)2
= 2N + 2
(
‖w‖1
N
)2
=: O2.
Hence, in order to put things together, they are, respectively:
O1 = o(1) ⇐⇒ ‖w‖22 = o(N), O2 = o(1) ⇐⇒ ‖w‖1 = o(N).
Under what circumstances is this useful? First of all, M has to exist. This is
of course equivalent to the spectral radius of L0C being less than 1 or
ρ = ‖C‖2 < 1
L0
.
We will call this the high enough temperature constraint. But in order for
convergence in Theorems 4.3 and 4.4, we have to investigate further conditions.
We now give two kinds of conditions. First, most often, w can be calculated,
as we already stated. Second, in other circumstances, there are more general
conditions, as the ones in Talagrand’s original article [15]. Last, for the sake of
completeness, we show a slight generalization of Talagrand’s conditions when
considering the free energy convergence.
Direct computation of w In many interesting cases it is possible to compute
w directly. Indeed, if all eigenvalues of L0C are less than 1, then we have:
M =
∞∑
k=0
(L0C)
k = (I − L0C)−1
and hence if this inverse exists (i.e. C has ρ < 1L0 )
w = Mb ⇐⇒ b = (I − L0C) w (4.11)
This solution can be calculated for several cases.
Assume that all rows of C are permutations of the same vector. This is of
course the case when there is symmetry between sites, and therefore for the
standard cij =
β2
N as we will see in the examples.
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Under this assumption, b = b · (1, . . . , 1) is a constant vector and, because
(1, . . . , 1) is an eigenvector of C, the above system of equations is solved by
the constant vector w = w · (1, . . . , 1) where
w =
b
1− L0
∑
i c1i
. (4.12)
Then:
‖w‖22 = N · w2 and ‖w‖1 = N · w. (4.13)
Talagrand’s Conditions In his article, Talagrand assumes the following con-
ditions (c.f. [15, (1.8)–(1.10)]):
N∑
j=1
cij ≤ a, ∀1 ≤ i ≤ N (4.14)
cij ≤ bN , ∀1 ≤ i, j ≤ N. (4.15)
The first constraint focuses on high temperature and the second one on finite
connectivity, as Talagrand puts it. Given C, the optimal a is the matrix
norm ‖C‖1 = maxi
∑
j cij , the optimal bN is maxij cij . Then, under the
further assumption of high enough temperature, a ≤ 12L0 , he calculates the
convergence rates:
O1 ≤ L · abN ≤ bN , O2 ≤ 2L · abN ≤ 2bN
Norm Conditions for the free energy formula Observe that, since ‖ · ‖2 is
a sub-additive matrix norm and because ‖C‖2 < 1L0 , elementary calculations
yield:
‖w‖22 ≤ ‖M‖22 · ‖b‖22 ≤
( ∞∑
k=1
‖L0C‖k2
)2
· ‖b‖22 =
1
(1− L0‖C‖2)2 · ‖C‖
2
F ,
(4.16)
where ‖C‖F =
√∑
i,j c
2
ij is the Frobenius or Hilbert-Schmidt norm. There-
fore, for the free energy, this reduces to the condition
‖C‖F = o(1).
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Recall that ‖ · ‖F ≤
√
k‖ · ‖2 ≤
√
N‖ · ‖2, where k is the rank of the matrix.
For the LN convergence this is no improvement on Talagrand’s bounds above.
4.3.1. Examples on Graphs
The most natural examples are those where all the non-vanishing entries of
the dilution matrix C are the same value cN , which reduces the structure to
graphs. Hence, consider a simple graph GN with N vertices and denote its set
of edges by EN . Let A be the adjacency matrix and d the vector of degrees,
that is d = (1, . . . , 1)A, and denote the maximal degree by ∆N := ‖d‖∞.
Then we set the dilution matrix
C := cN ·A,
where cN > 0 is some constant depending on the number of vertices N .
First, we calculate some of the matrix norms:
‖C‖1 = max
i
∑
j
cij = cN∆N , ‖C‖2F = c2N
∑
ij
aij = 2c
2
N · |EN |.
The spectral radius ‖A‖2 of a graph is a well investigated quantity that heavily
depends on the structure of the graph. Therefore, we will only investigate it
in the examples. Generally, we can simply bound it by ‖A‖1 which yields the
bound of Talagrand. Now, for b we have:
bi =
√√√√ N∑
j=1
c2ij = cN ·
√
di, ‖b‖1 = cN ·
∑
i
√
di,
‖b‖22 = c2N ·
∑
i
di = c
2
N · |EN |.
The direct approach (4.11) gives something similar to Laplace’s equation on
the graph:
cN
√
di = wi − L0cN
∑
j∼i
wj ∀i ≤ N
Talagrand’s conditions assume that cN∆N <
1
2L0
and infer b = c2N∆N =
O(cN ) as the rates of convergence.
Now, we show some examples of graphs and investigate the convergence on
them.
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Regular graphs For a d-regular graph (i.e. di = d constant for all i), it is
known that the spectral radius ρ(GN ) = d. Hence M exists, if cN <
1
L0d
.
Furthermore, we can calculate w directly. Indeed, here A has exactly d ones
on every row and (4.12) gives:
w =
cN
√
d
1− L0cNd , ‖w‖
2
2 = w
2N = O(Nc2Nd) = O(NcN ), (4.17)
‖w‖1 = wN = O(NcN
√
d) = O(N
√
cN ).
For convergence, this has to be o(N) which implies cN = o(1).
If we compare this with (4.16), we have ‖C‖2 = cN · ρ(A) = cN d which has
to be bounded away from 1/L0 and again gives the constraint on β. For the
second term, we have:
‖C‖2F = c2N
∑
ij
aij = c
2
N · dN ≤ c2N N ∆N ≤ O(cN N)
which, again, has to be o(N), and hence cN = o(1).
Complete Graph This is the case we have in the standard SK model:
cij =
β2
N
, i 6= j
Because the complete graph is regular with degree N − 1, the spectral radius
is N − 1. Hence, we have convergence if β2 < β0 := 1L0 . Of course we also
have:
‖C‖1 = β2N − 1
N
Therefore, this is the same in this case.
For the convergence rates we obtain:
O1 = L · ‖w‖22 = O(1), O2 = L · ‖w‖1 = O(
√
N)
Bounded Degree Assume that there is a fixed ∆ ∈ N, s.t. all the graphs in
the sequence have maximal degree less or equal than ∆. Then, it is known
and easy to see that if the all the graphs in the sequence have a uniformly
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bounded degree ∆ – e.g. a sequence of finite subgraphs of Zd as in the Edwards-
Anderson model –, then the spectral radii are bound by this ∆. But since –
at least if we assume that we have not a vast majority of not connected points
– the number of edges should be at least the number of vertices, this implies
that for convergence we need to have cN = o(1), because |EN | ≤ ∆N and this
is the only necessary condition in bounded degree graphs.
Now, in the diluted SK model, all vertices have a bounded expected degree.
Therefore, these calculations are too crude to handle it.
The Star An interesting case with varying degrees is the N − 1 star which is
a tree where all non-root vertices are attached to the root only. Then, all non-
root vertices have degree 1 and the root has degree N − 1. We set cN = β
2
√
N
.
For w we have the following system of equations:
cN
√
N − 1 = w1 − L0cN
N∑
j=2
wj ,
cN = wj − L0cNw1, ∀j > 1.
This implies, setting h := cN
√
N − 1:
w1 =
h+ L0c
2
N (N − 1)
1− (L0cN )2(N − 1) =
h+ L0h
2
1− (L0h)2 ,
wj = cN (1 + L0w1), j > 1
‖w‖1 = w1 + (N − 1) · cn · (1 + L0w1),
‖w‖22 = w21 + (N − 1) · c2N · (1 + L0w1)2
Since the spectral radius of the star is readily seen to be
√
N − 1, for the
existence of M we first of all need h < 1L0 , which means cN =
β2√
N
with
β < 1√
L0
. Then, we also have w1 ≤ Lh which gives us:
O1 ≤ Lh+ L
√
N(1 + Lh) = O(
√
N), O2 ≤ (Lh)2 + β2(1 + Lh)2 = O(1).
Observe that ‖C‖1 = cN (N − 1) ≤ β2
√
N is not bounded and in Talagrand’s
conditions this would not even be high temperature.
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4.3.2. Non-constant Examples
Hierarchical Example We can divide the N spins into M subsets and let the
interaction be c1/N inside a block and c0/N in between two blocks. If we set
N0 = N and N1 = N0/M , then this has the following form (here of course for
M = 3):
C =

0 c1 c1
c1 0 c1
c1 c1 0
c0 c0
c0
0 c1 c1
c1 0 c1
c1 c1 0
c0
c0 c0
0 c1 c1
c1 0 c1
c1 c1 0

First, we look at the condition ‖C‖2 ≤ 1L0 . Therefore, we begin by bounding:
‖C‖2 ≤ ‖C‖1 = c0N0 + (c1 − c0)N1
Hence, if c0 =
β20
N and c1 =
β21
N , we get the condition:
β20 +
β21 − β20
M
<
1
L0
Now, the interesting case is β0 6= β1. First, if β20 < 1L0 , our condition reduces
to:
β21 < β
2
0 +M(
1
L0
− β20)
Hence, if we have say β20 =
1
2L0
, then M exists for all β21 <
1
2L0
(1 +M). This
means that if we divide the system into M = 2 blocks, we can overcompensate.
That is, inside the block we have 1L0 < β
2
1 <
3
2
1
L0
. And we can obtain any β1
if M is big enough!
On the other hand, if inside the blocks the spins are less interacting than
outside and β20 >
1
L0
, then:
M(β20 − 1L0 ) < β20 − β21
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This is only possible if β21 <
1
L0
. Here, a very interesting case is β1 = 0, that
is, inside the boxes there is no direct interaction, only with the other boxes
there is a direct interaction. This implies β20 <
1
L0
· (1 + 1M−1 ), which means
for M = 2, we can still have double the critical β in the outside interaction.
Of course we have symmetry of spins and can calculate w by (4.12):
w =
√
c20N0 + (c
2
1 − c20)N1
1− L0
(
c0N0 + (c1 − c0)N1
) = L√
N
√
β40 +
β41−β40
M
This, again, yields O1 = O(1) and O2 = O(
√
N). Hence in the above cases,
we indeed have convergence.
Two Sets of Spins In the example with the star we saw that interesting
things can happen when symmetry of spins fails. Now, we dive into a gener-
alization of that.
Assume three numbers aN , bN , cN > 0 and consider the matrix of the form:
C =

0 aN aN
aN 0 aN
aN aN 0
cN
cN
0 bN bN bN bN
bN 0 bN bN bN
bN bN 0 bN bN
bN bN bN 0 bN
bN bN bN bN 0

That is, the first M spins have interaction aN with each other, the last N−M
spins have interaction bN and the interaction between spins of the first and
second group are cN .
Then, the star was the example with M = 1, aN = bN = 0 and cN = β
2/
√
N .
Another interesting example is the macroscopic pair: M = 2, aN = β
2, bN =
cN = β
2/N .
As with the star, we can assume that w is constantly w on the first M indices
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and constantly w′ on the last N −M . This gives the system of equations:√
M¯a2N + N¯c
2
N = w − L0aNM¯w − L0cN N¯w′,√
M¯c2N + N¯b
2
N = w
′ − L0cNM¯w − L0bN N¯w′
with M¯ := M − 1 and N¯ := N −M + 1. By Cramer’s rule, this gives the
solution:
w = 1D ·
(√
M¯a2N + N¯c
2
N · (1− L0bN N¯) +
√
M¯c2N + N¯b
2
N · L0cN N¯)
)
,
w′ = 1D ·
(√
M¯c2N + N¯b
2
N · (1− L0aNM¯) +
√
M¯a2N + N¯c
2
N · L0cNM¯)
)
D = (1− L0aNM¯) · (1− L0bN N¯) + (L0cN )2M¯N¯
if D 6= 0, that is, when aN < 1L0M and bN < 1L0(N−M+1) , which gives the high
enough temperature condition. Then, we have:
‖w‖1 ≤ L
√
1
M +Nc
2
N ·M (1 +NcN ) + L
√
1
N +Mc
2
N ·N (1 +NcN )
= L
(
M
√
1
M +Nc
2
N +N
√
1
N +Mc
2
N
) · (1 +NcN ),
‖w‖22 ≤ L( 1M +Nc2N ) ·M (1 +N2c2N ) + L( 1N +Mc2N ) ·N (1 +N2c2N )
= 2L
(
1 +MNc2N
) · (1 +N2c2N ).
Hence, this gives us many possibilities:
M aN bN cN ‖w‖22 ‖w‖1 Description
finite β
2
M const.
β2
N
β2
Nε+1/2
N1−2ε N1−ε Macroscopic inter-
action by the first
M spins, ε > 0
Nα β
2
M =
β2
Nα
β2
N
β2
Nε+1+α/2
N1−2ε N1/2 M = o(N),
α ∈ (0, 1), ε > 0
αN β
2
M =
β2
αN
β2
N
β2
Nε+3/4
N1−4ε N3/4 M is a fraction of
spins, α ∈ (0, 1),
ε ∈ (0, 1/2)
Actually, in the last example for ε < 14 , one has ‖w‖1 = o(
√
N). Remarkably,
in the above examples, w exists for all cN – given that aN <
1
L0M
and bN <
1
L0N
. That is, even for ε < 0, although then the convergences do not hold!
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4.4. Self-Averaging of the Free Energy
For the sake of completeness, we here repeat the result from [18] that the free
energy 1N logZN converges to its expectation if it exists. The existence of the
expected free energy was proved only in some cases, c.f. Chapter 3.
First, we recall without proof the well-known concentration of measure for
Gaussian fields. This is Theorem 1.3.3 in [16].
Proposition 4.7. Let g = (g1, . . . , gn) be i.i.d. standard normal random vari-
ables. Let F : Rn → R be Lipschitz with constant L:
|F (x)− F (y)| ≤ L‖x− y‖2.
Then, for all u > 0:
P
(
|F (g)− EF (g)| > u
)
≤ 2 exp
[−u2
4L2
]
(4.18)
The following results were developed in [18]. Here, we give the generalization
in the dilution setting.
Lemma 4.8. Let t ≥ 0 and C s.t. the matrix-norm ‖C‖1 = o(
√
N). Then,
there exists L <∞ dependent only on Γ, s.t.:
P
(∣∣ 1
N logZN − 1NE logZN
∣∣ > t) ≤ 2 exp(− t2N
L‖C‖21
)
.
Proof. Since Γ is positive semidefinite, there is a |Σ2| × |Σ2|-matrix A such
that:
Γ = ATA.
Let zij , i < j ≤ N , be an i.i.d. sequence of Gaussian random fields on Σ2 with
independent entries. Hence, we can represent
gij(s, t) =
∑
s′,t′
a(s, t, s′, t′)zij(s′, t′).
Consider:
z =
(
zij(sij , tij)
)
i<j,sij ,tij
, a(σ) :=
(√
cij a(σi, σj , sij , tij)
)
i<j,sij ,tij
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Then:∑
i<j
√
cij gij(σi, σj) =
∑
i<j
∑
s′ij ,t
′
ij
a(σi, σj , s
′
ij , t
′
ij)zij(s
′
ij , t
′
ij) = a(σ) · z
Now, due to our assumptions on C, here we have that:
CN := ‖a(σ)‖2 =
√ ∑
i<j,sij ,tij
cija(σi, σj , sij , tij)
2 ≤ |Σ| ·
√∑
i<j
cij · ‖A‖∞
≤ |Σ| ·
√
N‖C‖1 · ‖A‖∞
Then, we have
1
N log Trσ e
a(σ)·z′ ≤ 1N log Trσ ea(σ)·z+CN‖z
′−z‖2
= 1N log Trσ e
a(σ)·z + CNN ‖z′ − z‖2
Therefore, z 7→ 1N logZN is Lipschitz continuous with constant CNN ≤ L‖C‖1√N .
Then, concentration of measure in Proposition 4.7 gives:
P
(∣∣ 1
N logZN − 1NE logZN
∣∣ > t) ≤ 2 exp(− t2N
2L2‖C‖21
)
Corollary 4.9. The free energy 1N logZN is self-averaging, that is:
1
N logZN −−−−→N→∞ limN→∞
1
NE logZN
in probability if ‖C‖1 = o(
√
N).
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5.1. Main Lemma
Fix Γ, p, C, and κ. Both Theorems 4.3 and 4.4 are consequences of the same
calculation. The main ingredient for our proofs is Lemma 5.1. In order to state
it, we have to introduce the following notations. First, we will use the following
suprema that are obviously linked to the left hand sides of Theorem 4.4, where
s, s′ ∈ Σ and α = (α1, . . . , αN ) ∈ RN≥0:
U(α; s) := sup
H∈H
√
νH
{(∑
i
αi[δi(s)− pii(s)]
)2}
V (α; s, s′) := sup
H∈H
√
νH
{(∑
i
αi[δ
1,2
i (s, s
′)− κi(s, s′)]
)2}
U(α) := max
η∈ΣN
sup
H∈H
√
νH
{(∑
i
αi[δi(ηi)− pii(ηi)]
)2}
V (α) := max
η,η′∈ΣN
sup
H∈H
√
νH
{(∑
i
αi[δ
1,2
i (ηi, η
′
i)− κi(ηi, η′i)]
)2}
Trivially, U(α; s) ≤ U(α) and V (α; s, s′) ≤ V (α) for all s, s′ ∈ Σ. For any
fixed α = (α1, . . . , αN ) ∈ RN≥0, we will set for all σ,σ1,σ2,η,η′ ∈ ΣN and for
all i ≤ N :
Fi(η;σ) :=
(
δi(ηi)− pii(ηi)
) · N∑
j=1
αj
(
δj(ηj)− pij(ηj)
)
, (5.1)
Gi(η,η
′;σ1,σ2) :=
(
δ1,2i (ηi, η
′
i)− κi(ηi, η′i)
)
·
N∑
j=1
αj
(
δ1,2j (ηj , η
′
j)− κj(ηj , η′j)
)
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The use of Fi and Gi for our proofs becomes clearer after making the following
observation:
N∑
i=1
αiFi(η;σ) =
N∑
i=1
αi
(
δi(ηi)− pii(ηi)
) · N∑
j=1
αj
(
δj(ηj)− pij(ηj)
)
=
( N∑
i=1
αi
(
δi(ηi)− pii(ηi)
))2
.
This should motivate our main lemma:
Lemma 5.1 (Main Lemma). Let H = HA,B ∈ H. The following estimates
hold for all α = (α1, . . . , αN ) ∈ RN≥0 and for all η,η′ ∈ ΣN :∣∣∣∣νH[Fi(η;σ)]∣∣∣∣ ≤ αi + 2 ·K · U(α) · (U(a•i) + V (a•i)),∣∣∣∣νH[Gi(η,η′;σ1,σ2)]∣∣∣∣ ≤ αi + 8 ·K · V (α) · (U(a•i) + V (a•i)),
where K :=
∑
s,t,s′,t′∈Σ |Γ(s, t, s′, t′)| and a•i is the i-th row of A given by
H = HA,B.
This lemma is proved using the smart path method by fading in the interaction
with the i-th spin in the Hamiltonian H.
5.1.1. Proof of Lemma 5.1
We will define as usual a smart path (Hx)x∈[0,1] ⊂ H to decouple the last spin
from the others, and then use for functions of ϕ(x) = Φ(Hx):
ϕ(1) = ϕ(0) +
∫ 1
0
ϕ′(x) dx ≤ ϕ(0) + sup
x
ϕ′(x) dx.
In order to handle the derivative, we will apply integration by parts and rewrite
the result. Finally, Cauchy-Schwarz will bring the desired formula.
Fix η,η′ ∈ ΣN and H = HA,B ∈ H. In order to get hold of U and V , we have
to fade in all interaction with a spin, say the N -th. Therefore, we will write
F (σ) := FN (η;σ), G(σ,σ
′) := GN (η,η′;σ,σ′).
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We will further lighten our notation by writing:
Φ(i)(s) := Φκi(s), Γ
(i)(s, s′) := Γκi(s, s
′), γ(i)(s) := Γ(i)(s, s).
We have to stay in H, so we just give aij(x), bij(x), x ∈ [0, 1]:
aij(x) :=
{
aij i < j < N
xaij i < j = N
, (5.2)
bij(x) := bij +
{
(1− x)aij i = N or j = N
0 i, j < N
and let Hx := HA(x),B(x) and νx(·) := νHx(·). Now, consider:
ϕN (x) := νx[F (σ)] = νx[FN (η;σ)],
ψN (x) := νx[G(σ,σ
′)] = νx[GN (η,η′;σ,σ′)].
Here, the index N indicates that we use FN and GN and fade out interaction
with σN . It is clear that:
ϕ(0) = αNν0
[(
δN (ηN )− piN (ηN )
)2]
+ ν0
[(
δN (ηN )− piN (ηN )
)∑
i<N
αi
(
δi(ηi)− pii(ηi)
)]
ψ(0) = αNν0
[(
δ1,2N (ηN , η
′
N )− κN (ηN , η′N )
)2]
+ ν0
[(
δ1,2N (ηN , η
′
N )− κN (ηN , η′N )
)∑
i<N
αi
(
δ1,2i (ηi, η
′
i)− κi(ηi, η′i)
)]
In both cases the second summand vanishes. Indeed according to (5.2), the last
spin is decoupled from the others. For ψ(0), clearly κN fulfills the fixed point
equation (4.4) in this case. For ϕ(0) one sees that the fixed point equation for
κN also implies:
piN (ηN ) =
∑
s
κN (ηN , s) =
∑
s
ν0[δ
1,2
N (ηN , s)] = ν0[δN (ηN )]
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Differentiation and Integration by Parts First, we calculate the derivative
of ϕ(x). By elementary calculus and the definition of replicas and Gibbs
probability, we have:
ϕ′N (x) = ETrσ F (σ)
eHx(σ) ·H ′x(σ) · Z − eHx(σ) · Z ′
Z2
= ETrσ1,σ2 F (σ1) ·
(
H ′x(σ
1)−H ′x(σ2)
) · eHx(σ1)+Hx(σ2)
Z2
= νx
[
F (σ1) · (H ′x(σ1)−H ′x(σ2))]
Observe the introduction of a replica. The Hamiltonian differentiates w.r.t. x
as follows:
H ′x(σ) =
1
2
√
x
∑
i<N
√
aiNgiN (σi, σN )
−
∑
i<N
aiN
(
1
2
√
biN (x)
g
(N)
i (σi) +
1
2
√
biN (x)
g
(i)
N (σN ) + Φ
(N)(σi) + Φ
(i)(σN )
)
Now, we use integration by parts
νx[F (σ) · giN (σi, σN )] =
∑(
EggiN (σi, σN )
) · E∂ 〈 F (σ) 〉
∂g
=
∑(
EggiN (σi, σN )
) · E ∂
∂g
Trσ F (σ)
eH(σ)
ZN
,
where the sums are over all Gaussians g that appear in the expression. For-
tunately, F (σ) does not depend on any Gaussians. Therefore, we only have
the giN (σi, σN ) in the numerator and the giN (σ
′
i, σ
′
N ) in the denominator of
the Gibbs probability. Thus we have:
νx[F (σ) · giN (σi, σN )]
=
√
xaiN νx
[
F (σ1) · (EgiN (σi, σN )2 − EgiN (σi, σN )giN (σ′i, σ′N ))]
=
√
xaiN νx
[
F (σ1) · (γ(σi, σN )− Γ?(σi, σN ;σ′i, σ′N ))]
The minus of the second summand is due to the fact that this second replica
stems from the sum in the denominator, i.e. has power −1. In cases where
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the expression consists of n replicas, the replica ascending from the denomi-
nator has power −n, as we will see in what follows. Now, we substitute this
calculation in the following expression:
1
2
√
x
νx
[
F (σ1) ·
∑
i
√
aijgiN (σ
1
i , σ
1
N )
]
(5.3)
= 12
∑
i
aiNνx
[
F (σ1) · (γ(σ1i , σ1N )− Γ(σ1i , σ1N , σ2i , σ2N ))]
= 12
∑
i
aiNνx
[
F (σ1) · (γ(σ1i , σ1N ) + Γ(σ1i , σ1N , σ2i , σ2N )) (5.4)
− 2Γ(σ1i , σ1N , σ3i , σ3N )
)]
The reason for introducing the last equality will become clear in a moment.
It holds because of symmetry of replicas which are not used in the rest of the
expression. Proceeding by the same integration by parts as above, we obtain
for the following expression:
1
2
√
x
νx
[
F (σ1) ·
∑
i
√
aiNgiN (σ
2
i , σ
2
N )
]
= 12
∑
i
aiNνx
[
F (σ1) · (γ(σ2i , σ2N ) + Γ(σ2i , σ2N , σ1i , σ1N ))
− 2Γ(σ2i , σ2N , σ3i , σ3N )
)]
Observe that in the expression on the left hand side we have already two
replicas involved. Therefore, there are three Gaussians in this expression that
are not independent of giN : Two in the numerator of the Gibbs probability,
giving the first two summands, and one in the square of the denominator,
giving the third summand with the factor −2. We inserted the additional
terms in (5.3) to make it similar to this one here.
Similar calculations are performed for the Gaussians g
(N)
i and g
(i)
N . Hence, we
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now get for the derivative of ϕ(x):
ϕ′N (x) = νx
[
F (σ1)
{
H ′x(σ
1)−H ′x(σ2)
}]
= 12νx
[
F (σ1)
∑
i<N
aiN
{
γ(σ1i , σ
1
N )− γ(σ2i , σ2N )
− 2Γ(σ1i , σ1N , σ3i , σ3N ) + 2Γ(σ2i , σ2N , σ3i , σ3N )
+ Γ(σ1i , σ
1
N , σ
2
i , σ
2
N )− Γ(σ1i , σ1N , σ2i , σ2N )
−
[
γ(N)(σ1i )− γ(N)(σ2i )− 2Γ(N)(σ1i , σ3i ) + 2Γ(N)(σ2i , σ3i )
+ γ(i)(σ1N )− γ(i)(σ2N )− 2Γ(i)(σ1N , σ3N ) + 2Γ(i)(σ2N , σ3N )
+ 2Φ(i)(σ1N ) + 2Φ
(N)(σ1i )− 2Φ(i)(σ2N )− 2Φ(N)(σ2i )
]}]
By collecting terms, this becomes
ϕ′N (x) =
1
2νx
[
F (σ1)
(
v(1)− v(2)− 2v(1, 2) + 2v(2, 3))],
where we use the notation for l 6= l′:
v(l) :=
∑
i<N
aiN
[
γ(σli, σ
l
N )− γ(σli, piN )− γ(σlN , pii)
]
,
v(l, l′) :=
∑
i<N
aiN
[
Γ(σli, σ
l
N , σ
l′
i , σ
l′
N )− Γ(N)(σli, σl
′
i )− Γ(i)(σlN , σl
′
N )
]
Note that the γ(•)(s) = Γ?(s, s;κ•) in the differentiation were converted by
the Φ(•) terms to γ(s, pi•) =
∑
t γ(s, pi•(t)).
Now, for ψN we again obtain by simple calculus:
ψ′N (x) = νx
[
G(σ1,σ2)
{
H ′x(σ
1) +H ′x(σ
2)− 2H ′x(σ3)
}]
We handle this once more using integration by parts. Of course, since we
already have here three replicas, this will introduce a fourth one with the
appropriate factor. We spare the reader the details of the derivation, since it
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is straightforward:
ψ′N (x) =
1
2νx
[
G(σ1,σ2)
∑
i<N
aiN
{
γ(σ1i , σ
1
N ) + γ(σ
2
i , σ
2
N )− 2γ(σ3i , σ3N )
+ γ(N)(σ1i ) + γ
(N)(σ2i )− 2γ(N)(σ3i ) + γ(i)(σ1N ) + γ(i)(σ2N )− 2γ(i)(σ3N )
+ 2Φ(i)(σ1N ) + 2Φ
(N)(σ1i ) + 2Φ
(i)(σ2N ) + 2Φ
(N)(σ2i )
− 4Φ(i)(σ3N )− 4Φ(N)(σ3i )
}]
+ 12νx
[
G(σ1,σ2) · {2v(1, 2)− v(1, 3)− v(2, 3)
− 3v(1, 4)− 3v(2, 4) + 6v(3, 4)}]
Again, by collecting terms and using symmetry between replicas, we obtain:
ψ′N (x) =
1
2νx
[
G(σ1,σ2)
(
v(1) + v(2)− 2v(3)
+ 2v(1, 2)− 4v(1, 3)− 4v(2, 3) + 6v(3, 4)
)]
Reordering of terms Now that we know the derivatives of ϕN and ψN , we
will rewrite them slightly. Observe that we can state v(l, l′) for l 6= l′ as:
v(l, l′) =
∑
i<N
aiN
∑
s,t,s′,t′
Γ(s, t, s,′ t′) ·
[(
δl,l
′
i (s, s
′)− κi(s, s′)
)
· (δl,l′N (t, t′)− κN (t, t′))− κi(s, s′)κN (t, t′)]
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The last summand does not depend on σl and cancels if we e.g. have something
like v(1, 2)− v(2, 3) . Therefore, if we write for l 6= l′:
v¯(l) :=
∑
i<N
aiN
∑
s,t
γ(s, t)
[(
δli(s)− pii(s)
) · (δlN (t)− piN (t))]
v¯(l, l′) :=
∑
i<N
aiN
∑
s,t,s′,t′
Γ(s, t, s,′ t′)
[(
δl,l
′
i (s, s
′)− κi(s, s′)
)
(
δl,l
′
N (t, t
′)− κN (t, t′)
)]
,
because all v(·) are balanced out, we obtain:
ϕ′N (x) =
1
2νx
[
F (σ1)
(
v¯(1)− v¯(2)− 2v¯(1, 2) + 2v¯(2, 3)
)]
,
ψ′N (x) =
1
2νx
[
G(σ1,σ2)
(
v¯(1) + v¯(2)− 2v¯(3)
+ 2v¯(1, 2)− 4v¯(1, 3)− 4v¯(2, 3) + 6v¯(3, 4)
)]
.
Use the following notation for l 6= l′:
F (l, l′) := 12νx
[
F (σ1) · v¯(l, l′)], F (l) := 12νx[F (σ1) · v¯(l)],
G(l, l′) := 12νx
[
G(σ1,σ2) · v¯(l, l′)], G(l) := 12νx[G(σ1,σ2) · v¯(l)].
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Expanding this definition, we have for l 6= l′:
F (l, l′) = 12
∑
s,t,s′,t′
Γ(s, t, s′, t′) νx
[
(5.5)
· (δ1N (ηN )− piN (ηN ))∑
i≤N
αi
(
δ1i (ηi)− pii(ηi)
)
· (δl,l′N (t, t′)− κN (t, t′))∑
i<N
aiN
(
δl,l
′
i (s, s
′)− κi(s, s′)
)]
,
G(l, l′) = 12
∑
s,t,s′,t′
Γ(s, t, s′, t′) νx
[
(
δ1,2N (ηN , η
′
N )− κN (ηN , η′N )
)∑
i≤N
αi
(
δ1,2i (ηi, η
′
i)− κi(ηi, η′i)
)
· (δl,l′N (t, t′)− κN (t, t′))∑
i<N
aiN
(
δl,l
′
i (s, s
′)− κi(s, s′)
)]
.
In both expressions, we have the product of two Fi and Gi type expressions,
respectively, in the big brackets. We will use the Cauchy-Schwarz inequality
for this product.
Cauchy-Schwarz Obviously, |δlN (ηi) − piN (ηi)| ≤ 1 and the same also holds
for the first factors in G(l, l′), F (l) and G(l). Thus, using
∑ |Γ(s, t, s′, t′)| ≤ K
and Cauchy-Schwarz inequality, we have for all l 6= l′:
|F (l)| ≤ 1
2
∑
s,t
γ(s, t) · U(α)U(a•N ; s) ≤ K2 U(α) · U(a•N ),
|F (l, l′)| ≤ 1
2
∑
s,t,s′,t′
|Γ(s, t, s′, t′)| · U(α)V (a•N ; s, s′) ≤ K2 U(α) · V (a•N ),
|G(l)| ≤ 1
2
∑
s,t
γ(s, t) · V (α)U(a•N ; s) ≤ K2 V (α) · U(a•N ),
|G(l, l′)| ≤ 1
2
∑
s,t,s′,t′
|Γ(s, t, s′, t′)| · V (α)V (a•N ; s, s′) ≤ K2 V (α) · V (a•N ),
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Substituting this into the formula for the derivatives, they become:
|ϕ′N (x)| ≤ K2 U(α)
[
2U(a•N ) + 4V (a•N )
]
≤ 2 ·K · U(α) ·
(
U(a•N ) + V (a•N )
)
,
|ψ′N (x)| ≤ K2 U(α)
[
4U(a•N ) + 16V (a•N )
]
≤ 8 ·K · V (α) ·
(
U(a•N ) + V (a•N )
)
.
Summarizing things up, we obtain:
|ϕN (1)| ≤ αN + 2 ·K · U(α) ·
(
U(a•N ) + V (a•N )
)
,
|ψN (1)| ≤ αN + 8 ·K · V (α) ·
(
U(a•N ) + V (a•N )
)
.
This proves Lemma 5.1. 
5.2. Proofs of Theorems 4.3 and 4.4
We have to investigate the bounds given in the Main Lemma 5.1. Nicely
enough, the Main Lemma can be used on itself again and again recursively.
Indeed,
U(α)2 = sup
H,η
∑
i
αiνH
[
Fi(η;σ)
]
V (α)2 = sup
H,η,η′
∑
i
αiνH
[
Gi(η,η
′;σ1,σ2)
]
.
Setting
vi :=
1
2
(
supU(β) + supV (β)
)
, ∀i ≤ N,
82
5.2. Proofs of Theorems 4.3 and 4.4
where the suprema are over all sequences β s.t. 0 ≤ βj ≤ cij , Lemma 5.1 gives:
U(α)2 ≤
∑
i
α2i + 4K · U(α)
∑
i
αivi
V (α)2 ≤
∑
i
α2i + 16 ·K · V (α)
∑
i
αivi
since the right hand sides do not depend on η or η′. Using the fact that
x2 ≤ Ax+B implies x ≤ A+√B we get the uniform inequality:
max{U(α), V (α)} ≤
√∑
i
α2i + 16 ·K ·
∑
i
αivi. (5.6)
Now we apply this recursively on the vi:
Corollary 5.2. We have for all i ≤ N :
vi ≤ wi,
where w = (w1, . . . , wN ) has been defined in (4.8).
Proof. We apply (5.6) for all rows c•,i, i ≤ N , of C. Let v be the vector with
components vi and set:
L0 := 16 ·K = 16
∑
s,t,s′,t′
|Γ(s, t, s′, t′)| (5.7)
Then, since U and V are non-negative, (5.6) gives v ≤ b + L0 ·C · v, where
the inequality is componentwise. Recall that bi = ‖c•,i‖2. Then, we get
recursively:
v ≤ b + L0Cv ≤ b + L0Cb + (L0C)2v
≤ b + L0Cb + (L0C)2b + (L0C)3v
≤
( ∞∑
i=0
(L0C)
i
)
· b = M · b = w.
Proof of Theorem 4.4. Just apply the previous corollary on (5.6).
Another consequence of the above calculation is the following:
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Lemma 5.3. For each i ≤ N we have uniformly over all H ∈ H and all
s, t, s′, t′ ∈ Σ: ∣∣νH[(δi(s)− pii(s))∑
j
aij
(
δj(t)− pij(t)
)]∣∣ ≤ Lw2i
∣∣νH[(δ1,2i (s, s′)− κi(s, s′))∑
j
aij
(
δ1,2j (t, t
′)− κj(t, t′)
)]∣∣ ≤ Lw2i
Proof. Fix i ≤ N and H ∈ H. We set ηi := s, η′i := s′ and for j 6= i let ηj := t,
η′j := t
′. Then, we use the above calculations for αj := aij to obtain:(
δi(s)− pii(s)
)∑
j
aij
(
δj(t)− pij(t)
)
= Fi(η;σ),
(
δ1,2i (s, s
′)− κi(s, s′)
)∑
j
aij
(
δ1,2j (t, t
′)− κj(t, t′)
)
= Gi(η,η
′;σ,σ′)
Observe that the terms with j = i vanish since αi = aii = 0. Therefore, we
can apply the Main Lemma 5.1 to bound the right hand sides above:∣∣∣∣νH[Fi(η;σ)]∣∣∣∣ ≤ 2 ·K · U(a•i) · (U(a•i) + V (a•i)) ≤ 4Kw2i ,∣∣∣∣νH[Gi(η,η′;σ1,σ2)]∣∣∣∣ ≤ 8 ·K · V (a•i) · (U(a•i) + V (a•i)) ≤ 16Kw2i .
Using this lemma, we get our main result.
Proof of Theorem 4.3. We look at:
Hx(σ) :=
∑
i<j
√
xaijgij(σi, σj) +
∑
i,j
√
bij + (1− x)aijg(j)i (σi)
+
∑
i,j
(
bij + (1− x)aij
)
Φ(j)(σi).
That is, we decouple every interaction in the system. Obviously, Hx ∈ H for
all x ∈ [0, 1]. Let ϕ(x) := E log(Trσ eHx(σ)). As usual, we differentiate this
w.r.t. x. First, we have:
H ′x(σ) =
∑
i<j
√
aij
2
√
x
gij(σi, σj)−
∑
i,j
aij
2
√
bij+(1−x)aij
g
(j)
i (σi)−
∑
i,j
aijΦ
(j)(σi).
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Now, we can calculate:
ϕ′(x) = ETrσ
eHx(σ) ·H ′x(σ)
Z
= νx
[
H ′x(σ)
]
=
1
4
∑
i,j
aijνx
[
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)− γ(j)(σi) + Γ(j)(σi, σ′i)
− γ(i)(σj) + Γ(i)(σj , σ′j)− 2Φ(i)(σj)− 2Φ(j)(σi)
]
Expanding the definitions of Γ(j)(s, s′) = Γκj (s, s
′) and using the Φ(·) to trans-
late, we get:
ϕ′(x) =
1
4
∑
i,j
aijνx
[
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j) + Γ?(σi, σ′i;κj)
+ Γ?(σj , σ
′
j ;κi)− γ(σj , pii)− γ(σi, pij)
]
.
=
1
4
∑
i,j
aijνx
[
γ(σi, σj)− γ(σj , pii)− γ(σi, pij) + γ(pii, pij)
− Γ(σi, σj , σ′i, σ′j) + Γ?(σi, σ′i;κj) + Γ?(σj , σ′j ;κi)− Γ?(κi;κj)
]
− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
.
Here, we see that the first term in the final formula has appeared on stage.
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We rewrite this as:
ϕ′(x) =
1
4
∑
s,t
γ(s, t)
∑
ij
aijνx
[(
δi(s)− pii(s)
)(
δj(t)− pij(t)
)]
− 1
4
∑
s,t,s′,t′
Γ(s, t, s′, t′)
∑
ij
aijνx
[(
δ1,2i (s, s
′)− κi(s, s′)
)
(
δ1,2j (t, t
′)− κj(t, t′)
)]− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
=
1
4
∑
s,t
γ(s, t)
∑
i
νx
[(
δi(s)− pii(s)
)∑
j
aij
(
δj(t)− pii(t)
)]
− 1
4
∑
s,t,s′,t′
Γ(s, t, s′, t′)
∑
i
νx
[(
δ1,2i (s, s
′)− κi(s, s′)
)
∑
j
aij
(
δ1,2j (t, t
′)− κj(t, t′)
)]− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
.
Now:
ϕ(0) =
∑
i≤N
E log Trs exp
(
Yi(s) + Φ
(C,i)(s)
)
Since Hx ∈ H for all x ∈ [0, 1], we can apply the uniform bound of Lemma
5.3, which finishes the proof.
5.3. Proofs on Asymptotic Independence of Finite
Number of Spins
Proof of Proposition 4.5. Fix H ∈ H and remove it from the notation. Set
δ˙i := δi(ηi)− µi(ηi). We calculate:∑
i<j
αiαjE
[ 〈
δ˙i · δ˙j
〉2 ]
=
∑
i<j
αiαjν
[
δ˙1i · δ˙2i · δ˙1j · δ˙2j
]
≤ 1
2
ν
[(∑
i
αiδ˙
1
i · δ˙2i
)2]
,
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where we added the non-negative diagonal terms in the inequality. For the
summands in this sum, we now have:
δ˙1i · δ˙2i = δ12i (ηi, ηi)− δ1i (ηi)µi(ηi)− µi(ηi)δ2i (ηi) + µi(ηi)2
=
(
δ12i (ηi, ηi)− κi(ηi, ηi)
)− (δ1i (ηi)µi(ηi)− κi(ηi, ηi))
− (µi(ηi)δ2i (ηi)− κi(ηi, ηi))+ (µi(ηi)2 − κi(ηi, ηi)).
Here, we simply used the κ as approximations. Hence, the proof follows by
using (a+b+c+d)2 ≤ 4 (a2+b2+c2+d2), Jensen’s inequality, and Theorem 4.4.
In the setting of Theorem 4.6, this proposition gives decorrelation of any pair
of spins, say for σ1 and σ2. We will use this observation as the first step of an
induction in the following proof.
Proof of Theorem 4.6. By definition of total variation and Cauchy-Schwarz:
|P1...n − µn|2 =
∑
η∈Σn
|P1...n({η})− µn({η})|
2
=
∑
η∈Σn
| 〈 δ(η) 〉 −
∏
i≤n
µi(ηi)|
2 ≤ 2n ∑
η∈Σn
(
〈 δ(η) 〉 −
∏
i≤n
µi(ηi)
)2
,
where δ(η) :=
∏n
i=1 δi(ηi). Therefore, it suffices to show for any η ∈ Σn,
which we drop in the notation, that:
E
(
〈 δ 〉 −
∏
i≤n
µi(ηi)
)2
≤ L
N
+
L
N2
(∑
i
wi
)2
This will be proved by induction over n for an η ∈ ΣN fixed from now on.
The case n = 2 was handled by the previous proposition. For the induction
from n− 1 to n, we show that:
E
(
〈 δ 〉 − 〈 δ1 · · · δn−1 〉 〈 δn 〉
)2
= E
(〈
δ1 · · · δn−1δ˙n
〉)2
≤ L
N
+
L
N2
(∑
i
wi
)2
,
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where we use the notation δ˙i := δi − 〈 δi 〉, i ≤ n. Now:
1
N
∑
i
E
(〈
δ1 · · · δn−1δ˙i
〉2)
=
1
N
∑
i
ν
[
δ121 · · · δ12n−1δ˙12i
]
= ν
[
δ121 · · · δ12n−1
1
N
∑
i
δ˙12i
]
≤
√
ν
[
δ121 · · · δ12n−1
]2
·
√√√√ν[ 1
N
∑
i
δ˙12i
]2
Here, the first factor is bound by 1 and the second factor is due to Theorem 4.4
of the right order, which proves the induction.
5.4. Uniqueness of κ at High Enough Temperature
To finish this chapter, we give the generalization of a proof in [18] for the
dilution setting:
Proof of Lemma 4.2 (b). We have to calculate the Lipschitz constant of the
following function to see that it is a contraction:
κ =
(
κi(·, ·)
)
i≤N 7→
(
EΠ(C,i)κ (·) ·Π(C,i)κ (·)
)
i≤N
Let κ = (κi)i≤N and κ′ = (κ′i)i≤N be two sequences of matrices. We will need
the following:
Di :=
∑
j≤N
cij‖κj − κ′j‖∞ =
∑
j≤N
cij max
s,s′
|κj(s, s′)− κ′j(s, s′)|
We fix i ≤ N to get a bound on the i-th entry. We do this as usual by
interpolating by a parameter x ∈ [0, 1] along the obvious smart path between
the independent systems corresponding to the local field Hamiltonian of the
i-th spin under κ and κ′, respectively:
Hx(s) :=
√
xYi(s) + xΦi(s) +
√
1− xY ′i (s) + (1− x)Φ′i(s),
Πx(s) :=
eHx(s)p(s)∑
s′ e
Hx(s′)
,
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where for all i ≤ N :
Φi(s) :=
∑
j
cijΦκj (s), EYi(s)Yi(s′) = Γˆi(s, s′) :=
∑
j
cijΓκj (s, s
′),
Φ′i(s) :=
∑
j
cijΦκ′j (s), EY
′
i (s)Y
′
i (s
′) = Γˆ′i(s, s
′) :=
∑
j
cijΓκ′j (s, s
′),
γˆi(s) := Γˆi(s, s) γˆ
′
i(s) := Γˆ
′
i(s, s),
and let pi′i(s) :=
∑
s′ κ
′
i(s, s
′). Let ϕx(s, s′) := EΠx(s)Πx(s′). As usual, we
differentiate this quantity w.r.t. x:
ϕ′x(s, s
′) = EΠx(s) Πx(s′)
[
H ′x(s) +H
′
x(s
′)− 2H ′x(Πx)
]
= EΠx(s) Πx(s′)
∑
t
Πx(t)
[
H ′x(s) +H
′
x(s
′)− 2H ′x(t)
]
(5.8)
Now:
H ′x(s) =
1
2
√
x
Yi(s)− 1
2
√
1− xY
′
i (s) + Φi(s)− Φ′i(s) (5.9)
The last terms are handled by the following:
|Φi(s)− Φ′i(s)| =
∣∣∣∣∑
j
cij
[
γ(s, pij)− Γ?(s, s;κj)− γ(s, pi′j) + Γ?(s, s;κ′j)
]∣∣∣∣
=
∣∣∣∣∑
j
cij
[∑
t,t′
γ(s, t)
(
κj(t, t
′)− κ′j(t, t′)
)
−
∑
t,t′
Γ(s, t, s, t′)
(
κj(t, t
′)− κ′j(t, t′)
)]∣∣∣∣
≤ Di ·G(s),
where:
G(s) :=
∑
t,t′
(
γ(s, t) + |Γ(s, t, s, t′)|), G¯ := max
s
G(s).
For the first two summands of H ′x(s) in (5.9) inserted at the appropriate
position in (5.8), we again use partial integration and obtain:
EYi(s) ·Πx(s)Πx(s′)Πx(t)
= 1
2
√
x
· EΠx(s)Πx(s′)Πx(t) ·
[
γˆi(s) + Γˆi(s, s
′) + Γˆi(s, t)− 3Γˆi(s,Πx)
]
,
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and a similar expression for Y ′i (s). Collecting expressions, letting:
Vi(s) := γˆi(s)− γˆ′i(s), Vi(s, s′) := Γˆi(s, s′)− Γˆ′i(s, s′)
Implementing this into (5.8), this yields:
1
2
E
∣∣∣Πx(s)Πx(s′)∑
t,t′
Πx(t)Πx(t
′)
[
Vi(s) + Vi(s
′)− 2Vi(t)
+ 2Vi(s, s
′)− 2Vi(s, t)− 2Vi(s′, t)− 3Vi(s, t′)− 3Vi(s′, t′) + 6Vi(t, t′)
]∣∣∣
Now, because
|Vi(s, s′)| = |Γˆi(s, s′)− Γˆ′i(s, s′)|
=
∣∣∣∣∑
j
cij
∑
t,t′
Γ(s, s′, t, t′) · (κj(t, t′)− κ′j(t, t′))∣∣∣∣ ≤ K ·Di,
we obtain:
|ϕ′x(s, s′)| =
∣∣∣∣EdΠx(s)Πx(t)dx
∣∣∣∣ ≤ (11 ·K + 4 · G¯) ·Di
≤ L · ‖C‖1 ·max
i,s,s′
|κi(s, s′)− κ′i(s, s′)|. (5.10)
Hence, if ‖C‖1 < 1L with L :=
(
11 ·K + 4 · G¯) ≤ 19K, then the function has
Lipschitz constant less than 1 w.r.t. the maximum norm, since K and G¯ only
depend on Γ. Hence, the lemma is a consequence of the Banach fixed-point
theorem.
90
6. The Local Field and the TAP
Equations
In the high enough temperature regime, as we have seen, the asymptotic
independence is the main theme. Therefore, the next step in understanding
the Gibbs measure is to investigate the marginal distribution of the spins. We
already saw in Section 1.2.3 a way to look at this. Here, we elaborate on this
topic.
The first step is the Cavity method: Fix the marginal distributions µ−i in the
HN−1-system, and observe how those marginals influence σN when joining the
party. This gives the marginal distribution µN as a function of the µ
−
i in the
smaller system.
But of course the advent of σN changes the behavior of the other σi. Hence,
the second step then is to rewrite the Gibbs marginal distribution µN as a
function of the other µi in the full system. This gives the TAP equations [19]
called after Thouless, Anderson, and Palmer.
Here, we see that the asymptotic independence comes in handy. Because then
the µi do not change too much after the return of σN . Now, the asymptotic
independence was only looked at for a finite set of spins. But the Local Field,
that is the part of the Hamiltonian that pertains to σN :
lN :=
∑
i<N
[√
aiNgiN (σi, σN ) +
√
biNg
(i)
N (σN ) + biNΦκi(σN )
]
,
of course depends on all the other spins, not only on the first n. Therefore,
we need a better tool than Theorem 4.6, and we will start by proving a kind
of central limit theorem 6.1 for this. Remarkably, both are a consequence of
Theorem 4.4.
The methods of the proofs stem from Talagrand’s book [16, Section 1.7]. How-
ever, in our situation, we have to give an augmented version of the Central
Limit Theorem 1.7.11 there. This is, because in our case, the local field at σN
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is not just a multiple X · σN , but a particular Gaussian field for each value of
σN . And by the time we use this theorem, we will have to use two potentially
different assignments of σi, that is, two potentially different local fields. This
is why we have to prove the central limit theorem for two joint Gaussian fields.
For Lemma 6.3 and Theorem 6.4, we introduce a notation for the Gibbs ele-
mentary probability of a single spin system Σ:
ph
t / Σ
(
F (t)
)
:=
p(t) · eF (t)∑
t′∈Σ p(t′) · eF (t′)
, t ∈ Σ. (6.1)
This is some abuse of notation in that t is used both as a free parameter and
a bound variable. In fact, we use this to generalize the notion of th(·) in the
Ising spin case:
th(x) =
ex
ch(x)
− e
−x
ch(x)
=
∑
t=±1
t · ph
t / {±1}
(t · x).
Looking back to (4.2) we just have
Πi(s) = ph
s / Σ
(
Yi(s) +
∑
j
cijΦκj (s)
)
.
In this whole section, we will assume for the sake of brevity biN = 0, 1 ≤ i < N .
That is, we will prove all the statements for this setting. But in the back office
we will use Talagrand’s class of Hamiltonians again! This is quite natural,
because, again, we will compare two similar systems.
6.1. Central Limit Theorem
For this section, fix three matrices Γ1(s, s
′), Γ12(s, s′), and Γ2(s, s′), s, s′ ∈ Σ,
s.t.  Γ1 Γ
T
12
Γ12 Γ2

is a positive definite matrix and consider the corresponding Gaussian random
field
(
y(s), y′(s)
)
s∈Σ. This means we have:
Γ1(s, s
′) = Ey(s)y(s′), Γ12(s, s′) = Ey(s)y′(s′), Γ2(s, s′) = Ey′(s)y′(s′).
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Let
(
yi(s), y
′
i(s)
)
s∈Σ, i ≤ N , be an i.i.d. sequence of copies of (y, y′), indepen-
dent of the gij . As always, we use the abbreviation γ•(s) := Γ•(s, s′) in an
analogue fashion for all those matrices. We define for all i ≤ N :
y˙i(s) := yi(s)− yi(µi), y˙′i(s) := y′i(s)− y′i(µi).
Note that 〈 y˙i(σi) 〉 = 〈 y˙′i(σi) 〉 = 0. Let ai, i ≤ N , be non-negative real
numbers. Then, the Gaussians S˙1 :=
∑
i
√
ai · y˙i(σi) and S˙2 :=
∑
i
√
ai · y˙′i(σi)
have covariances:〈
Ey,y′ S˙1S˙2
〉
=
〈∑
i
ai ·
[
Γ12(σi, σi)− 2Γ12(σi, µi) + Γ12(µi, µi)
] 〉
=
∑
i
ai ·
[ 〈 Γ12(σi, σi) 〉 − Γ12(µi, µi)]
and corresponding expressions for the variances
〈
ES˙21
〉
and
〈
ES˙22
〉
. Taking
the expectation in the gij , and approximating pii(s) ≈ Eµi(s) and κi(s, s′) ≈
Eµi(s)µi(s′), this motivates the definition of the following covariance matrix:
Φ• :=
∑
i
ai
(
γ•(pii)− Γ•(κi)
)
:=
∑
i
ai
(∑
s
Γ•(s, s)pii(s)−
∑
s,s′
Γ•(s, s′)κi(s, s′)
)
.
Write Φ11 := Φ1 and Φ22 := Φ2. Remark that this is a function of the Γ•.
We will write O(a) for expressions which are bounded by any linear combina-
tion of the summands in the right hand side of Theorem 4.4 times a constant
which does not depend on A, i.e. N .
Theorem 6.1. Let U be a function R2 → R, which is twice partial differen-
tiable, and such that there exists a constant L with
Ez1,z2U(z1, z2)4 < L and Ez1,z2(
∂2U(z1,z2)
∂zk1 z
2−k
2
)4 < L (6.2)
for all 0 ≤ k ≤ 2, and for all joint Gaussian variables z1, z2 with variances at
most
∑
i ai ·maxs∈Σ,k=1,2 |γk(s)|.
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Let ξ1, ξ2 be two jointly Gaussian variables with covariance matrix Eξiξj = Φij.
Then, for any H ∈ H:
E
(〈
U
(∑
i
√
aiy˙i(σi),
∑
i
√
aiy˙
′
i(σi)
)
− Eξ,ξ′U(ξ, ξ′)
〉2
H
)
≤ O(a)
We will use in (6.5) the additional variable of U(x, y).
Proof. We use the smart path method to interpolate between the two Gaus-
sians S˙`1 and ξ1 and between S˙
`
2 and ξ2. Begin by stipulating:
S˙`1 :=
∑
i
√
aiy˙i(σ
`
i ) and S˙
`
2 :=
∑
i
√
aiy˙
′
i(σ
`
i )
Set V (x, y) := U(x, y) − Eξ1,ξ2U(ξ1, ξ2). This gives Eξ1,ξ2V (ξ1, ξ2) = 0. We
use replicas to calculate the following square:〈
V (S˙1, S˙2)
〉2
=
〈
V (S˙11 , S˙
1
2)V (S˙
2
1 , S˙
2
2)
〉
Since this is the left hand side of the inequality of the theorem, we will prove
that the expectation of this is O(a). The interpolation we will perform is done
using independent copies (ξ1i )i=1,2, (ξ
2
i )i=1,2 of (ξi)i=1,2 and:
X`i (t) :=
√
tS˙`i +
√
(1− t)ξ`i ,
ϕ(t) := Eξ1,ξ2νH [V (X11 (t), X12 (t)) · V (X21 (t), X22 (t))].
Obviously, ϕ(0) = 0, as then X1i (0) and X
2
i (0) are independent conditioned
on the disorder, and we have Eξ1,ξ2V (ξ`1, ξ`2) = 0.
First, we have:
D11 := EyS˙`1S˙`1 =
∑
i
ai
(
γ1(σ
l
i)− 2Γ1(σli, µi) + Γ1(µi, µi)
)
,
D12 := Ey,y′ S˙`1S˙`2 =
∑
i
ai
(
γ12(σ
l
i)− 2Γ12(σli, µi) + Γ12(µi, µi)
)
,
D22 := Ey′ S˙`2S˙`2 =
∑
i
ai
(
γ2(σ
l
i)− 2Γ2(σli, µi) + Γ2(µi, µi)
)
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Write
V (k1,k2,l1,l2) :=
∂k1+k2V
∂xk1∂yk2
(
X11 (t), X
1
2 (t)
) · ∂l1+l2V
∂xl1∂yl2
(
X21 (t), X
2
2 (t)
)
and calculate using integration by parts
νH [V
(k1,k2,l1,l2) · dX
`
i (t)
dt
] = νH [V
(k1,k2,l1,l2) ·
(
1
2
√
t
S˙`i −
1
2
√
1− t ξ
`
i
)
]
= νH
 1
2
√
t
2∑
j=1
Dij
∂V (k1,k2,l1,l2)
∂S˙`j
− 1
2
√
1− t
2∑
j=1
Φij
∂V (k1,k2,l1,l2)
∂ξ`j

Then we obtain:
ϕ′(t) = νH
[
V (1,0,0,0) ·X11 (t)′ + V (0,1,0,0) ·X12 (t)′
+ V (0,0,1,0) ·X21 (t)′ + V (0,0,0,1) ·X22 (t)′
]
=
1
2
νH
[
T 11V (2,0,0,0) + 2T 12V (1,1,0,0) + T 22V (0,2,0,0)
+ T 11V (0,0,2,0) + 2T 12V (0,0,1,1) + T 22V (0,0,0,2)
]
,
where T ll
′
:= Dll′ − Φll′ for l, l′ = 1, 2, l ≤ l′:
T 11 =
∑
i
ai
(
γ1(σ
1
i )− γ1(pii)− 2Γ1(σ1i , µi) + Γ1(µi, µi) + Γ1(κi)
)
,
T 12 =
∑
i
ai
(
γ12(σ
1
i )− γ12(pii)− Γ12(σ1i , µi)− Γ12(σ2i , µi)
+ Γ12(µi, µi) + Γ12(κi)
)
,
T 22 =
∑
i
ai
(
γ2(σ
2
i )− γ2(pii)− 2Γ2(σ2i , µi) + Γ2(µi, µi) + Γ2(κi)
)
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Therefore, we have by Cauchy-Schwarz:
ϕ(1) ≤ 1
2
νH
[
T 11V (2,0,0,0) + 2T 12V (1,1,0,0) + T 22V (0,2,0,0)
+ T 11V (0,0,2,0) + 2T 12V (0,0,1,1) + T 22V (0,0,0,2)
]
≤ L
(√
νh
[
(T 11)2
]
+ 2
√
νh
[
(T 12)2
]
+
√
νh
[
(T 22)2
])
,
as by (6.2) we have νH
[
(V (k1,k2,l1,l2))2
]
< L for all the k1, k2, l1, l2 we use.
Therefore, consider the second moment νH
[
(T 11)2
]
:
E
〈 (∑
i
ai
(
γ1(σ
1
i )− γ1(pii) + Γ(µi, µi) + Γ1(κi)− 2Γ1(σ1i , µi)
))2 〉
= E
〈(∑
s
γ1(s)
∑
i
ai
[
δ1i (s)− pii(s)
]
+
∑
s,s′
Γ1(s, s
′)
∑
i
ai
[
κi(s, s
′) + µi(s)µi(s′)− 2δ1i (s)µi(s′)
])2〉
which can be bound by:
2E
〈 (∑
s
γ1(s)
∑
i
ai
[
δ1i (s)− pii(s)
])2 〉
+ 2E
〈 ∑
s,s′
Γ1(s, s
′)
∑
i
ai
[
κi(s, s
′) + µi(s)µi(s′)− 2δ1i (s)µi(s′)
]2 〉
The first term is handled by Theorem 4.4. The second term is handled in the
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following way:
E
〈 ∑
s,s′
Γ1(s, s
′)
∑
i
ai
[
κi(s, s
′) + µi(s)µi(s′)− 2δ1i (s)µi(s′)
]2 〉
≤ K
∑
s,s′
E
〈 (∑
i
ai
[
κi(s, s
′) + µi(s)µi(s′)− 2δ1i (s)µi(s′)
])2 〉
By Jensen’s inequality this can be bound by:
K
∑
s,s′
E
〈 (∑
i
ai
[
κi(s, s
′) + δ3,4i (s, s
′)− 2δ1,2i (s, s′)
])2 〉
= K
∑
s,s′
E
〈 (∑
i
ai
[
δ3,4i (s, s
′)− κi(s, s′) + 2κi(s, s′)− 2δ1,2i (s, s′)
])2 〉
≤ 10K
∑
s,s′
E
〈 (∑
i
ai
[
δ1,2i (s, s
′)− κi(s, s′)
])2 〉
T 12 and T 22 are handled in the same way.
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6.2. Cavity Equation
The very idea of the cavity method would be to write
〈 f(σN ) 〉 =
Trt f(t) · 〈 E(t,σ) 〉−
Trt 〈 E(t,σ) 〉−
, E(t,σ) = e
∑
i
√
aiNgiN (σi,t),
where 〈 · 〉− would be just the Gibbs measure where all the aiN are set to zero,
leaving σN independent of the other σ1, . . . , σN−1. Therefore, σN now has the
role of a newcomer.
But in our case, this would lead to an intractable situation, because we need
to let the pii and κi be invariant. Therefore, we need to stay in H and the
Gaussian fields have to be compensated in the exponent. Hence, given the
Hamiltonian H ∈ H, we work with the changed Hamiltonian H−, where all
the ai,N , i = 1, . . . , N−1 are replaced with 0 and the biN are replaced with aiN .
This then gives us both H,H− ∈ H. On the other hand, this then introduces
the compensatory Gaussians g
(N)
i (·) and deterministic fields Φ(N)i (·). Hence
the definition of E(σ, t) is becoming more complicated than we stated above:
Lemma 6.2 (Cavity Equation). Let H ∈ H. Suppose all bij = 0. Let H− ∈ H
be s.t. all direct interaction aiN is shifted to the biN = bNi. Then, we have for
any function f : ΣN−1 × Σ→ R, using ρ := (σ1, . . . , σN−1):
〈 f(ρ, σN ) 〉H =
Trt f(ρ, t) · 〈 E(t,σ) 〉H−
Trt 〈 E(t,σ) 〉H−
,
E(t,σ) := exp
[∑
i<N
√
aiN
(
giN (σi, t)− g(N)i (σi)
)−∑
i
aiNΦκN (σi)
]
.
Proof. By definition, we have:
〈 f(ρ, σN ) 〉H =
1
ZN
Trσ f(ρ, σN ) exp
[∑
i<j
√
aijgij(σi, σj)
]
=
1
ZN
Trσ Trt f(ρ, t) exp
[∑
i<N
√
aiNgiN (σi, t)
]
· exp
[ ∑
i<j<N
√
aijgij(σi, σj)
]
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Here, we replaced the average in the last spin σN by an average in t, although
in Trσ · there still is the average over all σ ∈ ΣN – in particular over σN as
well, even though the function does not evaluate σN here anymore. Remark
that we have:
H−(σ) =
∑
i<j<N
√
aijgij(σi, σj) +
∑
i<N
√
aiN
(
g
(N)
i (σi) + g
(i)
N (σN )
)
+
∑
i
aiN
(
ΦκN (σi) + Φκi(σN )
)
Therefore, we can rewrite 〈 f(ρ, σN ) 〉H :
1
ZN
Trσ e
H−(σ) Trt f(ρ, t) e
∑
i<N
√
aiN
(
giN (σi,t)−g(N)i (σi)−g(i)N (σN )
)
· e−
∑
i aiN
(
ΦκN (σi)+Φκi (σN )
)
=
1
Z ′
〈
Trt f(ρ, t) e
∑
i<N
√
aiN
(
giN (σi,t)−g(N)i (σi)−g(i)N (σN )
)
· e−
∑
i aiN
(
ΦκN (σi)+Φκi (σN )
)〉
H−
=
1
Z ′
〈
Trt f(ρ, t) e
∑
i<N
√
aiN
(
giN (σi,t)−g(N)i (σi)
)
−∑i aiNΦκN (σi)
· e−
∑
i<N
√
aiNg
(i)
N (σN )−
∑
i aiNΦκi (σN )
〉
H−
.
Here, Z ′ is the appropriate normalizer, i.e. the remainder of the expression
evaluated at f ≡ 1. Now, under 〈 · 〉H− , the σN is independent of the other
spins, hence:
〈 f(ρ, σN ) 〉H =
1
Z ′
〈
e−
∑
i<N
√
aiNg
(i)
N (σN )−
∑
i aiNΦκi (σN )
〉
H−
·
〈
Trt f(ρ, t) e
∑
i<N
√
aiN
(
giN (σi,t)−g(N)i (σi)
)
−∑i aiNΦκN (σi) 〉
H−
The first factor cancels out with the normalizing factor, which finishes the
proof.
Before we get into the TAP equations, we need some calculations. In the
lemma above, we changed the dependence on σN to the dependence on t.
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Thus, we now have a newcomer t and need to give all interactions with it. But
there is a catch: we have to incorporate the g
(N)
i (·) into this interaction, as
will become clear in the proof of Theorem 6.4. Therefore, we fix a symmetric
positive semidefinite matrix Γ˜(s, t, s′, t′), s, t, s′, t′ ∈ Σ, though we do not
assume Γ˜? to be symmetric, in contrast to what we usually do for all our Γ?.
Therefore, given Γ˜, we consider the corresponding i.i.d. sequence of Gaussian
fields
(
gi(s, t)
)
s,t
. Further, fix some p˜i(·) and κ˜(·, ·) and let a1, . . . , aN ≥ 0.
Then, define for t, t′ ∈ Σ the deterministic fields:
Φ˜(i)(t) := 12
(
γ˜(pii, t)− Γ˜?(κi; t, t)
)
, Φˆ(s) := 12
(
γ(s, p˜i)− Γ?(s, s; κ˜)).
Next, we give the appropriate version of the E(t,σ) in the above lemma by
writing for all t ∈ Σ and σ ∈ ΣN :
E˜(t,σ) := exp
[∑
i
√
aigi(σi, t)−
∑
i
aiΦˆ(σi)
]
.
The same term, but given for the mean of the exponent, is for t ∈ Σ:
E¯(t) := exp
[∑
i
√
aigi(µi, t)−
∑
i
aiΦˆ(pii)
]
Finally, we introduce a term that will become the so-called Onsager term in
the setting of the TAP equations:
Ψ˜(t, t′) :=
∑
i
ai
[∑
s
pii(s)Γ˜(s, t, s, t
′)− Γ˜?(t, t′;κi)
]
.
Equipped with Theorem 6.1, we get the following Lemma, recalling (6.1):
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Lemma 6.3. For every H ∈ H and all t ∈ Σ:
E
∣∣∣∣ exp
[∑
i
√
aigi(µi, t) +
∑
i
aiΦ˜
(i)(t)−
∑
i
aiΦˆ(pii)
]
−
〈
E˜(t,σ)
〉
H
∣∣∣∣ ≤ O(a), (6.3)
E
∣∣∣∣ ph
t / Σ
[∑
i
√
aigi(µi, t) +
∑
i
aiΦ˜
(i)(t)−
∑
i
aiΦˆ(pii)
]
−
〈
p(t)E˜(t,σ)
〉
H〈
Trt′ E˜(t′,σ)
〉
H
∣∣∣∣ ≤ O(a), (6.4)
E
∣∣∣∣〈Trt′∑
i
√
ai
(
gi(σi, t)− gi(µi, t)
)E˜(t′,σ)〉
H
−Trt′ Ψ˜(t, t′)e
∑
i aiΦ˜
(i)(t′)E¯(t′)
∣∣∣∣ ≤ O(a). (6.5)
Actually, the last summand in the pht / Σ[·] term of (6.4) does not depend on
t, and hence cancels out without changing the expression.
Proof. Fix t ∈ Σ and H ∈ H and let 〈 · 〉 := 〈 · 〉H .
Inequality (6.3) will be proved using Theorem 6.1 for the function (x, y) 7→
ex and yi(s) := gi(s, t), which means Γ1(s, s
′) = Γ˜(s, t, s′, t). Then, in the
theorem this yields Φ1 = 2
∑
i aiΦ˜
(i)(t).
But first, in order to prove inequality (6.3), we calculate for its left hand side:
Eg1,...,gN
∣∣∣∣〈e∑i√aiyi(σi)−∑i aiΦˆ(σi) − e∑i√aiyi(µi)+ Φ12 −∑i aiΦˆ(pii)〉∣∣∣∣
≤ e−
∑
i aiΦˆ(pii) · Eg1,...,gN
∣∣∣∣〈e∑i√aiyi(σi)−∑i aiΦˆ(δi−pii) − e∑i√aiyi(µi)+ Φ12 〉∣∣∣∣
Now, we know(∑
i
ai
∑
s
Φ(s) · (δi(s)− pii(s)))2 ≤ K max
s
(∑
i
ai
(
δi(s)− pii(s)
))2
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to be O(a) and exp is Lipschitz on any compact interval, say here with constant
L, hence:
E
〈
e
∑
i aiΦˆ(δi−pii) − 1
〉2
≤ O(a).
Then, using triangle and Cauchy-Schwarz inequalities, we can, by accepting
an O(a) error, delete this term in the exponent. Hence, (6.3) follows if we can
bound the simpler quantity:
Eg1,...,gN
∣∣∣∣ 〈 e∑i√aiyi(σi) − e∑i√aiyi(µi) · eΦ12 〉 ∣∣∣∣
= Eg1,...,gN
∣∣∣∣e∑i√aiyi(µi) · 〈 e∑i√aiy˙i(σi) − eΦ12 〉 ∣∣∣∣
≤ Eg1,...,gN e2
∑
i
√
aiyi(µi) · Eg1,...,gN
〈
e
∑
i
√
aiy˙i(σi) − eΦ12
〉2
Since Eξe
√
Φ1 ξ = e
Φ1
2 , Theorem 6.1 implies that this is O(a), which proves
(6.3).
Next, we obtain (6.4) from (6.3) by using the elementary inequality∣∣∣∣A′B′ − AB
∣∣∣∣ ≤ |A−A′|+ |B −B′|
which holds whenever |A′| ≤ B′ and B ≥ 1.
Finally, for (6.5), we again use Theorem 6.1, but this time with the function
U(x, y) = x ey and the fields yi(s) := gi(s, t) and y
′
i(s) := gi(s, t
′). This yields
Φ1 = 2
∑
i aiΦ˜
(i)(t), Φ2 = 2
∑
i aiΦ˜
(i)(t′) and Φ12 = Ψ˜(t, t′). Then, using
the same calculation as in the proof of (6.3) and observing that by partial
integration:
Eξ1eξ2 = Eξ1ξ2 · Eeξ2 = Ψ˜(t, t′) e 12 Φ˜(t′),
this proves (6.5).
6.3. TAP Equations
Finally, the TAP-equations are given by:
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Theorem 6.4. Let t ∈ Σ. Then
E
∣∣∣∣µN (t)− ph
t / Σ
[∑
i
√
aiNgiN (µi, t)−Ψ(N)(t, µN ) +
∑
i
aiNΦκi(t)
]∣∣∣∣
≤ O(a),
where we have the generalized Onsager term:
Ψ(N)(t, t′) :=
∑
i
aiN
(∑
s
pii(s)Γ(s, t, s, t
′)− Γ?(t, t′;κi)
)
.
Of course this is true for all µi by the obvious changes. In particular, we
can also define Ψ(i)(s, s′) :=
∑
j aij
(∑
t pij(t)Γ(s, t, s
′, t) − Γκj (s, s′)
)
. Ob-
serve that we have seen the Onsager term from the beginning in Φ(A,i)(s) =∑
j aijΦκj (s) =
1
2Ψ
(i)(s, s).
Proof. First, using Lemma 6.2, we have:
µN (t) = 〈 δN (t) 〉 =
〈 p(t)E(t,σ) 〉−
Trt′ 〈 E(t′,σ) 〉−
, (6.6)
E(t,σ) = exp
[∑
i<N
√
aiN
(
giN (σi, t)− g(N)i (σi)
)−∑
i
aiNΦκN (σi)
]
,
where 〈 · 〉− is the Gibbs expectation w.r.t. the Hamiltonian H−. We set
µ−i (s) := 〈 δi(s) 〉−. Under 〈 · 〉−, σN is independent of the other spins. We
will apply Lemma 6.3 for the Hamiltonian H−. Hence, all µi there will be
replaced in the current context as µ−i . Further, we stipulate:
g˜i(s, t) := giN (s, t)− g(N)i (s),
which is not symmetric anymore as we anticipated by using Γ˜. Hence, we will
use the following covariance matrix for Lemma 6.3:
Γ˜(s, t, s′, t′) := Eg˜i(s, t)g˜i(s′, t′) = Γ(s, t, s′, t′) + Γ?(s, s′;κN ).
We set p˜i := piN and κ˜ := κN . This implies Φˆ(s) = ΦκN (s) for all s. Finally,
we obtain:
Ψ˜(t, t′) = Ψ(N)(t, t′) +
∑
i
aiN
(∑
s
Γ?(s, s;κN )pii(s)− Γ?(κi;κN )
)
.
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Remark that the second part is constant and does not depend on t, t′, because
Γ˜? is not symmetric.
We start the calculation of µN (t) in (6.6) by using (6.4):
E
∣∣∣∣ ph
t / Σ
[∑
i<N
√
aiN g˜i(µ
−
i , t) +
1
2 Ψ˜(t, t)−
∑
i<N
aiNΦκN (pii)
]
− 〈 p(t)E(t,σ) 〉−〈 Trt′ E(t′,σ) 〉−
∣∣∣∣ ≤ O(a) (6.7)
Because, as in the remark before the proof, we have
∑
i<N aiN Φ˜κi(t) =
1
2 Ψ˜(t, t), for all t ∈ Σ. We start by handling the first summand g˜i(µ−i , t).
We obtain, that
E
∣∣∣∣
〈 ∑
i
√
aiN
(
g˜iN (σi, t)− g˜iN (µ−i , t)
)
Trt′ E(t′,σ)
〉
−
〈 Trt′ E(t′,σ) 〉−
−
∑
t′
Ψ˜(t, t′) ph
t′ / Σ
[∑
i
√
aiN g˜iN (µ
−
i , t
′) +
1
2
Ψ(t′, t′)−
∑
i
aiNΦκN (pii)
]∣∣∣∣
is O(a) by using (6.5) in the numerator and (6.3) in the denominator of the
first term. Now, the first fraction is:
〈 ∑
i
√
aiN
(
g˜iN (σi, t)− g˜iN (µ−i , t)
)
Trt′ E(t′,σ)
〉
−
〈 Trt′ E(t′,σ) 〉−
=
〈 ∑
i
√
aiN g˜iN (σi, t) Trt′ E(t′,σ)
〉
−
〈 Trt′ E(t′,σ) 〉−
−
∑
i
√
aiN g˜iN (µ
−
i , t)
=
∑
i
√
aiN g˜iN (µi, t)−
∑
i
√
aiN g˜iN (µ
−
i , t),
because by Lemma 6.2 the first term here is equal to
〈∑
i
√
aiN g˜iN (σi, t)
〉
=
∑
i
√
aiN g˜iN (µi, t).
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Hence, this gives us:
E
∣∣∣∣∑
i
√
aiN g˜iN (µi, t)−
∑
i
√
aiN g˜iN (µ
−
i , t)
−
∑
t′
Ψ˜(t, t′) ph
t′ / Σ
[∑
i
√
aiN g˜iN (µ
−
i , t
′) + 12 Ψ˜(t
′, t′)−
∑
i
aiNΦκN (pii)
]∣∣∣∣
≤ O(a)
Now, the pht′ / Σ[·] term is by (6.7) and (6.6) seen to be in O(a) distance of
µN , hence we have by the triangle inequality:
E
∣∣∣∣∑
i
√
aiN g˜iN (µi, t)−
∑
i
√
aiN g˜iN (µ
−
i , t)−
∑
t′
Ψ˜(t, t′)µN (t′)
∣∣∣∣ ≤ O(a)
Putting this in the argument of the pht / Σ[·] in (6.7), we have proved:
E
∣∣∣∣µN (t)− ph
t / Σ
[∑
i
√
aiN
(
giN (µi, t)− g(N)i (µi)
)
+ 12 Ψ˜(t, t)− Ψ˜(t, µN )−
∑
i
aiNΦκN (pii)
]∣∣∣∣
≤ O(a).
Now, observe that any summand which does not depend on t, cancels out in
pht / Σ[·]. Therefore, we can replace the Ψ˜ by Ψ and drop g(N)i (µi) as well as
the last term. Then, the pht / Σ in this inequality is equal to:
ph
t / Σ
[∑
i
√
aiNgiN (µi, t)s+
1
2Ψ
(N)(t, t)−Ψ(N)(t, µN )
]
Finally, the theorem follows because, as we have seen,
1
2Ψ
(N)(t, t) =
∑
i
aiNΦκi(t).
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7. The SK Model with Gaussian
Random Field Interaction on ∞
Spin Sets
Up to now we only considered finite Σ. Hence, we did not yet embrace the
full d-component spin SK model. Now, we intend to remedy this. In the finite
setting, we considered Gaussian random fields g(s, t) on Σ2. This is what
we will still do even when Σ is infinite by use of general bounded Gaussian
random fields (GRF). However, asking for boundedness has not been enough
for us to prove the existence of the order parameters and the main theorems
in all generality. Still, we could achieve both results for a generalization of the
d-component spin SK model. For the theory of Gaussian Random Fields we
refer the reader to [14] or [1].
We will start by defining the model in the more general setting and give some
technical remarks and assumptions we will use later on. Next, we discuss the
definition and existence of the order parameters, which seems, in contrast to
the finite case, to be non-trivial – at least we were able to prove the well-
definedness of the fixed point equation only under restrictions on Γ. Then,
after performing as an examplary calculation the Guerra Interpolation, we
proceed to generalize the proofs of Chapter 5 that were generalizations of [15].
There are some larger parts of those arguments that just carry over to the
current setting and we will restate those here quickly again. But other parts
need to be done in more detail – most importantly the Cauchy-Schwarz step
in the proof of the main lemma needs another restriction on Γ. But it is still
amazing how easy most parts of Talagrands argument carry over because they
do not depend to heavily on the structure of Σ and Γ.
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7.1. Definitions and Assumptions
Let (Σ,F , p) be a probability space. Again, p will play the role of the a-priori
measure. Then, for any F⊗N -measurable (m.b.) function f , we set:
Trσ∈ΣN f(σ) :=
∫
ΣN
f(σ)p⊗N (dσ).
Now, suppose we are given a centered Gaussian random field
(
g(s, t)
)
s,t∈Σ on
Σ2. Let (Ω,G,P) be the probability space of this Gaussian field as well as of
the other fields we will introduce. Of course we denote expectation w.r.t. this
P by E· and the covariance function is:
Γ(s, t, s′, t′) := Eg(s, t)g(s′, t′)
Note: We will assume Γ such that the Gaussian random field has bounded
sample paths P-a.s.1 In particular, Γ is bounded. Let
KΓ := sup
s,t,s′,t′
|Γ(s, t, s′, t′)|.
Now, define the Hamiltonian, partition function, and Gibbs measure as usual:
HN (σ) =
β√
N
∑
i<j
gij(σi, σj), ∀σ ∈ ΣN ,
ZN = Trσ e
HN (σ),
〈 f(σ) 〉 = 1ZN Trσ f(σ) · eHN (σ), ν[f(σ)] := E 〈 f(σ) 〉 .
Because g(·, ·) is bounded a.s. the partition function ZN <∞ a.s.
7.1.1. Technical Aspects and Assumptions
We introduce several technical notions and assumptions for the general Gaus-
sian Random Fields and their covariance functions Γ.
1 Actually we would need for the partition function to be finite that it has P-a.s. all
exponential moments:∫
Σ
∫
Σ
eβg(s,t)p(ds)p(dt) <∞ for all β ≥ 0 and P-a.s. (7.1)
But then later things would get much more complicated.
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First we will need the following space of functions that will serve as densities
w.r.t. p⊗2:
Definition 7.1. First, let:
M1 :=
{
f ∈ L∞(Σ2,R≥0) | f(·, ·) is symmetric and Trt,t′ f(t, t′) = 1
}
We will denote byM+ the set of functions κ ∈M1 which are positive definite.
Next, most importantly, we recall the following result on bounded GRFs due
to Talagrand [14]:
Remark 7.2.
We will use Talagrand’s expansion for bounded Gaussian fields. Therefore,
we assume our index spaces (Σ,F) and (Σ2,F⊗2) to be such that [14] is ap-
plicable, mainly that Σ2 should be separable in the dΓ-metric induced by Γ:
dΓ
(
(s, t), (s′, t′)
)
= E(g(s, t)−g(s′, t′))2. This is met for instance when Σ ⊂ Rd
is an open or closed domain, F is the Borel σ-algebra, and Γ is continuous
near the diagonal.
Now, since g(·, ·) is assumed to be a bounded process, by Talagrand’s expansion
[14, Theorem 2], there are a sequence of centered Gaussians (Yn)n∈N with
variances O( 1logn ) and a sequence (αn)n∈N ⊂ L∞(Σ2, [0, 1]) s.t.:
g(s, t) =
∑
n∈N
αn(s, t)Yn,
where the series converges a.s. and in L2 and
∑
n αn(s, t) ≤ 1, for all s, t ∈
Σ. Observe that the αn are F⊗2-measurable and Yn is a random variable.
Therefore, g(s, t) is F⊗2 ⊗ G-measurable.
Correspondingly, considering for f ∈M+ the Gaussian field
(
g(f)(s)
)
s∈Σ with
covariance function Γf , then it is F ⊗ G-measurable if it has bounded paths.
A corollary of this remark is that we always will be able to write Γ as:
Γ(s, t, s′, t′) =
∞∑
i,j=1
αi(s, t)Mijαj(s
′, t′), s, t, s′, t′ ∈ Σ,
where Mij is a symmetric positive semidefinite matrix with Mii ≤ Llog i and
the (αi)i are as in the remark.
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Now we turn to the two technical assumptions that will be needed for the
proofs. It is not clear whether they are necessary for the formulas to be true.
The first one will be used to prove the existence of the order parameters in
the next section:
Assumption 7.3. Assume that Σ ⊂ Rd and Γ can be written in the form:
Γ(s, t, s′, t′) =
∞∑
i,j=1
αi(s, t)Mijαj(s
′, t′), s, t, s′, t′ ∈ Σ,
with αi(s, t) ∈ [0, 1] being symmetric positive definite functions for all i, and
M = (Mij)ij a symmetric positive semidefinite matrix with Mii ≤ Llog(i) .
The second assumption is used for the Cauchy-Schwarz step in the main lemma
proof:
Assumption 7.4. Assume
Γ(s, t, s′, t′) =
∞∑
k,l=1
Mˆklrk(s)rk(t)rl(s
′)rl(t′) (7.2)
where rk(s) ∈ [0, 1] for all s and all k and assume K :=
∑
k,l |Mˆkl| <∞.
Both assumptions dwell on a diagonalizability of the αi:
αi(s, t) =
∞∑
k=1
λ
(i)
k a
(i)
k (s)a
(i)
k (t), (7.3)
although they focus on different aspects. Of course, diagonalization is possible
given if the αi are symmetric, implying that g(s, t) is symmetric a.s. Then,
Assumption 7.3 is the case where the αi are positive definite, i.e. λ
(i)
k ≥ 0 for
all i, k ∈ N.
Assumption 7.4 points in a different direction as it assumes absolute summa-
bility for a matrix Mˆ, which we now derive from the diagonalization (7.3). Ac-
tually, we will write (7.2) using the countable index set N2. Let aˆi,k := ‖a(i)k ‖∞
and set
r(i,k)(s) :=
1
aˆi,k
a
(i)
k (s), Mˆ(i,k),(j,l) = Mij · λ(i)k aˆ2i,k · λ(j)l aˆ2j,l
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Then this yields:
Γ(s, t, s′, t′) =
∑
(i,k),(j,l)∈N2
Mˆ(i,k),(j,l)r(i,k)(s)r(i,k)(t)r(j,l)(s
′)r(j,l)(t′),
and Assumption 7.4 is implied by the absolute summability of this matrix:
K =
∑
(i,k),(j,l)∈N2
|Mˆ(i,k),(j,l)| =
∞∑
i,j,k,l=1
|Mij · λ(i)k aˆ2i,k · λ(j)l aˆ2j,l| <∞.
Next, we show two examples implying that the last two assumptions strictly
generalize the d-component spin SK model.
Example 7.5. Naturally, the d-component spin SK model
Γ(s, t, s′, t′) = 〈 s, t 〉 〈 s′, t′ 〉 =
d∑
i,j=1
sitis
′
jt
′
j .
fulfills both assumptions and hence is covered by this chapter for high enough
temperature. Indeed, since in that case Σ ⊂ Rd is bounded, set r := sups ‖s‖1
and let ri(s) :=
si
r for i ≤ d be given by the rescaled projection to the i-th
component of s, and ai ≡ 0 for i > d. By letting Mij := r4 compensate for this
scaling as long as i, j ≤ d, and Mij = 0 when i > d or j > d. Then, we are in
the setting of the assumptions, at least after stipulating αi(s, t) = ai(s)ai(t).
And since all but a finite subset of the entries of M are zero, this matrix
certainly is summable, as well as the eigenvalues of the rank 1 functions αi.
Observe that in this case, M is of rank 1, but Γf again can have rank up to d.
Another example is the following.
Example 7.6. Let Σ := [0, 1] be equipped with p being the uniform measure,
M being the diagonal matrix with diagonal 1log(i) and ai ∈ L∞(Σ, [0, 1]), e.g.
ai(s) = 2
−i 1s>1/i, i ∈ N≥1. Then, αi(s, t) := ai(s)ai(t) defines a GRF
of infinite rank that fulfills Assumptions 7.3. If we let the Mii =
1
i2 then
Assumption 7.4 obviously holds as well.
Last in this section, we introduce a lemma we will need several times, which
generalizes the ubiquitous partial integration to this setting. See [11, Lemma
4.1] for a short proof.
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Lemma 7.7 (∞-dimensional partial integration). Consider a probability space
(T, p) and a centered Gaussian random field
(
g(t)
)
t∈T with covariance function
Γ (and s.t. (T, dΓ) is separable). Then, let z be a joint centered Gaussian
variable with Ez2 = 1 and denote the joint covariance by the function C(t) :=
Cov
(
z, g(t)
)
for all t ∈ T . Then:
EzF
((
g(t)
)
t
)
= E
∂F
∂g
[C(·)] = E ∂
∂h
∣∣∣∣
h=0
F [g(·) + hC(·)],
that is the expectation of the Gaˆteaux directional derivative of F in direction
C(·), if F is such that indeed its Gaˆteaux directional derivative and the expec-
tation exist.
7.2. Order Parameters
As in the finite case, we need some pi(·) and κ(·, ·). We will consider them
to be densities w.r.t. p and p⊗2, respectively. The fixed point equations are
defined for κ ∈M+:
pi(s) = Aκ(s) := E 1Zκ e
βg(κ)(s)+β2Φκ(s), Zκ := Trs e
βg(κ)(s)+β2Φκ(s)
κ(s, s′) = Bκ(s, s′) := E 1Z2κ e
β
(
g(κ)(s)+g(κ)(s′)
)
+β2
(
Φκ(s)+Φκ(s
′)
)
, (7.4)
where g(κ) is a GRF with covariance function Eg(κ)(s)g(κ)(s′) = Γκ(s, s′) and
pi(t) = Trt′ κ(t, t
′), Φκ(s) := 12 Trt γ(s, t)pi(t)− 12 Trt,t′ Γ(s, t, s, t′)κ(t, t′).
By a simple argument we can see that B• : M(Σ2) →M(Σ2) is – if it exists
– indeed a function with values in M+:
n∑
i,j=1
aiajBκ(si, sj) = E
(
n∑
i=1
ai
eβg
(κ)(si)+β
2Φκ(si)
Zκ
)2
≥ 0.
However, the existence of Bκ(s, s
′) is a nasty problem, because we do not
know the g(κ) to have bounded sample paths! Therefore, the Zκ might not be
bounded. Thus, we are bound to take the following:
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Assumption 7.8. Assume Γ and p are such that there is a solution κ ∈M+
for the fixed point equation κ = Bκ and that Γκ is the covariance function of
a GRF with bounded paths.
Unfortunately, we were not able to prove this in general, but only under As-
sumption 7.3. The issue lies buried in the fact that even for very simple Γ,
Γf can be very general. Indeed, we have already seen in the d-component
spin SK model on finite Σ that Γκ was of rank d even though Γ was of rank
1. Therefore, in the general case, it is not clear whether Γκ defines a GRF
with bounded paths, and hence Zκ is finite. In the case that Γ is such that
Γf has bounded paths for some class of f , we will see in Corollary 7.12, that
Assumption 7.8 holds indeed.
But first, we show the reason for taking Assumption 7.3.
Proposition 7.9. Assume Assumption 7.3. Then, for each f ∈M+ the GRF
g(f) has p-essentially bounded paths.
Proof. For the moment, let i ∈ N be fixed. Then, since γ ∈ L∞, hence also
αi ∈ L∞. Thus, αi defines as a Hilbert-Schmidt integral operator a compact,
symmetric operator, and by the Spectral Theorem can be written as:
αi(s, t) =
∑
k
λi,kvi,k(s)vi,k(t),
where λi,k ≥ 0 and vi,k ∈ L2 is an orthonormal basis of eigenvectors. Then,
again since αi ∈ L∞ and because of
vi,k(s)
2 ≤ 1
λi,k
∑
k′
λi,k′vi,k′(s)
2 =
1
λi,k
αi(s, s),
it is clear that vi,k ∈ L∞. Hence, ai,k :=
√
λi,kvi,k ∈ L∞ and:
αi(s, t) =
∑
k
ai,k(s)ai,k(t)
This calculation is now understood of as having been done for all i ∈ N. Then,
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we have:
Γf (s, s
′) = Trt,t′ f(t, t′)
∑
i,j
Mijαi(s, t)αj(s,
′ t′)
=
∑
i,j,k,l
ai,k(s)aj,l(s
′)Mij Trt,t′ ai,k(t)f(t, t′)aj,l(t′)
=
∑
i,j,k,l
ai,k(s)aj,l(s
′)M ′(ik),(jl),
where M ′(ik),(jl) := Mij · Trt,t′ ai,k(t)f(t, t′)aj,l(t′). Now, M′ is still positive
definite since for all n ∈ N and all (xik)ni,k=1 ∈ Rn×n:
n∑
i,k,j,l=1
xikM
′
(ik),(jl)xjl = Trt,t′ f(t, t
′)
n∑
i,j,k,l=1
ai,k(t)xikMijaj,l(t
′)xjl
= Trt,t′
n∑
i,j=1
( n∑
k=1
ai,k(t)xik
)
f(t, t′)Mij
( n∑
l=1
aj,l(t
′)xjl
)
= Trt,t′
n∑
i,j=1
xi(t)f(t, t
′)Mijxj(t′),
where xi(t) :=
∑n
k=1 ai,k(t)xik. Now, by similar calculations as above, the
symmetric positive definiteness of f gives:
f(t, t′) =
∞∑
k=1
f¯k(t)f¯k(t
′),
with f¯ ∈ L∞. Then, this yields:
n∑
i,j,k,l=1
xikM
′
(ik),(jl)xjl =
∞∑
k=1
n∑
i,j=1
(
Trt xi(t)f¯k(t)
)
Mij
(
Trt xj(t)f¯k(t)
) ≥ 0,
since Mij is positive definite. Hence, there is a sequence of centered Gaussians
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(zik)
∞
i,k=1 with covariance matrix M
′. Now, for all i ∈ N:
∞∑
k=1
M ′(ik),(ik) =
∞∑
k=1
Trt,t′ ai,k(t)f(t, t
′)ai,k(t′)Mii
= Mii Trt,t′ f(t, t
′)
∞∑
k=1
ai,k(t)ai,k(t
′)
= Mii Trt,t′ f(t, t
′)αi(t, t′) ≤Mii ≤ L
log(i)
By reordering the (zik)k (even with a different permutation for each i ∈ N),
we can assume that (M ′(ik),(ik))k is non-increasing for all i ∈ N. Observe
that for any non-increasing non-negative sequence (bk) ∈ `1 we have kbk ≤∑k
n=1 bk ≤
∑∞
n=1 bk <∞. Therefore, we have M ′(ik),(ik) ≤ Lk · 1log(i) . Now, we
take the standard enumeration (in, kn)n of the quadrant N2 for which holds√
n ≤ in + kn. This gives us:
M ′(inkn),(inkn) ≤
L
kn · log(in) ≤
L
log(in + kn)
≤ 2L
log n
since i+ k ≤ ik for all i, k ≥ 2 and therefore supi,k zik is finite a.s. If we hence
define g(f)(s) :=
∑∞
i,k=1 ai,k(s)zi,k, s ∈ Σ, this has covariance matrix Γf and
is a.s. bounded.
Still, it seems awkward to think that Assumption 7.3 is of more than a technical
reason and the boundedness of the sample paths could not be provable more
generally than this. Indeed, since Γf is a convex combination of Γ, Slepian’s
Lemma might lead the way to show that the boundedness of Γ-fields implies
the boundedness of the ‘simpler’ Γf -fields. Therefore, we give the maximal
possible case as the following:
Conjecture 7.10. If Γ is such that g(·, ·) has bounded sample paths p⊗2-a.s.
then Γf assures bounded sample paths for all f ∈M+.
This conjecture implies Assumption 7.8 by Corollary 7.12 at least for small
enough β.
Now, we proceed to the argument why Conjecture 7.10 or Proposition 7.9
indeed imply Assumption 7.8, that is, that there exists a fixed point κ for β
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small enough if Γf defines a bounded GRF for all f ∈M+. We use the same
techniques as in section 5.4. That is, we will prove that B• is a contraction if
β is small enough.
Proposition 7.11. Assume Conjecture 7.10 or Assumption 7.3. Then, B• is
Lipschitz continuous with Lipschitz constant less or equal than 14β2KΓ.
Proof. As in section 5.4, we will use Guerra interpolation once more. Let
κ, κ′ ∈ M+, and let g := g(κ) and g′ := g(κ′) be independent GRF’s with
covariance functions Γ := Γκ and Γ
′ := Γκ′ resp. To lighten the notation, we
will write γ(t) := Γ(t, t), γ′(t) := Γ′(t, t) and Φ := Φκ, Φ′ := Φκ′ .
Now, define the ‘smart path’:
Πx(s) :=
1
Zx
exp
[
β
√
xg(s) + β
√
1− xg′(s) + xβ2Φ(s) + (1− x)β2Φ′(s)
]
,
Zx := Trs e
β
√
xg(s)+β
√
1−xg′(s)+β2xΦ(s)+β2(1−x)Φ′(s)
Then, a.s.:
Π′x(s) := βΠx(s) ·
[
1
2
√
x
g(s)− 1
2
√
1−xg
′(s) + Φ(s)− Φ′(s)
− Trt Πx(t)
(
1
2
√
x
g(t)− 1
2
√
1−xg
′(t) + Φ(t)− Φ′(t)
)]
Therefore, we obtain:
d
dx
EΠx(s)Πx(s′) := βEΠx(s) ·Πx(s′) ·
[
1
2
√
x
(
g(s) + g(s′)
)− 1
2
√
1−x
(
g′(s) + g′(s′)
)
+ Φ(s) + Φ(s′)− Φ′(s)− Φ′(s′)
− 2 Trt Πx(t)
(
1
2
√
x
g(t)− 1
2
√
1−xg
′(t) + Φ(t)− Φ′(t)
)]
Now, we use the previous lemma for say z = g(sˆ) for a fixed sˆ ∈ Σ. Then,
C(s) = Γ(sˆ, s), and we let F = Πx(s)Πx(s
′) be considered as a function of the
GRFs g(·) and g′(·). Then, the partial integration amounts to calculate the
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Gaˆteaux derivative of F in direction C(·):
d
dh
∣∣∣∣
h=0
F
(
g(·) + h · C(·))
=
d
dh
∣∣∣∣
h=0
1(
Trt e
β
√
x
(
g(t)+hC(t)
)
+β
√
1−xg′(t)+β2xΦ(t)+β2(1−x)Φ′(t)
)2
· eβ
√
x
(
g(s)+hC(s)+g(s′)+hC(s′)
)
+β
√
1−x
(
g′(s)+g′(s′)
)
· eβ2x
(
Φ(s)+Φ(s′)
)
+β2(1−x)
(
Φ′(s)+Φ′(s′)
)
= β
√
xΠx(s)Πx(s
′) ·
[
C(s) + C(s′)− 2 Trt Πx(t)C(t)
]
= β
√
xΠx(s)Πx(s
′) Trt Πx(t) ·
[
Γ(sˆ, s) + Γ(sˆ, s′)− 2Γ(sˆ, t)
]
Hence, if we implement this into the previous calculation, we obtain:
d
dx
EΠx(s)Πx(s′) = β
2
2 Trt,t′ EΠx(s) ·Πx(s′) ·Πx(t) ·Πx(t′) ·
[
γ(s) + γ(s′) + 2Γ(s, s′)− 2Γ(s, t′)− 2Γ(s′, t′)
− γ′(s)− γ′(s′)− 2Γ′(s, s′) + 2Γ′(s, t′) + 2Γ′(s′, t′)
+ 2Φ(s) + 2Φ(s′)− 2Φ′(s)− 2Φ′(s′)− 4Φ(t) + 4Φ′(t)
− 2
(
γ(t) + Γ(t, s) + Γ(t, s′)− 3Γ(t, t′)
− γ′(t)− Γ′(t, s)− Γ′(t, s′) + 3Γ′(t, t′)
)]
Now, since in this last expression all appearances of Γ are balanced, and by
|Γ(s, s′)− Γ′(s, s′)| ≤ Trt,t′ |Γ(s, t, s′, t′)| · |κ(t, t′)− κ′(t, t′)|
≤ KΓ‖κ− κ′‖∞,
and
|Φ(s)− Φ′(s)| ≤ Trt,s′ γ(s, t) · |κ(s, s′)− κ′(s, s′)|
+ Trt,t′ |Γ(s, t, s, t′)| · |κ(t, t′)− κ′(t, t′)|
≤ 2KΓ‖κ− κ′‖∞,
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we conclude that the Lipschitz constant of B• in the ∞-norm is bounded by:
L ≤ 14 · β2 ·KΓ.
Corollary 7.12. If Conjecture 7.10 or Assumption 7.3 are true and β is
small enough, there is a unique fixed point κ. Hence, in that case, the fixed
point equation has a unique solution and Assumption 7.8 holds. In particular,
Assumption 7.3 implies Assumption 7.8.
Proof. Since in that case by the previous proposition B• is a contraction for
β small enough, it remains to show thatM+ is a closed subspace of L∞(Σ2).
Hence, consider a sequence f1, f2, . . . ∈M+ converging to a f ∈ L∞(Σ2). We
have to show f ∈M+, that is, f is positive definite.
Let n ∈ N, a1, . . . , an ∈ R and s1, . . . , sn ∈ Σ. Then
n∑
i,j=1
aiajf(si, sj) = lim
k→∞
n∑
i,j=1
aiajfk(si, sj).
Since all the fk are positive definite, this limit is bounded by 0 from below.
Hence, Γf is a positive definite function.
7.3. Example Calculation: Guerra’s Interpolation
Henceforth assume Assumption 7.8. As a foreshadow to the generalization of
the main proofs we now perform the Guerra interpolation in this setting. We
start by defining the following smart path:
Hx(σ) :=
√
xHN (σ) +
√
1− xβ
∑
i
gi(σi) + (1− x)β2
∑
i
Φκ(σi)
ϕ(x) := 1NE log Trσ e
Hx(σ)
Then, we differentiate:
ϕ′(x) = 1NE
1
Trσ eHx(σ)
d
dx
Trσ e
Hx(σ) = 1NE
1
Trσ eHx(σ)
Trσ e
Hx(σ) ·H ′x(σ)
= 1N νx
 β
2
√
xN
∑
i<j
gij(σi, σj)− β2√1−x
∑
i
gi(σi)− β2
∑
i
Φ(σi)

118
7.3. Example Calculation: Guerra’s Interpolation
Here, by using Fubini we exchanged some integrals, which is allowed since we
have joint measurability as discussed in Remark 7.2. Now, as usual, we apply
integration by parts. Here, this has to be done using Lemma 7.7 again by
calculating the Gaˆteaux derivative. We obtain:
ϕ′(x) = β
2
2N νx
[
1
N
∑
i<j
(
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)
)
−
∑
i
(
γκ(σi)− Γκ(σi, σ′i)
)]− β2N ∑
i
νx
[
Φ(σi)
]
= β
2
2 νx
[ ∫
Σ2
γ(s, t) · (LN (ds)− pi(s)p(ds))(LN (dt)− pi(t)p(dt))]
− β22 νx
[ ∫
Σ4
Γ(s, t, s′, t′) · (LN (ds, ds′)− κ(s, s′)p(ds)p(ds′))(
LN (dt, dt
′)− κ(t, t′)p(dt)p(dt′))]− β22 ∫
Σ2
γ(s, t)pi(s)pi(t) ds dt
+ β
2
2
∫
Σ4
Γ(s, t, s′, t′)κ(s, s′)pi(t, t′) ds dt ds′ dt′
= β
2
2
∫
Σ2
γ(s, t) · νx
[(
LN (ds)− pi(s)p(ds)
)(
LN (dt)− pi(t)p(dt)
)]
− β22
∫
Σ4
Γ(s, t, s′, t′) · νx
[(
LN (ds, ds
′)− κ(s, s′)p(ds)p(ds′))
(
LN (dt, dt
′)− κ(t, t′)p(dt)p(dt′))]− β22 ∫
Σ2
γ(s, t)pi(s)pi(t) ds dt
+ β
2
2
∫
Σ4
Γ(s, t, s′, t′)κ(s, s′)pi(t, t′) ds dt ds′ dt′,
where LN (ds) :=
1
N
∑
i δσi(ds) and LN (ds, ds
′) := 1N
∑
i δσi(ds)δσ′i(ds
′) are
the empirical measures in this setting. Here, we used f(σi) =
∫
Σ
f(s)δσi(ds)
to obtain centered factors, which now turn out to be random signed measures.
This complicates the matters in this setting and is the main difficulty of the
generalization of the previous proofs.
Again, this formula for ϕ′(x) is not easy to handle, because the order parame-
ters κ actually depend on the point x of the interpolation. Therefore, we need
again to apply the idea of [15] to prove our main theorems.
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7.4. Generalizations of the Main Results
We now generalize the proofs of Chapter 5 to the GRF setting. We are bound
to assume Assumption 7.8 and 7.4.
7.4.1. Preparation for Proofs
As previously, we will use a class of Hamiltonians H as we did in Section 4.1.
Therefore, fix a dilution matrix C and the corresponding order parameters
κ = κ1, . . . , κN ∈ M+ that we assume to exist. Actually, Assumption 7.8 is
formally not sufficient for this. Therefore, we assume in addition that all those
fixed point equations have solutions, which of course we proved to be true for
β small enough, if Conjecture 7.10 holds or under Assumption 7.3.
Of course all Hamiltonians HA,B now are defined on much bigger spaces,
but HN (C,Γ, p) is still parametrized just by A, which here is the same as
before! Hence, equations (4.5) and (4.6) are the same, simply reading the
same notation now in our more general setting. This means that of course σ,
g(·, ·), κ, g(j)i (·), and Φ(j)(·) are all understood in the new setting.
7.4.2. Random Signed Measures
There is a big issue due to our heavy use of the Kronecker δi(s) in the proofs
of Chapter 5. In the current setting, this has to be handled in the same way
as in the end of the previous section on Guerra’s interpolation. That is, the
Kronecker δ’s have to be replaced by Dirac measures. This of course changes
the category of objects we are looking at drastically, even though the notation
does not alter too much. The Kronecker δ’s have to be handled more carefully
from case to case.
One of our most used tools – analogously as in the finite case – will be to
write:
f(σi) =
∫
Σ
f(s)δσi(ds).
In such expressions, we will have to exchange integrals as in:
νH
(
f(σi)
)
= νH
(∫
Σ
f(s)δσi(ds)
)
=
∫
Σ
f(s)νH
(
δσi(ds)
)
.
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This bears no problem, because the expectation of a random point measure
νH
(
δσi(ds)
)
is the law of the random variable σi under νH .
Still, this is not the end of the story. The point of introducing the indicators
was to be able to factor out centered expressions. Inevitable, those then were
random variables taking both positive and negative values. Therefore, when
we now switch to random measures, they also will have to be signed ones:
δσi(ds)− pii(s)p(ds).
Observe that this is the difference of two probability measures, a random one
and a deterministic one. To ease the notation, we hence introduce a shorthand
for the following random signed measures:
δ˜`i (ds) := δσ`i (ds)− pii(s)p(ds),
δ˜`,`
′
i (ds, ds
′) := δ(σ`i ,σ`
′
i )
(ds, ds′)− κi(s, s′)p(ds, ds′)
We will write often µ(A) :=
∫
A
µ(ds) for any signed measure µ and any mea-
surable set A. Since δ˜i is a random measure, the integral δ˜i(A) is a random
variable for all i. We will use often the following uniform bound of the variation
of those signed random measures for all measurable A and all σi ∈ Σ:∣∣∣∣ |δ˜i|(A) ∣∣∣∣ = ∣∣∣∣δi(A) + ∫
A
pi(s)p(ds)− 2pi(σi)p({σi})
∣∣∣∣ ≤ 2,
which obviously holds in general for differences of probability measures. If p
has no atoms then there is equality a.s. From this, one also sees easily∣∣∣∣ ∫ f(s)δ˜i(ds)∣∣∣∣ ≤ ∫ |f(s)| |δ˜i|(ds) ≤ 2 sup
s∈Σ
|f(s)|.
The same obviously holds also for δ˜l,l
′
i .
7.4.3. Generalization of Theorems 4.3 and 4.4
Now, we restate the main theorems we will prove in this setting. The formula
for the free energy is the same – even though its meaning is viewed in the
general setting – but we have a slower convergence rate:
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Theorem 7.13 (GRF version of Theorem 4.3). Assume Assumption 7.4. The
replica symmetric formula pN given by (4.10) holds also in this setting, that
is for all H ∈ H: ∣∣∣∣E log∑
σ
exp
(
H(σ)
)− pN ∣∣∣∣ ≤ L ·∑
i
wi.
The convergence of the overlap has to be restated in the measure theoretic
setting:
Theorem 7.14 (GRF version of Theorem 4.4). Assume Assumption 7.4. For
any given numbers α1, . . . , αN ≥ 0 and any A1, . . . , AN ∈ F and B1, . . . , BN ∈
F⊗2, we have:
νH
[(∑
i≤N
αiδ˜i(Ai)
)2]
≤ 2L
∑
i
α2i + 2L
(∑
i
αiwi
)2
and
νH
[(∑
i≤N
αiδ˜i(Bi)
)2]
≤ 2
∑
i
α2i + 2
(∑
i
αiwi
)2
uniformly over all H ∈ H.
7.5. Main Lemma
Fix Γ, p, C, and κ, where we assume both Assumptions 7.4 and 7.8. Corre-
spondingly to the finite case, both Theorems 7.13 and 7.14 are consequences
of the new Main Lemma 7.15. To formulate this we will use the following
redefined quantities where α = (α1, . . . , αN ) ∈ RN≥0:
U(α) := sup
ai : Σ→[0,1]
F-m.b.
sup
H∈H
√
νH
[(∑
i
αi
∫
Σ
ai(ηi)δ˜i(dηi)
)2]
,
V (α) := sup
bi : Σ
2→[0,1]
F⊗2-m.b.
sup
H∈H
√
νH
[(∑
i
αi
∫
Σ2
bi(ηi, η′i)δ˜
1,2
i (dηi, dη
′
i)
)2]
.
Here the maximum over all configurations η,η′ has to be enlarged heavily to
a supremum over all measurable functions bi : Σ
2 → [0, 1]. The discrete case
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we had previously here can be recovered by use of indicator functions, c.f. the
proof of Theorem 7.14.
For any fixed α = (α1, . . . , αN ) ∈ RN≥0, we will also set for σ,σ1,σ2 ∈ ΣN
and for all measurable sequences of functions a, a1, . . . , aN : Σ → [0, 1] and
b, b1, . . . , bN : Σ
2 → [0, 1]:
Fi(a; a1, . . . , aN ;σ) :=
∫
Σ
a(s)δ˜i(ds) ·
N∑
j=1
αj
∫
Σ
aj(ηj)δ˜j(dηj),
Gi(b; b1, . . . , bN ;σ
1,σ2) :=
∫
Σ4
b(s, s′)δ˜1,2i (ds, ds
′)
·
N∑
j=1
αjbj(ηj , η
′
j)δ˜
1,2
j (dηj , dη
′
j).
As in the finite case those quantities are linked to the definition of U(α) and
V (α) via the simple calculation:
N∑
i=1
αiFi(ai; a1, . . . , aN ;σ) =
N∑
i=1
αi
∫
ai(s)δ˜i(ds) ·
N∑
j=1
αj
∫
aj(t)δ˜j(dt)
With the new definitions, we now will get up to a different constant the same
formulas for the upper bounds as in the finite setting Main Lemma 5.1.
Lemma 7.15 (GRF version of Main Lemma). Assume Assumption 7.4 and
let H = HA,B ∈ H. Then, for all α = (α1, . . . , αN ) ∈ RN≥0 and for all
measurable functions a, a1, . . . , aN : Σ → [0, 1] and b, b1, . . . , bN : Σ2 → [0, 1]
we have:∣∣∣∣νH[Fi(a; a1, . . . , aN ;σ)]∣∣∣∣ ≤ Lαi + 2L ·K · U(α) · (U(a•i) + V (a•i)),∣∣∣∣νH[Gi(b; b1, . . . , bN ;σ1,σ2)]∣∣∣∣ ≤ Lαi + 8L ·K · V (α) · (U(a•i) + V (a•i)),
where we recall that a•i is the i-th row of A given by H = HA,B.
7.5.1. Proof of Lemma 7.15
Precisely as before, this lemma is proved using the smart path (Hx)x∈[0,1] ⊂ H
that decouples the last spin from the others, by fading in the interaction with
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the i-th spin in the HamiltonianH. Large parts here are just copies of the proof
in Section 5.1. The most important changes after having redefined the symbols
are in the calculation of ϕ(0) and ψ(0), then the differentiation by Gaˆteaux
derivative – which leads to the same formulas – and last, but not least delicate,
the Cauchy-Schwarz step. For sake of readability, we will keep the identical
parts in this chapter, although we could just refer back to Section 5.1.1.
Fix measurable functions a, a1, . . . , aN : Σ → [0, 1] and b, b1, . . . , bN : Σ2 →
[0, 1] and the Hamiltonian H = HA,B ∈ H. Further, we prove the lemma for
i = N . Hence again:
F (σ) := FN (a; a1, . . . , aN ;σ), G(σ,σ
′) := GN (b; b1, . . . , bN ;σ,σ′),
Φ(i)(s) := Φκi(s), Γ
(i)(s, s′) := Γκi(s, s
′), γ(i)(s) := Γ(i)(s, s).
Identically to the finite case, we define aij(x), bij(x), x ∈ [0, 1] by:
aij(x) :=
{
aij i < j < N
xaij i < j = N
, bij(x) := bij +
{
(1− x)aij i = N or j = N
0 i, j < N
(7.5)
and let Hx := HA(x),B(x) and νx(·) := νHx(·). Let:
ϕN (x) := νx[F (σ)] = νx[FN (a; a1, . . . , aN ;σ)],
ψN (x) := νx[G(σ,σ
′)] = νx[GN (b; b1, . . . , bN ;σ,σ′)].
The first question we have to check in the generalized setting is whether we
can handle the starting points:
ϕ(0) = αNν0
[ ∫
Σ2
a(s)aN (ηN )δ˜N (ds) · δ˜N (dηN )
]
+
∑
i<N
αiν0
[ ∫
Σ2
a(s)ai(ηN )δ˜N (ds)δ˜i(dηi)
]
(7.6)
ψ(0) = αNν0
[ ∫
Σ4
b(s, s′)bN (ηN , η′N )δ˜
1,2
N (ds, ds
′) · δ˜1,2N (dηN , dη′N )
]
+
∑
i<N
αiν0
[ ∫
Σ4
b(s, s′)bN (ηN , η′N )δ˜
1,2
N (ds, ds
′)δ˜1,2i (dηi, dη
′
i)
]
(7.7)
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In both cases the first summand can be bound by 4αN because both measures
have variation at most 2. The second summands more interesting. According
to (7.5), the last spin is decoupled completely from the others. For ψ(0),
clearly κN fulfills the fixed point equation (7.4), thus in this case the second
summand in (7.7) becomes:
ν0
[ ∫
Σ4
b(s, s′)bN (ηN , η′N )δ˜
1,2
N (ds, ds
′)δ˜1,2i (dηi, dη
′
i)
]
=
∫
Σ4
b(s, s′)bN (ηN , η′N )ν0
[
δ˜1,2N (ds, ds
′)
]
· ν0
[
δ˜1,2i (dηi, dη
′
i)
]
vanishes, because the law of σ1N , σ
2
N under ν0 is given by the density κN w.r.t.
p⊗2 and we can exchange integrations for random point measures. Here we
used that b and bi are non-random. For the second summand of ϕ(0) in (7.6)
the fixed point equation for κN again implies:
δ˜N (dt) = δN (dt)− piN (t) p(dt) =
∫
Σ
[
δN (dt)δN (dt
′)− κN (t, t′) p(dt)p(dt′)
]
,
which vanishes by the same fixed point expression under ν0.
Differentiation and Integration by Parts We calculate the derivative of ϕ(x)
in the GRF setting by the Gaˆteaux derivative. This will give the same formula
as in the finite case. First, the derivative certainly exists, since the only
dependence on x in
ϕN (x) = ETrσ F (σ)
eHx(σ)
Z
,
is in the second factor of the integrand and everything is bounded. As in the
finite case, we calculate:
ϕ′N (x) = ETrσ F (σ)
eHx(σ) ·H ′x(σ) · Z − eHx(σ) · Z ′
Z2
= ETrσ1,σ2 F (σ1) ·
(
H ′x(σ
1)−H ′x(σ2)
) · eHx(σ1)+Hx(σ2)
Z2
= νx
[
F (σ1) · (H ′x(σ1)−H ′x(σ2))],
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and we have as well:
H ′x(σ) =
1
2
√
x
∑
i<N
√
aiNgiN (σi, σN )−
∑
i<N
aiN ·
(
1
2
√
biN (x)
g
(N)
i (σi) +
1
2
√
biN (x)
g
(i)
N (σN ) + Φ
(N)(σi) + Φ
(i)(σN )
)
Now, we have to use the Gaˆteaux derivative version of integration by parts in
Lemma 7.7
νx[F (σ) · giN (σi, σN )] = E
∂
〈
F (σ) expHx(σ)Z
〉
∂g
[Γ(σi, σN , ·, ·)].
We now calculate this Gaˆteaux derivative, which again exists by interchange
of limits:
∂
∂h
∣∣∣∣
h=0
Trσ F (σ)
exp
[
Hx(σ) +
√
aij(x)h γ(σi, σj)
]
Trσ′ exp
[
Hx(σ′) +
√
aij(x)hΓ(σi, σj , σ
′
i, σ
′
j)
]
= Trσ F (σ)
Trσ′ e
Hx(σ)+Hx(σ
′) ·√aij(x)[γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)]
Z2
=
〈
F (σ) ·
√
aij(x)
[
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)
] 〉
x
This obviously gives the same formula as in the finite case. Therefore we are
happy to refer the reader to Section 5.1.1 for the details of the calculation and
arrive at:
ϕ′N (x) =
1
2νx
[
F (σ)
(
v(1)− v(2)− 2v(1, 2) + 2v(2, 3))],
ψ′N (x) =
1
2νx
[
G(σ,σ′)
(
v(1) + v(2)− 2v(3)
+ 2v(1, 2)− 4v(1, 3)− 4v(2, 3) + 6v(3, 4)
)]
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where we use the identical notation for l 6= l′ as in the finite case:
v(l) :=
∑
i<N
aiN
[
γ(σli, σ
l
N )− γ(σli, piN )− γ(σlN , pii)
]
,
v(l, l′) :=
∑
i<N
aiN
[
Γ(σli, σ
l
N , σ
l′
i , σ
l′
N )− Γ(N)(σli, σl
′
i )− Γ(i)(σlN , σl
′
N )
]
Reordering of terms Now, we use the Dirac measure trick on v(l, l′):
v(l, l′) =
∑
i<N
aiN
∫
Σ4
Γ(s, t, s,′ t′)
[(
δ(σli,σl
′
i )
(ds, ds′)− κi(s, s′) p⊗2(ds, ds′)
)
· (δ(σlN ,σl′N )(dt, dt′)− κN (dt, dt′) p⊗2(dt, dt′))
− κi(s, s′)κN (t, t′)p⊗4(ds, ds′, dt, dt′)
]
=
∑
i<N
aiN
∫
Σ4
Γ(s, t, s,′ t′) ·
[
δ˜l,l
′
i (ds, ds
′) · δ˜l,l′N (dt, dt′)
− κi(s, s′)κN (t, t′)p⊗4(ds, ds′, dt, dt′)
]
Observe how the integration over the random signed measures emerged. Hence
we define analogously to the finite case:
v¯(l) :=
∑
i<N
aiN
∫
Σ2
γ(s, t)
[
δ˜li(ds) · δ˜lN (dt)
]
v¯(l, l′) :=
∑
i<N
aiN
∫
Σ4
Γ(s, t, s,′ t′)
[
δ˜l,l
′
i (ds, ds
′) · δ˜l,l′N (dt, dt′)
]
,
yielding:
ϕ′N (x) =
1
2νx
[
F (σ)
(
v¯(1)− v¯(2)− 2v¯(1, 2) + 2v¯(2, 3)
)]
,
ψ′N (x) =
1
2νx
[
G(σ,σ′)
(
v¯(1) + v¯(2)− 2v¯(3)
+ 2v¯(1, 2)− 4v¯(1, 3)− 4v¯(2, 3) + 6v¯(3, 4)
)]
.
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Again we use the following notation for l 6= l′:
F (l, l′) := 12νx
[
F (σ) · v¯(l, l′)], F (l) := 12νx[F (σ) · v¯(l)],
G(l, l′) := 12νx
[
G(σ,σ′) · v¯(l, l′)], G(l) := 12νx[G(σ,σ′) · v¯(l)],
which is for l 6= l′:
F (l, l′) = 12νx
[∑
i≤N
αi
∫
Σ2
a(t)ai(ηi)δ˜
1
N (dt)δ˜
1
i (dηi) (7.8)
·
∫
Σ4
Γ(s, t, s′, t′) δ˜l,l
′
N (dt, dt
′)
∑
i<N
aiN δ˜
l,l′
i (ds, ds
′)
]
,
G(l, l′) = 12νx
[∑
i≤N
αi
∫
Σ4
b(t, t′)bi(ηi, η′i)δ˜
1,2
N (dt, dt
′)δ˜1,2i (dηi, dη
′
i)
·
∫
Σ4
Γ(s, t, s′, t′) δ˜l,l
′
N (dt, dt
′)
∑
i<N
aiN δ˜
l,l′
i (ds, ds
′)
]
.
Cauchy-Schwarz Again, we will use the Cauchy-Schwarz inequality for this
product. This is where the dependence on Assumption 7.4 is raised. Fix lˆ, lˆ′.
Observe that we now have:
G(lˆ, lˆ′) = 12νx
[
X · Y ], where
X :=
∫
Σ2
b(t, t′)δ˜1,2N (dt, dt
′) ·
∑
i≤N
αi
∫
Σ2
bi(ηi, η
′
i)δ˜
1,2
i (dηi, dη
′
i) and
Y :=
∫
Σ4
Γ(s, t, s′, t′) δ˜lˆ,lˆ
′
N (dt, dt
′)
∑
i<N
aiN δ˜
lˆ,lˆ′
i (ds, ds
′).
Because we assume Assumption 7.4, we can rewrite this as:
νx
[
X · Y ] = ∑
k,l
Mklνx
[
X ·
∫
Σ4
rk(t)rl(t
′)δ˜lˆ,lˆ
′
N (dt, dt
′)
· rk(s)rl(s′)
∑
i<N
aiN δ˜
lˆ,lˆ′
i (ds, ds
′)
]
Here we exchanged the infinite sum with the expectation and the integral
because the integrands are bounded and the signed measures have variation
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bounded by 2. Hence, we can apply Cauchy-Schwarz inequality for X and the
integral, and obtain
∣∣∣νx[X · Y ]∣∣∣ ≤∑
k,l
|Mkl|
√
νx[X2] ·
{
νx
[(∫
Σ2
rk(t)rl(t
′)δ˜lˆ,lˆ
′
N (dt, dt
′)
)2
·
(∫
Σ2
rk(s)rl(s
′)
∑
i<N
aiN δ˜
lˆ,lˆ′
i (ds, ds
′)
)2]} 12
≤
√
νx[X2] ·
∑
k,l
|Mkl|
√
νx
[( ∫
Σ2
rk(s)rl(s′)
∑
i<N
aiN δ˜
lˆ,lˆ′
i (ds, ds
′)
)2]
· sup
σl,σl′
|
∫
Σ2
rk(t)rl(t
′)δ˜lˆ,lˆ
′
N (dt, dt
′)|
≤ 2K ·
√
νx[X2] · V (a•N ) (7.9)
since f(s, s′) := rk(s)rk(s′) is a F⊗2-m.b. function with values in [0, 1] and
Hx ∈ H. On the other hand:
νx[X
2] ≤ sup
σl,σl′
(∫
Σ2
b(t, t′)δ˜lˆ,lˆ
′
N (dt, dt
′)
)2
· νx
[( ∫
Σ2
∑
i≤N
αibi(ηi, η
′
i)δ˜
lˆ,lˆ′
i (dηi, dη
′
i)
)2]
≤ 4V (α)2.
This gives us with analogous arguments:∣∣F (l)∣∣ ≤ LU(α) · U(a•N ), ∣∣F (l, l′)∣∣ ≤ LU(α) · V (a•N ),∣∣G(l)∣∣ ≤ LV (α) · U(a•N ), ∣∣G(l, l′)∣∣ ≤ LV (α) · V (a•N ).
Now, we can wrap this up as in the finite case:
∣∣ϕ′N (x)∣∣ ≤ 2LU(α)[U(a•N ) + 2V (a•N )] ≤ LU(α) · (U(a•N ) + V (a•N )),∣∣ψ′N (x)∣∣ ≤ 4LU(α)[U(a•N ) + 4V (a•N )] ≤ LV (α) · (U(a•N ) + V (a•N )),
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and obtain:
∣∣ϕN (1)∣∣ ≤ LαN + 2 · L · U(α) · (U(a•N ) + V (a•N )),∣∣ψN (1)∣∣ ≤ LαN + 8 · L · V (α) · (U(a•N ) + V (a•N )).
Hence, this proves Lemma 7.15. 
7.6. Proofs of Theorems 7.13 and 7.14
Now that we have got Main Lemma 7.15, things are almost the same as in the
finite case since we have again:
U(α)2 = sup
ai:Σ→[0,1]
F-m.b.
sup
H∈H
∑
i
αiνH
[ ∫
Σ
ai(s)δ˜i(ds) ·
∑
j
αj
∫
Σ
aj(ηj)δ˜j(dηj)
]
,
V (α)2 = sup
bi : Σ2→[0,1] F⊗2-m.b.
sup
H∈H
∑
i
αiνH
[ ∫
Σ2
bi(s, s
′)δ˜1,2i (ds, ds
′)
·
∑
j
αj
∫
Σ2
bj(ηj , η
′
j)δ˜
1,2
j (dηj , dη
′
j)
]
In fact, only very little has to be changed for the GRF setting. First, there
has to be stated a sentence in the proof of Theorem 7.14. And second, we
will use the same calculation as in the previous Cauchy-Schwarz step for the
proof of Theorem 7.13, therefore this also again depends on Assumption 7.4.
This allows us to abstain from generalizing Lemma 5.3 at the expense of the
different convergence rate in the Theorem.
The start of this section up to Corollary 7.16 and its proof is the identical
argument as in the finite case. That is, if we set
vi :=
1
2
(
supU(β) + supV (β)
)
, ∀i ≤ N,
where the suprema are over all sequences β s.t. 0 ≤ βj ≤ cij , then Lemma
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7.15 gives:
U(α)2 ≤
∑
i
α2i + 4K · U(α)
∑
i
αivi
V (α)2 ≤
∑
i
α2i + 16 ·K · V (α)
∑
i
αivi
and we get again
max{U(α), V (α)} ≤
√∑
i
α2i + 16 ·K ·
∑
i
αivi, (7.10)
which gives the same formula as in Corollary 5.2, where one has to keep in
mind that the definitions of U(α) and V (α) differ!
Corollary 7.16. Under the assumptions of Lemma 7.15, for all i ≤ N :
vi ≤ wi,
where we recall the definition of w = (w1, . . . , wN ) in (4.8).
Proof. This is just the same as in the proof of Corollary 5.2
Proof of Theorem 7.14. Just apply the previous corollary on (7.10) using the
indicator functions:
ai := 1Ai and bi := 1Bi .
Proof of Theorem 7.13. We again look at the same smart path as in the finite
case:
Hx(σ) :=
∑
i<j
√
xaijgij(σi, σj) +
∑
i,j
√
bij + (1− x)aijg(j)i (σi)
+
∑
i,j
(
bij + (1− x)aij
)
Φ(j)(σi).
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Then, Hx ∈ H for all x ∈ [0, 1]. Let ϕ(x) := E log(Trσ eHx(σ)). By the same
calculations as before we get the derivative w.r.t. x:
H ′x(σ) =
∑
i<j
√
aij
2
√
x
gij(σi, σj)−
∑
i,j
aij
2
√
bij + (1− x)aij
g
(j)
i (σi)
−
∑
i,j
aijΦ
(j)(σi).
This yields:
ϕ′(x) = ETrσ
eHx(σ) ·H ′x(σ)
Z
= νx
[
H ′x(σ)
]
=
1
4
∑
i,j
aijνx
[
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j)− γ(j)(σi) + Γ(j)(σi, σ′i)
− γ(i)(σj) + Γ(i)(σj , σ′j)− 2Φ(i)(σj)− 2Φ(j)(σi)
]
and by the definitions of Γ(j)(s, s′) = Γκj (s, s
′):
ϕ′(x) =
1
4
∑
i,j
aijνx
[
γ(σi, σj)− Γ(σi, σj , σ′i, σ′j) + Γ?(σi, σ′i;κj)
+ Γ?(σj , σ
′
j ;κi)− γ(σj , pii)− γ(σi, pij)
]
.
=
1
4
∑
i,j
aijνx
[
γ(σi, σj)− γ(σj , pii)− γ(σi, pij) + γ(pii, pij)
− Γ(σi, σj , σ′i, σ′j) + Γ?(σi, σ′i;κj) + Γ?(σj , σ′j ;κi)− Γ?(κi;κj)
]
− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
.
Up to here this was – up to the integration by parts – the same as in the
finite case. Now, we have to apply the Dirac measure trick to get the centered
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factors:
ϕ′(x) =
1
4
∑
ij
aijνx
[ ∫
Σ2
γ(s, t)
(
δi(ds)− pii(s)p(ds)
)(
δj(dt)− pij(t)p(dt)
)]
− 1
4
∑
ij
aijνx
[ ∫
Σ4
Γ(s, t, s′, t′)
(
δ1,2i (ds, ds
′)− κi(s, s′)p⊗2(ds, ds′)
)
· (δ1,2j (dt, dt′)− κj(t, t′)p⊗2(dt, dt′))]
− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
=
1
4
∑
i
νx
[ ∫
Σ2
γ(s, t)δ˜i(ds)
∑
j
aij δ˜j(dt)
]
− 1
4
∑
i
νx
[ ∫
Σ4
Γ(s, t, s′, t′)δ˜1,2i (ds, ds
′)
∑
j
aij δ˜
1,2
j (dt, dt
′)
]
− 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)
.
Now under assumption 7.4, we calculate as in (7.9):
νx
[ ∫
Σ4
Γ(s, t, s′, t′)δ˜1,2N (ds, ds
′)
∑
i
aiN δ˜
1,2
i (dt, dt
′)
]
=
∑
k,l
Mk,lνx
[ ∫
Σ2
rk(s)rl(s
′)δ˜1,2N (ds, ds
′)
·
∫
Σ2
rk(t)rl(t
′)
∑
j
aNj δ˜
1,2
j (dt, dt
′)
]
≤
∑
k,l
|Mk,l|
√
νx
[(∫
Σ2
rk(s)rl(s′)δ˜
1,2
N (ds, ds
′)
)2]
·
√√√√νx[(∫
Σ2
rk(t)rl(t′)
∑
j
aNj δ˜
1,2
j (dt, dt
′)
)2]
≤ 2K V (a•N ).
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The analogue calculation as this also bounds the corresponding term with γ
by 2K U(a•N ). Then, this gives:
|ϕ′(x) + 1
4
∑
i,j
aij
(
γ(pii, pij)− Γ?(κi;κj)
)| ≤ K2 U(a•N ) + K2 V (a•N )
≤ L
∑
i
wi.
By using:
ϕ(0) =
∑
i≤N
E log Trs exp
(
Yi(s) + Φ
(C,i)(s)
)
we finish the generalization of the proof to the GRF setting.
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To give an outlook of what might happen when β becomes bigger, we perform
the standard heuristics for this model. The conjectures we gain are open for
further work.
First, the Aizenman-Sims-Starr ansatz will be performed by introducing the
so-called Random Overlap Structures. Then, a special instance of ROSt is
examined, the Ruelle probability cascades. This leaves us with a conjecture on
the Parisi-type formula for the free energy at all temperatures. One inequality
can easily be done for some instances of our model.
Afterwards, this brings us to understand up to what β the so-called replica
symmetric free energy formula in Theorem 4.3 should hold, that is, to de-
scribe the whole high temperature regime. For some examples we evaluate
this numerically.
We will do this only for the Hamiltonian as stated in (1.2), and not in the
more general version of (4.5).
8.1. Random Overlap Structures and
Aizenman-Sims-Starr
The famous Aizenman-Sims-Starr ansatz was given in [2]. It introduced the
so-called Random Overlap Structures (ROSt). In our setting, we have to
adjust them. That is, a ROSt consists of the following data:
• A State Space A, finite or countable infinite, equipped with an average
Tr, that is Trα 1 = 1,
• ‘Overlaps’ Qαα′ , α, α′ ∈ A: random symmetric matrices whose entries
add up to 1:
Qαα′ =
(
Qαα′(s, s
′)
)
s,s′∈Σ,
∑
s,s′
Qαα′(s, s
′) = 1, α, α′ ∈ A
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Furthermore, Qαα have to be diagonal matrices for all α ∈ A. We write
qα(s) for Qαα(s, s). Note that the diagonal then sums up to 1.
• Random non-negative weights ηα ≥ 0, s.t.
∑
α∈A ηα <∞.
Our generalization of the SK model then corresponds to A = ΣN and:
Trα f(α) =
∑
α
f(α)
∏
i
p(αi), ηα = exp
[
β√
N
∑
i<j
gij(αi, αj)
]
Qαα′(s, s
′) = Lα,α
′
N (s, s
′) =
1
N
|{ i ≤ N | (αi, α′i) = (s, s′) }|.
Observe that Qαα(s, s
′) = δss′ · LαN (s) is a diagonal matrix. We will call this
ROSt RSK. Another very important example will be the Ruelle probability
cascades discussed later.
Given a ROST R, we define the families of centered Gaussians κα and yαi (s),
α ∈ A, s ∈ Σ, i ≤M , s.t.:
Eκακα
′
=
∑
s,t,s′,t′
Γ(s, t, s′, t′)Qαα′(s, s′)Qαα′(t, t′) = Γ?(Qαα′ ;Qαα′),
Eyαi (s)yα
′
j (s
′) =
∑
t,t′
Γ(s, t, s′, t′)Qαα′(t, t′) · δij = Γ?(Qαα′ ; s, s′) · δij .
Both families have to be independent of each other.
Given a ROSt R we define the smart path Hamiltonian for α ∈ A and τ ∈ ΣM :
HM (τ, α, x) := HM (τ, α, x,R)
=
√
x√
M
∑
i<j≤M
gij(τi, τj) +
√
xM
2 κ
α +
√
1− x
∑
i
yαi (τi),
GˆM (x,R) := 1ME
[
log Trα,τ ηαe
βHM (τ,α,x) − log Trα ηαeβ
√
M
2 κ
α
]
.
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Let 〈 · 〉x,R and νx(·) = νx,R(·) be defined as usual. Then:
dGˆM
dx
= β2 νx
[
1√
xM
∑
i<j≤M
gij(τi, τj) +
√
M
2xκ
α − 1√
1−x
∑
i
yαi (τi)
]
= β
2
2 νx
[
1
M
∑
i<j≤M
{γ(τi, τj)− Γ(τi, τj , τ ′i , τ ′j)}+ M2 γ(qα, qα)
− M2 Γ?(Qαα′ ;Qαα′)−
∑
i
γ(qα, τi) +
∑
i
Γ?(Qαα′ ; τi, τ
′
i)
]
= M β
2
4 νx
[∑
s,t
γ(s, t)
{
LτM (s)L
τ
M (t) + qα(s)qα(t)− 2qα(s)LτM (t)
}
−
∑
s,t,s′,t′
Γ(s, t, s′, t′)
{
LτM (s, s
′)LτM (t, t
′) +Qαα′(s, s′)Qαα′(t, t′)
− 2Qαα′(s, s′)LτM (t, t′)
}]
+ o(M)
= M β
2
4 νx
[
γ(LτM − qα, LτM − qα)
−
∑
s,t,s′,t′
Γ?(LτM −Qαα′ ;LτM −Qαα′)
]
+ o(M).
Again, in our case, this is not decisive in general. But, if this is non-negative,
then we have:
1
ME logZM = GˆM (1,R) ≤ infR GˆM (0,R)
Therefore, in the same fashion as in Theorem 3.2, this yields:
Theorem 8.1. Assume Γ is such that the quadratic form QΓ(f) ≤ 0 for all
symmetric |Σ| × |Σ|-matrices f s.t. ∑s,s′ f(s, s′) = 0 as in (3.2). Then, we
have:
lim
N→∞
1
NE logZN ≤ limM→∞ infR GˆM (0,R),
where ZN is the partition function of the multivariate SK model with covari-
ance matrix Γ and the infimum is over all ROSts for Γ.
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Actually, the other inequality is not very difficult to prove, since in the situa-
tion of the theorem we have already proved super-additivity. The details can
for instance be seen in [3, Theorem 4.5].
It seems that for models with Γ? being positive definite, this should also hold
based on the methods of Theorem 3.3. At least this inequality has been
performed for the d-component spin SK model in [8] and [4] which took quite
some effort. Anyway, in general, there is no reason to doubt:
Conjecture 8.2. For all (Σ,Γ, p) and for all β ≥ 0.
lim
N→∞
1
NE logZN = limM→∞ infR GˆM (0,R)
This is not a big help yet, because the infimum might be even harder to
evaluate in general. But the Ruelle probability cascades ROSt is thought of
giving a calculable infimum. For the spherical SK model, that has been proved.
Remarkably, for models with QΓ(f) = 0 for all corresponding f , we hereby
see that all differences between different ROSts are vanishing as N →∞. We
already saw that the Toy Model 2.3.3 has this property. But there are many
others including:
Γ =

2 1 1 0
1 2 −1 0
1 −1 2 0
0 0 0 0
 , (8.1)
which gives:
QΓ
(
a c
c b
)
= 4c (a+ 2b+ c) = 0
for all the f we are considering.
8.2. Ruelle Probability Cascade
A very important example of ROSt’s are the Ruelle probability cascades. Ac-
tually, for the standard and the spherical SK model, they are proved to give
the infimum, and hence proving the Parisi formula.
In our setting, they are to be defined as follows. First, let K ∈ N and 0 =
Q0
Γ≺ Q1 Γ≺ · · · Γ≺ QK Γ≺ QK+1 be symmetric non-negative matrices with
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entries summing up to one, QK+1 diagonal with trace 1, and 0 = m0 < m1 <
· · · < mK−1 < mK = 1.
Then, the Ruelle probability cascade ROSt RRuelle(K,Q,m) is given by A =
NK and Qαα′ = Qd(α,α′) where d(α, α′) := min{i | αi 6= α′i}. For the weights,
we define:
ηα = η
1
α1η
2
α1,α2 · · · ηKα1,...,αK
where the ηiα1,...,αi are the points of a PPP(mit
−mi−1) in decreasing ordering
– the point processes being independent for all the different indexes.
Now, the famous Parisi formula is given by
inf
K,Q,m
GˆM
(
0,RRuelle(K,Q,m)
)
and we evaluate this. First, we let
YK+1 := Trs e
β
∑K
i=0 gi(s),
where (gi)
K
i=0 are i.i.d. Gaussian fields with covariance matrices ΓQi+1−Qi .
Then, we define recursively:
Yi :=
[
Egi(Y
mi
i+1)
]1/mi
,
where Egi is the integration of just gi. Remark that Yi only depends on the
variables g0, . . . , gi−1.
Lemma 8.3. Let RRuelle(K,Q,m) be a Ruelle probability cascade. Then:
GˆM
(
0,RRuelle(K,Q,m)
)
= E log Y1
− β
2
4
K∑
i=1
mi
(
Γ?(Qi+1;Qi+1)− Γ?(Qi;Qi)
)
,
Proof. First, recall the distributional equation
{yi · ηi}i L= {
(
E(ym)
)1/m · ηi}i,
if {ηi}i is a PPP(mt−m−1) and yi are i.i.d. random variables with finite m-th
moment, independent of the ηi.
Next, we will denote by αk := (α1, . . . , αk) the restriction to the first k entries.
Hence, α1 = α1 and α
K = α.
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We have to calculate:
GˆM
(
0,RRuelle(K,Q,m)
)
= 1ME log Trα∈A ηα Trs e
βyα(s) (8.2)
− 1ME log Trα ηαe
β
√
M
2 κ
α
.
We first handle the second summand. Let κα :=
∑K
k=1 zk(α
k) with zk(α
k) is of
variance β2M2
(
Γ?(Qk;Qk)− Γ?(Qk−1;Qk−1)
)
, independently for all αk ∈ Nk.
Then:
ηαe
β
√
M
2 κ
α
= ηα1e
z1(α
1) · ηα2ez2(α
2) · · · ηαKezK(α
K).
Now, for each factor ηαke
zk(α
k), this has as stated above the same law as:
ηαk
[
Eemkzk(α
k)
]1/mk
= ηαke
β2·mkM4
(
Γ?(Qk;Qk)−Γ?(Qk−1;Qk−1)
)
We do this sequentially for every factor, collect terms, and obtain:
ηα · eβ
√
M
2 κ
α
= ηα · eβ
2·M4
∑K
k=1 mk
(
Γ?(Qk;Qk)−Γ?(Qk−1;Qk−1)
)
Observe that the second factor is deterministic, and hence explains the second
term in the Parisi formula.
Now, for the first term in (8.2), because of the definition of the Ruelle proba-
bility cascade ROSt, we have:
yα(s) =
K∑
k=0
g
(k)
αk
(s),
where g
(k)
αk
is a Gaussian field with covariance matrix ΓQk+1−Qk , and being
independent for each αk ∈ Nk. Hence we have, conditioned on ηα1 ,. . . ,ηαK−1
and the g’s up to level K − 1:
{ ηα Trs eβ
∑K
k=0 g
(k)
αk
(s) }αK = { ηα Trs eβ
∑K−1
k=0 g
(k)
αk
(s) · eβg(K)αK (s) }αK
L
= { ηα ·XK−1 }αK ,
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where
XK−1 := CK
(
β
K−1∑
i=0
g(i)α (s)
)
, CK
(
ξ(·)) := [Egi(Trs eξ(s)+βgi(s))mi]1/mi .
Hence, XK−1 is of course the mi-th moment of the random variable
Trs e
β
∑K
i=0 g
(i)
α (s)
conditioned on the g’s up to level K−1. On the other hand, XK−1 L= YK−1 is
a random variable depending only on the g’s at levels less than K. Therefore,
using the same recursively, one arrives at:
ηα Trs e
β
∑K
k=0 g
(k)
αk
(s) L= X1ηα,
with X1
L
= Y1. Hence, this leads to the first summand in the Parisi formula.
In summery we have:
GˆM
(
0,RRuelle(K,Q,m)
)
= E log Y1 + 1ME log
Trα ηα
Trα ηα
− β
2
4
K∑
i=1
mi
(
Γ?(Qi+1;Qi+1)− Γ?(Qi;Qi)
)
,
Now, the second summand is only vanishing if Trα ηα is finite, which is only
given for mK < 1, contrary to our assumptions. Therefore, we first perform
the calculation for mK < 1, and then let mK → 1.
This motivates:
Conjecture 8.4 (Parisi Formula).
lim
N→∞
1
N logZN (β,Γ)
= inf
K,Q,m
[
E log Y1 − β
2
4
K∑
i=1
mi
(
Γ?(Qi+1;Qi+1)− Γ?(Qi;Qi)
)]
. (8.3)
One half of this is given for some models in Theorem 8.1. The most difficult
part of this conjecture of course is to obtain that the infimum over all ROSts
is already given by the infimum over the Ruelle probability cascade ROSts.
This has not even been proved for the d-component spin SK model.
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8.3. High-Temperature Region
Now that we have some insight on the form of the Parisi formula in our case,
we can get a feeling of what might be the High Temperature Region. We
are following here the ideas developed in [20], [11], and [17, p. 13.3]. There, the
notion of High Temperature Region is defined as those β where the replica
symmetric free energy formula (given by the formula in Theorem 4.3) is
the minimizer of (8.3).
To calculate this, we first define the Parisi functional:
PK(Q,m) := E log Y1 − β
2
4
K∑
i=1
mi
(
(Qi+1;Qi+1)− Γ?(Qi;Qi)
)
,
PK(Γ) := inf
Q,m
PK(Q,m), P(Γ) := inf
K
PK(Γ)
Note that the formula in Theorem 4.3 is
RS(Γ) := P1(Q,m) with Q =
(
Q,P
)
and m = (0, 1),
where
Q := κ and P := diag(pi)
are the order parameters with new denotations in this setting. This implies
P1(Γ) ≤ RS(Γ). In the case of Theorem 8.1, we know that the free energy
is bound by P1(Γ). This implies that the order parameters are minimizing
the inf in PK(Γ) for β small enough. In view of the conjectures above we
henceforth assume that this is true for all Γ.
Now, following the idea of Panchenko, we define the high temperature re-
gion as the set of β at which the free energy equals P1, that is infK PK(Γ)
is already achieved for K = 1. On the other hand, the high temperature re-
gion stops as soon as P2(Γ) < P1(Γ) = RS(Γ). The idea is to see for what
parameters this happens.
Therefore, we consider the following second level replica symmetry breaking:
K = 2, Q = (0, Q,A, P ), m = (0,m, 1).
Thus, the parameters new on this level are only A and m. Consider
Ψ(m,A) := P2(Q,m) = −β
2
4
[
Γ?(P ;P )− Γ?(A;A) +mΓ?(A;A)
−mΓ?(Q;Q)]+ 1mE logE1[Trs eY ′(s)]m,
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where
Y ′(s) := g0(s) + g1(s) + ΦP−A(s),
ΦP−A(s) = 12
(
Γ?(s, s;P )− Γ?(s, s;A)).
Now, trivially Ψ(1, A) = RS(Γ) does not depend onA. In the high temperature
region Ψ(m,A) should attain its minimum at (1, Q). Therefore, the idea is to
look at the following quantity for all A:
f(A) := ∂Ψ(m,A)∂m
∣∣∣
m=1
= −β24
(
Γ?(A;A)− Γ(Q,Q)
)
− E logE1
[
Trs e
Y ′(s)]
+ E
E1
[
log
([
Trs e
Y ′(s)
]) · Trs eY ′(s)]
E1
[
Trs eY
′(s)
]
= −β24
(
Γ?(A;A)− Γ(Q,Q)
)
+ E Trs e
Y ′(s)
E1 Trs eY ′(s)
· log [ Trs eY ′(s)E1 Trs eY ′(s) ]
Following [11], we see that necessary condition for P(Γ) = P1(Γ) is:
f(A) ≤ 0 for all Q Γ≺ A Γ≺ P, (8.4)
since m = 1 should be a minimum for all A.
The famous AT-Line corresponds to the Hessian of f being negative semidef-
inite at A = Q. Refer to [11] for the fact that those two conditions are not
equivalent in some versions of the spherical SK model.
Now, we investigate this bound for two examples.
8.3.1. Example: Field of Independent Gaussians
Here, Σ = {±1} and Γ(s, t, s′, t′) = 1(s,t)=(s′,t′) as we saw in Section 2.3.1.
There, we established pi(+1) = pi(−1) = 12 and Q = κ =
(
q q′
q′ q
)
with
q′ = 12 − q and q satisfying (2.2). We already know by our proof that this
model exhibits high temperature behaviour for β < 1√
8KΓ
= 18 . To obtain
some understanding on how far away from the correct βc this is, we calculate
the above conditions.
The first thing to do is to evaluate ΓA:
ΓA(s, s
′) =
(
TrA 0
0 TrA
)
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Now, let A and B be two matrices with entries summing up to 1 and denote
their traces by a, b resp. Then, we have:(
Γ?(s, s′;B)− Γ?(s, s′;A))
s,s′ = (b− a) ·
(
1 0
0 1
)
This is positive semidefinite for TrB = b ≥ a = Tr a.
Now, gi(+1) and gi(−1) are independent Gaussians with variances TrQi+1 −
TrQi. Furthermore,
Γ?(A;A) = a2 = (TrA)2.
Of course TrP = 1 and TrQ = 2q. Now, for any such matrix A with a =
TrA ∈ [2q, 1]:
Y ′(s) = βg0(s) + βg1(s) + β
2
2 (1− a), Y ′′(s) = βg0(s) + βg1(s)
Z : = Trs e
Y ′(s) = Trs e
βg0(s)+βg1(s)+β
2ΦP−A(s) = e
β2
2 (1−a) · Trs eY ′′(s)
X : = E1 Trs eY
′(s) = Trs e
βg0(s)+β
2ΦP−Q(s) = eβ
2(
1
2−q) · Trs eβg0(s)
Z
X
= e
β2
2 (2q−a) · Trs e
Y ′′(s)
Trs eβg0(s)
, E
Z
X
= EE1
Z
X
= 1
f(A) = −β24 [a2 − 4q2] + E ZX · log( ZX )
Note that this only depends on the trace a of A. Numerical evaluations of this
quantity suggest that the replica symmetric formula only holds up to β ≈ 0.75
as then f(A) becomes positive for some Tr a > 2q, c.f. Figure 8.3.1.
8.3.2. Example: Volunteer Model
This is the model where Γ(1, 1, 1, 1) = 1 and all other values are zero. Again,
pi(+1) = pi(−1) = 12 and Q = κ =
(
q q′
q′ q
)
with q′ = 12 − q and q. Now, we
first evaluate:
ΓA =
(
a11 0
0 0
)
Hence, 0 Γ≺ A−B iff a11 ≥ b11, and we have
Γ?(A;A) = a211.
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Figure 8.1.: f(a) for the field of independent Gaussians model.
145
8. Lowering the Temperature
Now, let z0 and z1 be independent standard Gaussians. Then, to look at the
level one replica symmetry breaking formula, we set for any A with a = a11 ∈
[q, 1]:
Y ′(s) = βg0(s) + βg1(s) + β
2
2 (1− a)
= β(
√
a− qz0 +
√
1− az1) 1s=1 + β
2
2 (1− a),
Y ′′(s) = βg0(s) + βg1(s) = β(
√
a− qz0 +
√
1− az1) 1s=1
Z : = Trs e
Y ′(s) = Trs e
βg0(s)+βg1(s)+β
2ΦP−A(s)
= e
β2
2 (1−a) · e
β(
√
a−qz0+
√
1−az1) + 1
2
X : = E1 Trs eY
′(s) = Trs e
βg0(s)+β
2ΦP−Q(s) = e
β2
2 (1−q) · e
β
√
a−qz0 + 1
2
Z
X
= e
β2
2 (q−a) · Trs e
Y ′′(s)
Trs eβg0(s)
, E
Z
X
= EE1
Z
X
= 1
f(A) = −β24 [a2 − q2] + E ZX · log( ZX )
The numerical evaluation of f here suggests that the critical β is approximately
βc = 1, c.f. Figure 8.3.2, whereas we rigorously know it to be valid for β <
β0 =
1
2
√
2
.
146
8.3. High-Temperature Region
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Figure 8.2.: f(a) for the volunteer model.
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Notation
Notation Meaning Page
γ The variance corresponding to the covariance
matrix Γ, i.e. the diagonal of Γ
Γ?(s, s′; t, t′) Γ(s, t, s′, t′) 10
ΓA
(
Γ?(s, s′;A)
)
s,s′ 10
0 Γ≺ A ΓA is positive semidefinite 10
κ The solution of the fixed point equation:
κ(s, s′) = EΠ(s)Π(s′)
13
pi The solution of the fixed point equation
pi(s) = EΠ(s), that is pi(s) =
∑
s′ κ(s, s
′).
〈 f 〉 The quenched average of the function f 10
ν(f) E 〈 f 〉: The averaged expectation of the
function f
10
δ`i (s) 1σ`i=s 11
L`N (s)
1
N
∑N
i=1 δ
`
i (s) 11
L`,`
′
N (s, s
′) 1N
∑N
i=1 δ
`
i (s)δ
`′
i (s) 11
µi(s) 〈 δi(s) 〉 11
Γ
(A,j)
κ (s, s′)
∑
j aijΓκj (t, t
′) 56
Φ(i)(s) Φκi(s) 74
Φ
(A,i)
κ (s)
∑
j aijΦκj (s) 56
pht / Σ
(
F (t)
) p(t)·eF (t)∑
t′∈Σ p(t′)·eF (t′)
, ∀t ∈ Σ 92
O(α) Big O of the right hand side of Theorem 4.4. 93
a•i The i-th row of the matrix A. 74
K,L A constant depending on Γ and p alone 17
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