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Abstract-Periodicity conditions are derived for the D.E., equation (I), with F(X) a polynomial, given that 
periodic solutions exist for E = 0. Transformations on x and t are introduced which transform the D.E. (I) 
into the partly linearized D.E.: 
2 
%az+b=, 
drr $+z).$);e]. 
(1’) 
The D.E. (I’) in turn is equivalent to the integral equation: 
b 
I=-;+Acos(\/art$)tL 
da I 1% / [ x(z(u)),!$, t(u);r] sin w~(T- u)) du. 
The periodicity conditions for e#O are then formulated via the use of the integral equation. All 
quantities are considered complex, although the imaginary parts may be considered small enough, 
ultimately vanishing. The problems involve the choice of appropriate contours in the (complex) r plane and 
in a (Riemann) z-surface. These and other details are illustrated concretely via application to a generaliza- 
tion of the problems of Van der Pol and Duffing. While in the appropriate limit cases the results reduce to 
those of Van der Pol and Duffing, the more general results, particularly the generalized Van der Pol 
problem, reveal an extended family of periodic solutions (limit cycles), including those of Van der Pal in 
one limit case. the relaxation oscillations of Lienard and a third type, bifurcation via a separatrix. 
INTRODUCTION 
As stated, F(x) is considered a polynomial in x and f is considered analytic in its arguments 
and periodic in t, if t occurs explicitly in f. Given that periodic solutions exist for E = 0, the 
problem is the existence of periodic solutions for e > 0, sufficiently small. All quantities are 
considered complex, but with imaginary quantities arbitrarily small. 
This study was made about thirty years ago in partial fulfilment for the Ph.D. degree at the 
Courant Institute. At that time, in the then existing literature on nonlinear oscillations, the D.E. 
i + ax = Ef(X, i, t; E), (2) 
has been studied most extensively. It was first discussed by Poincart, Ref. [ 11, Chap. III, and a very 
considerable part of the subject matter treated in the texts on nonlinear oscillations, References 
[2,4, 101, consists precisely in the study of this differential equation. 
The periodicity conditions for the D.E., equation (2), are easily formulated based upon the 
observation that with the initial conditions: x = A, i = 0 at t = 0, the differential equation is 
equivalent o the integral equation: 
x = A cos (d/at) + -& I,’ f[x(~), i(7), T; E] sin [d/a(t - r)] d7. (3) 
(1) In the thesis this result was generalized to the D.E., equation (l), via the introduction of the 
transformation 
dz dr F(x) -z-z_ 
dx dt LIZ+ b’ (4) 
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So that equation (1) is transformed into: 
d*z 
g+az+b=e $$jf [x(z)& f(7); e], 
a, b being chosen suitably. 
Since, 
‘(‘) = 
T az(T)+ b 
F[x(z(T))] dT + ” 
(5) 
(6) 
equation (5) is really an integro-differential equation. But the left hand side is now linearized and 
equation (5) is equivalent to the integral equation: 
x sin (da(T - u)) du, (7) 
dz 
z = - v’aA sin (VaT + 44 + E 
x cos (Va(T - u)) du. (8) 
Since F(x) is assumed to be a polynomial in x, z will ultimately be defined in a suitable 
Riemann surface but with the imaginary part arbitrarily small. X will then be a multiply valued 
function of z. While the real part of t will generally be monotonically increasing, T will assume 
its values along a particular contour in the (complex) T plane. The periodicity conditions will be 
expressed in terms of contour integrals in the 7 plane, but ultimately may also be expressed in 
terms of contour integrals in the z-surface. 
Instead of the general case, which is abstract, the proper choice of the contours in the I 
surfaces and T planes, will be illustrated in the case of a generalization of two well-known 
problems in the theory of nonlinear oscillations, namely a generalization of the Van der Pol and 
Duffing problems. The more general results, particularly of the Van der Pol problem, are 
certainly of interest in themselves. 
The following should be added. Since F and f are assumed to be analytic in their arguments, 
then starting out with initial conditions x = x(o), x = i(o) at t = 0, the ordinary Cauchy theorem 
assures the existence of (analytic) solutions up to some t. It is assumed that the so!utions of (1) 
for E = 0 are periodic. The problem centers around the solution for c > 0, sufficiently small. This 
requires first of all the assurance that an (analytic) solution exists up to a time To + cTI, To being 
the period for e = 0. This requirement is assured by a theorem due to PoincarC, which he 
designated as an extension of the Cauchy theorem, Ref. [l]. 
(2) Consider then the D.E. 
mq+k,5_k53=c Kc2 3 3, 
dq 
2 
( > ‘dv dv 
d5 d-f 
5=l(o)9 G= G o 
( > 
at 7 = 0. 
(9) 
All coefficients are considered positive, while cl and c2 are considered small as compared to the 
other parameters. 
For cl = c2 = 0, periodic solutions exist (within a separatrix in the 5, ddd7 (phase) plane), as 
shown. 
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For cl # 0, c2 = 0, no periodic solutions exist. cl > 0, c2 > 0, k2 z 0, the 3 quantities being 
small as compared to the other parameters, corresponds to the Van der Pol problem and 
periodic solutions exist. What, however, with cl, c2 small enough, k2 is not small as compared to 
the other parameters? 
In the case of k2 small, the D.E. is ultimately of the form; 
f + x = Ef(X, i), E > 0 sufficiently small, 
and with x(o) = R, i(o) = 0, the D.E. is equivalent to the Integral equation: 
x(t) = R cos t + l f[r(s), i(s)] sin (t - s) ds, (10) 
and the periodicity conditions can be established by the use of equation (10). 
In the case when k2 is not considered small the D.E. can not be brought into the form of 
equation (10). However, the following transformation, introduced in the thesis, transforms the 
D.E. (10) again into the desired form of equation (10). 
In terms of the nondimensional quantities: 
The D.E. (2) assumes the form: 
J+x-x3=E (i-;q. 
(11) 
(12) 
The transformation: 
dr dz F(x) 
x==a==m, F(x) = x - x3 
transforms the D.E. (12) into: 
Let 
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1 1 
@(s,=,-22, CY=-&. 
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and with cl = c2, 
and, 
1 1 1 1 -z__z2+c, =-x2__ 
2 4 2 
4x4+ c2 
z = x2, or x=+dz 
2 
!+*= 
dr (13) 
So that, with z(o) = 1 - p(e), (dz/dT),, = 0, 
z=I-p(.)cosh(7)+r~~[1-~12(~)2]~sinh(7-S)dS, 
$ = - P(E) sinh (7) + e ~~[l-~“2(~~]~cosh(7-S)ds. 
0 < p = p(e) < 1. (14) 
The z variable is considered to assume its values in a two sheeted Riemann surface. In the limit, 
E + 0, the z variable will assume only positive values, with x positive in the first and negative in 
the second sheet of the z surface. 
(3) In the case, E = 0, 
i+x-x3=0 
so that there exist ‘an infinite set of periodic solutions within the separatrix in the .+ x (phase) 
plane, whose equations are given by: 
i=y=-+ J( (x2 - 1)2 - a2 > 2 ’ osds 1; 
with the separatrix being given by: 
x2-l (I= 0, y=*- 
V2 
and in terms of the time r, 
with, 
x, = x,.~ at y = 0, 
and the modulus k defined by: 
Osk= 
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while K(k) and Sn are the complete Elliptic Integral of 1st kind and the Jacobian Elliptic sine 
function respectively, modulo k. The period is 27r 5 T(k) = 4d(l+ ki)K(k) I a~ and k = 1 
corresponds to the separatrix, while for k = 0, x = y = 0 is the only solution with T(o) = 27r. 
For E > 0 sufficiently small, the periodic solutions, if they exist, will be in the neighborhood 
of the solutions for E = 0. Considered as complex quantities, but with the imaginary parts 
arbitrarily small, the graphs of x, z and 7 are illustrated in Figs. 1-3 respectively. 
The radii A of all circles are considered arbitrarily small, ultimately vanishing. With this 
understanding the A’s will usually be ignored. 
For a periodic solution in z the values of z and dzldr, starting with the values correspond- 
ing to the point 0, 
z(o)+ 1 -p(o), 
dz 
p4 as g+O, 
shall assume the same values after T transverses the path: 
0-l-2-3-2-l-l’-2’-3’-2’-l’-O-O’; (Fig. 3). 
That is, one asks for a periodic solution in the l neighborhood of the periodic solution 
corresponding to E = 0. This is the meaning of the vector EP. As will be seen presently, because 
of symmetry, the quantity p reduces, in this example, to zero anyway. 
To within the first order of l , the periodicity conditions become, from equation (14): 
ei& [l-:1’($)2]$sinh(s)dS=O 
,,+& [l+‘($]$cosh(r)ds=O 
with Z = Z(s, E) = 1 -P(E) cash (s). 
So that, 
l-z 
cash(s) = - 
PC4 ’ 
sinh s = 
x-Plane 
Fig. 1. Fig. 2. 
A 
T-plane 
- - 
0 cp 0’ 
3' 2' 1' 1 
d--- --- 
---T 
n .J' 
l-P(O) cosh(~,J + 0 
(15) 
Fig. 3. 
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where, $7 means the integral in the 7 plane along the T traverse defined before. 
The periodicity conditions, equation (15), are of the form: 
The periodicity conditions are therefore satisfied identically for E = 0. The reason for this is that 
in the limit, e = 0, there exist an infinite number of periodic solutions. However, for l > 0, 
sufficiently small, only one periodic solution exists. In the limit, E = 0, the unique periodic 
solution that arises out of the infinite set of periodic solutions is defined by: 
hM41 = 0, $2LZIP(4, I. 41 = 0; 
and this is the Bifurcation phenomenon of Poincare, (Ref. [l]). 
It is simpler to evaluate the integrals $, and I++ in terms of 2, i.e. as contour integrals along 
contours in the two sheeted 2 surface, instead of integration along the traverse in the T plane. 
The periodicity conditions are then transformed into the form: 
(16) 
where $* means integration over the contour described by 2 in the 2 surface, the contour being 
closed on the surface and, by the Integral theorem of Cauchy, may be taken arbitrarily close to 
the real axis. The complete path in the 2 surface thus consists of 4 equal segments. The branch 
points and branch cuts in the 2 surface, corresponding to the Integrands in the 1st and 2nd 
Integrals of equation (16), are as illustrated in Figs. 4 and 5 respectively. 
In the second Integral of equation (16), dz/Vz assumes negative values on two segments and 
positive values on the other two segments, while otherwise the Integrand is uniform. It follows 
then that the Integral over the entire path vanishes identically and so, 
as stated before. 
I z surface (2 sheets) 
Fig. 4. 
I 
Fig. 5. 
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Hence the vanishing of the 1st Integral constitutes the essential periodicity condition. In the 
Integral the expression, 
assumes positive values along the first two segments, along which dzldz is negative, and 
negative values along the last two segments along which dzldz is positive. Accordingly the first 
Integral may be written: 
1-p [I-~A2[(1-~)*-p2]][(1-z)*-~*]dz 
d[z(l+p-z)(l-p-z)] =O; 
O<p<l; (17) 
Introducing, 
w= J(&)y O<k’=j$<l; 
p = 0, corresponding to the separatrix, while p = 1 corresponds to the singularity x = i = 0, the 
result is: 
I 
~(1+kz)2[1-(1tk~w2+k2w4]-fh2k2{l-2(1+k~w2+[2k2t(1tk~~w4-2k2(ltk2)w6tk4w8) 
0 x4(1 - w’)(l- k2w*)1 
dw=O. (18) 
After some integration by parts the result reduces to: 
h’=~(l+k’)’ (1 + k*)E(k) - (1 - k*)K(k) 
1-F k* + 4k4 + + k’) K(k) - (1 - Sk* - 5k’+ k”)E(k) 
(19) 
with K(k), E(k), being the complete lliptic integrals of the 1st and 2nd kinds respectively. 
Equation (19) defines a distinct periodic solution in terms of p, with k* = [1 -p/l + p], as 
dependent upon the parameter A. 
Finally, apart from nonvanishing factors, the pertinent ‘Jacobian’, i.e. the partial derivative 
of the periodicity Integral with respect o p, is given by: 
J-2(1-k4)[(1+k2)E(k)-;(l-k*)K(k)] 
It appears that J vanishes only at the limits, p = 0,l; accordingly a periodic solution for 
E > 0, sufficiently small, exists in the neighborhood of the bifurcation periodic solution defined 
by equation (19). 
(4) Limit conditions. 
(a) Linear spring. 
k2+0, A+q k+O, p-‘l. 
If we write, 
u = Ax 
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the D.E. reduces in the limit, (A +Q)), to: 
and the result, for k = 0, must reduce to the known result of Van der Pol: 
u max = A * &lax = 1\v(l -p) = 22 ([2], p. 229). 
This is indeed the case. For, from equation (19) 
+ E(k) + K(k)] 
K(k)-E(k)+k’K(k)+5k2E(k) 
k2 
+4K(k) + SE(k) 
4 “(l- p) lim 
D(k)-; K(k)+ SE(k) 
2k2 =-- 
35 2 k+O k2 
with 1-p=l+. 
So that, ([3], pp. 73-76), 
31r 4A2(1-p) 105~ --=--Xx3, or A2(1-p)=4, 
22 35 2 
so that 
lim (Ad(l - p)) = _+2, the result of Van der PO]. 
P--r1 A+= 
(b) p = 0, k = 1, (Separatrix). 
For k = 1, the integral, equation (1 I), reduces to: 
I 
, 4(1 - w2)‘-;A2(1 - w”r dw 
0 1 - w2 
’ =;(l-$A2)=0, 
:. A2 = Af,, = y. 
Since a linear spring corresponds to A = m, it appears therefore that for a non-linearity of the 
spring large enough so that, 
A = Acr, < 
corresponding to, 
no periodic solutions exist. 
This result can be obtained more directly from the D.E., equation (12), as follows: The D.E. 
is equivalent to, 
y = 1 = P(x, y), j=x'-x+e(y-fA2y3)=Q(x,y), 
On the existence of periodic solutions of the D.E. 
so that on a trajectory in the x, y, (phase) plane: 
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Hence, for a closed trajectory, corresponding to a periodic solution, since, P, Q are continuous 
with continuous derivatives, 
[/(E+$)dxdy=O. 
G 
G being the domain in the phase plane inside the closed trajectory. Thus, 
E I I (1 - A*y*) dx dy = 0. 
Or, for l > 0, 
I I dx dy 
~2’ o 
If 
y2 dx dy 
+ 
G 
is the moment of Inertia about the X-axis of the area included where A is the area and I 
within the closed trajectory. Thus l/A is the radius of gyration of the enclosed area about the 
x-axis and is a maximum for the separatrix. 
But the equation of the separatrix is: 
G 
y2 = (x2 - II2 
2 
and from the symmetry it is sufficient o consider say the 1st quarter. Thus: 
(1 - A2y2) dx dy = 0. 
From which 
which checks the result obtained from the periodicity condition. 
No periodic solutions for E > 0 can therefore bifurcate from any of the periodic solutions for 
l =O. if 
A< y; 
J( > 
For, as shown, the quantity 
would necessarily be positive and could not vanish as required. 
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(5) The situation in the physical (5, dgdn) phase plane is then as follows: 
(a) Linear spring. 
4nax = 2, k2 =O, A =m, k = 0. 
The saddle points are situated at infinity and so is the separatrix, for l = 0. From the 
substitutions, equation (1 I), 
and the amplitude of the Bifurcation periodic solution is: 
This is the case of Van der Pol. 
(b) As the non-linearity in the spring increases from zero, the saddle points appear in the 
finite (phase) plane, and so does the separatrix, for E = 0. The amplitude of the Bifurcation 
periodic solutions begins to increase. Finally as the non-linearity in the spring has increased so 
that, 
the amplitude of the Bifurcation periodic solution coincides with the position of the saddle 
points, i.e. the Bifurcation periodic solution coincides with the separatrix. For this critical value 
of A, the amplitude of the Bifurcation solution is: 
Thus the Bifurcation periodic solution amplitudes vary from, 
35 
2 J( I cl - 
0, 
> J( 4 > 
?c, to 0, 
lc, 
J( > 3c, ;
Finally, for A < q/(35/4), no periodic solutions exist for e > 0. 
(c) The situation in the phase plane, in the neighborhood of E = 0, are as illustrated in Fig. 6. 
The trajectories hown in Fig. 6 are discussed at length and justified rigorously on the basis 
of the results given here as well as on the basis of additional results given in the thesis. Of 
interest are the periodic solutions in the neighborhood of A,,, = v/(35/4). Whereas for A large 
(small non-linearity in the spring) the periodic solutions are not far from sinusoidal, in the case 
of A close to A,, the periodic solutions assume the form of relaxation oscillations, the relaxation 
arising from the fact that motion (in the phase plane) “lingers” in the neighborhood of the 
saddle points. Moreover, these relaxation oscillations are different han the Lienard type. 
For A < A,, = d/(35/4) no periodic solutions exist for E > 0. For A > A,, periodic solutions 
exist for l > 0, sufficiently small. Finally as A +m (linear spring) the case is that of Van der Pol 
and it is known (and also shown in the thesis) that periodic solutions exist for l > 0, however 
large. It follows that there exists (at least implicitly) a relation between A > A,, and E = E,,. such 
that for a particular value of A, periodic solutions exist for 0 < P < l Cr.. In particular, l= eCr. = 0 
for A = A,, = v/(35/4), and eCr. +CQ as A + 0~. 
While it does not appear possible to derive an explicit expression for A vs E,,., it is shown in 
the thesis that a curve of A vs ccr, must appear as shown in Fig. 7, the curve passing through 
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x 
Periodic 
solution 
ho periodic solutions for: 
A < i 
cr. 
Periodic solutions for: 
0 H c c icr 
Fig. 6. 
eriodic solutions 
Fig. 7. 
A = q/(35/4), E = 0, and becoming asymptotic to the line, 
Calculations howed that the curve of A vs e,,, (as drawn with a French curve), Fig. 7, is fairly 
close to the mark. 
It is shown in the thesis that in the limit, E = l cr., A > Ao., the Bifurcation solution 
degenerates into a separatrix. This separatrix, although it passes through the saddle points (as it 
could not be a separatrix otherwise) is nevertheless of different form than the separatrix 
existing at E = 0. 
On the basis of a certain inequality derived in the thesis it appears that a Bifurcation 
periodic solution in the phase plane can arise (or disappear) essentially in only 3 different ways. 
(1) The Bifurcation periodic solution (designated in the thesis as a limit cycle in the phase 
plane) arises, at E = 0, out of (or disappears through) a particular periodic solution which itself 
is embedded in a continuous et of periodic solutions covering a certain domain in the phase 
plane. This is the Poincare Bifurcation phenomenon discussed here at length. 
(2) The Bifurcation periodic solution appears (or disappears) through a singular point (a 
focus). This case has also been investigated by Poincare and others[rl]. 
(3) The Bifurcation periodic solution appears (or disappears) through a separatrix. This is 
the 3rd bifurcation phenomenon and the conditions for this case are given, at least to within 
good approximation, by the curve of Fig. 7, for the generalized Van der Pol problem. 
For A > A,,., the behaviour with increasing Q is as follows. At first, for small E, the periodic 
solutions are effectively of the Van der Pol type. Then, 3s c increases, the periodic solutions 
assume the form of relaxation oscillations of the Lienard type, which persist even for large e. 
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Ultimately, however, as E + ecr., the periodic solutions change their form and in the limit E = ecr. 
assume precisely the form of a separatrix, with infinite period. 
(6) Generalization of Duffing’s problem. 
Consider the D.E. 
w&+k,[-kt3=-cd’ 
dv 
2 G + FSn[w(w,sl + K(k) + 6, kl, (20) 
where w, = ~(k,lm), c and F are considered small as compared to the other quantities, and Sn 
is the Jacobian Elliptic sine function. o, k and 6 will be defined below. Again, let: 
The particular form of the forcing function is chosen because it corresponds to the solution 
for P = 0, i.e. Resonance xcitation, and is an immediate generalization of the procedure in the 
by now classical case (Duffing problem, sinusoidal excitation). 
In view of eqn (21), eqn (20) assumes the form: 
f+x-x3= E[-i + ySn[ot + K(k) + S, k]}. (22) 
By the transformation: 
X= d/s !$ = d/2x = q/22, 7 = To at t =O, 
so that 
the last integral being evaluated on a suitable path in the 7 plane, Fig. 3, the D.E., equation (22) 
is transformed into an Integro-differential equation: 
II 
In the limit as E --) 0, the initial conditions may be specified as: 
r. = iA+O, 2(0)+1-p(0), 
‘. (23) 
In view of the addition of the phase 6, or S + K(k), as a parameter, the initial conditions may be 
considered as general. Also, the modulus k is defined as before: 
k2_ ‘-P(O) 
1+ P(O) 
O<k<l, O<p<l. 
The period of the function Sn(t, k) is: 
T* = .T*(p) = T*(k) = 4K(k). 
On the existence of periodic solutions of the D.E. 
If a periodic solution of (23) and (24) exists, then the period is: 
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with $,T+ corresponding to the r path, Fig. 3. 
w = O(E) is now defined as: 
T* 
W(E)+O(0) = n T(o) 
4K(k) 
- = ’ 4d(l+ k*)K(k) = $t k*) = ’ ’ 
as r+O. 
For n > 1, and integral, this represents ub-harmonic response. Here only harmonic res- 
ponse is considered, so that n = 1, and 
Formulating now the essential periodicity conditions as contour integrals on corresponding 
closed contours in the (two sheeted) Riemann 2 surface, as discussed in some detail before, the 
results are: 
+K(k)+S,k dz=O 3) 
xdz=O (25) 
where p = p(o), p = p(o) and $z indicates, as before, the z contour on sheet I and II, i.e. the 
contour closed on the surface. 
With u = (1 - p)w*, equations (25) are transformed into: 
dw 
1-p) VW - w2M1 - k2w2)1 
V[z(l+ P - ZN - P - z)l 
(26) 
The evaluation of the contour integrals in the z surface is lengthy. Ultimately the results are: 
as in the case of self excited oscillations, and the essential periodicity condition reduces, after 
270 
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Y= 
2 k JO j 1 MS, k)Kl + k%(k) - (I- k2WWl 
E(k)- dn(6, k)K(k)- “n(‘;;‘,,<;” k, [SE(k) - E[sn(G,A), k] . K(k) 
, 
(27) 
~(6, k), cn(S, k), dn(S, k) being the Jacobian Elliptic functions, modulo k. 
It is shown in the thesis that the results given by equation (27) reduce in the case k = 0 
(sinusoidal excitation) to the known results of Duffing, as given in Ref. [2], p. 232. Apart from 
some additional secondary effects the results yield the non-linear resonance curve of the 
amplitude of vibration vs. frequency (and the jumps), as first given by Duffing, on the basis of 
sinusoidal excitation, rather than on the basis of exact resonance xcitation. 
(7) In principle, the results can be extended to the system of D.E.‘s: 
By introducing the transformation: 
Xi = @i(Zi)* * dxi= 
dt d2QxZi)’ 
(i = 1,2,. . . , n); 
Qi being defined by: 
I fi(Xi) dXi = 4 Zf f: Zi f ei. 
The system of D.E.‘s is transformed into: 
(i = 1,2,. . . , n). 
One initial value may be chosen arbitrarily, while the other 2n - 1 initial values are 
considered as functions of (c). In case the time appears explicitly, phase parameters Si may be 
added. n unknown vectors pi in the ri planes, as defined before, will also appear in the 
periodicity conditions. 
In addition to the 2n periodicity conditions on 4 and dzi/d~i, the additional n - 1 conditions: 
ml T,(o) = ntzTt(o) = . * . = r&T,(o) 
will also enter into as periodicity conditions, where the iT;:(o) are the periods in t corresponding 
to the traverses in the ri planes, in the limit 6 + 0. 
If the periodic solutions in Xi for l = 0 are known, then the periodicity conditions can, in 
principle, be set up in terms of the vanishing of certain contour integrals along contours in Zi 
surfaces, in the case of Fi(Xi) being polynomials in Xi. 
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