Equations and tables are presented from which accurate values can be obtained, in any of several sets of units, for the concentration of oxygen dissolve11 in freshwater in equilibrium with the atmosphere from 0" to 40°C and 0.5 to 1.1 atm. The y are based on values for the Henry coefficient of oxygen, k,,, which have an estimated accuracy of 0.02%. Equations are derived which relate k, to equilibrium concentrations in natilral waters. The equations include corrections for molecular interactions in the vapor pha.;e. Uncertainty about the best way to correct for these interactions limits the estimated act Iracy of the derived values to about & 0.07% at 0°C and 0.04% at 4O"C, but the new results are much more accurate than values from the UNESCO tables. Within their random errors, previous measurements agree very well with the new results. Under equilibrium conditions, and between 0" and 6O"C, the per mil difference between the 340,:3202 abundance ratio in t le dissolved gas and the air is given by 6 = -0.730 + (427/T), where T is in kelvin and the standard deviation is <0.02%0.
Accurate values for the solubility of oxygen are necessary to interpret dissolved oxygen concentrations in natural waters. For many years, values based on the measurements of Winkler (1889 Winkler ( , 1891 and Fox (1909) were used as standards. After the determinations of Truesdale et al. (1955) raised doubts about the Winkler and Fox standards, new measurements were undertaken by many workers. Klots and Benson (1963a) , Montgomery et al. (1964) , Carpenter (19W and Murray and Riley (1969) , using different methods, obtained agreement within the scatter of their data, i.e. about +0.2%, for the solubility of oxygen in pure water over the range O"-35°C. Until recently these have constituted the most accurate solubility data available for any gas.
Results from solubility measurements have been smoothed in many different ways, by graphical and analytical methods and combinations of the two (see Benson and Krause 1976) . Valentiner (1927) assumed that the change in partial molal heat capacity of a gas during solution was independent of temperature and derived from the van't IIoff equation the expression In L = A,, + (A,/T) + A,ln T
for the variation of the Ostwald coefficient with temperature. (Throughout this paper we shall use T for kelvin temperatures and 1 for Celsius temperatures.) Clarke and Glew (1966) presented a systematic treatment of the generalized Valcntiner .?unction In k = A, + (AI/T) + AJn T + A3T + A4T' + , , ,
for equilibrium constants in general. Weiss (197C) used the oxygen data of Carpenter (1956) and Murray and Riley (1969) for both pure water and seawater to fit series of this form in temperature, with additional terms for the effect of salinity, to Bunsen coefficients and various concentration values. Postma et al. (1976) In k = a, + (al/T) + (a,lT2) + (a,lT3) + . . .
for the temperature dependence of the IIenry coefficient of gases dissolved in pure water, and we found that use of the three-term ./ersion of this expression reveals relationships between the molecular properties of gases and the thermodynamic prllperties of their solutions. Benson e : al. (1979) have obtained very precise and accurate new experimental results for the Henry coefficient of oxygen in pure water, from 0" to 60°C. The random error in these measurements is about 0.02%, which is an order of magnitude lower than in previous work. Agreement within the random errors in the earlier studies, and extensive tests, indicate that the new measurements probably are free from systematic errors and that the accuracy is limited by the precision.
The new oxygen data show that Eq. 3 provides a much better representation of the variation of Ic with T than the generalized Valentiner function or any other function that has been considered. For 37 data points only a three-term power series in l/T is required to give a precision of fit that is better than 0.02% for the full 60°C temperature range. Furthermore, Benson et al. have shown that Eq. 3 follows from a systematic thermodynamic analysis that is equivalent to the Clarke and Glew (1966) treatment of the generalized Valentiner function. Our purpose in this paper is to derive from these new results very accurate values for the various quantities commonly used to specify equilibrium concentrations of oxygen in freshwater from 0" to 40°C. Equations and tables are presented which constitute significant improvements over the UNESCO tables. In addition, we express the results of our measurements of the isotopic fractionation of oxygen during solution in a form most useful for geochemical studies.
We If we assume that volume of solution.
If we assume that the Lewis and Randall rule applies to the Lewis and Randall rule applies to this system, this system, fo = XOYO, fo = XOYO, (7) (7) where f'. is the fugacity pure oxygen where f'. is the fugacity pure oxygen would have at the equilibrium temperawould have at the equilibrium temperature if its pressure were the same as the ture if its pressure were the same as the total total pressure P of the mixed pressure P of the mixed vanor chase. vanor chase. Benson et al. (1979) showed that y. = PZ', 03) where ZIo is the compressibility factor for pure oxygen at the equilibrium temperature and the total pressure P. [Benson et al. referred toy0 and ZIo as f* andZ* (and P as P,). The notation is changed here because, following geochemical custom, the asterisk is used in conjunction with Co to denote something quite different.] Furthermore, by definition,
If Eq. 7, 8, and 9 are combined, and (1 -OoP) is substituted for ZIo, the result is
where o. is the negative of the second pressure coefficient in the virial expansion for the real gas behavior of oxygen. The argument leading to Eq. 10 is essentially equivalent to assuming that for a mixture of real gases, the virial cross-term Bij is equal to (Bii + Bjj)/2, where the second virial coefficient Bii takes account of interactions between pairs of molecules of type i, B, between pairs of type j, and B,j between mixed pairs of molecules (e.g. see Guggenheim 1950 , Sect. 5.14 and 6.14).
When Eq. 10 is inserted into Eq. 6, and it is recognized that the ratio in the brackets in Eq. 6 differs from unity by only 20 or 30 ppm (see Enns et al. 1965 for values of the partial molal volumes), the result is
Therefore, at any PO and P the concentration of dissolved oxygen can be calculated from values for ko, oo, and p. 
where T is in kelvin and k, in atm, and for 0" < t < 4O"C, e. = 0.000975 -(1.426 x 10-5t) + (6.436 x 10-8t2). This shows that PO depends upon not only the temperature through ko, p, and oo, but also :he total pressure P. Usually, the Bunsen coefficient is referred to a situation in wlrich pure oxygen with a partial pressure of 1 atm is above the solution, but Elx. 15 implies that the same result woulc. be obtained with 1 atm pressure of air. Then, denoting this Bunsen coefficient by @lo,
where P,, i:; the saturated vapor pressure of water in atmospheres at the temperature of equilibrium.
Because the present discussion is limited to tenrperatures below 4o"C, the quantity 0oA3wu can be neglected. (Even at 4O"C, it is <0.00004.) Eq. 16 then reduces to Although the remaining factor (1 -0,) differs only slightly from unity (it varies from 0.99902 at 0°C to 0.99949 at 4O"C), for accurate values of /Y. it must be included to correct for molecular interactions in the vapor phase. Substituting M = 18.0153 gsmol-l in Eq. 17 gives
0 where plo is in pmol * dmm3 of solution per atm when p, the density of pure water, is in g*cmW3 and k, is in atm. For /310 in cm3 of ideal gas at STP. drne3* atm-l, we replace the numerical coefficient in Eq. 18 with 1.24416 x 10". (The volume of 1 mole of ideal gas at STP has been taken to be 22,414 cm3.)
PO = &(I -e,). nom
To facilitate the determination of values for plo, we have fitted the logarithms of values calculated from Eq. 18 (with the aid of Eq. 12-14) to a three-term power series in the reciprocal of the absolute temperature. The result is (17) por) of 1 atm. In the past solubility, equilibrium solubility, and sometimes air solubility have been used for this concept. The first, however, also is commonly used to refer in a general collective sense to the solution process and ways of describing it. Neither solubility nor equilibrium solubility suggests that the system is composed of the solution and the atmosphere, while air solubility literally implies a concentration of air. Although no procedure, short of creating a new word, is ideal for both clarity and brevity, choice of unit standard concentration offers the advantages of indicating that it is a concentration under standard conditions, i.e. equilibrium with a standard atmosphere at unit pressure. The unit standard concentration by mass, C"ro, is defined in an analogous way, except that the concentration is referred to unit muss of solution. If both C*. and CT0 are referred to as unit standard concentrations, the asterisk and dagger, and the associated units, will distinguish between them.
In pln = 13.5246 -(5.26895 X lO"/T) + (1.00417 x 10"/T2)
where /Y. is in pmol * dm-3*atm-l. For values in cm3 of ideal gas at STP. dm-"* atm-l, we substitute 9.7265 for the first constant. Over the range 0"-4O"C, values determined from Eq. 19 differ from those obtained from Eq. 18 by less than the uncertainty in k,. The excellent fit of In plo to the three-term series in l/T is not surprising, because p and (1 -0,) vary only slightly with temperature.
Equilibrium concentrations from a unit standard atmosphere For oxygen, the unit standard atmospheric concentration by volume, C*o, or, more briefly, the unit standard concentration, is defined here as the concentration of dissolved oxygen per unit volume of solution (measured at equilibrium temperature) when it is in equilibrium with an atmosphere of standard composition and saturated with water vapor, at a total In order to write down an expression for C*. from Eq. 11, we need an expression for PO. For temperatures below 40°C the saturated vapor pressure of pure water is co.08 atm. Consequently, the common practice of taking the difference between the total pressure P = 1 atm and the value for P,, read from the steam tables (in atm) probably yields a good approximation for the partial pressure of the remaining gases. Then, again using the definition that the partial pressure of a gas in a mixture is equal to its mole fraction times the pressure of the mixture, we have PO = 0.20946( 1 -P,,), (Postma et al. 1976) we have expressed the first set in pg-atoms rather than pmol. For the last set 1 mole of oxygen has been taken to be 31.9988 g.]
To obtain CT,, it is necessary only to divide C*. by the density of the solution.
To an excellent approximation, however, the latter is equal to p, the density of pure water. Therefore, from Eq. 21,
Values for Ct, have been calculated at integral temperatures from Eq. 24. They are shown in the last three columns of Table 1 in pg-atoms * kg-l, cm3 (ideal gas at STP) * kg-l, and mg. kg-'. For use in either fieldwork or the laboratory Table 1 
is the appropriate equation to use (if we assume that the composition of the atmosphere is uniform), but to use it in the field would be cumbersome.
However, 'PO = '*')' [ (1 -P,,IP>( 1 -eoP)
(1 -P,,)( 1 -e,) 1 ' (28) Values for the quantity in brackets for oxygen are given in Table 2 for pressures from 1.1 to 0.5 atm (the latter corresponds to an altitude of about 5 km), and for temperatures from 0" to 40°C. Accurate val- Table 1 or Eq. 25, by the product of P and the appropriate value for the bracket from Table 2.
Linear interpolation in P and t will introduce an error <0.02% in the upper and left sections of Table 2 . Interpolations from numbers in parentheses will lead to errors ~0.05%.
With the numbers in brackets, the interpolation errors rapidly become larger, but this region for P and t is not usually of interest in geochemical studies. It is obvious that Eq. 28 and the procedure just described are equally applicable to CT,.
Isotopic fractionation of atmospheric oxygen during solution
From direct mass spectrometric comparison of the 3402:3202 abundance ratio in the dissolved gas with the correspond- ing ratio in the gas above the solution, Benson et al. (1979) confirmed the earlier observations by Klots and Benson (1963b) on oxygen in pure water, and by Kroopnick and Craig (1972) on oxygen in seawater, that at equilibrium the heavier molecule is slightly more soluble. In addition, however, the higher precision and the wider temperature range of the new measurements provide quantitative information about the variation of the oxygen isotope fractionation with temperature. These results are directly applicable to atmospheric oxygen, because the presence of the other gases should not influence the fractionation significantly, but for geochemical purposes the most useful way to express the fractionation as a function of temperature is rium condiiions only. In addition to biological am1 chemical activity, physical kinetic effec:ts can influence the isotopic ratio in the dissolved gas. For example, during our preliminary measurements (Benson ar d Krause 1976), we determined the isotopic ratio in the dissolved gas as a function of the interval after the degassed water was brought into contact with the gas. Initially, as a result of the faster kinetics of the lighter molecule, the 340,:3202 ra:io in the dissolved gas was found to be lower than in the gas above the solutiorl, but as time progressed the dissolved ratio increased, then surpassed that of the gas above, and finally stabilized at the higher equilibrium value.
where T is in kelvin, and 6 is the per mil difference between the 3402:3202 abundance ratio in the dissolved gas and the 3402:3202 ratio in atmospheric oxygen when freshwater is in equilibrium with air.
We emphasize that Eq. 29 will give the isotopic difference between dissolved --
The emF'irica1 method described by Benson et ~1. (1979) determines k directly. It yield:; fully corrected values for k without the necessity of making theoretical assumptions about how to take care of molecular interactions in the vapor phase. Similarly, the methods used by Montgomery et al. (1964 ), Carpenter (1966 ), and Murray and Riley (1969 determine C * directly. To calculate C * from k. or vice versa. however. it is necessary and atmospheric oxygen under equilib-.-7 __ _ _ , to include virial corrections if the data are sufficiently accurate. In the absence of experimental information about cross-interactions in gas mixtures, we have invoked the Lewis and Randall rule and assumed the applicability of the definition of partial pressure which is implicit in the expressions PO = xOp and PO = 0.20946(P -I',,). Other theoretical possibilities exist. For example, in our experimental measurements of k we initially tried to correct for interactions between gas and water molecules in the vapor phase by calculating the virial cross-term Bij, using methods discussed in Hirschfelder et al. (1967) . The results were not adequate for the high precision of the measurements, and we finally adopted the empirical approach.
In Fig. 1 Klots and Benson (1963a) are not included here because we want to focus on the directly measured C*O values. Benson et al. (1979) showed that the results of Klots and Benson, Carpenter, and Montgomery et al. are factor 89.28 pg-atoms . ml-l. Murray and Riley stated that they used a modification of the method of Carpenter (1965) , in which the factor 5,598 ml of 0, per equivalent is given. Accordingly, we have multiplied the Murray and Riley experimental values (by the Winkler method only) by 89.318 pg-atoms * ml-l.
The dashed lines in Fig. 1 indicate the range of possible virial corrections for oxygen. If no correction were made, i.e. if the factor (1 -t9,J in Eq. 21 were taken to be unity, the reference line and the solid circles would move upward (relative to the other three sets of results) to the position of the upper dashed line. The shift would vary from about 0.1% at Benson et al. (1979) for the pure oxygen-water system, then (1 -0,) would be replaced by [l -(A,-, -&)I, where A0 is given by Benson et al. as a function of temperature. With this assumption the reference line would become the lower dashed line, which is about 0.085% lower at 0°C and 0.03% lower at 40°C.
In principle, comparison of the results from the two kinds of measurements could test the possibilities discussed above, but it is clear from Fig. 1 that the scatter in the three sets of previous data is too large. A precision of about 0.02% for the direct C* 0 measurements would be required for such a test. Nevertheless, within their random errors the older data are in general agreement with our results. The Montgomery et al. and Carpenter values are distributed approximately equally above and below the reference line, while the Murray and Riley points tend to be slightly lower. These comparisons are expressed in another way in Table 3 , which shows that the Montgomery et al. and Carpenter deviations each average essentially to zero with an rms deviation of about O-2%, and the Murray and Riley deviations average 0.15% low with an rms deviation of 0.25%. Table 3 differs somewhat from  Table 3 in Benson et al., primarily because there the [l -(ho -&)I correction was applied to the three sets of experimental C*O values, and a different conversion factor was used for the Murray and Riley values.
Although we cannot determine the best correction to choose for calculating C*O from values for kO, the two dashed lines in Fig. 1 provide probable limits of uncertainty and permit an estimation of the accuracy of the values in Table 1 . Because the second virial coefficient for nitrogen is smaller than that for oxygen, the specification in our equations and tables only because of its historical use.
We pointed out earlier that the Henry coefficient k is the quantity most fundamental to describing the solution process. On the other hand, for many geochemical and engineering purposes C* (or C"f) is the directly applicable quantity. To obtain the Bunsen coefficient from either k or C* requires assumptions about the behavior of the vapor phase. Furthermore, because of molecular interactions in the vapor phase,' the Bunsen coefficient is not a constant at a given temperature, but is a function of the total prcssure (Eq. 15). This means that for precise work the Bunsen coefficient loses its primary usefulness, because we cannot simply multiply it by the partial pressure of the gas above a solution to obtain the equilibrium concentration of the gas in the solution. In general, it is necessary to use Eq. 11 to calculate C or, when the gas mixture is air, C*, C"r, or C' can be used as discussed above. For these reasons, we suggest that in describing the solubility of a gas, emphasis should be placed on k, C *, or CT rather than on the Bunsen coefficient.
Avoiding the latter would have the additional advantages of eliminating the confusion associated with the many different ways it has been defined and of settling the conflict over whether to use the symbol (x for the Bunsen coefficient or for the isotopic fractionation factor. We agree with the suggestion by Weiss (1970) that cx be used for the latter.
