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igralcem.

Zahvaljujem se svojemu mentorju prof. dr. Branku Šteru za pomoč in nasvete
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Naslov: Drevesno preiskovanje Monte Carlo s konvolucijsko nevronsko mrežo
za igranje Gomoku
Avtor: Qichao Chen
Cilj diplomske naloge je bil z uporabo drevesnega preiskovanja Monte Carlo
(Monte Carlo Tree Search, MCTS) in nevronske mreže narediti inteligentnega
agenta za igro Gomoku. Uporabili smo pristop agenta Alpha Zero, ki je v
svojem algoritmu združil drevesno preiskovanje Monte Carlo in konvolucijsko
nevronsko mrežo. Podobno kot AlphaGo Zero se je tudi naš agent učil brez
kakršnegakoli predznanja o igri Gomoku, poznal je le pravilo igre. Učil se
je s samoigranjem. Po 1500 samoigrah je premagal računalnǐskega igralca,
ki je uporabljal samo MCTS. Pri ocenjevanju primerjave s človekom je do-
segel zadovoljive rezultate, saj ga človek težko premaga. Agent zna namreč
zelo dobro blokirati in prepoznavati tipične grožnje, ki jih človek uporabi za
zmago.
Ključne besede: drevesno preiskovanje Monte Carlo, konvolucijska nevron-
ska mreža, AlphaGo Zero, Alpha Zero, Gomoku.

Abstract
Title: Monte Carlo Tree Search with a convolutional neural network for
playing Gomoku
Author: Qichao Chen
The goal of the thesis was to use the Monte Carlo Tree Search (MCTS) and
deep neural networks to build an intelligent agent for the game of Gomoku.
We used the Alpha Zero approach that has combined Monte Carlo Tree
Search and a convolutional neural network. Just like Alpha Zero, our agent
was trained solely from self-play, without any human knowledge about the
game; it was told only the rules of the game. After 1500 games of self-play
it defeated a computer player, which was built with pure MCTS. It has also
reached satisfactory results in games against human players, it is hard to
be defeated by human players. Namely, the agent can identify the typical
threats, which human players use to win.
Keywords: Monte Carlo tree search, convolutional neural network, Al-




Leta 2017 je DeepMind predstavil programsko opremo AlphaGo Zero za igra-
nje namizne igre Go. V primerjavi s preǰsnjimi različicami, kot so AlphaGo
Master, AlphaGo Lee in AlphaGo Fan, AlphaGo Zero ni bil narejen na pod-
lagi kakršnegakoli človekovega znanja o igri Go, ampak je učenje potekalo
na podlagi samoigranja, začelo pa se je z naključnim izbranjem potez. Po
40 dneh učenja je AlphaGo Zero premagal vse preǰsnje različice [10]. Čez
dva meseca po objavi AlphaGo Zero je DeepMind objavil Alpha Zero, ki je
podoben agentu AlphaGo Zero, vendar ga je mogoče uporabiti za različne
domene. Alpha Zero je dosegel izjemne rezutalte pri igrah Go, šah in Shogi.
V diplomski nalogi želimo narediti inteligentnega agenta, ki bi znal dobro
igrati igro Gomoku na deski velikosti 7 x 7. Ta cilj smo dosegli z uporabo
pristopa Alpha Zero, ki uporablja dve pomembni orodji. To sta drevesno pre-
iskovanje Monte Carlo (Monte Carlo Tree Search, MCTS) in konvolucijska
nevronska mreža (Convolutional Neural Network, CNN). Za bolǰso predsta-
vitev našega inteligentnega agenta sta naprej opisana drevesno preiskovanje
Monte Carlo in konvolucijska nevronska mreža.
V drugem poglavju je predstavljeno drevesno preiskovanje Monte Carlo in
opisano delovanje njegovih štirih faz, nato je razložen algoritem UCT, ki
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je pomemben pri MCTS. Na koncu drugega poglavja so opisane še glavne
lastnosti MCTS. V tretjem poglavju je predstavljena konvolucijska nevron-
ska mreža in opisane njene glavne plasti. Podlaga za pridobitev znanja o
tem je bila knjiga z naslovom Analiza konvolucijske nevronske mreže avtorja
Xiu-Shen Wei [12]. Po predstavitvi MCTS in CNN je v četrtem poglavju
prikazano, kako sta uporabljena pri agentu Alpha Zero, opisane pa so tudi
podrobnosti našega inteligentnega agenta. V petemu poglavju so predsta-
vljeni analiza učenja agenta in metodi, ki smo ju uporabili za ovrednotenje





Drevesno preiskovanje Monte Carlo je preiskovalni algoritem, ki postopno
gradi preiskovalno drevo, s katerim je mogoče iskati optimalno odločitev na
določeni domeni. Leta 2006 je R. Coulom opisal uporabo metode Monte
Carlo v drevesnem preiskovanju in jo je poimenoval drevesno preiskovanje
Monte Carlo [4]. V istem letu sta L. Kocsis in Cs. Szepesvári razvila algori-
tem UCT [6], ki je eden izmed najpopularneǰsih algoritmov v družini MCTS.
Tega je za tem kmalu S. Gelly uporabil za klasično namizno igro Go in dose-
gel nivo Dan [7]. Drevesno preiskovanje Monte Carlo pa je ob klasičnih igrah
mogoče uporabiti tudi za sodobne namizne igre ali videoigre.
Pri drevesnem preiskovanju vozlǐsča drevesa predstavljajo različna stanja
igre, v našem primeru je to stanje na deski. Povezave drevesa od enega
vozlǐsča (očeta) do vseh njegovih sinov so vse možne poteze, ki jih lahko iz-
beremo pri tem vozlǐsču. Tako sin enega vozlǐsča predstavlja naslednje stanje
po izbrani potezi, ki pomeni povezavo med očetom in sinom. Vsakič, ko se
moramo odločiti za novo potezo, trenutno stanje deske postavimo v koren




Algoritem MCTS vsebuje 4 faze: izbiro (selection), širitev (expansion), si-
mulacijo (simulation) in vzvratno razširjanje (backpropagation). Drevo se
gradi s postopnim ponavljanjem vseh štirih faz do vnaprej določene časovne
omejitve (slika 2.1). Strategiji, ki ju uporabimo pri MCTS, pa sta drevesna
in privzeta.
Drevesna strategija je določena vnaprej, uporabimo pa jo za izbiro poteze
pri fazi izbire. Privzeta strategija pa je po navadi naključna strategija, ki jo
uporabimo za izbiro poteze pri fazi simulacije.
V naslednjih podpoglavjih so pojasnjene faze algoritma MCTS.
2.1.1 Izbira (selection)
Izbira je faza, pri kateri za podano stanje, ki je v korenu drevesa, izberemo
potezo po drevesni strategiji. Izbrana poteza nas pripelje do naslednjega
vozlǐsča. Tako ponavljamo postopek izbiranja potez, dokler ne pridemo do
vozlǐsča, ki nima več sinov, torej do lista drevesa.
2.1.2 Širitev (expansion)
Ko pridemo do lista drevesa po fazi izbire, preverimo, ali je to končno stanje
igre. Igra je namreč končana, ko eden izmed igralcev zmaga ali izgubi. Pri
nekaterih igrah pa je lahko rezultat neodločen.
Če pa igra ni končana, drevo razširimo tako, da izbranemu listu dodamo




Glavni namen simulacije je oceniti vozlǐsče, ki je nastalo po preǰsnji fazi. To
storimo tako, da za vozlǐsče z uporabo privzete strategije simuliramo igro
do konca. Vozlǐsče, po katerem pridemo do zmagovalnega končnega stanja,
je ocenjeno kot obetavneǰse v primerjavi s tistim, po katerem pridemo do
izgubljenega končnega stanja.
2.1.4 Vzvratno razširjanje (backpropagation)
Po fazi simulacije dobimo oceno za novo vozlǐsče. To oceno shranimo in jo
vzvratno posodabljamo po vseh predhodnih vozlǐsčih do korena. V naslednji
iteraciji bo faza izbire temeljila na posodobljeni oceni.
Slika 2.1: Štiri faze MCTS (izbira, širitev, simulacija, vzvratno razširjanje)
[3]
2.2 UCT
Algoritem UCT (Upper Confidence Bound for Trees) je imel pomembno vlogo
pri agentu AlphaGo Zero. Igra Go ima namreč zelo velik faktor vejitve (pov-
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prečni faktor vejitve za Go je 250 [8]), zato z uporabo različnih tradicionalnih
iskalnih algoritmov pri igranju igre Go ni bilo večjega uspeha. To se je spre-
menilo z uporabo algoritma UCT. Pred njegovo predstavitvijo v nadaljevanju
pa je treba spoznati tudi problem mnogorokega bandita.
2.2.1 Mnogoroki bandit
Mnogoroki bandit (K-roki bandit) je eden izmed klasičnih odločitvenih pro-
blemov. Ta problem je podoben tistemu, ki ga ima hazarder v igralnici.
Hazarder stoji pred več igralnimi avtomati in želi dobiti čim več denarja.
Za to se mora vsakič odločiti, pri katerem avtomatu bo igral. Za nobenega
namreč ne pozna verjetnosti zmage. Odloči se samo po svojih izkušnjah, ki
si jih je pridobil po številnih poskusih. Ne glede na izkušnje pa je vsakič
znova pred dilemo, ali bo izbral tisti avtomat, pri katerem je že do zdaj dobil
največ denarja, ali pa naj preizkusi katerega drugega, za katerega meni, da je
bila verjetnost zmage do zdaj manǰsa, vendar bo morda v prihodnosti večja.
To je dilema, ki jo imenujemo izkorǐsčanje-raziskovanje, s katero se pogosto
srečujemo pri spodbujevalnem učenju.
K-roki bandit je definiran s slučajnimi spremenljivkami Xi,n za 1 ≤ i ≤
K in n ≥ 1, kjer je i indeks avtomata. Zaporedoma v n-tem koraku izbiramo
i-ti avtomat in dobimo Xi,1, Xi,2 ..., ki so neodvisne in enako porazdeljene
po neznani porazdelitvi [3].
2.2.2 Algoritem UCT
Drevesno preiskovanje Monte Carlo s ponavljanjem štirih faz postopoma
gradi preiskovalno drevo. Pri tem ima drevesna strategija, ki je uporabljena
pri fazi izbire, pomembno vlogo, saj po drevesni strategiji izberemo vozlǐsča
in pridemo do lista drevesa, ki ga bomo razširili. Na odločitev drevesne
strategije lahko gledamo kot na problem mnogorokega bandita. Pri tem se
drevesna strategija odloči, ali bo izbrala vozlǐsče z najvǐsjo oceno, ki smo jo
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dobili po fazi simulacije, ali pa bo izbrala katero drugo vozlǐsče, ki pa bo
nekoč v prihodnosti morda imelo še vǐsjo oceno.
Algoritem UCT je eden izmed najpopularneǰsih v družini MCTS [3]. L.
Kocsis in Cs. Szepesvári sta kot drevesno strategijo pri MCTS uporabila
UCB1 (Upper Confidence Bound), ki jo so predlagali P. Auer in sodelavci
[2]. Izpeljanka UCT (UCB for trees) je definirana kot:





pri čemer je X̄j povprečna ocena j-tega sina. Parameter n predstavlja število
obiskov očeta, nj pa je število obiskov j-tega sina. Parameter Cp > 0 je kon-
stanta.
Prvi člen v enačbi 2.1 predstavlja izkorǐsčanje, drugi člen pa raziskovanje.
Kadar je vrednost nj visoka, se zniža vrednost celotnega raziskovalnega dela,
saj je imenovalec ulomka. To zagotavlja, da je vsak sin obiskan vsaj enkrat. Z
nastavljanjem konstante Cp določimo, koliko bo vrednost raziskovalnega dela
prispevala k vrednosti celotne enačbe. Če nastavimo za Cp nizko vrednost, bo
drevesna strategija z vǐsjo verjetnostjo izbrala sinove, ki imajo visoko oceno.
Če je vrednost Cp visoka, bo drevesna strategija večkrat izbrala tiste sinove,
ki še niso bili velikokrat obiskani.
2.3 Lastnosti MCTS
MCTS ima tri glavne lastnosti, zaradi katerih je ta algoritem uspešnješi pri
obsežneǰsi domeni [3]:
• ne potrebuje hevristike
• rezultat je dostopen kadarkoli
• asimetričnost
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2.3.1 Ne potrebuje hevristike
Drevesno preiskovanje Monte Carlo deluje tudi brez domenskega znanja. Po-
trebuje samo definicijo problema, v primeru igre je to pravilo igre. Za ocenje-
vanje vozlǐsč mora algoritem vedeti le, katere poteze sme izbrati po pravilu
igre, in kateri pogoj mora biti izpolnjen za konec igre. Torej ne potrebuje
nobene ocenitvene funkcije. Zato je mogoče drevesno preiskovanje Monte
Carlo uporabiti pri vseh igrah, ki jih lahko modeliramo z drevesom.
2.3.2 Rezultat je dostopen kadarkoli
Ker pri vsaki iteraciji štirih faz MCTS posodabljamo ocene v fazi vzvratnega
razširjanja, imamo vedno shranjene najnoveǰse ocene. To nam omogoča, da
lahko kadarkoli prekinemo algoritem.
2.3.3 Asimetričnost
Algoritem obetavna vozlǐsča obǐsče pogosteje, zato nastane asimetrično pre-
iskovalno drevo. Drevesno preiskovanje Monte Carlo lahko doseže bolǰse re-
zultate kot klasični iskalni algoritmi za igre, ki imajo velike faktorje vejitve.
Poglavje 3
Konvolucijska nevronska mreža
V konvolucijski nevronski mreži nastopa matematična operacija konvolucija.
Konvolucija funkcij f(t) in g(t) je definirana kot:




Uporablja se običajno za procesiranje signalov, ki so navadno enodimen-
zionalni. Konvolucijo lahko definiramo v diskretnem prostoru in jo lahko
posplošimo na več dimenzij, na primer 2D-konvolucija pri procesiranju slik.
Konvolucijska nevronska mreža je vrsta globoke nevronske mreže, ki upo-
rablja dvodimenzionalno konvolucijo, in sicer na različnih področjih, ki po-
trebujejo dvodimenzionalne vhodne podatke. Ima več plasti, kot je prikazano
na sliki 3.1, njene glavne plasti pa so predstavljene v nadaljevanju.
3.1 Vhodna plast
Na vhodni plasti so podatki, ki jih želimo procesirati s konvolucijsko ne-
vronsko mrežo, na primer slika. Podatki so predstavljeni z večdimenzionalno
matriko, njeni elementi pa so vrednosti pik slike. Če ima slika tri barvne
kanale, potem je rang tenzorja tri.
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Slika 3.1: Konvolucijska nevronska mreža
Pri igranju Gomoku uporabimo konvolucijsko nevronsko mrežo za napove-
dovanje, katero potezo je pametno narediti in za oceno vrednosti pozicije za
danega igralca. Na vhodni plasti je torej matrika, ki predstavlja trenutno
stanje na deski.
3.2 Konvolucijska plast
Konvolucijska plast je osnova konvolucijske nevronske mreže, ki sprejme vho-
dne podatke in izvaja operacijo konvolucije, izdelane podatke pa pošlje na
vhod naslednje plasti.
Delovanje konvolucijske plasti prikazuje primer na sliki 3.2. Na vhodu je
na primer matrika velikosti 5 x 5, jedro pa je matrika velikosti 3 x 3. Jedro
položimo v levi zgornji kot vhodne matrike, za tem pa istoležeče elemente
pomnožimo in jih nato seštejemo. Dobimo torej 1 ∗ 1 + 2 ∗ 0 + 3 ∗ 1 + 6 ∗
0 + 7 ∗ 1 + 8 ∗ 0 + 9 ∗ 1 + 8 ∗ 0 + 7 ∗ 1 = 27, kot je prikazano na sliki 3.3.
Jedro premikamo po korakih, in sicer z leve proti desni in z vrha proti dnu
vhodne matrike ter izvajamo skalarni produkt po vsakem premiku. Če jedro
premikamo po en korak (slika 3.3), dobimo zemljevid značilk (feature map),
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Slika 3.2: Jedro in vhodna matrika
Slika 3.3: Prikaz računanja 2D-konvolucije
ki je matrika velikosti 3 x 3. Zemljevid značilk je izhod te plasti in hkrati
vhod naslednje.
Opazimo lahko, da je izhodna matrika manǰsa od vhodne. Velikost izho-





O je velikost ene dimenzije izhodne matrike, N velikost ene dimezije vhodne,
F pa velikost jedra in d dolžina koraka.
Če želimo imeti izhodne matrike enake dimenzije kot vhodne, lahko upo-
rabimo posebno tehniko 'same padding'. Ta tehnika omogoča, da razširimo
vhodno matriko z 0 (slika 3.4). Tako ohranjamo podatke na robu matrike.
Jedro se imenuje tudi filter, ki filtrira določen vzorec na vhodni matriki.
Pri področju prepoznavanja slik je vhodna matrika slika. Na vhodni sliki
lahko zaznavamo različne vzorce, na primer črte ali kroge. Na sliki se po
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Slika 3.4: Tehnika 'same padding'
navadi vzorec pojavi večkrat, kje pa se pojavi, odkriva premikanje jedra na
vhodni sliki. S pošiljanjem vhodne slike čez več zaporednih konvolucijskih
plasti dobimo več lokalnih informacij o sliki in vedno bolj izoblikovane vzorce.
Na vhodu je ponavadi večdimenzijska matrika, na primer barvna slika s tremi
barvnimi kanali. V tem primeru imajo jedra isto globino kot vhodna slika.
Po konvoluciji dobimo za vsak kanal izhodno matriko. Te seštejemo v eno,
tako da sta število izhodnih matrik in število jeder enaka.
3.3 Aktivacijska funkcija
Aktivacijska funkcija je običajno nelinearna funkcija in se uporablja po kon-
volucijski plasti, in po polno-povezani plasti. Podatki, ki smo jih dobili na
izhodu konvolucijske plasti, so hkrati vhod v aktivacijsko funkcijo. Rezultati
te funkcije pa so vhod naslednje plasti.
Z uporabo aktivacijske funkcije omogočimo nelinearnost v konvolucijski ne-
vronski mreži, drugače reševanje zapleteneǰsih problemov ni mogoče. Aktiva-
cijska funkcija simulira delovanje biološkega nevrona: ko je količina sprejetih
signalov večja od pragovne vrednosti, se nevron aktivira. V praksi poznamo
veliko aktivacijskih funkcij, predstavljana pa bo ReLU (slika 3.5), ki je ena




⎧⎨⎩x; x ≥ 00; x < 0 (3.3)
Iz definicije je razvidno, da je gradient funkcije ReLU 1, kadar je x ≥ 0, sicer
je gradient 0. Torej funkcija ReLU odstrani negativne vrednosti. Za x ≥ 0 se
je ReLU izognil efektu nasičenosti, ki se lahko pojavi pri drugih aktivacijskih
funkcijah, kot na primer sigmoidna funkcija ali hiperbolični tangens. Opazili
so, da stohastični gradientni spust konvergira hitreje pri uporabi ReLU kot
sigmoidne funkcije [5].
Slika 3.5: Aktivacijska funkcija ReLu
3.4 Združevalna plast
Združevalna plast se uporablja za podvzorčenje. Podobno kot pri konvolucij-
ski plasti imamo tudi pri združevalni jedro. Navadno uporabimo združevanje
maksimumov ali povprečno združevanje (slika 3.6). Pri združevanju maksi-
mumov jedro premikamo po vhodni matriki in po vsakem premiku vzamemo
element z najvǐsjo vrednostjo z območja, ki je pokrito z jedrom. Pri pov-
prečnem združevanju pa premikamo jedro po vhodni matriki in po vsakem
premiku izračunamo povprečno vrednost elementov, ki so pokriti z jedrom.
Z uporabo združevalne plasti lahko zmanǰsujemo število parametrov, saj smo
zmanǰsevali velikost vhodne matrike. Tako smo pospešili hitrost učenja, kar
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Slika 3.6: Združevanje
v večini primerov ne vpliva na rezultate učenja. Po podobnem principu de-
lujejo človeške oči. Če s slike enakomerno odstranimo nekaj pik, bo slika
postala nerazločna, vendar jo bomo še vedno lahko prepoznali.
Združevalne plasti se navadno uporabljajo po konvolucijski plasti. Torej so
vhodni podatki za združevalne plasti značilke, ki smo jih dobili po izvedbi
konvolucije. Z združevanjem se bo mreža bolj osredotočila na to, ali značika
sploh obstaja, tolerantna pa je na njene manǰse transformacije.
3.5 Polno-povezana plast
Polno-povezane plasti v konvolucijski nevronski mreži delujejo kot klasifika-
tor. S konvolucijskimi in združevalnimi plastmi najdemo različne značilke,
ki nam povedo, kje so določeni vzorci na vhodnih podatkih. Polno-povezane
plasti s pridobljenimi značilkami napovedujejo končni rezultat. V primeru
prepoznavanja slik ta zaznava, kaj je na sliki. Pri igranju igre Gomoku pa
napoveduje, katera poteza naj bo odigrana.
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3.6 Izločevanje (dropout)
Izločevanje je tehnika za preprečevanje čezmernega prileganja. Teoretično
lahko uporabimo izločevanje za vsako plast, zaradi njenih lastnosti pa jo na-
vadno uporabljamo za polno-povezano plast. Izločevanje deluje tako, da vsak
nevron iz polno-povezane plasti z določeno verjetnostjo postane neaktiven,
kot je prikazano na sliki 3.7. Zato mreža med učenjem za iste vhodne podatke
aktivira druge nevrone. Izločevanje omogoči, da se nevroni osredotočijo na
pomembneǰse informacije. S tem postane mreža bolj robustna. Poleg tega
moramo paziti, da uporabimo izločevanje samo med učenjem, ne pa med





Gomoku je strateška igra na deski za dva igralca, ki prihaja z Japonske.
Igralca med igro izmenično polagata igralne figure na desko, ki je navadno
velika 15 x 15. Cilj igre je uspešno položiti pet zaporednih figur na desko, in
sicer v zaporedju navpično, vodoravno ali poševno.
Mi smo naredili poenostavljeno različico agenta Alpha Zero za namizno igro
Gomoku, zato sta v tem poglavju predstavljeni osnovna ideja Alpha Zero in
našega agenta AlphaGomoku Zero.
4.1 Alpha Zero
Jedro algoritma Alpha Zero je konvolucijska nevronska mreža. Pred učenjem
nevronske mreže program velikokrat igra sam s seboj in sproti shranjuje vse
podatke. Ti podatki so uporabljeni kot učna množica za nevronsko mrežo.
Med samoigranjem uporablja drevesno preiskovanje Monte Carlo kot preisko-
valni algoritem za izbiro naslednje poteze. Razlika glede na običajno ('čisto')
drevesno preiskovanje Monte Carlo pa je pri drugi in tretji fazi, saj namesto
širitve in simulacije uporablja konvolucijsko nevronsko mrežo za ocenjevanje
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stanja, ki je v listu drevesa (slika 4.1). Torej vsakič, ko se je treba odločiti,
katero potezo naj odigra algoritem, trenutno stanje igre postavimo v koren
drevesa in izvedemo fazo izbire. Ko pridemo do lista drevesa, ki predstavlja
stanje igre, to stanje pošljemo v vhodno plast konvolucijske nevronske mreže.
Na izhodni plasti mreže pa dobimo oceno stanja. Potem izvedemo zadnjo
fazo - vzvratno razširjanje.
Slika 4.1: Kako MCTS deluje v agentu Alpha Zero
S samoigranjem se učna množica generira, iz njej pa se uči nevronska mreža.
Naučena nevronska mreža se shranjuje in je uporabljena z drevesnim preisko-
vanjem Monte Carlo za naslednje samoigranje. Ta proces se večkrat ponavlja,
pri čemer nevronska mreža napreduje in pri samoigranju izbira čedalje pa-
metneǰse poteze. Zato lahko dobimo kakovostneǰso učno množico, nevronska
mreža pa pri tem postopno konvergira.
4.2 AlphaGomoku Zero
Za agenta AlphaGomoku Zero smo uporabili osnovno idejo agenta Alpha
Zero. Uporabili smo ogrodje Alpha Zero General, ki ga je implementiral Su-
rag Nair [11]. Mi smo ga prilagodili za igro Gomoku in pri temu naredili nekaj
manǰsih sprememb v MCTS in pri učenju nevronske mreže. V nadaljevanju
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so predstavljene podrobnosti našega algoritma pri samoigranju in struktura
konvolucijske nevronske mreže. Igra Gomoku je prilagojena za igranje na
deski velikosti 7 x 7.
4.2.1 Samoigranje
V vsaki iteraciji inteligentni agent večkrat igra sam s seboj, vsaka igra pa
se začne s prazno desko, na kateri agent najprej naredi potezo kot prvi igra-
lec, za tem se odloči za potezo kot drugi igralec. Tako ravna do konca igre.
Nova igra se spet začne s prazno desko. Za izbiranje potez med igranjem
je uporabljeno drevesno preiskovanje Monte Carlo, združeno s konvolucijsko
nevronsko mrežo. Za vsako odločitev za potezo gradimo novo preiskovalno
drevo in po številnih iteracijah MCTS dobimo verjetnosti izbora možnih po-
tez za trenutno stanje. Drevesno preiskovanje vključuje naslednje podatke:
• N(s, a): kolikokrat je bila poteza a izbrana v stanju s.
• Q(s, a): vsota ocen, ki smo jih dobili po vzvratnem razširjanju, deljena
z N(s, a).
• P (s, .): verjetnosti potez v stanju s.
Za drevesno strategijo pri MCTS smo uporabili različico algoritma PUCT,
ki je bil uporabljen za AlphoGo Zero [10].





V fazi izbire izberemo tisto potezo, ki ima najvǐsjo vrednost PUCT . Po
izboru poteze a dobimo naslednje stanje s′. Če je stanje s′ že obiskano, re-
kurzivno izvajamo izbiro za to stanje. Če pa smo prvič prǐsli do stanja s′,
ga pošljemo v konvolucijsko nevronsko mrežo, iz katere dobimo P (s′, .) in
oceno V (s′) za stanje s′. Potem V (s′) vzvratno sporočimo vsem izbiranim
stanjem in posodabljamo Q(s, a). Če smo prǐsli do končnega stanja, vzvratno
sporočimo zmago (+1) ali poraz (−1), če pa je rezultat neodločen, bo ocena
20 Qichao Chen
10−4.
Med samoigranjem se vrsta podatkov shranjuje v obliki (s, π, z), pri čemer
je s stanje na deski, z je rezultat igre in v π so shranjene verjetnosti za vsako
potezo. Verjetnostni vektor π smo dobili z MCTS, računali smo ga glede na





kjer je ΣbN(s, b) vsota obiskov vseh sinov, hkrati pa tudi število obiskov
očeta. Treba je omeniti, da s in z shranjujemo vedno s stalǐsča trenutnega
igralca. Na primer v s′ so z 1 označene vse odigrane poteze igralca (prvi igra-
lec), ki je trenutno na vrsti, z −1 pa so označene odigrane poteze nasprotnega
igralca (drugi igralec). Ko se igralca zamenjujeta, torej je zdaj na vrsti drugi
igralec, stanje na deski s pomnožimo z −1, da zamenjamo 1 z −1 v stanju s′′,
ki je stanje, ki sledi s′. Enako shranjujemo tudi z. Tako se nevronska mreža
vedno uči s stalǐsča enega igralca. Pri AlphaGo Zero je za stanje na deski do-
dana ena dimenzija, ki prikazuje, kateri igralec je na vrsti v trenutnem stanju.
Dober model je sposoben natančno oceniti različna stanja na deski in se
nanje odzvati. Zato je dobro, da po samoigranju nastane več različnih
stanj. To je mogoče doseči z Dirichletovim šumom, ki je definiran takole:
Pdir(s, a) = (1− ϵ)π+ ϵη, pri čemer je η ∼ Dir(0,03) in ϵ = 0, 25. Dodali smo
ga pri izbiranju potez s pridobljeno verjetnostjo iz MCTS. Dirichletov šum
omogoči izbiranje tudi potez z nenajvǐsjo verjetnostjo, hkrati pa se izogne
slabim potezam [10].
Podatke, ki so se shranjevali pri samoigranju, lahko z obdelavo razširimo.
Igra Go je invariantna pri zrcaljenju in rotaciji, torej se stanje na deski ne
spremeni, če ga zrcalimo in rotiramo. AlphaGo Zero je izkoristil to lastnost
in razširil podatke, pridobljene pri samoigranju. Alpha Zero pa tega ni izko-
ristil, saj so nekatre igre, na primer šah, invariantne le pri zrcaljenju. Kot
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Go je tudi igra Gomoku invariantna pri zrcaljenju in rotaciji, torej smo vsako
trojico (s, π, z) rotirali štirikrat, vsakič za 90◦, nato pa še zrcalili. S tem
smo trojico razširili na 8 različnih trojic, s čimer se povečujeta raznovrstnost
in ravnotežje podatkov.
Nevronsko mrežo, ki smo jo uporabili v MCTS za oceno novega stanja in
napoved verjetnosti izbora potez, je pri AlphaGo Zero treba evalvirati po
vsaki iteraciji učenja in samoigranja. Evalvacija poteka tako, da novi naučeni
model igra z modelom, ki je bil ocenjen kot najbolǰsi do zdaj. Če novi mo-
del premaga trenutno najbolǰsi model, ga shranimo kot trenutno najbolǰsega,
drugače ga zavržemo. Evalvacija v našem kontekstu pomeni tekmovanje med
dvema modeloma. Pri Alpha Zero pa ni tako, saj pri njem tovrstna evalva-
cija ne poteka. Vedno namreč shrani kar najnoveǰsi model kot najbolǰsega.
Na prvi pogled se zdi, da je z evalvacijo mogoče dobiti bolǰsi model. Ven-
dar smo s preverjanjem obeh načinov pri našem inteligentnem agentu do-
bili podoben rezultat. Brez evalvacije je namreč po 1500 samoigrah dosegel
podoben nivo kot z evalvacijo, natančni rezultati pa so predstavljeni v na-
slednjem poglavju. Menimo, da je shranjevanje vedno najnoveǰsega modela
vrsta raziskovanja, saj novi model navadno ni bistveno slabši od najbolǰsega
shranjenega. V vsaki iteraciji namreč generiramo podatke z novim modelom,
kar lahko poveča njihovo raznovrstnost. Slabost evalvacije po vsaki iteraciji
je tudi zapravljanje časa, saj je celotni proces skoraj dvakrat počasneǰsi kot
brez evalvacije. Tudi rezultat agenta Alpha Zero v navedenem članku [9], ki
je po 34-urnem učenju premagal AlphaGo Zero, kaže na to.
4.2.2 Struktura konvolucijske nevronske mreže
Naša konvolucijska nevronska mreža je sestavljena iz 8 plasti. Začne se z vho-
dno plastijo z dimenzijo 7 x 7 x 2, sledijo 3 konvolucijske plasti, pri katerih
ima vsaka 64, 128 in 256 filtrov z dimenzijo 3 x 3. Za vse tri smo uporabili
tehniko 'same padding', da smo ohranili velikost vhodnega tenzorja. Sledi
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jim še ena konvolucijska plast, ki ima 512 filtrov velikosti 3 x 3 brez tehnike
'same padding'. Po vsaki konvolucijski plasti smo dodali paketno normaliza-
cijo (batch normalization) in aktivacijsko funkcijo ReLu. Temu sledita dve
polno-povezani plasti z velikostjo 1024 in 512, za obe uporabimo izločevanje.
Na koncu sta dve vzporedni izhodni plasti. Prva napoveduje strategijo pri
izbranju potez in je enaka dimenziji deske, druga pa napoveduje le eno vre-
dnost, ki oceni stanje na deski. Za prvo smo uporabili aktivacijsko funkcijo
softmax in za drugo tahn. Ta struktura je prikazana na sliki 4.2.
Slika 4.2: Struktura konvolucijske nevronske mreže
Omenili smo že, da so podatki, ki smo jih pridobili pri samoigranju, učna
množica za nevronsko mrežo. Zapisali smo tudi, da shranjujemo podatke v
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obliki (s, π, z) med samoigranjem. Stanje na deski s so vhodni podatki za
nevronsko mrežo, na izhodnih plasteh pa dobimo verjetnosti izbora mogočih
naslednjih potez P (s, .) in oceno V (s) za stanje s. Cilj učenja je, da bo
nevronska mreža za s znala napovedati taka P (s, .) in V (s), da bosta njuni
vrednosti čim bliže π in z.
Treba je omeniti še strukturo vhodnih podatkov s. AlphaGo Zero je uporabil
17 matrik z velikostjo deske za predstavitev stanja na deski. Prvih 16 prika-
zuje zadnjih 8 potez, ki jih je naredil vsak igralec, zadnja pa označuje, kateri
igralec je na vrsti. Pri igri Go vpliva namreč tudi zgodovina igranih potez,
zato je treba jo vključiti med podatki. Gomoku pa zadostuje za popolno
poznavanje stanja. Iz trenutnega stanja ne moremo razbrati le vrstnega reda
potez, zato so vhodni podatki predstavljeni s tenzorji, ki imajo rang 2. Prva
matrika predstavlja stanje na deski, druga pa označuje zadnjo odigrano po-
tezo. Menimo, da je zadnja odigrana poteza pri igri Gomoku pomembna.





Pri učenju inteligentnega agenta smo preizkusili dva načina, in sicer shranje-
vanje najbolǰsega modela, ki je bil pridobljen s primerjavo novega in trenutno
najbolǰsega po vsaki iteraciji (prvi način), in shranjevanje samo najnoveǰsega
modela (drugi način). Pri evalvaciji inteligentnega agenta pa smo uporabili
dve metodi: igranje med agentom in računalnikom ter igranje med agentom
in človekom. Računalnǐski igralec je uporabil 'čisto' drevesno preiskovanje
Monte Carlo, njegova privzeta strategija je bila naključna strategija, drevesna
strategija pa različica PUCT, ki je bila uporabljena tudi pri našem agentu.
Pri evalvaciji so sodelovali tudi trije ljudje z izkušnjami pri igranju Gomoku.
V nadaljevanju sta z grafom predstavljena oba načina procesa učenja in v
tabeli rezultati, ki smo jih dobili po evalvaciji. Navedene so tudi tipične
strategije za igro Gomoku, ki se jih je naučil agent.
5.1 Analiza učenja
Pri obeh načinih učenja smo uporabili enake hiperparametre, edina razlika
je bila le pri evalvaciji modela. Hiperparametri so predstavljeni v tabeli 5.1.
Graf na sliki 5.1 prikazuje funkcijo izgube modela, ki se je učil po prvem







Število iteracij 300 Število ponavljanj procesa algoritma, ki se
začne s samoigranjem, za tem sledi učenje
CNN iz podatkov, ki smo jih dobili med sa-
moigranjem. Pri drugem načinu se trenutni
CNN shrani in iteracija konča. Pri prvem pa
je treba trenutni CNN primerjati z najbolǰsim
shranjenim CNN in ohraniti bolǰso različico od
njiju.
Število iger 5 Koliko iger bo izvršeno med samoigranjem.
Število simulacij za
MCTS
400 Koliko iteracij bo izvršila MCTS za napovedo-
vanje vsake poteze med samoigranjem.
cpuct 5 Parameter raziskovanja. Vǐsja vrednost
omogoča raznovrstnost učne množice.
Število učnih podatkov
za učenje
512 Sčasoma se število učnih podatkih pri sa-
moigranju poveča, pri vsaki iteraciji pa na-
ključno izberemo samo določeno število za
učenje CNN.
Stopnja učenja 10−3 Določa hitrost učenja CNN, ki je navadno med
0 in 1. Če je stopnja učenja previsoka, se lahko
zataknemo pri suboptimalnem rezultatu.
Velikost paketov
(batch size)
64 Koliko učnih podatkov je v paketu za učenje
CNN.
Število epoh 5 Kolikokrat se bo CNN učil iz iste učne množice
je funkcija izgube po okrog 1500 samoigrah s 3,7 upadla na 1,6. Oba grafa
kažeta, da sta modela konvergirala s podobno hitrostjo, iz nadaljevanja pa
je razvidno, da sta bila podobno dobra pri igranju. Vendar pa je model, ki
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se je učil po prvem načinu, porabil izrazito več časa zaradi iteracij MCTS.
Zato smo se za nadaljnje učenje odločili za drugi način. S povečavanjem
števila učnih primerov na 2048 in postopnim zmanǰsevanjem stopnje učenja
je funkcija izgube po 2300 samoigrah upadla na 1,3 (slika 5.3), model pa je
dosegal tudi bolǰsi rezultat pri igranju z računalnǐskim igralcem.
Učenje je potekalo na računalniku, ki je opremljen s procesorjem Intel Core
i5-8250U. Za učenje po prvem načinu na 1500 samoigrah smo porabili pri-
bližno 40 ur, po drugem načinu na 1500 samoigrah 130 ur, za nadaljnje učenje
po prvem načinu do 2300 samoiger pa 24 ur.
Slika 5.1: Učenje po prvem načinu
Slika 5.2: Učenje po drugem načinu
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Slika 5.3: Nadaljnje učenje po drugem načinu
5.2 Rezultati
V tem podpoglavju so predstavljeni rezultati iger med agentom in računalnǐskimi
igralci ter rezultati igranja med agentom in človekom.
Tabela 5.2: Rezultati igranja z računalnǐskimi igralci
AlphaGomoku Zero Računalnǐski igralci Rezultat
Učenje na 1500 samoigrah po
prvem načinu
'Čisti' MCTS s 1000 iteraci-
jami
7:1:2
Učenje na 1500 samoigrah po
drugem načinu
'Čisti' MCTS s 1000 iteraci-
jami
7:0:3
Učenje na 1750 samoigrah po
drugem načinu
'Čisti' MCTS s 1000 iteraci-
jami
10:0:0
Učenje na 2250 samoigrah po
drugem načinu
'Čisti' MCTS z 2000 iteraci-
jami
9:1:0
V kategoriji Rezultat a:b:c prikazuje najprej zmago prvega igralca (a), za
tem drugega (b) in število izenačenih rezultatov (c). Z izrazom 'Čisti' MCTS
označimo računalnǐskega igralca, saj je uporabil drevesno preiskovanje Monte
Diplomska naloga 29
Carlo brez nevronske mreže. Iz rezultatov v tabeli 5.2 je razvidno, da je bil
rezultat po obeh načinih podoben. Oba sta premagala 'Čistega' MCTS s
1000 iteracijami 7-krat, pri tem je agent po prvem načinu izgubil enkrat.
Po 1250 samoigrah je agent po drugem načinu prvič dosegel 10 zmag proti
'Čistemu' MCTS s 1000 iteracijami. Nato smo okrepili 'Čisti' MCTS z na-
stavljenim številom iteracij na 2000. Po 2250 samoigrah je agent dosegel
rezultat 9 proti 1 pri igranju z njim.
Tabela 5.3: Rezultati igranja s človekom
Igralec 1 Igralec 2 Igralec 3
AlphaGomoku Zero 0:0:3 0:0:3 0:0:3
Iz rezultatov igranja s človekom je razvidno, da so bile igre izenačene, saj
smo povabili ljudi, ki že več let igrajo Gomoku na deski velikosti 15 x 15.
Tokrat pa so z agentom igrali na deski 7 x 7, pri čemer se igra hitreje konča,
pa tudi naš agent je naučen za igranje na tej deski. Tak rezultat tudi pomeni,
da se je agent dobro naučil in ga je zato težko premagati.
5.3 Naučene strategije
Med testiranjem smo večkrat igrali z agentom in opazili, da igra precej po-
dobno kot človek. V nadaljevanju so zato predstavljene tipične strategije, ki
se jih je naučil agent.
Za lažje razumevanje je naprej predstavljena pomembna notacija: grožnja.
Glavni tipi grožnje so štirje: prvi tip Štiri (slika 5.4a) je definiran kot vr-
stica petih kvadratov, pri katerih je trenutni igralec v vlogi napadalca zasedel
štiri, peti kvadrat pa je ostal prazen. Drugi Ravno štiri (slika 5.4b) je vrstica
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šestih kvadratov, pri katerih je trenutni igralec (napadalec) zasedel vmesne
štiri, kvadrata na robovih pa sta ostala prazna. Tretji z imenom Tri (slika
5.4c) je vrstica petih kvadratov, pri katerih je trenutni igralec, tudi napadalec,
zasedel vmesne tri kvadrate, dva robna sta ostala prazna. Četrti Zlomljeni
tri (slika 5.4d) je vrstica šestih kvadratov, pri katerih je trenutni igralec (na-
padalec) zasedel tri nepovezane kvadrate na štirih kvadratih, preostali trije
kvadrati so bili prazni. [1]
Slika 5.4: Glavni tipi grožnje (a. Štiri, b. Ravno štiri, c. Tri, d. Zlomljeni
tri)
Če napadalnemu igralcu uspe doseči Ravno štiri, zagotovo zmaga v svoji na-
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slednji potezi. To pomeni, da bo napadalni igralec, ne glede nato, kje ga bo
nasprotnik blokiral, imel pet zaporednih figur. Če je napadalni igralec ustva-
ril Štiri, ga mora nasprotnik blokirati, sicer bo ta izgubil. Za grožnji Tri in
Zlomljeni tri mora nasprotnik blokirati, sicer nastane Ravno štiri. Če torej
želi igralec zamgati, mora ustvariti grožnjo, ki je lahko Ravno štiri ali pa
dvojna. Dvojna grožnja pomeni, da igralec z eno potezo ustvari dve grožnji.
V nadaljevanju so prikazana stanja iger, pri katerih je agentu uspelo narediti
in prepoznati tipične dvojne grožnje. Z O so označene agentove poteze, z X
pa poteze nasprotnega igralca.
Primer 1:
Zadnja agentova poteza je bila na poziciji B6.
Ta poteza je skupaj z E3, D4, C5 ustvarila




Agent je z zadnjo potezo na poziciji C5 bloki-
ral dvojno grožnjo, sestavljeno iz dveh Tri na
C3, C4 in na E3, D4.
Primer 3:
Agentova zadnja poteza na poziciji F5 je s F3,
F4, F6 ustvarila grožnjo Zlomljeni tri, hkrati
s C5, C6, C7 pa še drugo Zlomljeni tri.
Poglavje 6
Zaključek
V diplomski nalogi smo naredili inteligentnega agenta za igranje igre Go-
moku. Agent je pri ocenjevanju dosegel zadovoljive rezultate, saj ga človek
težko premaga. Agent zna namreč zelo dobro blokirati in prepoznavati tipične
grožnje, ki jih človek uporabi za zmago.
Med nastajanjem diplomske naloge smo se seznanjali z delovanjem agenta
Alpha Zero in tega, kako se uči igrati neko igro brez predznanja o njej. Način
učenja pri Alpha Zero smo primerjali z načinom pri AlphaGo Zero in opa-
zili, da je bil pri našem agentu način učenja, kot je pri Alpha Zero, dvakrat
hitreǰsi od načina, kot je pri AlphaGo Zero. Zanimivo je, da je samoigranje
pri učenju našega agenta vzelo večino časa celotnega procesa učenja. Tega
na začetku nismo pričakovali. Menili smo namreč, da bo največ časa vzelo
učenje nevronske mreže.
Po koncu projekta smo ugotovili, s čim bi ga bilo mogoče še izbolǰsati:
• Samoigranje bi lahko pospešili z večnitnim paralelnim programiranjem.
Z večjo računalnǐsko močjo pa bi lahko pospešili tudi učenje nevronske
mreže. S tem bi lahko v realnem času agenta naučili igrati na deski
velikosti 15 x 15.
• Kakovost učne množice, ki jo dobimo iz samoigranja, je ključna za
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učenje nevronske mreže. Na začetku pa je iz samoigranja težko do-
biti dobro učno množico, saj so parameteri nevronske mreže takrat
naključni. Nevronska mreža namreč naključno izbira poteze med sa-
moigranjem. To bi bilo mogoče izbolǰsati tako, da bi ohranili fazi širitve
in simulacije pri MCTS, nevronsko mrežo pa bi uporabili kot privzeto
strategijo pri fazi simulacije. Torej bi po fazi širitve za vsako novo vo-
zlǐsče simulirali igro do konca, pri tem pa bi uporabili nevronsko mrežo
za napovedovanje poteze. Z rezultati simuliranih iger ocenjujemo nova
dodana vozlǐsča pri fazi širitve. S tem bi lahko dobili kakovostneǰso
učno množico.
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