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Abstract
The ATLAS experiment at the Large Hadron Collider (LHC) measures charged hadron spectra
obtained in 2010 and 2011 lead–lead LHC data taking periods with total integrated statistics of
0.15 nb−1. The results are compared to the pp spectra of charged hadrons at the same centre-of-mass
energy based on the data sample with integrated luminosity of 4.2 pb−1 obtained by the ATLAS
experiment in 2011 and 2013. This allows a detailed comparison of the two collision systems in a
wide transverse momentum (0.5 < pT < 150 GeV) and pseudorapidity (|η| < 2) ranges in different
centrality intervals of Pb+Pb collision. The nuclear modification factor RAA is presented in detail as
a function of centrality, pT and η. It shows a distinct pT-dependence with a pronounced minimum
at about 7 GeV. Above 60 GeV, it is consistent with a flat, centrality-dependent, value within the
uncertainties. The value is 0.55± 0.01(stat.)± 0.04(syst.) in the most central collisions. The RAA is
observed to be consistent with flat |η| dependence over the whole transverse momentum range in all
centrality classes.
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1 Introduction
The first results from the LHC experiments showed
that jets emerging from the quark-gluon plasma,
the hot and dense matter produced in the heavy-
ion (HI) collisions, have lower energy than would
be expected in the absence of medium effects [1, 2].
The measurement of jets by the ATLAS and AL-
ICE experiments revealed that yield of jets at fixed
transverse momentum (pT), caused by the energy
loss of the high-energy partons in the medium, is
suppressed by a factor of two to four [3, 4]. Ad-
ditional information about the energy-loss mecha-
nism is obtained from the study of jet fragmenta-
tion functions that show a small enhancement at
pT & 30 GeV [5, 6].
Production of hadrons originating from jet frag-
mentations is expected to be modified as well, mak-
ing charged hadrons usable in a study of the quark-
gluon plasma. The results from the LHC experi-
ments show that the suppression reaches a factor
of seven [7, 8, 9] at pT around 7 GeV for HI colli-
sions at
√
sNN = 2.76 TeV. Results from RHIC with√
sNN = 200 GeV show a suppression by a factor of
five [10, 11, 12, 13].
2 Analysis
The suppression of hadron production in HI colli-
sions is quantified by the nuclear modification factor
(RAA) defined as
RAA =
1
〈TAA〉
1/Nevt d
2NPb+Pb/dηdpT
d2σpp/dηdpT
, (1)
where 〈TAA〉 is nuclear thickness function ac-
counting for increased flux of partons per colli-
sion in Pb+Pb collisions, Nevt is the number of
Pb+Pb events, d2NPb+Pb/dηdpT is the differential
yield of charged particles in Pb+Pb collisions and
d2σpp/dηdpT is differential charged-particle pro-
duction cross section in pp collisions.
This analysis [7] uses 0.15 nb−1 of Pb+Pb data
collected with the ATLAS detector [14] in 2010 and
2011 at
√
sNN = 2.76 TeV, and 4.2 pb
−1 of pp data
at the same value of
√
s recorded in 2011 and 2013.
The events were taken either with minimum bias
triggers or with jet triggers. The jet reconstruction
used energy deposits in the calorimeter. The jet
triggers used anti-kt algorithm [15] with the radius
parameter of R = 0.2 and 0.4 for Pb+Pb and pp
collisions, respectively.In each data-taking period,
the triggers were chosen to take as much advantage
of the instantaneous luminosity as possible.
Monte Carlo (MC) simulations were used to
correct the detector-level charged-track spectra to
the particle-level. Hard-scattering processes for
Pb+Pb collisions were produced using PYTHIA
event generator [16]. To correct Pb+Pb data sam-
ple from 2010, hard-scattering events were embed-
ded into events produced by HIJING event genera-
tor [17]. To correct Pb+Pb data sample from 2011,
real Pb+Pb events recorded for this purpose were
used as underlying events. The pp simulated events
were generated by PYTHIA for both 2011 and 2013.
The MC samples for all data-takings were produced
in different exclusive kinematic intervals of outgoing
partons in the 2→ 2 hard scattering process, allow-
ing sufficient statistics over wide range of track pT.
For the 2013 MC samples, the kinematic intervals
were defined in terms of leading jet pT, otherwise
the approach was analogous.
The event centrality is estimated using to-
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tal transverse energy measured by the forward
calorimeter in the range 3.1 < |η| < 4.9. The 〈TAA〉
values are estimated from the Glauber model [18]
for each of the studied centrality intervals.
Charged-particle tracks are reconstructed in
the ATLAS inner detector over pseudorapidity re-
gion |η| < 2.5 and over full azimuth angle, with the
minimum pT of 0.5 GeV. Tracks are measured using
combination of silicon pixel detector (Pixel), silicon
microstrip detector (SCT), and a straw tube tran-
sition ration tracker (TRT). Whole system rests in
a 2 T magnetic field.
The tracks reconstructed in Pb+Pb collisions
are required to have at least two hits in the Pixel,
one being in the innermost layer, and at least seven
hits in the SCT. Tracks cannot have any Pixel or
SCT holes (a hole is an absence of a hit predicted
by the track trajectory). To ensure that tracks orig-
inate from the event vertex of the collision and that
they are not fake tracks (spurious combination of
hits) or secondary tracks (decay products of long-
lived particles such as KS or Λ), tracks are required
to have ratios of
∣∣d0/σd0 ∣∣ and ∣∣z0 sin θ/σz0 sin θ∣∣
less than three (track parameters d0 and z0 are dis-
tances of the closest approach of the track to the
event vertex in the transverse and longitudinal di-
rections, respectively; θ is an angle between track
and z-axis; σ stands for an uncertainty of a variable
in its subscript).
Generally, requirements imposed on the tracks
in pp collisions are looser. The tracks are required
to have at least one Pixel hit, at least six SCT hits
and at least eight TRT hits (only for pT > 6 GeV).
A hit in the Pixel innermost layer is required only
if such hit is expected from the track trajectory.
Tracks are allowed to have one SCT hole; no Pixel
holes are allowed. The TRT hit requirement limits
the analysis to |η| < 2, which is the coverage of the
TRT detector. Due to lower multiplicity in pp col-
lisions, track reconstruction is not as challenging as
in case of Pb+Pb collisions. Also, the vertex is not
defined so well as in Pb+Pb collisions. Thus, only
a loose requirement of |d0| < 1.5 mm is applied.
Tracks with high pT are further required to
be matched to anti-kt jets with distance parameter
R = 0.2 and R = 0.4 in Pb+Pb and pp collisions,
respectively.
Contribution of leptons, usually coming from
electroweak decays, is excluded from the results, as
leptons follow different scaling than hadrons.
The data are corrected in order to remove de-
tector effects and reconstruction biases. The correc-
tions are derived from data or MC simulations. The
track spectra are corrected for jet trigger efficiency
and for vertex reconstruction efficiency. These cor-
rections are relatively small and do not exceed a
few per cent. Further, the track spectra are cor-
rected for fake and secondary tracks, for the mo-
mentum resolution and for the track reconstruc-
tion efficiency. These corrections have more seri-
ous impact on the results. They are functions of
pT, |η| and centrality. Correction for fake and sec-
ondary tracks is up to 10% at large |η| and low
pT. It rapidly decreases with increasing pT and
at pT & 4 GeV, the correction is below 1% for
all samples. At pT & 70 GeV, the correction be-
comes more important again and it reaches up to
6% at the highest pT. Track momentum resolution
is corrected with an iterative Bayesian unfolding
procedure [19]. Results are obtained with two it-
erations. The track reconstruction efficiency is esti-
mated from the MC simulation after excluding fake
and secondary tracks from consideration. The ef-
ficiencies are smoothed by fitting to minimize the
effect of statistical fluctuations at high pT. An ex-
ample of efficiencies is shown in figure 1.
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Figure 1 – Track reconstruction efficiency for five centrality
classes of Pb+Pb collisions as well as for pp collisions [7]. The
discontinuity of the pp efficiency is caused by the change of
the TRT hit requirement. The width of the bands represent
the systematic uncertainties.
Systematic uncertainties are evaluated by vary-
ing parameters in the analysis for each source and
observing the effects on the yields. For uncertain-
ties of RAA, variations are applied simultaneously
in Pb+Pb and pp samples, so the final uncertain-
ties reflect the correlations between numerator and
denominator. Main contributions come from the
uncertainty of fake tracks at high pT, reaching up
to 20%, and from possible differences in the distor-
tion of the track pT in MC simulations and data,
also reaching up to 20%. The uncertainty from the
calculation of 〈TAA〉 is at most 13%. Variation of
the track selection requirements introduces an un-
certainty no more than 10%. Uncertainty associ-
ated with the unfolding procedure is at most 8%.
Other sources of the uncertainties, such as detector
material or track reconstruction efficiency, do not
exceed 6%.
3 Results
The corrected charged-hadron spectra measured in
Pb+Pb collisions at
√
sNN = 2.76 TeV are shown in
figure 2. Going from peripheral to central events,
the TAA-scaled Pb+Pb yields increasingly deviate
from the pp spectra.
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Figure 2 – Fully corrected charged-hadron spectra [7]. Spec-
tra from Pb+Pb collisions are scaled down by powers of
ten and plotted together with the pp cross section scaled
by the same factor with solid line. Statistical uncertainties
are smaller than the marker size. Systematic uncertainties
are shown by open boxes.
Figure 3 shows the nuclear modification fac-
tor RAA as a function of pT. It shows a char-
acteristic shape which becomes more pronounced
for more central collisions. It first increases and
reaches a maximum at pT ≈ 2 GeV. Then it de-
creases to a minimum at pT ≈ 7 GeV, where the
suppression is the strongest. Above this pT, RAA
increases up to pT ≈ 60 GeV and then reaches a
plateau. The plateau is consistent with zero slope.
In the most central collisions, it has a value of
0.55± 0.01(stat.)± 0.04(syst.).
Figure 4 shows the nuclear modification factor
RAA as a function of η in four momentum intervals
corresponding to the local maximum (1.7 < pT <
2.0 GeV), the local minimum (6.7 < pT < 7.7 GeV),
the plateau region (59.8 < pT < 94.8 GeV) and to
the pT interval where RAA has an intermediate
value (19.9 < pT < 22.8 GeV). For all intervals RAA
shows a weak dependence on |η| and it is generally
consistent with a flat behaviour within the statisti-
cal and systematic uncertainties.
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Figure 3 – The nuclear modification factor RAA as a function
of pT [7]. Statistical uncertainties are shown with vertical
bars and systematic uncertainties with brackets.
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Figure 4 – The nuclear modification factor RAA as a func-
tion of η in four momentum intervals discussed in the text [7].
Statistical uncertainties are shown with vertical bars and sys-
tematic uncertainties with brackets.
Figure 5 shows a comparison of RAA measured
for charged hadrons and that for jets. The charged-
hadron RAA is shown for the plateau region. Jets
are shown for three different pT regions. The low-
est one agrees to the pT region of charged hadrons.
Jets from the intermediate intervals produce main
portion of shown charged hadrons. Having fixed
pT of composing hadrons, two contradictory trends
meet here – the decreasing pT spectrum of the jets,
not unlike the charged-hadron spectrum, and the
increasing fragmentation function when going to-
ward lower z. Jets from the highest pT region are
composed mostly from shown hadrons, due to the
fragmentation functions. It is the RAA of jets from
the highest pT interval that overlap with hadron
RAA the best, at least for more central collisions.
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Figure 5 – The nuclear modification factor RAA as a function
of 〈Npart〉 measured for jets [3] and charged hadrons [7, 20].
Statistical uncertainties are shown with vertical bars and
systematic uncertainties with brackets (charged hadrons) or
bands (jets).
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