Abstract. An important result of Komlós [Tiling Turán theorems, Combinatorica, 2000] yields the asymptotically exact minimum degree threshold that ensures a graph G contains an H-tiling covering an xth proportion of the vertices of G (for any fixed x ∈ (0, 1) and graph H). We give a degree sequence strengthening of this result which allows for a large proportion of the vertices in the host graph G to have degree substantially smaller than that required by Komlós' theorem. We also demonstrate that for certain graphs H, the degree sequence condition is essentially best possible in more than one sense. MSC2000: 05C35, 05C70.
Introduction
A central branch of extremal combinatorics concerns the study of conditions that force a graph G to contain some given substructure. For example, Turán's famous theorem determines the number of edges required to force a graph G to contain a copy of a fixed clique K r on r vertices. Tutte's theorem characterises all those graphs G that contain a perfect matching.
The study of graph tilings has proven to be a rich topic within this area: given two graphs H and G, an H-tiling in G is a collection of vertex-disjoint copies of H in G. An H-tiling is called perfect if it covers all the vertices of G. Perfect H-tilings are also often referred to as H-factors, perfect H-packings or perfect H-matchings. H-tilings can be viewed as generalisations of both the notion of a matching (which corresponds to the case when H is a single edge) and the Turán problem (i.e. a copy of H in G is simply an H-tiling of size one).
A cornerstone result in the area is the Hajnal-Szemerédi theorem [6] from 1970, which characterises the minimum degree that ensures a graph contains a perfect K r -tiling. Theorem 1.1 (Hajnal and Szemerédi [6] ). Every graph G whose order n is divisible by r and whose minimum degree satisfies δ(G) ≥ (1 − 1/r)n contains a perfect K r -tiling. Moreover, there are n-vertex graphs G with δ(G) = (1 − 1/r)n − 1 that do not contain a perfect K r -tiling.
Although the minimum degree condition in the Hajnal-Szemerédi theorem is tight, this does not mean one cannot strengthen this result. Indeed, Kierstead and Kostochka [7] proved an Oretype generalisation of Theorem 1.1 where now one replaces the minimum degree condition with the condition that the sum of the degrees of every pair of non-adjacent vertices in G is at least 2(1 − 1/r)n − 1. A conjecture of Balogh, Kostochka and Treglown [3, Conjecture 7] would, if true, give a degree sequence strengthening of the Hajnal-Szemerédi theorem; in this conjecture one allows for G to have almost n/r vertices of degree less than (1 − 1/r)n. An asymptotic version of this conjecture was proven in [16] .
There has also been significant interest in the minimum degree threshold that ensures a perfect H-tiling for an arbitrary graph H. After earlier work on this topic (see e.g. [2, 9] ), Kühn and Osthus [11, 12] determined, up to an additive constant, the minimum degree that forces a perfect H-tiling for any fixed graph H.
Given any η > 0, there exists an n 0 = n 0 (η, x, H) ∈ N such that if G is a graph on n ≥ n 0 vertices and δ(G) ≥ g H (x)n then G contains an H-tiling covering at least (x − η)n vertices.
Note that the minimum degree condition in Theorem 1.2 is best possible in the sense that given any fixed H and x ∈ (0, 1), one cannot replace g H (x) with any fixed g ′ H (x) < g H (x) (see [8, Theorem 7] for a proof of this). A consequence of the Erdős-Stone theorem is that every n-vertex graph G with δ(G) ≥ (1 − 1/(χ(H) − 1) + o(1))n contains a copy of H. So a way to interpret Theorem 1.2 is that, for very small x > 0, the minimum degree threshold is governed essentially by the value of χ(H) − 1; however, as one increases x, the value of χ cr (H) plays an increasing role in the value of the threshold.
An attractive consequence of Theorem 1.2 is the following result concerning almost perfect Htilings. Theorem 1.3 (Komlós [8] ). Let η > 0 and let H be a graph. Then there exists an n 0 = n 0 (η, H) ∈ N such that every graph G on n ≥ n 0 vertices with
contains an H-tiling covering all but at most ηn vertices.
As with Theorem 1.2, the minimum degree condition in Theorem 1.3 is best possible in the sense that one cannot replace the (1 − 1/χ cr (H)) term here with any smaller fixed constant. Despite this, Shoukoufandeh and Zhao [14] proved that one can strengthen the conclusion of the theorem, to ensure the H-tiling covers all but a constant number of vertices (this constant depends only on H).
The main result of this paper is to prove the following degree sequence strengthening of Theorem 1.3. Theorem 1.4. Let η > 0 and H be a graph with χ(H) = r. Let σ := σ(H), h := |H| and ω := (h − σ) /(r − 1). Then there exists an n 0 = n 0 (η, H) ∈ N such that the following holds: Suppose G is a graph on n ≥ n 0 vertices with degree sequence
Then G contains an H-tiling covering all but at most ηn vertices. Figure 1 . The degree sequence in Theorem 1.4.
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Note that if one considers an r-partition of H with smallest vertex class of size σ = σ(H) and set i = ωn/h then we obtain that (1 − (ω + σ)/h) n + σi/ω = 1 − 1/χ cr (H). Thus, Theorem 1.4 is a significant strengthening of Theorem 1.3. Indeed, Theorem 1.4 allows for up to ωn/h vertices to have degree below that in Theorem 1.3. In particular, when H is bipartite, the degree sequence condition in Theorem 1.4 starts at d 1 ≥ 1 and allows for at least half of the vertices of H to have degree less than that required by Komlós' theorem. Figure 1 gives a visualisation of the degree sequence in Theorem 1.4. Figure 2 presents some key properties of the degree sequence in Theorem 1.4 for several graphs. Here, 'Angle of slope' refers to the value σ/ω.
The degree sequence in Theorem 1.4 is best possible in more than one sense for many graphs H. For all graphs H, one cannot allow significantly more than ωn/h vertices to have degree below the 'Komlós threshold', so in this sense the bound on the number of 'small degree' vertices in Theorem 1.4 is tight. Further, for many graphs H, we show that the degree sequence cannot start at a lower value and the angle of the 'slope' in Figure 1 is best possible. This is discussed in more depth in Section 3. Theorem 1.4 deals with almost perfect tilings. A natural question now is whether such a degree sequence strengthening also exists for tilings covering an xth proportion of vertices, as in Theorem 1.2. Indeed, the following result is a straightforward consequence of Theorem 1.4. Theorem 1.5. Let x ∈ (0, 1) and H be a graph with χ(H) = r. Set η > 0. Let σ := σ(H), h := |H| and ω := (h − σ) /(r − 1). Then there exists an n 0 = n 0 (η, x, H) ∈ N such that the following holds: Suppose G is a graph on n ≥ n 0 vertices with degree sequence
Then G contains an H-tiling covering at least (x − η)n vertices. Figure 3 . The degree sequence in Theorem 1.5 for x = 2/3, x = 1/3. Theorem 1.5 is an improvement on Theorem 1.2. Indeed, Theorem 1.5 allows for almost (h − xσ)n/(r − 1)h vertices to have degree below g H (x)n. Observe that as x approaches 0, the degree sequence condition in Theorem 1.5 tends towards the condition δ(G) ≥ (1 − 1/(r − 1))n, and thus accords with the Erdős-Stone theorem.
Piguet and Saumell [13, Theorem 1.3] recently proved another generalisation of Theorem 1.2. In their result they only require a certain fraction of the vertices to satisfy the degree condition of Theorem 1.2, and all other vertices have no restriction on their degree (so some could even be isolated vertices). Note though that our result allows for more vertices to have small degree (i.e. smaller than the bound in Theorem 1.2), at a price of having some restriction of the degrees of these vertices. In the case of almost perfect H-tilings, Theorem 1.4 allows a large proportion of the vertices to have small degree, whilst in this case [13, Theorem 1.3] corresponds precisely to Komlós' theorem (Theorem 1.3 above).
As well as considering minimum degree and degree sequence conditions, it is also natural to seek conditions on the density of a graph G that forces an H-tiling covering a given fraction of the vertices of G. We remark though that only limited progress has been made on this question (though Allen, Böttcher, Hladký and Piguet [1] did resolve this problem in the case of K 3 -tilings).
Organisation of the paper. The paper is organised as follows. In the next section we provide some essential notation and definitions. Then in Section 3 we give extremal examples for both Theorems 1.4 and 1.5. We introduce an 'error term' version (Theorem 4.1) of Theorem 1.4 in Section 4 and show that it implies Theorem 1.4. Szemerédi's Regularity lemma and several auxiliary results are presented in Section 5. Then in Section 6 we provide the tools that we will need to prove Theorem 4.1. We prove a result that iteratively constructs an almost perfect H-tiling and then use this result to prove Theorem 4.1 in Section 7. To conclude Section 7, we show that Theorem 1.4 implies Theorem 1.5.
Notation and Definitions
Let G be a graph. We define V (G) to be the vertex set of G and E(G) to be the edge set of G. Let X ⊆ V (G). Then G[X] is the graph induced by X on G and has vertex set X and edge set E(G[X]) := {xy ∈ E(G) : x, y ∈ X}. We also define G \ X to be the graph with vertex set V (G) \ X and edge set E(G \ X) := {xy ∈ E(G) : x, y ∈ V (G) \ X}. For each x ∈ V (G), we define the neighbourhood of x in G to be N G (x) := {y ∈ V (G) : xy ∈ E(G)} and define d G (x) := |N G (x)|. We drop the subscript G if it is clear from context which graph we are considering. We write d G (x, X) for the number of edges in G that x sends to vertices in X. Given a subgraph G ′ ⊆ G, we will write
Let t ∈ N. We define G(t) to be the graph constructed by first replacing each vertex x ∈ V (G) by a set V x of t vertices and then replacing each edge xy ∈ E(G) with the edges of the complete bipartite graph with vertex sets V x and V y .
Let v ∈ N. We will refer to a vertex class of size v of G as a v-class of G. Set r, σ, ω ∈ N and σ < ω. We define the r-partite bottle graph B with neck σ and width ω to be the complete r-partite graph with one σ-class and (r − 1) ω-classes.
Let i ∈ N and H 1 , H 2 , . . . , H i be a collection of graphs. We define an (H 1 , H 2 , . . . , H i )-tiling in G to be a collection of vertex-disjoint copies of graphs from the set
We write 0 < a ≪ b ≪ c < 1 to mean that we can choose the constants a, b, c from right to left. 
Extremal Examples
In this section we present three extremal examples. The first demonstrates that the 'slope' of the degree sequence in Theorem 1.4 is best possible for bottle graphs. The second shows that for many graphs H, the degree sequence in Theorem 1.4 'starts' at the correct place. The third shows that, for any graph H, to ensure an H-tiling covering at least (x − η)n vertices we cannot have significantly more than (h − xσ)n/(r − 1)h vertices with degree below the 'Komlós threshold' of g H (x)n.
Extremal Example 1. Set η ∈ R. Let B be an r-partite bottle graph with neck σ and width ω, where b := |B|. The following extremal example G on n vertices demonstrates that Theorem 1.4 is best possible for such graphs B, in the sense that G satisfies the degree sequence of Theorem 1.4 except for a small linear part that only just fails the degree sequence, but does not contain a B-tiling covering all but at most ηn vertices. Proposition 3.1. Set η ∈ R and n ∈ N such that 0 < 1/n ≪ η ≪ 1. Let B be a bottle graph with neck σ and width ω, where b := |B|. Additionally assume that b divides n. Then for any 1 ≤ k < ωn/b − 2ηn, there exists a graph G on n vertices whose degree sequence
but such that G does not contain a B-tiling covering all but at most ηn vertices. 
• Given any 1 ≤ i ≤ ωn/b and j ≤ ⌈σi/ω⌉ include all edges c i a j . So at the moment G does satisfy the degree sequence in Theorem 1.4; we therefore modify G slightly. For all k + 1 ≤ i ≤ k + 2ηn and ⌈σk/ω⌉ + 1 ≤ j ≤ ⌈σ(k + 2ηn)/ω⌉ delete each edge between c i and a j . One can easily check that G satisfies the degree sequence in the statement of the proposition. In particular, the vertices of degree 1 − Consider any copy H ′ of H in G that contains an element of C. Then H ′ contains at most ω elements from C, and at least σ vertices in A. This implies that at most ⌈σk/ω⌉(ω/σ) < k + ηn/2 vertices in C can be covered by T . Since |C| = k + 2ηn, we have that T does not cover at least 3ηn/2 vertices in C. Therefore, Claim 3.2 holds. Hence G does not have a B-tiling covering all but at most ηn vertices. Proposition 3.1 implies that for bottle graphs B, the degree sequence in Theorem 1.4 cannot be lowered significantly in a small part of the degree sequence and still ensure an almost perfect B-tiling; so the 'slope' of the degree sequence in Theorem 1.4 cannot be improved upon. It would be interesting to find other classes of graphs H for which the slope in Theorem 1.4 is also best possible; we suspect though that there are graphs H where the slope is not best possible. Extremal Example 2. The next example shows that for many graphs H, Theorem 1.4 is best possible in the sense that we cannot start the degree sequence at a significantly lower value. Proposition 3.3. Let H be an r-partite graph so that, for every
Then there is an n-vertex graph G with
and G does not have an H-tiling covering all but at most ηn vertices.
Proof. Let G be the complete r-partite graph on n vertices with vertex classes V 1 , . . . , V r where
Delete from G all edges with one endpoint in V ′ and the other in V 2 . By construction G satisfies (i) and (ii). Note that since the neighbourhood of any x ∈ V ′ induces an (r − 2)-partite subgraph of G, no vertex in V ′ lies in a copy of H in G. So G does not have an H-tiling covering all but at most ηn vertices.
Extremal Example 3. Set η ∈ R and x ∈ (0, 1]. Let H be a graph with χ(H) =: r. Let h := |H|, σ := σ(H) and set ω := (h − σ)/(r − 1). Define g H (1) := 1 − ω/h. We give an extremal example G on n vertices which satisfies the degree sequence of Theorem 1.5 except that (h−xσ)n/(r −1)h+ηn vertices have degree at most (g H (x)−η)n, but does not contain an H-tiling covering at least (x−η)n vertices.
Proposition 3.4. Set η ∈ R and x ∈ (0, 1]. Let H be a graph with χ(H) =: r. Let h := |H|, σ := σ(H) and set ω := (h − σ)/(r − 1). Then there exists a graph G on n vertices whose degree sequence
but such that G does not contain an H-tiling covering at least (x − η)n vertices.
Proof. Let G be the complete r-partite graph on n vertices with vertex classes V 1 , . . . , V r such that
Consider any H-tiling T of G. Observe that T can contain at most xn/h − ηn/σ copies of H. Indeed, to attain this bound one requires that all colour classes of size σ in copies of H are placed into V 1 . Hence at most x(r − 1)ωn/h − (r − 1)ωηn/σ vertices are covered by T in V 2 ∪ . . . ∪ V r . Thus at most (x − η)n − (r − 1)ωηn/σ vertices are covered by T . Hence G does not contain an H-tiling covering at least (x − η)n vertices 4. Deriving Theorem 1.4 from a weaker result To prove Theorem 1.4 we will first prove the following 'error term' version. 
Then G has an H-tiling covering all but at most ηn vertices.
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Theorem 4.1 implies Theorem 1.4. Indeed, a simple argument (as in [8] ) allows us to remove the error terms.
Proof of Theorem 1.4. Set 0 < τ ≪ η, 1/h and let n ∈ N be sufficiently large. Suppose G is an n-vertex graph as in the statement of Theorem 1.4. Let A be a set of τ n vertices and define G * to be the graph with vertex set V (G)∪A and edge set E(G * ) := E(G)∪{xy :
By Theorem 4.1 we have that G * has an H-tiling T covering all but at most ωτ 2h (1 + τ )n vertices. Now, remove every copy of H from T that contains a vertex in A. Then we have removed at most (h − 1)τ n vertices from V (G) ⊂ V (G *
Outline of the proof of Theorem 4.1. The aim of the rest of the paper is to prove Theorem 4.1; we now outline the proof of this result. We first show that it suffices to prove Theorem 4.1 in the case when H = B, a bottle graph with neck σ and width ω (where σ < ω). In particular, Theorem 4.1 is already known in the case when H is a balanced r-partite graph [16] .
We then employ a variant of an idea of Komlós [8] . Roughly speaking the idea is as follows: Let B * be a suitably large blown-up copy of B. We apply the Regularity lemma (Lemma 5.2) to obtain a reduced graph R of G. If R contains an almost perfect B * -tiling then one can rather straightforwardly conclude that G contains an almost perfect B-tiling, as required (for this we apply Lemma 6.1). Otherwise, suppose that the largest B * -tiling in R covers precisely d ≤ (1 − o(1))|R| vertices. We then show that, for some t ∈ N, there is a B * -tiling in the blow-up R(t) of R covering substantially more than dt vertices. Thus, crucially, the largest B * -tiling in R(t) covers a higher proportion of vertices than the largest B * -tiling in R. By repeating this argument, we obtain a blow-up R ′ of R that contains an almost perfect B * -tiling. We then show that this implies G contains an almost perfect B-tiling, as desired.
Other applications of this general method have been used in the past [4, 5, 16] . Note however, our approach has different challenges. Indeed, the process of moving from a B * -tiling B in R to a proportionally larger B * -tiling in R(t) is rather subtle. In particular, what we would like to do is conclude that one can find a tiling B 0 (not necessarily of copies of B * ) in R that covers a larger proportion of the vertices in R and when one takes a suitable blow-up R(t) of R, then B 0 corresponds to a B * -tiling in R(t). However, the vertices in R that are uncovered by B could perhaps all be 'small degree' vertices (i.e. they do not have degree as large as that in Theorem 1.3). This is a barrier to finding such a special tiling B 0 . (Intuitively, one can imagine that if one has large degree vertices outside of B then one can glue such vertices onto B in such a way to obtain our desired tiling B 0 .) In this case, one has to (through perhaps many steps) modify B and then blow-up R to obtain an intermediate blow-up R(t ′ ) of R such that (i) there is a B * -tiling B ′ in R(t ′ ) that covers the same proportion of vertices compared to the tiling B in R and (ii) many of the vertices in R(t ′ ) uncovered by B ′ are now such that they can be 'glued' onto B ′ to obtain our desired larger tiling B 0 .
Despite these technicalities the proof of Theorem 4.1 is perhaps surprisingly short. The main work of the proof is encoded in Lemma 7.1, which ensures one can modify the tiling B as above. 8 
Szemerédi's Regularity lemma and auxiliary results
A key tool in the proof of Theorem 4.1 is Szemerédi's Regularity lemma [15] . To state this lemma we will need the following notion of ε-regularity. 
and has density either 0 or at least d.
We call V 1 , . . . , V k the clusters of our partition, V 0 the exceptional set and G ′ the pure graph. We define the reduced graph R of G with parameters ε, d and M ′ to be the graph whose vertex set is V 1 , . . . , V k and in which V i V j is an edge if and only if (V i , V j ) G ′ is ε-regular with density at least d. Note also that |R| = k.
The proof of the next result is analogous to that of Lemma 5.2 in [16] . It states that the degree sequence of G in Theorem 4.1 is 'inherited' by its reduced graph R. 
. Let R be the reduced graph of G with parameters ε, d and M ′ and set k := |R|. Then R has degree
. . , V k be the clusters of G and V 0 the exceptional set, and let G ′ be the pure graph of G.
Suppose that x ∈ V j where 1 ≤ j ≤ i. Since we have that kq ≤ n, Lemma 5.2 implies that
we have that (2) holds.
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We will also apply the following well-known fact. 
6. Tools for proving Theorem 4.1
In this section we provide further tools that we will need to prove Theorem 4.1. The following lemma is a special case of Lemma 11 in [8] (which in turn is easily implied by the Key lemma above). Proof. Clearly B(mt) and B * (mt) both have perfect B * -tilings. It remains to show that B ′ (mt) and K r (mt) have perfect B * -tilings.
For K r (mt), tile (ω − σ)r copies of B * into K r (mt) such that their (σm)-classes are distributed evenly amongst the r vertex classes of K r (mt). Indeed, we can view this as tiling (ω − σ) collections of r copies of B * into K r (mt) such that, for each collection C, each vertex class of K r (mt) contains the (σm)-class of precisely one copy of B * in C.
For B ′ (mt), firstly tile (ω − 1 − σ)b vertex-disjoint copies of B * into B ′ (mt) such that each (σm)-class is placed into the (σmt)-class in B ′ (mt). So our current B * -tiling covers all but σmt − σm(ω − 1 − σ)b = σmb vertices in the (σmt)-class in B ′ (mt) and all but (ω − 1)mt − ωm(ω − 1 − σ)b = σmb vertices in each (ωmt)-class in B ′ (mt). Then the remaining vertices to be covered in B ′ (mt) form a K r (σmb) which can be tiled with σr copies of B * .
The next result states that the degree sequence of G in Theorem 4.1 is inherited by any blown-up copy of G. 
Proof. For any 1 ≤ j ≤ ns we see that
Suppose that j ≤ ωns b − s. Then ⌈j/s⌉ ≤ ωn b and we have
In particular, if we take any i ≤ ωns b we have
The following result acts as a springboard from which to begin the proof of Lemma 7.1. 
Then there exists a copy of B * in G.
Proof. Set ∆ := ∆(B * ). Let n be sufficiently large and define constants ε, d > 0 and 
By doing the following steps, we find a set {x 1 , . . . , x r } ⊆ V (R) such that {x 1 , . . . , x r } induces a copy of K r in R:
Step 1: Choose a vertex x 1 ∈ V (R) such that
Such a vertex exists by (3).
Step i for each i ∈ {2, . . . , r − 1}: We have that {x 1 , x 2 , . . . , x i−1 } induces a copy of K i−1 in R and
Hence by (3) there exists y ∈ N R (x 1 , x 2 , . . . ,
. Let x i := y.
Step r: We have that {x 1 , x 2 , . . . , x r−1 } induces a copy of K r−1 in R. Moreover,
Choose x r to be any vertex in N R (x 1 , x 2 , . . . , x r−1 ). Therefore there exists a copy of K r in R, which implies that there exists a copy of B * in R(ωm). By Lemma 5.5 we have that there exists a copy of B * in G.
A crucial tool in the proof of Theorem 4.1 is Lemma 7.1 below. Before stating this lemma, we need two more definitions.
Definition 6.5. Set ℓ ∈ N. Let G be a graph on n vertices and B be a bottle graph with neck σ and width ω. Suppose that there exists a B-tiling T of G and let {z 1 , . . . , z ℓ } ⊆ V (G) \ V (T ). We say that {z 1 , . . . , z ℓ } is an expanding set of size ℓ for T in G if the following is true: there exists an injection f : {z 1 , . . . , z ℓ } → T such that z i has a neighbour in every ω-vertex class of f (z i ) for each 1 ≤ i ≤ ℓ. Definition 6.6. Set k, ℓ, m ∈ N. Let G be a graph on n vertices and let (v 1 , v 2 , . . . , v n ) be an ordering of the vertices of G. Let B be a bottle graph with neck σm and width ωm. Suppose that there exists a B-tiling T of G and let {z 1 , . . . , z ℓ } ⊆ V (G) \ V (T ). Denote by Ω T the set of all vertices in V (G) that belong to ωm-classes of copies of B in T . Let z ∈ {z 1 , . . . , z ℓ } and y ∈ Ω T , and denote by B y the copy of B in T that contains y. Then there exist 1 ≤ i, j ≤ n such that z := v i , y := v j and i = j. We say that (z, y) is a k-swapping pair with respect to (v 1 , . . . , v n ) if the following is true: z is adjacent to at least σ vertices in the σm-class of B y ; z is adjacent to at least ω vertices in each ωm-class of B y that does not contain y; and j ≥ i + k. We say that {z 1 , . . . , z ℓ } is a k-swapping set of size ℓ for T in G with respect to (v 1 , . . . , v n ) if there exists a set of ℓ vertices {y 1 , . . . , y ℓ } ⊆ Ω T such that (z i , y i ) is a k-swapping pair with respect to (v 1 , . . . , v n ) for each 1 ≤ i ≤ ℓ and B yp = B yq for all p = q.
Suppose B is a B-tiling in a reduced graph R. Very roughly speaking the purpose of expanding sets is to extend B to a larger tiling whilst swapping sets allow us to 'rotate' which vertices are uncovered by our tiling (which helps for future expansion of B to a larger tiling). 
Almost perfect H-tilings in graphs
d i ≥ b − ω − σ b n + σ ω i + ηn for all 1 ≤ i ≤ ωn b . Let V (G) = {v 1 , . . . , v n } such that d G (v i ) = d i for all 1 ≤ i ≤ n.
Proof.
By repeatedly applying Proposition 6.4, we see that n ′ ≥ ηn/2. Define a bijection
We will refer to x 1 , . . . , x j as small vertices and x j+1 , . . . , x n ′′ as big vertices. Now suppose we have γn big vertices z 1 , . . . , z γn ∈ V (G ′′ ) such that
Set ω * := ωm. For each 1 ≤ i ≤ γn, we see that z i can be adjacent to at most a b−ω b -proportion of the vertices in T without having a neighbour in each ω * -class of some copy of B * in T . Since
* ≥ γn copies of B * in T that have at least one neighbour of z i in each of their ω * -classes. Thus we can define an injection f : {z 1 , . . . , z γn } → T such that z i has a neighbour in each ω * -class of f (z i ) for each 1 ≤ i ≤ γn. Hence {z 1 , . . . , z γn } is an expanding set of size γn for T in G.
We may assume there does not exist an expanding set of size γn for T in G. In particular, there are at most γn − 1 vertices in V (G ′′ ) that have a neighbour in every ω * -class of γn copies of B * in T . (Note that these could be small or big vertices.) Remove such vertices from V (G ′′ ) and call the remaining graph G ′′ 1 . In particular, no big vertex in G ′′ 1 satisfies (4). Set n ′′ 1 := |G ′′ 1 |. Suppose we have γn small vertices x i 1 , . . . , x iγn ∈ V (G ′′ 1 ) such that
Then by (5) and the degree sequence condition of the lemma, we have
Let k ∈ {1, . . . γn}. Denote by Ω * T the set of all vertices in G that belong to ω * -classes of copies of B * in T . Set σ * := σm. We aim to count the number of vertices y ∈ Ω * T such that (x i k , y) is an ωγn σ -swapping pair (with respect to (v 1 , . . . , v n )). Let T 1 denote the subcollection of copies B 1 of B * in T such that x i k is adjacent to a vertex in every ω * -class of B 1 . Then since we removed earlier all vertices that have a neighbour in every ω * -class of γn copies of B * in T , we have
Suppose y ∈ Ω * T and let B * y be the copy of B * in T containing y. We say y is swappable with x i k if x i k is adjacent to at least σ vertices in the σ * -class of B * y and at least ω vertices in each ω * -class of B * y that does not contain y. Denote the set of vertices that are swappable with x i k by S(x i k ). Let T 2 denote the subcollection of copies B 2 of B * in T \ T 1 such that B 2 does not contain any vertex in S(
Note that the −ωm term is present since x i k cannot be adjacent to a vertex in every ω * -class of any copy of B * in T \ T 1 . Let T 3 := T \ (T 1 ∪ T 2 ). Then
Observe that |T 1 | + |T 2 | + |T 3 | = n ′ /bm. Then
Now since 1/m ≪ η and b > σ, we have that ηbm > 16σ. Using this fact together with (6) and (7) we see that
Observe that every copy B 3 of B * in T 3 must contain ω * vertices from S(x i k ). Hence there are at least s i k − i k + vertices y ∈ Ω * T such that (x i k , y) is an ωγn σ -swapping pair. Therefore, since k ∈ {1, . . . , γn} was arbitrary, for each ℓ ∈ {1, . . . , γn} there exist at least bmγn vertices y ∈ Ω * T such that (x i ℓ , y) is an For every big vertex y ∈ V (G ′′ 2 ), recall that y does not satisfy (4) . So since |G ′′ \ G ′′ 2 | ≤ 2γn, we have
Hence, by Proposition 6.4 there exists a copy of B * in G ′′ 2 , contradicting that the largest B * -tiling in G has size n ′ .
Thus Lemma 7.1 holds.
With Lemma 7.1 at hand we now can prove Theorem 4.1. Proof. Define H * as in the proof of Theorem 8.1. Applying Theorem 1.5 with input H * , we obtain that G contains an H * -tiling covering all but at most (x − η)n vertices. Since each copy of H * has a perfect H-tiling, we conclude that G contains an H-tiling covering all but at most (x − η)n vertices.
