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Sobolev spaces for Banach space valued Wiener functionals are constructed using
the operator norm for the H-derivatives. The corresponding Sobolev norms are
shown to be strictly weaker than the usual Malliavin Sobolev norms. Existing
results on flows on an abstract Wiener space generated by a vector field are
generalized to the case where the vector field is a sum of a not necessarily bounded
skew-adjoint operator and a non-linear part whose regularity is measured by the
new Sobolev norms. This is equivalent to a non-linear perturbation of a semi-group
of rotations.  1996 Academic Press, Inc.
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1. INTRODUCTION
In this article we study one-parameter groups Ut of transformations of
an abstract Wiener space (+, H, B) that are solutions to an integral equa-
tion of the form,
Ut(x)=Q t } x+|
t
0
Qt&s } X(Us(x)) ds. (1.1)
Here X is a vector field on B and Q t is a rotation in the sense of Section 4.
We look for solutions that are non-degenerate in the sense that the trans-
formed measure (Ut)* + and the original Gaussian measure + are mutually
absolutely continuous. Such a transformation will be called admissible.
The results presented in this article are in the tradition of Cameron
Martin type transformations of an abstract Wiener space, but the major
inspiration are applications to evolution equations in mathematical
physics. The results have been applied to the sine-Gordon equation on
spaces of initial conditions of low regularity, see [25].
Theorems 1.2 and 1.3 extend previous results in [7, 8, 30] in the fol-
lowing way. We will allow for the presence of a rotation semi group Qt
generated by a possibly unbounded skew adjoint operator A. This formally
corresponds to the flow Ut being generated by the vector field ‘‘A+X ’’.
Further the H-derivative DH X of the nonlinear bounded part of the vector
field will be bounded in the operator norm, i.e. in the norm on the space
of bounded linear operators L1(H, H), but not necessarily in the HS-norm.
To handle this situation we introduce Sobolev spaces defined in terms of
the operator norm for the H-derivative. Also, the exponential conditions
used in [7] have been weakened in a way that includes the case of linear
growth for the vector field X. This case was not covered by the results in
[7]. We show by means of an example that these extensions are non-
empty.
The results in this article also generalizes those of the author given in
[23, 24]. Firstly, the only regularity conditions on X are those implicitly
present in the exponential conditions and we no longer require the Sobolev
norms to all orders to be finite. Next, we do not require the unitary semi-
group Qt on H to extend to bounded linear transformations on B. Lastly,
one of the three exponential conditions appearing in [23] has been
removed. We also give additional examples.
1.1. Background
We define an abstract Wiener space to be a triple (+, H, B), where + is
a Gaussian measure on the separable Banach space B with covariance
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given by the inner product on the Hilbert space H. This requires H to be
compactly embedded in B and we have
B*/H/B. (1.2)
The classical example of an infinite dimensional abstract Wiener space is
the ‘‘Classical Wiener space’’; B=C0([0, 1], Rd ), i.e. the space of con-
tinuous paths in Rd starting at the origin, together with the Wiener
measure given by the covariance operator;
(u, v) H=|
1
0
du
dt
dv
dt
dt. (1.3)
Here u, v # H=L21([0, 1], R
d) and t is the coordinate along [0, 1].
For later reference we give some formulas valid in the finite dimensional
case; B=H=Rn with the Euclidean inner product. In this case + is given
by,
+(A)=|
A
exp \&:k
x2k
2 +
d nx
- 2? n
, A # BB , (1.4)
and, for a sufficiently smooth transformation of the form T=Id+K, the
RadonNikodym derivative of the transformed measure is easily calculated
to be,
d(T
*
+)
d+
(x)=|det(DT )| exp \&(x, K(x)) Rn&&K(x)&Rn2 + . (1.5)
In [5, 6] Cameron and Martin gave sufficient conditions on a (possibly
anticipating) shift of the Classical Wiener space to induce an absolutely
continuous transformation of the Wiener measure. These results were later
generalized to an abstract Wiener space by Gross [12] and Kuo [15] and
can be summarized as follows. A transformation T of the Wiener space B
of the form
T(x)=x+K(x), (1.6)
is admissible if K(B)/B* and K # C 1(B, B*). Essential here is that, under
these assumptions, the trace of DK considered as an operator on the
covariance space H is a well defined function on B and therefore all the
ingredients present in the finite dimensional formula (1.5) have well defined
limits as the dimension goes to infinity. Note that what is usually referred
to as the CameronMartin theorem, see Section 2.2.1, was proved by
Maruyama in [19].
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In contrast to these results Hajeck and Feldman [9] independently
proved that in the case of a linear transformation of the form (1.6) the
transformed measure and + are mutually absolutely continuous if and only
if K restricts to a HilbertSchmidt operator of the covariance space H. The
apparent discrepancy between this result and the results in the non-linear
situation was removed by Ramer [26] where he proved that the result of
Hajeck and Feldman generalizes to the non-linear situation. In [16]
Kusuoka proves results similar to Ramers under weaker assumptions.
Following [13] we introduce the H-derivative DH f of a function f on B
as the Gateau derivative of f in the H-directions. Ramer and Kusuoka give
sufficient conditions that basically are of the following form. Let the trans-
formation be of the form (1.6) where K is H-differentiable and,
K : B  H, (1.7)
DH K : B  HS(H). (1.8)
Then under certain regularity conditions on K the transformation T leaves
the Gaussian measure quasi-invariant. The form of the RadonNikodym
derivative is essentially obtained by replacing the determinant in (1.5) by
the CarlemanFredholm determinant of (IdH+DHK) and the expression
(x, K)H by the so called Skohorod or ItoRamer integral $(K). We also
refer to more recent work in [3, 4, 30]. One implication of the results in
this article is that the assumptions in [16] are not necessary conditions for
a transformation to be admissible.
If B is the classical Wiener space then the results in [16, 26] imply that
K is of the form,
K(|)t=|
t
0
X(s, |) ds, (1.9)
where s  X(s, |) is in L2([0, 1]) for +-a.a. paths |. If moreover X is an
adapted process then the trace and determinant part in (1.5) are equal to
0 and 1 respectively and the inner product ‘‘(|, X)’’ is the Ito stochastic
integral. We therefore obtain the classical Girsanov formula [11] for the
transformation of the Wiener measure under an adapted shift. If X is not
adapted, then the results of Kusuoka gives us anticipating forms of the
Girsanov formula applicable to the solution of anticipating stochastic
differential equations. This has been worked out by Buckdhan [3, 4] and
Ustunel and Zakai [30].
Another interesting application of these results is to obtain induced
representations of a group G acting admissibly on B, see [27]. This comes
up as a part of the Geometric Quantization scheme introduced in [1, 2]
and is one of the main motivations for the present work.
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Finally we consider some results that are closer to the content of this
article. We may ask when a vector field X on the abstract Wiener space B
generates a flow of admissible transformations on B. Considering the
results of Kusuoka and Ramer it is reasonable to assume that X takes
values in the Hilbert space H and has an H-derivative that lies in the set
of HilbertSchmidt operators on H.
Theorem 1.1 summaries the results of Cruzeiro in [7, 8]. Here the spaces
Wp, k are Sobolev spaces in the sense of Malliavin calculus and $(X)
denotes the ItoRamer integral of the vector field X. The term strong
admissibility, appearing in the theorem, is defined in Definition 2.2.
Theorem 1.1 (Cruzeiro). Let X # k0 W2, k(B, H) and,
\(*>0),
|
B
exp(* &X&H) d+<,
|
B
exp(* &DX&HS) d+<,
|
B
exp(* |$X| ) d+<.
Then there exists a solution Ut of the integral equation
Ut(x)=x+|
t
0
X(Us(x)) ds, \t +-a.e. in x. (1.10)
Also
JUt(x)=exp \|
t
0
$X(U&{(x))+ d{, \(t # R) +-a.e. in x,
(1.11)
JUt # L
p, p<.
Further, if D2X # Lp(B, L22(H, H)), for all 1p<, then the solution Ut is
a flow on B and it is unique in the following sense. Let U 1t and U
2
t be two
flows on B for which (1.10) and (1.11) hold then,
+([x: U 1t (x)=U
2
t (x), \(t # R)])=1.
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As will be described in the following section, the results of this article are
generalizations of those in [7, 8].
1.2. Results and Organization of the Paper
In this paper Sobolev spaces for Banach space valued Wiener functionals
are defined using the operator norm for the H-derivatives instead of the
HS-norm. The results in [7] and [8] are then generalized to the case
where the vector field is a sum of a possibly unbounded skew-adjoint
operator and a non-linear part whose regularity is measured by the new
Sobolev norms. The exponential conditions on the vector field X that are
used in [7] and [8] have been replaced by weaker exponential conditions,
which are satisfied by all vector fields of linear growth. The linear case is
not covered by the results in [7]. Also we prove the semi-group property
and the uniqueness without extra regularity conditions. An example satis-
fying the conditions of the theorems, but whose derivative has an infinite
HilbertSchmidt norm almost everywhere w.r.t. the Gaussian measure is
presented. The solution flow of this example does not fit into the context
of [26] and [16].
In Section 3 we construct Sobolev spaces of Wiener functionals with
values in a general Banach space, where we use the operator norm to
measure the H-derivatives. The closeness of the H-derivative in this case
essentially follows from a result of Kusuoka in [16]. The main difficulty in
these constructions is that the set of finite dimensional cylinder functions
will not be dense in any of the Sobolev spaces considered. The H-derivative
is therefore constructed differently than in ordinary Malliavin calculus.
Nevertheless we construct the would-be finite dimensional approximations
of a Wiener functional in one of these new Sobolev spaces, and prove
necessary and sufficient conditions for these to approximate the original
function in the corresponding Sobolev norm.
In Section 4 we discuss the possibility to extend a one parameter group
Qt of unitary operators on H to a one parameter group Q t of measure
preserving transformations on B. A sufficient condition for this extension to
have properties like strong continuity w.r.t t almost everywhere w.r.t. + and
the crude co-cycle property is given. A unitary one-parameter group on H
that fulfills this condition will be called a ‘‘nice’’ semi-group and its exten-
sion a one-parameter group of rotations.
Section 5 discusses the possibility to regularize the vector fields in such
a way that the exponential conditions are preserved. The precise formula-
tion of the above results are given in the respective sections.
We now give the main results concerning the flows of vector fields on
an abstract Wiener space. Sections 6, 7 and 8 contains the proofs of
Theorems 1.2 and 1.3 respectively. The term crude semi-group property
used in Theorem 1.2 is defined in Section 2.2.2.
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Theorem 1.2. Let X # p>1 L
p(TB) be a vector field on B and let Qt be
a nice semi-group of unitary operators on H with extension Q t . Further let
the vector field X fulfill the conditions,
_(*0>0): |
B
exp(*0 |$X| ) d+<, (i)
\(*>0): |
B
exp(* &DX&Op) d+<. (ii)
Then there exists a strongly admissible flow Ut(x), defined for all t on a
set of initial conditions x of full measure, such that +-a.e. in x,
Ut(x)=Q t(x)+|
t
0
Qt&s X(Us(x) ds, \t # R. (1.12)
Also,
JUt(x)=exp \|
t
0
$X(U&{(x)) d{+ ,
and for T>0 there exist pT>1 and CT>0 such that,
&JUt &LpT<CT , |t|T.
The flow Ut enjoys the crude semi-group property, i.e. there exists set Es/B
such that +(Es)=1 and
Ut b Us(x)=Ut+s(x), \x # Es and \t # R. (1.13)
Theorem 1.3. Let Qt and X be as in Theorem 1.2 and T>0. Let ,1t and
,2t , t # [&T, T ], be two families of strongly admissible transformations of
the abstract Wiener space B such that,
(i) ,0=IdB ,
and +-a.e. in x,
(ii) ,it(x)=Q tx+|
t
0
Qt&sX(,is(x)) ds, i=1, 2, \(t # [&T, T ]).
Then
+([x: ,1t (x)=,
2
t (x), \t # [&T, T ]])=1. (1.14)
In Section 9 an example of a vector field which fulfills the hypotheses of
Theorems 1.2 and 1.3, but whose H-derivative has infinite HS-norm almost
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everywhere w.r.t. the Gaussian measure is given. Note that the corre-
sponding flow consists of transformations of the form T=IdB+Kt where
&DH Kt&HS= +-a.e., and can therefore not be treated using the results in
[16]. We also show that the conditions in Theorems 1.2 and 1.3 are
weaker in a certain sense than a global Lipschitz condition on the vector
field X.
2. NOTATIONS
2.1. Analysis on an Abstract Wiener Space
2.1.1. Abstract Wiener Spaces. We let the triple,
(+, H, B)
denote an abstract Wiener space, i.e. the separable Hilbert space H is den-
sely embedded in the separable Banach space B and, if BB denotes the
Borel _-field on B, then (B, BB , +) is a probability measure space such that,
|
B
exp(i(l, x) B*B) d+(x)=exp(&12 (l, l ) H), \(l # B*). (2.1)
A necessary condition for these statements to be consistent is that the norm
& &B is measurable w.r.t. the Gaussian cylinder set measure on H with
covariance given by ( , ) H , see e.g. [14]. Next let G be a Banach
space. A G-valued Wiener functional on B will be a strongly BBBG-
measurable function. Lp(B, G) will denote the corresponding Lp spaces.
When G is a separable Hilbert space ‘‘strongly measurable’’ can be replaced
by ‘‘measurable’’.
2.1.2. Malliavin Calculus. Let G be a separable Hilbert space. A G-valued
cylinder function on B is a G-valued Wiener functional f of the form,
f=F b P V . (2.2)
where P V is the stochastic extension of an orthogonal projection PV onto
the finite dimensional subspace V/H and F # BVBG . We say that f is
based on V. Denote by P(G) the class of Wiener functionals of the form
(2.2) with F a polynomial. Then P(G) is dense in Lp(B, G), for 1p<.
Next we consider the H-derivative of a Wiener functional as defined in
[13]. Let HS(H, G) denote the space of HS mappings from H into G. For
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an f # P(G) the H-derivative Df is defined as the HS(H, G)-valued
functional given by,
Df (x)(h)= lim
=  0
f (x+=h)&f (x)
=
, for x # B and h # H.
It follows that Df # P(HS(H, G)). Hence D is densely defined on Lp(B, G).
It turns out [21] that D is closable on Lp(B, G). Constructing the domain
of the extension leads us to the Sobolev spaces of Wiener functionals as
defined in [18]. We will only need integer order Sobolev spaces. Following
[29] we define the Sobolev spaces Wp, k(B, G) as the completion of P(G) in
the norms,
& f &p, k=\ :
k
l=0
|
B
&Dlf & pHS d++
1p
, 1p<, k # N.
For k<0 Wp, k=W*q, &k , 1p+1q=1. We also define
Wp, (B, G)= ,
k # Z
Wp, k(B, G), Wp, &(B, G)= .
k # Z
Wp, k(B, G),
and
W(B, G)= ,
1p<
Wp, (B, G), W&(B, G)= .
1p<
Wp, &(B, G).
Using the Meyer inequalities [21, 29] one can prove that the H-derivative
D extends to bounded linear mappings,
D : Wp, k(B, G)  Wp, k&1(B, S(H, G)),
D : Wp, (B, G)  Wp, (B, S(H, G)),
D : W(B, G)  W(B, S(H, G)).
We will in this paper construct a weaker type of Sobolev norms defined
in terms of the operator norm instead of the HS norm. This construction
will make sense also for Wiener functionals with values in a non separable
Banach space. See Section 3.
2.1.3. Filtrations. A filtration of the abstract Wiener space B will be an
increasing sequence [Vn]n=1 of finite dimensional subspaces of B*, such
that the projections PV n A Id |H strongly. We denote by +n the Gaussian
measure on Vn associated to the restriction of the inner product ( , ) H to
Vn. Also denote by _n/BB the _-algebra consisting of cylinder sets based
on Vn. Then [_n]n=1 is a filtration of sub _-algebras of BB , and BB is the
_-algebra generated by n=1 _n .
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2.1.4. Hermite Polynomials. Let : denote a multi-index, i.e.,
:=(:1 , :2 , ..., 0, 0, ...).
Take an ON-basis [ei]i=1 for H and write,
x= :

i=1
xiei ,
for a point in the Wiener space B. The Hermite polynomials w.r.t. [ei]i=1
are then defined as,
H:(x)= ‘
ai{0
Hai (xi), (2.3)
where
Hm(t)=
(&1)m
- m!
exp(t22)
d m
dtm
exp(&t22).
With this definition of the Hermite polynomials [H:]: is an ON-base for
L2(B, R). When G is a separable Hilbert space with ON-basis [ fi]i=1 the
set,
[ fi_H:(x)]i, : , (2.4)
will form on ON bases for L2(B, G).
2.1.5. The OrnsteinUhlenbeck Semi-group. We define the Ornstein
Uhlenbeck semi-group, acting on an f # Lp(B, G), as
Tt f (x)=|
B
f (exp(&t) x+- 1&exp(&2t) y) d+( y) t # R+, x # B. (2.5)
As was proved in [22], Tt acts as an analytic semi-group of contractions
on Lp. We denote by L its generator. Then
LH:=&|:| H: .
Combining this with the properties of the Hermite polynomials given in
Section 2.1.4 we have,
L2(B, G)= :
m # N
1 m(L2(B, G)), (2.6)
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where 1 m is the projection onto the eigenspace of L corresponding to the
eigenvalue m. The subspace 1 m(L2(B, G)) of L2(B, G) will be referred to as
the m-chaos. The following inequality follows from the hypercontractivity
of T{ , see e.g. [28].
&1 m( f )&Lp( p&1) pm2 &1 m( f )&L2 . (2.7)
2.2. Flows and Vector Fields
2.2.1. Admissible Transformations. A BB-measurable mapping,
T : B  B
will be called an admissible transformation of the abstract Wiener space B
if + and T
*
+ are mutually absolutely continuous. Here T
*
+ denotes the
induced Frobenius transformation of the Gaussian measure. We denote
JT=
d(T
*
+)
d+
.
This definition of the Jacobian JT implies the following form of the change
of variable formula,
|
E
F(T(x)) d+(x)=|
T(E)
F(x) JT (x) d+(x), E # BB . (2.8)
If T and S are admissible transformations of B then T b S is admissible.
When T is also invertible and T&1 is admissible, then
JT b S(x)=JS(T&1(x)) } JT (x). (2.9)
The following theorem gives the most basic example of an admissible trans-
formation of the abstract Wiener space B. It is usually referred to as the
CameronMartin Theorem.
Theorem 2.1 (CameronMartin [5, 19]). A translation,
Th(x)=x+h,
is admissible if and only if h # H and in this case,
JTh(x)=exp \&(x, h) H&(h, h) H2 + . K
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2.2.2. Admissible Flows.
Definition 2.1. Let I/R be a, possibly infinite, interval containing 0.
A semi-group of admissible transformations of B,
Ut : B  B t # I,
will be called an admissible flow on B.
The semi-group property can be understood to hold in a more or less
strict sense. We shall be content with the so called crude co cycle property;
\(s # I ) _(Es/B): +(Es)=1 and Ut+s(x)=Ut b Us(x) \(t # R) and \x # Es .
A stronger form of admissibility is inspired by the results in [7].
Definition 2.2. An admissible flow Ut is said to be strongly admissible
if, for each T>0, there exist a pT>1 and a constant C( pT , T ), such that
&JUt &PTC( pT , T ), \( |t|T).
Proposition 2.2. If the semi-group [Ut]t # R is strongly admissible, then
\t Ut # Lr(B, B), for 1r.
Proof. Let pT and C( pT , T ) be as in Definition 2.2. The conjugate
exponent of pT will be denoted by qT . The change of variable formula and
Ho lders inequality give,
|
B
|Ut(x)| rB d+=|
B
|x| rB JUt(x) d+<\|B |x| qT rB +
1qT
d+ } C( pT , T ).
The proposition now follows from Fernique’s lemma [10]. K
2.2.3. Vector Fields on an Abstract Wiener Space. Inspired by the
CameronMartin Theorem we define the tangent bundle of the Wiener
space B to be,
TB=B_H.
A vector field X is then simply an H-valued Wiener functional. In analogy
with the notation in Sections 2.1.1 and 2.1.2 and in Section 3 we write
Lp(TB), Wp, k(TB) and W p, k(TB) for spaces of vector fields with the corre-
sponding regularity. An admissible flow Ut on B is said to be generated by
the vector field X if and only if,
Ut(x)=x+|
t
0
X(Us(x)) ds \(t # I ),
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+-a.e. in x. Theorem 1.1 summarizes some of the results in [7] and [8]
concerning flows generated by vector fields X # W2, (TB).
3. ALTERNATIVE SOBOLEV SPACES
In this section we define the operator norm Sobolev spaces W p, k , that
were introduced in Section 1.2. We then discuss some properties of these
spaces, in particular the possibility to approximate an f # W p, k with finite
dimensional cylinder functions.
Even if we primarily are interested in vector fields that take values in the
separable Hilbert space H, the n th H-derivative of such a vector field takes
values in the Banach space of bounded n-linear mappings H_n  H which
is neither a Hilbert space nor separable. This makes it necessary to consider
the general case of Banach space valued Wiener functionals and their
derivatives.
3.1. Derivatives and Sobolev Spaces
3.1.1. Operator Norms. Let G be a Banach space. We denote by
Ln(H, G) the Banach space of bounded n-linear mappings H_
n
 G
equipped with the norm,
&T&Op= sup
&vi &H=1
vi # H
&T(v1 , ..., vn)&G . (3.1)
Let L01(H, G) denote the subspace of finite dimensional linear mappings
H  G and L 01(H, G) its closure in L1(H, G). The spaces L
0
n(H, G) are
defined recursively using the canonical identification,
Ln(H, G) W L1(H, Ln&1(H, G)).
Namely
L 0n(H, G)=L
0
1(H, L
0
n&1(H, G)).
3.1.2. Derivatives of Banach Space-Valued Functionals. A strongly
BBBG-measurable function f is said to be ray absolutely continuous if, for
each h # H, there exists a redefinition fh such that,
fh(x)=f(x), +-a.e. in x, (3.2)
and for some gx, h # L1Loc(R, G),
fh(x+th)=fh(x)+|
t
0
gx, h(s) ds. (3.3)
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Here and in the rest of this article the integrals are in the sense of Bochner.
The following definition can be found in [16].
Definition 3.1. Let W 1(B, G) be the set of G-valued ray absolutely
continuous Wiener functionals for which there exists an L1(H, G)-valued
strongly measurable Wiener functional Df such that, with fh as above,
fh(x+th)=fh(x)+|
t
0
Df (x+sh) h ds, \t # R and \x # B. (3.4)
We call Df the H-derivative of f and W 1(B, G) the set of differentiable
Wiener functionals.
The following two propositions were proved in [16, Section 3] and
imply the closeness of the H-derivative which will enable us to define the
Sobolev spaces in Section 3.1.3.
Proposition 3.1. The H-derivative Df of an f # W 1(B, G) is uniquely
defined, up to redefinition on a set of measure zero. K
Proposition 3.2. Let f and F be G and L1(H, G) valued functionals
respectively. If there exists fn # W 1(B, G) such that,
lim
n  
+([x # B: & fn(x)&f (x)&G>=])=0, \(=>0),
lim
n   |B &F(x)&Dfn(x)&Op d+=0,
|
B
&F&Op d+<,
then f # W 1(B, G) and Df=F.
This defines the first H-derivative of elements in W 1(B, G). To construct
the higher order H-derivatives Dl we define the jet spaces of G-valued
Wiener functionals in the following way.
Definition 3.2. For every k0, the space of k-jets is defined by
G0=G, (3.5)
Gk=G_L1(H, G)_ } } } _Lk(H, G), k>0. (3.6)
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Each jet-space Gk is endowed with the norms,
&(l0 , l1 , ..., lk)&Gk, p=\&l0& pG+ :
k
i=1
&li& pOp+
1p
, 1p<. (3.7)
Remark 3.1. For a fixed k all the norms & &Gk, p , 1p<, are equiv-
alent and they are only introduced to simplify notations.
For f # W 1(B, G) define the 1-jet of f to be the G1-valued functional
j1( f )=( f, Df ).
For any f # W 1(B, G) such that j1( f ) # W 1(B, G1) we can now define the
second derivative of f in the obvious way. We will give a recursive defini-
tion of higher order derivatives and the sets Wk(B, G) on which they are
defined.
Definition 3.3. Assume that Wl(B, G), the H-derivatives Dl and jl ( f )
have been constructed for 1l<k. We then define
Wk(B, G)=[ f # Wk&1(B, G): jk&1( f ) # W 1(B, Gk&1)].
For an f # Wk(B, G) we define Dkf as the Lk(H, G)-valued functional
obtained by taking the Lk(H, G) component of j1( jk&1( f ). Also, for an
f # Wk(B, G), we denote
jk( f )=( f, Df, ..., Dkf ).
3.1.3. Sobolev Spaces (Operator Norm).
Definition 3.4. Let W p, k(B, G) be the subspace of Wk(B, G) such that
& f & pW p, k=|
B
& jk( f )& pGk, p d+<,
equipped with the norm & f &W p, k . We write W p, k(TB) for the space
W p, k(B, H).
The following is a corollary to Proposition 3.2.
Theorem 3.3. For 1p< and k0, the set W p, k(B, G) is a Banach
space.
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Proof. Let [ fm]m=1 be a Cauchy sequence in W p, 1(B, G). Then there
exists G and L1(H, G) valued functionals f and F such that,
& fm& f&Lp  0, (3.8)
&Dfm&F&Lp  0, (3.9)
as m  . From Proposition 3.2 it follows that f # W 1(B, G) and,
F=Df .
We conclude that [ fm]m=1 converges to f in W p, 1(B, G).
Since the higher derivatives are defined recursively the statement for
higher order Sobolev spaces can be proved by induction. K
Finally we give some properties of the Sobolev spaces W p, k(B, G).
Proposition 3.4. The following statements are true.
(i) W p, k(B, G) is continuously embedded in Lp(B, G).
(ii) The H-derivative D extends to a bounded linear mapping:
D: W p, k(B, G)  W p, k&1(B, G), k>0.
(iii) W p, k(B, G)/W q, l (B, G) lk, and pq.
(iv) Wp, k(B, G)/W p, k(B, G), p>1.
Here Wp, k(B, G) are the HS-type Sobolev spaces introduced in Section 2.1.1.
K
Proof. For k=1, statement i) follows from the closeness of the
derivative stated in Propositions 3.1 and 3.2. It follows by induction in k
that Proposition 3.1 implies the uniqueness of the higher order derivatives
as well. This proves statement i). Statements ii) and iii) follow directly from
Definitions 3.3 and 3.4.
We will again only prove the k=1 case of statement iv). The statement
for higher derivatives then follows by induction. It suffices to prove that for
an f # Wp, 1(B, G) the H-derivative in the sense of Malliavin is the
derivative of f in the sense of Definition 3.1. For the remaining part of this
proof Df will denote the H-derivative in the sense of Malliavin. Fix an
h # H and let [ f n]n=1/C

b (B, G) be such that,
& f n&f &Wp, 1  0. (3.10)
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These approximations fulfill the equation,
f n(x+th)=f n(x)+|
t
0
D( f n)(x+sh) ds, \(t, x) # R_B. (3.11)
Let 01 be a subset and [ f nl]l=1 a subsequence such that +(01)=1 and
f nl(x)  f (x) for x # 01 . Using the change of variables formula given by the
CameronMartin Theorem, see Section 2.2.1, and Ho lders inequality we
obtain,
"|
T
&T
D( f n)(x+sh) h ds&|
T
&T
D( f )(x+sh) h ds"L1
|
T
&T
ds |
B
&D( f n)(x+sh) h&D( f )(x+sh) h&G d+
=|
T
&T
ds |
B
&D( f n)(x) h&D( f )(x) h&G } exp(&s(h, x) H&s2 &h&H2) d+
2TC &Df n&Df &Lp &h&H , (3.12)
where C is a constant that depends only on T, p and h. This gives a subset
0(T )/B, such that +(0(T ))=1 and, taking further subsequences if
necessary,
"|
T
&T
D( f nl)(x+sh) h ds&|
T
&T
D( f )(x+sh) h ds"G  0, x # 0(T ).
(3.13)
Define 02=k 0(k). Then equation (3.13) implies that
|
t
0
D( f nl)(x+sh) h ds  |
t
0
D( f )(x+sh) h ds, \(t # R) and x # 02 .
(3.14)
Denote 03=01 & 02 . From equation (3.11) and (3.14) it follows that
f nl(x) converges on 04=03+Rh. Define fh by
fh(x)= lim
n  
f nl(x), x # 04 ,
fh(x)=0, x  04 ,
Then fh=f +-a.e. and equation (3.4) holds true with Df equal to the
H-derivative of f in the Malliavin sense. K
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Remark 3.2. As examples of functionals on the Wiener space that are in
W p, k but in none of the HS-type of Sobolev spaces, for k>0, we can take
G=B and f=IdB or a rotation on B. Section 9 contains more interesting
examples. This shows that the inclusion in statement iv) of Proposition 3.4
is strict.
Next we will discuss finite dimensional approximations of functionals
with values in the Banach space G. To this end we present some material
on conditional expectations and martingale convergence for Banach space
valued random variables.
3.2. Conditional Expectations and Martingale Theorems
Except for the proof of Jensen’s inequality, Theorem 3.5, the material of
this section is taken from [20] with a slight change of notation.
Let (0, F, +) be a probability measure space. All G-valued random
variables considered will be assumed to be strongly measurable and the
integrals are in the sense of Bochner. Remember that the definition of
strong measurability implies that the set of finitely valued functions of the
form,
f= :
n
i=1
gi/Ai , gi # G, Ai # F,
is dense in Lp(0, G), 1p<.
Let A/F be a sub-_-algebra of F. Since the RadonNikodym
theorem does not hold for measures with values in a general Banach space
the conditional expectation of an f # L1(0, G) will be constructed in the
following way. For a finitely valued function f the situation is effectively
finite dimensional and the conditional expectation can be defined in the
usual way,
E[ f | A]= :
n
i=1
giE[/Ai | A]. (3.15)
From Jensen’s inequality for conditional expectations, valid when the
image space is finite dimensional, we see that for f finitely valued,
&E[ f | A]&p& f &p , 1p<. (3.16)
Hence E[} | A] extends uniquely to a bounded linear mapping;
Lp(0, F, G)  Lp(0, A, G), 1p<.
This extension defines the conditional expectation w.r.t. A for all
f # L1(0, G).
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Theorem 3.5. For a continuous convex function : G  R,
(E[ f | A])E[( f ) | A], +-a.e.
Proof. Since f is strongly measurable, it may be assumed that f takes
values in some separable subspace G0 . From the HahnBanach theorem
we obtain a dense sequence [an]n=0/G0 and a sequence [hn]

n=0/G*
such that, if we define
gn(x)=(an)+hn( y&an), n # N,
then
( y)=sup
n
gn( y), y # G0 .
This implies, for m0,
E[( f ) | A]=E[sup
n
( gn b f ) | A]
E[ gm b f | A]
=gm b E[ f | A]. (3.17)
Taking supremum over m proves the proposition. K
Next we consider some convergence results for G-valued martingales.
Let [An]n=1 be a filtration of sub _-algebras of F, A the _-algebra
generated by n An and (Xn) a discrete time stochastic process adapted to
[An]n=1 .
Proposition 3.6. Let (Xn) be a G-valued martingale w.r.t. [An]n=1.
Between the conditions
(1) (Xn) is uniformly integrable and supn & fn &L1<,
(2) Xn=E[X | An] for the A-measurable G-valued function X,
(3) Xn converges in L1(0, G) to the A measurable functional X, the
following relations hold
(3)  (2) O (1).
If G enjoys the RadonNikodym property all three conditions are
equivalent. K
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Proposition 3.7. Assume (2) of Proposition 3.6 with X # Lp(B, G). Then
for 1p<,
Xn  X,
both pointwise +-a.e. and in Lp(B, G). K
Proposition 3.8. If G has the RadonNikodym property, 1<p< and
(Xn) is a martingale such that,
sup
n
&Xn&L p<,
then
w(x)=sup
n
&Xn&G # Lp(B, G),
and there exists an X # Lp(B, G) such that,
&X&G(x)w(x), +-a.e. in x,
and
Xn  X,
pointwise +-a.e. and in Lp(B, G). K
3.3. Finite-Dimensional Approximations
Let [Vn]n=1 be a filtration of the abstract Wiener space (+, H, B) and
let _n/BB be the _-algebra consisting of cylinder sets based on Vn. Then
[_n]n=1 is a filtration of sub _-algebras of BB and _=BB .
The finite dimensional approximations can now be defined in the usual
way.
Defintion 3.5. For f # L1(B, G) the finite dimensional approximations
of f w.r.t. [Vn]n=1 are defined as,
f n=E[ f | _n], n=1, ..., . (3.18)
In the case X # L1(TB),
Xn=PVn b E[X | _n], n=1, ..., , (3.19)
will be used as finite dimensional approximations. This makes Xn a vector
field on Vn, see [7].
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We will now discuss in what sense the finite dimensional approximations
defined above approximate the original function. First we note that in this
case the conditional expectations f n can be obtained by taking the average
value of f over the orthogonal complement Vn= to Vn. Let +V n denote the
Gaussian measure on Vn and +V n= the Gaussian measure on Vn
=
. We have
B=Vn_Vn=,
+=+V n +V n= .
If
x=z+y, z # Vn and y # Vn=, (3.20)
is the corresponding decomposition of a point x # B, then
f n(x)=f n(z)=|
V n=
f (z+y) d+Vn=( y) +Vn -a.e. in z. (3.21)
Denote by Th the translation of Wiener functionals, i.e.,
(Th f )(x)=f (x+h), h # H. (3.22)
The change of variables formula given by the CameronMartin theorem
implies the following lemma.
Lemma 3.9. For p>1, f # Lp and h # H, we have
(1) For 1q<p,
&Th f &qC& f &p
where C depends on p, q and h.
(2) For h # Vn,
Th[ f | _n]=E[Th f | _n].
We can now prove a very useful lemma that was already proved in [7]
for the HS-type Sobolev spaces of vector fields, i.e., for X # Wp, k(TB).
For a T # Ln(H, G) we will write T b P_
n
m for the n-linear mapping given
by
T b P_nm (a1 , ..., an)=T(Pm(a1), ..., Pm(an)), ai # H. (3.23)
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Lemma 3.10. For p>1 and an f # W p, 1(B, E), the finite dimensional
approximations f n w.r.t. some filtration [Vn]n=1 are in W
1(B, G) and,
D( f n)(x)=E[Df | _n](x) b PV n , +-a.e. in x. (3.24)
For higher order derivatives we have,
Dm( f n)(x)=E[Dmf | _n](x) b (PVn)_
m
, +-a.e. in x. (3.25)
Proof. For a<b and h # Vn we have,
|
B
|
b
a
&E[Df | _n](x+sh) h&G ds d+(x)
=|
b
a
|
B
&E[Df | _n](x+sh) h&G d+(x) ds
|
b
a
|
B
&Df (x+sh) h&G d+(x) ds
C&Df &L p &h&H , (3.26)
where the first inequality follows from Jensen’s inequality, and the second
inequality from statement (1) of Lemma 3.9. This proves that, for h # Vn,
|
b
a
&E[Df | _n](x+sh) h&G ds<, +-a.e. in x.
It remains to verify equation (3.4) of Definition 3.1, i.e. to show that for
each h # Vn there exists an f nh such that
f nh (x)=f
n(x), +-a.e. in x, (3.27)
and +-a.e. in x
f nh (x+th)&f
n
h (x)=|
t
0
E[Df | _n](x+sh) } h ds, \t. (3.28)
Since f # W 1(B, G) we have an fh fulfilling the conditions in Definition 3.1.
Hence there exists an 01/Vn such that,
+V n(01)=1, (3.29)
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and
|
V n=
d+V n=( y) fh(z+y+th)&|
V n=
d+V n=( y) fh(z+y)
=|
V n=
d+Vn=( y) |
t
0
Df (z+y+sh) h ds, \(t # R) and z # 01 , (3.30)
where x=z+y as in (3.20). Define
f nh (x)=f
n
h (z)=|
Vn=
d+V n=( y) fh(z+y). (3.31)
Equation (3.30) implies, using statement (2) of Lemma 3.9, that for an
h # Vn,
f nh (x+th)&f
n
h (x)
=|
Vn=
d+Vn=( y) |
t
0
Df (z+y+sh) h ds
=|
t
0
|
V n=
d+Vn=( y) Df (z+y+sh) h ds
=|
t
0
E[Df | _n](z+y+sh) h ds, \(t # R) and +-a.e. in x, (3.32)
where we have used the identity (3.21) for the Wiener functional Df. The
statement for the higher order derivatives follows by induction. The lemma
is proved. K
The following proposition gives sufficient and necessary conditions for an
f # W p, k(B, G) to be approximated by its finite dimensional approximations
[ f n]n=1.
Proposition 3.11. Let G be a Banach space, 1<p<, and f n the finite
dimensional approximations of an f # W p, k(B, G). Then
(i) & f n&W p, k& f &W p, k ,
(ii) & f n&f &W p, k  0
if and only if
\(lk) Dlf (x) # L 0l (H, G), +-a.e. in x.
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For the finite dimensional approximations Xn of a vector field X # W p, k(TB)
the following holds
(i$) &Xn&W p, k&X&W p, k
(ii$) &Xn&X&W p, k  0,
if and only if
\(lk) DlX(x) # L 0l (H, H), +-a.e. in x.
In the proof of Proposition 3.11 we will need the following lemma.
Lemma 3.12. Let [Pm]m=1 be a sequence of finite dimensional projec-
tions in H such that Pm A IdH strongly. For a sequence [T k # L 0n(H, G)]

k=1
converging to the limit T in operator norm it holds,
(i) &T&T m b P_nm &Op  0, m  .
For a sequence [T k # L 0n(H, H)]

k=1 converging to the limit T in operator
norm it holds,
(ii) &T&Pm b T m b P_
n
m &Op  0, m  .
Here T b P_nm is given by the expression preceding Lemma 3.10.
Proof. Since
T&T m b P_nm =T&T b P
_n
m +T b P
_n
m &T
m b P_nm ,
statement (i) will follow if we prove
&T&T b P_nm &Op  0, m  . (3.33)
The convergence in equation (3.33) will first be proved in the case
T # L01(H, L
0
n&1(H, G)).
Such a T is of the form
T=T $ b P, (3.34)
where P: H  V / H is a finite dimensional projection and T $ #
L1(V, L 0n&1(H, G)). We now prove (3.33) for a T of the form (3.34) by
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induction in n. The n=1 case follows if we can prove &P&P b Pm&Op  0,
for a finite dimensional projection P. Let [ei]ki=1 be an ON-basis for V and
BH the unit ball in H, then
&P&P b Pm&2Op= sup
x # BH
" :
k
i=1
ei (ei , (x&Pm(x)))"
2
H
= sup
x # BH
:
k
i=1
|( (ei&Pm(ei)), x) | 2
 sup
x # BH
:
k
i=1
&(ei&Pm(ei))&2H
which approaches 0 as m  , since k< and Pm A IdH strongly. Assume
(3.33) for n&1. Then
&T&T b P_nm &Op&T $ b (Id
_n&1
H _P)&T $ b (P
_n&1
m _P)&Op
+&T $ b (P_n&1m _P)&T $ b (P_
n&1
m _(P b Pm))&Op . (3.35)
The first term of the right-hand side of (3.35) can be made small using the
induction statement for n&1 and second term is made small using the
same argument as for the n=1 case.
For T # L 0n(H, G) and =>0, there exists a T # L
0
1(H, L
0
n&1(H, G)) such
that &T&T &Op<=. Then, for m large enough,
&T&T b P_nm &Op
&T&T &Op+&T &T b P_
n
m &Op+&T b P
_n
m &T b P
_n
m &Op<3=.
This proves statement (i) of the lemma.
When G=H one proves in a similar fashion that &T&Pm b T m&Op  0.
Then, for any =>0,
&T&Pm b T m b P_
n
m &Op
&T&T m b P_nm &Op+&T
m b P_nm &T b P
_n
m &Op
+&T b P_nm &Pm b T
m b P_nm &Op
&T&T m b P_nm &Op+&T m&T&Op+&T&Pm b T m&Op<3=,
if m is large enough. K
3.4. Proof of Proposition 3.11
For k=0 the inequality (i) follows from Jensen’s inequality Theorem 3.5.
From the equation
Dl( f n)(x)=(Dl( f ))n (x) b Pn_
l
+-a.e., (3.36)
153ANTICIPATING FLOWS ON THE WIENER SPACE
File: 580J 290726 . By:CV . Date:08:11:96 . Time:11:41 LOP8M. V8.0. Page 01:01
Codes: 2469 Signs: 1121 . Length: 45 pic 0 pts, 190 mm
see Proposition 3.10, it follows that
& jk( f n)&Gk, p&( jk( f ))
n&Gk, p +-a.e. (3.37)
This implies
& jk( f n)&Lp&( jk( f ))n&Lp& jk( f )&Lp , (3.38)
where the second inequality is Jensen’s inequality (Theorem 3.5) for
Gk-valued Wiener functionals. This proves statement (i) for k>0.
Since jk( f ) # L p(B, Gk), Proposition 3.7 implies
( jk( f ))n (x)  jk( f )(x), +-a.e. in x.
Combining this with Equation (3.36) and statement (i) of Lemma 3.12 we
have,
jk( f n)(x)  jk( f )(x), +&a.e. in x.
Also
& jk( f n)(x)&jk( f )(x)&Gk
& jk( f n)(x)&Gk+& jk( f )(x)&Gk
&( jk( f ))n (x)&Gk+& jk( f )(x)&Gk . (3.39)
+-a.e. in x.
Since the right hand side of (3.39) converges in Lp(B, R), we can use the
dominated convergence theorem to deduce that
& jk( f n)&jk( f )&Lp  0, as n  . (3.40)
Since PV n A Id | H strongly (i$) easily follows from (i). Using statement (ii$)
of Lemma 3.12 and the dominated convergence theorem we can now prove
statement (ii$) of Proposition 3.11.
3.5. Divergence of a Vector Field
Let p>1. For X # Lp(TB) and , # W(B, R) see Section 2.1.1,
|
B
(X, D,) d+&X&Lp } &,&q, 1 ,
where 1p+1q=1. Hence there exists a unique generalized Wiener func-
tional [31] $X # Wp, &1 such that
|
B
(X, D,)H d+=|
B
$X } , d+, \, # W(B, R). (3.41)
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Definition 3.6. For X # Lp(TB) the divergence is defined to be the
generalized Wiener functional $(X). Equation (3.41) is the integration by
parts formula.
Definition 3.7. We define,
D(B, H )= .
1<p<
[X # L p(TB): $X # Lp(B, R)],
The proof of the following lemma from [7] only depends on the validity
of the integration by parts formula and is therefore true for any
X # D(B, H).
Lemma 3.13. [7] Let Xn be the finite dimensional approximations, w.r.t.
some filtration, of a vector field X in D(B, H) and let [_n]n=1 be the corre-
sponding filtration of _-algebras. Then Xn # D(B, H) and
$(Xn)=E[$X | _n].
Proposition 3.14. Let p>1, X # Lp(TB) and [Xn] be the approxima-
tions w.r.t. to an arbitrary filtration of the abstract Wiener space B. Then
$X # Lp(B, R) if and only if,
sup
n
&$(Xn)&Lp<. (3.42)
In this case
lim
n  
$(Xn)=$(X ),
in L p and pointwise +-a.e..
Proof. Since, by Lemma 3.13, $(Xn) is a martingale the only if part
follows from Jensen’s inequality.
On the other hand if the sequence [$(Xn)] exists, then it is a martingale
and the boundedness of the sequence in 3.42 implies the Lp-convergence,
and the convergence +-a.e., of this martingale. Denote by u the corre-
sponding limit in Lp(B, R).
For this u and any , # W(B, R),
|
B
u } , d+= lim
n   |B $(X
n) } , d+= lim
n   |B (X
n, D,) d+=|
B
(X, D,) d+,
which proves that $(X )#u # Lp(B, R). K
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4. SEMI-GROUPS OF ROTATIONS ON
AN ABSTRACT WIENER SPACE
In this section we address the question of extending bounded linear
operators on the CameronMartin space H to measurable transformations
of the abstract Wiener space B, with special emphasis on extending a one-
parameter group of unitary operators on H to a family of measure pre-
serving transformations on B.
In [17] it was shown that an A # Hom(H, H) extends to an element A
of L2(B, B). This extension is constructed as the L2 limit of the cylinder
mappings [A b PVn]n=1 , where [V
n]n=1 is any filtration of the abstract
Wiener space B, i.e.,
&A &A b PV n &L2(B, B)  0, n  . (4.1)
The extended mapping is in general not linear on B. We will however
show that A can be considered as a (possibly unbounded) linear operator
on B with domain D(A ) of full measure.
4.1. Extension of Bounded Linear Operators on H
Let A # Hom(H, H). First we note that the norm,
&x&B+&Ax&B , x # H, (4.2)
is measurable w.r.t. the Gaussian measure +. Denote by BA the completion
of H in this norm. Then,
BA/B, (4.3)
+(BA)=1. (4.4)
By the HahnBanach theorem, the mapping A extends to a unique
bounded linear mapping from BA into B with operator norm 1. We will
denote this extension by A . We have,
&A x&A b PVn x&B&x&PVn x&BA  0, +-a.e. in x, (4.5)
as n  , and for 1p<,
| &A x& pB d+| &x& pBA d+<. (4.6)
This implies that A fulfills (4.1) and therefore is equal to the extension
defined in [17]. Since H is contained in the domain of A , this mapping is
H-differentiable in the sense of Definition 3.1 and,
DA (x)=A, x # BA . (4.7)
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If A is unitary on H, then the results in [17, Theorem 1.14] imply that
the extension A preserves the Gaussian measure + on B.
4.2. Extension of Unitary Semi-Groups
For a strongly continuous semi group Qt of bounded linear operators on
H the procedure above gives extensions Q t for each t # R. The domain BQt
may however vary with t. To avoid the difficulties that this may cause we
need an extra assumption on Qt .
Definition 4.1. A strongly continuous semi group Qt of linear operators
on H is said to be nice if there exists a measurable norm &x&B1 and constants
CT such that,
&x&B+&Qt x&BCT &x&B1 , x # H, t # [&T, T ]. (4.8)
We denote by B1 the completion of H in the norm & &B1 . K
Remark 4.1. Whether the semi-group Qt is nice or not depends on the
measurable norm defining B.
The subspace B1 is of full measure and can be considered as the common
domain of the extended operators Q t . More precisely we have.
Proposition 4.1.
+(B1)=1, (4.9)
B1/BQt , t # R, (4.10)
Q t # Hom(B1 , B), (4.11)
&Q t&Hom(B1 , B)CT , t # [&T, T ]. (4.12)
Proposition 4.2. Q t(x) is continuous in t for x # B1 .
Proof. For x # H, Q t(x)=Qt(x) is continuous in t by assumption. For
x # B1 , t # R and =>0, we take a T>|t| and a y # H such that,
2CT &x&y&B1
=
2
. (4.13)
Then for s # [&T, T ],
&Q t(x)&Q s(x)&B&Q t(x)&Q t( y)+Q t( y)&Q s( y)+Q s( y)&Q s(x)&B
2CT &x&y&B1+&Q t( y)&Q s( y)&B

=
2
+&Q t( y)&Q s( y)&H . (4.14)
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By the result for y # H, there exists a $>0 such that the right-hand side is
less than = for all s such that |t&s|<$. This proves the continuity in t for
an arbitrary x # B1 . K
Next we consider the semi-group property for the extended family of
transformations. We will be content with the crude semi-group property as
stated in the Section 2.2.2.
Proposition 4.3. For each s # R, there exists a linear subspace Bs/B of
full measure such that for x # Bs ,
Q t+s(x)=Q t b Q s(x), \(t # R). (4.15)
Proof. Fix s and define a new measurable norm by,
&x&Bs=&x&B1+&Qs(x)&B1 , x # H. (4.16)
Then & &Bs is stronger than & &B1 and if we again define Bs as the comple-
tion of H in this norm then Q s # Hom(Bs , B1). Hence, for x # Bs and t # R,
Q t b Q s(x)=B& lim
xn  x in Bs
xn # H
Q t b Q s(xn)
=B& lim
xn  x in Bs
xn # H
Qt+s xn=Q t+s (x). (4.17)
This proves the proposition. K
5. REGULARIZATION OF VECTOR FIELDS
Let G be a separable Hilbert space and write,
f= :

m=0
1 m( f ), (5.1)
for the chaos decomposition of an f # L2(B, G). The OhrnsteinUhlenbeck
semi-group [31] T{ acting on L2(B, G) is defined by,
T{( f )= :

m=0
exp(&{m) 1 m( f ), f # L2(B, G). (5.2)
As is well known, T{ extends to a contraction semi-group on Lp, 1<p<.
The aim of this section is to show that the OhrnsteinUhlenbeck semi-
group provides us with smooth approximations of a vector field X in a way
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that respects the exponential conditions appearing in Theorem 1.2. The
smoothing properties of T{ that we will need are given by the following
theorem, which easily follows from the hypercontractivity of the semi
group T{ , see Section 2.1.5.
Theorem 5.1. If 1<p< and f # Lp(B, G), then T{( f ) # W, p(B, G)
and there exist constants C{, p, k such that,
&T{ f &Wk, pC{, k, p & f &L p . (5.3)
To discuss the exponential conditions we consider HS(H, G)-valued
functionals and let D and $ denote the H-derivative and its dual acting on
elements of W1, p(B, HS(H, G)). The case of vector fields, i.e. H-valued
functionals, corresponds to G=R.
Lemma 5.2. Let f # W1, p(B, HS(H, G)), for p2. Then, for {0,
D(T{( f ))=exp(&{) T{(Df ), (5.4)
and
$(T{( f ))=exp({) T{($f ). (5.5)
Using Lemma 5.2 and the contractivity properties of T{ we may prove
the following theorem.
Theorem 5.3. Let f # W1, p(B, HS(H, G)), for p2. Then, for {0 and
*0,
|
B
exp(* &T{( f )&HS(H, G)) d+|
B
exp(* & f &HS(H, G)) d+, (5.6)
|
B
exp(* exp({) &DT{( f )&Op) d+|
B
exp(* &Df &Op) d+, (5.7)
|
B
exp(* exp(&{) &$T{( f )&G) d+|
B
exp(* &$f &G) d+. (5.8)
We now combine the results above with the Jensen type inequalities for
finite dimensional approximations in Proposition 3.11. Let [Vn]n=1 be a
filtration of the Wiener space B and [{n]n=1 a sequence of positive
numbers converging to 0. Define
Xn=PVnE[T{n X | _n]. (5.9)
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The following corollary then follows from Theorem 5.3 and Proposi-
tion 3.11.
Corollary 5.4. Let X be a vector field satisfying the exponential condi-
tions in Theorem 1.2 and let [Xn]n=1 be the approximations defined in equa-
tion (5.9). Then Xn are C  cylinder functions based on the subspace V n such
that, Xn # W(B, H) and there exist constants *0 and C independent of n
such that,
|
B
exp(*0 |$(Xn)| ) d+C, (5.10)
\(*>0) |
B
exp(* &D(X n)&Op) d+C. (5.11)
6. FINITE DIMENSIONAL APPROXIMATIONS
OF THE FLOW
The strategy for solving the integral equation (1.12) will be to find the
solutions to approximating integral equations,
U nt (x)=Q t } x+|
t
0
Qt&s } Xn(U ns(x)) ds, x # B, (6.1)
where [Xn]n=1 are some approximations of X as in Section 5, and then
show that the limit,
lim
n  
U nt (x),
exists +-a.e. in x and solves the original equation (1.12).
In this section we analyze the solutions U nt of the approximating integral
equations (6.1) above. Let X and Qt be as in Theorem 1.2 and let Q t be
the extension of Qt as defined in Section 4. As in Section 4 we denote by
B1 the common domain of the rotation semi group Q t . Fix a filtration
[Vn]n=1 of B and a sequence [{n]

n=1 of positive numbers converging to
0 and let [Xn]n=1 be the corresponding approximations of the vector field
X as defined in equation (5.9).
Remark 6.1. Since the rotation Q t does not leave the subspaces V n
invariant, the situation is not really finite dimensional in the sense that the
solutions to (6.1) can not be obtained as a flow on Vn direct product with
Q t restricted to the orthogonal complement Vn
=
.
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6.1. Local Existence for the Finite Dimensional Flows
To solve (6.1) we first note that if V nt (x) solves the integral equation,
V nt (x)=x+|
t
0
Q&s } Xn(Q s b V ns (x)) ds, (6.2)
then U nt (x)=Q t b V
n
t (x) solves the original equation (6.1). Equation (6.2) is
then solved using Picard iterations. We define,
V n, 0t (x)=x,
(6.3)
V n, k+1t (x)=x+|
t
0
Q&s } Xn(Q s b V n, ks (x)) ds.
Lemma 6.1. For 0<r<R there exists a t>0 independent of k such that,
&V n, ks (x)&B 1R, for all |s|t and &x&B 1r. (6.4)
Proof. We take an arbitrary T>0 and let CT be as in (4.12). We define
C1(R)= sup
& y&BRC T
&Xn( y)&H ,
(6.5)
C2(R)= sup
& y&BRC T
&DX n( y )&Op .
The estimate (6.4) obviously holds for all t when k=0. Assume that it
holds for some arbitrary k0 and t=min(R&rC1(R), T). Let &x&B 1r
and |s|t. Then since V n, ks leaves B1 invariant we have,
&Q s b V n, ks (x)&BCT &V
n, k
s (x)&B 1CTR, (6.6)
which gives,
&V n, k+1s (x)&B1&x&B1+"|
s
0
Q&{X n(Q { b V n, k{ (x)) d{"H
&x&B 1+|s| sup
& y&BRC T
&Xn( y )&H
=r+|s| C1(R)R. (6.7)
This proves (6.4) for t=min(T, (R&r)C1(R)) and all k0. K
Since for x # B1 the Picard iterations V n, kt (x) also lie in B1 , the
H-derivative of Q t is well defined and equal to Qt at the point V n, kt (x). This
implies for |s|t and &x&r,
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&V n, k+1s (x)&V
n, k
s (x)&H"|
t
0
Q&{ } Xn(Q { b V n, k{ (x)) d{
&|
t
0
Q&{ } Xn(Q { b V n, k&1{ (x)) d{"H
|
t
0
&X n(Q { b V n, k{ (x))&(Q { b V n, k&1{ (x))&H d{
|
t
0
C2(R)&V n, k{ (x)&V
n, k&1
{ (x)&H d{, (6.8)
where r, t and R are related as in Lemma 6.1 and C2(R) is as in Eq. (6.5).
Using Gro nwalls inequality we may now deduce the convergence of the
Picard iterations to a solutionn of Eq. (6.2). Also, for each x # B1 , we have
‘‘existence times’’ t&n (x)<0<t
+
n (x) such that the interval (t
&
n (x), t
+
n (x)) is
maximal w.r.t. the property that,
Us(x) exists exactly for s # (t&n (x), t
+
n (x)). (6.9)
We define B1-open sets,
Ot=[x: t&n (x)<t<t
+
n (x)], (6.10)
i.e. the set Ot is exactly the set where Us(x) exists for all s such that
0st if t>0, or for all s such that ts0 if t<0.
Since the solution V nt leaves B1 invariant we may also deduce the
smoothness of the solution V nt from the smoothness of X
n, i.e., for l # N the
H-derivative Dl V nt is continuous in the B1 norm on the sets Ot .
Further, the transformation V nt , and therefore also U
n
t , is admissible
whenever it is defined and,
JUtn (x)=JV tn (x)=exp \|
t
0
$X n b U n&s(x) ds+ , (6.11)
which is well defined whenever x # O&t .
6.2. Global Existence of the Finite-Dimensional Approximations
We will now show that +-a.e. in x the solution U nt (x) exists for all t # R,
i.e.
+(Ot)=1 \(t # R).
To do this we will not introduce cut offs of the vector fields Xn as is usually
done, but instead truncate the sets Ot in the following way. We may intro-
duce a cut off parameter r and define the balls
Br=[x # B: &x&B<r]. (6.12)
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For each r and x # Br , we have new existence times t&n, r<0<t
+
n, r given by,
[s: Us(x) # Br]=(t&n, r(x), t
+
n, r(x)). (6.13)
The truncated sets Ot, r are then defined as
Ot, r=[x # Ot _ Br : t&n, r(x)<t<t
+
n, r(x)]. (6.14)
It follows that [Ot, r]r>0 forms an increasing sequence of subsets of Ot
such that
Ot= .
r>0
Ot, r . (6.15)
and that
t+n (x)= lim
r  
t+n, r(x),
(6.16)
t&n (x)= lim
r  
t&n, r(x).
The main reason for introducing the truncated sets Ot, r is that for r<
the Jacobian JUt is well defined and bounded on the set O&t, r , and that for
fixed r the function,
t  sup
x # O&t, r
|JUt (x)|.
is uniformly bounded on compact intervals in t.
Lemma 6.2. Let *0 be as in Corollary 5.4. For T*0 4, we can choose
pT>1 and constants C( pT , T), that are independent of n, such that
\|O&t &JUtn &p T+
1p T
C( pT , T ), t # [&T, T].
Proof. The monotone convergence theorem gives that
|
O &t
&JUtn &
p d+= lim
r   |O&t, r &JU tn &
p d+, (6.17)
where both sides are infinite at the same time. Also, for fixed r<, the
integrals appearing on right-hand side of (6.17) are uniformly bounded for
t # [&T, T]. We set out to estimate these integrals. First we assume that
t>0.
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|
O &t, r
|JUtn (x)|
p d+=|
O&t, r
exp \ p |
t
0
$(X n)(U n&s(x)) ds+ d+
|
O &t, r
exp \pt |
t
0
|$(Xn)|(U n&s(x))
ds
t + d+
|
O &t, r
|
t
0
exp( pt |$(Xn)|(U n&s(x)))
ds
t
d+
=|
t
0
ds
t |U n&s(O&t, r) exp( pt |$(X
n)(x)| ) JUn&s(x) d+
\|B exp(qpt |$(Xn)(x)| ) d++
1q
_|
t
0 \|U n&s (O &t, r) |JU n&s (x)|
p d++
1p ds
t
where (1p)+(1q)=1. A similar argument gives the same inequality for
t<0. Using that U n&s(O&t, r)/Os, r this yields,
|
O&t, r
|JUtn (x)|
p d+\|B exp(qpt |$(Xn)| ) d++
1q
_ sup
s # [&t, t] \|O &s, r |JUsn (x)| p d++
1p
. (6.18)
Taking the supremum over t # [&T, T] gives,
sup
s # [&T, T] \|O &s, r |JU sn(x)| p d++
1&1p
\|B exp(qpT |$(X n)| ) d++
1q
. (6.19)
The function qp=( p2p&1) attains its minimum for p=2. The hypothesis
(i) of Theorem 1.2 can therefore only be used to bound the exponential
integral in (6.19) for Tt0=*0 4. This gives the lemma with,
pT=
2t0
T
(1+- (1&Tt0)),
and,
C( pT , T )=\|B exp(qTpTT |$(X )| ) d++
1p T
,
1
qT
+
1
pT
=1.
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Lemma 6.3. The set where the solution U nt (x) of Eq. (6.1) exists for all
t # R has +-measure equal to 1, i.e.
+(Ot)=1 \(t # R).
Proof. Fix t and define
Er, t=Br "Ot, r . (6.20)
The lemma follows if we can prove that for t fixed but arbitrary we have
+(Ot)=1, which is equivalent to
lim
r  
+(Er, t)=0. (6.21)
Assume t>0. (The case t<0 is proved in a similar manner.) For x # Er, t
we have that t+n, r(x)<t and, by continuity in t, that &U
n
t +n, r(x)
(x)&B=r. This
gives,
r+(Er, t)=|
E r, t
&U nt +n, r (x) (x)&B d+
|
E r , t
&Q t +n, r (x)(x)&B+|E r, t d+ |
t+n, r (x)
0
&Xn&H (U ns (x)) ds
|
E r, t
&Q t +n, r (x)(x)&B+|
t
0
ds |
[x # B r : s<t
+
n, r (x)<t]
&Xn&H (U ns(x)) d+
=I+II. (6.22)
The term I in (6.22) is handled using the estimate (4.12);
|
E r, t
&Q t+n, r (x)(x)&BCt |B &x&B 1 d+<, (6.23)
where Ct is as in Eq. (4.8). For the term II in (6.22) we use the change of
variables formula and Ho lders inequality;
|
t
0
ds |
[x # Br : s<t
+
n, r (x)<t]
&Xn&H (U ns (x)) d+
=|
t
0
ds |
U s
n ([x # B r : s<t
+
n, r (x)<t])
&Xn&H (x) JUsn d+
&Xn&L qT |
t
0
ds \|O&s J
pT
Us
n d++
1pT
. (6.24)
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Here we have used that U ns([x # Br : s<t
+
n, r(x)<t])/O&s . Lemma 6.2
implies that, for t*04, the right-hand side of (6.22) is bounded inde-
pendent of r, which proves the lemma in the case 0t*04.
The above implies that +(Ot)=1 for 0tt0 . We will now show that
if
+(Ot)=1, (6.25)
for some t>0, then
+(O3t2)=1. (6.26)
Denote t1=t2 and set 0=Ot & (U nt1)
&1 Ot . Then by the admissibility of
Unt 1
+(0)=1, (6.27)
and
U ns&t 1 b U
n
t 1 , (6.28)
solves the integral equation (6.1) for s # [t1 , t+t1] and x # 0. The t>0
case of the lemma follows by induction in t. The case t<0 is proved in a
similar fashion.
We will denote
D= ,
T # R
OT . (6.29)
It follows that +(D)=1.
6.3. Some Estimates
Lemma 6.4. The finite dimensional flows U nt are admissible and, for all
T>0, we can choose pT>1 and constants C( pT , T ), that are independent of
n, such that
&JUtn&p TC( pT , T ), t # [&T, T].
Proof. The proof splits into the cases Tt0=*04 and T>t0 , where *0
is given in Corollary 5.4.
Case I: Tt0 . This case follows from Lemma 6.2 and the fact that
+(OT )=1.
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Case II: T>t0 . Let Un*t denote the pullback on real valued Wiener
functionals, i.e.,
U n*t ( f )=f b U
n
t .
We will use the fact that the following two statements are equivalent,
(1p)+(1q)=1 and 1< p<,
A. JUtn # L
p and &JUtn &Lp=C ;
B. \(r1): U n*t : L
qr  Lr is continuous with norm C 1r.
Using the change of variables formula;
|
B
( f b U nt )
r d+=|
B
f rJUtn d+, (6.30)
(B) follows from (A) by the Ho lder inequality and (A) follows from (B) by
the duality of Lp and Lq, for (1p)+(1q)=1.
Take a k # N such that Tk<t0 . By case I and the equivalence of (A)
and (B), we have for tT,
& f b U ntk&L rC(2, Tk)
1r & f &L2r , r1,
It follows that U n*t =(U
n*
tk)
k is continuous as a mapping L2 k r  Lr with
norm less then or equal to C(2, Tk)kr. Again using the equivalence of (A)
and (B) above we have
&Jt& pTC(2, Tk)
k, \|t|<T,
where pT=1(1&2k)>1. K
Lemma 6.5. For any T>0 and for all 1p<, there exist constants
C2( p, T ) such that
|
B
&DU nt & pOp d+C2( p, T ), t # [&T, T], (6.31)
where the constants C2( p, T ) do not depend on n.
Proof. Let V nt be as in Eq. (6.2) and denote FT=OT & O&T . Since
+(B"FT )=0 it is only necessary to estimate &DU nt &Op on FT . On this set
and for |t|T, the function DV nt solves the differential equation
DV nt
dt
=Q&t } DXn(Q t b V nt ) } Qt } DV
n
t . (6.32)
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Using Gro nwall’s inequality we have, for x # FT and |t|T,
&DU nt (x)&Op=&DV
n
t &Opexp \|
t
0
&DX n(U ns (x))&Op ds+ . (6.33)
Using Lemma 6.4 this implies
|
B
&DU nt (x)&
p
Op d+C( pT , T ) } \|B exp( p } qTT } &DX&Op) d++
1qT
,
|t|T, (6.34)
where pT , qT and C( pT , T ) are as in Lemma 6.4.
The right-hand side of (6.34) is finite by assumption (ii) of Theorem 1.2
and Lemma 6.4. K
6.4. Perturbations of Non-linear Semi-groups
In the proof of Lemma 6.6 below, the set D is as in Eq. (6.29).
Lemma 6.6. For each s # R there exists a set Es such that +(Es)=1,
U nt+s(x)=U
n
t b U
n
s(x), \(t # R) and \x # Es . (6.35)
Proof. Fix s and let Bs be as in Section 5. Since V nt leaves Bs invariant
we have from Proposition 4.3 that
U nt+s(x)=Q t+s b V
n
t+s=Q t b Qs b V
n
t+s t # R and x # Bs & D. (6.36)
It therefore suffices to prove the existence of a subset Es/Bs & D such that
+(Es)=1 and
Vnt b Q s b V
n
s(x)=Q s b V
n
t+s(x) \(t # R) and \x # Es . (6.37)
We define,
,1t, s(x)=V
n
t b Q s b V
n
s (x),
(6.38)
,2t, s(x)=Q s b V
n
t+s(x),
and note that both these functions are well defined for x # Es=D & Bs &
(U ns )
&1 (D). For x # Es the functions 8it, s(x), i=1, 2, both satisfy the
following system of ODEs;
d
dt
8it, s=Q&t } X
n b Q t b 8it, s , t, s # R,
(6.39)
8i0, s(x)=U
n
s (x), s # R,
which proves the equality in (6.37) for all t # R and x # Es . K
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Lemma 6.7. Let Q t and X be as in Theorem 1.2. Let Z and Y be any two
of the approximating vector fields [Xn]n=1 and let U
Z
t and U
Y
t be the
corresponding flows,
U Zt (x)=Q t } x+|
t
0
Qt&s } Z(U Zs (x)) ds,
and
U Yt (x)=Q t } x+|
t
0
Qt&s } Y(U Ys (x)) ds.
Then, for fixed t,
U Yt (x)&U
Z
t (x)=&|
&t
0
DUZt+s(U
Y
&s(x))(Y&Z)(U
Y
&s(x)) ds,
+-a.e. in x.
Proof. As in Section 6.1 we denote by V Zt and V
Y
t the following
functions,
V Zt (x)=x+|
t
0
Q&s } Z(U Zs (x)) ds,
V Yt (x)=x+|
t
0
Q&s } Y(U Ys (x)) ds.
The quasi-invariance and smoothness with respect to the B1-norm of V Zt
and V Yt gives us a decreasing sequence of B1-open sets [Oi]

i=1 such that
+(Oi )=1 for all i # Z+ and, for |t|T,
V Zt (Oi+1)/Oi ,
(6.40)V
Y
t (Oi+1)/Oi ,
(V Yt )
&1 V Zt (Oi+1)/Oi ,
(V Zt )
&1 V Yt (Oi+1)/Oi .
We also know that all functions appearing in (6.40) are smooth on the sets
(t, x) # (&T, T )_Oi+1 . Next we define the following time dependent
vector field,
Zt(x)=D(V Z
&1
t )(V
Z
t (x)) Qt(Y&Z)(Q t b V
Z
t (x)). (6.41)
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Since DQ t=Qt at the point V Zt (x) if x # Oi+1 , it follows that Zt(x) is
smooth on the open sets (t, x) # (&T, T )_Oi+1. Let U t, Ztu (x) be the semi-
group generated by Zt , i.e.,
d
dt
U t, Z tu (x)=Zt(U
t, Z t
u (x)),
U u, Z tu (x)=x.
For fixed x # Oi+1 , there exists a positive time t0(x) such that U t, Z tu (x)
stays in Oi if max( |u|, |t| )<t0 . As long as it stays in Oi and i is large
enough we may use standard techniques to show that
(V Zt )
&1 b V Yt (x)=U
t, Zt
0 (x). (6.42)
This together with (6.40) implies however that U t, Zt0 (x) # Oi for all |t|<T.
We therefore have that for i large enough,
Ut, Z t0 (Oi+1)/Oi , \( |t|<T ).
Eq. (6.42) also implies that for (t, x) # (&T, T)_Oi+1 and i large enough
we have U Yt (x)=U
Z
t b U
t, Z t
0 (x). Taking the inverse of this equation and
changing t to &t gives,
U Yt (x)=U
0, Z t
&t b U
Z
t (x), (6.43)
on some set 0/Et with full measure. Here we have used the crude semi-
group property of U Xt and U
Y
t and Et is as in Lemma 6.6.
Finally we note that on (t, x) # (&T, T )_Oi+1 and i large enough we
have,
U0, Z t&t (x)=x&|
&t
0
Z&(t+s)(U &s&t, Zt&t (x)) ds. (6.44)
Substituting (6.41) and (6.43) into Eq. (6.44) gives the statement of the
theorem for x # 0 & Oi+1 , where again i is large enough for the arguments
above to be valid. K
7. EXISTENCE (PROOF OF THEOREM 1.2)
In this section we prove Theorem 1.2. It will be shown that, with
[U nt ]

n=1 as in Section 6 the limit,
Ut= lim
n  
U nt ,
170 GUNNAR PETERS
File: 580J 290743 . By:CV . Date:08:11:96 . Time:11:41 LOP8M. V8.0. Page 01:01
Codes: 2732 Signs: 1640 . Length: 45 pic 0 pts, 190 mm
exists in Lp(B, B) for all t and that this limit gives the desired solution to
the original equation in Theorem 1.2.
The first part of the proof, given in Section 7.1, follows the ideas in [7]
closely, even though the estimates that were extablished in Section 6 and
that are used in this part of the proof have been proved in a different way.
To be able to circumvent the estimates on the HS-norm of DX, used in [7]
but not present in our assumptions, it is necessary to use a different scheme
based on the lemmas in section 7.2. The proof of the theorem is completed
in section 7.3. Throughout this section pT , qT and the constants C( pT , T )
and C2( p, T) are the same as Section 6.
7.1. Beginning of Proof
Claim I. For 1p< and T>0, the approximating flows U nt con-
verge in Lp(B, B) uniformly for t # [&T, T].
Lemma 6.7 applies to the flows generated by the finite dimensional
approximations Xn . Hence, +-a.e. in x,
U n+mt (x)&U
n
t (x)=&|
&t
0
DU nt+s(U
n+m
&s (x))(X
n+m&Xn)(U n+m&s (x)) ds.
Taking the Lp norm of both sides of this equation and using the change of
variables formula (2.8) and Ho lders inequality we obtain;
&U n+mt &U nt &pTC2(2qT p, T ) C( pT , T) &Xn+m&Xn&2qT p .
This proves the Lp convergence uniformly in t for t # [&T, T].
Claim II. Ut is admissible and &JUt & p TC( pT , T ), for |t|T.
By Lemma 6.4 &JU tn & pTC( pT , T ) uniformly in n. Hence there exists a
weakly convergent subsequence [JUtn j ]

j=1 whose limit we will denote by J.
For F a bounded and continuous function, taking further subsequences if
necessary,
|
B
F(Ut(x)) d+= lim
j   |B F(U
nj
t )(x) d+
= lim
j   |B F(x) JUtn j (x) d+=|B F(x) J d+.
This shows that JUt=J and completes the proof of claim II.
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Claim III. U nt  Ut in L
p([&T, T]_B, B), for 1p< and T>0.
This follows from the fact that the Lp convergence proved in claim I is
uniform in t for t # [&T, T].
We are now in the position to prove some important lemmas.
7.2. Some Properties of the Flow
In this section G will be a separable Banach space. The G-valued random
variables introduced will be strongly measurable and the corresponding
integrals will be in the sense of Bochner. See Section 3.
Lemma 7.1. Let  # Lp(B, G ), T>0 and p>qT . Also let U nt and Ut be
as in claim I above.
Then, for t # [&T, T],
& b U nt &L pqT
& b Ut &L pqT =(C( pT , T ))qT p } &&p .
Also
& b U nt &L pq T ([&T, T]_B, B)
& b Ut &L pqT ([&T, T ]_B, B) =2TC( pT , T ))q T p } &&p .
Remark 7.1. Lemma 7.1 and 7.2 contain parallel statements on U nt and
Ut . The proofs are the same and will only be written down for U nt .
Proof. It follows from claim I and III that all functions in the lemma
are measurable. It remains to show the bounds on the Lpq T norms. The
proof will only depend on the estimate
&JUtn &L p TC( pT , T ), t # [&T, T],
proved in Lemma 6.4 and the same estimate for JUt proved in claim II.
Set q=pqT .
& b U nt &
q
L q (B, G )=|
B
& b U nt (x)&
q
G d+
=|
B
&(x)&qG JUtn (x) d+
&&qLp (B, G ) } &JUtn &L pT
&&qLp(B, G ) } C( pT , T ).
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Also, using the same estimates once more,
& b U nt &
q
L q ([&T, T]_B, G )=|
T
&T
ds |
B
& b U nt (x)&
q
G d+
2T &&qL p (B, G ) } C( pT , T ). K
Lemma 7.2. Let T>0, p>qT and  # Lp(B, G ). Define,
9 nt (x)=|
t
0
 b U ns (x) ds,
(7.1)
9t(x)=|
t
0
 b Us(x) ds.
Then, for t # [&T, T],
9 nt , 9t # L
pqT (B, G ).
Also, there exists a subset 0/B, such that +(0)=1, and 9 nt (x) and 9t(x)
are absolutely continuous in t for t # R and x # 0.
Proof. Using the Fubini theorem and Lemma 7.1 we see that, for
fixed t, the functions 9 nt and 9t are well defined measurable functions. Set
q=pqT . From Jensen’s inequality it follows that,
&9 nt (x)&qLq (B, G )=|
B
d+ "|
t
0
ds  b U ns (x)"
q
=|
B
d+ |t|q "|
t
0
ds
|t|
 b U ns (x)"
q
|
B
d+ |t|q&1 |
t
0
ds & b U ns (x)&
q
T q&1 & b U nt &Lq([&T, T]_B, B) ,
which is finite due to Lemma 7.1. Again using Fubini’s theorem and the
fact that  b U nt # L
1([&T, T]_B, G ) we obtain,
|
T
&T
& b U nt (x)&G ds<, +=a.e. in x.
This gives AT , +(AT )=1, such that 9 nt (x) and 9t(x) are absolutely con-
tinuous in t, for t # [&T, T] and x # AT . The lemma follows with 0=
k # N Ak .
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Lemma 7.3. Let U nt and Ut be as above and let [,
n]n=1 be a convergent
sequence in Lp(B, G ) with limit ,. Denote
F nt (x)=|
t
0
,n b U nt (x) ds, (7.2)
Ft(x)=|
t
0
, b Ut(x) ds. (7.3)
Then
(1) For fixed T>0 and 1q<pqT , there exists a subsequence
[F n lt ]

l=1 such that,
&F n lt &Ft&L q(B, G )  0, uniformly for t # [&T, T].
Also there exists a subset 0/B, +(0)=1, such that
F n lt (x)  Ft(x), \t # R \x # 0.
(2) For fixed t and q<pqT , there exists a subsequence [U n lt ]

l=1 such
that
&,nl b U nlt (x)&, b Ut(x)&Lq (B, G )  0.
Proof. Lemma 7.2 assures that F nt and Ft are both in L
q(B, G), for
1q<pqT . Part (1) of the lemma will follow if we can show that, for
some subsequence [U nlt ]

l=1 ,
&,nl b U nlt &, b Ut &L q([&T, T]_B, G )  0. (7.4)
Indeed, for t # [&T, T],
&F n lt &Ft &
q
q=|
B "|
t
0
(,nl b U nls (x)&, b Us(x)) ds"
q
G
d+
|
B
|t|q&1 |
t
0
&,n l b U nls (x)&, b Us(x)&
q
G ds d+
Tq&1 &,nl b U nlt &, b Ut&
q
L q ([&T, T]_B, G ) .
To prove, from (7.4), the existence of the set 0 we use Fubini’s theorem to
conclude that (7.4) implies
|
T
&T
&,n l b U nls (x)&, b Us(x)&G ds  0, in L1(B, G ).
174 GUNNAR PETERS
File: 580J 290747 . By:CV . Date:08:11:96 . Time:11:41 LOP8M. V8.0. Page 01:01
Codes: 2425 Signs: 853 . Length: 45 pic 0 pts, 190 mm
Taking further subsequences if necessary, there exists an 0T/B, with
+(0T )=1, such that
|
T
&T
&,n l b U nls (x)&, b Us(x)&G ds  0, x # 0T .
Take 0=k # N 0k .
It remains to prove (7.4). We split the left-hand side of (7.4) as
&,n b U nt &, b Ut&L q ([&T, T]_B, G )
&,n b U nt &, b U
n
t &L q ([&T, T]_B, G )+&, b U
n
t &, b Ut &L q ([&T, T]_B, G ) .
(7.5)
For the first term in (7.5) we have
&,n b U nt &, b U
n
t &
q
L q([&T, T]_B, G )=|
T
&T
dt |
B
&,n b U nt &, b U
n
t &
q
G d+
=|
T
&T
dt |
B
&,n&,&qG JUtn d+
|
T
&T
dt \|B &,n&,&qqTG d++
1qT
C( pT , T )
<2T &,n&,&qL p (B, G ) C( pT , T ).
The second term in (7.5) is handled as follows. Let 0 /B be a subset, such
that
+(0 )=1,
, |0 is continuous.
Define the sets
0m, T=[(t, x): t # [&T, T], U mt (x) # 0 ]
0, T=[(t, x): t # [&T, T], Ut(x) # 0 ].
The sets 0m, T and 0, T will be regarded subsets of [&T, T]_B.
Denoting d&=dt2T we have,
&_+((0m, T )c)=|
T
&T
ds
2T |B /0 c b U
m
s (x) d+
=|
T
&T
ds
2T |B /0 c (x) } JUsm (x) d+
C( pT , T )&/0 c &qT=0,
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where /0 c denotes the characteristic function of the set 0 c. The same
argument, with U mt replaced by Ut , shows that
&_+ ((0, T )c)=0.
From claim III we have, taking a subsequence [U n lt ]

l=1 of [U
n
t ] if
necessary, a subset 00/[&T, T]_B such that
&_+(00)=1,
U nlt (x)  Ut(x), (t, x) # 0
0.
Defining 01=00 & (nl 0
nl , T ) & 0, T we have that
&_+(0T )=1,
and
, b U nlt (x)  , b Ut(x), (t, x) # 0
1.
The Lq([&T, T]_B, G) convergence follows from Egoroff’s theorem, if we
can show the boundedness of &,nl b U nlt &L q$([&T, T]_B, G ) , for some q$>q.
This however follows from Lemma 7.1 with q$=pqt .
Part (2) of the lemma is proved by similar techniques. K
7.3. End of Proof
Claim IV : The Form of JU t . Substituting [$X
n]n=1 and $X for
[,n]n=1 and , in Lemma 7.3 we obtain a subsequence [U
nj
t ]

j=1 such that,
+-a.e. in x,
exp \|
t
0
$X n j (U nj&s(x)) ds+ exp \|
t
0
$X(U&s(x)) ds+ , \t # R.
Hence
lim
j  
JUtnj (x)= limj  
exp \|
t
0
$Xn j (U nj&s(x)) ds+
=exp \|
t
0
$X(U&s(x)) ds+ , +-a.e. in x. (7.6)
Since &JUtn &L p TC( pT , T ) uniformly in n and t # [&T, T], Egoroff ’s
theorem gives a subsequence such that the convergences in (7.6) is in
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Lp(B, R), for 1p<pT . Combining this with the result in Claim II gives
that
+ \{x: JUt (x)=exp \|
t
0
$X(U&s(x)) ds+ , \t # R=+=1.
Claim V : The Integral Equation. For the approximating flows we know
that the following equation holds +-a.e. in x,
U nt (x)=Q t(x)+|
t
0
Qt&sX n(U ns (x)) ds, \(n # Z
+) and t # R. (7.7)
Applying Lemma 7.3 to [Xn] and X we see that there is a subset 0 such
that +(0)=1 and a subsequence [U nlt ]

l=1 such that for t # R and x # 0,
Q t(x)+|
t
0
Qt&s Xn l (U nls (x)) ds  Q t(x)+|
t
0
Qt&sX(Us(x)) ds. (7.8)
Eq. (7.7) implies that there exists a subset 0 /0 of full measure such that
the same holds for U n lt (x), i.e.,
U nlt (x)  Qt(x)+|
t
0
Qt&sX(Us(x)) ds, \t # R and x # 0 . (7.9)
We may choose a version U t of Ut(x) given by,
U t(x)= lim
n  
U nlt (x) for x # 0 and t # [&T, T]. (7.10)
The arguments leading to (7.9) are still valid with Ut replaced by U t , with
the possible restriction that we may have to take a smaller subsequence
[U nlt ]

l=1 and that (7.9) and (7.8) are valid only for some subset 0$/0
with +(0$)=1. Combining (7.7), (7.9) and (7.10) gives that for this version.
U t(x)=Qt(x)+|
t
0
Qt&s X(U s(x)) ds, \t # R and \x # 0$.
Claim VI: Ut Has the Crude Co-Cycle Property. We know that, for
fixed s, there exist a set 0s that is constructed as the intersection of all the
sets Es obtained in Lemma 6.6 for the approximating solutions U nt such
that
Unt b U
n
s(x)=U
n
t+s(x), \x # 0s , \t # R, and \n # Z
+. (7.11)
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Applying part (2) of Lemma 7.3 with ,n=U nt and ,=Ut , taking sub-
sequences if necessary we obtain a set 0s, t of full measure such that,
U n lt b U
nl
s (x)  Ut b Us(x) x # 0t, s .
Taking further subsequences if necessary Claim V and Eq. (7.11) imply that
Ut b Us(x)=Ut+s(x) x # 0$ & 0s, t & 0s ,
where 0$ is as in Claim V. Next let A be a set such that +(A)=1 and Ut(x)
is continuous in t for x # A and t # R. Define
Fs=0s & A & U&1s (A) & 0$ ,
q # Q
0s, q .
It follows from the construction of Fs and the continuity in t of Ut(x), for
x # A, that
+(Fs)=1, (7.12)
and
Ut b Us(x)=Ut+s(x), x # Fs and t # R. (7.13)
8. UNIQUENESS
In this section we will prove Theorem 1.3. Let X and Q t be as in
Theorem 1.2. We also denote by Ut the flow constructed in Section 7 and
by U nt the approximations of the flow constructed in Section 6. The con-
stants pT , qT and C( pT , T ) will be as in Section 6.
Let ,t t # [&T, T] be a family of strongly admissible transformations,
see Section 2.2, of the abstract Wiener space (+, H, B). We list two proper-
ties that such a family can possess and that have been proved to hold for
Ut . We will then prove that these properties uniquely define Ut .
P1: For T>0, there exist p~ T>1 and constants C ( p~ T , T ) such that,
&JUt&p~ TC( p~ T , T ), t # [&T, T].
P2:
+ \{x: Ut(x)=Q tx+|
t
0
Qt&sX(Us(x)) ds, t # [&T, T]=+=1.
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The following lemmas have been proved for the flow Ut . The proofs are
similar and depend only on the property P1 above.
Lemma 8.1. Assume that P1 holds for ,t , and p>1. If Y # Lp(TB), then
+-a.e. in x the integral
|
t
0
Q&sY(,s(x)) ds,
is absolutely continuous in t on bounded intervals.
Lemma 8.2. Let ,t* denote the pullback. Then P1 implies that
,t*: Lp } q~ T  Lp , p1,
is continuous. Here (1p~ T )+(1q~ T )=1.
We will also need the following construction.
Definition 8.1. For X and Q t as above let Xn be the finite dimensional
approximations of X and define
Xnt =Q&t } X
n b Q t .
Denote by V n, ts (x) the solution to the equations;
d
dt
Vn, ts (x)=X
n
t b V
n, t
s (x),
V n, ss (x)=x.
The existence and uniqueness as well as the regularity of V n, ts (x) is
proved using Picard iterations as in Section 6.1. In general V n, ts will be
defined for (s, t, x) # O, where O/R_R_B1 is open. Also, for fixed t
and s,
+([x # B1 : (s, t, x) # O])=1.
The calculations involved in proving this and the following lemmas are
similar to those in Section 6 and will not be given here. We will only note
that,
$(X nt )=$(X
n) b Q t ,
(8.1)
JV sn, t (x)=exp \|
t
s
$(Xn) b Q { b V n, {t (x) d{+ .
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Lemma 8.3. For X nt and V
n, t
s as in Definition 8.1 we have,
V n, ts b V
n, s
u (x)=V
n, t
u (x) (i)
d
ds
V n, ts (x)=&DV
n, t
s (x) } Xs(x), (ii)
V n, t0 (x)=x+|
t
0
Q&s } Xn(U ns (x)) ds, (iii)
whenever both sides of the equalities are well-defined.
Lemma 8.4. For (s, t, x) # O,
&V n, {_ ( y )&B 1   as O % ({, _, y )  (s, t, x). (8.2)
8.1. Proof of Theorem 1.3
First we define functions,
t(x)=x+|
t
0
Q&sX b ,s(x) ds,
(8.3)
Vt(x)=x+|
t
0
Q&sX b Us(x) ds,
and note that Lemma 8.1 gives a set 0 /B1 of full measure such that, for
x # 0 , both Vt(x) and t(x) are absolutely continuous in t with derivative
given by,
d
dt
Vt(x)=Q&tX b Ut(x),
(8.4)
d
dt
t(x)=Q&t X b ,t(x).
Since both Vt and t leave the subspace B1 invariant we may use Proposi-
tion 4.2 to deduce that Ut(x) and ,t(x) are continuous in t for x # 0 .
Next we want to prove that, for fixed t,
U&t b ,t(x)=x, +-a.e. in x. (8.5)
To this end we note that Lemma 8.2 and Claim I in Section 7.1 imply,
lim
n  
&U n&t b ,t&U&t b ,t &L1(B, B)=0.
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Hence Eq. (8.5) will follow if we can prove that
lim
n  
&U n&t b ,t&IdB&L 1 (B, B)=0.
Since Vt and t leave the subspaces Bt , see Section 4, invariant it will suf-
fice to prove that,
lim
n  
&V n, 0t b t&IdB&L 1(B, B)=0.
For fixed n we define the set OT as,
OT=[x # B1 : V n, ts (x) exists for all s and t such that |s|, |t|T]. (8.6)
The arguments in Section 6 can be extended to prove that OT is a B1-open
set of full measure. If x # 0 , t0 (x) # OT and |t0 |<T, then the function
t  V n, 0t b t(x) (8.7)
is absolutely continuous in t in a neighborhood of t0 with derivative given
by,
d
dt
(V n, 0t b t(x))=
d
dt
(V n, 0t (V
n, 0
t ) b t(x)+DV
n, 0
t (t(x)) Q&tX(,t(x))
=&DV n, 0t (t(x))(X
n
t (t(x))+DV
n, 0
t (t(x)) Q&t X(,t(x))
=(DV n, 0t (t(x)) } Q&t(X&X
n)) b ,t(x). (8.8)
We define
E=[(x, t) # B1_(&T, T ): t(x) # OT],
Et=[x # B1: t(x) # OT], (8.9)
Ex=[t # (&T, T ): t(x) # OT].
From the admissibility of t and +(OT )=1 we have
+(Et)=1 \t # R. (8.10)
As in Section 7.2 denote by & the measure on [&T, T] given by d&=dt2T.
Fubini’s theorem and Eq. (8.10) gives,
&_+(E )=1,
and hence there exist a subset 01/B1 such that +(01)=1 and for x # 01
we have &(Ex)=1, where Ex is as in Eq. 8.9.
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Set 02=0 & 01 . Since the function t(x) is continuous in t for x # 0 , we
have that Ex is an open subset of (&T, T ) of full measure for all x # 02 .
This gives us, for each such x, a sequence of disjoint open intervals
[Ix, i ]i=1 such that
Ex=.
i
Ix, i . (8.11)
For x # 02 the function (8.7) is absolutely continuous on each open inter-
val Ix, i and has derivative given by (8.8) on this interval.
We want to prove that there exists a subset 03/02 of full measure such
that (8.8) holds for all x # 03 and t # (&T, T ). To this end we consider the
following integral.
|
02
d+ |
Ex
d& " ddt (V n, 0t b t(x))"H
=|
02
d+ |
E x
d& &(DV n, 0t )(t(x)) } Q&t(X&Xn)) b ,t(x)&H
=|
B
d+ |
[&T, T]
d& &(DV n, 0t )(t(x)) } Q&t(X&X
n)) b ,t(x)&H .
(8.12)
To estimate this integral we may, in analogy to Lemma 6.5, prove the
existence of constants C( p), independent of n, such that
&DV n, 0t &pC( p), 1p<,
uniformly in t # [&T, T]. This together with the strong admissibility of t
gives a 1q< such that,
|
B
|
[&T, T] "
d
dt
(V n, 0t b t(x))"H<C &X&Xn&L q . (8.13)
The first conclusion we draw from this is that,
|
Ex "
d
dt
(V n, 0t b t(x))"H<, +-a.e. in x, (8.14)
which implies the existence of a subset 03/02 of full measure such that,
for x # 03 and ti one of the endpoints of the intervals Ix, i that also belongs
to (&T, T ), the function V n, 0t (ti ( y)) does not blow up as t  ti . This
together with Lemma 8.4 gives an = and a neighborhood N of ti (x)
such that V n, 0s ( y) is a smooth function on (s, y) # (ti&=, ti+=)_N. It
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follows that for x # 03 the function in (8.7) is absolutely continuous in a
neighborhood of ti and that (8.8) is valid for t=ti . This implies that the
open interval that has ti as an endpoint can be extended and therefore non
of the endpoints of the intervals Ix, i lies in (&T, T ). It follows that for
x # 03 Ex=(&T, T ) and that Eq. (8.8) is valid for all t # (&T, T ). From
this, Eq. (8.13) and the fact that Xn  X in Lq(TB ) for all 1q<, we
obtain for t # (&T, T ),
&V n, 0t b t(x)&Id&L1="|
t
0
d
ds
(V n, 0s b s(x)) ds"L 1
|
0 3
|
t
0 "
d
ds
(V n, 0s b s(x))"H ds  0, n  ,
which proves Eq. (8.5).
Finally, Theorem 1.2 implies that the set 0(t)=[x: Ut b U&t(x)=x] has
full measure, i.e. +(0(t))=1. The strong admissibility of ,t then implies
that
+([x # B: ,t(x) # 0(t)])=1.
Denote
Dt=[x # B: ,t(x) # 0(t)] & [U&t b ,t(x)=x].
Then for x # Dt
,t(x)=Ut b U&t(,t(x))=Ut(x).
and Eq. (8.5) implies that +(Dt)=1.
We now remove the fixation of the time t.
Set
F=0 & \ ,q # [&T, T] & Q Dq+ ,
where Q denotes the rational numbers. Then +(F )=1 and for x # F
Eq. (1.14) holds by construction of F and continuity in t of the functions
,t and Ut .
9. EXAMPLES OF VECTOR FIELDS
In this section we present some cases where Theorems 1.2 and 1.3 apply.
In the first example the vector field takes values in the CameronMartin
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space H, but its H-derivative has infinite HilbertSchmidt norm +-a.e. In
the second example the vector field takes values outside of the Cameron
Martin space +-a.e. Of course, the theorems above do not apply to this
case, but we might use similar techniques as in the proofs to show that the
conclusions still hold. This will however depend on certain approximation
properties for the Banach space B and will not be turned into a general
theorem. Finally we discuss the case of a global Lipschitz constant in finite
and infinite dimension. It will be shown that a boundedness condition on
the HilbertSchmidt norm of the H-derivative of a vector field is a stronger
condition than the hypothesises of Theorem 1.2. However, if we only
assume the boundedness of the operator norm, then it is easy to find
counter examples to admissibility of the flow generated by the vector field.
This does however tell us that the exponential conditions in Theorem 1.2
are weaker conditions than the usual Lipschitz conditions used to obtain
complete flows.
Before we give these examples we note that if X is of finite chaos, that
is if there exists an M>0 such that,
1 m(X )=0, m>M,
then all the HS-type of Sobolev norms are equivalent to the L2(TB)-norm,
see [29]. This kind of vector field will therefore not provide us with any
examples where the operator norm is useful, but we have to look for vector
fields with infinite chaos. On the other hand vector fields with finite chaos
can not, except in the purely linear case see Section 9.4, satisfy any of the
exponential conditions present in Theorem 1.2.
9.1. Preliminaries
Let (B, H, +) be an abstract Wiener space and [en]n=1 an ON-basis for
H. We write
B % x= :

n=1
xnen ,
and define the filtration [V n] by
Vn=span[e1 , ..., e2n]. (9.1)
The norms given in the following lemma will be used in the calculations
below.
Lemma 9.1. The expressions
&x&0=\ :

n=1
(x22n+x
2
2n&1)
n(log n)1+2= + , (9.2)
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and for each }0,
&x&}=sup
n \
( |x2n |+|x2n&1 |)(log n)}(12+=)
- n + (9.3)
define measurable norms on H.
9.2. Example 1
With the same notation as above set,
X= :

n=1
e2nx2n
- n (log n)12+=
sin((log n)12+= x2n&1). (9.4)
This vector field is defined as the limit of the martingale [Xm]m=1 given
by the partial sums
Xm= :
m
n=1
e2n x2n
- n (log n)12+=
sin((log n)12+= x2n&1). (9.5)
To prove the convergence note that each Xm is a smooth vector field on B
and
&Xm&2H= :
m
n=1
x22n
n(log n)1+2=
sin2((log n)12+= x2n&1)
 :
m
n=1
x22n
n(log n)1+2=
&x&0 , (9.6)
where & &0 is as in (9.2). Hence, by Fernique’s lemma,
sup
m
&Xm&L p<, p<, (9.7)
which proves that the sum in (9.4) converges in Lp(TB) for all p<. In
this case we have,
Pm(Xm)=Xm.
Step I: X Satisfies the Conditions of Theorem 1.2. By Eq. (9.6),
&X(x)&H&x&0 ,
where & &0 is the norm in (9.2). An application of Fernique’s Lemma
implies that X # 1p< L
p(TB).
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The derivative of X is given by
DX=:
n
e2ne2n
- n (log(n))12+=
sin((log n)12+= x2n&1)
+
e2n e2n&1x2n
- n
cos((log n)12+= x2n&1). (9.8)
We define the symmetrized tensor product of k vectors in H as,
Sk(ei 1  } } } eik)=
1
k!
:
?
ei ?(1)  } } } ei ?(k) .
The higher order derivatives of the vector field X are then given by,
D2kX=:
n
(2k)
e2n S2k(e2n e}
2k&1
2n&1 )(log(n))
(2k&2)(12+=)
- n
_(&1)k&1 cos((log n)12+= x2n&1)+
e2n e}
2k
2n&1 x2n(log(n))
(2k&1)(12+=)
- n
_(&1)k sin((log n)12+= x2n&1), (9.9)
and
D2k+1X=:
n
(2k+1)
e2nS2k+1(e2ne}
2k
2n&1)(log(n))
(2k&1)(12+=)
- n
_(&1)k sin((log n)12+= x2n&1)+
e2ne}
2k+1
2n&1 x2n(log(n))
(2k)(12+=)
- n
_(&1)k cos((log n)12+= x2n&1). (9.10)
The operator norm of the expressions in (9.9) and (9.10) obey the estimate
&DkX&Opsup
n \
k(log n)(k&2)(12+=)
- n ++supn \
|x2n |(log n)(k&1)(12+=)
- n +
C1+C2 &x&k&1 , (9.11)
where &x&} are the measurable norms given in (9.3). The measurability of
the norms & &} implies, for m>n and +-a.e. in x,
&DkX m(x)&DkX n(x)&Op
C1
n13
+C2 &Pn
=x&k&1  0, n  . (9.12)
186 GUNNAR PETERS
File: 580J 290759 . By:CV . Date:08:11:96 . Time:11:41 LOP8M. V8.0. Page 01:01
Codes: 2558 Signs: 1167 . Length: 45 pic 0 pts, 190 mm
Hence
&DkXm&DkX&Op  0, +-a.e. in x, (9.13)
which proves the strong measurability of DkX. The estimate (9.11) implies
that DkX # Lp, for all 1p< and k0, and therefore
X # W (TB)= ,
1p<
,
k>0
W p, k .
Using (9.11) for k=1 and Fernique’s Lemma, the exponential condition
(ii) of Theorem 1.2 follows.
It remains to show that X # D(H, B) and the exponential condition (i) of
Theorem 1.2. To this end we write the Wiener space B as the Cartesian
product
B=B1_B2 ,
where
B1=span[e2n&1]n=1 ,
B2=span[e2n]n=1 ,
with closure taken in the B-norm. The corresponding decomposition of the
Gaussian measure + is
+=+1+2 .
The divergence of the finite dimensional approximations is given by
$(Xm)=&tr(DX m)+(x, Xm) H
= :
m
n=1
&
sin((log n)12+= x2n&1)
- n log(n)12+=
+
x22n sin((log n)
12+= x2n&1)
- n log(n)12+=
= :
m
n=1
H2(x2n) sin((log n)12+= x2n&1)
- n log(n)12+=
, (9.14)
where H2 is the Hermite polynomial of order 2, see Section 2.1.4. As a func-
tion of the [x2n] variables this function is in 2-chaos. Hence the hypercon-
tractivity of the measure +2 , see Section 2.1.5, and Fubini’s Theorem gives
&$(Xm)& pL p=|
B 1
d+1 |
B2
d+2 |$(Xm)| p
|
B 1
d+1 \ :
m
n=1
sin2((log n)12+= x2n&1)
n log(n)1+2= +
p2
( p&1) p
Cp( p&1)p, (9.15)
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where
C=\ :

n=1
1
n log(n)1+2=+
12
.
This implies that $(X ) # Lp, for all 1p<, and
|
B
exp(* |$(X )| ) d+<:
* p
p!
Cp( p&1)p. (9.16)
The right-hand side of (9.16) is finite for,
*<*0=
1
Ce
,
which proves that condition (i) in Theorem 1.2 is satisfied.
Step II : &DX&HS=, +-a.e. The derivative of X, given in Eq. (9.8),
formally has HS-norm
&DX&2HS(x)=:
x22n cos
2((log n)12+= x2n&1)
n
+:
sin2((log n)12+= x2n&1)
n log(n)1+2=
.
(9.17)
The second term in (9.17) is bounded on B and the first term can be
written as,
: \x
2
2n cos
2((log n)12+= x2n&1)
n
&:n++ :

n=1
:n , (9.18)
:=
1
2n
(1+exp(&2(log n)2+2=)). (9.19)
The first sum in Eq. (9.18) is a martingale which easily can be checked for
convergence +-a.e., while the second term diverges and is independent of
the point x # B. This proves step III.
Step IV : The flow Ut . The solution of the equation
Ut(x)=x+|
t
0
X(Us(x)) ds, (9.20)
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is given by
x2n&1(t)=x2n&1(0);
x2n(t)=x2n(0) exp \t sin((log n)
12+= x2n&1(0))
- n (log n)12+= + ,
and the solution Ut is a semi-group of admissible transformations of B of
the form
I+K, DK(x)  HS(H ) +-a.e. in x.
9.3. Example 2
With the same notation as in the previous example, set |n=log(n)(12+=)
X= :

n=1
e2nx2n+1
- n
cos(|nx2n+1)+
e2n |n
- n
sin(|n x2n+1)
&
e2n+1x2n
- n
cos(|nx2n+1), (9.21)
and use the measurable norm & &1 given in (9.3) to define the abstract
Wiener space (+, H, B). Again this vector field is defined as the limit of the
partial sums. In this case the partial sums form a B-valued martingale w.r.t.
the filtration [Vn], which is easily checked for Lp-convergence, p<. We
also have that the partial sums are left unchanged by the projections
[Pm]m .
Straightforward calculations give
$(Xm)=0,
and
D(Xm)=e2ne2n+1 \cos(|nx2n+1)- n &
x2n+1|n sin(|nx2n+1)
- n
+
(|n)2 cos(|nx2n+1)
- n +&e2n+1e2n
cos(|nx2n+1)
- n
+e2n+1e2n+1
x2n|n sin(|nx2n+1)
- n
. (9.22)
It follows from calculations similar to those in Example 1 that
|
B
exp(* &DX&End(B, B)) d+<, \*>0. (9.23)
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We may now use techniques similar to those in the proof of Theorem 1.2
to prove that the approximating solutions U mt (x) exists for all t almost
everywhere w.r.t. the measure + and converge to a solution Ut of an equa-
tion of the form (9.20), and that Ut leaves the Gaussian measure +
invariant. Essential here is that for this choice of measurable norm and
filtration we have,
&Pm(x)&x&  0, \x # B. (9.24)
Finally we prove that, +-a.e. in x, the vector field X(x) lies outside of the
CameronMartin space H. Again let Xm denote the partial sums in (9.21)
and note that the terms in these sums are independent H-valued random
variables with mean equal to the zero vector in H. Further the variance of
the partial sums are given by
|
B
&Xm&2H d+=: |
B \
(x22n+x
2
2n+1) cos
2(|nx2n+1)
n
+
|2n sin
2(|nx2n+1)
n
+
x2n+1|n
n
sin(2|nx2n+1)+ d+  , n  .
(9.25)
We may now use techniques similar to those in Example 1 to prove that
&Xm&H   for almost all x.
9.4. Lipschitz Continuity versus Exponential Conditions
Next we assume that X # L1(TB) is such that DX exists +-a.e. and,
&DX&HS # L(B, R). (9.26)
We will use some of the analysis developed in [17] to prove that such a
vector field fulfills the hypothesises in Theorem 1.2.
First we note that condition (ii) of Theorem 1.2 is trivially satisfied.
Secondly we note that, if the vector field X is as in (9.26), then the function
x  &X(x)&H satisfy
|&X(x+h)&H&&X(x)&H |&DX&L  &h&H .
We may therefore apply [17, Theorem 4.9] to the function u(x)=
&X(x)&H &DX&L  to deduce that
|
B
exp(* &X&2H ) d+<, *<
1
&DX&2L
. (9.27)
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which implies X # Lp for all p<. Finally, we can use [17, Lemma 6.8],
to see that (9.26) and (9.27) imply the exponential condition for the
divergence;
|
B
exp(: |$X | ) d+<, (9.28)
for :<1&DX&L  .
This proves that in finite dimension the exponential conditions of
Theorem 1.2 are weaker than the condition of a global Lipschitz constant
for the vector field X that can also be used to obtain complete flows. In
finite dimension a global Lipschitz constant for the vector field still leads
to complete integral curves, but it is easy to construct examples where the
transformed measure is singular w.r.t. the original Gaussian measure.
Instead the condition
&DX&HS # L(B, R), (9.29)
is more correct in the finite dimensional case. However, as was shown above,
this is a much stronger condition than the hypothesizes of Theorem 1.2.
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