Nowadays, security is a key concern for organizations. An increasingly popular solution to enhance security in organizational settings is the adoption of anomaly detection systems. These systems raise an alert when an abnormal behavior is detected, upon which proper measures have to be taken. A well-known drawback of these solutions is that the underlying detection engine is a black box, i.e., the behavioral profiles used for detections are encoded in some mathematical model that is challenging to understand for human analysts or, in some cases, is not even accessible. Therefore, anomaly detection systems often fail in supporting analysts in understanding what is happening in the system and how to respond to detected security threats. In this work, we investigate the use of process analysis techniques to build behavioral models understandable by human analysts. We also delineate a systematic methodology for process-aware behaviors analysis and discuss the findings obtained by applying such a methodology to a real-world event log.
INTRODUCTION
The rapidly growing of security incidents and frauds during the last years, often due to insider threats and the lack of effective internal controls (Association of Certified Fraud Examiners, 2018; Richardson, 2008) , has made security a key concern for organizations. Several research efforts have been devoted both by academics and practitioners to address such issues. An increasingly popular solution to enhance the security of an organization is represented by anomaly detection systems (Patcha and Park, 2007) . These systems aim to analyze users' interactions with the system in order to detect abnormal behaviors and raise alerts when security threats are detected.
One of the main issues with these techniques is that they model system behaviors as a black-box. In particular, they build models of normal behavior that are not accessible or, anyway, not easily understandable by human analysts. This hampers the comprehension of what is happening in the system and, thus, makes it challenging to determine how to response to the raised alerts (Costante et al., 2016) .
In this paper, we investigate the potentiality of data science, in particular of process analysis, techniques for deriving white-box models of normal system behavior, i.e. models that are actually accessible by a human analyst, to support the detection and analysis of anomalous behaviors.
The definition of accurate behavioral models for security is an undeveloped topic. Only a few work have investigated this issue and, to date, a systematic methodology is still missing. The main aim of this work is illustrating the benefits of applying process analysis techniques to explore security-related aspects, to stimulate future research in this direction. We also propose a methodology for a systematic behavior analysis for security. As a proof of concept, we exploit a real-world case study to show how existing process analysis techniques can be employed to build behavioral profiles tailored to the detection of security flaws within organizational settings. We discuss the main findings obtained from the event log at hand. The remainder of the paper is organized as follows. Section 2 provides an overview of related work on behavioral analysis for security. Section 3 delineates the proposed methodology and Section 4 discusses the main findings derived from a real-life case study. Finally, Section 5 draws conclusions and delineates directions for future work. mechanism (Cao, 2010) . Behavioral Analysis aims to explore event logs to gain insights on the system behavior, e.g., typical behavioral patterns. In the security domain, behavioral analysis is often used to support anomaly detection. The goal of an anomaly detection system is to identify system behaviors that deviate from what it is considered to be the desired or normal behavior (Patcha and Park, 2007; Chandola et al., 2009; Costante et al., 2016) .
Anomaly detection systems involve a training phase, where a model representing the normal system behavior is learned with respect to features of interests (e.g., CPU usage, combination of users' commands), and a detection phase, where the learned model is used to detect possible anomalies.
To build profiles of normal behavior, either supervised or unsupervised techniques are usually employed. The former techniques build a classifier from a labeled training dataset that explicitly distinguishes normal and abnormal behavior (Shon et al., 2005; Lee et al., 1998) . On the other hand, unsupervised techniques (semi-)automatically infer baseline behaviors, which is assumed to represent the normal behavior. A variety of techniques have been proposed to address unsupervised anomaly detection, ranging from simple statistical observations (e.g., frequency) on the selected features (Qu et al., 1998; Smaha, 1988) to data mining techniques such as, e.g., clustering (Bolton and Hand, 2001) or Markov chain (Ye et al., 2000) .
A well-known drawback of classic anomaly detection systems is that the system behavior is often modeled as a black box; namely, the behavior is often encoded into a mathematical model that is either not accessible or, anyway, too abstract and complex to be easily understood by a human analyst (Etalle, 2017) . Therefore, analysts are often not aware of what is happening in the system. This poses some challenges in determining how to response upon an alert, thus hampering the actionability of anomaly detection systems, which is a crucial property to their application in practice. In this work, we explore the potentiality of process analysis techniques to infer white box behavioral model, i.e., models able to represent the end-to-end structure of the system behavior. To this end, we adopt a process-oriented perspectives; namely, we assume that activities supported by the system are structured according to an underlying notion of process, which poses constraints/guidelines on the order in which activities should be executed, data access and so on. In particular, we adopt a broad notion of process, intended as a set of activities that have to be performed in a given order to achieve a given goal. Adopting a process-oriented perspective allows us to map sets of activities to a specific process execution. This introduces a level of abstraction that provides a comprehensive overview of the system behavior and simplifies the understanding and analysis of behavioral patterns.
The application of process analysis techniques for security analysis is an under-investigated topic. A first step in this direction has been taken in, e.g., (van der Aalst and de Medeiros, 2005; Accorsi et al., 2013) . Those works propose to apply a process discovery technique on an event log to infer a process model representing the normal system behavior, i.e. the normal ordering relations existing among process activities. However, those works infer a single model of normal behavior from the log. As shown in (Alizadeh et al., 2018b) , this can lead to misleading diagnostics. Another stream of research (Adriansyah et al., 2013; Alizadeh et al., 2018a; Genga et al., 2018) propose to detect security threats by identifying deviations of the observed behavior from process specifications. However, these works typically assume that a process model representing the normative behavior is available, which is often not the case in real settings.
Overall, our literature review revealed the lack of systematic approaches able to infer accurate models of normal behavior. In the next section, we present guidelines for a systematic behavioral analysis and discuss the main challenges.
METHODOLOGY
In this section, we present a methodology for a systematic process-aware behavior analysis. The main aims consist in (i) inferring work practices characterizing the organization processes from the recorded behavior, and (ii) analyzing these practices to determine which ones should be deemed representative of the normal system behavior. To this end, first we need to reconstruct behaviors according to the underlying process; then, we have to select features that allows identifying and grouping similar behaviors; finally, we delve into the inferred practices to spot possible security concerns. Next, we present each step in detail.
Behavior Identification. The first step of the methodology is to represent the logs recording the observed system behavior in a format suitable for the application of process analysis techniques. To this end, the activities recorded in the log should be grouped into process executions. Although several organization IT systems support the generation of this type of logs (e.g., Workflow Management Systems, Enterprise Resource Planning systems), many logging systems are not process-aware; therefore, a preprocessing phase might be needed to identify process executions from the available logs. This preprocessing phase can be further refined in two steps. The first one is aimed to collect and properly integrate process data possibly spread among several and heterogeneous sources (e.g., Excel spreadsheets, or database tables). To this end, Extract, Transform and Load (ETL) methodologies and techniques developed within the data warehouse community can be exploited (see, e.g., (Vassiliadis, 2009 ) for a survey on the most commonly used ETL tools). The second one is devoted to process identification. Logging systems that are not driven by a notion of process provide a simple stream of recorded activities, with no indication of which activities belong to the same process execution. Therefore, the event log has to be processed in order to identify and group together activities belonging to a single process execution. It is worth noting that this challenge is far from trivial and several research efforts have been devoted to cope with this issue, e.g. (Ferreira and Gillblad, 2009; Walicki and Ferreira, 2011) .
The output of this step is an event log that comprises a collection of traces, each corresponding to a specific process execution (also called case). Each trace consists of a sequence of events, each recording data related to the execution of a process activity.
Behavior Profiling. The second step of the methodology aims to build behavioral profiles from event logs. This involves (i) a features selection phase, where relevant features are identified based of the security properties of interest, and (ii) a clustering phase, in which behaviors similar with respect to the selected feature set are grouped together.
As regards point (i), one can exploit both properties related to process executions (e.g., their duration) and properties related to single events (e.g., the user who performed the corresponding activities). Although this choice is strongly affected by the data available in the event log, we can list four main general properties that is worth considering for a security analysis: the control-flow, which refers to the order in which activities are performed during process executions; the users, which refers to the distribution of the workload among involved actors; the time, which refers to temporal aspects of process executions (e.g., their durations); and, finally, the data, which refers to any other information on the process and/or on the process activities stored in the event log.
These dimensions are often taken into account by process analysis techniques, and we argue that they can provide meaningful insights that can be exploited for the detection of security threats. As an example, analyzing the control-flow one might detect violations of security constraints (e.g., the skipping of some critical checking activities when assessing a loan application); the analysis of users' behaviors might point out undesirable or risky practices (e.g., violations of separation of duty constraints); the analysis of temporal aspects might reveal suspicious differences in the completion time of process executions; and so on.
It is worth noting that feature selection is often an incremental step, especially when little or no knowledge on the underlying processes is available. In these cases, one can proceed by selecting one dimension per time and checking the obtained behaviors, then using the obtained findings to further refine the elicited features.
Once the relevant features have been identified, behaviors clustering is performed to build behavioral profiles, i.e. clusters of behaviors that are similar according to the selected feature set. Behaviors clustering requires determining suitable ranges for the set of intervals of the selected features. Intervals can be determined in several ways. A simple solution consists in exploiting simple statistics, e.g. mean, median, quartiles, to manually determine the intervals; while a more sophisticated ones consists in adopting automatic trace clustering techniques (Hompes et al., 2015; Song et al., 2008) . The choice of the technique depends on the set of features and on the process at hand. For instance, if a single feature is used for clustering, the use of simple statistics might be sufficient to detect meaningful intervals; on the other hand, if the combination of several properties is used, trace clustering techniques offer a more effective alternative.
The output of this step consists in a set of behavioral profiles, each representing a cluster of behaviors similar with respect to a given feature set.
Behavior Analysis. The final step of the methodology focuses on exploring the obtained behavioral profiles to determine which ones should be considered representative of normal behavior and which ones should not.
When no a-priori knowledge is available, a common practice to determine what behavior should be considered as normal is to use statistical measures (Alizadeh et al., 2018b) . In fact, it is reasonable to assume normal behavior to be the one occurring more frequently in the event log. Therefore, at first one might label as normal behavior the one corresponding to the interval covering the standard deviations, when the profiling is performed by means of statistics on single features, or the one corresponding to the largest cluster, when trace clustering techniques are applied.
However, we argue that this simple labeling is not enough to obtain a proper comprehension of the process and further investigation should be performed. For example, it might be the case that a behavior, considered normal with respect to a given feature, can actually raise security concerns from another perspective; or, on the opposite, behaviors that are less frequent or, anyway, diverge from the normal distribution, do not reveal particular security concerns, so that they could be labeled as normal as well.
To address this issue, as a general guideline, we propose to analyze behavioral profiles in order to determine which ones correspond to desirable working practices and which ones do not. To this end, besides analyzing behavioral models individually, we also propose to compare the obtained behavioral profiles with each other. As shown in the next section, this analysis indeed provides more in-depth understanding and insights of working practices.
CASE STUDY: BPI2012 EVENT LOG
In this section, we present an application of the proposed methodology to a real-life event log. We first introduce the dataset; then, we present the findings obtained by inferring and exploring behaviors from the log.
Dataset
We used the event log recording the loan management process of a Dutch Financial Institute, which was made available for the 2012 BPI challenge (BPI Challenge 2012 , 2012 . The event log contains the events recorded for three intertwined subprocesses: subprocess A specifies how loan applications should be handled, subprocess O describes how loan offers should be handled, and subprocess W specifies how work items are processed. For each activity, the log stores its name, timestamp and the involved user. Moreover, for each application the log provides the requested amount. The first row of Table 1 shows some statistics of the event log, namely the number of traces, activities and events, together with the minimum, maximum and mean number of events in each trace.
Behavior Identification
The BPI2012 log consists of traces grouping activities belonging to the same process execution; thus, a pre- processing step is not needed for this log. Nevertheless, analyzing this log, we observed a strong variability among process traces. In particular, the log records process executions related to approved applications, declined applications, canceled applications, and running applications. It is reasonable to expect that traces concerning the approval of applications differ significantly from traces concerning, e.g., the denial of applications. Such heterogeneity usually has a negative effect on the results of process analysis techniques. Among them, we decided to focus on a subset of the traces, i.e. those related to approved applications. This is because, from a security viewpoint, approved applications are more critical than others, since security incidents in those process executions can result in a financial loss for the financial institute. Process executions concerning the approval of applications are typically characterized by the occurrence of activity A APPROVED and the absence of activities A DECLINED, A CANCELED. We filtered the log accordingly and obtained a new event log. The second row of Table 1 shows statistics of the resulting event log. There are 2246 approved applications, corresponding to approximately 17% of the total number of applications.
Behavior Profiling
Behavioral profiles can be built with respect to the dimensions discussed in Section 3. For the sake of space, in this work we present the results for only one dimension, namely the temporal duration of process executions. We selected this feature since large differences in the duration of process executions might indicate differences in the conscientiousness applied in the approval of application, which is in general undesirable.
From the event log we observed that the mean time of approval is around 17 days; to delve more into the temporal dimension, we plot histogram related to applications completion times in days, reported in Figure 1 . The distribution shows that applications are mainly closed before 40 days; analyzing the event log, we observed that most of the applications are closed within 10-30 days. However, there are some notable outliers, some of which required much more time. It is also worth noting that we even have a set of applications closed in less than one day. These differences in the duration of process executions confirm that the temporal dimension is indeed relevant for this dataset. If on the one hand these differences might simply be due, for instance, to different customers (e.g., the procedure is likely to be much smoother and shorter for well-known customers than for new ones); on the other hand, they might also be due to shallow checking or even abuses. Since we are considering a single feature, we exploited some basic statistics for behavior clustering. The mean duration time for approved applications is 16.8 days, with a standard deviation of 9.75. Therefore, we marked as normal behavior all applications approved in more than six days and in less than 27 days. Applications longer than 27 days are marked as long applications. We partitioned shorter applications in two classes: short applications, i.e. applications approved in more than 1 day and in less than 6, and instant applications, i.e. applications that were approved in few hours and hence result of particular interest for the scope of our analysis. Red lines in Figure 1 delimit the portion of applications belonging to each class (e.g., the first line delimits the portion related to instant applications, the second line short applications and so on). Table 2 shows some statistics for the logs corresponding to the classes of behaviors considered in our analysis. Note that other statistics, as well as trace clustering techniques, could been used as well to discriminate behaviors.
Behavior Analysis
The last step of the methodology in Section 3 involves a comparative analysis of the obtained behavioral profiles to support analysts in characterizing normal behaviors from abnormal ones. Next, we show the results of the comparison considering control-flow, time, users and loan amount as features.
Control Flow. The first feature we consider for the comparison is the control-flow of the behavior clusters. By comparing the control-flow we expect to reveal differences in whether and how activities are performed within each cluster. In particular, we can determine, for example, whether some checking activities tend to be delayed or completely skipped in some cluster.
To determine the control-flow, we need to uncover the process structure from the event log. To this end, we employ process discovery techniques, which analyze the ordering relations among events stored in the event log to infer a process model. Since our process is rather complex and involves many different variants, we apply a heuristic technique that only highlights the most relevant process behaviors. More precisely, we use Disco 1 , a well-known tool for process discovery.
Given an event log, Disco returns a process model in which each node corresponds to a process activity and each edge represents an ordering relation between a pair of activities. Only activities and relations whose frequency is above a user-defined threshold are reported. For our analysis we used the default settings. Figure 2 shows the process model returned by Disco for long applications. The numbers inside the boxes and above the edges show the maximum number of repetitions within a trace of the corresponding activity/relation. On the edges it is also displayed, in lighter black, the average time between the pair of activities.
The discovered model highlights three main phases of the process. The top one involves some initial activities concerning the submission of the application and the starting of the process; the central part involves activities related to the check of the application and to the creation and the negotiation of an offer with the applicant; finally, the bottom part comprises additional controls on the application, e.g. fraud checking, together with the finalization of the application. For the other types of applications (Table 2) , we found almost the same structure, with some minor variations (e.g., some missing activities in shorter applications). The main differences lie in the number of times activities are repeated, especially concerning activities related to application check, and in the average times between pairs of activities. For example, activity W Completerenaanvrag was repeated a maximum of 7 times within instant applications, against a maximum of 28 for normal applications. Moreover, the average time between activities W Completerenaanvrag and W Nabellenoffertes is less than two minutes, against an average time of 3 days for the normal cases. This implies that instant applications were characterized by few rounds of checking and a very quick interaction with the applicant.
Another interesting difference is that some process activities have not been performed in shorter applications (i.e., short and instant). In particular, in those applications activity W Wi jzigencontractgegevens was not executed, indicating that there were no changes made to the contract after the approval. In addition, activity W Beoordelenfraude was not performed in instant applications, indicating that a check for possible frauds was never performed for these applications.
Time. The second features we take into account for our comparison is the temporal distribution of activities. In particular, we intend to analyze how activities in different behavioral profiles are distributed among working days and week-ends. Since the BPI2012 log concerns a financial institute, we expect activities to be executed only from Monday to Saturday; activities performed on Sunday would represent an unusual, possibly suspicious, behavior that needs to be checked. Figure 3 displays a dotted chart showing the activities performed within each process execution against the corresponding days, thus allowing us to explore process workload over time. The x-axis represents the events' timestamps, whereas the-y axis the trace identifiers. Colors represent classes of behaviors.
We can observe that process activities of long and normal applications are mainly grouped in bunches, separated by inactivity periods. Checking the corresponding timestamps, we observed that these interruptions correspond to week-ends. In this respect, it is worth noting that, although the workload is much less intense, many activities were also performed during the week-end. We could not find a similar case for the short and instant applications. However, we observed some regularities in instant applications, i.e. they tended to occur in groups of three or four.
Amount. We also analyzed the distribution of the requested amounts for each behavioral profile to determine whether there exist a correlation between them. It is reasonable to expect to find some correlation between the requested amounts and the duration of the process since higher amount should require more careful controls and negotiations with the applicant. In general, the approval of applications requesting high amounts in short period of time could be undesirable and might deserve further investigations to understand the reasons.
The results of the analysis are reported in Figure 4 . It is worth noting that the distribution of requested amounts look roughly the same for the different behavioral profiles, with the exception of some high val-ues that occur mostly in the normal and long applications (marked as outliers in the figure) . Even more surprisingly, it looks like instant applications involved amounts overall higher than amounts requested in other applications. Nonetheless, it is worth noting that we have less cases for this type of applications, which means that variations of even few cases have a larger impact on the overall distribution.
To confirm that this difference is statistically not significant, we also performed a hypothesis testing, comparing the distribution of the amounts requested in normal applications with the distribution of the amount requested in the other classes of applications. Since the distributions of amounts do not fit the normality assumption, we adopted a non-parametric test. In particular, we used the WilcoxonMannWhitney two-sample rank-sum test (Mann and Whitney, 1947) , which is a test commonly used when the assumptions of t-test are not met.
Note that we have a sufficient number of samples to perform this test for almost all pairs. 2 The only exception is the comparison between the normal and instant applications; nevertheless, we have 27 applications for the latter, so the results we obtain can be still considered a good approximation.
For the testing between normal and long applications, we obtained a p-value of 0.28; between normal and short applications we obtained a p-value of 0.69; finally, between normal and instant applications we obtained a p-value of 0.40. Since differences between distributions are typically considered of statistically significance when the p-value is smaller than 0.1, the obtained values confirm that the differences we observed for the amounts requested in the different classes of applications are not statistically relevant.
Users. The process at hand involves several, and often iterated, activities related to the management and checking of applications. Therefore, by analyzing the workload distribution we can grasp some insights on whether duties tend to be distributed among different actors. Such information can help analysts in understanding whether the responsibilities are properly distributed among users. As an example, one can check whether critical activities (e.g., the approval of an application) are performed by different users, or, instead, few users performed most of the critical activities. The latter is an undesirable situation since it might indicate violations of separation of duty constraints. We analyzed the number of different users involved in each process execution, computing the minimum, maximum and average number for each behavioral profile. Results are reported in Table 3 .
It is worth noting that different behavioral profiles are characterized by a different workload distribution. In particular, while longer applications seem to normally involve many different actors in their executions, much less actors are normally involved in the approval of shorter applications. This is especially evident for instant applications, in which two to five employees always performed of all process activities.
DISCUSSION AND CONCLUSION
In this work, we performed a preliminary exploration of the potentialities of process-aware behaviors analysis for security. We adopted a process-oriented perspective to structure raw data recorded by logging systems. By exploiting this representation, we delineated a methodology to build accurate and understandable behavioral profiles that can assist analysts in the understanding of the current work practices. We applied the proposed methodology to a real-world event log, providing some concrete examples of how off-the-shelf process analysis techniques and tools can be used to explore several security-related aspects of process executions along different dimensions. Despite our analysis showed that process-aware behavioral analysis has great potentialities when applied to security, it presents a number of challenges. Next, we list some of the most relevant ones:
• Data Collection & Preprocessing: Our analysis assumes that it is possible to obtain an event log grouping all activities related to the same process execution. Although the log used in our case study meets this demand, this is not always the case. In many IT systems, log data might be spread along several and heterogeneous data sources (e.g., Excel spreadsheets, databases). This requires retrieving all scattered data and merging them in a proper format for the analysis. Even when events have been reconstructed along with the relevant information, additional challenges have to be face to identify which events belong to the same process execution (Alizadeh et al., 2018b) . Solving such challenges is far from being trivial.
• Features Selection: The choice of the features to be considered depends on the application domain and scope of the analysis. In particular, it requires background knowledge of the underlying process and prior knowledge of what to look for, which is not always the case, especially in the security context. On top of this, the analysis is constrained by the information available in the log.
• Technique Choice: There is not a one-fit-all technique for all cases. The choice of the techniques to be used for the analysis depends on the scope of analysis and type of data. This requires experienced and highly skilled analysts, with a strong background both in security and in data analysis techniques.
More research efforts are necessary to explore and systematize findings and results obtained so far and to develop a more general framework. In future work, we plan to investigate these issues. In particular, we intend to further elaborate on the observations made in this work to devise general guidelines to apply data science to behavior analysis for security, taking into account a larger range of techniques. At the same time, we plan to perform an extensive experimental evaluation on both synthetic and real-world logs.
