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Izvlecˇek:
Medtem ko se ljudje v vsakdanjem zˇivljenju ucˇimo iz stika iz okolja, naprave nimajo
tovrstne sposobnosti. Pod vplivom vedenjske psihologije se je razvilo podrocˇje okrepi-
tvenega ucˇenja, pri katerem se oblikuje skupek algoritmov, ki posnemajo nacˇin vedenja
pri zˇivalih, ko se te srecˇajo z novimi okoliˇscˇinami. Pricˇujocˇe delo povzema teoreticˇno
ozadje algoritmov in jih uporablja pri problemu igranja igre Hex brez znanja o njenih
pravilih. S problemom se zelo dobro spopadejo tabularne metode, ki se ukvarjajo z
majhnim sˇtevilom stanj, medtem ko se nevronskih mrezˇe v povezavi z okrepitvenim
ucˇenjem za resˇevanje problema na vecˇjih igralnih plosˇcˇah izkazˇejo za manj uspesˇne.
Robustnejˇse metode, ki v povezavi s posplosˇevanjem in nelinearno funkcijsko aproksi-
macijo prinasˇajo boljˇsa zagotovila konvergence, so sˇe vedno predmet sˇtevilnih raziskav
in bodo v prihodnje zagotovo prinesle boljˇse rezultate.
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Abstract:
While humans interact and learn from the environment in their everyday lives, machines
are not naturally capable of the feat. An area of machine learning called reinforcement
learning has been inspired by behavioral psychology to create a set of algorithms to
mimic the way animals modify their behavior when exposed to new circumstances.
This work summarizes the theory behind these algorithms and applies them to the
problem of playing the board game Hex without any knowledge of the games’ rules.
While tabular methods that deal with small state spaces are found to perform very
well, the conjunction of neural networks with reinforcement learning to solve the pro-
blem on bigger boards provides less thrilling results. More robust methods that provide
better convergence guarantees when combined with generalization and non-linear func-
tion approximation are still actively being researched and will undoubtedly give better
results in the future.
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Seznam kratic
angl. anglesˇko
ti. tako imenovan
tj. to je
npr. na primer
CR pogojen odziv (angl. conditioned response)
CS pogojena spodbuda (angl. conditioned stimulus)
CR nepogojen odziv (angl. unconditioned response)
DP dinamicˇno programiranje (angl. dynamic programming)
MC Monte Carlo
MDP Markov proces odlocˇanja (angl. Markov decision process)
SARSA stanje, dejanje, nagrada, stanje, nagrada (state, action, reward, state, action)
TD ucˇenje na podlagi cˇasovne razlike (angl. temporal difference)
US nepogojena spodbuda (angl. unconditioned stimulus)
A(s) mnozˇica mozˇnih dejanj v stanju s
E[.] predvidena vrednost (angl. expected value)
P (s′|s, a) prehodna funkcija (angl. transition function)
Q(s, a) vrednostna funkcija dejanj (angl. action-value function)
R pricˇakovan donos (angl. expected return)
R(s, a, s′) nagrajevalna funkcija (angl. reward function)
S mnozˇica vseh stanj
T koncˇen cˇas episode
V (s) vrednostna funkcija stanj (angl. state-value function)
a dejanje (angl. action)
e sled primernosti (angl. eligibility trace)
r nagrada (angl. reward)
s stanje (angl. state)
t diskreten cˇas korak (angl. discrete time step)
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α velikost koraka, stopnja ucˇenja (angl. step size, learning rate)
δ TD napaka (angl. TD error)
 verjetnost nakljucˇnega dejanja
γ faktor popusˇcˇanja (angl. discount factor)
λ popusˇcˇanje sledi (angl. trace-decay)
pi politika vedenja (angl. behavior policy)
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1 Uvod
Ucˇimo se skozi nasˇe celotno zˇivljenje. Eden izmed osnovnih nacˇinov ucˇenja temelji
na podlagi interakcije z okoljem. V racˇunalniˇstvu pogosto radi odidemo po poti po-
izkusˇanja in prilagoditev, posebej ko verjamemo, da smo blizu resˇitvi. Vendar pa se ni
potrebno zazreti tako dalecˇ, kot je racˇunalniˇstvo. Zˇe kot otroci, ko se igramo s kockami
in mahamo z rokami, nimamo izrecnega ucˇitelja, imamo pa neposredno fizicˇno pove-
zavo z nasˇo okolico. S svojim vedenjem vplivamo na okolje in nasˇa cˇutila uporabljamo
za pridobitev ogromne kolicˇine podatkov o vzrokih in ucˇinkih, o posledicah dejanj in
nacˇinih, kako dosecˇi cilje. Skozi nasˇe zˇivljenje predstavljajo tovrstne interakcije velik
vir znanja o nasˇem okolju in o nas samih. Ko se pogovarjamo z ljudmi, se zavedamo
kako se okolje odziva na nasˇa dejanja in iˇscˇemo nacˇin kako vplivati na rezultat z nasˇim
vedenjem.
Cˇeprav ni ene same standardne definicije inteligence, lahko razlicˇne predlagane de-
finicije med seboj primerjamo in hitro najdemo precejˇsnje podobnosti. V veliko prime-
rih, definicije inteligence vsebuje idejo, da se mora posameznik, ki je inteligenten, znati
prilagoditi okoljem, s katerimi se poprej sˇe nikoli ni srecˇal, in v njih dosecˇi cilje [30].
Za inteligentno vedenje ocˇitno torej potrebujemo nacˇin, da ovrednotimo in razvrstimo
nove polozˇaje. Da se posameznik lahko ucˇi in prilagaja svoje vedenje, mora znati
uposˇtevati tudi informacije iz okolja in iz njih sklepati. Okrepitveno ucˇenje (angl. re-
inforcement learning) predstavlja teorijo o ucˇenju povecˇanja nagrade na voljo v okolici
in tako neposredno povecˇanje mozˇnosti prilagoditve in prezˇivetja. Nekatere naloge so
prevecˇ zapletene, da bi se jih opisalo v staticˇnem racˇunalniˇskem programu, kar je danes
pogost postopek. Nacˇin za dinamicˇno ucˇenje in razvijanje programa je pri nekaterih
nalogah torej potreben.
Prakticˇno vse aktivnosti zˇivali, podjetij in racˇunalniˇskih programov vkljucˇujejo niz
dejanj za dosego cilja. Tako pri vozˇnji z avtomobilom na delo kot tudi med pripravo
jutranje kave obstaja cilj in zaporedje dejanj za uspesˇno opravljen cilj. Prilagodljiv
krmilni sistem, ki se zna ucˇiti izvajati taksˇne sekvencˇne naloge odlocˇanja lahko najde
vlogo v sˇtevilnih domenah, kot so krmiljenje proizvodnega procesa, avtonomnih vozilih,
letalstvu in pripomocˇkih za invalide. V pametnih sistemih, ki delujejo v dinamicˇnih
okoljih resnicˇnega sveta, kjer se ni mogocˇe zanasˇati na obvladljive pogoje in kjer vladajo
negotovost ter cˇasovne omejitve, ima lahko odlocˇanje na podlagi okrepitvenega ucˇenja
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bistvene prednosti pred ostalimi vrstami ucˇenja.
Podrocˇje okrepitvenega ucˇenja sega v zelo razlicˇne discipline in je mocˇno povezano
s teorijo krmiljenja (angl. control theory), psihologijo in nevroznanostjo. Teorija krmi-
ljenja pripomore k resˇevanju problema z analiticˇnega oziroma matematicˇnega vidika,
medtem ko se psihologija in nevroznanost za odgovore zgledujeta po biolosˇkih proce-
sih. Veliko temeljnih smernic je izpeljanih iz psihologije vedenja in ucˇenja; teorijah,
ki se ticˇejo nagrajevanja in pogojevanja dejanj. Algoritmicˇni pristopi so izpeljani pod
podobnimi nacˇeli kot ljudje in zˇivali oblikujemo vedenja glede na odzive iz okolice.
Zamisel o gradnji inteligentni strojev sega v daljno preteklost; o tem so razmiˇsljali
zˇe Egipcˇani. Cˇez leta se je razvilo veliko teorij, ampak sˇele z zacˇetkom sodobnega
racˇunalnika pred 60-imi leti sta se umetna inteligenca in strojno ucˇenje razvila v sa-
mostojno znanstveno podrocˇje [2]. Leta 1948 je Claude Elwood Shannon [4] napisal
predlog za sˇahovski program, Arthur Samuel [1] pa je leta 1959 razvil racˇunalniˇski
program, ki se je naucˇil igrati namizno igro dama z igranjem proti samemu sebi. V
zadnjih letih so se raziskave osredotocˇale bolj na posnemanje biolosˇkih modelov, da
be izdelale programe, ki resˇujejo probleme in razmiˇsljajo kot ljudje. Nevronske mrezˇe
(angl. neural networks), pri katerih gre za zelo poenostavljen model mozˇganov, so bile
uspesˇno uporabljene v vrsti aplikacijah. Po formalizaciji Samuelevega pristopa in obli-
kovanja ucˇenja na podlagi cˇasovne razlike lambda Richarda Suttona [20] je Richard
Tesauro [11] leta 1992 razvil racˇunalniˇskega igralca za igro Backgammon, ki je tekmo-
val proti najboljˇsim cˇlovesˇkim igralcem na svetu. Cˇeprav je Tesaurova zdruzˇitev pri-
stopa okrepitvenega ucˇenja in nevronskih mrezˇ pretresla podrocˇje umetne inteligence in
Backgammonske skupnosti, ni bilo veliko drugih uspehov v namiznih igrah [10, 23, 25].
Prenos Tesaurove resˇitve v najvecˇje namizne igre na podrocˇju umetne inteligence –
sˇah in Go – niso uspele; rezultati so bili slabsˇi, kot pa so jih dosegale konvencionalne
metode. Poleg namiznih iger se je okrepitveno ucˇenje uporabljalo tudi v problemih
robotike, razporejanja, dinamicˇnih dodelitev in optimizacije [21].
V nadaljevanju naloge je v razdelku 1.1 pregledan izvor okrepitvenega ucˇenja iz ve-
denjske plati. Temu sledi pogled s staliˇscˇa umetne inteligence in inzˇenirstva, raziˇscˇe pa
se tudi racˇunski pristop do ucˇenja iz interakcije. V poglavju 2 je formalno opredeljen
celotni problem okrepitvenega ucˇenja, resˇitve pa so predstavljene v poglavju 3 in 4.
Primerjajo se razlicˇni algoritmi, njihove lastnosti, povezave in kombinacije. Ker so cilji
in pravila pri abstraktnih namiznih igrah jasno opredeljeni, s cˇimer se poenostavita
model in simulacija, so prirocˇno testno okolje za sˇtudijo tovrstnega ucˇenja. Poleg tega
pa predstavljajo tudi zahteven in zanimiv problem. V poglavju 5 so resˇitve iz okrepi-
tvenega ucˇenja uporabljene v namizni igri Hex in na koncu v poglavju 6 razpravljeni
rezultati skupaj s pogledom na prihodnost.
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1.1 Psihologija
Okrepitveno ucˇenje ima korenine v psihologiji ucˇenja zˇivali, iz kjer izvira tudi samo ime.
Posebej se nanasˇa na klasicˇno pogojevanje (angl. classical conditioning) in operantno
pogojevaje (angl. operant conditioning).
1.1.1 Klasicˇno pogojevanje
Klasicˇno pogojevanje (imenovana tudi Pavlovo pogojevanje) je ucˇenje prek povezav oz.
asociacij.
V zacˇetku 20. stoletja je ruski psiholog Ivan Pavlov (1849-1936) med preucˇevanjem
prebavnega sistema psov odkril vedenjski fenomen [13]: psi so se zacˇeli sliniti takoj,
ko so laboratorijski tehniki, ki so jih hranili, vstopili v sobo, cˇeprav psi sˇe niso dobili
hrane. Pavlov je spoznal, da so se psi zacˇeli sliniti, ker so vedeli, da bodo dobili hrano;
povezali so prihod tehnikov s hranjenjem.
S svojo ekipo je zacˇel proces raziskovati bolj podrobno. Opravil je vrsto eksperimen-
tov, pri katerih so bili psi izpostavljeni zvoku, tik preden so dobili hrano. Sistematicˇno
je nadzoroval cˇasovno razliko med pojavom zvoka in hrano ter zabelezˇil kolicˇino sline
pri psih. Najprej so se psi slinili samo, ko so hrano videli ali zavohali. Po vecˇkrat
predstavljenem zvoku skupaj s hrano pa so se psi zacˇeli sliniti takoj, ko so zasliˇsali
zvok. Zvok so se namrecˇ naucˇili povezati s hrano, ki mu je sledila.
Pavlov je odkril temeljni asociativni proces imenovan klasicˇno pogojevanje. Gre za
ucˇenje, pri katerem postane nevtralna spodbuda (na primer: zvok) povezana s spod-
budo, ki vedenje sprozˇi sama po sebi (na primer: hrana). Ko se povezava enkrat naucˇi,
poprej nevtralna spodbuda zadosˇcˇa za pojav vedenja, ki je v vecˇji meri enakovredno
(Pavlov je opazil razliko v sestavi sline [17, 22, 29]).
Prihod tehnikov oz. zvok je Pavlov imenoval pogojena spodbuda (angl. conditioned
stimulus CS), ker je njen ucˇinek odvisen od povezave s hrano. Hrano je imenoval
nepogojena spodbuda (angl. unconditioned stimulus US), ker njen ucˇinek ni odvisen od
predhodnih izkusˇenj. Podobno gre pri pogojenem odzivu (angl. conditioned response
CR) za odziv pogojene spodbude CS in pri nepogojenem odzivu (angl. unconditioned
response UR) za odziv nepogojene spodbude US. Pavlov je odkril, da je krajˇsi razmak
med zvokom in prikazom hrane povzrocˇil mocˇnejˇse in hitrejˇse ucˇenje pogojenega odziva
CR psa [34].
Pogojevanje je evolucijsko koristno, ker omogocˇa organizmom razviti pricˇakovanja,
ki jim pomagajo v dobrih in slabih okoliˇscˇinah. Razvidno je na primeru zˇivali, ki
zavoha novo hrano, jo poje in posledicˇno zboli. Cˇe se zˇival zna naucˇiti povezave vonja
(CS) s hrano (US), se bo znala izogibati dolocˇeni hrani zˇe po vonju.
Klasicˇno pogojevanje obravnava samo problem napovedovanja, ker odziv zˇivali ne
Breulj R. Strojno ucˇenje iz interakcije.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 4
Slika 1: Klasicˇno pogojevanje piˇscˇalke namesto hrane za slinjenje pri psu [5].
vpliva na eksperiment, oziroma na splosˇno ne vpliva na okolje. Ucˇenje na podlagi
cˇasovne razlike (angl. temporal difference learning), ki je opisano pozneje v raz-
delku 3.3, je bilo prvotno povezano predvsem s klasicˇnim pogojevanjem in problemom
napovedovanja, kjer pogojena spodbuda (CS), ki je vezana na poznejˇso nepogojeno
spodbudo (US), povzrocˇi potrebo po ovrednotenju cˇasovne razlike vrednostne funkcije.
Cilj izracˇuna je zagotoviti, da postane pogojena spodbuda (CS) po ucˇenju napovednik
nepogojene spodbude (US). Osnutek na temo algoritmicˇnih pristopov do eksperimentov
klasicˇnega pogojevanja sta sestavila Belkenius in More´n [3].
Cˇeprav je bilo ucˇenje na podlagi cˇasovne razlike sprva namenjeno resˇevanju pro-
blema napovedovanja, se uporablja tudi za resˇevanje problema optimalnega krmiljenja
(glej razdelek 3.3) [21].
1.1.2 Operantno pogojevanje
V klasicˇnem pogojevanju se organizem naucˇi povezati nove spodbude z naravnim bi-
olosˇkim odzivom, kot je slinjenje ali strah. Organizem sam se ne naucˇi nicˇesar novega,
ampak se v prisotnosti novega signala zacˇne vesti na zˇe obstojecˇi nacˇin. Po drugi strani
pa gre pri operantnem pogojevanju za ucˇenje, ki se zgodi glede na posledice vedenja
in lahko vsebuje nova dejanja. Med operantno pogojevanje sodi primer, ko se pes na
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ukaz vsede, ker je v preteklosti za to dejanje dobil pohvalo. Za operantno pogojevanje
gre tudi, ko nasilnezˇ v sˇoli grozi sosˇolcem, ker lahko tako dosezˇe svoje cilje, ali ko otrok
domov prinese dobre ocene, ker so mu starsˇi v nasprotnem primeru zagrozili s kaznijo.
Pri operantnem pogojevanju se organizem ucˇi iz posledic svojih dejanj.
Psiholog Edward L. Thorndike (1874-1949) je bil prvi, ki je sistematicˇno preucˇil
operantno pogojevanje. Izdelal je sˇkatlo, katero je bilo mogocˇe odpreti samo po resˇitvi
preproste uganke. Vanjo je spustil macˇko in opazoval njeno vedenje. Sprva so macˇke
praskale in grizle nakljucˇno, scˇasoma pa so slucˇajno potisnile na rocˇico in odprle vrata,
za katerimi je stala nagrada – ostanki ribe. Ko je bila macˇka naslednjicˇ zaprta v sˇkatlo,
je poizkusila manjˇse sˇtevilo neucˇinkovitih dejanj, preden se je uspesˇno osvobodila. Po
vecˇ poizkusih se je macˇka naucˇila skoraj takoj pravilno odzvati. [8]
Opazovanje tovrstnih sprememb v macˇjem vedenju je Thorndikeju pomagalo razviti
njegov zakon o ucˇinku, pri katerem gre za princip, da se odzivi, ki v dolocˇeni situaciji
navadno pripeljejo do prijetnega izida, bolj verjetno pojavijo ponovno v podobni situa-
ciji, medtem ko je za odzive, ki tipicˇno pripeljejo do neprijetnega izida, manj verjetno,
da se ponovno pojavijo v tej situaciji. [9]
Vedenjski psiholog B. F. Skinner (1904-1990) je omenjene ideje razsˇiril in jih povezal
v bolj dovrsˇen sistem, ki opredeljuje operantno pogojevanje. Zasnoval je operantne
komore (tako imenovane Skinner sˇkatle) za sistemicˇno preucˇevanje ucˇenja, pri katerih
gre za zaprto strukturo z dovolj prostora za manjˇso zˇival, v kateri je slednja s pritiskom
na palico ali gumb priˇsla do nagrade v obliki vode ali hrane. Struktura je poleg tega
vsebovala tudi napravo za graficˇni zapis odzivov zˇivali. [5]
Najosnovnejˇsi eksperiment je Skinner izvedel na nacˇin, ki je zelo podoben Thorn-
dikejevem poizkusu z macˇkami. V sˇkatlo je spustil podgano, katera se je sprva odzvala
po pricˇakovanjih - hitela je naokrog, vohljala in praskala po tleh ter stenah. Cˇez cˇas je
slucˇajno naletela na gumb in ga pritisnila ter s tem priˇsla do kosˇcˇka hrane. Naslednjicˇ
je zˇe potrebovala manj cˇasa in z vsakim novim poizkusom je hitreje pritisnila na gumb.
Kmalu je pritiskala na gumb, cˇim je lahko jedla hrano. Kot pravi zakon o ucˇinku, se
je podgana naucˇila ponavljati dejanje, ki ji je pomagalo priti do hrane, in prenehala z
dejanjem, ki so se bila izkazala za neuspesˇna. [5]
Skinner je preucˇeval, kako zˇivali spreminjajo svoje vedenje v odvisnosti od okre-
pitve (angl. reinforcement) in kaznovanja (angl. punishment). Dolocˇil je izraze, ki
razlagajo proces operantnega ucˇenja (glej tabelo 1). Okrepitev je opredelil kot dogo-
dek, ki utrdi ali zviˇsa verjetnost nekega vedenja, kaznovanje pa je oznacˇil za dogodek,
ki oslabi ali znizˇa verjetnost nekega vedenja. Uporabil je sˇe izraza pozitivno in ne-
gativno za opredeliti, cˇe je spodbuda predstavljena ali odvzeta. Pozitivna okrepitev
torej utrdi odziv s predstavitvijo necˇesa prijetnega in negativna okrepitev utrdi odziv
z znizˇanjem ali odvzemom necˇesa neprijetnega. Pohvala otroka za opravljeno domacˇo
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nalogo tako na primer sodi v pozitivno okrepitev, medtem ko predstavlja jemanje aspi-
rina za znizˇevanje glavobola negativno okrepitev. V obeh primerih okrepitev zviˇsa
verjetnost, da se vedenje v prihodnosti ponovi. [5]
Tabela 1: Vpliv pozitivne in negativne okrepitve in kaznovanja na vedenje.
Izraz Opis Izid Primer
Pozitivna
okrepitev
Predstavljena ali
povecˇana prijetna
spodbuda
Vedenje
je utrjeno
Otrok dobi slasˇcˇico, potem ko
pospravi sobo
Negativna
okrepitev
Zmanjˇsana ali odvzeta
neprijetna spodbuda
Vedenje
je utrjeno
Starsˇi se prenehajo pritozˇevati,
potem ko ko otrok pospravi
sobo
Pozitivno
kaznova-
nje
Predstavljena ali
povecˇana neprijetna
spodbuda
Vedenje je
oslabljeno
Ucˇenec dobi dodatno domacˇo
nalogo, potem ko nagaja v
razredu
Negativno
kaznova-
nje
Zmanjˇsana ali odvzeta
prijetna spodbuda
Vedenje je
oslabljeno
Otrok izgubi privilegij
racˇunalnika, potem ko pride
pozno domov
Cˇeprav je razlika med okrepitvijo (poviˇsanje verjetnosti vedenja) in kaznovanjem
(znizˇanje verjetnosti vedenja) navadno jasna, je v nekaterih primerih tezˇko dolocˇiti,
ali gre za pozitivno ali negativno. V vrocˇem poletnem dnevu je lahko svezˇ veter za-
znan kot pozitivna okrepitev (ker prinese hladnejˇsi zrak) ali pa negativna okrepitev
(ker odvzame vrocˇ zrak). V nekaterih primerih je lahko okrepitev hkrati pozitivna in
negativna. Za odvisnika, jemanje drog hkrati prinese uzˇitek (pozitivna okrepitev) in
odstrani neprijetne simptome umika (negativna okrepitev).
Pomembno se je tudi zavedati, da okrepitev in kaznovanje nista zgolj naspro-
tna pojma. Spreminjanje vedenja s pomocˇjo pozitivne okrepitve je skoraj vedno
ucˇinkovitejˇse od kaznovanja, ker pozitivna okrepitev pri osebi ali zˇivali izboljˇsa raz-
polozˇenje in pripomore k vzpostavitvi pozitivnega razmerja z osebo, ki predstavlja
okrepitev. Med vrste pozitivne okrepitve, ki so ucˇinkovite v vsakdanjem zˇivljenju,
sodijo izrecˇene pohvale in odobritve, podelitev statusa in prestizˇa ter neposredno de-
narno izplacˇilo. Pri kaznovanju pa je po drugi strani bolj verjetno, da bodo spremembe
vedenja samo zacˇasne, ker temelji na prisili in vzpostavi negativno ter nasprotujocˇe raz-
merje z osebo, ki predstavlja kazen. Ko se oseba, ki kazen predstavi, iz okolja umakne,
se nezˇeleno vedenje najverjetneje vrne. [5]
Operantno pogojevanje je metoda ucˇenja, ki se uporablja pri treniranju zˇivali za
izvajanje razlicˇnih trikov. V filmih in na predstavah so zˇivali, od psov do konjev in
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delfinov, naucˇene dejanj z uporabo pozitivnih okrepitev – skacˇejo cˇez ovire, se vrtijo,
pomagajo osebi pri vsakdanjih opravilih in izvajajo podobna zanje neobicˇajna deja-
nja. [5]
Velikokrat se pri ucˇenju hkrati izvajata klasicˇno in operantno pogojevanje. Ucˇitelji
imajo s seboj napravo, ki proizvede dolocˇen zvok. Ucˇenje se zacˇne z nagrajevanjem
zˇelenega enostavnega dejanja s hrano (operantno pogojevanje) in hkrati z vzpostavlja-
njem povezave med hrano in zvokom (klasicˇno pogojevanje). Hrana se tako lahko po
intervalih izpusti in pred dejanjem se doda sˇe zvocˇni ukaz, na katerega zˇelimo vezati
ucˇeno dejanje (klasicˇno pogojevanje). Tako z nagrado hrane povezˇemo samo zvocˇni
ukaz, ki je predstavljen pred dejanjem. Kompleksnejˇsa dejanja se naucˇijo postopoma
iz enostavnejˇsih z nadaljnjo povezavo spodbud, kar se imenovuje proces oblikovanja. [5]
Tudi domacˇi ljubljencˇki se obnasˇanja naucˇijo na podlagi teh konceptov; ne samo
na ukaz, ampak tudi samega vedenja na povodcu, do tujcev itd. S to metodo se zˇivali
lahko naucˇi celo razlikovati med podobnimi vzorci, s cˇimer lahko znanstveniki na zˇivalih
preverjajo sposobnost ucˇenja. Porter in Neuringer [7] sta golobe na primer naucˇila, da
so razlikovali med razlicˇnimi vrstami glasbe, Watanabe, Sakamoto in Wakita [33] pa
so jih naucˇili razlikovati med razlicˇnimi stili umetnosti.
Operantno pogojevanje se od klasicˇnega razlikuje v tem, da spremeni vedenje do
okolja. Ne obravnava vecˇ samo problema napovedovanja, ampak sˇirsˇi problem krmi-
ljenja.
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2 Problem okrepitvenega ucˇenja
Okrepitveno ucˇenje (angl. reinforcement learning) po [21] je ucˇenje, kaj narediti ozi-
roma kako izbirati dejanje, da povecˇamo sˇtevilcˇni nagrajevalni signal. Ucˇencu niso ni-
koli predstavljena pravilna ali optimalna dejanja, kot pri vecˇini oblik strojnega ucˇenja.
Katera dejanja prinesejo najvecˇjo nagrado mora sam odkriti s poizkusˇanjem. Skozi
interakcijo z okoljem se ucˇi posledic svojih dejanj. V najbolj zanimivih in tezˇavnih pri-
merih imajo dejanja vpliv ne le na takojˇsnjo nagrado ampak tudi na naslednji polozˇaj in
posledicˇne nagrade. Te dve znacˇilnosti, iskanje s poizkusˇanjem in zakasnjene nagrade,
so dve najpomembnejˇsi lastnosti okrepitvenega ucˇenja.
Okrepitveno ucˇenje se od nadzorovanega ucˇenja (angl. supervised learning) razli-
kuje v tem, da nima izobrazˇenega zunanjega nadzornika, ki ucˇencu predlozˇi primere
in rezultate. Nadzorovano ucˇenje je pomemben tip ucˇenja, vendar pa ni primerno za
ucˇenje iz interakcije. V interaktivnih problemih je velikokrat neprakticˇno pridobiti pri-
mere zˇelenega vedenja, ki so pravilni in hkrati predstavljajo vsa stanja v katerih mora
ucˇenec delovati. V neznanem okolju, kjer bi si lahko predstavljali, da je ucˇenje najbolj
koristno, se mora ucˇenec ucˇiti iz svojih izkusˇenj.
To poglavje formalno definira dele okrepitvenega ucˇenja ter dolocˇi predpostavke, ki
so potrebne za opis resˇitev v sledecˇih poglavjih.
2.1 Elementi okrepitvenega ucˇenja
Cilj algoritmov okrepitvenega ucˇenja je optimizirati vedenje ucˇenca (angl. agent).
Ucˇenec je tisti, ki se skozi interakcijo odlocˇa o dejanjih (angl. action) za resˇitev zadane
naloge (angl. task).
Ucˇenec se s svojimi dejanji vede na okolje (angl. environment). Cˇesar ucˇenec ni
zmozˇen poljubno spremeniti se smatra kot izven ucˇenca in pripada okolju. Ucˇenec in
okolje neprestano vplivata drug na drugega; ucˇenec izbira dejanja in okolje se nanje
odziva s predstavitvijo novih stanj (angl. state) ucˇencu. Okolje ob prehodih na nova
stanja oddaja tudi sˇtevilcˇne nagrade (angl. reward), katere ucˇenec skusˇa povecˇati
skozi cˇas. Natancˇneje, ucˇenec in okolje sta v interakciji v vsakem koraku diskretnega
zaporedja cˇasa t = 0, 1, 2, 3, . . . . V vsakem koraku ucˇenec prejme predstavitev stanja
okolja, st ∈ S, kjer je S mnozˇica vseh mozˇnih stanj. Glede na stanje se odlocˇi za
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dejanje, at ∈ A(s), iz mnozˇice mozˇnih dejanj. En cˇasovni korak pozneje prejme ucˇenec
kot posledico svojega dejanja sˇtevilcˇno nagrado, rt+1 ∈ R, in se znajde v novem stanju,
st+1. Slika 2 prikazuje opisan potek interakcije med ucˇencem in okoljem. Tovrstna
opredelitev elementov okrepitvenega ucˇenja ustreza sˇtevilnim tezˇavam. Ni nujno, da
cˇasovni koraki predstavljajo fiksne intervale v resnicˇnem cˇasu, lahko se nanasˇajo na
poljubne zaporedne faze odlocˇanja oziroma delovanja. Dejanja so lahko na zelo nizkem
nivoju, kot na primer napetosti, ki krmilijo roko robota, ali pa na visokem nivoju, ko
gre na primer za izbiranje, v katero sˇolo se vpisati ali pa kaksˇno hrano pripraviti za
vecˇerjo. Stanja so lahko tudi v zelo razlicˇnih predstavitvah, od nizkonivojskih odcˇitkov
senzorjev do abstraktnih simbolicˇnih opisov sob. Na splosˇno lahko med dejanja sodijo
katerekoli odlocˇitve, o katerih se zˇelimo ucˇiti, med stanja pa vse, kar nam lahko pomaga
pri teh odlocˇitvah. Edini cilj ucˇenca je, da povecˇa prejete nagrade cˇez cˇas.
Slika 2: Interakcija med ucˇencem in njegovim okoljem [21].
Politiko (angl. policy) pi imenujemo pravilo po katerem se ucˇenec odlocˇa katero
dejanje izvesti v vsakem od stanj. Z drugimi besedami: politika preslikuje stanja v
dejanja. Sama po sebi zadostuje za popolno definirano vedenje. V cˇasu t predstavlja
pit(at|st) verjetnost, da ucˇenec izvede dejanje at v stanju st. V psihologiji koncept
politike ustreza povezavam spodbud z odzivi. V splosˇnem so politike lahko stohasticˇne.
Nagrajevalna funkcija (angl. reward function) opredeljuje cilje v nalogi okrepitve-
nega ucˇenja, saj predstavlja vecˇanje nagrad cˇez cˇas edini ucˇencˇev cilj. V grobem,
nagrajevalna funkcija stanja okolja preslikuje v realno sˇtevilo, rt, nagrado, ki predsta-
vlja trenutno zazˇelenost stanja. Pozitivne nagrade spodbujajo obiske stanj, negativne
pa jih odvracˇajo. Oddane nagrade kazˇejo, kako dobro se ucˇenec vede v okolju; nagrade
opredeljujejo dobre in slabe dogodke. Uporaba nagrajevalnega signala za formalizacijo
ideje cilja je ena izmed najbolj znacˇilnih lastnosti okrepitvenega ucˇenja. Cˇeprav se
tovrstno oblikovanje ciljev sprva morda zdi omejujocˇe, se je v praksi izkazalo za zelo
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fleksibilno in primerno. Sˇtevilne nagrade so pogosto enostavno definirane kot +1 ali
−1. Bistveno je, da nagrade tocˇno dolocˇajo zadan cilj. Nagrajevalni signal ni primerno
mesto za podeljevanje ucˇenca s predhodnim znanjem kako dosecˇi cilj. Ucˇenca se pri
igri sˇaha praviloma nagradi samo v primeru zmage, ne pa za dosego podciljev, kot je
zavzemanje nasprotnikovih figur. Cˇe nagrajujemo tovrstne podcilje, se zna zgoditi, da
ucˇenec najde pot, kako dosecˇi podcilje, ne da bi dosegel koncˇen cilj. V primeru sˇaha, bi
lahko nasˇel nacˇin zavzemanja nasprotnikovih figur tudi na racˇun izgubljene igre. Na-
grajevalna funkcija je nacˇin komuniciranja z robotom kaj naj dosezˇe, ne pa o samem
nacˇinu, kako naj to dosezˇe. V biolosˇkem sistemu se nagrade lahko opredelijo kot uzˇitek
ali bolecˇina. V psihologiji so to okrepitve ali kaznovanje. Nagrajevalna funkcija mora
obvezno biti del okolja in ucˇenec je ne sme biti zmozˇen spreminjati. Na splosˇno so
nagrajevalne funkcije lahko stohasticˇne.
Medtem ko nagrajevalna funkcija oznacˇuje kaj je dobro v takojˇsnjem smislu, vre-
dnostna funkcija (angl. value function) V dolocˇa kaj je dobro na dolgi rok. Vrednostna
funkcija izrazˇa tako takojˇsnjo kot dolgorocˇno nagrado, ki se lahko pricˇakuje iz obiska
stanja, in sicer izrazˇa skupno kolicˇino nagrade, za katero lahko ucˇenec predvidi, da
jo bo cˇez cˇas prejel z zacˇetkom v dolocˇenem stanju. Vrednosti uposˇtevajo stanja, ki
si najverjetneje sledijo, in nagrade teh stanj. Vrednostna funkcija V preslikuje stanja
s v vrednosti v. Najpomembnejˇsi del skoraj vseh algoritmov okrepitvenega ucˇenja je
ucˇinkovito ocenjevanje vrednosti. Tudi v vsakdanjem zˇivljenju velikokrat ocenjujemo
in napovedujemo dolgorocˇno vrednost situacij, kar nam predstavlja nemajhen izziv.
Stanja z visoko takojˇsnjo nagrado so lahko dolgorocˇno slaba in imajo nizˇjo vrednost
kot alternativna. Slasˇcˇica ima na primer kratkorocˇen uzˇitek, ampak pogosto ni naj-
boljˇsa izbira hrane kar se ticˇe nasˇega telesnega zdravja. Veljati zna tudi obratno, in
sicer ima stanje lahko zelo nizko takojˇsnjo nagrado, ampak se scˇasoma izkazˇe za naj-
boljˇso izbiro. Nasˇa pot do sluzˇbe je lahko hitrejˇsa, cˇe ne izberemo najkrajˇse poti po
dolzˇini, ampak uposˇtevamo promet do katerega nas zadana pot pripelje. Tudi zˇivali se
pri operantnem ucˇenju ucˇijo vrednosti in ne le takojˇsnjih nagrad. Hitro se naucˇijo, da
na dolgi rok nagrade prejmejo hitreje, cˇe se pravilno vedejo, kot pa, cˇe se ne. Medtem
ko so nagrade primarne, so vrednosti sekundarne. Brez nagrad ne bi bilo vrednosti,
a vedemo se glede na ocene vrednosti. Razlika je tudi v tem, da nagrade prihajajo iz
okolja, vrednosti pa moramo neprestano ocenjevati ucˇenci sami. Vrednostna funkcija
dolocˇa politiko vedenja, saj zˇelimo s slednjim povecˇati nagrade, katere opisuje funkcija
opisuje.
Vrednostna funkcija dejanj (angl. action-value function) Q je enakovredna vredno-
stni funkciji z razliko, da stanja s slika neposredno v dejanja a. Vrednostna funckija V
dolocˇa vrednost v stanja s (V (s) = v), medtem ko vrednostna funkcija dejanj dolocˇa
vrednost v dejanja a (Q(a) = v).
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Nekateri algoritmi znajo uporabiti tudi model okolja, pri drugih je pa opusˇcˇen.
2.2 Koncˇni Markov proces odlocˇanja
V okrepitvenem ucˇenju se ucˇenec vede na podlagi signala iz okolja, ki ga imenujemo
tudi stanje okolja. V tem razdelku je opisano kaj se zahteva od signala stanja in kaksˇne
informacije je smiselno pricˇakovati od signala.
Po eni strani lahko signal stanja pove veliko vecˇ, kot samo trenutne meritve. Stanja
so lahko predstavljena z mocˇno obdelanimi originalnimi meritvami ali pa s zapletenimi
strukturami, ki so zgrajene skozi cˇas. Ko na primer sliˇsimo odgovor “da”, se znajdemo
v zelo razlicˇnih stanjih odvisno od predhodnega vprasˇanja, ki ga ne sliˇsimo vecˇ.
Po drugi strani pa ne smemo predpostavljati, da nam signal stanja zna povedati
vse o okolju, ali celo vse kar nam bi priˇslo prav za odlocˇanje. Cˇe igramo igro s kartami
ne smemo predvidevati, da bomo izvedeli kaj imajo drugi igralci v rokah ali pa katera
je naslednja karta na vrhu kupa. Cˇe ucˇenec odgovori na telefon, ne smemo predposta-
vljati, da ve kdo ga klicˇe vnaprej. V obeh primerih obstajajo skrite informacije stanja,
ki jih ucˇenec ne more vedeti, ker jih ni nikoli prejel.
Idealno si zˇelimo signal stanja, ki povzame vse uporabne predhodne informacije.
Za to je navadno potrebna vecˇ kot samo trenutna informacija, ampak nikoli vecˇ kot
celotna preteklost vseh prejetih informacij. Za signal stanja, ki zadrzˇi vse uporabne
predhodne informacije pravimo, da je Markov oziroma, da ima Markovo lastnost. Na
primer, pri igri sˇtiri v vrsto je trenutna konfiguracija vseh polj Markovo stanje, ker
povzame vse pomembne informacije o poteku igre. Cˇeprav je veliko informacije o
poteku igre izgubljene, je vse pomembno sˇe vedno na voljo.
Pri koncˇnem sˇtevilu stanj in nagrad, je v splosˇnem dinamika okolja definirana samo
s popolno porazdelitvijo verjetnosti
Pr{rt+1 = r, st+1 = s′|s0, a0, r1, . . . , st−1, at−1, rt, st, at} (2.1)
na odziv okolja v cˇasu t + 1, na dejanje v cˇasu t in za vse vrednosti r, s′ in prejˇsnjih
dogodkov s0, a0, r1, . . . , st−1, at−1, rt, st, at. Cˇe ima signal stanja Markovo lastnost, pa je
odziv okolja v cˇasu t+ 1 odvisen samo od stanja in dejanja v cˇasu t in lahko dinamiko
okolja definiramo z dolocˇitvijo le porazdelitve verjetnosti
Pr{rt+1 = r, st+1 = s′|st, at}, (2.2)
za vse r, s′, st in at. Povedano drugacˇe, signal stanja ima Markovo lastnost in
je Markovo stanje, cˇe in samo cˇe je (2.1) enako (2.2) za vse s′, r, in preteklosti
s0, a0, r1, . . . , st−1, at−1, rt, st, at. V tem primeru pravimo, da ima celotno okolje in na-
loga Markovo lastnost.
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Cˇe ima okolje Markovo lastnost, lahko iz enostavne dinamike predhodnega stanja
(2.2) napovedujemo naslednje stanje in naslednjo nagrado za trenutno stanje in dejanje.
V tem okolju lahko napovedujemo vsa stanja in nagrade v prihodnosti enako dobro kot
bi lahko s popolno preteklostjo do trenutnega cˇasa. Sledi enako, da je najboljˇsa politika
izbire dejanj v Markovem stanju enako dobra kot najboljˇsa politika izbire dejanj s
trenutnim stanjem in popolno zgodovino.
Cˇeprav Markova lastnost velikokrat ne drzˇi popolnoma v nalogah okrepitvenega
ucˇenja, je vseeno zelo primerno razmiˇsljati o stanju v okrepitvenem ucˇenju kot pri-
blizˇnemu Markovemu stanju, saj name omogocˇa nam razmiˇsljati o odlocˇitvah in vre-
dnostih na podlagi trenutnega stanja.
Naloga okrepitvenega ucˇenja, ki izpolnjuje Markovo lastnost, se imenuje Markov
proces odlocˇanja (angl. Markov decision process – MDP). Cˇe gre pri prostoru stanj in
dejanj za koncˇen prostor, temu pravimo koncˇen Markov proces odlocˇanja (angl. finite
MDP).
Koncˇen MDP je torej popolnoma definiran s:
• koncˇno mnozˇico dosegljivih stanj S,
• koncˇno mnozˇico izvedljivih dejanj A,
• prehodno funkcijo, definirano na vseh stanjih iz S in za vsa dejanja iz A, ki je
za prehod v stanje s′ ∈ S odvisna samo od trenutnega stanja s ∈ S in dejanja
a ∈ A:
P (s′|s, a) = Pr{st+1 = s′|st = s, at = a}, (2.3)
• nagrajevalno funkcijo, ki je, posledicˇno od prehodne funkcije, tudi odvisna samo
od trenutnega stanja in trenutnega dejanja:
R(s, a, s′) = E[rt+1|st = s, at = a, st+1 = s′]. (2.4)
2.3 Diskretno okrepitveno ucˇenje
Ta razdelek povzema okrepitveno ucˇenje v diskretnem primeru, v katerem je prostor
stanj okolja diskreten in koncˇen, cˇas pa je razdeljen v diskretne korake.
Politika pi slika stanje v dejanje, kot je omenjeno v razdelku 2.1. Za koncˇne MDP
lahko definiramo tudi optimalno politiko (angl. optimal policy) pi?. Naj bosta pi in pi?
politiki in Vpi vrednostna funkcija politike pi ter Vpi? vrednostna funkcija politike pi
?.
Politika pi? je optimalna, cˇe ima vrednostno funkcijo Vpi? z naslednjo lastnostjo
Vpi?(s) >= Vpi(s), ∀s, (2.5)
Breulj R. Strojno ucˇenje iz interakcije.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 13
za vse mozˇne politike pi.
Kar je bilo do sedaj navedeno kot pricˇakovana dolgorocˇna nagrada, se pogosto
imenuje pricˇakovan donos (angl. expected return). Formalna definicija donosa nekega
stanja v cˇasu t za poslednje nagrade rt+1, rt+2, rt+3 . . . je
Rt = rt+1 + γrt+2 + γ
2rt+3 + · · ·+ γT−t−1rT =
T−t−1∑
k=0
γkrt+k+1, (2.6)
kjer je 0 ≤ γ ≤ 1. Donos je vsota vseh nadaljnjih nagrad, ki jih pricˇakujemo po cˇasu
t do koncˇnega stanja v cˇasu T . V koncˇnem stanju definiramo, da je prehod mozˇen
samo v isto stanje in nagrada ob prehodu vedno nicˇelna. S tem lahko poenotimo
epizodicˇne in neskoncˇne naloge z uvedbo konstante γ, ki predstavlja faktor popusˇcˇanja
(angl. discount factor), s tem da je lahko T = ∞ ali γ = 1, ampak ne oboje hkrati.
Pri neskoncˇnih nalogah, ki jih ne moremo razdeliti na epizode, je T =∞, saj se nikoli
ne koncˇajo, hkrati pa mora biti γ < 1, drugacˇe lahko donos postane neskoncˇen. Faktor
popusˇcˇanja dolocˇa, koliko zˇelimo uposˇtevati prihodnje nagrade. Z γ = 0 se osredotocˇi
samo za trenutno nagrado. Pri epizodicˇnih nalogah, kot so igre, je navadno γ = 1.
Za koncˇne MDP lahko vrednost stanja s po politiki pi, ti. vrednostno funkcijo Vpi(s),
definiramo kot pricˇakovan donos iz stanja s z nadaljnjim uposˇtevanjem politike pi,
formalno:
Vpi(s) = Epi[Rt|st = s] = Epi
[ ∞∑
k=0
γkrt+k+1
∣∣∣∣∣st = s
]
, (2.7)
kjer Epi[.] predstavlja pricˇakovano vrednostjo, cˇe ucˇenec sledi politiki pi.
Podobno lahko vrednost dejanja a v stanju s po politiki pi, ti. vrednostno funkcijo
dejanj Qpi(s, a), definiramo kot pricˇakovan donos iz stanja s ob dejanju a in nadaljnjim
uposˇtevanjem politike pi, formalno:
Qpi(s, a) = Epi[Rt|st = s, at = a] = Epi
[ ∞∑
k=0
γkrt+k+1
∣∣∣∣∣st = s, at = a
]
. (2.8)
2.4 Raziskovanje in izkoriˇscˇanje
Eden od izzivov okrepitvenega ucˇenja, ki jih ne najdemo v ostalih oblikah strojnega
ucˇenja, je kompromis med raziskovanjem (angl. exploration) in izkoriˇscˇanjem (angl.
exploitation). Med ucˇenjem, ko ucˇenec uporablja priblizˇek optimalne vrednostne funk-
cije za svoje vedenje, mu to omogocˇa pridobiti najvecˇjo znano nagrado, ampak nikjer
ni zagotovil, da je ta znana politika tudi v splosˇnem najboljˇsa. Boljˇsa resˇitev bi mogocˇe
lahko bila najdena, cˇe bi ucˇenec imel dovoljenje raziskovati dejanja, ki jih sˇe ni poiz-
kusil.
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Spodaj opisana -pozˇresˇna izbira dejanj je zelo preprosta in se v praksi pogosto
uporablja. Obstaja sˇe veliko drugih metod, nekaterih bolj kompleksnih od drugih. Vecˇ
primerov je v delu Thrun [27] ter Sutton in Barto [21].
2.4.1 -pozˇresˇna izbira dejanj
Eden izmed najbolj enostavnih pristopov k izbiri dejanja za ravnovesje med razisko-
vanjem in izkoriˇscˇanjem je uvod parametra , ki dolocˇi verjetnost izbire nakljucˇnega
dejanja. Po tej metodi ucˇenec ob vsakem koraku izbere nakljucˇno dejanje z verjetnostjo
 in pozˇresˇno dejanje z verjetnostjo 1− .
Velikokrat je koristno izbrati veliko nakljucˇnih dejanj ob zacˇetku ucˇenja in nato, ko
ucˇenje napreduje, znizˇati pogostost nakljucˇnih dejanj. S tem v fazi najvecˇjega ucˇenja
cˇimbolj raziˇscˇemo prostor stanj. Znizˇanje vrednosti  logicˇno znizˇa stopnjo raziskovanja
in zviˇsa stopnjo izkoriˇscˇanja. Tezˇava pri -pozˇresˇni metodi izbiranja dejanj (angl. -
greedy action selection) je v tem, da ne obstaja preprost nacˇin za izbiro vrednosti . V
veliko primerih je tezˇko izbrati, kdaj povecˇati ali znizˇati sˇtevilo nakljucˇnih dejanj, ki
naj jih ucˇenec izbere.
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3 Tabularne resˇitve
V tem poglavju so opisani kljucˇni algoritmi okrepitvenega ucˇenja v njihovih enostavnih
oblikah – ko je prostor stanj in dejanj dovolj majhen za predstavitev ocenjene vredno-
stne funkcije s poljem ali tabelo. V teh primerih znajo algoritmi najti optimalno
vrednostno funkcijo in optimalno politiko vedenja. To je v nasprotju z aproksima-
cijskimi metodami opisanimi v naslednjem poglavju, katere znajo najti le priblizˇne
resˇitve, ampak jih lahko ucˇinkovito uporabljamo na veliko vecˇjih problemih.
3.1 Dinamicˇno programiranje
Richard Bellman je avtor dinamicˇnega programiranja (angl. dynamic programming –
DP), izraza, ki se nanasˇa na zbirko algoritmov, katere lahko uporabimo za izracˇunati
optimalno politiko za MDP. Algoritmi dinamicˇnega programiranja za delovanje po-
trebujejo popoln in natancˇen model okolja. Vsi se nanasˇajo na Bellmanovo enacˇbo
[18]
Vpi(s) = Epi[Rt|st = s]
= Epi
[ ∞∑
k=0
γkrt+k+1
∣∣∣∣∣st = s
]
= Epi
[
rt+1 + γ
∞∑
k=0
γkrt+k+2
∣∣∣∣∣st = s
]
=
∑
a
pi(a|s)
∑
s′
P (s′|s, a)
[
R(s, a, s′) + γEpi
[ ∞∑
k=0
γkrt+k+2
∣∣∣∣∣st+1 = s′
]]
=
∑
a
pi(a|s)
∑
s′
P (s′|s, a) [R(s, a, s′) + γVpi(s′)] . (3.1)
Bellmanova enacˇba pravi, da je mozˇno izracˇunati vrednost vseh stanj s, torej V (s) z
rekurzivnimi koraki cˇez vsa stanja, ki so povezana s stanjem s. Izraz povezana je tukaj
definiran na naslednji nacˇin: dve stanji s in s′ sta povezani, cˇe in samo cˇe je P (s′|s, a) >
0 pri vseh a ∈ A. Postopek se ponovi za vsak s′ povezan s s, dokler ne pridemo do
koncˇnega stanja. Verjetnost P (s′|s, a) dolocˇa, koliksˇen vpliv ima izraz R(s, a, s′) +
γVpi(s
′) vpliv na vrednost stanja s. Pomembno se je zavedati, da potrebujemo za
izracˇun enacˇbe celotno prehodno funkcijo P . Cˇe je P znan, se enacˇba razsˇiri na sistem
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enacˇb, ki ga lahko resˇimo enostaven nacˇin.
Bellman je opozoril na tezˇavo, da se sˇtevilo izracˇunov, ki so potrebni za resˇitev
sistema enacˇb, vecˇa eksponentno z sˇtevilom vhodnih dimenzij. Poimenoval jo je pre-
kletstvo dimenzionalnosti (angl. the curse of dimensionality). Gre za dobro znano
tezˇavo na podrocˇju strojnega ucˇenja, izvira pa iz dejstva, da se prostor stanj vecˇa
eksponentno s sˇtevilom vhodnih dimenzij.
Teorem izboljˇsanja politike (angl. policy imporvement theorem) navaja, da ko spre-
menimo pot politike na pot, ki je po vrednostni funkciji boljˇsa, dobimo izboljˇsano
politiko. Ta lastnost se uporablja tako v metodah dinamicˇnega programiranja kot tudi
v veliki meri drugih algoritmov okrepitvenega ucˇenja, kamor sodijo tudi algoritmi, ki
so opisani v nadaljevanju.
3.2 Metode Monte Carlo
Za razliko od metod DP, metode Monte Carlo (MC) vrednostno funkcijo ocenjujejo
na podlagi interakcije z okoljem in ne potrebujejo popolnega znanja o okolju. Metode
Monte Carlo potrebujejo samo izkusˇnje – vzorcˇna zaporedja stanj, dejanj in nagrad –
ki jih pridobijo med interakcijo z okoljem ali pa iz simuliranih interakcij z okoljem. Za
presenetljivo veliko aplikacij je enostavno simulirati vzorcˇne epizode, cˇeprav je tezˇko
zgraditi celoten ekspliciten model prehodnih verjetnosti, ki jih potrebujejo DP metode.
Metode Monte Carlo so nacˇin resˇevanja problema okrepitvenega ucˇenja z pov-
precˇenjem donosov stanj iz celotnih epizod. Ker so vrednosti stanj enostavno samo
predviden donos – predvidena nabrana zakasnjena nagrada – z zacˇetkom v tem sta-
nju, lahko za oceno iz izkusˇenj preprosto povprecˇimo pridobljene donose iz tega stanja.
Postopoma s pridobitvijo vecˇje kolicˇine donosov povprecˇje konvergira k pricˇakovani
vrednosti. Samo po zakljucˇku epizode se ocenjene vrednosti in politika spremenijo.
Ucˇenje torej poteka postopoma iz epizode do epizode in ne iz enega stanja v drugega.
Cˇe zˇelimo oceniti Vpi(s), tj. vrednost nekega stanja s po politiki pi, imenujemo
vsak pojav stanja s v enem od epizod obisk (angl. visit) stanja s. Metoda every-visit
MC oceni Vpi(s) kot povprecˇje donosov po vsakem obisku stanja s v vsaki epizodi,
metoda first-visit MC pa uporablja samo povprecˇje donosov po prvem obisku stanja s
v vsaki epizodi. Oba algoritma po pravilu o velikih sˇtevilih konvergirata k pricˇakovani
vrednosti Vpi(s), ko gre sˇtevilo obiskov stanja s v neskoncˇnost [31].
Naivna implementacija povprecˇenja donosov je hranitev vsakega prejetega donosa
Rt za vsako stanje. Ko nato potrebujemo oceno vrednosti stanja, lahko to enostavno
izracˇunamo z
Vt(s) =
R1 +R2 + · · ·+RKs
Ks
, (3.2)
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kjer so R1, . . . , RKs vsi prejeti donosi v stanju s pred cˇasom t in K sˇtevilo prejetih
donosov. Problem pri tej preprosti implementaciji je, da se spominske in racˇunske
zahteve cˇez cˇas neomejeno povecˇujejo. Vsak nov donos po obisku stanja potrebuje vecˇ
spomina za shrambo in izracˇun Vt(s) potrebuje vecˇ cˇasa.
Taksˇna implementacija seveda ni potrebna. Enostavno je oblikovati postopno pra-
vilo posodobitve, ki potrebuje konstanten cˇas in spomin. Naj bo Vk za neko stanje
ocena vrednosti za k-ti donos, to je povprecˇje prvih k − 1 donosov. Povprecˇje vseh k
donosov lahko potem izracˇunamo z
Vk+1 =
1
k
k∑
i=1
Ri
=
1
k
(
Rk +
k−1∑
i=1
Ri
)
=
1
k
(Rk + (k − 1)Vk + Vk − Vk)
=
1
k
(Rk + kVk − Vk)
= Vk +
1
k
[Rk − Vk] , (3.3)
kar drzˇi tudi za k = 1.
Ta oblika postopnega pravila posodobitve (3.3) se pogosto uporablja v algoritmih
okrepitvenega ucˇenja, kateri svoje ocene posodabljajo cˇez cˇas. Splosˇna oblika tega
pravila je
NovaOcena← StaraOcena+ V elikostKoraka [Cilj − StaraOcena] . (3.4)
Izraz [Cilj − StaraOcena] je napaka (angl. error) v oceni vrednosti. Napaka se znizˇa
s korakom proti cilju (angl. target), ki predstavlja zazˇeleno smer, v katero bi se radi
premaknili; v zgornjem primeru je to k-ti donos.
Parameter velikosti koraka (angl. step-size) se v zgornji metodi spreminja v vsakem
cˇasovnem koraku ( 1
k
). V literaturi ga pogosto zaznamuje α in je podan v intervalu
[0, 1]. Imenuje se tudi stopnja ucˇenja (angl. learning rate), saj dolocˇa hitrost, s katero
se pomikamo proti ciljni vrednosti. V praksi je velikokrat konstanten ali pa se nizˇa cˇez
cˇas.
Enostavno pravilo posodobitve vrednosti nekega stanja st na podlagi every-visit
MC metode lahko torej opiˇsemo z
V (st)← V (st) + α[Rt − V (st)], (3.5)
kjer je Rt dejanski donos. Monte Carlo metode pocˇakajo dokler ni znan celoten donos
stanja, preden ga uporabijo za oceno V (st) – pocˇakajo torej do konca epizode.
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Pomemben dejavnik pri metodah MC je ta, da so ocene vsakega stanja neodvisne.
Ocena enega stanja ne gradi na oceni kateregakoli drugega stanja, kot velja pri DP
metodah. Lastnost grajenja ene ocene vrednosti na podlagi druge ocene vrednosti
imenujemo zagon (angl. bootstrapping).
Z delnim modelom okolja so vrednostne funkcije zadostne za izbiro dejanj; eno-
stavno pogledamo naprej, v katero stanje nas dejanje pelje. Brez modela pa vredno-
stne funkcije niso zadostne za krmiljenje. Eksplicitno moramo oceniti vrednost vsakega
dejanja v vsakem stanju, da se bomo znali vesti. Ocena vrednostne funkcije dejanj,
Q(s, a) je v glavnem enaka, kot za V (s):
Q(st, at)← Q(st, at) + α[Rt −Q(st, at)]. (3.6)
MacKay [6] povzema Monte Carlo metode v splosˇnem, Sutton in Barto [21] pa v
aplikaciji na okreptivenem ucˇenju.
3.3 Ucˇenje na podlagi cˇasovne razlike – TD(0)
Ucˇenje na podlagi cˇasovne razlike (angl. temporal-difference – TD) je ena izmed osre-
dnjih idej v okrepitvenem ucˇenju. Medtem ko metode Monte Carlo za izracˇun poso-
dobitve V (st) cˇakajo do konca epizode, metode TD pocˇakajo en sam cˇasovni korak.
V cˇasu t + 1 zˇe tvorijo ciljno vrednost in jo skupaj z zaznano nagrado rt+1 in oceno
V (st+1) uporabijo za posodobitev ocene prejˇsnjega stanja V (st). Najenostavnejˇsa TD
metoda, znana kot TD(0) je
V (st)← V (st) + α[rt+1 + γV (st+1)− V (st)]. (3.7)
Pri posodobitvi MC metode je ciljna vrednost Rt, pri TD pa rt+1 + γVt(st+1). Cilj
posodobitvenega pravila za TD izhaja neposredno iz Bellmanove enacˇbe (3.1).
Tako kot metoda DP, tudi TD uporablja zagonsko lastnost grajenja ocene vrednosti
prejˇsnjega stanja na podlagi ocene vrednosti trenutnega stanja. Hkrati pa ima TD tudi
lastnost MC metode, da ne potrebuje modela okolja. Kljucˇna prednost TD metod je,
da posodabljajo ocene iz koraka v korak napram MC metodam, ki morajo pocˇakati na
celoten donos, sˇe posebej ko so epizode dolge.
Sˇtevilo 0 v TD(0) se nanasˇa na dejstvo, da algoritem posodobi samo vrednost enega
prejˇsnjega stanja. Obstaja seveda tudi zelo podoben algoritem za oceno vrednosti
dejanj:
Q(st, at)← Q(st, at) + α[rt+1 + γQ(st+1, at+1)−Q(st, at)], (3.8)
z imenom SARSA(0) (Statet, Actiont, Rewardt+1, Statet+1, Actiont+1).
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Obe metodi konvergirata k optimalni politiki, cˇe je α dovolj majhen oziroma se
zmanjˇsuje cˇez cˇas in cˇe so vsa stanja oziroma vsi pari (stanje, dejanje) obiskani ne-
skoncˇnokrat [32].
3.4 Zdruzˇitev metod – TD(λ)
TD(0) glede na obiskano stanje posodobi samo vrednost prejˇsnjega stanja. Novost pri
TD(λ) algoritmu je sposobnost, da razsˇiri znanje nazaj v poljubno sˇtevilo vrednosti
prejˇsnjih stanj.
Za dosego tega se uvaja faktor λ v intervalu [0, 1], ki dolocˇa koliko dalecˇ nazaj se
znanje sˇiri – koliko prejˇsnjih stanj bomo posodabljali oziroma s koliksˇnim vplivom jih
bomo posodabljali. Z λ = 0 dobimo TD(0) metodo (znanje se razsˇiri samo na prejˇsnje
stanje), z λ = 1 pa MC metodo (znanje se razsˇiri na vsa prejˇsnja stanja). TD(λ)
predstavlja most med metodo MC in TD(0).
Splosˇna ciljna vrednost za TD(λ) je
Rλt = (1− λ)
∞∑
n=1
λn−1R(n)t , (3.9)
kjer je donos R
(n)
t razsˇirjen iz ocene vrednosti enega koraka v prihodnosti
R
(1)
t = rt+1 + γV (st+1) (3.10)
na oceno vrednosti n-tega koraka v prihodnosti
R
(n)
t = rt+1 + γrt+2 + γ
2 + · · ·+ γn−1rt+n + γnV (st+n). (3.11)
Za primerjavo se pri metodi MC uporablja tocˇen donos
Rt = rt+1 + γrt+2 + γ
2rt+3 + · · ·+ γT−t−1rT . (3.12)
Ciljna vrednost predstavlja povprecˇje donosov za vse razlicˇne dolzˇine korakov, kjer je
vsak donos utezˇen z λn−1. Normalizacijski faktor 1 − λ poskrbi, da se utezˇi sesˇtevajo
v vsoto 1. Donos enega koraka dobi najvecˇjo utezˇ, 1 − λ; donos drugega koraka dobi
drugo najvecˇjo utezˇ (1− λ)λ; donos tretjega koraka dobi utezˇ (1− λ)λ2 in tako dalje.
V vsakem koraku se utezˇ znizˇa za λ.
Splosˇno pravilo posodobitve vrednostne funkcije lahko torej podamo z
V (st)← V (st) + α[Rλt − V (st)]. (3.13)
Za prakticˇno implementacijo algoritma potrebujemo dodatno spremenljivko za vsako
stanje, ki dolocˇa koliksˇen vpliv bo imelo neko prihodnje dejanje na vrednost tega stanja.
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Te spremenljivke imenujemo sledi primernosti (angl. eligibility traces) e. Posodabljamo
jih po pravilu akumulacijskih sledi (angl. accumulating traces)
et(s) =
{
γλet−1(s) cˇe s 6= st;
γλet−1(s) + 1 cˇe s = st,
(3.14)
ali pa zamenjalnih sledi (angl. replacing traces)
et(s) =
{
γλet−1(s) cˇe s 6= st;
1 cˇe s = st,
(3.15)
kjer je γ faktor popusˇcˇanja, kot je opisano v predhodnem razdelku. Na vsakem ko-
raku se sledi primernosti znizˇajo za γλ, sled obiskanega stanja pa se zviˇsa za 1 ali pa
ponastavi na 1. Parameter λ se iz tega razloga imenuje tudi parameter popusˇcˇanja
sledi (angl. trace-decay parameter). Z akumulacijskimi sledmi se sled povecˇa za 1 ob
vsakem obisku, kar jo lahko dvigne nad vrednostjo 1, medtem ko se pri zamenjalnih
sled vedno ponastavi na 1. V poljubnem cˇasu sledi dolocˇajo, katera stanja so bila
nedavno obiskana. TD(1) z akumulacijskimi sledmi je logicˇno povezan z every-visit
MC, TD(1) z zamenjavnimi sledmi, pa z first-visit MC [31]. Cˇeprav je razlika majhna,
lahko zamenjalne sledi pripeljejo do znatno hitrejˇsega ucˇenja [21].
Celoten algoritem TD(λ) za napoved vrednosti z zamenjalnimi sledmi je predsta-
vljen v tabeli 2. Napaka v oceni vrednosti pri TD metodah je
δt = rt+1 + γVt(st+1)− Vt(st) (3.16)
katera se prenese na posodobitve vseh vrednosti stanj, ki imajo nenicˇelne sledi:
∆Vt(s) = αδtet(s), ∀s ∈ S. (3.17)
TD algoritem za krmiljenje SARSA(λ) se je razvil iz TD(λ) preprosto z zamenjavo
Vt(s) za Qt(s, a) in et(s) za et(s, a) (tabela 3), podobno kot pri SARSA(0).
Singh in ostali so dokazali, da TD(λ) konvergira k optimalni resˇitvi [32].
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Tabela 2: Algoritem TD(λ) z zamenjalnimi sledmi.
Inicializiraj V poljubno
Za vsako epizodo:
Inicializiraj e(s) = 0, ∀s ∈ S
Inicializiraj s
Za vsak korak:
a← dejanje po pi za s
Izvedi dejanje a, opazuj nagrado r in naslednje stanje s′
δ ← r + γV (s′)− V (s)
e(s)← 1
Za vsak s ∈ S:
V (s)← V (s) + αδe(s)
e(s)← γλe(s)
s← s′
dokler ni s koncˇno stanje
Tabela 3: Algoritem SARSA(λ) z zamenjalnimi sledmi.
Inicializiraj Q poljubno
Za vsako epizodo:
Inicializiraj e(s, a) = 0, ∀s ∈ S,∀a ∈ A(s)
Inicializiraj s, a
Za vsak korak:
Izvedi dejanje a, opazuj r, s′
a← dejanje po pi za s
Izberi dejanje a′ iz stanja s′ po politiki iz Q (npr. -pozˇresˇno)
δ ← r + γQ(s′, a′)−Q(s, a)
e(s, a)← 1
Za vsak s ∈ S in a ∈ A(s):
Q(s, a)← Q(s, a) + αδe(s, a)
e(s, a)← γλe(s, a)
s← s′; a← a′
dokler ni s koncˇno stanje
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4 Posplosˇevanje in funkcijska
aproksimacija
Vsi algoritmi do sedaj so predpostavljali, da ocenjene vrednosti hranimo v tabeli, torej
z enim vpisom za vsako vrednost. Tezˇava je v tem, da je to mogocˇe le pri majhnemu
sˇtevilu stanj in dejanj. Problem ni samo v kolicˇini potrebnega spomina, ampak tudi
v cˇasu in kolicˇini podatkov, ki so potrebni za pravilno ocenjevanje celotne tabele.
Potrebujemo nacˇin za posplosˇevanje znanja iz izkusˇenj omejenega sˇtevila stanj.
Posplosˇevanje je izcˇrpno preucˇeno v obliki funkcijskih aproksimacij na podrocˇju
nadzorovanega ucˇenja – umetnih nevronskih mrezˇah, prepoznavi vzorcev in stati-
sticˇnem prilagajanju krivulj. Nacˇeloma lahko katerokoli izmed teh metod uporabljamo
v okrepitvenem ucˇenju – posebej popularne so nevronske mrezˇe in metode gradient
descent.
4.1 Nevronske mrezˇe
Eden izmed najzanimivejˇsih in najbolj raziskanih funkcijskih aproksimatorjev se zgle-
duje po najspretnejˇsem posplosˇevalcu v naravi – mozˇganih. Umetne nevronske mrezˇe
(angl. artificial neural network) so v splosˇnem opredeljene kot sistem povezanih mo-
delov nevronov, ki znajo iz vecˇ vhodnih vrednosti izracˇunati eno izhodno.
Nevroni se logicˇno povzemajo kot linearna funkcija y(x), kjer je vsaka vrednost iz
vhodnega vektorja x utezˇena z vrednostjo iz utezˇnega vektorja w:
y(x) = wTx + ω0. (4.1)
Cˇe je vhodni vektor dvodimenzionalen, potem utezˇni vektor dolocˇa orientacijo ravnine
in ω (angl. bias) dolocˇa pravokotno razdaljo ravnine od srediˇscˇa prostora. Na funkcijo
lahko gledamo tudi s staliˇscˇa funkcijske aproksimacije, kjer pri vhodu x spreminjamo
w, da dosezˇemo zˇelen izhod y(x). Pogosto se rezultat spusti sˇe skozi monotonicˇno
nelinearno aktivacijsko oziroma preklopno funkcijo g:
y(x) = g(wTx + ω0). (4.2)
Cˇeprav je g nelinearna funkcija, je odlocˇitvena meja sˇe vedno linearna, ker je g mono-
tonicˇna.
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Najpogostejˇsi aktivacijski funkciji sta sigmoidni zaradi enostavnosti izracˇuna njunih
odvodov: logisticˇna funkcija (zaloga vrednosti [0, 1])
g(a) =
1
1 + e−a
(4.3)
in hiperbolicˇna tangentna funkcija (zaloga vrednosti [−1, 1])
tanh(a) =
1− e−2a
1 + e−2a
. (4.4)
Zaradi simetrije in na splosˇno boljˇsih rezultatov se pri ucˇenju priporocˇa uporaba
tanh [37].
Za ucˇenje nevrona – da vemo v katero smer moramo spremeniti utezˇ – moramo
definirati neko napako E glede na izhod nevrona:
wt+1 = wt + αExt. (4.5)
Posamezni nevroni se niso zmozˇni naucˇiti nelinearno locˇljivih vzorcev, kot je na
primer logicˇna funkcija XOR [24]. Cˇe pa nevrone povezˇemo v vecˇnivojsko feedforward
nevronsko mrezˇo (angl. multilayer feedforward neural network) z vsaj tremi nivoji in
dovolj velikim sˇtevilom nevronov v srednjem nivoju, postane mrezˇa univerzalni apro-
ksimator – poljubno natancˇno lahko aproksimira poljubno zvezno funkcijo, ki slika iz
realnih sˇtevil v realna sˇtevila [16]. Feedforward pomeni, da mrezˇa nima usmerjenih
ciklov oziroma, da informacija iz vhodov na izhode potuje samo v eno smer.
Med probleme nevronskih mrezˇ sodi veliko sˇtevilo spremenljivk, ki jih moramo
dolocˇiti empiricˇno (sˇtevilo nivojev, sˇtevilo nevronov v vsakem nivoju, stopnje ucˇenja),
neenotna predstavitev vhodov, zacˇetne vrednosti utezˇi, pocˇasna hitrost ucˇenja, preko-
merno prilagajanje (overfitting ali overtraining) in konvergiranje k lokalnem minimumu.
4.2 Zdruzˇitev TD(λ) z nevronskimi mrezˇami
Ucˇenje na podlagi cˇasovne razlike TD(λ) lahko zdruzˇimo z metodo gradient descent
za izracˇun napake in uporabimo backpropagation algoritem za razsˇiritev napake po
nevronski mrezˇi [2].
Posodobitveno pravilo za utezˇ nevrona v tem primeru postane
wt+1 = wt − α(Rλt − V (st))
∂V (st)
∂wt
. (4.6)
Izrazˇeno s sledmi primernosti:
wt+1 = wt − αδtet, (4.7)
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kjer je δt TD-napaka (angl. TD-error)
δt = rt+1 + γV (st+1)− V (st) (4.8)
in et je vektor sledi primernosti, ena sled za vsako utezˇ v vektorju wt,
et = γλet−1 +
∂V (st)
∂wt
(4.9)
z e0 = 0.
Cˇe politika vedenja oziroma vzorcˇenje sledi dinamiki MDP-ja v interesu, potem
linearni funkcijski aproksimatorji s TD(λ) dokazano konvergirajo z verjetnostjo 1 [15].
Za oﬄine vzorcˇenje in nelinearne funkcijske aproksimatorje, kot so nevronske mrezˇe z
backpropagation, pa ni zagotovljena konvergenca; sˇtevilni primeri kazˇejo, da divergi-
rajo [14], cˇeprav obstajajo tudi empiricˇni uspehi, kot je TD-Gammon [11].
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5 Ucˇenje na namizni igri Hex
V tem poglavju so metode okrepitvenega ucˇenja uporabljene na racˇunalniˇski simulaciji
namizne igre Hex. Najprej je opisana igra in njena pravila ter lastnosti, nato so pred-
stavljene implementacije razlicˇnih metod. Na koncu poglavja so primerjani sˇe rezultati
iz ucˇenja.
5.1 Ozadje
Hex je abstraktna potezna strategija za dva igralca. Igra se na heksagonalni mrezˇi,
katera je navadno urejena v obliki romba. Velikost mrezˇe je poljubna. Medtem ko je v
namizni razlicˇici pogosto v velikosti 11 × 11, so v tem primeru zaradi velikega sˇtevila
stanj raziskane predvsem velikosti 3× 3 in 4× 4.
Vsak od igralcev ima dodeljeno eno barvo, pri cˇemer so pogoste zlasti rdecˇa in
modra ali bela in cˇrna. Igralci izmenicˇno zavzemajo polja eno po eno, dokler eden
izmed igralec ne povezˇe nasprotni stranici svoje barve. Zmaga tisti igralec, ki prvi
vzpostavi povezavo med svojima stranicama.
Hex spada v kategorijo koncˇnih (tj. koncˇa se v koncˇnem sˇtevilu korakov) deter-
ministicˇnih (tj. brez nakljucˇnih dejavnikov) iger za dve osebi s popolno informacijo o
stanju. Igra se nikoli ne more koncˇati neodlocˇno – nasprotniku lahko povezavo stranic
preprecˇimo samo tako, da povezˇemo svoji stranici. Ko so stranice mrezˇe enako dolge,
ima prednost prvi igralec. Ker je Hex koncˇna igra s popolno informacijo, ki se ne
more koncˇati neodlocˇeno, sledi, da ima ali prvi ali drugi igralec zmagovalno strategijo.
Cˇe predpostavimo, da ima drugi igralec zmagovalno strategijo, jo lahko prvi igralec
“ukrade” s tem, da naredi poljubno potezo in nato sledi zmagovalni strategiji drugega
igralca. Dodatna poteza za bodisi igralca v kateremkoli polozˇaju lahko samo izboljˇsa
polozˇaj tega igralca, kar pomeni, da je prvi igralec v prednosti in ima on zmagovalno
strategijo. Formalen dokaz je Maarup opisal v [35]. Ta argument samo dokazuje obstoj
zmagovalne strategije in je ne opisuje eksplicitno.
Even in Tarjan [28] sta dokazala, da je ugotavljanje, ali je dolocˇen polozˇaj v igri Hex
zmagovalen, PSPACE-polno. Splosˇno se domneva, da se PSPACE-polnih problemov
ne da resˇiti z ucˇinkovitimi algoritmi (tj. v polinomskem cˇasu).
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5.2 Implementacija
Igra – tako okolje kot igralci – je implementirana v programskem jeziku Java za izko-
ristek mocˇne standardne knjizˇnice in enostavne izvedbe graficˇnega vmesnika za vse tri
glavne operacijske sisteme.
Celotna naloga, vkljucˇno z izvorno kodo in LATEX dokumenti, je dostopna na sple-
tnem naslovu https://github.com/SephiRok/Hex.
5.2.1 Graficˇni vmesnik
Spremljajocˇe k igralni logiki in algoritmom ucˇenja je dodelan graficˇni vmesnik.
Slika 3: Graficˇni vmesnik implementacije igre Hex.
V zgornjem delu okna najdemo vrsto nastavitev, katere lahko spreminjamo med
delovanjem programa. Na levi so podani parametri okolja: velikost mrezˇe, zakasnitev
pri obdelavi, zakasnitev po koncˇani igri, nagrada za posamezno potezo, nagrada za
zmago, nagrada za poraz in gumbi za ponastavitev okolja ali igralcev. Na desni pa
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so podani parametri igralcev. Za oba igralca – modrega in rdecˇega – lahko izbiramo
med implementiranimi ucˇenci. Modri igralec ima prvi korak pri vsaki igri. Na voljo so
naslednje mozˇnosti: brez igralca, cˇlovesˇki igralec, nakljucˇni igralec, TD(λ) tabularni
ucˇenec in TD(λ) ucˇenec z nevronsko mrezˇo. Implementacija ucˇencev je podrobneje
opisana v sledecˇih razdelkih. Pod imenom ucˇenca najdemo tudi nekaj njegove statistike:
razmerje med zmagami in porazi, sˇtevilo zaporednih zmag, ocena vrednosti trenutnega
stanja in ocena napake. Ucˇence (njihove naucˇene vrednosti ter statistiko) lahko tudi
ponastavimo, shranimo za poznejˇso rabo ali pa nalozˇimo v program.
V spodnjem delu okna se nahaja igralna mrezˇa v obliki romba. Stranice igralne
povrsˇine so v barvi posameznega igralca. Za zmago mora igralec povezati stranici svoje
barve. Cˇe je dolocˇen cˇlovesˇki igralec, lahko s klikom na posamezno polje zavzamemo
prosta polja. Pred potezo igralca z umetno inteligenco pa je v sredini posameznega
polja prikazana njegova ocenjena vrednost za zavzem tega polja.
Graficˇni vmesnik in racˇunski del sta v locˇenih nitih. Med seboj komunicirata s
posˇiljanjem sporocˇil.
5.2.2 Okolje
Okolje igre je zgrajeno na osnovnih nacˇelih okrepitvenega ucˇenja, ki so opisani v raz-
delku 2.1.
Osnovna zanka okolja je opisana s psevdokodo v tabeli 4.
Tabela 4: Osnovna zanka okolja igre Hex.
Okolje ponastavi na zacˇetno stanje
Sporocˇi zacˇetek igre
Ponavljaj:
Cˇe ni zmagovalca:
Naslednjemu igralcu sporocˇi stanje in ga vprasˇaj za potezo
Potezo sporocˇi graficˇnemu vmesniku
Preveri, cˇe je poteza zmagovalna
Igralcu sporocˇi nagrado za potezo, zmago ali poraz
drugacˇe:
Sporocˇi zakljucˇek igre in zmagovalca
Okolje ponastavi na zacˇetno stanje
Sporocˇi zacˇetek igre
Stanje je s strani okolja opisano preprosto z opredelitvijo imetnika vsakega polja.
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Nagrajevalna funkcija je dolocˇena na naslednji nacˇin:
r(s) =

1.0 za zmago;
−1.0 za poraz;
0.0 drugacˇe,
(5.1)
za ucˇenje najkrajˇse poti za povezavo dveh stranic pa je zanimiva tudi funkcija
r(s) =

1.0 za zmago;
−1.0 za poraz;
−1.0 drugacˇe.
(5.2)
5.2.3 TD(λ) tabularni ucˇenec
Namesto ucˇenja vrednosti stanj ali parov stanje-dejanje pred potezo kot je obicˇajno,
ta ucˇenec ocenjuje vrednosti stanj po svoji potezi. Sutton in Barto [21] taksˇna stanja
imenujeta afterstate, njihovo vrednostno funkcijo pa afterstate value function. Taksˇen
pristop je uporaben, ko vemo, kaksˇna bo neposredna posledica nasˇega dejanja – imamo
delni model okolja – kot navadno velja pri igrah. Pri igri Hex vemo, kaksˇno bo stanje
igre za vsako nasˇe mozˇno dejanje. Afterstate ocene so naravna pot za izrabo tega
znanja in privedejo do ucˇinkovitejˇse metode ucˇenja.
Razlog, zakaj je algoritem ucˇinkovitejˇsi, cˇe je zasnovan na stanjih afterstate, je
razviden iz slike 4. Konvencionalne metode slikajo stanja in poteze v ocene vrednosti,
ampak veliko teh parov doprinese do enakega sledecˇega stanja. Afterstate ocene ti dve
enakovredni oceni zdruzˇijo v eno, kar privede do hitrejˇsega ucˇenja – ucˇenje o enem
dejanju se avtomaticˇno prenese na drugo dejanje.
Slika 4: Dva razlicˇna para stanja in dejanja privedeta do enakega posledicˇnega sta-
nja [21].
Pri implementaciji ocenjevanja afterstate vrednosti pa nastopi tudi tezˇava. Algo-
ritma TD(λ) (tabela 2) ne moremo uporabiti neposredno, ker je namenjeno napovedo-
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vanju vrednosti stanja pred dejanjem in ne po dejanju – nagrade pri TD(λ) prispevajo
k oceni stanja pred dejanjem. Tezˇavo lahko nazorno prikazˇemo s primerom poteze
do koncˇnega stanja pri igri Hex. Predpostavljajmo, da smo v stanju st eno potezo
pred zmago. Ko izvedemo zmagovalno potezo at preidemo v koncˇno stanje st+1 in
dobimo nagrado rt+1 = 1. Po TD(λ) se ta nagrada uposˇteva za posodobitev vrednosti
stanja pred zmagovalno potezo st, kar ni ustrezno za nasˇ primer. Cˇe nagrado tako
uposˇtevamo, nagrada sploh ne bo vplivala na stanje ki je pravzaprav povzrocˇilo zmago
st+1. S tem povsem izgubimo vrednotenje koncˇnega stanja; nagrade so v splosˇnem
nepravilno zamaknjene za en cˇasovni korak:
V (st)← V (st) + α[rt+1 + γV (st+1)− V (st)]. (5.3)
Cˇe se zgledujemo po krmilnem algoritmu SARSA(λ) (tabela 3), opazimo, da oce-
njuje vrednost samega dejanja Q(s, a). Vrednost izvedenega dejanja Q(st, at) se poso-
dobi z uporabo vrednosti naslednjega dejanja Q(st+1, at+1). Nagrada se za nasˇ primer
pravilno uporabi za posodobitev izvedenega dejanja at. Tezˇava za afterstate vrednosti
v tem primeru nastopi pri pridobitju vrednosti za naslednje stanje. Ker je po nasˇem
dejanju na vrsti za potezo naslednji igralec, stanja po tem v katerega preidemo ne
moremo predvideti:
Q(st, at)← Q(st, at) + α[rt+1 + γQt(st+1, at+1)−Qt(st, at)]. (5.4)
Kljucˇ resˇitve je ravno pri zamiku nagrade. V cˇasu t za predkoncˇno stanje st moramo
uporabiti nagrado rt namesto nagrade rt+1. Po koncˇani igri pa moramo zato sprozˇiti
ucˇenje sˇe za koncˇno stanje st+1 in uporabiti nagrado rt+1. Z drugimi besedami: za
posodabljanje prejˇsnje afterstate vrednosti moramo uporabiti prejˇsnjo nagrado:
V (st)← V (st) + α[rt + γV (st+1)− V (st)]. (5.5)
Celoten algoritem ucˇenca je podan v tabeli 5. Vrednosti stanj in sledi primernosti se
v tabelo dodajo ob prvem obisku v zˇivljenju ucˇenca, privzeto imajo neobiskana stanja
vrednost V (s) = 0 in sledi primernosti e(s) = 0. A(s) je mnozˇica vseh mozˇnih dejanj
v stanju s, mnozˇica P pa vsebuje vsa obiskana stanja v posamezni igri. Ostale oznake
so enake kot v prejˇsnjih poglavjih.
Parametri so bili dolocˇeni empiricˇno. Faktor popusˇcˇanja γ je nastavljen na 1, saj
gre za epizodicˇni problem, stopnja ucˇenja α na 0.95, parameter popusˇcˇanja sledi λ na
0.6 in  na 0.
5.2.4 TD(λ) ucˇenec z nevronsko mrezˇo
Ta ucˇenec uporablja tudi afterstate vrednosti, kot je opisano v prejˇsnjem razdelku 5.2.3.
Algoritem se drugacˇe nanasˇa povsem na TD(λ), metodo gradient descent in na algori-
tem backpropagation, kot so opisani v 4. poglavju.
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Tabela 5: Algoritem tabularnega TD(λ) ucˇenca za igro Hex.
Inicializiraj obiskana stanja v tej igri P = ∅
Za vsako igro:
e(s)← 0, ∀s ∈ P
s← stanje iz okolja
P ← {s}
r ← 0
Za vsako zahtevano potezo:
s← stanje iz okolja
Ponastavi Q
Za vsak a ∈ A(s):
Simuliraj dejanje a, opazuj naslednje stanje s′
Q(a)← V(s’)
a← maxaQ(a) oz. nakljucˇno dejanje -verjetno
Izvedi dejanje a in opazuj naslednje stanje s′
δ ← r + γV (s′)− V (s)
e(s)← 1
Za vsak s ∈ P :
V (s)← V (s) + αδe(s)
e(s)← V (s) + γλe(s)
P ← P ∪ {s}
r ← nagrada iz okolja
dokler se igra ne zakljucˇi
δ ← r + 0− V (s)
e(s)← 1
Za vsak s ∈ P :
V (s)← V (s) + αδe(s)
e(s)← V (s) + γλe(s)
Breulj R. Strojno ucˇenje iz interakcije.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 31
Nevronska mrezˇa je sestavljena iz treh polnopovezanih slojev: vhodni, skriti in iz-
hodni. V vhodnem sloju je sˇirina×viˇsina×2 nevronov ter bias nevron. Ti predstavljajo
vhode na enostaven nacˇin: vsako polje je predstavljeno z dvema nevronoma. Eden od
njiju dobi vrednost 1, cˇe ima prvi igralec to polje, drugacˇe 0. Drugi dobi vrednost 1, cˇe
ima drugi igralec isto polje, drugacˇe 0. V skritem sloju je sˇtevilo vhodnih nevronov×
1, 5 nevronov ter bias nevron. Izhodni nevron je samo eden in dolocˇa vrednost stanja
oziroma stanja afterstate. Bias nevroni drzˇijo konstantno vrednost 1. Aktivacijska
funkcija za vse nevrone razen izhodnega je hiperbolicˇna tangentna funkcija (4.4). Iz-
hodni nevron ima linearno aktivacijsko funkcijo.
Faktor popusˇcˇanja γ je nastavljen na 1, saj gre za epizodicˇni problem, globalna
stopnja ucˇenja α na 0, 001, parameter popusˇcˇanja sledi λ na 0, 1 in  na 0,2.
5.2.5 Nakljucˇni igralec
Nakljucˇni igralec preprosto izbira nakljucˇno dejanje med mozˇnimi dejanji A(s) iz vsa-
kega stanja s ∈ S.
5.3 Rezultati
Ker je lahko prvi igralec v igri Hex s pravilno strategijo vedno zmagovalec, temeljijo
vsi preizkusi ucˇenja na prvem oziroma modrem igralcu. Cilj se je potemtakem naucˇiti
optimalne strategije za vse mozˇne polozˇaje. Za ucˇenje se bo v eksperimentih prvi
igralec pomeril s tabularnim ucˇencem in nato z nakljucˇnim ucˇencem. Najprej bodo
raziskani primeri za velikost 3× 3 in nato sˇe za 4× 4.
Vsi podatki so dobljeni iz same aplikacije s pomocˇjo izpisovanja statistike v teks-
tovno datoteko ob koncu vsake igre. Povprecˇne napake v oceni vrednosti stanja δ so
izracˇunane z enostavnim drsecˇim povprecˇjem (3.3) TD(λ) napak δt:
δt = rt + γV (st+1)− V (st), (5.6)
δt = δt−1 +
1
t
[
δt − δt−1
]
. (5.7)
5.3.1 Hex 3× 3
Pri velikosti mrezˇe 3 × 3 se najboljˇse izide tabularni ucˇenec, ko se ima mozˇnost ucˇiti
proti enakemu algoritmu tudi v vlogi drugega igralca (slika 5). V tem primeru gre
za teoreticˇno dokazan algoritem, ki konvergira k optimalni resˇitvi, kar ucˇenca pomaga
naucˇiti brezhibnega igranja v samo 215 igrah (63 porazih). Cˇe pa tabularnemu ucˇencu
prepustimo samo nakljucˇnega nasprotnika, ta porabi znatno vecˇ cˇasa, da se naucˇi
Breulj R. Strojno ucˇenje iz interakcije.
Univerza na Primorskem, Fakulteta za matematiko, naravoslovje in informacijske tehnologije, 2014 32
pravilno ocenjevati vrednosti stanj, saj je kakovost potez nasprotnika veliko nizˇja. V
eksperimentih je za popolno napoved vrednosti stanj potreboval 1821 iger (103 poraze).
V grafih na slikah 6 in 7 vidimo, da je ucˇenje v primeru tabularnega proti tabularnemu
veliko bolj zgosˇcˇeno.
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Slika 5: Graf porazov pri ucˇenju TD(λ) tabularnega ucˇenca za igro Hex 3× 3.
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Slika 6: Graf povprecˇne napake pri ucˇenju TD(λ) tabularnega ucˇenca proti TD(λ)
tabularnemu ucˇencu za igro Hex 3× 3.
Pri ucˇencu z nevronsko mrezˇo pa je zgodba drugacˇna. Cˇeprav se ucˇenec naucˇi
zadostno kolicˇino dobrih potez za zmagati priblizˇno 75 % iger proti nakljucˇnemu ucˇencu
in priblizˇno 60 % iger proti tabularnemu ucˇencu (slika 8), algoritem ne konvergira k
pravilni resˇitvi in se nikoli ne naucˇi optimalne strategije (sliki 9 in 10).
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Slika 7: Graf povprecˇne napake pri ucˇenju TD(λ) tabularnega ucˇenca proti na-
kljucˇnemu igralcu za igro Hex 3× 3
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Slika 8: Graf porazov pri ucˇenju TD(λ) ucˇenca z nevronsko mrezˇo za igro Hex 3× 3.
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Slika 9: Graf povprecˇne napake pri ucˇenju TD(λ) ucˇenca z nevronsko mrezˇo proti
TD(λ) tabularnemu ucˇencu za igro Hex 3× 3
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Slika 10: Graf povprecˇne napake pri ucˇenju TD(λ) ucˇenca z nevronsko mrezˇo proti
nakljucˇnemu ucˇencu za igro Hex 3× 3
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5.3.2 Hex 4× 4
Tabularni ucˇenec pri velikosti 4 × 4 ponovno dokazuje konvergentne lastnosti, vendar
zaradi veliko vecˇje kolicˇine stanj potrebuje veliko vecˇ iger, da se naucˇi vseh kombi-
nacij (slika 11). V boju proti tabularnemu igralcu se vseh mozˇnosti naucˇi v 400.000
igrah (150.000 porazih), v boju proti nakljucˇnemu igralcu pa se pravilnim vrednostim
zelo priblizˇa v 5.000.000 igrah (100.000 porazih), vendar se sˇe vedno pojavljajo tudi
stanja pri katerih predvidi napacˇno vrednost, kar privede do redkih porazov (sliki 12
in 13). Slabost tabelnega pristopa pri velikosti 4× 4 postane ocˇitna, nesposobnost po-
splosˇevanja privede do dolgotrajnega ucˇenja ter velike kolicˇine potrebnega delovnega
spomina (tabeli 6 in 7).
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Slika 11: Graf porazov pri ucˇenju TD(λ) tabularnega ucˇenca za igro Hex 4× 4.
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Slika 12: Graf povprecˇne napake pri ucˇenju TD(λ) tabularnega ucˇenca proti TD(λ)
tabularnemu ucˇencu za igro Hex 4× 4
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Slika 13: Graf povprecˇne napake pri ucˇenju TD(λ) tabularnega ucˇenca proti na-
kljucˇnemu ucˇencu za igro Hex 4× 4
Medtem ko ima pri manjˇsem sˇtevilu stanj ucˇenec z nevronsko mrezˇo obcˇutno slabost
proti tabelnemu ucˇencu, lahko pri 4 × 4 vidimo prednosti pri posplosˇevanju, uporabi
spomina ter hitrosti ucˇenja. Na zˇalost pa opazimo tudi nadaljevanje slabih zagotovil
o konvergentnosti (slika 14). V primeru proti tabularnemu ucˇencu divergira (slika 15),
proti nakljucˇnemu pa obstane v lokalnem minimumu (slika 16).
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Slika 14: Graf porazov pri ucˇenju TD(λ) z nevronsko mrezˇo za igro Hex 4× 4.
Prostor za predstavitev stanj in njihovih vrednosti zavzema v vseh primerih, razen
pri 4×4 tabularnem ucˇencu, zanemarljivo kolicˇino prostora, cˇeprav v Java okolju zaradi
graficˇnega vmesnikom to predstavlja 80 MB za zanemarljivo kolicˇino podatkov.
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Slika 15: Graf povprecˇne napake pri ucˇenju TD(λ) ucˇenca z nevronsko mrezˇo proti
TD(λ) tabularnemu ucˇencu za igro Hex 4× 4
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Slika 16: Graf povprecˇne napake pri ucˇenju TD(λ) ucˇenca z nevronsko mrezˇo proti
nakljucˇnemu ucˇencu za igro Hex 4× 4
Tabela 6: Sˇtevilo iger in porazov do nicˇelne povprecˇne napake ucˇencev igre Hex.
Ucˇenec : nasprotnik Napaka Sˇtevilo iger Sˇtevilo porazov
3× 3 tabularni : tabularni 0 215 63
3× 3 tabularni : nakljucˇni 0 1.821 103
3× 3 nevronska mrezˇa : tabularni 0, 0003 3.414 1.679
3× 3 nevronska mrezˇa : nakljucˇni 0, 0003 2.550 1.651
4× 4 tabularni : tabularni 0 ≈ 428.000 ≈ 150.000
4× 4 tabularni : nakljucˇni ≈ 0 ≈ 5.000.000 ≈ 100.000
4× 4 nevronska mrezˇa : tabularni Divergira / /
4× 4 nevronska mrezˇa : nakljucˇni 0, 18 69.000 7.845
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Tabela 7: Prostorske zahteve ucˇencev igre Hex.
Ucˇenec Delovni spomin
za ucˇenje
Shranjen na
disku
Shranjen na disku
(stisnjeno)
3× 3 tabularni 80 MB 66 kB 5 kB
3× 3 z
nevronsko mrezˇo
80 MB 6 kB 9 kB
4× 4 tabularni 900 MB 148 MB 9 MB
4× 4 z
nevronsko mrezˇo
80 MB 27 kB 17 kB
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6 Zakljucˇek
Iz okrepitvenega ucˇenja so se razvili trdni matematicˇni temelji in impresivne aplikacije.
Racˇunska sˇtudija okrepitvenega ucˇenja je sedaj obsezˇna, z aktivnimi raziskovalci v
raznolikih disciplinah, kot so psihologija, teorija krmiljenja (angl. control theory),
operacijske raziskave (angl. operations research), umetna inteligenca in nevroznanost.
Posebej pomembne so zveze z optimalnim nadzorom in dinamicˇnim programiranjem.
Celoten problem ucˇenja iz interakcije za dosego ciljev sˇe zdalecˇ ni resˇen, vendar se je
nasˇe razumevanje na tem podrocˇju bistveno izboljˇsalo. Sedaj lahko postavimo sestavne
ideje, kot so ucˇenje na podlagi cˇasovne razlike, dinamicˇno programiranje in funkcijske
aproksimacije skladno s celotnim problemom.
Eden vecˇjih trendov v okrepitvenem ucˇenju je vecˇji stik med umetno inteligenco in
ostalimi inzˇenirskimi disciplinami. Nedolgo nazaj se je umetna inteligenca dojemala
kot nekaj popolnoma locˇenega od teorije nadzora in statistike [21]. Imela je opravka
z logiko in simboli, ne pa s sˇtevili. Umetno inteligenco so v preteklosti namesto line-
arne algebre, diferencialne enacˇbe ali statistike sestavljali obsˇirni LISP programi. V
zadnjih desetletjih se je ta pogled spremenil. Sodobni raziskovalci umetne inteligence
sprejemajo statisticˇne in nadzorne algoritme kot pomembne konkurencˇne metode ali
pa enostavno kot orodja. Prej prezrta podrocˇja med umetno inteligenco in konvencio-
nalnega inzˇenirstva so danes med najbolj aktivnimi, vkljucˇno z nevronskimi mrezˇami,
pametnim nadzorom in okrepitvenim ucˇenjem. V okrepitvenem ucˇenju se ideje opti-
malne teorije nadzora in stohasticˇne aproksimacije razsˇirijo za nasloviti sˇirsˇe in bolj
ambiciozne cilje na podrocˇju umetne inteligence.
Pri implementaciji okrepitvenega ucˇenja na iskanju optimalnih resˇitev pri namizni
igre Hex se hitro pokazˇe najvecˇji izziv na podrocˇju strojnega ucˇenja – ogromna kolicˇina
stanj. Cˇeprav je nenadzorovana resˇitev za igralne plosˇcˇe majhnih dimenzij elegantna in
razumljena, se pri posplosˇevanju in funkcijski aproksimaciji hitro zatakne. Neposredno
prilagajanje ucˇenja na podlagi cˇasovne razlike na nevronsko mrezˇo nima dovolj strogih
zagotovil o konvergentnosti k optimalni resˇitvi, da bi v splosˇnem ustrezalo za resˇitev
igre Hex. Tezˇava je toliko bolj ocˇitna, ker cˇlovesˇki igralci hitro vidijo najpreprostejˇso
pot od ene stranice do druge, medtem ko okrepitveni ucˇenec tega ne zna sklepati iz
okolja brez predhodnega znanja. Karkoli manj od optimalne resˇitve se zaradi tega
cˇlovesˇkemu igralcu zdi zelo pomanjkljivo ter zlahka presegljivo.
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Niso pa vsi problemi tako obcˇutljivi na tocˇen odgovor. Okrepitveno ucˇenje je bilo
zelo uspesˇno uporabljeno v komercialnih videoigrah, kjer je najvecˇji uspeh sˇiroko znan
v igri Black & White. Resˇitev problema v Black & White je veliko bolj priblizˇen. Pred-
stavljeni smo z bitjem, ki mu lahko spreminjamo vedenje z okrepitvijo in kaznovanjem.
Cilje, ki si jih lahko sami zadamo med igro so v veliki meri bolj odprte narave, zaradi
cˇesar smo tudi bolj sprejemljivi do delnih rezultatov.
Razvijalec umetne inteligence igre Black & White ter ustanovitelj podjetja Dee-
pMind Technologies Demis Hassabis je s svojimi kolegi v [36] predstavil prvi model
globokega ucˇenja (angl deep learning), ki se je sposoben naucˇiti politike krmiljenja
neposredno iz visokodimenzijskih senzoricˇnih vhodov. Uporabili so naprednejˇsi tip ne-
vronske mrezˇe, ki je naucˇena na izvornih tocˇkah zaslona z okrepitvenim ucˇenjem za
napovedovanje nagrad. Metodo so izvedli na sedmih Atari 2600 igrah in prekasˇali vse
prejˇsnje resˇitve v sˇestih primerih, zmozˇnost cˇlovesˇkega mojstra pa so presegli v treh.
Sedaj je Hassabisovo podjetje DeepMind Technologies del podjetja Google.
Sutton in drugi so nedavno razvili nekaj posodobljenih algoritmov, ki dokazljivo
konvergirajo k lokalni resˇitvi z nelinearnimi funkcijskimi aproksimatorji, kot so nevron-
ske mrezˇe, vendar jih sˇe razvijajo na probleme krmiljenja in potrebujejo vecˇ empiricˇnih
podatkov iz obsezˇnejˇsih realnih aplikacij [26, 12].
Ray Kurzweil – izumitelj, futurist, vodja oddelka za inzˇenirstvo pri podjetju Goo-
gle – v svoji knjigi “The Singularity Is Near: When Humans Transcend Biology” [19]
opisuje svoj zakon o pospesˇevanju donosov, ki napoveduje eksponentno povecˇanje v
tehnologijah, kot so racˇunalniˇstvo, genetika, nanotehnologija, robotika in umetna inte-
ligenca. Predvideva, da bo do leta 2020 na voljo racˇunalnik za tisocˇ ameriˇskih dolar-
jev, ki bo imel racˇunsko zmozˇnost posnemati cˇlovesˇko inteligenco. Po tem, pricˇakuje,
da bo tehnologija opticˇnega zajemanja cˇlovesˇkih mozˇganov pripomogla k oblikova-
nju ucˇinkovitega modela cˇlovesˇke inteligence do okoli leta 2025. Ta dva elementa bi
racˇunalnikom omogocˇala opraviti Turingov preizkus do leta 2029. Do zgodnjih 2030 naj
bi kolicˇina nebiolosˇkega racˇunanja prekoracˇila zmozˇnost vse zˇive biolosˇke inteligence
cˇlovesˇtva. Koncˇno eksponentno povecˇanje v racˇunski zmozˇnosti pravi, da bi privedlo
do dogodka singularnosti – mocˇno in motecˇe preoblikovanje v cˇlovesˇki sposobnosti –
leta 2045.
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