Programmable processors offer a high degree of petibility and are therefore increasingly being used an embedded systems. We introduce the formalism nML which is especially suited to describe such processors in terms of their instruction set, an nML description is directly related to the standard description as found in the usual programmer's manuals. The nML formalism is based on a mixed structural and behavioural model facilitating exact yet concise descriptions. The philosophy of nML is already applied in two approaches to retargetable code generation and instruction set simulation.
Introduction
In consumer electronics and telecommunications high product volumes are increasingly combined with short life-times and high system complexity. The pressure on development times together with the demand to react on late specification changes make mask or field programmability a desired feature. The thereby obtained flexibility not only helps to shorten the design cycle, but also allows for the reuse of carefully optimised hardware designs. The different kinds of programmable DSP core processors frequently used include application specific instruction set processors (ASIPs) [23] and commodity digital signal processors [19, 201. ASIPs are a blend of full-custom circuits and "off-the-shelf" DSPs. They offer instruction sets which are (together with chip area and power dissipation) especially optimised for a small number of applications. Commodity DSPs are mostly fixed designs that allow for "customer" designed add-ons. In hardware/software co-designed ICs, critical parts of a system featuring such a programmable processor are often implemented in hardware. This is done by adding dedicated hardware in the form of custom accelerator data paths, making the design a heterogeneous IC architecture [14] .
Code generators, instruction set simulators and assemblers are the key tools that aid the designer when developing the software. However, when the hard-
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Kapeldreef 75 B-3001 Leuven, Belgium ware is customised conventional compilers and simulators are deficient, while coding complex applications in assembly language by hand is error-prone and very costly. The only acceptable solution for mapping a small number of algorithms onto such a processor is to have a set of retargetable tools. Then, such tools can even aid the evaluation of different hardware variations by providing quality measures in terms of code size, execution time and resource utilisation.
To minimise the retargeting effort, the target machine description used by the tools should be concise yet powerful enough to contain all information necessary for efficient code generation and reliable instruction set simulation. We believe that the machine is best described by giving the details of the instruction set together with a high-level structural model of the processor's architecture. This contains all information at the level typically available in programmer's manuals. These observations have led us to develop the machine description formalism nML.
We will first describe some related work, then present the basic philosophy of nML and end with an overview of applications of nML.
Related work
A lot of work has been done on processor description languages. In the sequel we will discuss a number of approaches that are relevant in the context of our work.
ISP [5] is based on the assumption that a programmable instruction set processor can be described by specifying the operations that can be performed together with the rules of decoding. A procedural description of the interpretation and execution of the instructions is thus given. ISPS [3] is a descendant of ISP with additional features to support "local units". These units can either be sequentially executed factorisations of a certain behaviour (called procedures) or units that operate concurrently to the "main circuit" (called processes). MIMOLA [22, 41 describes the target processor in terms of a netlist consisting of a set of modules and a detailed interconnection scheme.
The decoding logic is also explicitly described. VHDL is a standardised language with considerable semantic richness. Because VHDL can be used at different levels, several description styles have evolved. However, if different tools support different styles or language subsets, the benefits of the standardisation vanish. All of the abovementioned hardware description languages require a detailed knowledge of the processor netlist and the instruction decoder. However, this information is usually not available nor is it necessary for the tasks of code generation and instruction set simulation.
In traditional software compilers (for CISC architectures), string and tree grammars have found to be an adequate notation for formalising the mapping of machine instructions to application programs [13, 12, 11. Hence their use is limited to this single phase of a code generator called code selection. Register allocation and instruction ordering usually need knowledge about other concepts of the target machine and require different descriptions.
The nML Formalism
The information typically available in a programmer's manual consists of a list of instructions and the corresponding register transfers, binary coding and assembly language mnemonics. Often, also a programmer's model of the machine is provided, usually in terms of a coarse schematic showing the registers, the functional units and their basic interconnection scheme. Concerning pipelining, only the possible ha%-ards [15] are highlighted (e.g. branch penalties and specific timing of read/write cycles for address registers). Other unique features such as zero-overhead loops and conditional computations are also described from a programmer's view point. However, a detailed description of the datapath is usually not available, nor is a description of the controller or microsequencing logic. Nevertheless, the information at hand is sufficient for code generation and instruction set simulation.
Using nML, hardware structure is described together with execution behaviour and the coding of all instructions: nML is based on a mixed behavioural/structural paradigm.
On one hand, a skeleton of the target machine structure is constructed by declaring all storage entities. On the other hand, register transfers between these storage entities describe the exact execution behaviour of the machine including side-effects (such as the setting of condition codes), the complete set of addressing modes, the possibilities of controlling the program flow and the encoding of the instructions.' *Note that nML allows for bit-true modelling of the target processor, which is of high importance especially in the field of DSP. 
Breaking Down the Instruction Set
When describing an instruction set, a top-down approach is advocated. In nML, a hierarchical structure can be imposed onto the instruction set description. Consequently, the description is partitioned into rules. There are two kinds of rules, OR-rules which list all alternatives for an instruction part, and AND-rules which describe the composition of instruction parts.
These rules form a grammar from which each possible derivation represents one legal instruction. It will be shown that the structure of the grammar resembles the structure of the instruction set. Figure 1 shows an example processor which basically consists of a controller, two (pipelined) datapaths, two address generation units and a centralised RAM. However, the instruction set poses severe limitations on the set of combinations of operations that can be executed in parallel. These limitations are called encoding restrictions. Figure 2 comprises the possible instruction formats (separated by horizontal lines). The instruction word consists of 18 bits (where vertical lines separate independent fields).
An nML description is typically constructed by analysing the instruction set of the target machine proceeding top-down. For our example, the aforementioned encoding restrictions are easily reflected in the nML description by capturing the top-level classification in an OR-rule:
opn instruction = computerove I roveabs I ctrl Either a computation with a data move in parallel, a sole data move with absolute addressing or a controlrelated instruction can be executed. Further zooming into the first category of instructions, two orthogonal parts are found, i.e. two parts of the instruction that can be controlled independently. This is described in an AND-rule: The parts of the instruction that are composed with this rule are listed in its parameter list. The declaration of a parameter consists of an instantiation name and a reference to some other rule or to a data type (in case of an immediate operand). The description of each orthogonal part is encapsulated in a rule of its own. It often occurs that such a part is even referred to by more than one rule. In our example, the operand class {AX, AR, HRO, HRI} is subsumed in an addressing mode rule:2 There are three references to this rule. One reference for opdl of alu, one for opd of shift and one for opdl of ah-shifi.
As a consequence of the hierarchy and the factorisations, the descriptions are concise and easily maintainable.
The names and parameters of rules themselves have no meaning besides structuring the description; all semantics are held in attributes attached to the rules. Three attributes are predefined: action to specify the execution behaviour, image to define the binary coding and syntax to describe the assembly language mnemonics. mode lopd = AX I AR I HilO I Hill
Specification of Execution Behaviour
For nML, a basic model of execution is presupposed: a machine executes a program consisting of a single thread of instructions. These instructions are stored in a memory from which they are fetched using a program counter (PC). Hence the program flow can be changed by writing to the PC. Once an instruction is 'This rule is represented by the highlighted node in figure 3. The binary coding and the assembly language mnemonic are captured in the image r a p . the syntax attribute. The value of the image attribute is a bit string (or a cardinal number) and the value of the In addition to the aforementioned opn rules, there are rules to support the description of addressing modes. These mode rules behave similar to opn rules but have an additional default attribute which contains an effective address expression. The parallel data moves of our example processor use indirect addressing to compute the effective address. 
Specification of Structure and Timing
Storages are structural entities and are used to establish a skeleton of the over-all structure of the machine. The behaviour as introduced in the previous section is basically described by register transfers between these storages.
A storage is declared by giving a name, the size and the element type. In nML, the duration of an operation's execution is assumed to be zero. The timing is modelled by specifying a delay for each storage.
The storages described so far are static, i.e. they hold their value until explicitely overwritten. To model pipelines and similar concepts in nML, Iransitory storages [IS] are introduced. These storages hold values only for a fixed time, i.e. once a value is written into a transitory and a specific number of cycles have passed, the value is available only during a sin- gle cycle. Then, their contents become undefined. By specifying a delay of zero for a transitory, a wire or a bus is described. In order to model simultaneous execution of operations, the designer can specify that the outputs of several transitories are synchronized. Such groups of transitories divide a pipelined datapath into pipe stages (see figure 4) .
For our example, we would describe the following two transitories
t m as[l,int(l6)] delay4 t m IS [l, int (32)] delay4 sync-as
The two transitory storages as and ms are declared with a delay of one. Both are synchronized dividing the datapath into two pipe stages.
Such descriptions fit naturally in the style of nML since they combine the basic execution model (i.e., storages represent the state of the machine) with the basic structural model (i.e., storages establish a structural skeleton). All necessary information about timing and resource usage can be easily extracted from such a mixed structural/behavioural description.
Applications of nML
The formalism nML is currently used at IMEC and at TU Berlin. This section explains how it is used in the contexts of retargetable code generation and instruction set simulation.
The and plans to implement an instruction set simulator in the near future.
The specification of an instruction's action is used both for the mapping required in the code generator and the simulation of the instruction in an appropriate environment. For both applications appropriate models are extracted automatically from a single machine description [7, 241. Note that the use of nML does not presuppose a certain compiler model and that specific aspects needed by different tools can be easily extracted from a single description thereby guaranteeing consistency between models.
A main intention of work related to nML is to have clear semantics defined. It is believed that this is essential to formally correct code generation and reliable instruction set simulation [ll] . The basic difference in the use of nML in the two applications lies in the interpretation of the action attribute. The CHESS compiler uses a centralised library [17] on which all tools rely. The semantics of all operations of the target processor are described in terms of operations listed in this library. In contrast, the semantics for use in C B C are given in a "language report" [IO] .
A description of the ADSP-2100 -a DSP from Analog Devices [2] -is approximately 900 lines of which 300 lines are comments. To describe the complete instruction set 59 rules are necessary out of which 44 are operation definitions (opn) and 15 addressing mode definition (mode). The time to develop the description was less than one month.
Summary
The machine description formalism nML has been described along with its design philosophy. Situated at the level of information found in programmer's manuals, nML allows for concise specifications of programmable instruction set processors. The analysis of the instruction formats leads straightforwardly to the organisation of the description. The mixed structural/behavioural approach taken supports flexible modelling of even irregular processor architectures. Current research is concerning the addition of inherited attributes to nML to facilitate the specification of repetitive structure [9] .
