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In 1964, Antoine and Speiser published succinct and elegant formulae for the 
characters of the irreducible highest weight modules for the Lie algebras A, and B,. 
(The result for A, may have been known as early as 1957.) These can be derived 
from a recursive formula for characters valid for all simple complex Kac-Moody 
Lie algebras for which the Weyl-Kac character formula holds. 0 1991 Academic 
Press. Inc. 
1. INTRODUCTION 
To avoid the encumbrance of technicalities, we present the results first 
for simple finite-dimensional Lie algebras over C. We use the following 
notation, generally following Humphreys [H]. 
Let L be a finite-dimensional complex simple Lie algebra of rank 1. We 
denote by H a Cartan subalgebra of L, by ai (1 Q i < I) a choice of simple 
roots, by Q the integral lattice they generate, and by R, R+, and R- the 
root system, positive roots, and negative roots with respect to H and the 
ai, respectively. Let A be the weight lattice for L, and li (1~ i,< I) 
the fundamental weights corresponding to the choice of simple roots. The 
set of dominant weights will be denoted A +. For two weights p, A, we write 
p<I when A-pee+, the positive root lattice. We define the height of an 
element of Q+ to be the sum of its coefficients when expressed in the basis 
of simple roots. The lattices Q and A lie in H*, the dual vector space of 
H. We denote the non&simple positive roots by yi (1s i < r = $(dim L - 31)). 
This is our first non-standard definition. 
Let YV be the Weyl group of L. The Weyl group acts on the real sub- 
space of H spanned by the cli and is generated by reflections ri (1~ i < 1), 
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in hyperplanes orthogonal to the ai. Let sgn(w) be the sign (or determi- 
nant) of the element w of YY. 
Let V(A) be the irreducible L-module of highest weight A. This module 
is finite-dimensional if and only if A E A +. Let Z?(A) be the set of weights of 
V(A), giving the weight space decomposition V(A) = OfiEncAJ V(A),, where 
the dimension of V(A),, written mi(p), is the multiplicity of ,n in V(A). 
PROPOSITION 1.1. The dominant weights in l7(A), A+ n n(k), are the set 
ofweights {PEA+ Ip<l}. 
ProoJ [H, Sections 13.4, 21.31. 1 
The function mA-: A + B taking p to m,(p) is called the formal character 
of V(A), and will usually be written x1. If we write ep for the characteristic 
function of {p} on A, we have xA = CA. P ml(p) e”. Let Z be the set of all 
complex-valued functions on A whose support lies in a finite union of sets 
of the form {CL EA ( p < v }. The characters of highest weight modules lie in 
Z, the representation ring of L, in which it will be convenient to work. 
With the product * given by (g * h)(l) = C,f(p) g(n - p), 6 becomes a 
commutative, associative complex algebra and an integral domain. This 
product gives ea * e” = e p+ ’ We will generally omit the symbol *. To . 
elements g of B with finite support we extend the action of YV from .4 by 
the rule (wg)(p) =g(w -lp). This is consistent with. the identification of p 
with e”, since w(e”) = ewcI. The Weyl group respects addition, scalar multi- 
plication and the product in E. The multiplicative identity in E, e”, is 
denoted 1. The Weyl group leaves invariant the character xl for each 
AEA+ [H]. 
For PEQ+, define the elementfP8:= (1+e-8+e-28+ ...)EZ. Note 
that f@ is not an element of 8. Then we have 
PROPOSITION 1.2. In 2, and for /? E Q +, 
(1 -e-B)-‘=f-B and (1 -eB)-’ = -e-Bf-P 
2. KNOWN RESULTS 
The most important expression for x1 is due to Weyl. Let 
6=1,+ ... + A,, and define N(q), for q E H*, by N(q) = CwaW sgn(w) e”“I. 
We will refer to N(6) often, and will denote it by A. 
THEOREM 2.1. (Weyl’s character formula). If A E A +, then xn = 
N(1+ 6)/A. 
Proof: [H, Section 241. m 
481/137/l-9 
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THEOREM 2.2 (Weyl’s denominator formula). d = e6 n, E R+ (I- e ~ “). 
Proof: [H, Section 241. 1 
Another formula for the character, due to Kostant, requires the follow- 
ing definition. 
DEFINITION 2.3. For PE/~, define p(n) to be the number of distinct 
ways in which -,u can be written as a sum of positive roots, allowing 
repetition. 
THEOREM 2.4. (Kostant). IfA E A+, then 
or equivalently, xi =p * ec’ * N(I + 6). 
Proof: [H, Section 24.21. 1 
In [AS], Antoine and Speiser developed a geometric interpretation of 
Theorem 2.4, equivalent to Kostant’s weight multiplicity formula [H, Sec- 
tion 24.21. Applied to characters of the simple algebras A2 and B,, explicit 
formulae were obtained. 
Define F(J) E E to be the characteristic function of n(J). From now on 
we will sometimes refer to the weight 1 =Ci= l,...,rmijli by the I-tuple 
(ml, m2, . . . . ml). 
THEOREM 2.5 [AS]. (A) Let L = A, and let m and n be non-negative 
integers. Then ifman, ~~,,,~)=F(m,n)+F(m- l,n- l)+ ... +F(m-n,O). 
If m < 4 x(~,~) =F(m,n)+F(m-l,n-l)+ . . . +F(O,m-n). 
(B) Let L = B, and let m and n be non-negative integers. Then if n is 
odd. 
xc,,,, = F(m, n) + F(m, n - 2) + . . . + F(m, 1) 
+F(m-l,n)+F(m-l,n-2)+ ... +F(m-1,l) 
+ . . . 
+F(O,n)+F(O,n-2)+ ... +F(O, 1). 
If n is even, 
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x(~,~) =F(m, n) + F(m, n - 2) + . . . + F(m, 0) 
+F(m-l,n)+F(m-l,n-2)+ ... +F(m-1,2) 
+F(m-2,n)+F(m-2,n-2)+ ... +F(m-2,O) 
+ . . . 
+ F(0, n) + F(0, n - 2) + . . . + F(O,j), 
where j is 0 or 2 depending on whether m is even or odd. 
Proof: [B]. These theorems will also follow from our Corollary 4.5. 1 
A geometric interpretation of Theorem 2.5B for the weight (2,2) is given 
in Fig. 1. 
Y2,21 . F(2,2)+FIl,2)+F~O,2)+F~2,O)+F(o.oI 
FIGURE I 
Braden used the following lemmas to prove Theorem 2.5: 
LEMMA 2.6A. Let L = A, and let ,I = (m, n) E A+. 
(a) Zfm>O andn>O, then AF(m,n)=N(m+l,n+l)-N(m,n). 
(b) Zf mn = 0, then AF(m, n) = N(m + 1, n + 1). 
LEMMA 2.6B. Let L = B, and let 1= (m, n) E A+. 
(a) Ifm+n<l, then AF(m,n)=N(m+l,n+l). 
(b) Zfm=O, n>l, then AF(m,n)=N(l,n+l)-N(l,n-1). 
(c) Zfm>l,n=O, thenAF(m,n)=N(m+l,l)-N(m-1,l). 
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(d) Zfm>,l, n=l, then dF(m,n)=N(m+1,2)-N(m,2). 
(e) rfma 1, n> 1, or ifm> 1, n> 1, then 
dF(m,n)=N(m+1,n+1)-N(m,n+1)-N(m+1,n-1)+N(m,n-1). 
In the next section we generalize these lemmas and derive the main 
theorem of the paper. 
3. THE MAIN THEOREM 
The cases into which Lemmas 2.6 were divided are unnecessary. To show 
this, we need the following lemma, which follows immediately from the 
definition of N(A). 
LEMMA 3.1. For AEH* andw~W, N(A)=sgn(w)N(wil). 
COROLLARY 3.2. Zf ,I E H* and a1 = 1 for some CJ E W, o # l,, then 
N(1) = 0. 
Proof: In this case, I must be fixed by some element w E w of sign - 1 
(see [H, Section 241). Using this w in the lemma gives N(A) = -N(1). 1 
With this observation, we can simplify Lemmas 2.6 to 
LEMMA 3.3A. Let L= A, and let ;1= (m, n)~ A+. Then AF(m, n) = 
N(m + 1, n + 1) - N(m, n). 
LEMMA 3.3B. Let L= B, and let A= (m, n)EA+. Then AF(m, n)= 
N(m+1,n+1)-N(m,n+1)-N(m+1,n-1)+N(m,n-l). 
Table I in the Appendix gives the relevant information about the Weyl 
groups of A, and B, needed to confirm this assertion. 
Lemmas 3.3 will follow from a single lemma which holds for all L. For 
this we need two more definitions. Recall that yi (1 < i< r) are the non- 
simple positive roots of L, and define pi (0 < i < n = 2’) to be the sums of 
distinct yi. The ordering of the pi is not crucial, but for convenience we will 
always take PO = 0 and pi = yi for i = 1, . . . . r. The /Ii may not be themselves 
distinct (the simplest example of this occurs in the algebra G2). Finally, let 
ai be + 1 or - 1, according to whether /Ii is the sum of an even or an odd 
number of yi. The pi and ei for the algebras A,, B,, and A, are listed in 
Table I. 
The following lemma will be an immediate corollary to Theorem 3.7 
below. 
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LEMMA 3.5. For ;Z E A+, dF(‘(l) = CizO ,,__, n E~N(J - pi + 6). 
Referring to Table I, it is easy to see that this lemma is identical to 
Lemma 3.3 in the cases L = A2 and L = B,. The next definition will allow 
us to state the main theorem, Theorem 3.7. For any weight A ~/i, define 
&. = Tv(1+ 6)/A. 
LEMMA 3.6. For 2~ A, &=O, if 1+6 is fixed by some WE W, w# 1, 
and sgn(w) x~(~++~ otherwise, where w is the unique element of W for 
which w(,I + 6) - 6 is dominant. 
Proof: Since every element of A is w-conjugate to an unique element 
of/l’, either there is a sole element w for which w(A + 6).~ A + or there are 
more than one possible w, in which case some w’ # 1 fixes A+ 6. In the 
latter case, Corollary 3.2 implies that N(A + 6) =O, hence in = 0. In the 
former, w(A + 6) is fixed by no non-identity element of ?V, hence each of 
its coefficients in the basis of fundamental weights is positive, whence 
w(A + 6) - 6 is dominant. This fact with Corollary 3.2 gives the second part 
of the lemma. 1 
THEOREM 3.7. Zf 1 E A + then ~(2) = F(A) - xi= ,,,.,, n&i fApB,. 
We postpone the proof to prove some lemmas, but we continue to 
assume that 1 E A +. 
LEMMA 3.8. nit,,...,, (1 -ePY’)=Ci=O ,__,, n s,eK8~. 
Proof Expanding the product side gives a series of terms in l-l corre- 
spondence with the subsets of { 1, . . . . r}, where the term corresponding to 
the subset J is found by choosing from each factor 1 if i # J and - e--Y8 if 
ieJ. The resulting term is sje-fi for Bj=CieJyi. 1 
Each root fi of L is either positive or negative. Let us define ( p 1 to be 
p or - /?, whichever is positive. For any w E YY, the set { 1 wtli 1 }i= r, ,_,,  is a 
basis for H*, since the set { ai}i= i,.,.,, is, and the Weyl group is a set of 
orthogonal transformations. In particular, we have 
LEMMA 3.9. Given a weight v and an element w E W, we can always write 
v = xi= ,, ,_,, I ki 1 wtli 1, and the ki are uniquely determined. 
LEMMA 3.10. Zf p is a weight of V(J) and if for some w E W, 
PLwA-Zi=l,...,l diwcri, then all the di are non-negative. 
Proof: We have w-‘p = A-xi= r,...,, diai. Since the weights of V(2) are 
invariant under ?Y and all below I in the ordering on A, the di are all 
non-negative integers. 1 
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Proof of Theorem 3.7. We begin by restating the theorem. Since I E A +, 
&=xi by Lemma 3.3. And since .sO= 1 and pO=O, x2= s,,i(l-fiBo). 
Theorem 3.7 is thus equivalent to the equation 
ml = c &,i(n -B;). (3.11) 
i=O,...,n 
Both F(1) and i(c) are w-invariant, hence determined by their coefficients 
on dominant weights. It will be sufficient to show that the two sides of 
(3.11) agree when evaluated on dominant weights. 
The proof proceeds in three steps. In Step 1 we rewrite the right side of 
(3.11) as a sum over WE w. In Step 2 we show that the term of this sum 
corresponding to w = 1 agrees with F(A) on dominant weights, and in 
Step 3 we show that the terms corresponding to elements w E “w, w # 1, 
vanish on dominant weights. 
Step 1. By the definition of i, 
i=~.,n~i%~--~,=,=~ nEiN(A-Bi+6)/d. . , , .., 
Applying the definition of N(c), this becomes 
Interchanging the order of summation, 
i=O,...,n 
Eiid-p,= 1 sgn(w) {e-i,“” i=:,. n .cie”‘dBiJ/A). 
wcw . . 
Using Lemma 3.8 in the numerator and Lemmas 2.1 and 3.1 in the 
denominator, 
Cancelling like terms, 
C EifZpB,= C {ewA/ n (l-e(-w9))). 
i=O,...,n wew i= l,...,! 
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Thus by Proposition 1.2, 
where the term E, equals 1 or - 1, or more precisely, E, = (- l)l{ilwalE R+}I. 
Formula (3.12) can also be written 
,=F,, nEi~~-81=w~w {Zc~ep}~ (3.13) 
9 . 
where the second sum is over all weights p of the form 
p= WA.- 
i 
1 
WE,E R- 
Iwail}- C CilwaiI 
i= I,...,1 
for non-negative integers ci. (For this step we use Lemma 3.9.) 
Step 2. The term of (3.13) corresponding to w = 1 is efl, where the sum 
is over all p = 1 -Ci=l,.,,,r ciai with non-negative integral ci, or, in other 
words, over all p $1. Since such ,U in A + are exactly the dominant weights 
of the module V(A), the w = 1 term of (3.13) does equal F(1) for dominant 
weights. 
Step 3. Now let w # 1 and consider the corresponding term of (3.13). 
Its support contains only weights of the form wl - xi= 1 _. ,di ( wtli I, that 
is, weights ,u, CL< WA. Since A is dominant, wl<A., so the support consists 
only of weights p $1. Thus if the support contains any dominant weights, 
they must be weights of V(A). We complete the proof by showing that for 
each w # 1, the support of the term corresponding to w contains no weights 
of V(A). 
Since w # 1, there is some j for which woqi< 0. Thus the w term of (3.13) 
equals E, C e’, where the sum is over only (but not necessarily all) e’ 
where /A = WA- xi= 1,,,,,I di 1 wail, with non-negative di, and, in particular, 
with dj > 1, by the comment following Eq. (3.13). Since waj -< 0, the sum is 
over only ep where p = WA- xi= 1,,,,,1 D,wa, with Dj < - 1. By Lemma 3.10, 
no such p can be a weight of I’(A). 1 
Steps 2 and 3 of the proof are illustrated for the algebra B2 in Fig. 2. The 
eight terms in (3.13) are labelled a, b, . . . . b, and the corresponding elements 
of YV are listed below the figure along with the value of E,. The support 
of the term corresponding to an element w is the set of weights within the 
angle drawn in the figure, and the value of the term at each of these 
weights is E,. One can see that the sum of all the terms is indeed F(I). That 
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FIGURE 2 
this theorem holds in general is surprising from the geometry of this figure, 
and there is a certain lack of symmetry that suggests that a more elegant 
proof exists, but we have found none. 
We can now prove Lemma 3.5 as a corollary to Theorem 3.7. 
Proof of Lemma 3.5. In the proof of Theorem 3.7, we actually estab- 
lished Eq. 3.11. Simply multiplying both sides of (3.11) by A and using the 
definition of Papa gives Lemma 3.5. 1 
We conclude this section by demonstrating that Theorem 3.7 is indeed 
recursive, that is, that the characters iA-sj for i >, 0 are characters of 
highest weight modules whose highest weights lie below 1. This is not 
particulary hard, but we will give a somewhat indirect proof which will be 
useful in the sequel. 
LEMMA 3.14. For keE+, N(kd)=eks ncrsR+ (1 -eekor). 
CHARACTERSOF SIMPLE LIE ALGEBRAS 135 
Proof: For each k E Z + we can define a map K : B + S by K(eH) = ekp 
and extending linearly. It is easy to check that K is a ring homomorphism 
of 8 and commutes with the action of w on Z. Thus we can apply K to 
both sides of the factorization of A = N(6) from Lemma 2.2, obtaining this 
lemma. i 
LEMMA 3.15. The multiplicity mkS(p) is the number of ways ,u - kd can 
be written as a sum of positive roots, using each root at most k times. 
Proof: By Weyl’s character formula and Lemma 3.14, 
xks = eW+ 1)s 
I 
J+ (1 -e--(k+l)a 
)I”1 l-I 
es (1 -em’) 
acR+ 
= eks (1 +eea+ee2’+ I.. +e-k”). 
t 
Arguing as in the proof of Lemma 3.8 completes the demonstration. 1 
LEMMA 3.16. For i= 1, 2, . . . . n, ms(S-Pi) > 1. 
Proof: By the previous lemma, it suffices to show that pi can be written 
in at least two different ways as a sum of distinct positive roots. One of 
these ways is given by the definition of pi as a sum of distinct non-simple 
roots yi, + . . . + yi,. Let yi, be of minimal height among these yi,. A well- 
known property of root systems assures us that a non-simple positive root 
yi, can be written as a sum of two roots ai + /?, for some i, and replacing 
yi, by this sum gives us an expression for /Ii as a sum of distinct positive 
roots, different from the first by the minimality of yi,. 1 
Because of Lemma 3.16, we know that 6 -pi is a weight of the module 
V(6), whence ~(6 -pi) $6 for any w E ?Y. Furthermore, m,(6 - pi) > 1, so 
6 -pi cannot be conjugate to 6, since m,(6) = 1. Therefore we obtain the 
strict inequality ~(6 -/Ii) < 6, and we can prove 
LEMMA 3.17. Fori= 1,2, . . . . n, wEW,andpEE++, w(p-fii+6)-6<p. 
Proof Since p E A +, wp < ,u. And by the remark immediately preceding 
this lemma, w( --pi + 6) - 6 <O. Adding the two inequalities gives the 
result. 1 
We had set out to show that Theorem 3.7 is recursive. By Lemma 3.3 the 
highest weight of a module whose character is I1 -B, (if the character is 
non-zero) has the form w(n - pi + 6) - 6 for i > 0, and this weight is below 
I by the above lemma. 
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4. CONSEQUENCES 
Lemma 3.5 is the generalization of the lemmas used by Braden to prove 
Theorem 2.5. Corollary 4.9 of this section will be the closest we can come 
to a generalization of Theorem 2.5 to all L. This section also includes two 
other corollaries of Theorem 3.7-a formula for the number of distinct 
weights of a module (Formula 4.10) and a sharpening of a result due to 
Kostant about certain weights for which m,(l) =p(p - A) (Theorem 4.17). 
Define the partition function P, as follows. Let Pr(v) be the number of 
ways in which -v can be written as a sum of non-simple positive roots of 
L. Then we have Pry E, and we can write 
P,= n (1-e-Y’))‘. 
i= l,...,r 
(4.1) 
THEOREM 4.2. N(A +6) =Cp P&-A) Ci=O,...,n ~J(p-/?~+6). 
Remark. The union of the supports of the terms on the right-hand side 
does not lie in a finite union of sets of the form {v E A 1 v 4 c }. However, for 
a fixed c l ,4, only finitely many terms (those for which 5 is conjugate to 
some p - bi + 6) have support containing c. Thus the sum on the right is 
well defined, and the manipulations in the proof justified. 
Proof. By the definition of N, the right side of the theorem can be 
written 
C PI-b-J) 1 Ei C sgn(w)e”u-fin+? 
P i = 0, .. . . n we-w- 
(4.3) 
Manipulating the order of summation, we obtain 
(4.3) = C sgn(w) C P,(p - A.) eWcflLf6’ 
we-w P 
x., ” ww(-Bi) 
3 , 
= Ew w(w) W { 1 PAP - 1) ecp +‘) i=F,, n -W+“)}. P . 1 
From Lemmas 3.8 and 4.1. we have 
(4.3) = c sgn(w) w(eA+a) = N(1+ 6). 1 
wsw 
Notation. Let (c) be an r-tuple (c,, . . . . c,) of non-negatioe integers, and 
represent by (c)y the sum Ci=,,,,,,, ciyi. Write (c)<(d) if ci<di for all 
i = 1, . . . . r, and write (0) for (0, . . . . 0). 
COROLLARY 4.4. N(I+6)=~,,,~i~o,.,,,,~iN(~-(~)y-~Bi+6~ 
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ProoJ This follows from Theorem 4.2, since P,(p - A) is exactly the 
number of (c) for which p = A - (c) y. 
DEFINITION 4.5. For (d)>O, fii=cj=r ,.__, ,YG, define fif=Cj=r ,.,., ,di,~q. 
COROLLARY 4.6. For any (d) > (0), 
i~~~,nm”-P:+S)= c 1 &iN~-(c)Y-Bi+Q 
, . (c) < (d) i= 0, ___, n 
ProoJ This corollary follows conceptually from Corollary 4.4 by a simple 
inclusionexclusion principle. Unfortunately, that argument is diffkult to 
present rigorously in the present setting. We give an alternate proof. 
By the definition of N, 
1 &,N(A-flf+d)= 1 isi 1 sgn(w)e”‘“Pd+“). 
i=O,...,n i = 0, _._, n wcw 
By Lemma 3.8, this becomes 
i=~,~n~iN(1.-/?f+6)= C sgn(w)e”@+6’~ {J r (1 - .,y.,). (4.7) 
9 1 WEW , , 
Factoring the (1 - e-““‘) on the right side of (4.7) yields 
xw 
{ 
fl (1 +e-YI+e-2Yl+ . . . +,(-4+l)Yi)(l -e-y 
i= l,...,r 
= ,Fw w(w) 
x w e(n+s) n (l+e-Y’+e-2J’l+ . . . +e(--d;+l)Y,) n (I-~-R) . 
i= 1, __., I j= l,...,r 
Reasoning again as in the proof of Lemma 3.8, we obtain 
,=g “w~1.-~:+s) 
I .., 
= C w(wW { C 
WEW Cc) -=z (4 j= l,...,r 
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and using Lemma 3.8 again gives 
(c)<(d) i=O,...,n WE 9, 
whence the corollary follows. m 
If we choose (d) so that I-(c) ye/l+ for all (c)<(d), we can apply 
Lemma 3.5 to the right-hand side of Corollary 4.7 to obtain 
i=~~,nEiN(A-Bf+S)c 1 dF(A-(c)Y+6). 
, 1 Cc)< (4 
Solving this expression for the term sON(A - bi + 6) and dividing by A, we 
have 
COROLLARY 4.9. Zf, for some (d) > (0) and 2 E A +, 2 - (c) y E A + for all 
(c)-=(d),xA= c F(J-(c)y)- c M~-Bi’). 
Cc)  (4 i= l,....n 
Depending on the choice of algebra and highest weight, this corollary 
can provide a more efficient way to calculate xi than Theorem 3.7. The 
following lemma shows that this formula is indeed recursive. 
LEMMA 4.10. With the hypotheses of Corollary 4.9, the highest weights of 
the modules whose characters are i(L - &‘), which are weights of the form 
c = w(L- ay + 6) - 6, all satisfy c < 1. 
ProoJ Write A-j?: as A-(&‘-Bi)-j3i, and the weight &‘-/Ii is a 
weight of the form (c) y with (c) < (d), from which we can write 
p = A- (c) y. By the hypotheses, pE A +. Using this p in Lemma 3.17 yields 
w(p-pi+6)-6<p, for i= l,..., n. The weight p clearly satisfies p< I, 
and therefore i=w(n-(84-Bi)-Bi+6)-6=w(~-Bi+s)-s<CL~~, 
or i<J.. I 
From the remarks preceding Proposition 1.1, C,, mn(p) = dim V(A), that 
is, the sum of the coefficients of xi is the dimension of E’(A). Here we will 
use the celebrated Weyl dimension formula to obtain a formula for the 
number of distinct weights of V(A), 1 n(A)1 . 
For those g E B with finite support, define u(g), the valuation of g, by 
u(g) = C, g(p). Thus 0(x1) = dim I’(A) and, since F(A) is the characteristic 
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function of the set Z7(1), u(F(1)) = 1 Z7(J)l. If we apply u to Eq. (3.10), we 
find that 
I W)l = 1 ww - Pi)). (4.10) 
i = 0, .__, n 
The following theorem is proved, though stated somewhat more weakly. 
in [H, Section 241. The inner product ( , ) is the Killing form. 
THEOREM 4.11 (Weyl). For 1 E A, ad = U-I, E R+u + 4 co>/ 
WI a~ R+ t6> @I>. 
Humphreys also shows how to obtain, from Theorem 4.11, a polynomial 
formula for ~(2~) for each algebra L, which, when substituted into (4.10) 
give the following theorem. We do not show the computations required. 
THEOREM 4.12. Let m, n, p be non-negative integers. Then, for L as 
indicated to the left of each equation, 
(A*) ~Z7(m,n)~=f(m2+4mn+n2+3m+3n+2) 
(B2) ILT(m,n)l =2m2+4mn+n2+2m+2n+ 1 
(A3) ~Z7(m,n,p)~=~(m3+6m2n+9m2p+12mn2+36mnp+9mp2 
+4n3 + 12n*p + 6np* +p3 + 6m2 + 24mn + 18mp 
+ 12n2 + 24np + 6p2 + 1 lm + 14n + 1 lp + 6). 
The following corollary is an immediate result of Lemma 3.15. 
COROLLARY 4.13. For k E Z +, tf k6 -p is a sum of no more than k 
simple roots, m,,(p) =p(p - kd), where p is the Kostant partition function. 
This shows that one can find modules having an arbitrarily large subset 
of weights p for which the multiplicities mi(p) can be computed using only 
one term of Kostant’s multiplicity formula [H, Section 24.21. This was 
observed by Kostant in [Ko], and we will sharpen the result in 
Theorem 4.17. 
LEMMA 4.14. For ,a, AEA, p(p-A)= I{(c)1 p=$i-(c)y}l. 
Proof We will prove p(p)=l((c)l p< -(c)7)1, from which the 
lemma follows immediately. 
By an argument similar to that in Lemma 3.8, we obtain the following 
well-known expression: p = n,, R +(l -e-Or)-‘. Applying Lemma 1.3 when 
tl is non-simple, 
p= n f(-ri) n (l-e-ai)-l=~e-cc)y n (l-e--5Li)-1. (4.16) 
i = 1, ___, r i= l,...,l Cc) i= l,...,/ 
The product ni=,,..,,,(l -e-@- ’ is the characteristic function for the set 
of weights {p I p < O}; hence the term for a single (c) in (4.16) is the charac- 
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teristic function of the weights (p 1 p< -(c) y}. Therefore, summed over 
all (c), (4.16) hence p, counts the number of (c) for which p < - (c) y, as 
desired. 1 
THEOREM 4.17. Assume the hypotheses of Corollary 4.9. I’ in addition, 
for some p E A +, both lti - pi < p and f(A - j?:)(p) = 0 for i = 1, . . . . n, then 
mbL) =pb - A). 
ProoJ Evaluating both sides of Corollary 4.9 on a weight p yields 
mh) = C F(l- (C) Y)(P) - C Eili(n-Bf)(P). 
Cc) < (4 i= l,...,n 
By the hypothesis on CL, the second sum is zero, and we have 
ml(~)=I{(c)<(d)l~~~-(c)Y)I. If we show that I{(c)-=(d)l P=G-(c)Y)I 
= 1 {(c)l p < A - (c) y }I, then we are done by Lemma 4.14. It is sufficient o 
show that there is no (c) not less than (d) for which p < A - (c) y. Suppose 
there is. Then choose j for which cj > dj, Since j < r, fij = y,-, whence &‘= 
dj/lj $ (c) y. But then we would have p 6 A- (c) y 5 A- flj, contradicting 
the hypothesis. 1 
There is one class of infinite-dimensional modules for which we can 
prove the appropriate analogue of Theorem 3.7. For each 1 E H*, there is 
a module Z(A) called the Verma module for L of highest weight A. This 
module decomposes into a direct sum of finite-dimensional weight spaces 
Z(A),, where dim Z(A),, =p(p - A). See [H, Section 20.31, for details. If we 
define F(Z(1)) to be the characteristic function for the weights of Z(A), that 
is F(Z(I)) = C,,<> e”, and xzcnJ to be the character of Z(A), an argument 
parallel to that used to prove Theorem 3.7 gives 
THEOREM 4.20. For 1~ H*, xzcl)= F(Z(I))-xi= ,,...,, EiXZ(A-8,). 
The Verma modules Z(A) are important in representation theory, since 
V(n) is the unique irreducible quotient of Z(A). Since similar results hold 
for both Z(A) and V(n), it is possible that such results also hold for the 
other composition factors of Z(1). If so, valuable information about 
these modules could be found. We have not been able to answer to this 
possibility. 
The following two propositions follow from the results in Section 3. 
PROPOSITION 4.21. Let ,I E A + . Then there exist integers nl(v) for which 
XA=Cven + nA(v) F(v), with n,(A) = 1 and nJv) # 0 only if v < 1. 
PROPOSITION 4.22. Suppose xi =xYE,,+ nl(v) F(v). Then for PEA+, 
mh) = C,*, ndv). 
We can define integers ni(v) according to the expression in Proposi- 
tion 4.21 if we can show such an expression is unique. 
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LEMMA 4.23. Suppose Cvc,,+ nA(v) F(v) = Cvon+ k,(v) F(v). Then for all 
v E A +, n,?(v) = kn(v). 
Proof: Suppose the contrary, and let /J be maximal in n for which 
nl(p) #k,(p). Proposition 4.22 gives x,4 y ni(v) = ml(p) = &,< y k,(v). But 
by the maximality assumption, nl(v) =k,(v) for p< v. Subtracting these 
equal terms from the two expressions for ml(p) gives n,(p)=k,(p). This 
contradiction proves the lemma. 
In the examples we have given, it has always been the case that nl(~) is 
either 0 or 1. This is in fact only rarely so. For L=A,, Q~,~, ,)= 
F( LO, 1) + 2F(O, 0, 0), and for algebras of type D and E we have found 
examples for which nn(p) is negative. This latter situation seems to be 
related to the node in the Dynkin diagram which is connected to three 
other nodes. 
Various formulae for the nA(p) can be obtained by manipulating 
Theorem 3.7 or combining it with known character formulae, and we pre- 
sent two results. We can simply evaluate both sides of Theorem 3.7 as a 
particular weight p. Two definitions will allow us to write this result more 
conveniently. For c E /1, let { [ > be the unique dominant weight of the form 
w(c + 6) - 6, if such a weight exists, and 0 otherwise (this latter part of the 
definition is arbitrary, as will be seen shortly). Let ti be defined to be 0 in 
this latter case, and let ti = sgn(w) in the first case. The purpose of these 
definitions is to allow us to write iI = tim(,)(p). We then have 
COROLLARY 4.24. For any 1 E A +, p E A, 
mb)=s- C &itn-j3,m(,-p,)(P)y 
i= l,...,n 
where s = 1 if p E II(A) and s = 0 otherwise. 
This formula bears a striking resemblance to a formula due to Klimyk 
concerning tensor products of modules [KI], and even more so in view of 
the relationship between the /3i and the weights of V(6) given by 
Lemma 3.15. An explanation of this similarity would be welcome. 
To obtain the second result, we can apply Theorem 3.7 to the tensor 
product of two modules and obtain a recursive formula for the character 
of the tensor product of two modules. The character of the module 
I’(n)@ V(p) is simply xn * x,, (see [H, Section 241). Theorem 3.7 yields 
COROLLARY 4.25. For 1, p E A +, the character of V(A) @ V(p) is given 
by 
x~*x,=F(~)*Fb)- c EiEjiA-&ip-/3,- 
i,j=O,...,n;i+j#O 
This formula would appear complicated to apply, but does give a tensor 
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product in terms of simpler tensor products. We note that [F(A) * F(p)](v) 
is the number of ways in which v can be written as a sum of two elements, 
one from Z7(1) and the other from n(p). 
5. GENERALIZATION TO ARBITRARY KAC-MOODY ALGEBRAS 
We have chosen to avoid the complications inherent in presenting the 
results in their full generality. Nevertheless, a few observations will allow us 
to state a version of Theorem 3.7 which holds for any Kac-Moody algebra 
for which the Weyl-Kac character formula holds. The reader is referred to 
[Kac or KMPS] for details about these algebras, and the following discus- 
sion will assume some familiarity with them. We will assume henceforth 
that an algebra L is a Kac-Moody (or generalized Cartan matrix) Lie 
algebra for which the Weyl-Kac character formula holds. To begin, 
Proposition 1.1 does not hold in general for such L. We have instead 
PROPOSITION 5.1.1. Assume that the stabilizer of ,I in W is finite. 
The dominant weights in I7(1), A+ nII(n), are the set of weights 
b-l+ IP<G 
In particular, any non-zero weight of an afline Kac-Moody algebra 
fulfills the hypothesis of this proposition, and in general, the stabilizer of 1 
is finite if and only if the nodes of the Dynkin diagram of L for which II 
has zero coordinate form the Dynkin diagram of a finite-dimensional 
subalgebra. 
The second change we must make to the earlier results derives from the 
fact that the root multiplicities of L may be greater than 1. This is most 
easily dealt by considering that any sum or product over roots, say CcleR+, 
contains repetitions for those roots having multiplicity greater than 1. 
Similarly, if a non-simple root c( has multiplicity, say, 2, we will set yi and 
Yi+l both equal to a in the enumeration of the non-simple roots, and this 
will thus be reflected in the enumeration of the pi. With the /Ii so defined, 
we have 
THEOREM 5.3.7. If I E A + has finite stabilizer in W, then 
X(n)=F(n)- 1 &ifl-fl, 
i=l,...,m 
The only complications arise from the fact that we are working with 
many elements of B with infinite support. Nevertheless, the Weyl group still 
acts on 3, and the elements involved all satisfy the key property of 
elements of 3, that the support is contained in a finite union of sets of the 
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form (p EA 1 p=$ v}. Other minor complications arise in the case of Lie 
algebras with singular Cartan matrix, since the Cartan subalgebra must be 
enlarged to distinguish the weights of a module and avoid infinite weight 
multiplicities. Nevertheless, the formal manipulations in the proofs can be 
carried out with virtually no changes. 
APPENDIX 
TABLE I 
L=A, 
Positive roots Sums of non-simple roots 
al=( 2, -1) 
a*=(-1, 2) 
y,=a,+a2=( 1, 1) 
Weyl group action: 
&=(O,O) Eg= +1 
/I,=a,+a,=(l, 1) E,= -1 
r,(m,n)=( -m,n+m) 
r2(m, n) = (m + n, -n) 
L=B, 
Positive roots Sums of non-simple roots 
al=( 2, -2) 
a,=(-1, 2) 
y,=a,+ a*=( 1, 0) 
yz=a,+2a,=( 0, 2) 
Weyl group action: 
/?o=(O,O) &g= +1 
/i,= a,+ az=(l,O) ~~‘-1 
/?* = a1 + 2a2 = (0,2) El= -1 
jYj=2a,+3a,=(1,2) ~=+l 
r,(m,n)=( -m,n+2m) 
r2(m, n) = (m + n, -n) 
L=A, 
Positive roots Sums of non-simple roots 
al=( 2, -1, 0) 
a,=(-1, 2, -1) 
a3=( 0, -1, 2) 
~1=a,+a2 =( 1, 1, -1) 
Y2 = a,+ag=(-1, 1, 1) 
y3=a,+a2+a3=( 1, 0, 1) 
Weyl group action: 
Bo=( o,o, 0) &J= Cl 
fil=( l,l, -1) El=-1 
j&=(-l, 1, 1) &2= -1 
/9,=( l,O, 1) &3=-l 
84=( 0,2, 0) Ed=+1 
Bs=( 2,1, 0) ES=+1 
A.=( O,L 2) &g=fl 
/?,=( 1,2, 1) 8,=-l 
rAm,n,p)=( -m,n+m, p) 
r2(m, 4 P) = (m + n, -n,p+n) 
r,(m, 6 P) = ( m,n+p, -P) 
481/137/l-10 
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