We present the basic theory of calculus on dual real numbers, and prove the counterpart of the odinary fundamental theorem of calculus in the context of dual real numbers.
The purpose of this paper is to study calculus on dual real numbers. Unlike the multi-variables calculus on the Cartesian product of finite many copies of the real number field and the complex analysis on the complex number field, the generalizations of the order relation on the real number field plays a central role in the theory of calculus on dual real numbers. Hence, calculus on dual real numbers seemd to be closer to the well-known single variable calculus than both multi-variables calculus and complex analysis.
The main result of this paper is to explain how to develpop the basic theory of calculus on dual real numbers. In section 1, we make the dual real number algebra into a normed algebra and introduce two generalizations of the order relatio on the real number field. In section 2, we define the differentiability in dual real numbers, and characterize the differentiability by using the real-valued component functions of a dual real number-valued function. In section 3, we introduce two types of integrals based on the two generalized order relations and prove the counterpart of the odinary fundamental theorem of calculus in the context of dual real numbers.
Two generalized order relations
We begin this section by recalling some facts about dual real numbers. For any two elements (x 1 , x 2 ) and (y 1 , y 2 ) from the 2-dimensional real vector space R 2 = R × R, we define their product according to the the fololowing rule called dual number multiplication:
The vector space R 2 with respect to the dual number multiplication is a real associative algebra, which is called the dual real number algebra and denoted by R (2) . An element of R 2 is called a dual real number. Clearly, the dual real number algebra R (2) is both unital and commutative. We denote the multiplication identity (1, 0) by 1, and the element (0, 1) by 1 # . Then every dual real number (x 1 , x 2 ) of R (2) can be expressed in a unique way as a linear combination of 1 and 1 # :
where Re x := x 1 and Ze x := x 2 are called the real part and the zero-divisor part of x, respectively.
The dual real number algebra R (2) is not a field and has many zero-divisors. In fact, if 0 = x ∈ R 2 , then x is a zero-divisor if and only if Re x = 0 and x is invertible if and only if Re x = 0. Moreover if x is invertible, then the inverse
is called the norm in R
The dual real number algebra is a normed algebra with respect to the norm introduced in Definition 1.1 by the following proposition. Proposition 1.1 Let x, y ∈ R (2) and a ∈ R.
(i) ||x|| ≥ 0, with equality only when x = 0.
(ii) ||ax|| = |a| ||x||, where |a| denotes the absolute value of the real number a.
(iii) ||x + y|| ≤ ||x|| + ||y||.
(iv) ||xy|| ≤ ||x|| ||y||.
Proof a direct computation.
Unlike the Cartesian product of finite many copies of the real number field and the complex field, there are two generalized order relations on R (2) which are compatible with the multiplication in R (2) . Definition 1.2 Let x and y be two elements of R (2) .
(i) We say that x is type 1 greater than y ( or y is type 1 less than x) and we write x (ii) We say that x is type 2 greater than y ( or y is type 2 less than x) and we write x (i) One of the following holds:
x ∈ N (0; ǫ).
(ii) We say that f : D → R (2) is differentiable at c if for each positive real number ǫ > 0 there exist a positive real number δ > 0 and a dual real number f ′ (c) ∈ R (2) such that
The dual real number f ′ (c) is called the derivative of f at c, which is also
It is easy to check that if a dual real number-valued f is type θ differentiable at c ∈ R (2) , then the type θ derivative of f at c is unique for θ ∈ {1, 2}.
Let S be a subset of R (2) . A function f : S → R (2) can be expressed as
where u(x) := u(x 1 , x 2 ) and v(x) := v(x 1 , x 2 ) are two real-valued functions of two real variables x 1 and x 2 , which are called the real component and the zero-divisor component of f , respectively. The following proposition provides an useful characterization of differentiability for dual real-valued functions in terms of their real and zero-divisor components.
where D is an open subset of R (2) , u(x 1 , x 2 ) and v(x 1 , x 2 ) are the real component and the zero-divisor component of f , respectively. Let c = c 1 + c 2 1
# ∈ D with c 1 , c 2 ∈ R.
(i) If the first-order partial derivatives u x1 , u x2 , v x1 and v x2 exist at (c 1 , c 2 ) and are continuous at (c 1 , c 2 ), and the following equations
(ii) If f is differentiable at c, then the equations in (2) hold at c = c 1 + c 2 1 # . In this case, the derivative f ′ (c) of f at c is given by (3).
Proof The proof of Proposition 2.1 is similar to the proof of the famous fact which characterizes the complex differentiability by using Cauch-Riemmann equations.
Foe example, let us prove
By dual number multiplication, we have
Let x 2 = c 2 and choose x 1 such that 0
. By (4) and (5), we get
It follows from (6) that for every ǫ > 0, there exists a δ > 0 such that
This proves that
Similarly, let x 1 = c 1 and choose x 2 such that 0 < |x 2 − c 2 | < δ. Then
which implies that x = c 1 + x 2 1 # ∈ N * (c; δ). By (4) and (5), we get
.
which implies that for every ǫ > 0, there exists a δ > 0 such that
By (7) and (8), (ii) holds.
Type θ Integrals
In the remaining of this paper, θ always denote an element in the set {1, 2}. Let f : S → R (2) be a function on a subset S of R (2) . For convenience, we will use f Re and f Ze to denote the real component and the zero-divisor component of a function f : S → R (2) , respectively. Thus, we have
We say that the function f : S → R (2) is bounded on S if both f Re and f Ze are bounded on S (⊆ R 2 = R × R).
Let a, b ∈ R (2) and a
If P and Q are two partitions of [a, b] θ with P ⊆ Q, then Q is called a refinement of P . 
] exist as real numbers for ♣ ∈ {Re, Ze} and 1 ≤ i ≤ n. Based on these facts, we define the type θ upper sum U θ (P, f ) of f with respect to the partition P to be
and the type θ lower sum L θ (P, f ) of f with respect to the partition P to be
Then the following four sets
re bounded subsets of the real number field R, where P θ is the set of all partitions of [a, b] θ , i.e. P θ := P P is a partition of [a, b] θ . Hence, the supremums and infimums of the four sets in (10) exist. Using these facts, we introduce the type θ lower integral 
If the type θ lower integral and the type θ upper integral of
is a bounded function, where θ ∈ {1, 2}.
(i) If P and P * are partitions of [a, b] θ and P * is a refinement of P , then
(iii) f is type θ integrable iff for each ε ∈ R (2) with ε θ > 0 and (Re ε)(Ze ε) = 0 there exists a partition P of [a, b] θ such that
Proof The proof of Proposition 3.1 follows from the definitions above and the properties of the supremums and infimums. For example, let us prove (i) for θ = 1, i.e.,
The middle inequality in (11) follows directly from the definitions of type 1 upper and lower sums. Suppose that P = {x (0) , x (1) , . . . , x (n) } and consider the partition P * formed by joining just one point x * to P , where
for some k with 1 ≤ k ≤ n. Let
where ♣ ∈ {Re, Ze}. The terms in L 1 (P * , f ) and L 1 (P, f ) are all the same except those over the subinterval [
Thus we have
Using (13) and the facts: The algebraic properties of the ordinary integral are still true for the type θ integrals.
Proposition 3.2 Let θ = 1 or 2 and let k ∈ R (2) be a dual real number. 
(ii) If f is type θ integrable on both 
Proof Both (i) and (ii) are proved by using Proposition 3.1, and (iii) is proved by using the definitions of type θ inegrals and the properties of the two generalized order relations on the dual real number algebra.
We finish this paper with the following counterpart of the odinary fundamental theorem of calculus in the context of dual real numbers. 
Proof The way of proving Proposition 3.3 comes from the application of the algebraic properties of type θ integrals in Proposition 3.2. Let us prove (i) to explain the way of doing the proofs.
By the definitions of type θ integrals, we have
Clearly, (i) holds if we can prove that for each positive real number ǫ > 0 there exists a positive real number δ > 0 such that
where θ ∈ {1, 2}. The proofs of (17) for θ = 1 and θ = 2 are similar, so we prove (17) for θ = 1. First, we choose two positive real numbers ε Re and ε Ze such that 0 < ε Re < ǫ 3 and 0 < ε Ze < ǫ − 3ε Re √ 2 . 
For c = c 1 + c 2 1
