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“Perché ciò che si salverà non sarà mai quel che abbiamo tenuto al riparo dai tempi, ma ciò 
che abbiamo lasciato mutare, perché ridiventasse se stesso in un tempo nuovo.” 
La frase di Alessandro Baricco, tratta da “I barbari. Saggio sulla mutazione”  ci ricorda come 
il divenire sia ormai parte di ogni attività umana, al quale non solo non si può, ma soprattutto 
non si deve fuggire se si vuole scorgere il mondo nuovo con occhi presenti e consapevoli. 
Come riuscire, da realtà aziendale, a non lasciarsi sopraffare dalle continue trasformazioni 
dell’ambiente circostante? Cavalcando il divenire. 
La centralità del clienti, da decenni decantata su tutti i manuali del ramo, assume oggi un 
ruolo ancor più determinante: la facilità di reperire informazioni e le infinite possibilità che si 
offrono di fronte allo sguardo hanno creato una consapevolezza nuova nei consumatori attuali, 
i quali valutano e acquistano dopo un processo di scelta studiato e accurato. 
È evidente dunque come risulti di fondamentale importanza oggi riuscire a cogliere anche i 
più piccoli mutamenti delle esigenze del mercato appena questi si verificano, quando 
addirittura non è possibile anticipare la manifestazione del bisogno.  
È in questo contesto che si inserisce l’informazione: negli ultimi decenni questa ha cambiato 
completamente volto e da semplice entità di supporto aziendale, spesso marginale, è diventata 
elemento imprescindibile di ogni azienda di successo. Si gestiscono quotidianamente milioni 
di transazioni e conseguentemente vengono immagazzinati altrettanti dati in database di 
dimensioni sempre crescenti. 
Riuscire a sfruttare in modo nuovo queste collezioni di dati per ricavarne elementi preziosi 
per il business rappresenta oggi una delle sfide più importanti, uno dei principali vantaggi 
competitivi: non basta più avere dei processi efficienti e dei prodotti di qualità, nella realtà 
attuale occorre avere informazioni aggiornate, corrette e utilizzabili, molto prima degli altri. 
 
In questo contesto si inserisce il mio progetto di tesi, volto alla realizzazione di un data mart 
di analisi e monitoraggio dei clienti di International Cargo
1
, un freight forwardered, ed una 
successiva clusterizzazione degli stessi finalizzata all’individuazione di gruppi omogenei per 
poter applicare strategie di azione diversificate e personalizzate. 
La seguente tesi sarà divisa in tre macro sezioni:  
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- Sviluppo del data mart di monitoraggio (cap.1). Dopo una prima fase di studio del 
caso e del data warehouse aziendale si sono scelte le variabili da monitorare sulla base 
delle informazioni disponibili: principalmente sono attributi di carattere generale, dati 
sulle quantità spedite e variabili strategiche calcolate appositamente come trend delle 
quantità e del profitto, status e potenziale; 
- Applicazione di una tecnica di clustering per il raggruppamento dei clienti sulla base 
degli attributi precedentemente individuati (cap.2); Si sono studiate le differenti 
tecniche di clusterizzazione per capire quale fosse più idonea al caso specifico. Si è in 
seguito applicato il modello con il tool di data mining Rapidminer e si sono analizzati 
i risultati; 
- Individuazione dei driver specifici (cap.3). Per completezza di analisi sono stati 
individuati dei profili di carattere generale, contenenti informazioni importanti per il 
posizionamento dei clienti ma non ancora mappate nel data warehouse aziendale. Tali 
profili sono stati collegati ai cluster e successivamente si è chiesto ad un gruppo di 
esperti di indicare per ciascuna combinazione il livello di importanza delle quattro 











Per una migliore comprensione dei termini utilizzati nel testo, è di seguito riportato un breve 
dizionario. 
House Documenti di trasporto redatti in base a logiche aziendali e normative 
dello stato di import 
OLAP Tecnologia software per la memorizzazione dei dati in grado di eseguire 
analisi in tempi rapidi.  Un cubo OLAP ha da tre a un arbitrario numero 
di caratteristiche o dimensioni di analisi. 
Universo Raccolta organizzata di oggetti metadati in grado di analizzare e creare 
report utilizzando i dati aziendali in un linguaggio non tecnico. Tali 
oggetti includono dimensioni, indicatori, gerarchie, attributi, calcoli 
predefiniti, funzioni e query. 
Livello aziendale Raccolta di oggetti metadati corrispondenti ad un'unità di informazioni 




IC: International Cargo 
BI: Business Intellingence 






1. Sviluppo del data mart 
Lo sviluppo di uno specifico data mart presuppone la conoscenza dettagliata del problema e 
del data warehouse aziendale. Il primo paragrafo è allora dedicato all’analisi del contesto, 
punto di partenza di tutte le attività successive.  
1.1. Contesto: International Cargo 
International Cargo (IC) è una multinazionale nel campo delle spedizioni, leader a livello 
mondiale. Nata a Firenze nei primi anni del 1900, concentrava le sue prime attività in 
spedizioni verso gli Stati Uniti. Negli anni l’azienda è cresciuta notevolmente, sviluppando 
una rete globale specializzata nei servizi via terra, via mare e via aerea. 
Attualmente dispone di 2600 dipendenti, 120 uffici propri e 59 uffici consociati, ed il business 
è destinato a crescere. Il fatturato a fine 2012 si aggira intorno ai 900 milioni di euro.  
Le tipologie di spedizioni gestite sono: 
 Diretta: Un gruppo di lavoro di un ufficio gestisce la pratica di spedizione per intero 
senza appoggiarsi ad altri uffici; La spedizione inoltre è contenuta in un container; 
 Dedicata: La spedizione contenuta in un container è dedicata ad un cliente;  
 Concarico intra-gruppo: Un gruppo di lavoro di un ufficio raccoglie pratiche di 
spedizione proveniente da uffici diversi all’interno dello stesso gruppo, per motivi di 
ottimizzazione; 
 Concarico extra-gruppo: Un gruppo di lavoro di un ufficio raccoglie pratiche 
provenienti da altre entità (gruppi di lavoro, filiali, o aziende) esterne al gruppo IC; 
 Diretta multi container: Un gruppo di lavoro di un ufficio apre una pratica in cui 
inserisce una sola house. La spedizione è contenuta in più container;  






Ricordiamo che le house sono documenti di trasporto redatti in base a logiche aziendali e 
normative dello stato di import. 
Le spedizioni di IC servono moltissimi clienti in tutto il mondo,  appartenenti ai più variegati 
settori: dal meccanico all’alimentare, dal farmaceutico al settore moda, dal settore minerario 
ed edilizio a quello della grande distribuzione. Per ciascuno di questi è necessario 
personalizzare l’offerta a causa della profonda diversità dei beni trasportati e dei servizi di 
dogana e di distribuzione erogati.  
I differenti clienti inoltre spediscono da e verso nazioni diverse, con frequenze e quantità 
variabili: è evidente come la gestione del parco clienti risulti complessa e come si renda 
necessario un’efficiente sistema di gestione delle transazioni e dei rapporti, nonché di 
supporto alle decisioni attualmente non presente. 
1.2. TD Group  
TD Group, fondata a Pisa nel 1981 dal dott. Valterio Castelli, col nome di Tosco Dati srl, è 
attualmente una multinazionale di servizi informatici e consulenza con 8 sedi in Italia e 4 
all’estero. Si rivolge, con offerte specifiche e reti di vendita dedicate, ai mercati Industria, 
Pubblica amministrazione (centrale e locale), Utilities, Sanità, Education e Finance. Con 400 
dipendenti e una ricca network di professionisti, riesce a soddisfare tutte le esigenze di 
information technology delle più moderne aziende. 
Il rapporto di TD Group e International Cargo non nasce con il progetto descritto in questa 
sede: IC ha iniziato un percorso di Business Intelligence già nel 2010, mediante installazione 
del pacchetto SAP ECC per gli uffici italiani di IC e realizzazione di un data warehouse e di 
un nuovo sistema di reportistica e di controllo di gestione unificato. 
Sulla scia di questa processo di BI si inserisce il progetto di Data mining, utile alla 
segmentazione dei clienti e ad una efficiente gestione dei rapporti e del loro monitoraggio.   
1.3. Criticità 
IC è un’azienda di servizi e come tale non offre beni tangibili. Questo aspetto si riflette nelle 
politiche adottate nella gestione dei clienti: non è infatti possibile effettuare campagne di 
marketing mirate o strategie proprie delle aziende manifatturiere.  
È tuttavia necessaria una conoscenza approfondita e un sistema di monitoraggio delle attività 
e delle tendenze dei clienti: senza di essi si rischia di perdere gran parte del vantaggio 





È in  questo contesto che si inserisce il lavoro di TD Group, come prosecuzione del percorso 
di Business Intelligence iniziato due anni fa, finalizzato in questo caso allo sviluppo di un 
applicativo per il monitoraggio dei clienti.  
Attualmente IC dispone di uffici in tutti i continenti e serve i seguenti macro settori: 
alimentazione e bevande, moda, piastrelle e marmi, macchinari e automotive, energie 
rinnovabili, farmaceutica e cura del corpo. A causa della complessità del business, 
International cargo necessita di un sistema supporto a livello commerciale e di marketing.  
Gli obiettivi del progetto saranno: 
 Costruzione di un database dei clienti comprendente misure di status e trend delle 
quantità spedite e del profitto generato, oltre che misure generali sulla frequenza. 
Sviluppo conseguente di un applicativo in grado di monitorare tali variabili per seguire 
e anticipare i movimenti del mercato;  
 Segmentazione della clientela mediante clusterizzazione, quindi applicazione del 
modello di data mining, valutazione e successiva individuazione di strategie 
differenziate per gruppi omogenei. 
1.4. Data warehouse  
Conoscere le informazioni disponibili per l’obiettivo prefissato rappresenta un punto cruciale 
dell’analisi. La mole dei dati a disposizione, così come il loro livello di dettaglio e la loro 
attendibilità, influenzano notevolmente lo svolgimento e i risultati del progetto, pertanto 
buona parte della prima fase di lavoro è incentrata sull’analisi del data warehouse aziendale. 
Per completezza segue una breve digressione sulla struttura di un data warehouse. 
1.4.1. Definizioni 
Un data warehouse (DW), letteralmente ‘magazzino dei dati’, è, secondo la definizione ormai 
consolidata di W. H. Inmon (1996), una “collezione di dati orientata ai soggetti, integrata, 
soggetta alla variazione del tempo e non volatile, per il sostegno alla gestione delle 
decisioni”.  
‘Orientata ai soggetti’ in quanto i dati non sono organizzati per funzioni o per applicazione, 
ma per soggetti d’interesse, come i clienti o le vendite.  






‘Variabile nel tempo’ a causa del fatto che i dati inseriti posseggono tutti una data, senza 
possibilità di modifica della stessa, e coprono un orizzonte temporale molto ampio, 
sicuramente maggiore di quello dei sistemi transazionali. Rispetto a quest’ultimi, inoltre, è 
differente anche il momento di interrogazione rispetto all’aggiornamento del dato: nei sistemi 
operazionali il dato visibile è il più aggiornato, mentre nel data warehouse quasi certamente la 
sua data sarà antecedente di un periodo medio-lungo rispetto al momento dell’interrogazione. 
I dati sono infine definiti ‘non volatili’, grazie al sistema di accessibilità dei Data warehouse: 
essendo in sola lettura è impossibile che questi siano modificati. 
Grazie alla struttura dei dati presenti, il data warehouse si presenta di grande utilità per analisi 
di data mining, in quanto una parte consistente di elaborazione e pulizia potrà essere evitata. 
Da qui nasce il legame forte tra Data mining e Data warehouse che, se da un lato non si 
presenta come necessario, dall’altro è fortemente consigliato per i benefici ricavati. 
1.4.2. Struttura di un Data warehouse 
Un Data warehouse è generalmente progettato secondo un modello dimensionale.  
La tecnica di modellizzazione più usata è sicuramente il diagramma a stella (Star Scheme),  





nel quale troviamo una tabella centrale, chiamata tabella dei fatti, e tabelle dimensionali ad 
essa collegate mediante una chiave. 
I fatti sono collezioni di dati da analizzare, come le vendite, mentre le misure sono proprietà 
atomiche dei fatti a valori numerici, come le quantità vendute, la redditività del prodotto ecc. 
La tabella dei fatti contiene dei record aventi due tipi di informazioni: la chiave di join e gli 
eventi. Le dimensioni delle chiavi servono per definire univocamente ciascun record nella 
tabella dimensionale a cui sono collegati. Queste ultime contengono dati specifici per 
ciascuna dimensione, ovvero degli attributi rappresentanti proprietà dei membri, solitamente 
testuali, discrete e descrittive.  
Incrociando in maniera diversa le dimensioni del fatto, si riescono ad ottenere viste differenti 
dello stesso processo. 
1.4.3. Architettura di un data warehouse 
Lo schema seguente indica le componenti chiave di un processo di data warehousing: 
 
Come si intuisce dallo schema (il quale si legge da sinistra a destra), il data warehouse 
raccoglie dati da diversi sistemi sorgenti, interni o esterni, i quali confluiscono in una ‘back 
room’, la parte privata di un DW. Qui avviene l’elaborazione ETL (Extract- Transform- Load) 
il cui obiettivo è il trasferimento dei dati da un punto di partenza ad uno di arrivo, dopo 
opportune trasformazioni.  





Generalmente le operazioni effettuate durante l’elaborazione ETL sono:  
 Estrazione dei dati dalle sorgenti informative; 
 Attività di trasformazione, pulizia e conformazione dei dati; 
 Caricamento nel data warehouse. 
Oltre a immagazzinare dati per il supporto decisionale, il warehouse è utilizzato anche per 
creare i cosiddetti data mart dipendenti, ossia porzioni di data warehouse di tipo tematico, 
relative ad un soggetto e ad una finalità specifica.  
1.4.4. Data mart 
Un data mart è un raccoglitore di dati specializzato in un particolare soggetto. Esso contiene 
una particolare immagine dei dati, la quale permette di formulare strategie sulla base degli 
andamenti passati. 
Normalmente si colloca a valle di un data warehouse globale ed è alimentato a partire da esso, 
di cui costituisce, in pratica, un estratto. In termini tecnici, un data mart è un sottoinsieme 
logico o fisico di un data warehouse di maggiori dimensioni. 
La differenza fondamentale consiste nel fatto che la creazione del data warehouse avviene in 
maniera generalizzata per poi venire incontro alle specifiche esigenze, mentre il data mart 
viene generalmente creato per rispondere ad un'esigenza specifica e già determinata. 
1.4.5.  Il data warehouse aziendale 
International Cargo, in collaborazione con TD Group, ha realizzato due anni fa un data 
warehouse aziendale per la gestione ottimale dei moltissimi dati presenti.  
Le tabelle dei fatti sono quattro, due di natura economica, due contenenti informazioni 
quantitative sulle spedizioni.  
La prima tabella dei fatti racchiude dati inerenti le spedizioni: oltre alle informazioni circa 
clienti, uffici, numero delle pratiche, sono presenti dati di profitto per ciascuna pratica, inseriti 
dopo esser stati contabilizzati. La seconda tabella contenente dati economici possiede invece 
misure stimate di ricavi e costi per ciascuna spedizione, inseriti in una fase precedente alla 
registrazione della stessa. 
Le rimanenti tabelle contengono dati sulle quantità spedite e sugli attori in gioco, divise per 
segmento di spedizione (air/ocean). 






Concentrando l’attenzione sui clienti, le informazioni disponibili sono le comuni anagrafiche, 
commodity group parziali, informazioni riguardanti le pratiche e le spedizioni, gli uffici di 
riferimento ecc. , punto di partenza per la successiva costruzione della tabella. 
1.5. Sviluppo del data mart 
Dopo aver analizzato la struttura del data warehouse aziendale, e compreso quindi che 
tipologie di dati sono presenti, quanto questi sono affidabili, e a che intervallo temporale sono 
definiti, è possibile individuare le variabili che fungeranno da base per l’applicativo di 
monitoraggio. 
1.5.1. Scelta e creazione delle variabili 
Per la realizzazione del data mart sono state scelte variabili legate al cliente e ritenute di 
maggiore interesse, compatibilmente con i dati disponibili: alcune sono ricavate dal data 
warehouse senza necessità di modifica, come il segmento o il tipo di spedizione, altre sono 
derivate, come il trend e lo status.  
Per il presente lavoro si sono considerati i soli segmenti aereo e marittimo, nonché le 
spedizioni di tipo diretto e concarico poiché le combinazioni fra queste rappresentano il 95% 
dei casi totali.  
Inoltre sono state comprese nell’analisi le sole esportazioni dall’Italia, anche se l’applicativo 
può essere esteso facilmente alle altre nazioni in cui opera IC. 
La misura per le quantità spedite per via aerea è il chargeable weight
2
, mentre per le 
spedizioni per via marittima esistono due possibilità: Teu
3
 nel caso di spedizioni di container, 
volumi nel caso di oggetti sfusi o non organizzati in container. 
 
A seguito di questi vincoli si è pensato alle variabili maggiormente significative per la 
comprensione ed il monitoraggio delle tendenze dei clienti, compatibilmente con le 
informazioni disponibili. 
Si è scelto allora di considerare i seguenti attributi: 
 Codice cliente; 
 Data di attivazione; 
 Quarter di riferimento; 
 Segmento; 
 Tipo di spedizione; 
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 Peso lordo effettivo o il peso volumetrico della spedizione 
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 Numero di Teu  spediti;  
 Volume spedito; 
 Chargeable weight spediti; 
 Fascia di status;  
 Valore numerico di trend; 
 Fascia di trend; 
 Fascia di potenziale; 
 Valore numerico di trend del profitto; 
 Fascia di profitto. 
Saranno adesso descritte nel dettaglio per capire come sono state identificate ed 
eventualmente calcolate. 
 
Data di attivazione. Rappresenta la data di prima spedizione del cliente, ed oltre a dare 
un’indicazione sulla durata del rapporto, serve nell’algoritmo del calcolo del trend. 
Quarter di riferimento. Per fare in modo che l’analisi non si presenti come statica, bensì 
dinamica e flessibile, si è scelto di considerare come intervallo temporale di riferimento il 
trimestre. Tutte le misure di quantità spedite saranno allora riferite al particolare quarter, così 
come la fascia di status, di trend ed il potenziale: in questo modo si può monitorare 
l’andamento delle stesse misure nel tempo e approfondire l’indagine o intervenire nel caso di 
scostamenti anomali o dati allarmanti. 
Ovviamente per ogni cliente saranno presenti solo i trimestri in cui sono state effettuate delle 
spedizioni. 
Segmento. Rappresenta il canale di spedizione, nel nostro caso come già annunciato 
comprenderà solo la via aerea e marittima.  
Tipo di Spedizione. Può essere diretto (FCL) o in concarico (LCL). Per quanto riguarda il 
trasporto marittimo troviamo spedizioni di container nel caso di dirette, mentre saranno 
presenti volumi laddove la spedizione sia di tipo groupage. Per i Chargeable weight non è 
stata effettuata distinzione di tipologia.  
Numero di teu spediti. Rappresenta la quantità di teu spedite dal cliente nel quarter. Questa 
misura, così come anche le altre indicanti quantità, sono state estrapolate dal data warehouse 
senza necessità di rielaborazione. 
Fascia di status. Lo status rappresenta lo scostamento della quantità spedita dal singolo 
cliente nel trimestre, rispetto alla media di tutti i clienti. È una grandezza derivata, calcolata 





presentare spedizioni per tutti i segmenti esisteranno allora tre status differenti, uno per i teu, 
uno per i chargeable weight ed uno per i volumi. Il primo passo per l’individuazione della 
fascia è stato pertanto il calcolo della media di ciascuna delle suddette quantità, eliminando gli 
outlier.  







Si è poi resa necessaria un’analisi della distribuzione delle quantità spedite dai vari clienti per 
distinguere i limiti delle fasce, effettuata in modo visuale mediante il tool Rapidminer.  
Sono state individuate cinque fasce differenti di status per ciascun segmento, in particolare: 










AIR 1 N NEGATIVO 199.99999 -999999.99999 
AIR 1 M MEDIO 2699.99999 200.00000 
AIR 1 P POSITIVO 5999.99999 2700.00000 
AIR 1 MP MOLTO 
POSITIVO 
29999.99999 6000.00000 
AIR 1 B BEST 999999.99999 30000.00000 
OCEAN FCL N NEGATIVO 1.69999 -999999.99999 
OCEAN FCL M MEDIO 11.49999 1.70000 
OCEAN FCL P POSITIVO 29.99999 11.50000 
OCEAN FCL MP MOLTO 
POSITIVO 
99.99999 30.00000 
OCEAN FCL B BEST 999999.99999 100.00000 
OCEAN LCL N NEGATIVO 0.11111 -999999.99999 
OCEAN LCL M MEDIO 29.99999 0.11112 
OCEAN LCL P POSITIVO 59.99999 30.00000 
OCEAN LCL MP MOLTO 
POSITIVO 
199.99999 60.00000 
OCEAN LCL B BEST 999999.99999 200.00000 






Per la via aerea non sono state effettuate distinzioni di tipologia, ed il  numero 1 rappresenta 
un codice fittizio senza alcuna corrispondenza specifica. 
Per ogni cliente e per ogni quarter è stata poi attribuita una fascia di status, in base al valore 
della quantità spedita in quell’intervallo temporale. 
Grazie a questa variabile è possibile monitorare l’andamento delle spedizioni a livello 
quantitativo per singolo cliente nel tempo, semplificando e discretizzando tuttavia l’analisi 
grazie all’utilizzo delle fasce.  
Valore numerico di trend. Per l’analisi del trend sono state individuate, al pari dello status, 
delle fasce di appartenenza. Il valore numerico del trend tuttavia non è immediato come in 
precedenza ma derivato, calcolato mediante algoritmo apposito. 
Come per lo status, anche la misura del trend è calcolata per cliente e per quarter, in modo da 
monitorare l’andamento nel tempo della tendenza del singolo cliente. 
La formula utilizzata per il calcolo prevede il confronto fra le quantità spedite nel quarter in 
analisi e la media dei due precedenti, rapportate alla stessa media per uniformare le misure ed 
evitare una semplice analisi degli scostamenti. La formula generale si presenta allora come di 
seguito:  
trend= 
      








Non in tutti casi però tale formula è applicabile: può accadere che per tre trimetri successivi 
non siano state effettuate spedizioni, nel qual caso si avrebbe un’espressione del tipo 0/0; si 
può essere davanti a casi di nuovi clienti, per cui il calcolo di una tendenza risulterebbe priva 
di senso; si potrebbe ancora avere il caso di spedizioni mancanti per due quarter successivi, 
indice di mancanza di regolarità. Per contemplare tutti i possibili casi è stato elaborato un 
algoritmo, riportato interamente di seguito nel caso di spedizioni di teu: lo stesso calcolo è 
stato poi effettuato per le restanti misure. 
Denominiamo con q il quarter corrente di analisi, teu3, teu2, teu1 le quantità di teu 
rispettivamente nel quarter di analisi, in quello immediatamente precedente e nel quarter di 
due periodi precedente (se ad esempio siamo nel mese di Agosto, il nostro q di riferimento 
sarebbe il trimestre Luglio-Agosto-Settembre, le quantità spedite sono indicate con teu3, 
mentre teu2 indica il valore delle spedizioni per i mesi di Aprile-Maggio-Giugno e teu1 per il 







SE data attivazione è IN (q; q-1) 
ALLORA trend= “new”  
ALTRIMENTI  
 (SE (teu2 + teu1)≠0  E  teu3=0 
 ALLORA  trend= 
                 
            
  
 ALTRIMENTI  
  (SE (teu2 + teu1)=0  E  teu3≠0 
  ALLORA  trend= “riattivato” 
  ALTRIMENTI  
   (SE (teu2 + teu1)=0   E   teu3=0 
   ALLORA   trend= “non applicabile”  
   ALTRIMENTI  trend= 
      









La denominazione “new ” si riferisce, come evidente dall’algoritmo, a clienti nuovi per cui 
l’applicazione della formula non avrebbe senso a causa di dati mancanti, mentre sono 
“riattivati” tutti quei clienti che per un quarter o due non hanno effettuato spedizioni, ma che 
nel trimestre di analisi hanno una misura positiva; la denominazione di “non applicabile” è 
stata attribuita quando per tre trimestri successivi o più non sono state effettuate spedizioni. 
Esclusi i casi non numerici appena descritti, è stata analizzata ancora una volta la 
distribuzione dei valori di trend per attribuire le fasce, descritte di seguito. 
Fascia di trend. Come per lo status, l’attribuzione delle fasce è avvenuta visualizzando la 
distribuzione dei dati e individuando i range per la successiva attribuzione. In questo caso le 
fasce identificate sono in numero superiore rispetto al caso precedente, in quanto 
comprendente anche i valori non numerici visti in precedenza. 












0 0 *NA *NON 
APPLICABILE 
-100000.00000 -99999.99999 





AIR 1 NT NO TREND 0.00002 1.50000 
AIR 1 P POSITIVO 1.50000 30.00000 
AIR 1 MP MOLTO 
POSITIVO 
30.00000 99999.99999 
OCEAN FCL N NEGATIVO -99999.99994 0.00001 
OCEAN FCL NT NO TREND 0.00002 1.50000 
OCEAN FCL P POSITIVO 1.50000 30.00000 
OCEAN FCL MP MOLTO 
POSITIVO 
30.00000 99999.99999 
OCEAN LCL N NEGATIVO -99999.99994 0.00001 
OCEAN LCL NT NO TREND 0.00002 1.50000 
OCEAN LCL P POSITIVO 1.50000 30.00000 
OCEAN LCL MP MOLTO 
POSITIVO 
30.00000 99999.99999 
AIR 1 NEW NUOVO 
CLIENTE 
-99999.99996 -99999.99995 
OCEAN LCL NEW NUOVO 
CLIENTE 
-99999.99996 -99999.99995 
OCEAN FCL NEW NUOVO 
CLIENTE 
-99999.99996 -99999.99995 
AIR 1 R RIATTIVATO -99999.99998 -99999.99997 
OCEAN LCL R RIATTIVATO -99999.99998 -99999.99997 
OCEAN FCL R RIATTIVATO -99999.99998 -99999.99997 
Tabella 2:Tabella delle fasce di trend per i Teu 
I codici usati per segmento e tipo di spedizione sono gli stessi utilizzati nel caso dello status. 
Fascia di potenziale. Il potenziale rappresenta il miglior status raggiunto in tutto l’intervallo  
temporale di analisi, per ciascun segmento e tipo spedizione. Il dato risulterà pertanto uguale 
in tutti i trimestri per uno stesso cliente, anche se potrebbe avere un valore differente se si 
spediscono teu, piuttosto che volumi o chargeable weight. 
Si è scelto di includere nell’analisi tale indicatore in quanto fornisce informazioni sulle 
possibilità massime dei clienti, sulla base dei dati storici: supponiamo infatti che un cliente 
abbia un potenziale nei chargeable weight pari a “negativo”, è evidente come egli durante i tre 
anni di analisi abbia sempre spedito piccole quantità, pertanto è improbabile che nei messi 





fascia di profitto molto elevata, almeno per la via aerea. È possibile allora fare considerazioni 
di tipo predittivo, sebbene di massima e non precise, per una certa categoria di clienti. 
Valore numerico di trend del profitto. Per calcolare il valore numerico di trend del profitto, 
è stata utilizzata la stessa formula vista in precedenza. Ancora una volta, per contemplare 
anche quei casi in cui il calcolo non può essere effettuato, viene elaborato un algoritmo simile 
a quello utilizzato per le quantità spedite, senza tuttavia effettuare una distinzione di segmento 
e tipo spedizione: i valori di profitto sono infatti aggregati per cliente prima del calcolo. 
Di seguito è riportato l’algoritmo, con la medesima nomenclatura del caso precedente(fatta 
eccezione per i teu, qui sostituiti con la dicitura ‘prof’ stante per ‘profitto’): 
 
SE data attivazione è IN (q; q-1) 
ALLORA trend= “new”  
ALTRIMENTI  
 (SE (prof2 + prof1)≠0  E  prof3=0 
 ALLORA  trend= 
       








 ALTRIMENTI  
  (SE (prof2 + prof1)=0  E  prof3≠0 
  ALLORA  trend= “riattivato” 
  ALTRIMENTI  
   (SE (prof2 + prof1)=0   E   prof3=0 
   ALLORA   trend= “non applicabile”  
   ALTRIMENTI  trend= 
       








I valori “new”, “riattivato” e “non applicabile” hanno lo stesso significato del caso 
precedente.  
A partire dai valori così calcolati sono state ancora una volta individuate le fasce. 
Fascia di profitto. Le fasce sono state identificate ancora una volta studiando visivamente la 
distribuzione dei dati mediante il software Rapidminer. 
In questo caso vi è una discriminazione maggiore, poiché sono previsti anche trend molto 
negativi o pessimi.  







Codice fascia Descrizione fascia Limite inferiore Limite superiore 
*NA NON APPLICABILE -100000.00000 -99999.99999 
NEW NUOVO CLIENTE -99999.99996 -99999.99995 
R RIATTIVATO -99999.99998 -99999.99997 
B BEST TREND 100.00000 999999.99999 
MP MOLTO POSITIVO 10.00000 99.99999 
P POSITIVO 2.00000 9.99999 
NT NO TREND -2.00000 1.99999 
N NEGATIVO -10.00000 -2.00001 
MN MOLTO NEGATIVO -100.00000 -10.00001 
W WORST TREND -99999.99994 -100.00001 
Tabella 3:Tabella fascia di profitto 
Di seguito è riportato un grafico che illustra graficamente le tre variabili strategiche descritte 
in precedenza: status, trend e potenziale. 
 
 
1.5.2. Il data mart dei clienti 
Finora sono state descritte le variabili, vediamo adesso come queste sono state organizzate e 
come sono interconnesse fra loro.  
Il nuovo database clienti è stato creato utilizzando  MySQL come RDBNS, interrogando 
mediante query il data warehouse e creando una tabella dei fatti e otto tabelle dimensionali, 
collegate opportunamente mediante chiavi. 
La tabella dei fatti contiene le variabili appena descritte e si presenta come segue: 
 
 





















Ritroviamo in ordine la data di attivazione, i trimestri, i clienti, segmento e tipo di spedizione, 
le misure di teu, volume e chargeable weight, la fascia di status, il valore numerico e la fascia 
di trend, la fascia di potenziale, profitti ed infine il valore numerico del trend e la fascia di 
profitto. 
Le restanti otto tabelle, create ancora una volta in MySQL,  sono collegate alla dimensioni 
appena elencate, nel nostro caso: 
 





















































































Tramite l’Information Design Tool di SAP BusinessObjects è stato costruito l’universo 
utilizzato per le successive analisi. 
Chiariamone il significato: Information Design Tool è un ambiente di progettazione di 
metadati di SAP BusinessObjects che consente di estrarre, definire e manipolare i metadati 
delle origini relazionali e OLAP per creare e distribuire universi SAP BusinessObjects. 
L'universo è una raccolta organizzata di oggetti metadati che consente agli utenti di analizzare 
e creare report utilizzando i dati aziendali in un linguaggio non tecnico. Tali oggetti includono 
dimensioni, indicatori, gerarchie, attributi, calcoli predefiniti, funzioni e query. Il livello di 
oggetti metadati, detto livello aziendale, viene creato in base a uno schema di database 
relazionale o un cubo OLAP, in modo tale che gli oggetti siano mappati direttamente alle 
strutture del database mediante espressioni SQL o MDX. Un universo include connessioni 
che identificano le origini dati in modo da consentire l'esecuzione delle query sui dati. 
Il ruolo dell'universo è fornire all'utente oggetti aziendali semanticamente comprensibili. 





Per la realizzazione degli universi, Information Design Tool permette di creare delle 
connessioni con i database di origine dati, in modo da estrarre tabelle e join per creare lo 
schema relazionale di partenza.  
Il nostro universo sarà allora ricavato da MySQL e formato dalla tabella dei fatti e dalle 8 
tabelle dimensionali, ciascuna collegata alla principale mediante opportuna chiave, la quale 
garantisce l’univocità del record.  
Ciascun universo creato con Information Design Tool dispone di una base dati, ossia uno 
schema che definisce le tabelle ed i join rilevanti di uno o più database relazionali. La base 
dati viene ottimizzata aggiungendo tabelle derivate, tabelle alias, colonne calcolate, join 
aggiuntivi ed altre definizioni. La nostra base dati è costituita da uno star schema contenente 
le tabelle appena descritte, e si presenta come segue: 
 
Figura 4: Base dati del nuovo universo 
La tabella centrale rappresenta la tabella dei fatti, mentre le altre ad essa collegata sono le 
tabelle dimensionali. Alcune di queste ultime, precisamente quelle già presenti nel database 
(come la tabella dei clienti), contengono colonne in più rispetto a quelle riportate all’inizio del 
paragrafo a causa del fatto che molte variabili, pur essendo presenti nel data warehouse di 
partenza, sono state ritenute di poco interesse ai fini dell’analisi, pertanto non sono state 





Come si può notare dalle descrizioni precedenti e dalla figura 4 la tabella 
“sshtd_mfs_map_fascia_status” e “sshtd_mfs_map_fascia_potenziale” sono assolutamente 
identiche: la tabella del potenziale è infatti un alias della precedente, ossia un duplicato 
identico all’originale con un nome diverso, creato per risolvere dei loop durante le query.  
Per utilizzare query in grado di restituire dati occorre costruire il cosiddetto livello aziendale, 
una raccolta di oggetti metadati i quali comprendono dimensioni, gerarchie, indicatori, 
attributi e condizioni predefinite. Ogni oggetto corrisponde ad un'unità di informazioni 
aziendali che può essere utilizzata in una query, a partire dalla base dati definita. Una volta 
completato, un livello aziendale viene pubblicato in un repository o in una cartella locale 
come universo.   
Di seguito è riportato lo schema architetturale dei sistemi utilizzati e delle loro 
interconnessioni con focus solo sulle parti di nostro interesse. 
 
1.5.3. Reportistica aggregata e di dettaglio 
Una volta realizzato l’universo è possibile creare dei report, interfacce grafiche che 
permettono la visualizzazione dei dati ed una loro elaborazione più complessa.  
BusinessObjects offre all’utente la possibilità di scegliere le informazioni che si desiderano 
analizzare, di selezionare il tipo di grafico o report attraverso il quale vengono visualizzati i 
dati e di effettuare particolari operazioni su di essi. 
Nel nostro caso la reportistica è stata effettuata in una prima analisi a livello di segmento e 
tipo spedizione, per individuare la numerosità dei clienti, le quantità assolute e percentuali 
spedite ed il profitto realizzato. In un secondo momento si è posto un filtro sul singolo 
trimestre e sulle misure di segmento e tipo spedizione, per analizzare le dimensioni di status, 
trend, potenziale e trend del profitto.  






Esempi di report – Report 1: Numerosità e percentuale di profitto 
In questo primo report del tutto generale è mostrata la numerosità dei clienti per segmento e 






Clienti % Clienti Total Revenues 
% 
Profitto 
AIR 1 17.129 0,49 68.700.402,58 0,27 
OCEAN FCL 12.247 0,35 174.645.511,94 0,68 
OCEAN LCL 5.702 0,16 12.279.326,74 0,05 
 
Somma: 35.078 
   
Tabella 4: Numerosità  e percentuale di profitto 
Precisiamo che il codice “LCL” indica una spedizione di tipo groupage, mentre la dicitura 
“FCL” si riferisce ad una spedizione di tipo diretto. Ancora una volta ricordiamo che se 
queste due sigle hanno un senso per il segmento “ocean”, per la via aerea è stata posta per 
convenzione, poiché nell’analisi sono state considerati entrambi i tipi di spedizione. 
Il totale dei clienti ammonta a 29201 ma, com’era prevedibile, il numero che compare nella 
tabella è maggiore: è evidente infatti come un cliente possa avere effettuato delle spedizioni 
sia per via aerea che marittima, sia di teu che di volumi. 
Come si può notare, la totalità dei clienti che spediscono via mare e con tipologia “diretta”, 
pur essendo di numero inferiore rispetto a coloro che spediscono per via aerea, realizzano 
quasi il 70 % dei profitti totali. Le spedizioni di questo tipo saranno allora presumibilmente 
più profittevoli, o perché permettono dei ricavi maggiori, o grazie a dei costi inferiori. 
 





Weigth Numero Teu Volume 
AIR LCL 49.683.446,1 0 0 
OCEAN FCL 0 192.447,32 0 
OCEAN LCL 0 0 122.771,54 
Tabella 5: Quantità spedite 
Questa tabella riporta banalmente le quantità spedite globalmente per ciascun segmento e tipo 





clienti che ad esempio spediscono solo per via aerea avranno la riga “Numero di teu” e 
“Volume” pari a zero. 
Report 3 – Andamento delle spedizioni nei trimestri 
Vediamo adesso mediante alcuni grafici l’andamento delle quantità spedite nei vari trimestri. 
 
 Chargeable Weight 
 
Figura 6: Andamento dei chargeable weight per trimestre 
In questo primo grafico è stato inserito un filtro per permettere di analizzare la sola via aerea. 
I chargeable weight spediti risultano mediamente in crescita dal 2009 al 2011, anche se il gap 
maggiore si ha nel passaggio al secondo quarter del 2010 dopo il quale, escludendo il picco 



















Figura 7: Andamento dei teu per quarter 
In questo caso la crescita delle quantità di Teu spediti nei vari trimestri è più netta. 
È interessante notare come per ogni anno vi sia un picco di spedizioni nell’ultimo trimestre, 
fenomeno da approfondire per capire se è legato ad effetti di stagionalità o meno, oppure se si 
è trattato solo di un evento contingente. 
 Volumi 
 
Figura 8: Andamento dei volumi per trimestre 
Le misure di volume si presentano in forte crescita nel 2009, mentre nei successivi due anni si 
stabilizzano, presentando una leggera flessione nel 2011. Ancora una volta è fatta eccezione 





Report 4 – Andamento di status e trend delle spedizioni  
In questo ultimo esempio di report è mostrato l’andamento dei diversi indicatori per segmento 
e tipo spedizione. Sarà mostrata la numerosità dei clienti per fascia e come questa varia nei 
diversi quarter, rispettivamente per il trend e lo status. 
 Spedizioni di tipo “AIR”  
 
Figura 9: Numerosità dei clienti per fascia di trend-settore aereo 
Per prima cosa si noti come il numero totale dei clienti vari da un trimestre al successivo: 
questo perché non tutti i clienti effettuano almeno una spedizione per ogni quarter. Tale 
fenomeno spiega anche la presenza non indifferente dei clienti in fascia “RIATTIVATO”. 
La numerosità maggiore si ha tuttavia per clienti nuovi (“NUOVO CLIENTE”), seguiti da 
clienti con trend negativo. La presenza di clienti con trend molto positivo è ridotta mentre non 
mancano i trend positivi.  
Il primo quarter non va considerato nelle analisi poiché, essendo questo il trimestre di inizio 
valutazione, su di esso non può essere calcolato un valore numerico del trend, non essendo 
presenti i dati precedenti: i clienti risultano infatti essere “riattivati” quando la data di 
attivazione è precedente ma nel quarter di analisi le spedizioni sono presenti, o nuovi, se la 
data di attivazione coincide con il quarter stesso.  
Nel report che segue invece si può osservare un grafico simile al precedente in cui però si 






Figura 10: Profitto per cliente per fascia di trend 
Si noti come il profitto maggiore è realizzato principalmente dai clienti della fascia di trend 
molto positiva, positiva e media, com’era prevedibile. È notevole il picco dell’ultimo quarter, 
sicuramente da approfondire.  
Risulta fondamentale lo studio combinato della variabile di trend con quella di status: si pensi 
infatti a clienti con trend molto positivo, essi assumeranno un’importanza strategica del tutto 
differente se si inseriscono in fasce di status mediocri piuttosto che elevate, poiché le quantità 
spedite in gioco sono nettamente diverse. 
Vediamo allora l’andamento dello status nei diversi quarter. 
 
Figura 11: Numerosità dei clienti per fascia di status 
Tendenzialmente i clienti si distribuiscono maggiormente nella fascia media e negativa, 





 Spedizioni di tipo “OCEAN - FCL” 
 
Figura 12: Numerosità dei clienti per fascia di trend-Ocean FCL 
Le considerazioni fatte per il caso della via aerea sono valide anche in questo caso: si noti 
infatti la prevalenza di clienti nella fascia “NUOVO CLIENTE”, “NEGATIVO” ed “NO 
TREND”. 
Riportiamo adesso il grafico con il profitto per cliente, ancora una volta simile al precedente, 
differente tuttavia per la presenza di un picco di numerosità nella fascia “molto positivo” 
nell’ultimo quarter del 2010 e di uno di minore entità nell’ultimo trimestre del 2011. 
Questo aumento probabilmente riflette i picchi nelle spedizioni già note nel report 3, poiché la 
crescita forte da un quarter all’altro è sicuramente indice di un trend fortemente positivo. 
 





Vediamo adesso come si distribuisce lo status nei quarter in relazione alla numerosità delle 
fasce. 
 
Figura 14: Numerosità dei clienti per fascia di status 
Ancora una volta non si notano grandi scostamenti rispetto al caso precedente, se non per la 
lieve superiorità dei clienti nella fascia media piuttosto che nella positiva. 
Per non appesantire la lettura è stato omesso il report legato alla spedizione di volumi poiché 
del tutto simile al caso appena visto.  
I report di seguito mostrati sono di livello aggregato, effettuati cioè per tutti i clienti: Tale 
studio preliminare è stato effettuato per comprendere meglio l’andamento dei clienti e la 
robustezza dei dati.   
Tutte le analisi viste finora possono però essere svolte in modo dettagliato per singolo cliente, 
per studiarne l’andamento trimestrale e cogliere eventuali comportamenti anomali. Tale 
analisi non è stata  riportata per non appesantire maggiormente la lettura. 
Il data mart fornisce gli strumenti per  approfondire moltissimi aspetti del business, 
probabilmente non evidenti in assenza di studi. In questa sede non sono stati affrontati nel 
dettaglio le tematiche inerenti i problemi emersi in quanto dominio del management 
aziendale, l’unico attore realmente in grado di interpretare adeguatamente  i risultati ed attuare 
piani di azione. 
I grafici e le tabelle appena visti sono solo alcuni dei possibili report realizzabili a partire 
dall’universo: le potenzialità di BusinessObjects sono infatti elevate e grazie a query e report 







2. Applicazione del modello 
di clustering 
Nel precedente capitolo si è analizzato il contesto operativo e la problematica di base, 
giungendo allo sviluppo di un applicativo di monitoraggio per i clienti.   
Tuttavia per comprendere meglio le loro caratteristiche e per attuare delle strategie mirate e 
differenziate si è scelto di applicare un noto modello di data mining per la segmentazione: la 
Cluster Analysis.  
Nella realizzazione e utilizzo dello stesso si sono seguiti i passi canonici del CRISP- DM, il 
Cross-Industry Standard Process for Data Mining. 
Vediamo nel dettaglio in cosa consiste nel prossimo paragrafo. 
2.1. Data mining 
Prima di entrare nel dettaglio del modello scelto e delle tecniche utilizzate sarà presente una 
breve definizione del data mining, di come si articola e dei suoi attuali utilizzi nonché modelli 
utilizzati. 
2.1.1. Il data mining e KDD 
Con il termine KDD (Knowledge Discovery in Database) si intende l’intero processo di 
estrazione di conoscenza applicato ai database, oppure ad informazioni e dati non strutturati. 
Il data mining si configura come un passo di tale processo che fa uso di algoritmi per 
l’esplorazione di grandi quantità di dati e l’individuazione dei pattern più significativi. 
La missione del Data Mining consiste pertanto nel ricavare, da grandi quantità di dati, 
informazioni non note a priori che consentano di guidare la trasformazione, la 
riorganizzazione o l'innovazione dei processi e dei business aziendali. 
2.1.2. Data mining 
Per Data Mining si intende l’attività di estrazione di conoscenza non nota a priori, a partire da 






Nel data mining, ad una prima fase di esplorazione dei dati per prendere familiarità con essi e 
per evidenziare errori nella preparazione e nell’estrazione, seguirà la vera e propria 
modellazione, utilizzando algoritmi appropriati, validando e interpretando i risultati ottenuti. 
Sebbene le radici del data mining possano essere ricondotte agli ultimi anni ’80, per la 
maggior parte degli anni ’90 la disciplina non ha compiuto la sua piena maturazione. Con il 
tempo il processo si è ridefinito e specializzato, fino alla sua formalizzazione nel 1999, ad 
opera di diverse compagnie interessate all’argomento. È stato allora definito il CRISP- DM, il 
Cross-Industry Standard Process for Data Mining, composto dai seguenti passi: 
 
 
 Comprensione del business: prima di procedere in qualsiasi analisi occorre avere 
chiaro in mente qual è l’obiettivo del lavoro, il contesto di interesse e quali sono le 
caratteristiche del business da analizzare. Non bisogna poi sottovalutare lo studio di 
vincoli inerenti gli aspetti tecnici, la sicurezza, la disponibilità dei dati, ecc.. Al 
termine di questa fase occorre pertanto aver definito chiaramente il problema che si 
intende risolvere e avere un’idea di massima di come procedere nelle fasi successive, 
evidenziando, qualora presenti, eventuali criticità; 
 Comprensione dei dati: la seconda fase prevede la raccolta e la comprensione dei dati 
necessari all’analisi. Può accadere che questi non siano organicamente raccolti in un 
unico database, bensì distribuiti in sistemi diversi, con differenti formati e nomi, 
talvolta addirittura al di fuori dell’azienda. Occorre allora capire qual è l’attuale 
organizzazione dei dati e come questi dovranno essere gestiti nelle fasi successive, non 
trascurando l’analisi dell’accuratezza e all’affidabilità degli stessi: se i dati in ingresso 





sono incompleti o inaccurati possono solo fuorviare l’attività decisionale, per quanto il 
modello applicato possa essere ben strutturato e affidabile; 
 Preparazione dei dati: i dati devono essere gestiti in modo da poter essere 
efficientemente utilizzati nella fase successiva, occorre pertanto primariamente riunirli 
e uniformarli in un unico dataset, secondo le dimensioni d’interesse. È necessario 
allora gestire i dati mancanti o incompleti,  individuare gli outlier qualora non siano di 
interesse, rendere omogenei i formati ecc. Queste prime fasi di preparazione possono 
sembrare banali e onerose in termini di tempo di elaborazione, ma risultano 
fondamentali per il successo del modello, e non possono essere trattate con 
superficialità o fretta; 
 Modellazione: in questa fase vengono implementati uno o più algoritmi per la 
costruzione di modelli, i quali servono per l’esplorazione dei dati e la scoperta di 
pattern. I modelli e gli algoritmi per implementarli sono molti e diversi, utili alle 
differenti esigenze dell’analista. Tuttavia esistono due grandi gruppi entro i quali si 
possono racchiudere: modelli predittivi e modelli di classificazione. Le varie tecniche 
saranno analizzate nel dettaglio nel prossimo paragrafo; 
 Valutazione: Dopo aver stabilito quale modello utilizzare, occorre verificarne 
l’effettiva utilità ai fini del lavoro, la robustezza e la validità. Non bisogna infatti 
dimenticare che a guidare l’analisi è l’obiettivo ultimo, ossia la problematica 
riscontrata nella prima fase: il modello deve pertanto essere utile a questo fine, 
giungendo a risultati che apportino reale valore all’azienda. La maggior parte dei 
metodi usati per la valutazione hanno natura statistica e sono in grado di fornire dei 
risultati con un certo livello di affidabilità. Se nessuna delle tecniche impiegate 
mostrasse risultati soddisfacenti, allora occorrerebbe rivedere alcune fasi precedenti 
del processo; 
 Sviluppo: Se il modello risulta robusto, utile e profittevole allora si passa alla sua 
applicazione e all’utilizzo dei risultati, integrandoli cioè nel processo decisionale e 
svolgendo attività che sappiano apportare un vantaggio competitivo. In questa fase 
sono fondamentali le capacità dell’analista di saper studiare i risultati del modello e 
trarne informazioni strategiche utili. 
2.1.3. Applicazioni attuali 
L’applicazione di modelli di data mining è in forte sviluppo e copre ambiti di studio sempre 





 Scoring System: approccio basato sull’assegnazione ai singoli clienti di una 
probabilità di adesione ad una campagna commerciale, in modo da effettuare 
campagne di marketing mirate e personalizzate, aumentando la possibilità di successo 
delle stessa; 
 Market Basket analysis: è tra le tecniche più note, consiste nell’individuazione di 
prodotti apparentemente senza alcuna correlazione, ma che in realtà vengono spesso 
acquistati insieme. Questa metodologia è molto utile per proporre campagne 
promozionali profittevoli, o per la disposizione ottimale dei prodotti sugli scaffali; 
 Rilevazione di frodi: consiste nell’individuazione di profili atti a valutare la 
propensione alla frode da parte di nuovi clienti, o individuare clienti potenzialmente a 
rischio per la concessione di crediti e mutui; 
 Analisi degli abbandoni: profilazione dei clienti a maggior rischio di abbandono, in 
modo da attuare azioni di fidelizzazione mirate; 
 Test mining: consiste nell’applicazione delle tecniche di data mining a dati 
documentali, come brevetti, questionari, e-mail, forum, articoli, in modo da 
individuare gruppi omogenei di documenti in base agli argomenti trattati.  
 Web mining: analisi di comportamenti di visita del sito, o la presentazione di contenuti 
personalizzati sulla base dei siti più visitati o delle informazioni più ricercate. 
2.1.4. Modelli di data mining 
Le tecniche di data mining esistenti sono moltissime e sempre in affinamento. Queste si 




 Analisi delle associazioni; 
 Scoperta delle sequenze. 
I primi tre sono principalmente usati per la predizione di variabili, mentre gli ultimi per la 
descrizione di fenomeni. Saranno di seguito analizzati nel dettaglio. 
Più in generale, le tecniche di data mining appena menzionate fanno capo a due grandi gruppi: 
supervisionato e non supervisionato. Nel primo caso devono essere noti e disponibili dei 
risultati, il cosiddetto ‘training set’, in modo che il modello ‘apprenda’ da esso, e sia allora in 





Nel secondo gruppo non è necessario disporre di alcuna informazione a priori: gli algoritmi 
non vengono addestrati e non si ha idea del risultato finale. Queste tecniche sono per lo più 
esplorative e forniscono molte informazioni sui dati di partenza che non sarebbero visibili 
senza l’applicazione dei modelli. 
Il clustering, come si nota dal grafico, appartiene alla categoria di tecniche non 
supervisionate. 
Classificazione 
La classificazione è un modello in grado di raccogliere dei dati e attribuire a ciascuno una 
classe sulla base di determinati attributi. Trattandosi di una tecnica supervisionata, un 
campione del data set è utilizzato come insieme di addestramento, nel quale ogni tupla ha gli 
stessi attributi di tutte le tuple del database, ed in più possiede un attributo categorico, 
un’etichetta, che indica la classe alla quale appartiene. Pertanto l’obiettivo della 
classificazione è in primo luogo l’analisi dei dati di addestramento e lo sviluppo di un 
modello, in secondo luogo un’applicazione di tale modello per predire il “comportamento” dei 
nuovi dati.  
I modelli di classificazione sono realizzati nella maggior parte dei casi con alberi decisionali o 
reti neurali. 
Regressione 
La regressione sfrutta valori noti per predirne altri non conosciuti. Ancora una volta si tratta di 
modelli supervisionati, pertanto sarà necessario disporre di un training set, utile per la 
costruzione del modello applicato in futuro a dati nuovi. Tecnicamente esistono due tipologie 





di variabili, quelle dipendenti e quelle indipendenti: in una prima fase si realizza il modello 
avendo noti i valori delle due variabili per un certo insieme di tuple, in seguito lo stesso viene 
applicato alle nuove tuple, di cui sono noti solo i valori delle variabili indipendenti per predire 
quelle dipendenti.  
La regressione sembrerebbe molto simile alla classificazione prima descritta, la differenza 
sostanziale tuttavia sta nel fatto che quest’ultima serve per predire variabili di tipo categorico, 
mentre i modelli regressivi predicono variabili numeriche. Gli strumenti utilizzati sono ancora 
una volta reti neurali, CART (Classification And Regression Trees) ecc.. 
Clustering  
La Cluster Analysis è una tecnica atta al raggruppamento di elementi omogenei fra loro e 
differenti rispetto agli altri, sulla base di attributi definiti a priori. L’individuazione dei cluster 
non è intuitiva né supervisionata, pertanto si può giungere a risultati ed informazioni anche 
del tutto nuove rispetto a quelli disponibili in partenza. La trattazione approfondita 
dell’argomento è rimandata al capitolo 2 della presente tesi.  
Analisi delle associazioni 
Lo scopo del modello è quello di trovare insieme di oggetti che implicano nello stesso evento 
la presenza di un secondo insieme, nella stessa transazione. Le associazioni sono 
generalmente espresse come regole, aventi la seguente forma: “se X allora Y”. La maggiore 
difficoltà nell’applicazione di tali modelli non risiede tanto nell’individuazione delle regole, 
quanto nella verifica di validità e di importanza delle stesse. A questo proposito sono 
importanti due parametri: il supporto, il quale indica il numero relativo di volte che appare 
una regola scoperta all’interno dell’insieme totale delle transazioni, e la confidenza, indice 
della forza della regola di associazione, data dal rapporto tra il numero di transazioni che 
contengono entrambi gli insiemi ed il numero di transazioni che raccolgono solo il primo. 
Regole con supporto e confidenza elevati sono molto più robuste rispetto a quelle con valori 
delle stesse più bassi. 
La tecnica più diffusa per la scoperta di regole è l’algoritmo Apriori. 
Analisi delle sequenze 
Tale modello è strettamente connesso al precedente. La differenza in questo caso consiste 
nella presenza di oggetti che rispettano una successione temporale, ossia si cerca di 





caso è allora necessaria la conoscenza di un ulteriore elemento: il tempo nel quale è avvenuta 
la transazione e chi l’ha effettuata. 
Per le sequenze è definito il supporto, dato dal rapporto tra il numero di soggetti per i quali 
sussiste la sequenza ed il numero totale di soggetti. 
2.2. Cluster analysis 
La cluster analysis è una tecnica di analisi multivariata attraverso la quale è possibile 
raggruppare le unità  statistiche, in modo da minimizzare la distanza  interna a ciascun gruppo 
e di massimizzare quella tra i cluster differenti. 
In altre parole tali algoritmi permettono di individuare gruppi omogenei di oggetti sulla base 
di variabili predefinite, senza tuttavia conoscere a priori il risultato del raggruppamento. In 
questo modo è possibile ottenere informazioni aggiuntive sugli oggetti e sulle loro 
caratteristiche. 
Come già detto, pertanto, eseguire il clustering di un insieme di oggetti significa individuare 
gruppi nei quali gli elementi appartenenti siano omogenei fra loro, ovvero simili sulla base 
delle osservazioni, e disomogenei se appartenenti a cluster differenti. 
 
 
Si è scelto di utilizzare tecniche di clustering piuttosto che di classificazione per la natura 
stessa del problema: la classificazione serve a creare classi distinte di oggetti sulla base di 
etichette predefinite, la clusterizzazione non prevede nessuna informazione a priori sul 
raggruppamento degli oggetti. Volendo applicare una metodologia tassonomica, avremmo 
dovuto stabilire  criteri per la classificazione, come ad esempio il profitto, la frequenza delle 
spedizioni e la loro quantità, con il rischio di ottenere gruppi differenti solo sulla base di 
questi attributi, perdendo informazioni importanti non prevedibili o ipotizzabili a priori. Tale 
scelta è stata in seguito confermata dai risultati del clustering, che non prevedono formazioni 





di gruppi del solo tipo “top-medium-worst” sulla base del profitto, bensì comprendono 
categorie intermedie come ad esempio “nuovi clienti” o “clienti irregolari”. 
Lo sviluppo di metodologie di clustering è stata favorita da due aspetti principali: 
 Le tecniche di analisi dei gruppi hanno moltissime applicazioni nei più svariati campi 
di ricerca (fisica, scienze sociali, economia, medicina, ecc.), in cui la classificazione 
dei dati disponibili è un momento essenziale nella ricerca di modelli interpretativi 
della realtà; 
 L’evoluzione degli strumenti di calcolo automatico ha consentito di affrontare senza 
difficoltà la complessità computazionale che è insita in molti dei metodi di clustering e 
che in precedenza aveva spinto i ricercatori ad orientarsi verso le tecniche di analisi 
dei gruppi più facilmente applicabili. Si è resa così possibile la produzione di diversi 
algoritmi di classificazione, sempre più complessi dal punto di vista computazionale, 
ma anche sempre più efficienti nel trarre informazioni dai dati attraverso una loro 
opportuna clusterizzazione. 
L’utilizzo del clustering è utile in tutti quei casi in cui vi sia la necessità di: 
  Ridurre la complessità dei dati rispetto alle unità, identificando e descrivendo forti 
connessioni tra i casi (tipologie); 
 riunire i dati in maniera significativa e per mezzo di metodi quantitativi; 
 scoprire i legami esistenti tra casi; 
 costruire sistemi di classificazione automatica che consentono di immagazzinare 
informazioni, documenti, ecc.; nelle scienze biologiche ciò viene definito tassonomia; 
 esplorare i dati in una forma grafica che sia 
• semplice, in grado di mettere in evidenza le informazioni dei dati, 
• sintetica, in quanto rappresenta i risultati in poche dimensioni; 
 attribuire ai casi che presentano dati mancanti, valori noti attraverso la conoscenza del 
gruppo cui tali casi appartengono per omogeneità; 
 stratificare popolazioni da sottoporre a campionamento; 
 studiare gli effetti di diversi trattamenti sperimentali; 
 formulare e verificare ipotesi di classificazione dei casi al fine di identificare 
l’eventuale presenza di modelli. 
Nel nostro il modello di clustering per raggruppare i clienti riesce a ridurne la numerosità e 





strategia diversificata per gruppo, non per cliente. Sarebbe impossibile infatti diversificare il 
servizio offerto senza effettuare prima un raggruppamento di questo tipo, vista la complessità 
del parco clienti, dovuta non solo alla numerosità, ma anche alla eterogeneità merceologia, 
geografica e non solo degli attuali clienti.  
2.2.1. Metodologia generale di clustering 
L’applicazione dei modelli di clustering, nell’ambito della modellazione generale di Data 
mining, segue generalmente alcuni passi principali, mostrati nello schema seguente: 
 
Ciascuno di questi passi sarà descritto nel dettaglio e applicato al particolare problema di 
business, fino a giungere a gruppi differenti a cui saranno successivamente applicate strategie 
“personalizzate”. 
Per la modellazione è stato utilizzato il tool Rapidminer, il quale permette di importare dati da 
diversi repository sorgente, quali fogli Excel, tabelle in Access e, come nel nostro caso, 
tabelle in Database specifici. È stato scelto questo software non solo perché open source, 
pertanto facilmente accessibile, ma poiché adatto alle nostre esigenze di modellizzazione, 
presentando tutti gli operatori necessari dalla fase di analisi dei dati fino a quella di 
















2.2.2. Analisi dei dati e screening iniziale 
L’analisi dei dati prevede la raccolta dei dati utili ai fini del progetto ed il loro studio, in modo 
da individuare quali e quanti di essi possano essere sfruttati e quali  invece risultino 
inconsistenti e/ o inaffidabili.  
Lo screening iniziale rappresenta invece la fase di scelta delle variabili di interesse, dopo una 
opportuna pulizia dei dati, e l’eventuale creazione di ulteriori caratteristiche e parametri 
calcolati a partire dal database di partenza.  
Entrambi gli step appena esposti sono stati descritti nel capitolo precedente, in particolar 
modo lo screening, effettuato in fasi di costruzione dell’applicativo e di selezione delle 
variabili di maggiore interesse: la matrice di partenza per gli algoritmi di clustering sarà allora 
la tabella dei fatti nell’universo descritto in precedenza.   
2.2.3. Strategie di Clustering 
Questa fase dell’analisi può essere definita come la più corposa ed importante: è a questo 
livello infatti che si sceglie l’algoritmo più appropriato per il problema di business ed i dati a 
disposizione, e si giunge alla clusterizzazione finale degli oggetti.  
Uno dei passi basilari risulta allora la scelta della strategia, la quale principalmente riguarda 
due ordini di problemi: 
 La scelta fra cluster sovrapposti o esclusivi; 
 La scelta dell’algoritmo da utilizzare ; 
 
Per prima cosa occorre decidere se il risultato finale della clusterizzazione preveda che un 
oggetto sia presenta in più cluster (cluster sovrapposti) o debba appartenere ad un solo gruppo 
(cluster esclusivi). Si utilizza maggiormente il secondo tipo di raggruppamento, come nel 
nostro caso, in cui si vuole che un cliente appartenga ad un solo gruppo. 
Nell’ambito di questa seconda possibilità si concretizza l’altra tipologia di scelta: la strategia 
di clusterizzazione, ovvero la modalità con la quale i gruppi vengono formati. 
In quest’ultimo caso esistono diversi approcci: 
 Metodi gerarchici; 
 Metodi non gerarchici; 







Figura 19: Strategie di clustering 
Nella sezione seguente saranno analizzati gli algoritmi nel dettaglio: sarebbe oneroso, nonché 
privo di utilità ai fini del lavoro, descrivere tutti gli algoritmi esistenti per la clusterizzazione 
di oggetti, pertanto saranno esposti solo quelli presenti del tool Rapidminer. La scelta è 
giustificata non solo dal vincolo dettato dall’utilizzo del software, ma anche dal fatto che gli 
algoritmi in esso presenti rappresentano esaustivamente lo stato dell’arte nell’ambito in 
esame, comprendendo un elevato numero di modelli, non solo i più noti ed utilizzati, ma 
anche alcuni di recente sviluppo. 
Metodi gerarchici 
I metodi gerarchici possono essere suddivisi in due categorie: metodi agglomerativi e divisivi. 
 Metodi agglomerativi: prevedono di comporre i gruppi per step successivi, costituendo 
al primo passo un numero di cluster pari al numero di elementi e calcolando poi la 
matrice delle distanze tra gli oggetti. Sono infine raggruppati i cluster più vicini, 
rendendo necessario un aggiornamento della matrice di similarità. Il procedimento di 
raggruppamento e aggiornamento viene ripetuto fino a che non si è ottenuto un unico 
cluster contenente tutti gli oggetti; 
 Metodi divisori: sono speculari rispetto ai primi, in quanto la formazione dei gruppi 
avviene mediante creazione iniziale di un unico cluster comprendente tutti gli oggetti, 
e si procede alla scissione per passi successivi secondo misure di similarità, fino a 



















Figura 20: Metodi gerarchici 
In entrambi i casi, la matrice delle distanze è aggiornata ad ogni iterazione, in quanto gli 
elementi considerati variano di numero e la distanza tra i diversi cluster è differente.  
È possibile utilizzare diversi criteri per aggiornare la matrice delle distanze. In questa sede si 
descrivono quattro metodi tra i più semplici e i più utilizzati: il single link, il complete link, 
l’average link ed il weighted average link. 
La distanza tra un oggetto x e il cluster ottenuto dall’aggregazione di due gruppi A, B nati 
nell’esecuzione di un algoritmo gerarchico, è definita in modo ricorsivo per i vari criteri nel 
modo seguente: 
 Single link: 
            {             } 
 Complete link: 
            {             } 
 
 Average link: 
         
             
 
 
 Weighted average link: 
         
                   
       
 





Generalmente il single link produce cluster più disordinati, anche se può essere applicabile a 
tutte le tipologie di dati e distribuzioni, mentre il complete link genera risultati con cluster 
compatti, ipersferici. 
 
                         Figura 21: Diversi calcoli delle distanze 
Come già detto, se non adeguatamente fermati, gli algoritmi gerarchici danno luogo a 
raggruppamenti incomprensibili, in quanto o forniscono un cluster unico comprendente tutti 
gli oggetti, o un numero di cluster pari al numero degli elementi. 
Per rendere maggiormente comprensibili e utilizzabili i risultati dell’applicazione di un 
clustering gerarchico, esiste un particolare tipo di grafico, detto dendrogramma, simili ad un 
albero. 
 
                                                 Figura 22: Esempio di dendrogramma 
Occorre saper leggere correttamente tale grafico per interpretare i risultati del clustering, 
poiché esso di per sé non fornisce informazioni sui cluster, è la lunghezza del ramo che indica 





La distanza di un nodo dalla base del dendrogramma è proporzionale alla distanza (similarità) 
fra due elementi o fra gruppi di oggetti, in cui il nodo rappresenta la fusione. Generalmente ad 
un lato del grafico è posta la scala della similarità.  
La disposizione relativa degli oggetti alla base del dendrogramma, quindi delle foglie ultime 
dell’albero, è vincolata solo in parte dalla struttura del grafico, poiché l’analista se necessario 
può riaccomodare alcuni elementi. 
Tracciando linee orizzontali a diversi livelli, si avranno numeri di cluster diversi, come si nota 
dalle immagini seguenti: 
  
 
                         Figura 23: Differenti dendrogrammi 
Spetta allora all’analista la scelta del punto in cui “tagliare” il grafico ed individuare il numero 
ottimale di cluster. 
Questo aspetto può rappresentare un vantaggio per coloro che scelgono di utilizzare un 
modello gerarchico, poiché non è necessario assumere a priori un numero di cluster definitivo, 
come accade per la maggior parte degli algoritmi partizionativi. 
In Rapidminer sono presenti operatori in grado di applicare entrambi i modelli gerarchici: 
agglomerativi e divisivi. Entrambi forniscono in output il dendrogramma, anche se il modello 
divisivo è più oneroso in termini computazionali. Il tool dispone anche di un terzo operatore, 





per l’individuazione del numero di cluster ed un successivo metodo partizionativo per 
ottimizzare la composizione dei gruppi. 
È tuttavia evidente come possa risultare fortemente impegnativo, e a volte del tutto inutile, 
studiare un dendrogramma o applicare tale modello in presenza di un numero di oggetti 
superiore a poche centinaia: per tale motivazione  l’applicazione dello stesso risulta inadatto 
al nostro problema. 
Metodi partizionativi 
I metodi partizionativi seguono logiche del tutto diverse rispetto a quelle viste in precedenza, 
sebbene entrambe sfruttino misure di similarità: essi sono in grado di suddividere gruppi di 
oggetti in K partizioni sulla base degli attributi che li caratterizzano.  
K-Means 
Il più noto algoritmo della categoria risulta essere senza dubbio il modello K-means, 
progettato da MacQueen (1967): esso prevede la partizione inziale degli elementi, la quale 
sarà migliorata secondo iterazioni successive, minimizzando la varianza inter-cluster.  
Entrando maggiormente nel dettaglio dell’algoritmo, esso si avvia creando una partizione di 
elementi o casualmente, o mediante informazioni euristiche. Procede poi calcolando il 
centroide di ciascun gruppo e riallocando i punti in relazione ad esso. Vengono nuovamente 
calcolati i centroidi per ciascun cluster e create nuove partizioni, fino a che l’algoritmo non 
converge.  
L’algoritmo ha acquisito molta notorietà grazie alla facilità di applicazione ed alla velocità di 
convergenza: generalmente infatti il numero di iterazioni risulta minore del numero di punti, 
se si fa eccezione per alcuni insieme particolari.  
A livello prestazionale, tuttavia, il modello non garantisce il raggiungimento dell’ottimo 
globale ed il risultato finale dipende fortemente dal set di cluster iniziale, il quale, come visto, 
può essere generato anche casualmente. Sarebbe opportuno pertanto ripetere l’applicazione 
del modello diverse volte, in modo da cambiare la conformazione iniziale dei gruppi 
giungendo a soluzioni differenti, fra cui sarà scelta quella più soddisfacente. 
L’algoritmo è stato oggetto di diverse modifiche in letteratura, dando luogo a varianti 
applicabili a situazioni particolari. Nell’ambito di Rapidminer, esistono tre diversi algoritmi in 
linea di principio simili al k-means, ma applicati con opportune modifiche:  
 K-means (Kernel); 







Il Kernel K-means è stato definito per la prima volta da R.Zhang e I. Rudnicky (2002) ed 
utilizza la stessa logica del k-means, differenziandosi da esso per il calcolo della distanza: 
l’algoritmo base utilizza infatti generalmente una distanza euclidea, mentre la variante sfrutta 
la cosiddetta funzione di kernel. Essa definisce implicitamente una trasformazione non-lineare 
in grado di mappare i dati dal loro spazio originario ad uno “più alto”, nel quale ci si aspetta 
che i dati siano maggiormente separabili, quindi predisposti maggiormente alla formazione 
dei gruppi.  
L’algoritmo è in grado di identificare anche strutture di dati non lineari, tendenzialmente si 
adatta meglio a situazioni reali, tuttavia la complessità è maggiore comportando un costo 
computazionale nettamente superiore.  
A causa dell’elevato tempo di esecuzione, tale tecnica è risultata inadatta all’applicazione nel 
nostro caso specifico, poiché non ha fornito risultati in tempi ragionevoli 
Il K-means (Fast), elaborato da C. Elkan (2003), sfrutta la disuguaglianza triangolare per 
rendere maggiormente veloci i calcoli durante l’applicazione dell’algoritmo. In questo modo, 
con data sets contenenti moltissimi attributi e con valori di k elevati, la velocità di esecuzione 
risulta nettamente superiore rispetto all’algoritmo base. La tecnica parte dal presupposto che 
se è noto che un punto è sufficientemente lontano, non è necessario conoscere la distanza 
esatta di esso dal cluster. Generalmente fornisce gli stessi risultati del k-means semplice, è 
possibile usare qualsiasi tipo di distanza, l’unico elemento distintivo è la velocità di 
esecuzione. 
L’algoritmo risulta effettivamente performante per dataset superiori a mille dimensioni ed 
aumenta di efficacia al crescere del numero di cluster. A causa di questo aspetto l’algoritmo è 
evidentemente inappropriato al nostro caso specifico, poiché gli attributi sono inferiori a 30 ed 
il semplice k-means fornisce risultati buoni in tempi brevi. 
Il terzo algoritmo è il K-medoids ed ancora una volta cerca di minimizzare la distanza tra i 
punti di un cluster ed il punto designato per essere il centro. La differenza sostanziale è che in 
questo caso il punto collocato più centralmente non è “artificiale”, come nel caso del 
centroide, ma è rappresentato da un elemento effettivamente appartenente al dataset. La 
metodologia è più robusta al rumore ed agli outlier, tuttavia ancora una volta i tempi di 





giorno e 12 minuti per fornire un risultato poco interpretabile, per tale motivo non è stato 
annoverato tra i possibile da utilizzare. 
Support Vector Clustering 
Tale algoritmo è basato sull’approccio Support Vector, il quale prevedere un’analisi di dati 
mediante apprendimento supervisionato per riconoscere patterns. L’algoritmo applicato al 
clustering risulta abbastanza complesso, ma il principio alla base è il seguente: tramite un 
kernel gaussiano si effettua una trasformazione in un altro spazio, nel quale si cerca la più 
piccola sfera in grado di racchiudere le immagini dei dati. La sfera è in seguito riportata nello 
spazio originario dei dati, nel quale essa forma dei contorni, rappresentanti i confini dei 
diversi cluster. La metodologia risulta interessante, tuttavia i tempi di computazione sono 
risultati i più alti fra tutti gli algoritmi: ben due giorni e nove ore per dare vita a risultati poco 
interessanti. Anche tale metodo è stato pertanto scartato. 
Expectation Maximization Clustering 
Un cluster può essere rappresentato matematicamente da una distribuzione di probabilità 
parametrica. I dati complessivi possono essere visti come una composizione di tali 
distribuzioni in cui ciascuna distribuzione viene tipicamente riferita come distribuzione 
componente. Pertanto è possibile clusterizzare i dati utilizzando un mixture density model di k 
distribuzioni di probabilità in cui ciascuna distribuzione rappresenta un cluster. Il problema si 
riduce, quindi, a stimare le distribuzioni di probabilità che meglio si adeguano ai dati. Di 
seguito è mostrato un esempio di un mixture density model finito. In esso sono presenti due 













In altre parole, in linea di principio l’algoritmo funziona come il k-means, ma ogni punto ha 
una probabilità di appartenenza al cluster, per cui ciascun elemento non è assegnato 
rigidamente, ma sulla base di pesi determinati durante l’esecuzione dell’algoritmo. Ancora 
una volta è stato il tempo di computazione a far sì che si abbandonasse l’algoritmo a favore di 
altri.  
Metodi basati sulla densità 
DBSCAN 
L’algoritmo è il più recente fra tutti, presentato nel 2007 da un gruppo di ricercatori di 
università americane e cinesi, oltre ad essere il primo ad usare una nozione di densità. L’idea 
di base è che ogni pattern di un cluster abbia nelle vicinanze almeno un certo numero di altri 
pattern, in altri termini la densità intorno al pattern deve superare una certa soglia. 
Il concetto intuitivo di densità parte dalla considerazione che ogni punto del cluster deve 
essere abbastanza vicino al suo centro. È evidente come l’algoritmo lavori meglio con pattern 
simili all’esempio seguente. 
 
Volendo esprimere il concetto di densità in modo più rigoroso lo si definisce come l’insieme 
dei pattern vicini ad uno p. Occorre allora essere più precisi sul concetto di vicinanza, 
definendo una misura ɛ e denotando come simili i punti che hanno una misura di vicinanza 
      a p i punti che godono della seguente proprietà  
      {          }. 
Se ɛ è troppo piccolo non si avranno risultati, mentre se è troppo grande si rischia di ottenere 
un unico cluster. 
Oltre alla misura di vicinanza, l’algoritmo necessita di un nuovo parametro,        , il quale 
misura il numero di punti nel cluster in      . 
Il DBSCAN riesce a rilevare cluster anche di forma arbitraria e ad individuare il rumore come 
tale, senza accorparlo a nessun cluster. Non è inoltre richiesto in input il numero di cluster. 





Tuttavia necessita dei parametri ɛ e        , molto difficili da stimare, a volte addirittura 
impossibile, se non con euristiche praticabili sono in casi particolari.   
Nel nostro caso la stima dei parametri, oltre che molto difficoltosa, non ha portato a risultati 
realistici, dando luogo a cluster poco significativi. 
Scelta dell’algoritmo 
Dalla descrizione e dalle analisi dei vari modelli di clusterizzazione precedente, si evince che 
la metodologia risultante più efficace in termini di tempi computazionali e bontà dei risultati 
risulta essere l’algoritmo k-means standard, di cui di seguito è riportato l’algoritmo nel 
dettaglio: 
 
Input : insieme di N pattern {xi}, numero di cluster desiderato K 
Output: insieme di K cluster 
 
1-  Scegli K pattern come centri {cj } dei cluster; 
2-  Repeat 
3- ( Assegna ciascun pattern xi al cluster Pj che abbia il centro cj più vicino ad xi 
4- Ricalcola i centri {cj } dei cluster utilizzando i pattern che appartengono a 
ciascun cluster mediante calcolo della media o del centroide) 
5- until criterio di convergenza soddisfatto ;  
Vediamo ora quale criterio di similarità è stato scelto per l’applicazione dell’algoritmo. 
2.2.4. Misure di somiglianza 
Abbiamo già ripetuto più volte che il clustering è la metodologia che permette di raggruppare 
oggetti simili tra loro, in modo che la distanza tra i gruppi sia abbastanza grande da 
giustificarne la separazione e quella interna minimizzata in modo da ottenere gruppi compatti. 
Appare ovvio allora come il concetto di vicinanza (o distanza) risulti fondamentale.  
Non tutti i dati tuttavia possono essere trattati nello stesso modo: per dati metrici, che formano 
veri e propri vettori in senso matematico, esistono moltissime formule in grado di fornire 
indicazioni di distanza, come sarà descritto in seguito, mentre per dati nominali, quindi 
stringhe, una possibile metodologia per il calcolo della distanza è rappresentato dal  numero di 
simboli che non coincidono nelle due stringhe. 
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la distanza così definita vale 3 perché ci sono 3 basi diverse.  
Un’altra possibile distanza fra stringhe, più sofisticata, è la seguente: fissato un insieme di 
operazioni di editing possibili, per esempio le seguenti: 
• inserire un simbolo; 
• cancellare un simbolo; 
• modificare un simbolo, 
si può dire che la distanza fra due stringhe è il minimo numero di operazioni, fra quelle 
prestabilite, necessario a passare dall’una all’altra stringa. 
Nella nostra applicazione specifica i dati utili sono tutti di tipo numerico, pertanto di seguito 
saranno analizzate le sole distanze di questo tipo.  
Rapidminer offre, per ciascuno degli algoritmi di clustering, moltissima scelta per quanto 
riguarda il calcolo delle distanze. Per non appesantire la lettura si riportano solo le misure più 
note. Si è scelto di riportare solo le tre misure seguenti  anche per motivi di efficienza di 
calcolo: negli altri casi gli algoritmi si sono mostrati o troppo lenti o non performanti, dando 
luogo a cluster poco realistici. 
Si noti che X e Y rappresentano una serie di dati di lunghezza m, tali che: 
X=                  
Y=                  
 Distanza euclidea 
Corrisponde, come ben noto, al concetto geometrico di distanza nello spazio 
multidimensionale, ed è esprimibile con la seguente formula: 
       √∑        
 






Viene spesso utilizzato il quadrato di tale distanza, qualora si voglia dare un peso 
progressivamente maggiore agli oggetti che stanno oltre una certa distanza; 
 Distanza di Chebychev 
Espressa dalla formula :  
                       
Può essere appropriata quando di vogliono definire ‘differenti’ due oggetti che sono diversi in 
ciascuna delle dimensioni; 
 Distanza di Manhattan 
Rappresenta la differenza media fra le due dimensioni: 
       ∑       
 
   
 
Come già detto queste sono solo tre delle molte possibilità che Rapidminer offre ma risultano 
essere le più efficienti per l’applicazione proposta, sebbene appaiano così semplici da 
sembrare quasi banali. La scelta finale è ricaduta sulla distanza euclidea, poiché nel caso della 
distanza di Chebychev la differenza viene percepita in ciascuna delle dimensioni e si giunge 
ad un risultato che non è congruente con quanto vogliamo: non si stanno infatti cercando 
gruppi di clienti che differiscano l’un l’altro per tutte le variabile di analisi poiché tale ipotesi 
si presenterebbe fortemente restrittiva nella creazione dei cluster, incongruente con i risultati 
da noi cercati. 
Nel caso della distanza di Manhattan il calcolo risulta essere troppo banale e semplicistico 
rispetto alla euclidea, la quale non solo permette di avere una misura di vicinanza nello 
spazio, ma risulta performante ed efficiente a livello di tempi di computazione e creazione di 
cluster. 
Sarebbe stato interessante studiare i risultati ottenuti utilizzando la distanza di Mahalanobis
4
, 
in cui è presente anche la matrice delle covarianze, tuttavia in Rapidminer tale formula non è 
presente, pertanto non è stato possibile applicare il modello. 
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2.2.5. Applicazione del modello 
Una volta definite tutte le variabili per l’analisi, dopo aver scelto l’algoritmo e la tipologia di 
distanza da applicare, è possibile applicare il modello di clustering.  
Prima di entrare nel merito dell’applicazione vera e propria del modello, è necessaria una 
breve digressione sul software utilizzato e sulle sue funzionalità, per capirne le potenzialità e 
motivarne ulteriormente la scelta. 
RapidMiner 
Rapidminer è un tool open source di data mining, in grado di fornire anche funzionalità base 
di data integration, analytical ETL, analisi dei dati e Reporting. Il software è installabile sulle 
principali piattaforme e sistemi operativi ed è accessibile tramite interfaccia grafica, server (da 
linee di comando), o con accesso tramite Java API. 
L’interfaccia grafica per la progettazione dei processi è potente ed intuitiva, ed il programma 
offre moltissime possibilità di analisi dei dati, modellazione e validazione. Di seguito si 
riporta un’immagine dell’interfaccia: 
 
Figura 26: Interfaccia grafica di Rapidminer 
Il riquadro centrale (1) è quello di progettazione del processo, in cui saranno inseriti gli 





script in XML, quella di controllo esecuzione nel caso di processi fatti girare in remoto e la 
finestra “Content”, la quale permette di indicare i percorsi di salvataggio dei risultati di un 
processo. In alto a destra (2) sono poi indicati i parametri del processo e di ciascun operatore, 
mentre sulla sinistra (3) si trova l’elenco di tutti i possibili operatori utilizzabili, da quelli di 
controllo di processo, a quelli di analisi dei dati, fino ad arrivare ovviamente ad operatori di 
modellizzazione e validazione. Nella stessa sezione sono selezionabili i repository nel quale 
vengono salvati i dati utilizzati nelle varie sessioni di lavoro e per la gestione dei metadati, 
provenienti da diverse sorgenti.  
In basso a destra (4) vi è la finestra dell’”help”, nella quale si trova la descrizione 
dell’operatore selezionato, con accanto la sezione dedicata ai commenti.  
È inoltre possibile, per processi lunghi e complessi, avere una visione d’insieme grazie 
all’overview in alto a sinistra (5) , nella quale si individua il  punto del processo ingrandito 
nella finestra centrale. Infine, centralmente ed in basso (6), si trova la finestra di segnalazione 
degli errori e l’avanzamento nell’esecuzione del progetto.  
Come visto nel riquadro 1, Rapidminer utilizza il linguaggio XML standardizzato per i 
processi, modificabile dalla finestra apposita.  
Con il software è possibile effettuare collegamenti alle principali sorgenti dati, come Excel, 
Access, Oracle, IBM DB2, Microsoft SQL, Sybase, Ingres, MySQL, Postgres, SPSS, dBase, 
file di testo ed altro. Inoltre è possibile integrare il software con altri tool avente funzionalità 
simili come R, Weka ecc. 
Rapidminer offre ancora moltissime possibilità per la visualizzazione dei risultati, come 
grafici a bolle o 3D.  







Il grafico superiore mostra il processo completo, dal database all’applicazione del modello, 
mentre quello inferiore è un sotto-processo inserito all’interno del loop di ottimizzazione. 
Vediamo nel dettaglio cosa rappresentano i vari riquadri, chiamati in Rapidminer ‘operatori’. 
Dataset  
Questo operatore indica la presenza di una tabella di dati, recuperata da un 
tool sorgente quale ad esempio Excel, Access o un database tra quelli 
ammissibili. Nel nostro caso è stata effettuata una connessione al data 
warehouse aziendale, esportando la tabella nominata più volte: sshtf_mac_mappatura_clienti. 
In essa sono infatti contenuti le dimensioni e gli attributi di ciascun cliente, utili come input al 
clsutering. 
Si riporta di seguito rispettivamente la matrice dei metadati per una migliore comprensione 
della successiva tabella dei dati e delle attività successive. 






                         Figura 28: Tabella dei metadati 
 
Figura 29: Tabella dei dati 
Della seconda tabella si noti come ogni cliente (codice presente nella quarta colonna) sia 
presente in tante righe quanti sono i trimestri con spedizioni non nulle. Seguono le diverse 
informazioni relative al segmento, tipo spedizione e così via, come riportano nella prima 







Questo operatore serve per selezionare un sotto insieme di attributi, in modo da 
effettuare il cluster non su tutte le variabili presenti, ma solo su una parte. 
Nel nostro caso sono state escluse le misure numeriche dei trend di quantità 
spedite e profitto, poiché tali variabili sono già presenti sotto forma di fascia. Si è ancora 
esclusa la data di attivazione, utile solo ai fini del calcolo del trend, e segmento e tipo 
spedizione, indicazioni ancora una volta ridondanti poiché ricavabili dalle quantità spedite.  
Pivot 
Questo operatore permette di ruotare un set di attributi raggruppandone alcuni 
sulla base di una specifica caratteristica.  
Chiariamo meglio il significato di questa frase e le motivazioni che hanno 
spinto all’utilizzo di tale operatore. 
Nel nostro caso, come già affermato nella sezione dedicata alla descrizione del data set, i 
clienti possono essere presenti in tanti record quanti sono i trimestri di spedizione di ciascuno 
di essi. Si potrebbe avere un caso simile a questo: 
 
Figura 30: Tabella dei dati per un cliente 
Un cliente, in questo caso il corrispondente al codice “52”, è presente in otto righe, poiché ha 
effettuato spedizioni in ogni quarter del 2010 e del 2011. Qualora si volesse effettuare una 
clusterizzazione su una matrice fatta in questo modo, il modello considererebbe ciascun 
record come entità, oggetto singolo da inserire in un cluster, sulla base dei diversi attributi che 
assume: nel caso appena visto, il modello lavora come se avesse a che fare con otto clienti 
differenti, con l’effetto di un  probabile inserimento in cluster diversi. Ovviamente non è 
questo il risultato che ci si aspetta, non solo perché ciascun cliente deve essere presente in un 
solo gruppo finale, ma anche a causa del fatto che per ciascuno di essi devono essere 
considerate nell’applicazione gli attributi e le misure di tutti i trimestri in cui egli ha effettuato 





Per risolvere tale inconveniente si è applicato al modello l’operatore “Pivot”, il quale permette 
di ruotare la matrice e raggruppare gli attributi secondo una variabile definita dall’utente, 
chiamato in Rapidminer “Group Attribute”: nel nostro caso si intende  raccogliere per 
ciascuna riga i dati dei singoli clienti, pertanto nella voce in questione sarà presente il nome 
“bpl_n_dwh_num_legacy_cargo_principal”.  
Il software richiede l’inserimento di un secondo parametro, il cosiddetto “index attribute”, il 
quale indica l’attributo in base al quale raggruppare le rimanenti variabili: nel nostro caso si 
tratta dei quarter, in quanto ciascun attributo presente assume un valore distinto per ogni 
trimestre. 
Per chiarire al meglio il risultato dell’operazione di pivoting, di seguito è mostrata la matrice 
finale su cui verrà effettuato il clustering. 
I metadati si presentano come di seguito (l’immagine è evidentemente un estratto): 
 





Si noti come ciascuna misura è presente tante volte quanti sono i quarter, mentre il cliente è 
inserito una sola volta. La matrice finale è parzialmente riportata di seguito: 
Ciascun record contiene le informazioni del singolo cliente, mentre le colonne rappresentano 
le misure e le dimensioni per ogni trimestre di analisi. Nel data set di partenza vi erano i soli 
quarter in cui le spedizioni si presentavano non nulle, adesso è evidente come per ciascun 
attributo siano presenti tutti i trimestri: sono allora spiegati i punti interrogativi nella matrice, 
inseriti dal software laddove non siano inizialmente presenti informazioni per la 
combinazione attributo-quarter. 
Set Role 
L’operatore “Set Role” è utilizzato in Rapidminer per attribuire ad una 
variabile una specifica funzione, ad esempio di “Label” o “Id”. 
Nell’applicazione del nostro modello è utilizzato per fornire il ruolo di “Id” al 
cliente, utile nella fase successiva di clusterizzazione: in questo modo si informa il software di 
considerare i clienti come oggetti da raggruppare.  
Replace Missing Values 
Si è già detto come dopo il pivoting siano presenti molti punti interrogativi, 
simboli indicanti valori mancanti nella matrice finale. È evidente come un 
modello di  clustering non possa essere applicato a dati non esistenti, e 
occorrerà un rimpiazzamento degli stessi. Nel nostro caso, tali valori sono 





stati posti a zero, poiché privi di significato e ininfluenti nel risultato finale. 
Normalize 
L’ultima operazione da effettuare prima dell’applicazione del modello è la 
normalizzazione dei dati. Con dati numerici non è consigliabile infatti una 
procedura priva di tale fase, poiché si rischia di lavorare con dati poco 
confrontabili e di fuorviare l’analaisi, così come per tutti i modelli di data 
mining.  
Ancora una volta Rapidminer offre diverse possibilità di normalizzazione, la Z-score, la 
normalizzazione proporzionale o quella che prende in considerazione valore minimo e 
massimo.  
Nel nostro caso è stata utilizzata la “Z-transformation”, la quale effettua la trasformazione: 
   
      
  
 
Dove    è la media di un insieme di attributi e    la sua deviazione standard. La variabile 
risultante avrà media pari a 1 e deviazione standard pari a 0. 
Loop and Deliver Best 
L’operatore “Loop and deliver best” permette di eseguire le operazioni al suo 
interno un numero di volte predefinito, e di restituire il risultato migliore sulla 
base di un operatore di performance necessariamente presente. Nel nostro 
caso si è scelto un numero di iterazioni pari a 10, poiché si è notato che anche 
con un numero superiore il risultato convergeva alla stessa soluzione. 
Al suo interno sono stati inseriti un operatore di clustering ed uno per la valutazione del 
modello, descritti di seguito. 
Clustering  
L’algoritmo utilizzato è il K-means, come precedentemente spiegato. Per 
l’individuazione del numero ottimale di cluster è stato utilizzato un secondo 










Rapidminer offre diverse possibilità per il calcolo di indicatori di 
performance nel caso del clustering, alcuni adatti a tutti i casi, altri specifici 
per determinati algoritmi. 
Nel nostro caso si è scelto di utilizzare l’operatore “Cluster Distance 
Performance” adatto a clustering partizionativi basati sui centroidi. Esso fornisce due tipi di 
misure di performance: l’indice di Davies-Bouldin e la media tra i cluster. Nel prossimo 
paragrafo sono descritti i metodi di valutazione del clustering, con particolare attenzione per 
quello utilizzato nel nostro caso: l’indice di Davies-Bouldin. 
2.2.6. Validazione 
La fase di validazione del cluster rappresenta una delle più importanti in tutto il processo, in 
quanto è in grado di verificare la consistenza dei gruppi finali individuati.  
Volendo essere più precisi, per validazione del clustering si intende l’insieme di procedure 
che valutano il risultato di un’analisi di clustering in modo quantitativo e oggettivo, differente 
dalla validazione di tipo soggettivo, data dal particolare caso e contesto applicativo e più 
largamente intesa come interpretazione dei risultati. 
Per effettuare la validazione esistono particolari indici, diversi in relazione alla tecnica di 
clustering utilizzata. Tutti possono però essere riconducibili ad uno dei seguenti tre grandi 
gruppi: 
 Indici interni; 
 Indici esterni; 
 Indici relativi. 
I primi valutano il fit tra la struttura finale del clustering ed i dati iniziali usando solo i dati 
stessi, i secondi misurano le performance confrontando una struttura di clustering con delle 
informazioni note a priori, mentre gli indici relativi servono per confrontare due risultati di 
uno stesso clustering.  
Nel nostro caso si esclude l’utilizzo di indici esterni, poiché non si conosce alcun tipo di 
informazione a priori sul raggruppamento dei dati. Si dovrebbero infatti confrontare due 
partizioni, una derivante dal clustering, l’altra da etichette note prima dell’analisi, le quali nel 





Nella descrizione si farà riferimento all’applicazione degli indici nel solo caso partizionativo, 
di nostro interesse nel problema specifico. 
Riferendoci all’ambito degli indici interni, esistono alcune difficoltà legate al calcolo: esiste 
prima di tutto un problema intrinseco legato alla correttezza del numero di cluster. Inoltre il 
fatto che i dati siano confrontati solo con i dati stessi implica una forte dipendenza ai 
parametri del problema. Pertanto nel validare una partizione non è tanto appropriato valutare 
la bontà di un raggruppamento finale, bensì è utile confrontare con degli indici delle diverse 
configurazione, in modo da scegliere quella ottimizzante.  
È qui che entrano in gioco gli indici relativi. Tutti gli indici interni possono essere impiegati 
come indici relativi, si distinguono infatti solo per le modalità di utilizzo. 
Indice di Davies-Bouldin 
L’indice di Davies-Bouldin è sicuramente il più noto per la valutazione di cluster differenti. 
Le grandezze usate per il calcolo sono misure di compattezza e separazione, tipiche della 
validazione di un singolo cluster. La compattezza misura la coesione interna tra gli oggetti 
appartenenti ad uno stesso cluster, mentre l’isolamento indica la separazione, la distanza tra 
un cluster e gli altri pattern. Un cluster valido è fortemente compatto ed isolato. 
Queste due misure, applicate nel caso del calcolo dell’indice, si possono esprimere come: 
 Compattezza del cluster k: 
   √∑         
  
   
 
Dove    è il numero di pattern contenuti nel cluster k,    è il centroide dello stesso, e     è il 
j-esimo elemento appartenente al cluster. 
 Separazione dei cluster j e k: 
    
     
       
 
Si definisce allora un indice    per singolo cluster, una misura di dispersione intra ed inter 
cluster per tutte le coppie (j,k), che servirà per il calcolo finale: 





L’indice di Davies-Bouldin può allora essere espresso come segue:  





   
 
Con k>1. L’indice è banalmente uguale a zero quando ogni oggetto è posizionato in un cluster 
differente, mentre non è definito nel caso in cui la totalità degli elementi appartenga ad un 
unico gruppo.  
Minore è l’indice, migliore sarà la configurazione di clustering ottenuta. Questo accade 
perché massimizzando    , si rende massima la separazione fra i gruppi ed implicitamente la 
compattezza del singolo cluster. 
Nel nostro caso è stato utilizzato questo indice per il calcolo del numero di cluster ottimale, 
grazie all’operatore “Cluster Distance Performance”.  
Il modello è stato applicato diverse volte in Rapidminer, ciascuna con un numero di cluster k 
differente. I valori di k presi in considerazione non sono stati mai molto elevati, in vista della 
finalità del modello: avere infatti 50 o più cluster differenti di clienti non avrebbe alleggerito 
l’analisi delle caratteristiche degli stessi, bensì avrebbe solo reso più complessa la profilazione 
dei gruppi e lo studio degli elementi comuni. 
Si è partito da un valore pari a 20 cluster, e tramite diverse iterazioni si è giunti 
all’individuazione del minimo locale dell’indice. Di seguito è riportata la tabella con i diversi 

















Tabella 6: Indice di Davies-Bouldin per diversi k 
Si noti come intorno al numero ottimale di cluster, risultato pari ad 8, le osservazioni si 
infittiscono.  
2.2.7. Interpretazione  
Dopo l’individuazione del numero di cluster, è necessario studiare i risultati ottenuti, per 
determinarne l’effettiva robustezza ed utilità ai fini dell’analisi. Per rendere possibile la 
realizzazione di report è necessario allora un collegamento tra il tool di clusterizzazione ed il 
software di reportistica, il quale non è immediato. 
Per poter visualizzare i risultati in SAP BusinessObjects è necessario prima di tutto il 
passaggio delle informazioni inerenti il cluster in MySQL: occorre infatti inserire nella tabella 
dimensionale dei clienti l’attributo relativo al cluster di appartenenza, in modo da renderlo 
disponibile in tutti gli universi di BO. La figura seguente illustra l’architettura interfacce 
mediante la quale è possibile effettuare quanto detto. 
 






Operativamente per il primo passaggio del clustering al data warehouse esiste in Rapidminer 
un operatore in grado di aggiungere tabelle a database esistenti: “Write Database”. 
Per poter eseguire correttamente l’operatore nel processo occorre ovviamente 
stabilire la connessione al database e definire il nome della nuova tabella da 
inserire. Nel nostro caso sono state esportate le sole informazioni di codice 
cliente e cluster di appartenenza. Mediante join successivo con la tabella dei clienti, 
“sshtd_bpl_legacy_business_partner”, si è aggiunta la colonna “bpl_n_dwh_cluster”, la quale 
presenta valori nulli per i clienti che non hanno effettuato spedizioni negli ultimi tre anni. 
Una volta aggiunta la colonna, per renderla visibile anche nel livello aziendale, quindi per 
poter effettuare report, occorre aggiornare la struttura della base dati in SAP BusinessObjects, 
in modo che rilevi automaticamente il cambiamento e lo riporti nell’universo.  
2.2.8. Reportistica 
Per comprendere meglio i cluster e le loro caratteristiche peculiari sono stati realizzati diversi 
report, riportati di seguito. 
Report 1: distribuzione del profitto nei diversi cluster 
 
Tabella 7: Report generale sui cluster 
I cluster sono stati ordinati in modo decrescente in relazione al profitto per cliente. Come si 
può notare da questa prima tabella, il cluster 4 ed il cluster 3, pur avendo pochissimi elementi 
tanto che la loro percentuale risulta trascurabile, hanno un profitto abbastanza elevato (16% e 





loro numerosità è molto più elevata rispetto al caso precedente. I cluster 0 e 7 hanno profitti 
medio bassi, mentre il 2 ed il 6 presentano valori molto bassi anche in relazione alla loro 
numerosità.  
Si noti ancora come il cluster 7 sia il più numeroso, comprendente circa la metà dei clienti, il 
3 ed il 4 presentano il minor numero di elementi, mentre gli altri si distribuiscono più o meno 
uniformemente.  
La misura di profitto, sebbene importante, fornisce però un quadro ridotto della composizione 
cluster, i quali devono essere studiati con maggior attenzione. 
Report 2: segmenti e tipo spedizione dei cluster 
 Con questo secondo report è possibile avere ulteriori informazioni riguardo il segmento ed il 
tipo di spedizione dominanti per ciascun cluster. Seguendo lo stesso ordine di analisi del 
report precedente, si noti come il cluster 4 ha un’assoluta prevalenza di spedizioni nel 
segmento marittimo quasi equamente distribuite tra dirette e concarichi, mentre sulla via aerea 
la percentuale è trascurabile. Situazione opposta si ha per il cluster 3, il quale ha una 
percentuale molto alta di spedizioni nella via aerea, e bassa nei restanti casi.  
Speculare è il discorso per i cluster 1 e 5, il primo concentrato fortemente nel segmento 
marittimo, il secondo nella via aerea.  
Nel cluster 7 non si hanno dominanze nette, probabilmente a causa della grande numerosità 
del gruppo che tende a livellare i parametri in gioco.  
Anche nei cluster 6, 2 e 0 non esiste un segmento o un tipo spedizione preponderante, ma la 
distribuzione si presenta abbastanza omogenea: questo aspetto lascia intendere che siano altre 
le variabili che hanno dato vita alla formazione dei gruppi e che li differenziano dai restanti.  





Report 3: Fasce di trend, status, potenziale e trend del profitto 
Dopo aver analizzato le misure inerenti le spedizioni ed il profitto, occorre valutare le 
rimanenti dimensioni, collegate alle diverse fasce. Per creare dei report in questi casi,  in cui 
sia possibile osservare graficamente l’andamento ad esempio del trend o dello status, si 
procede in modo differente, in quanto per ciascun cliente esistono tendenzialmente fasce 
differenti per quarter, segmento e shipment type, pertanto non è immediato capire la 
prevalenza nel cluster di clienti appartenenti ad una fascia piuttosto che ad un’altra. Si sono 
allora utilizzati dei filtri come si vede nell’immagine seguente, presa dall’interfaccia di SAP 
BusinessObjects: 
come si nota nella barra superiore, denominata “barra dei filtri”, sono state fissate alcune 
dimensioni per analizzare l’andamento nei vari quarter della fascia in analisi: nel caso 
specifico il grafico è riferito al cluster 7, per il solo segmento aereo.  
È evidente come per studiare se nel cluster esista una effettiva dominanza di una fascia 
occorra considerare entrambi i segmenti e tutti i tipi di spedizione. Nel presente elaborato 
tuttavia non saranno presenti tutti i report effettuati, per evitare di appesantire inutilmente la 
lettura, ma solo quelli che evidenziano caratteristiche distintive del cluster. 






Vediamo adesso l’andamento della fascia di trend per ciascun cluster. 
 Cluster 4 
Segmento=OCEAN, Tipo spedizione= FCL 
 
Figura 35: Numerosità per fascia di trend 
Dal grafico si evince che i primi quarter risultano molto più variegati rispetto agli ultimi, i 
quali hanno prevalenza di cliente con trend nella media. Si ha una buona percentuale di clienti 
con trend negativi, ma per capire l’entità del trend occorre confrontare questi risultati con le 
fasce di status, riportate di seguito. 
 





Ricordiamo che lo status rappresenta lo scostamento rispetto alla media delle spedizioni. 
Com’era prevedibile la fascia prevalente è la “best”, nella quale sono presenti i clienti che 
hanno effettuato un numero di spedizioni fortemente al di sopra della media. I restanti sono 
comunque in fasce di status molto positive o positive, pertanto i trend negativi evidenziati in 
precedenza si riferiscono a variazioni poco significative dato il livello di spedizioni elevato, 
pertanto non sono preoccupanti, come sarebbero stati se si fosse notata una presenza di fasce 
di tipo “best” e medie o addirittura negative, le quali avrebbero segnalato un fortissimo calo 
delle spedizioni.  
Di seguito è riportato il grafico del trend del profitto, che risulta essere nella media per la 
maggior parte dei clienti.  
 
Figura 37: Numerosità per fascia di trend del profitto 
Nei primi quarter esiste una prevalenza di “non applicabile” e “riattivato”, a causa del fatto 
che nel 2009 i dati di profitto sono inconsistenti, motivo per il quale sono stati esclusi i suoi 
trimestri dall’analisi di tutte le fasce. 
Dai report realizzati finora si evince dunque che il cluster 4 è costituito dai clienti con profitto 









 Cluster 3 
Segmento=AIR  
 
Figura 38: Numerosità per fascia di trend 
Per il cluster 3 si nota ancora una volta la prevalenza di tendenze negative, seguite come 
numerosità da tendenze non evidenti. Il dato da solo ancora una volta non è significativo, ma 
va associato allo status relativo, di seguito riportato. 
 
Figura 39: Numerosità per fascia di status 
Come si può notare anche in questo caso si ha una prevalenza di fasce fortemente positive, 
pertanto valgono le stesse considerazioni del caso precedente. 
Anche nel caso del trend del profitto valgono le stesse considerazioni, pertanto non è stato 





 Cluster 1 








Come si nota dai due grafici il trend è per il cluster 1 ancora una volta negativo o assente, 
tuttavia lo status si mantiene nella fascia media, con clienti nella fascia negativa e positiva più 
o meno distribuiti equamente. Questo risultato, al contrario dei due casi precedenti, ci fa 
intuire come i clienti con trend negativo debbano essere monitorati con maggiore attenzione, 
valutando ad esempio nei trimestri successivi variazioni di status, che qualora si presentino 
considerevoli, rappresentano un campanello d’allarme.  
La variazione del profitto è ancora una volta simile ai precedenti due gruppi, pertanto non è 
riportato nuovamente il grafico. 
 
 
Figura 41: Numerosità per fascia di trend 





 Cluster 5 
Segmento=AIR 
Il cluster 5 presenta per la via aerea la stessa configurazione del cluster 1, con trend 
tendenzialmente negativi e status nella media, mentre il profitto si presenta senza particolare 
trend. 
 Cluster 0 
Segmento=OCEAN, Tipo spedizione= FCL 
 
                        Figura 42: Numerosità per fascia di trend 
In questo cluster si presenta il primo elemento distintivo derivante dalle fasce di trend: il 
cluster zero sembra racchiudere una grande percentuale di nuovi clienti. Lo status in questo 
caso non dà informazioni aggiuntive, trattandosi di spedizioni o nella media, o negative, 
risultato peraltro prevedibile dato che si tratta di clienti recenti, relativamente “giovani”.  






Figura 43: Numerosità per fascia di trend del profitto 
Abbiamo allora individuato una caratteristica importante del cluster 0, la quale non era 
assolutamente evidente o prevedibile dai primi due report. 
È importante aggiungere che questo risultato è confermato dall’analisi dei restanti segmenti e 
tipi spedizione, comprovando la composizione del cluster di clienti effettivamente nuovi, non 
attivi in nessun segmento. 
 Cluster 7 
In questo caso l’analisi del trend e dello status, così come del potenziale e del trend del 
profitto, non ha dato luce a risultati particolarmente interessanti. Questo fatto potrebbe 
sembrare strano, ma in realtà è giustificato dalla numerosità del cluster (non si dimentichi che 
comprende circa la metà dei clienti totali) nel quale probabilmente sono compresi clienti 
molto variegati, senza nessuna caratteristica distintiva che li faccia appartenere ad un cluster  
piuttosto che ad un altro. È in questo gruppo che si colloca la moltitudine di clienti con 












 Cluster 2 
 
Figura 44: Numerosità per fascia di trend 
 
Figura 45. Numerosità per fascia di trend del profitto 
Come si può notare dai grafici di trend delle quantità e del profitto, per il cluster 2 la fascia 
che sembra essere preponderante è “riattivato”. Ricordiamo che essa comprende tutti quei 
clienti che per uno o più quarter non hanno effettuato spedizioni, ma riprendono in quello in 
esame. È plausibile allora che questo cluster comprenda tutti quei clienti che spediscono 
saltuariamente e quantità variabili, tesi dimostrata anche dal basso profitto e dalla varietà di 
segmenti e tipi di spedizione. Lo status è inoltre principalmente medio e negativo. 
 Cluster 6 
Il cluster 6 si presenta come molto simile al 2: anch’esso infatti ha una predominanza di 





volta è il potenziale, che per il cluster 6 ha una percentuale molto più alta di elementi nella 
fascia “negativo”. Questo indica che dall’attivazione fino all’istante dell’analisi il massimo 
status raggiunto è appunto quello peggiore possibile, pertanto le quantità spedite non sono mai 
andate oltre un certo livello molto basso. 
2.2.9. Profilazione  
Dopo aver analizzato nel dettaglio tutti i cluster è possibile procedere con la profilazione degli 
stessi, per individuare nel capitolo successivo le strategie idonee per ciascun gruppo. Saranno 
allora riportati di seguito i cluster con le caratteristiche peculiari che li distinguono l’uno 
dall’altro. 
Cluster 4 – Platinum Ocean (40 clienti): rappresenta il cluster con il più elevato profitto per 
cliente, principalmente ottenuto con spedizioni via mare: i clienti spediscono infatti il 19% dei 
Teu globali e il 18% dei volumi. La numerosità è tra le più basse: solo 40 clienti sui 29000 
totali. Lo status è principalmente «BEST» o «MOLTO POSITIVO» . 
Cluster 3 – Platinum Air (30 clienti): Il cluster è il corrispettivo del precedente per la via 
aerea, con Chargeable Weight spediti pari al  24% del totale. Il profitto è lievemente minore 
rispetto al precedente, ma comunque molto più alto rispetto a tutti gli altri gruppi (7% 
realizzato da soli 30 clienti). Lo status è ancora una volta principalmente «BEST» o «MOLTO 
POSITIVO» . 
Cluster 1 – Best Ocean (958 clienti): il cluster 1 è il terzo per Profitto/Cliente, pur 
discostandosi molto dai primi due. Osservando il profitto totale si nota ancora che la 
percentuale risulta elevata: 29%. Le spedizioni sono prevalentemente via mare: 37% dei Teu e 
42% dei volumi effettuati dal 3% dei clienti. Il cluster ha quindi un buon posizionamento e un 
buon potenziale di crescita. 
Il profitto risulta essere principalmente stabile in tutti i trimestri di analisi. I clienti 
appartenenti a questo cluster si dividono tra quelli con status nella media, lievemente superiori 
come numerosità, e clienti con status negativo. 
Cluster 5 – Best Air (2638 clienti): il cluster 5 ha la percentuale di profitto più alta rispetto 
agli altri cluster (32%), comprende il 9% dei clienti e spedisce il 46% dei chargeable weight 
globali. Tale cluster può allora essere considerato come «best», in quanto fortemente 





L’elemento distintivo tra l‘etichetta «best»  e «platinum» è dato principalmente dalle fasce di 
trend e status: se nel primo caso queste si mantengono nella media, nel secondo risultano 
fortemente positive, indicando la tendenza alla crescita e le quantità spedite al di sopra del 
livello medio. 
Cluster 0 – Nuovi Clienti (3050 clienti): il cluster 0 ha una netta maggioranza di clienti 
«NEW», costituito pertanto da clienti acquisiti di recente, su cui si possono fare poche 
considerazioni di tendenze  e status, che occorre monitorare nei successivi periodi per una 
collocazione più precisa. 
Cluster 7 – Clienti nella media (15800 clienti): è in assoluto il cluster più numeroso, con il 
54% dei clienti in grado di produrre l’8% del profitto. Non ha un segmento prevalente, i 
clienti si distribuiscono in maniera più o meno equa tra via aerea e marittima con uno status 
principalmente negativo. Anche il potenziale risulta essere medio, lasciando intuire che le 
spedizioni effettuate dai clienti del cluster siano di portata ridotta o comunque nella media. 
Cluster 2 – Clienti irregolari (4034 clienti): rappresenta il cluster avente una profitto per 
cliente tra i più bassi (è il penultimo con l’1%) e una maggioranza di clienti «riattivati», ossia 
con spedizioni poco frequenti. Il dato è confermato dal trend di quantità e fatturato, 
fortemente concentrati anche sulla fascia «non applicabile», attribuita quando per due quarter 
successivi non sono presenti spedizioni o dati di fatturato. Il cluster è pertanto costituito dai 
clienti irregolari che in caso di spedizioni si collocano  quantitativamente in una fascia medio-
bassa. 
Cluster 6 – Basso potenziale (2651 clienti): è il cluster con il più basso profitto per cliente, 
oltre ad essere caratterizzato da spedizioni fortemente irregolari e status principalmente 
negativi. Il numero di clienti è pari al 9% del totale in grado di generare l’1% del profitto. Il 
potenziale, inoltre, rispetto al cluster 2 più concentrato nella fascia media, ha una tendenza 
negativa, pertanto le quantità spedite risultano essere costantemente al di sotto della media. 
I cluster così individuati possono essere monitorati con le medesime tecniche e report viste 
nel capitolo 2: soprattutto per i cluster particolarmente strategici è fondamentale capire e 
individuare ogni comportamento anomalo o trend particolarmente negativo. 
Siamo riusciti nell’intento di applicare un modello di clustering per raggruppare i clienti, 
analizzarli e profilarli per comprenderli meglio. Nel prossimo capitolo vedremo le possibili 
leve attuabili per i gruppi individuati, in modo da differenziare l’offerta ed aumentare il 






3. Individuazione delle leve 
L’applicazione della cluster analysis può essere utile per scovare informazioni non 
immediatamente evidenti o per avere un’idea della distribuzione dei propri clienti, ma se in 
seguito a questa attività non si attuano azioni mirate a migliorare il business, l’analisi diventa 
poco incisiva ed efficace. 
L’ultimo capitolo del mio lavoro di tesi è dedicato alla concretizzazione di linee guida per i 
gruppi individuati, individuando le leve di azione più adatte.  
Le analisi finora descritte sono state molto utili per comprendere il posizionamento dei vari 
clienti rispetto al business di IC. Per poter avere un quadro completo però questo non è 
sufficiente: come posso individuare la leva più adatta per un cliente, se non ho chiare le 
informazioni riguardo l’andamento del suo business, la sua dimensione e rilevanza strategica 
in senso assoluto?  
Queste informazioni, sebbene note ad International Cargo, non sono ancora mappate sul data 
warehouse aziendale, pertanto la nostra analisi si presenta al momento di carattere qualitativo, 
ma pronta a concretizzarsi nel momento in cui saranno disponibili sul database, in modo da 
poter essere inserite anche tra le variabili di clustering. 
Per poter includere le caratteristiche generali del business sono stati elaborati dei profili sulla 
base del settore merceologico e della grandezza dell’azienda, i quali collegati al cluster 
forniscono un’immagine decisamente più ricca del gruppo di clienti considerato, permettendo 
un’attribuzione più idonea delle leve di azione. 









Per l’individuazione di quello più adatto si è applicata una metodologia Delphi, grazie alla 
quale un gruppo di esperti del business ha attribuito un punteggio ai differenti driver, in 
relazione alla combinazione cluster-profilo.  
Nel seguito saranno descritte nel dettaglio le attività svolte per applicare la metodologia sopra 
esposta. 
3.1. Individuazione dei profili 
I profili sono stati ricavati considerando le variabili critiche per il business non ancora 
esaminate in precedenza: settore merceologico dell’azienda cliente e sua grandezza in termini 
di fatturato.  
Nel primo caso, IC serve un numero di settori elevato e variegato, tuttavia i gruppi 
merceologici su cui si concentra il maggior numero di spedizioni sono pochi, principalmente: 
 Moda; 
 Farmaceutico & Healtcare; 
 Energie rinnovabili; 
 Alimentare; 
Nel caso della grandezza, si considereranno due grandi gruppi: 
 Aziende piccole; 
 Aziende medio-grandi. 
Dalla combinazione di questi due attributi, si delineano dieci profili, non tutti però rilevanti ai 
fini del business di IC: esistono combinazioni, come nel caso di aziende piccole nel fashion, 
che non apportano grandi profitti o vantaggi per International Cargo, pertanto non vale la pena 
spendere tempo ed energie per delineare strategie o leve che non miglioreranno la situazione 
attuale. Di seguito è riportato l’elenco finale dei profili aziendali davvero strategici per cui 
vale la pena approfondire l’analisi: 
 Moda medio-grande; 
 Farmaceutico piccola; 





 Energie rinnovabili medio-grande; 
 Alimentare medio-grande. 
3.2. Applicazione della metodologia Delphi 
Il metodo Delphi è una tecnica usata per ottenere risposte ad un problema specifico da un 
gruppo (panel) di esperti indipendenti attraverso due o tre round. Dopo ogni round un 
amministratore fornisce un anonimo sommario delle risposte degli esperti e le loro ragioni. 
Quando le risposte degli esperti cambiano leggermente tra i vari round, il processo è arrestato, 
infine tra le risposte al round finale viene eseguita una media matematica.  
Nel nostro caso gli esperti sono stati chiamati a compilare una matrice avente per righe i 
profili e per colonne i cluster, al cui incrocio sono presenti le quattro leve ed una scala di 
Likert indicante l’importanza della leva per la combinazione in questione. Per chiarezza si 
riporta un estratto della matrice: 
Profili 









1 – 2 – 3 – 4 – 5 
Prezzo 
1 – 2 – 3 – 4 – 5 
Prezzo 
1 – 2 – 3 – 4 – 
5 
Prezzo 
1 – 2 – 3 – 4 – 5 
Prezzo 
1 – 2 – 3 – 4 – 5 
Tempo 
1 – 2 – 3 – 4 – 5 
Tempo 
1 – 2 – 3 – 4 – 5 
Tempo 
1 – 2 – 3 – 4 – 
5 
Tempo 
1 – 2 – 3 – 4 – 5 
Tempo 
1 – 2 – 3 – 4 – 5 
Servizio 
1 – 2 – 3 – 4 – 5 
Servizio 
1 – 2 – 3 – 4 – 5 
Servizio 
1 – 2 – 3 – 4 – 
5 
Servizio 
1 – 2 – 3 – 4 – 5 
Servizio 
1 – 2 – 3 – 4 – 5 
Comunicazione 
1 – 2 – 3 – 4 – 5 
Comunicazione 
1 – 2 – 3 – 4 – 5 
Comunicazione 
1 – 2 – 3 – 4 – 
5 
Comunicazione 
1 – 2 – 3 – 4 – 5 
Comunicazione 
1 – 2 – 3 – 4 – 5 
Tabella 9: Porzione della matrice di valutazione delle leve 
Nella scala il valore 1 rappresenta scarsa importanza della leva, mentre il livello 5 è indice di 
fortissima rilevanza strategica.  
Si noti come tra le colonne non sono presenti tutti i cluster individuati in precedenza, ma ne 
sono stati esclusi tre: i due maggiormente profittevoli ed il cluster di nuovi clienti. Questo a 
causa del fatto che i primi due comprendono evidentemente i 70 clienti più importanti e 
strategici, pertanto non c’è un driver di azione prevalente, ma il rapporto nella sua interezza 
deve essere gestito con la massima attenzione, cura ed efficienza. Nel caso di clienti nuovi è 
difficile effettuare considerazioni in quanto è necessario monitorarne l’andamento per un 






La matrice è stata sottoposta a 10 esperti previa presentazione delle modalità di compilazione, 
nonché descrizione dettagliata delle caratteristiche dei cluster. La fase di lavoro è stata unica e 
non sono stati effettuati più round, in quanto già alla prima compilazione si è notato come i 
risultati convergessero verso soluzioni simili.  
Una volta ottenute le matrici compilate occorre rielaborare e descrivere i risultati. 
3.3. Analisi dei punteggi e individuazione dei driver 
Di seguito è riportata la tabella con i risultati. 
Profili 


































































































































































































































Tabella 10: Matrice di importanza della leva per ciascuna combinazione cluster-profilo 
Notiamo subito che i punteggi nell’ultima colonna sono in tutti casi molto bassi: il risultato 
era prevedibile in quanto per cluster con così bassa profittabilità, nonché scarsa frequenza e 
quantità, non conviene investire tempo e risorse per l’attuazione di una strategia specifica o 
per la focalizzazione su un driver. Probabilmente, soprattutto nel caso di grandi aziende, si 
tratta di clienti che spediscono regolarmente con altre compagnie, e che in rare occasioni si 
sono rivolte ad IC per necessità contingenti. 
Si noti ancora la tendenza delle aziende grandi di avere punteggi più elevati sulla 
comunicazione rispetto all’unica piccola (del settore farmaceutico): si presuppone infatti che 
aziende con elevati fatturati tendenzialmente debbano spedire quantitativi maggiori e con 
frequenze elevate. Pertanto qualora clienti con questi profili appartenessero al cluster dei 
clienti irregolari o a quello più popoloso costituito da clienti nella media, vorrebbe dire che IC 
non rappresenta il canale preferenziale, ma potrebbe in alcuni casi diventarlo. La fase 
promozionale e comunicativa è in quest’ottica molto importante per favorire la conoscenza 
dell’offerta di International Cargo e attrarre clienti potenzialmente molto profittevoli.  
Il livello di servizio, com’era prevedibile, risulta fondamentale in tutti i settori, e riveste un 
ruolo cruciale laddove i materiali trasportati siano particolarmente delicati o poco 
standardizzati, come nel caso del settore energetico.  
Esaminiamo ora nel dettaglio le combinazioni: con questa analisi è possibile, laddove un 
cliente richieda una spedizione, collocarlo esattamente ed avere immediatamente chiaro il 
driver su cui far leva.  
Fashion medio-grande/cluster dei Best Air: il settore della moda rappresenta uno dei più 
importanti per il business di IC. Trattandosi di aziende grandi ormai consolidate nella 
relazione con l’azienda, il driver su cui agire non è di certo il prezzo o la comunicazione, ma 
occorre focalizzarsi sul servizio e sul tempo complessivo della spedizione.  
Fashion medio-grande/cluster dei Best Ocean: i capi di abbigliamento generalmente sono 
spediti sfruttando il segmento aereo, a causa del peso poco rilevante del carico e dei tempi 





occorrerebbe allo stesso modo far leva sui tempi e sul servizio, sottostanti però ai vincoli fisici 
propri della spedizione con nave. È per questo motivo che la leva del prezzo, sebbene non di 
primaria importanza, assume qui una criticità maggiore: non potendo garantire tempi elevati 
occorre far leva su prezzi più bassi.  
Fashion medio-grande/cluster dei clienti nella media: Le aziende grandi che effettuano 
spedizioni modeste con IC probabilmente utilizzano anche un secondo spedizioniere per la 
maggior parte dei loro beni. Per questo motivo rappresentano dei potenziali clienti 
profittevoli, in quanto IC potrebbe ottenere da loro un vantaggio maggiore. Occorre allora, 
come detto in precedenza, attuare delle strategie in grado di attrarre queste realtà: oltre che 
tempo e servizio, ancora una volta risulta critico il prezzo, leva che a parità di condizioni 
potrebbe scoraggiare la concorrenza. 
Fashion medio-grande/cluster degli irregolari: quanto detto per la combinazione 
precedente, è ancora più vero in questo caso: i clienti in questa situazione non solo hanno 
elevati fatturati, ma spediscono con IC saltuariamente. Il vantaggio potenzialmente ottenibile 
da questo gruppo risulta quindi maggiore, ma anche le leve attuabili devono essere 
maggiormente efficaci ed incisive per attrarre realmente questi clienti. Quanto detto riflette i 
punteggi maggiori ottenuti nelle tre leve di prezzo, tempo e servizio. 
Farmaceutico piccola/cluster dei Best Air e Best Ocean: Com’era prevedibile per l’unica 
piccola aziende la leva principale è il prezzo, indipendentemente dai cluster di appartenenza. 
È evidente tuttavia che per i clienti posizionati nei gruppi più profittevoli sarà importante 
anche il livello di servizio ed il tempo, in quanto le loro spedizioni sono regolari, numerose e 
con alti margini. 
Farmaceutico piccola/cluster dei clienti nella media e irregolari: in questo caso, il prezzo 
è la leva principale di azione, anche se il tempo risulta comunque importante. 
Farmaceutico medio-grande/cluster dei Best Air: l’ambito farmaceutico è delicato, i 
medicinali potenzialmente deperibili e le spedizioni abbastanza frequenti: è evidente allora 
come il tempo rappresenti un fattore critico. Per questo motivo il settore aereo 
tendenzialmente è preferito rispetto a quello marittimo.  
Farmaceutico medio-grande/cluster dei Best Ocean: nel caso delle spedizioni per nave per 
sopperire al maggior tempo necessario per le spedizioni, si potrebbe pensare di agire sul 





Farmaceutico medio-grande/ cluster dei clienti nella media e irregolari: nel caso di queste 
due combinazioni, il driver su cui far leva è sicuramente la comunicazione, oltre che il prezzo, 
per i motivi abbondantemente spiegati in precedenza. 
Energie rinnovabili: in questo caso, indipendentemente dal cluster, l’aspetto cruciale è 
rappresentato dal servizio: tali aziende spediscono infatti oggetti particolarmente delicati ed 
assolutamente non standard, per cui è importante sapere di poter contare su uno spedizioniere 
in grado di servire le più svariate esigenze. È importante in questi casi essere pronti ed offrire 
un servizio efficiente e sicuro. 
Alimentari medio-grande/Best Air: a questo macro gruppo appartengono le grandi catene 
alimentari che generalmente spediscono materiale deperibile. È evidente dunque come il 
tempo giochi un ruolo critico, in quanto una spedizione lenta, seppur a prezzi bassi e con un 
livello di servizio eccellente, potrebbe compromettere interi carichi. Occorre notare però come 
anche il prezzo in questo contesto assuma un valore importante: se i beni sono fortemente 
deperibili il trasporto aereo è necessario e critico per le industri alimentari, pertanto per 
battere la concorrenza si potrebbe lavorare sul prezzo, in modo da offrire un reale vantaggio. 
Alimentari medio-grande/Best Ocean: in questo caso, se la spedizione è prevalentemente 
marittima, ci si aspetta che i beni alimentari non siano deperibili in intervalli temporali 
eccessivamente brevi. Il tempo rimane tuttavia un fattore critico dato il settore, mentre il 
prezzo, seppur importante, lo è meno rispetto al caso precedente. 
Alimentari medio-grande/ cluster dei clienti nella media e irregolari: per queste 
combinazioni perde importanza il livello di servizio mentre continua ad assumere un ruolo 
critico il tempo. Per migliorare la profittabilità sarebbe utile allora ottimizzare tale fattore e 
comunicare la propria efficienza, in modo da attrarre il maggior numero di clienti che hanno 







International Cargo è un’azienda di spedizioni grande ed in continua e forte espansione. 
Proprio a causa del business importante e variegato, l’azienda necessita di un sistema di 
monitoraggio e supporto al marketing. In questo contesto si è svolto il mio lavoro di tesi, atto 
in primo luogo a studiare il data warehouse aziendale, al fine di creare un data mart 
contenente informazioni sui clienti di carattere anagrafico e generale, di quantità spedite e di  
variabili di andamento del business nel tempo, come trend delle quantità e del profitto, status 
e potenziale. Grazie a questo strumento si riesce a monitorare l’andamento dei clienti 
trimestre per trimestre, individuando eventuali anomalie o comportamenti distanti da quelli 
usuali, per cui sarà possibile studiare le cause ed intraprendere azioni adeguate. 
La seconda parte del mio lavoro si è svolto studiando e applicando strategie di clustering per 
ridurre i circa 45000 clienti ad un numero di cluster facilmente gestibile, in modo da applicare 
strategie diversificate ed aumentare profittabilità e soddisfazione dei clienti. Mediante 
l’algoritmo k-means, a partire dalle variabili individuate nel data mart, è stata applicata la 
cluster analysis con il tool Rapidminer, il quale ha portato all’individuazione di 8 gruppi: due 
cluster top, uno per la via aerea e uno per il segmento marittimo, altri due cluster profittevoli e 
potenzialmente in crescita sempre suddivisi per segmento, un gruppo di nuovi clienti, uno 
molto numeroso contenente i clienti nella media, uno comprendente aziende con spedizioni 
poco frequenti ed infine l’ultimo, in grado di generare bassi profitti, nonché spedire in modo 
irregolare e in quantità scarse. 
L’individuazione dei gruppi è stato il punto di partenza per la successiva fase di 
individuazione delle leve più adatte. Per includere nell’analisi anche attributi di carattere 
generale, importanti per il posizionamento ma non ancora mappate, sono stati individuati dei 
profili sulla base di settore e grandezza dell’azienda, per la precisione sono stati considerati: 
 Settore moda, azienda medio-grande; 
 Settore farmaceutico, azienda piccola; 
 Settore farmaceutico, azienda medio-grande; 
 Settore delle energie rinnovabili, azienda medio-grande; 
 Settore alimentare, azienda medio-grande. 
Tali profili sono stati abbinati ai cluster e, mediante metodologia Delphi, sono stati attribuiti 






Il risultato dell’analisi degli esperti ha mostrato risultati interessanti, come il fatto che per 
aziende grandi collocate nei cluster dei clienti nella media ed irregolari sia importante la 
comunicazione, al fine di informare e attrarre clienti che spediscono solo parzialmente con IC, 
ma che hanno un grande potenziale.  
Si è notato inoltre come il livello di servizio riveste un ruolo cruciale laddove i materiali 
trasportati sono particolarmente delicati o poco standardizzati, come nel caso del settore 
energetico, mentre lo sono molto meno laddove i prodotti sono più comuni, come nel caso 
dell’alimentare, in cui risulta ovviamente primario il tempo. 
Dall’analisi è emerso inoltre che per il cluster che genera basso profitto e spedisce poco 
frequentemente, nessuna leva è fondamentale, in quanto probabilmente i suoi clienti si sono 
rivolti ad IC in rari casi ed esistono scarse possibilità che diventino centrali per il business. In 
questo caso com’era prevedibile non conviene puntare su un driver particolare, in quanto si 
sprecherebbero tempo e risorse senza alcun ritorno. 
Mediante questa analisi, che può essere facilmente estesa a tutti i settori merceologici e ad 
altri attributi, ciascun cliente è automaticamente ed esattamente collocato in un cluster ed in 
un profilo, pertanto ogni volta che contatta IC per un servizio, è già noto il driver su cui far 
leva nella fase di erogazione. 
 





Il grafico mostra la situazione finale ed i sistemi realizzati: il data warehouse alimenta il data 
mart, il quale a sua volta fungerà da input per il successivo cluster e le attività di monitoraggio 
di dettaglio per singolo cliente. Come si nota ancora dalla Figura 46 l’attività di cluster 
analysis ha un duplice scopo: effettuare attività di monitoraggio a livello più aggregato, quindi 
nell’ambito dei gruppi individuati, e fornire informazioni da combinare con i profili per la 
decisione delle leve, spettante al management, in modo da avere un sistema di supporto al 
marketing utile e costantemente aggiornato. 
International Cargo possiede ora gli strumenti di marketing per migliorare il proprio business 
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