Abstract. An optimal control formulation for determining optical flow is presented. The new framework differs from preceding approaches in that it does not require differentiation of the data and does combine optical flow with image reconstruction. It can be considered as a control-in-thecoefficients problem with a cost functional of tracking type. A numerical algorithm that solves the optimality system consisting of hyperbolic and elliptic partial differential equations is presented. Numerical experiments demonstrate the effectiveness of the optimal control approach.
1.
Introduction. An optical flow is the field of apparent velocities in a sequence of images. From this flow, information about the spatial arrangement of objects and the rate of change of this arrangement is obtained. To mathematically model a sequence of image frames, some simplifying assumptions are made. One assumes that objects represented in the image are flat surfaces, that they are uniformly illuminated, and that reflectance varies smoothly and has no spatial discontinuities [11] . Under these assumptions, the image brightness of an object point remains constant in the image when the object moves. That is, the total time derivative of the brightness at each point (x, y) at time t is zero,
where I = I(x, y, t) denotes the image brightness at (x, y) and t, and w = (u, v) represents the optical flow vector.
Given a sequence of image frames, most techniques for optical flow calculations first approximate the spatiotemporal derivatives, (I x , I y , I t ) and aim to solve (1) for w. Equation (1) can be solved uniquely only with the addition of an auxiliary constraint or regularization term, which is necessitated by the fact that determining the unknown function components u and v of the optical flow field w from measurements corresponding to I is underdetermined.
In this paper, we present a new optimal control framework for determining optical flow. Given a sampled sequence of image frames {Y k } N k=1 , at times t k , we consider the optimal control problem min J(I, w), (2) over w ∈ C, where I = I( w) is a solution to the initial value problem
where C is a class of admissible optical flow fields and J is a cost functional involving the distances between the sampled images Y k and I(·, t k ) and involving regularization terms with respect to w.
The most significant difference between classical formulations and our approach is given by the fact that the measurements of the image brightness Y k and the corresponding variable I in the mathematical model (1) for the optical flow are separate quantities. As a consequence-unless J contains derivatives of I-the optimal control formulation (2)-(3) does not require differentiation of the data. In the language of inverse problems [2] , the optical flow problem can be considered as a parameters estimation problem. The classical approach to optical flow in which I in (1) is replaced by data, or interpolation of data, if necessary, coincides with the equation error method, whereas (2) - (3) is related to the regularized output-least-squares technique. Since Y k and I are separate quantities, we can distinguish between the sampling rate of the images and the time discretizing of I in the numerical realization of (3) . As a consequence, fulfilling the Courant-Friedrichs-Lewy (CFL) condition for the numerical solution of (3) is independent of the sampling rate. While we shall not focus on it in this paper, the formulation (2)-(3) has the additional advantage over classical techniques that the optical flow problem can be combined with image reconstruction of the data sequence {Y k } N k=1 by appropriate choice of the cost functional. From the numerical results we can conclude that our formulation is quite stable with respect to errors in the data.
To solve the problem (2)- (3) we derive the associated first-order optimality conditions [18] . These result in a system of two forward-backward hyperbolic equations and two elliptic equations together with appropriate initial and boundary conditions. The forward-backward coupling of the time-dependent equations in the optimality system and the resulting computational burden are the strongest disadvantages of our approach. One possible way to reduce computing time is to employ receding horizon techniques (see [13] and references therein).
We solve the optical flow problem in the optimal control framework by a secondorder explicit total variation diminishing (TVD) scheme for the hyperbolic equations and multigrid method for the elliptic equations. The coupling is implemented in a segregated loop algorithm.
To test our algorithm, we perform numerical experiments with synthetic and real image sequences. The results demonstrate the ability of the optimal control formulation to determine optical flow from two or more image frames. Good results also are obtained with noisy images.
In the numerical implementation of the proposed method we use the well-known Horn-Schunck scheme [11] to obtain a starting approximation. Although this scheme was one of the first methods for determining optical flow, it is still competitive and is one of the most widely used methods both in its original form and with various modifications; see, e.g., [3, 4, 17, 26, 27] . For this reason, we compare the results obtained with the Horn-Schunck method to those obtained with our algorithm, and we observe that the optimal control method improves upon the Horn-Schunck solution and provides more information (for example, intermediate images) . We now briefly outline the contents of the paper. In section 2 an optimal control framework for optical flow is defined. A cost functional of the tracking type with Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php appropriate regularization terms is proposed. Then, necessary optimality conditions are obtained. The optimality system consists of two forward-backward hyperbolic equations, the state equation and its adjoint, and two nonlinear space-time elliptic equations (the control equations). In section 3, we outline the Horn-Schunck method used for comparison and for initialization of the proposed algorithm. In section 4 the numerical solution of the optimal control problem for determining optical flow is described in detail. We implemented a second order TVD scheme to solve the optical flow constraint equation and its adjoint. A multigrid method was implemented and used to solve the elliptic equations for control. An extensive series of experiments is discussed in section 5. Conclusions are given in section 6. The appendix is devoted to an analysis of some aspects of the proposed framework.
2. Optimal control framework for optical flow. In this section we formulate the optimal control problem for optical flow. Consider a sequence of image frames {Y k } k=1,N sampled at increasing time steps, t k ∈ [0, T ], k = 1, 2, . . . , N, where t 1 = 0 and t N = T . Each frame is assumed to be defined on a rectangle which defines the spatial domain Ω. The space-time box in which the optical flow takes place is Ω × [0, T ]. We define the following optimal control problem: Find w and I such that
and minimize the cost functional
Here, α, β, and γ are predefined nonnegative weights. Let us briefly discuss the relevance of the additive terms in J. The first is the least-squares term requiring that w is chosen such that I(·, t k , w) approximates Y k at the sampling times. The second and third are regularization terms which are necessitated by the fact that the determination of a temporally and spatially varying vector field w from the data is underdetermined. The choice of Φ and Ψ is a delicate one. If a priori knowledge of w is available, it can be used as a guide for the construction of Φ and Ψ. A possible choice for Φ and Ψ is motivated by the assumptions that w is smooth with respect to t and possibly only piecewise smooth in the spatial variables x and y. Accordingly, we set
The regularization in the spatial direction is guided by techniques developed for image reconstruction. These suggest using Gaussian-type regularization in regions where w varies smoothly and bounded-variation-type regularization across edges and corners, where ∇ w is large; see, e.g., [1, 12, 20] and references therein. These two criteria lead to the choice of Ψ for s > δ in the following definition of Ψ:
) Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where δ and δ are positive constants with δ determining the threshold between regions where w is regularized as a smooth function and regions where ∇ w is "large." The constants c 1 and c 2 are determined such that Ψ ∈ C(R + ). It only remains to explain why we allow for the third interval [0, δ) in (6) . In [12] it was argued on the basis of the analysis of the level sets of the objects to be reconstructed, which are u and v here, and also demonstrated by numerical experiments that it is advantageous to distinguish regions where w is flat with ∇ w almost zero from regions where ∇ w is of moderate size and different from zero. Arguing heuristically, extending Ψ as a linear function to [0, δ ] would result in too small of a regularization for ∇ w close to zero. To motivate the last term in (5) let us consider the case that all velocities on the border of a small subregion are the same. The points in the interior of the subregion also should be assigned the same value. A way of expressing this property is to penalize by Q |∇ · w| 2 dq.
Let us denote by ( w * , I * ) = ( w * , I( w * )) a solution to the optimal control problem (2)-(3) which is assumed to exist. To derive necessary optimality conditions of first order, we introduce the Lagrangian
and assume the existence of p * and differentiability of Ψ such that the first order necessary optimality conditions hold:
Here L (I, w) denotes the derivative of L with respect to (I, w). This results in the optimality system
where for convenience we omitted the superscript " * ", and where δ denotes the Dirac δ-function. The interpretation of the second equation in (9) is
We refer to the first hyperbolic equation of (9) as the optical flow constraint (OFC) equation (marching forward in time). The second equation is the adjoint optical flow equation (marching backward in time). The last two equations are nonlinear elliptic equations. They are referred to as an optimality condition. Some aspects of the well-posedness of (9) in the case Ψ = I are analyzed in the appendix. Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Concerning boundary conditions for w, we restrict the admissible optical flow fields to satisfy prescribed homogeneous Dirichlet boundary conditions on the spatial boundary,
Then (8) further implies that w satisfies natural boundary conditions at the temporal boundaries of Q, i.e.,
∂ w ∂t
= 0 for t = 0 and t = T, (x, y) ∈ Ω. (13) We shall not enter into a rigorous discussion on the existence of solutions to (4) and (5) and their equivalence to being solutions of (8) , respectively, (9) . If Ψ is chosen sufficiently smooth and radially unbounded, then existence of a solution to (4)- (5) is quite straightforward to prove and (8) is found to be a necessary optimality condition. Whether a solution to (8) , respectively, (9), also is a solution to (4)- (5) depends on the fulfillment of an appropriate sufficient optimality condition. In the context of the problem under consideration it will hold for small residue problems,
dΩ is small at the solution I = I * , and the appropriate choice of the regularization parameters. If Ψ does not satisfy smoothness properties but is convex, then the techniques of [12, sect. 3] can be used to analyze existence. In case the convexity assumption is dropped, then regularization techniques based on Fenchel duality as developed in [1, 8, 12] provide an approach for studying (7) . In section 4 we propose a scheme to solve (9) in a segregation loop fashion. An alternative is to simultaneously solve the equations of system (9), for example, in a multigrid framework. Examples of this approach are given in [23, 28] .
3. The method of Horn and Schunck: A short review and remarks. The method of Horn and Schunck [11] allows us to compute optical flow velocity from spatiotemporal derivatives of image intensity. It is therefore a member of the class of differential methods; see [3] for an extensive review. This method combines the optical flow constraint (1) with a global smoothness term, minimizing
In the original formulation [11] the domain D is the space domain Ω and all quantities in (14) are considered defined at intermediate time step (DT /2) between two sampled images {Y k , Y k+1 }. The spatiotemporal derivatives (I x , I y , I t ) are obtained by numerical differentiation of the sampled image data. An improved Horn-Schunck method is obtained by using a larger number of sampled images to perform differentiation [3] ; this method cannot be used when only two sampled images are available. Another development of the Horn-Schunck method is proposed in [26] , where a smoothness term in time is added in (14) and the domain of integration D is the space-time domain Ω × [0, T ]. Despite the fact that the method of [26] appears to be an improvement over the Horn-Schunck method, we use the latter as a reference here because it is a widely known standard. Both methods [11, 26] require differentiation of the data.
A minimum of (14) satisfies necessarily the Euler equations (12) are used. To discretize (15)-(16) a uniform sampling rate DT is assumed and set equal to one. The spatial dimension of Ω is given in units of pixels. The distance between pixels is normalized to be one and the spatial discretization in (15)- (16) is linked to the availability of pixel information by setting DX = DY = 1.
The choice of the regularization parameter λ specifies the degree of smoothness of the solution. Although there is no "best choice" available, we take λ = 0.5 unless specified otherwise. This is the value suggested in [3] for good results.
To solve the Euler equations (15)- (16), one denotes byū ij andv ij averages of the grid functions u ij and v ij , i, j = 1, . . . , L, on the neighborhood of the pixel (i, j), defined such that a discrete Laplace operator applied to the function u is approximated by a multiple of (ū − u) and analogously for v. In [11] this approximation is made on the basis of assigning toū ij the weighted mean of u ij -values in a nine-point star neighborhood according to 1 12
This results in a finite difference approximation to ∆u by a scalar multiple (which is 1 in our case, due to the normalization described above) of the stencil 1 12
Note that this stencil can be obtained by combining the standard five-point finite difference stencil with 
Considering (15)- (16) at the grid points and replacing (∆u) ij and (∆v) ij by (ū − u) ij and (v − v) ij , respectively, result in
where the spatiotemporal derivatives are computed according to 
where Φ denotes the right-hand side of (20)- (21) and (u, v) stand for the coordinate vectors of the grid functions (u ij , v ij ). To solve (20) - (21) by means of (25) sufficiently and accurately, the number of iterations should be larger than the biggest cross-section (measured in pixels) of any connected region in the image [11] .
It is important to recognize that in using (15)- (16) an accurate computation of the spatiotemporal derivatives is necessary to have reliable results. In [4] , examples are given where the use of accurate discretization schemes for differentiation provide wrong results unless the velocity of the pattern (i.e., w) is close to the ratio of the spatial to the temporal sampling, that is, u ≈ DX/DT and v ≈ DY /DT . This may be related to the fact that in order to numerically solve the optical flow equation (1) the following CFL-like condition must be satisfied:
Here τ is the time step size, h the spatial mesh size, and 0 < C CF L ≤ 1 the CFL number.
The discussion above outlines a limitation of the Horn-Schunck scheme which is not present in our approach, since the time discretization for the numerical realization of (9) and the sampling times for the images are independent. In practice the Horn-Schunck scheme performs quite well in various situations and it is simple to implement. For that reason we utilize it for initialization of our algorithm. Moreover, since the Horn-Schunck method is well known, it is well suited for comparison with our formulation of the optical flow problem.
Numerical algorithm.
We present an algorithm to solve the optimality system (9) . The numerical difficulties encountered in the solution of this system are due to the presence of two coupled subsystems with different characters: as pointed out above, the first two equations of (9) are hyperbolic and the last two are elliptic. Experience from computational fluid dynamics with mixed hyperbolic-elliptic systems shows that the algebraic problem resulting from the discretization of (9) may be very ill-conditioned. When the two subsystems are neatly separated into two blocks as in (9), then it is shown [6, 22] that an efficient solution process can be obtained by using two different type of solvers for the two subsystems, each designed to accurately and efficiently solve one of the two blocks. For example, an efficient and accurate method for solving the optical flow constraint equation and the adjoint equation is given by explicit high-order TVD schemes. An efficient and accurate solution of the nonlinear elliptic control system is obtained by using a nonlinear multigrid method. The coupling between the hyperbolic and the elliptic subsystems is obtained in an outer loop, where each solver is called sequentially and its solutions are used to update the data for the next subsystem. This outer loop, which we call a segregation loop, is repeated a fixed number of times or until a given convergence criterion is reached.
To solve (9) in a segregated fashion, an initial approximation is provided by the Horn-Schunck algorithm applied to consecutive pairs of sampled images. With this flow field and the initial image frame we let the optical flow equation evolve using an Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php explicit second-order upwind TVD method. The value of I for t = T is then used to construct the terminal condition for the adjoint equation evolving backward. This concludes the hyperbolic part of the segregation loop. The new values of I and p are then used to update the right-hand sides of the elliptic system which is solved by a multigrid method. In this manner, new approximations for the w = (u, v) functions are obtained. This solution loop is repeated iteratively I loop times.
The method is summarized as follows.
Segregation loop for solving the optimal control problem (9). 1. Apply the Horn-Schunck method for a starting approximation to the optical flow. 2. Solve the optical flow constraint equation to obtain I. 3. Solve (backward) the adjoint OFC equation to obtain p. 4. Update the right-hand sides of the elliptic system. 5. Apply a few cycles of multigrid to solve the control equations. 6. Go to step 2 and repeat I loop times.
Note that the segregation loop realizes the following sequence of substitutions:
Its well-posedness is discussed in the appendix. In our numerical tests we also considered the case with step 1 replaced by all zeros as initialization. This also led to convergence, but typically a higher number of iterations was required. Next we discuss steps 2, 3, and 4 of the segregation loop in some detail. Consider a space-time grid denoted by Q h,τ = Ω h ⊗ Θ τ , where h = DX = DY = 1 is the space mesh size and τ is the grid spacing in the time direction defined as a fraction of DT = 1. A mesh point in Q h,τ is represented by three indices (i, j, κ), i, j = 1, 2, . . . , L, and κ = 1, 2, . . . , K. On this computational domain we define the following solvers.
Explicit second-order TVD scheme for the OFC equation and the adjoint equation.
We implement an explicit second-order upwind TVD scheme with the "Superbee" limiter of Roe; see [10] for details. The choice of the limiter is not essential here; we have chosen Superbee based on our numerical experience. We use fixed time steps for an easy (grid) coupling with the other equations of the optimality system. The CFL bound is taken equal to C CF L = 0.5.
The choice of an explicit scheme is motivated by the low computational costs and low memory requirements. The presented implementation also could conveniently be realized on parallel computers.
The adjoint equation is solved by the same method. However, we perform a linear transformation in time, t ← T − t, so that the following forward transport problem has to be solved: (27) Notice that, because w is not exactly divergence-free, the second differential terms of (27) and (1) differ.
To describe the TVD scheme we present the formulation for the one-dimensional case of (27) . The modification for the two-dimensional case, as well as for the primal equation, is readily achieved. In the one-dimensional case, the discretized secondDownloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php order-in-space TVD evolution scheme for the variable p (equivalently, for I with w ← − w) is written as
where
In two spatial dimensions, the components in the y-direction must be added. The limiter functions χ are defined as functions of the flux difference ratios:
The Superbee limiter is given by χ(r) = max[0, min(2r, 1), min(r, 2)].
To numerically realize the delta impulses in the sense of (11), we use a splitting technique at t k ; i.e., we have
is obtained by solving (10) (backward) for one time step with initial condition p(·, t κ+1 ).
In the segregation loop, we solve for I and store its value at each time step. Then, we solve for the adjoint variable p and set up and store p∇I at each time step, that is, the source term of the control equations. To calculate the partial derivatives in space of the image function, we use a centered five-point formula [3] :
The corresponding truncation error is of order five in the mesh size. Tests with threepoint formulas gave similar results.
4.2.
Second-order discretization and multigrid method for the optical flow components. The system of the two elliptic equations arising in the optimal Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php control framework is discretized by finite difference methods. Consider the elliptic equation for u h :
Here we continue to use h for easier reading of the formulae, although h = 1. Further, τ = T/K is chosen such that the CFL condition (26) is satisfied. A convenient discretization scheme with local support for the second term of (29), used in the context of image reconstruction [15] , is as follows:
where the gradient terms are defined as follows:
The last term of (29) represents a second-order accurate discretization of γ
∂x∂y . Similarly, for the v h component of the optical flow, we have The Neumann boundary conditions at t = 0 and t = T for u h are discretized by first-order differences as follows:
The Dirichlet boundary conditions on the remaining part of the domain boundary for u h are given by
Similarly, we discretize the boundary conditions for the v h variable. To efficiently solve the nonlinear space-time elliptic system (29)-(31) with boundary conditions (32)- (33), we implement the full approximation storage (FAS) multigrid method of Brandt [5] . This method can be applied to nonlinear elliptic problems without linearization and, in many cases, results in a solution process with optimal computational and storage complexity.
To describe the FAS scheme, consider our discrete nonlinear problem expressed as
An initial approximation will be affected by high-and low-frequency error components. To solve for all components of this spectrum, a smoothing procedure and a coarse grid correction are performed. The smoothing scheme is denoted by
, where S ν is the smoothing operator applied ν times. The purpose of this operator is to reduce the high-frequency components of the solution error. For anisotropic elliptic problems, a simple-point Gauss-Seidel scheme will not suffice. This is, in fact, the case of (29) and (31), where a strong anisotropy in the coefficients of the problem is present when τ << h. For this reason, t-line relaxation is chosen; see [9] . That is, considering the variables defined on each line in Q along which x and y are constant, each of our algebraic problems forms a diagonally dominant tridiagonal system of the type a κ u κ+1 + b κ u κ + c κ u κ−1 = f κ , κ = 2, . . . , K − 1, that can be solved exactly by the Thomas algorithm in 5K operations; see [10] . The Neumann boundary conditions are then enforced using (32) to update the variable values at the Neumann boundaries.
To correct for the smooth component of the error, a coarse grid correction (CGC) is defined. First, our problem is represented on the coarse grid with space mesh size H = h m−1 = 2h m and time step Υ = τ m−1 = 2τ m , where m denotes the multigrid level:
Here I H,Υ h,τ : Q h,τ → Q H,Υ denotes a restriction operator, and ζ H,Υ h,τ is the fine-to-coarse defect correction defined by . This idea of solving the problem on a coarser grid can be applied along a set of nested meshes. One starts at level M with a given approximation and applies the smoothing iteration ν 1 times. Then the problem is transferred to a coarser grid, and so on. Once the coarsest grid is reached, one solves the coarsest problem to convergence by applying, as we do, a few steps of the smoothing iteration. The solution obtained on that grid is then used to correct the approximation on the next finer grid. This CGC, followed by ν 2 postsmoothing steps, is repeated until the finest grid with level M is reached. The entire process represents one multigrid cycle.
The application of N FAS cycles is denoted by N -FAS. One can choose a starting grid with a level number M < M which is coarser than the finest grid where the solution is desired. In this case one applies N -FAS on level M and then the solution is interpolated on the next finer grid. The interpolation provides a first approximation for the N -FAS on this finer level, and so on, until the finest grid is reached.
To transfer the residuals on coarser grids we use the half-weighted restriction, whereas the solution on coarser grids is transferred using the simple injection [9] . For the prolongation I h,τ H,Υ we use the trilinear interpolation operator.
Numerical experiments.
In the description of numerical experiments with images, we need to define quantities describing accuracy of optical flow determination, measures of tracking ability, and corresponding costs.
In the optical flow community an angular measure of error is used to measure optical flow accuracy. One considers the pattern displacement as a space-time direction vector w = (u, v, 1) in units of (pixel, pixel, frame). The corresponding three-dimensional direction vector is given bŷ
where T means transpose. The angular error between the correct velocity w c and an estimate w e is as follows [3, 17] : 
at the space-time mesh points of the evolving images. On this set of points, we also compute the maximum modulus of the functions u and v denoted by |u| max and |v| max , respectively. This will help to establish and compare the accuracy of the optical flow, with respect to the maximal velocity, obtained with the optimal control approach and the Horn-Schunck method. 
Moreover, with cost we denote the value of the discrete version to the following expression:
Finally, to validate the divergence term in the cost functional, we also report the value of the discrete version of the divergence term,
In the following experiments with synthetic images we consider frames with 64×64 (L = 64) pixels and K = 64 time subintervals of size τ = T/64.
If, for example, T = 4, we are given five image frames, we have τ = 1/16, and DT = 1, then a new image frame is given every l t = K/T = 16 time steps. In the multigrid solver, five levels are used. The coarsest grid is a 4 × 4 × 4 space-time grid, refined by halving the mesh size.
Except in the case when exact solutions are known and the solution error can be monitored, it is difficult to define an appropriate convergence criterion for the segregation loop. For this reason we used a fixed number of iterations, I loop = 10, in the experiments that follow. This value is chosen once and for all to compare results of different experiments. The effect of the choice of the value of I loop on the accuracy of the solution will be investigated independently. Throughout, we used the Horn-Schunck solution as initialization for the optimal control technique.
The reader is alerted that in the numerical PDE community one is accustomed to small mesh sizes (h << 1) or small volumes (V OL ≈ 1). Here, because we work in terms of pixels, the value of the tracking errors and costs may appear to be excessively large. To obtain normalized values one should divide the reported values by their respective volumes, i.e., by V (Ω) and V (Q). For instance, a mesh size of 64 × 64 × 64 gives V (Q) = 262144.
Experiments with sequences of synthetic images.
We begin this section by considering the following test case. Denote by Ω = Ω 1 ∪ Ω 2 a square domain of side length L = 32. The two subdomains Ω 1 and Ω 2 are defined by cutting the square along the skew diagonal; Ω 1 is the lower left triangle and Ω 2 is the upper right triangle. On this domain consider a continuous brightness function given by
where a = 1/(3L), b = 2/(3L), and c = 1/3. Since the problem is symmetric under coordinate exchange, we easily find that the optical flow is given by w(x, y, t) = (
in Ω 2 × (0, T ), (42) Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where a jump occurs along the skew diagonal.
We carried out tests with and without noise added to the image brightness function I. In the noise-free case both Horn-Schunck and optimal control methods produced equally good results, with the numerical optical flow field almost indistinguishable from the field given in (42). For Horn-Schunck the value λ = 0.5 suggested in the literature led to severe overregularization. Numerical tests showed that λ = 0.01 is a good parameter for this example. The optimal control method was insensitive with respect to quite a large range of values for (α, β, γ). To simulate the case of noisy data, uniformly distributed random numbers in the range of 1% of the maximum value of I were added to the pixel values of I. The u-component computed by the Horn-Schunck method with λ = 0.01 is shown in Figure 1 on the right. Since the solution is oscillatory we also tested with larger values of λ. This, however, very quickly results in overregularization. In the optimal control approach the three parameters (α, β, γ) need to be chosen. Let us briefly report on the results with α = 0.03 and various combinations for (β, γ). For (β, γ) = (0, 0) the result is similar to the Horn-Schunck result. With β = 0 (or very small) and 0.1 ≤ γ ≤ 10 we have an improvement in the sense that a smoothness effect-especially in the x-direction for the u-component and the y-direction for the v component-can be observed. This result is explained by the term γ∂ xx u in the control equation for u and by the term γ∂ yy v in the control equation for v; see (9), (29), and (31). As expected, by setting γ = 0 and 0.1 ≤ β ≤ 10 smooth optical flow solutions are obtained, but a directional smoothing phenomenon is not present. "Best results" were obtained with β = 0.005 and γ = 0.001 and are shown in Figure 1 . Certainly an automatic choice of (α, β, γ) would be desirable. However, as is well known from the theory of inverse problems, this is a difficult task, and in the context of the present problem could be the focus of an independent study.
A standard test for optical flow solvers with synthetic images is given by a square moving with velocity (u c , v c ). At time t the frames are defined by means of the following function: , respectively. The explicit form in terms of t of these coordinate functions will be specified later. The function η denotes noise which is realized numerically by adding uniformly distributed random numbers in [−η, η] at pixel values. The difficulty of this test stems from severe underdetermination; in fact, the flow field is available only in the normal direction along the edges of the cube.
In the experiments that follow, we consider the translating square (or rectangle) on a sequence of five frames so that N = 5 and T = 4 (l t = 16). Further, (x 0 , y 0 ) represents the pixel (20, 20) . Table 1 contains the results without noise, i.e., η = 0. In Table 1 of values of parameters (α, β, γ) the optimal control method provides better estimates of |u| max , |v| max , andψ than that obtained with the Horn-Schunck scheme.
The actual choice of "optimal parameters" is a delicate matter due to the lack of an indisputable measure. In the tables the results printed in bold represent a combination of a preferable choice of parameters (α, β, γ). The effect of changes of (α, β, γ) on the result is quite the same as that expected from our experience with inverse problems. Since (u c , v c ) is independent of time, the effect of α is not so significant, as long as α > 0. Increasing (β, γ) from (0, 0) until a threshold is reached improves the result, where both the graphical representation of (u c , v c ) andψ = 180ψ/π are concerned. However, increasing (β, γ) also has the effect that the object to be reconstructed, i.e., (u c , v c ), is increasingly diffused and hence underestimated with respect to its size. Increasing γ has the effect of adding information available along the edges of the square into its interior. Figure 2 shows the optical flow solutions obtained with both the optimal control and Horn-Schunck methods at t = T/2. Observe in the figure that the Horn-Schunck method tends to give an optical flow orthogonal to the edges of the square. On the other hand, the optimal control approach computes an optical flow at the edges, which is closer to the correct orientation. This is reflected in the fact thatψ is smaller for the optimal control than for the Horn-Schunck method.
Next we consider the case with noise where η = 0.3 (this corresponds to 30% of Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php maximal image brightness). Again the optimal control approach is better than the Horn-Schunck method. Numerical results are depicted in Table 2 . As expected, the tracking error ||I − Y || 2 is larger than in the noise-free case. The divergence term in the cost function (5) has the effect of adding information about the field w into the neighborhood of the edges of the moving square.
Case 2. Moving square, (u c , v c ) = (1.5, 2). This case is similar to Case 1, but with (u c , v c ) = (1.5, 2) we obtain a more challenging case because the optical flow orientation is not invariant under coordinate change. Moreover, the modulus of the optical flow velocity is such that the CFL condition (i.e., (26) with τ replaced by DT = 1 and h = DX = DY = 1) is not satisfied by the given image sequence. However, (26) is satisfied with τ utilized for the optimal control scheme.
Results for this case are reported in Table 3 , where the solution obtained with our method differs considerably from that obtained with the Horn-Schunck scheme. In fact, the optimal control solution is a good approximation to the two different velocity components, while the components of the Horn-Schunck solution are too large and almost equal to each other. Compare the values in bold with the last line in Table 3 . By considering translation in one direction only we can test the extent to which energy associated to one flow component is diffused to the other component. In Table  4 , we observe that the v-component computed with the Horn-Schunck method is far from being zero. On the other hand, the optimal control approach seems to have a reduced "mixing" effect and allows a more accurate velocity estimate also in this case. This is reflected in the fact thatψ and |v| max are smaller for the optimal control method than with the Horn-Schunck scheme. Notice that here we measure the mean orientation error with respect to a mean value of the u-component of the velocity, namely,ũ c = (u c + 2 u c )/2.
In Figure 3 snapshots of the optical flow solution for Case 3 at t = 2 are shown. We conclude this section by considering a square moving with a velocity field given by (u c , v c ) = (5, 5) . In this case the Horn-Schunck solution is very inaccurate (see Figure 4 ), as can be expected from our discussion on the CFL number corresponding to the sampled data. Nevertheless, starting with the Horn-Schunck solution our method is able to provide the correct optical flow field; see Figure 4 . Notice that our method provides the desired two-dimensional motion, whereas the Horn-Schunck scheme gives normal velocity estimates along the edges of the square.
Experiments with two images.
Images are said to be registered if a mapping is given that will map every point in one image to its corresponding point in the other image [21] . Optical flow solvers can be applied to construct such a mapping; see, e.g., [16, 25] . One computes the optical flow between the two images and then integrates the flow field to determine the required coordinate transformation.
While we shall not consider here the application to image registration, we show the ability of our approach to determine optical flow also in the case where only two image frames are given. In this case, N = 2, T = 1. Because we use the same discretization setting as in the previous cases, we have l t = 64 (τ = 1/64). Control applies through the final observation, Y N . To test the ability of our algorithm, we consider the translating square case as defined in Case 2 with and without added noise. In Tables 5 and 6 we notice that in case of only two given frames a value of α smaller than in the multiple image frame sequence gives best results. The dependence of the solution on the control parameters remains qualitatively the same as observed Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 3 Case 2: (uc, vc) = (1.5, 2) (no noise). Dependence on γ.
Dependence on γ; α = 5.0, and β = 0.25. in the previous cases. Finally, in Table 6 we notice that the solution retains reasonable accuracy despite the fact that 30% uniform noise has been added. We conclude the series of experiments with synthetic images by giving some observations. For given values of the weights, we observe that the optimal control algorithm attains a substantial reduction of the tracking error within 10 loops, I loop = 10. Further steps of the segregation loop result in a smaller improvement of the tracking error and of the estimate of the optical flow w. In the case where only two image frames are available, the tracking error measures the error on the final observation,
2 , and we notice that because of the absence of tracking information for intermediate time steps a larger role is played by the second-order time derivative term of the control functions in the cost functional. Here, an increase of the value of α results in a reduction of the tracking error at the cost of larger errors in the optical flow estimate. An overregularization effect may occur. In the two-image-frames case the optimal control algorithm considerably reduces the tracking error to a minimum within the first ten segregation loops. We point out that in all cases a reduction of at least three orders of magnitude of the discrete L 2 norms of the residuals of all equations of the optimality system occurs within ten segregation loops. Notice that the segregation method differs from the gradient descent method, where the residuals of the control equations multiplied by some relaxation parameter are used to updated the control variables at step 5. We tested the gradient descent method without line search which resulted in a very slow solver with respect to the present segregation loop. Numerical tests showed that the use of under/overrelaxation of the update of the control variables obtained in step 5 does not result in an accelerated convergence.
Experiments with sequences of real images: The taxi sequence.
A known benchmark for verification of optical flow solvers is the "Hamburg taxi sequence"; see [3] . It consists of a sequence of frames of a taxi coming from the right in a main road and turning right into a side street in Hamburg, Germany. In the same scene, two dark colored cars are driving in the main road entering from the left and from the right into the scene. One can also see parked cars, houses, and trees. The sequence and the corresponding brightness pattern are depicted in Figure 5 .
We consider a sequence of (the first) five photos of the moving taxi taken at regular intervals (T = 4). The original frames have 256 × 190 pixels. We downsample using every second pixel to get a computing mesh of 128 × 96 pixels, which can be obtained from a coarse 4 × 3 (space) mesh by halving the mesh size 6 times. (Notice that in such a pick-up process no smoothing process is involved.) Our algorithm is applied with α = 5.0, β = 0.25, γ = 0.5, and I loop = 10. The space-time computational domain is a 128 × 96 × 128 grid, where 128 time subdivisions are taken in the time direction. Consequently, since 5 frames are given, l t = 32. Figure 6 shows the optical flow computed with the optimal control approach and with the Horn-Schunck method at t = 2. Our method provides a smoother and more uniform optical flow for the taxi sequence.
Conclusions.
A new approach to optical flow has been presented. It is based on an optimal control framework, with the optical flow constraint (OFC) as a state equation and the optical flow w as a control variable. The resulting optimality system consists of the hyperbolic OFC equation, marching forward from an initial given frame, the adjoint equation, marching backward in time, and the optimality condition consisting of a system of nonlinear elliptic equations. Specific features of the method are that it does not require differentiation of the data, that the sampling time of the image frames and the time discretization of the optical flow equation are separate so that the CFL condition can be satisfied, and that the divergence of the optical flow is used for regularization. The latter has the effect of adding information into regions not covered by movement in the images.
We implemented a segregated loop algorithm solving the primal and adjoint Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php equations and the elliptic equations for the control variables. To solve the hyperbolic equations, an explicit second-order upwind scheme was used. The optimality condition was solved by the FAS multigrid method. Alternative numerical realizations could be the focus of further research. In all tests the proposed method gave better results than the Horn-Schunck algorithm. We also tested our algorithm in the presence of noise and found similar behavior as in the noise-free case. The proposed method requires regularization parameters chosen on the basis of numerical experience. Choosing them on the basis of techniques developed in the theory of inverse problems could be the focus of further research.
Appendix. Here we give sufficient conditions for well-posedness of the segregation loop in appropriately chosen function spaces and for convergence of its iterates. To avoid technical difficulties, for the most part we restrict ourselves to the case of periodic boundary conditions. Throughout, we set Ω = (0, 1) × (0, 1) with boundary Γ and Q = Ω × (0, T w ∈ U and q ∈ [2, ∞] we define 
Proof. We use the viscosity method and consider for > 0 the equation Using a Faedo-Galerkin method (see, e.g., [24] ) it is standard to argue the existence of a unique solution
Here we use the assumption that I(0) ∈ H 1 per (Ω). Taking inner products of (47) with I (t) and ∆I (t) implies the estimates
where w 1 = sup (x,t)∈Q |div w(x, t)| and
This last estimate implies
per (Ω)), and hence there exists I in
+ . The function I can be identified a.e. with respect to t with an el-
Taking the limit → 0 + and recalling boundedness of { |∆I | 2 L 2 (Ω×(0,T )) } >0 implies that
1,q (Ω) with q ≥ 2, then I satisfies additional regularity properties. For this purpose note that J = ∇I = (I x , I y ) satisfies
2 J and integrating in x over Ω, we obtain
where we used the fact that (J 1 ) y = (J 2 ) x . By Green's theorem we obtain
and thus
Similarly, we have
. From (52) and (53), respectively, (54) and (55), and weak lower semicontinuity of norms, it follows that I(t) ∈ W 1,q (Ω) for every t ∈ [0, T ] and that (47) and (48) 
Taking the inner product in L 2 (Ω) and using periodic boundary conditions, we find for t ∈ (0, T )
Since w ∈Û and by Theorem A.1, there exists constants k 1 and k 2 depending on w and I(0) but independent of t ∈ (0, ∞) and (x, y) ∈ Ω such that
Analogous estimates hold for |I xy (t)| 2 and |I yy (t)| 2 . Consequently we have for t ∈ (0, T )
and K 1 and K 2 are constants depending on w and I(0) but independent of (x, t). The conclusion now follows from Gronwall's lemma. The following theorem establishes the well-posedness of our algorithm for the case Ψ(s) = s.
Theorem A.4. Suppose that 
It is simple to argue that T is A-bounded, i.e., 
Proof. We use the equality (a
. We obtain
and for k = 1, . . . , N,
From the second equality and Proposition A.5,
Combined with (60) the theorem follows. From Theorem A.6 the cost J(I n , w n ) decreases if the right-hand side of (59) is negative. In this case J acts as a Liapunov functional for the algorithm. Negativity of the right-hand side of (59) cannot be checked a priori. However, we observed it numerically for the iterates of our algorithm and hence Theorem A.6 can be interpreted as an a posteriori validation for convergence. Downloaded 12/11/12 to 132.187.207.59. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
It is worthwhile to observe that if p( w old ) in (57) is replaced by p( w new ) (corresponding to a semi-implicit scheme), then p n in (60) is replaced by p n+1 . As a consequence the indefinite term on the right-hand side of (59) drops out and n → J(I n , w n ) is decreasing for the iterations of the resulting scheme.
