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Abstract
We develop a new theoretical framework to analyze the generalization error of deep learning,
and derive a new fast learning rate for two representative algorithms: empirical risk minimization
and Bayesian deep learning. The series of theoretical analyses of deep learning has revealed its
high expressive power and universal approximation capability. Although these analyses are highly
nonparametric, existing generalization error analyses have been developedmainly in a fixed dimen-
sional parametric model. To compensate this gap, we develop an infinite dimensional model that
is based on an integral form as performed in the analysis of the universal approximation capability.
This allows us to define a reproducing kernel Hilbert space corresponding to each layer. Our point
of view is to deal with the ordinary finite dimensional deep neural network as a finite approximation
of the infinite dimensional one. The approximation error is evaluated by the degree of freedom of
the reproducing kernel Hilbert space in each layer. To estimate a good finite dimensional model,
we consider both of empirical risk minimization and Bayesian deep learning. We derive its gen-
eralization error bound and it is shown that there appears bias-variance trade-off in terms of the
number of parameters of the finite dimensional approximation. We show that the optimal width of
the internal layers can be determined through the degree of freedom and the convergence rate can
be faster than O(1/
√
n) rate which has been shown in the existing studies.
Keywords: Deep Learning, Fast Learning Rate, Kernel Method, Degree of Freedom, Generaliza-
tion Error Bounds, Empirical Risk Minimizer, Bayesian Deep Learning
1. Introduction
Deep learning has been showing great success in several applications such as computer vision,
natural language processing, and many other area related to pattern recognition. Several high-
performance methods have been developed and it has been revealed that deep learning possesses
great potential. Despite the development of practical methodologies, its theoretical understanding
is not satisfactory. Wide rage of researchers including theoreticians and practitioners are expecting
deeper understanding of deep learning.
Among theories of deep learning, a well developed topic is its expressive power. It has been
theoretically shown that deep neural network has exponentially large expressive power against the
number of layers. For example, Montufar et al. (2014) showed that the number of polyhedral re-
gions created by deep neural network can exponentially grow as the number of layers increases.
Bianchini and Scarselli (2014) showed that the Betti numbers of the level set of a function created
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by deep neural network grows up exponentially against the number of layers. Other researches
also concluded similar facts using different notions such as tensor rank and extrinsic curvature
(Cohen et al., 2016; Cohen and Shashua, 2016; Poole et al., 2016).
Another important issue in neural network theories is its universal approximation capability. It
is well known that 3-layer neural networks have the ability, and thus the deep neural network also
does (Cybenko, 1989; Hornik, 1991; Sonoda and Murata, 2015). When we discuss the universal
approximation capability, the target function that is approximated is arbitrary and the theory is
highly nonparametric in its nature.
Once we knew the expressive power and universal approximation capability of deep neural net-
work, the next theoretical question naturally arises in its generalization error. The generalization
ability is typically analyzed by evaluating the Rademacher complexity. Bartlett (1998) studied 3-
layer neural networks and characterized its Rademacher complexity using the norm of weights.
Koltchinskii and Panchenko (2002) studied deep neural network and derived its Rademacher com-
plexity under norm constraints. More recently, Neyshabur et al. (2015) analyzed the Rademacher
complexity based on more generalized norm, and Sun et al. (2015) derived a generalization error
bound with a large margine assumption. As a whole, the studies listed above derived O(1/
√
n)
convergence of the generalization error where n is the sample size. One concern in this line of
convergence analyses is that the convergence of the generalization error is only O(1/
√
n) where
n is the sample size. Although this is minimax optimal, it is expected that we could show faster
convergence rate with some additional assumptions such as strong convexity of the loss function.
Actually, in a regular parametric model, we have O(1/n) convergence of the generalization error
(Hartigan et al., 1998). Moreover, the generalization error bound has been mainly given in finite di-
mensional models. As we have observed, the deep neural network possesses exponential expressive
power and universal approximation capability which are highly nonparametric characterizations.
This means that the theories are developed separately in the two regimes; finite dimensional para-
metric model and infinite dimensional nonparametric model. Therefore, theories that connect these
two regimes are expected to comprehensively understand statistical performance of deep learning.
In this paper, we consider both of empirical risk minimization and Bayesian deep learning and
analyze the generalization error using the terminology of kernel methods. Consequently, (i) we de-
rive a faster learning rate thanO(1/
√
n) and (ii) we connect the finite dimensional regime and the in-
finite dimensional regime based on the theories of kernel methods. The empirical risk minimization
is a typical approach to learn the deep neural network model. It is usually performed by applying
stochastic gradient descent with the back-propagation technique (Widrow and Hoff, 1960; Amari,
1967; Rumelhart et al.). To avoid over-fitting, such techniques as regularization and dropout have
been employed (Srivastava et al., 2014). Although the practical techniques for the empirical risk
minimization have been extensively studied, there is still much room for improvement in its gener-
alization error analysis. Bayesian deep learning has been recently gathering more attentions mainly
because it can deal with the estimation uncertainty in a natural way. Examples of Bayesian deep
learning researches include probabilistic backpropagation (Hernandez-Lobato and Adams, 2015),
Bayesian dark knowledge (Balan et al., 2015), weight uncertainty by Bayesian backpropagation
(Blundell et al., 2015), dropout as Bayesian approximation (Gal and Ghahramani, 2016). To an-
alyze a sharper generalization error bound, we utilize the so-called local Rademacher complex-
ity technique for the empirical risk minimization method (Mendelson, 2002; Bartlett et al., 2005;
Koltchinskii, 2006; Gine´ and Koltchinskii, 2006), and, as for the Bayesian method, we employ
the theoretical techniques developed to analyze nonparametric Bayes methods (Ghosal et al., 2000;
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Table 1: Summary of derived bounds for the generalization error ‖f̂ − fo‖2L2(P (X)) where n is the
sample size, R is the norm of the weight in the internal layers, Rˆ∞ is an L∞-norm bound
of the functions in the model, σ is the observation noise, dx is the dimension of the input,
mℓ is the width of the ℓ-th internal layer and Nℓ(λℓ) for (λℓ > 0) is the degree of freedom
(Eq. (5)).
Error bound
General setting L
∑L
ℓ=2R
L−ℓ+1λℓ +
σ2+Rˆ2∞
n
∑L
ℓ=1mℓmℓ+1 log(n)
under an assumption that mℓ & Nℓ(λℓ) log(Nℓ(λℓ)).
Finite dimensional model
σ2+Rˆ2∞
n
∑L
ℓ=1m
∗
ℓm
∗
ℓ+1 log(n)
wherem∗ℓ is the true width of the ℓ-th internal layer.
Polynomial decay eigenvalue L
∑L
ℓ=2(R ∨ 1)L−ℓ+1n
− 1
1+2sℓ log(n) + d
2
x
n log(n)
where sℓ is the decay rate of the eigenvalue of the kernel
function on the ℓ-th layer.
van der Vaart and van Zanten, 2008, 2011). These analyses are quite advantageous to the typical
Rademacher complexity analysis because we can obtain convergence rate between O(1/n) and
O(1/
√
n) which is faster than that of the standard Rademacher complexity analysis O(1/
√
n).
As for the second contribution, we first introduce an integral form of deep neural network as
performed in the research of the universal approximation capability of 3-layer neural networks
(Sonoda and Murata, 2015). This allows us to have a nonparametric model of deep neural net-
work as a natural extension of usual finite dimensional models. Afterward, we define a reproducing
kernel Hilbert space (RKHS) corresponding to each layer like in Bach (2017, 2015). By doing so,
we can borrow the terminology developed in the kernel method into the analysis of deep learning. In
particular, we define the degree of freedom of the RKHS as a measure of complexity of the RKHS
(Caponnetto and de Vito, 2007; Bach, 2015), and based on that, we evaluate how large a finite di-
mensional model should be to approximate the original infinite dimensional model with a specified
precision. These theoretical developments reveal that there appears bias-variance trade-off. That
is, there appears trade-off between the size of the finite dimensional model approximating the non-
parametric model and the variance of the estimator. We will show that, by balancing the trade-off,
a fast convergence rate is derived. In particularly, the optimal learning rate of the kernel method
is reproduced from our deep learning analysis due to the fact that the kernel method can be seen
as a 3-layer neural network with an infinite dimensional internal layer. A remarkable property of
the derived generalization error bound is that the error is characterized by the complexities of the
RKHSs defined by the degree of freedom. Moreover, the notion of the degree of freedom gives a
practical implication about determination of the width of the internal layers.
The obtained generalization error bound is summarized in Table 11.
1. a ∨ b indicatesmax{a, b}.
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2. Integral representation of deep neural network
Here we give our problem settings and the model that we consider in this paper. Suppose that n
input-output observations Dn = (xi, yi)
n
i=1 ⊂ Rdx × R are independently identically generated
from a regression model
yi = f
o(xi) + ξi (i = 1, . . . , n)
where (ξi)
n
i=1 is an i.i.d. sequence of Gaussian noises N(0, σ
2) with mean 0 and variance σ2, and
(xi)
n
i=1 is generated independently identically from a distribution P (X) with a compact support in
R
dx . The purpose of the deep learning problem we consider in this paper is to estimate fo from the
n observations Dn.
To analyze the generalization ability of deep learning, we specify a function class in which the
true function fo is included, and, by doing so, we characterize the “complexity” of the true function
in a correct way.
In order to give a better intuition, we first start from the simplest model, the 3-layer neural net-
work. Let η be a nonlinear activation function such as ReLU (Nair and Hinton, 2010; Glorot et al.,
2011); η(x) = (max{xi, 0})di=1 for a d-dimensional vector x ∈ Rd. The 3-layer neural network
model is represented by
f(x) =W (2)η(W (1)x+ b(1)) + b(2)
where we denote by m2 the number of nodes in the internal layer, and W
(2) ∈ R1×m2 , W (1) ∈
R
m2×dx , b(1) ∈ Rm2 and b(2) ∈ R. It is known that this model is universal approximator and it is
important to consider its integral form
f(x) =
∫
h(w, b)η(w⊤x+ b)dwdb+ b(2). (1)
where (w, b) ∈ Rdx×R is a hidden parameter, h : Rdx×R→ R is a function version of the weight
matrix W (2), and b(2) ∈ R is the bias term. This integral form appears in many places to analyze
the capacity of the neural network. In particular, through the ridgelet analysis, it is shown that
there exists the integral form corresponding to any f ∈ L1(Rdx) which has an integrable Fourier
transform for an appropriately chosen activation function η such as ReLU (Sonoda and Murata,
2015).
Motivated by the integral form of the 3-layer neural network, we consider a more general rep-
resentation for deeper neural network. To do so, we define a feature space on the ℓ-th layer. The
feature space is a a probability space (Tℓ,Bℓ,Qℓ) where Tℓ is a Polish space, Bℓ is its Borel algebra,
and Qℓ is a probability measure on (Tℓ,Bℓ). This is introduced to represent a general (possibly)
continuous set of features as well as a discrete set of features. For example, if the ℓ-th internal layer
is endowed with a dℓ-dimensional finite feature space, then Tℓ = {1, . . . , dℓ}. On the other hand,
the integral form (1) corresponds to a continuous feature space T2 = {(w, b) ∈ Rdx×R} in the sec-
ond layer. Now the input x is a dx-dimensional real vector, and thus we may set T1 = {1, . . . , dx}.
Since the output is one dimensional, the output layer is just a singleton TL+1 = {1}. Based on these
feature spaces, our integral form of the deep neural network is constructed by stacking the map on
the ℓ-th layer foℓ : L2(Qℓ)→ L2(Qℓ+1) given as
foℓ [g](τ) =
∫
Tℓ
hoℓ (τ, w)η(g(w))dQℓ(w) + b
o
ℓ(τ), (2a)
4
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where hoℓ(τ, w) corresponds to the weight of the feature w for the output τ and h
o
ℓ ∈ L2(Qℓ+1×Qℓ)
and hoℓ (τ, ·) ∈ L2(Qℓ+1) for all τ ∈ Tℓ+1 2. Specifically, the first and the last layers are represented
as
fo1 [x](τ) =
dx∑
j=1
ho1(τ, j)xjQ1(j) + b
o
1(τ), (2b)
foL[g](1) =
∫
TL
hoL(w)η(g(w))dQL(w) + b
o
L, (2c)
where we wrote hoL(w) to indicate h
o
L(1, w) for simplicity because TL+1 = {1}. Then the true
function fo is given as
fo(x) = foL ◦ foL−1 ◦ · · · ◦ fo1 (x). (3)
Since, the shallow 3-layer neural network is a universal approximator, and so is our generalized
deep neural network model (3). It is known that deep neural network tends to give more efficient
representation of a function than the shallow network. Actually, Eldan and Shamir (2016) gave
an example of a function that the 3-layer neural network cannot approximate under a precision
unless its with is exponential in the input dimension but the 4-layer neural network can approximate
with polynomial order widths (see Safran and Shamir (2016) for other examples). In other words,
each layer of a deep neural network can be much “simpler” than one of a shallow network (more
rigorous definition of complexity of each layer will be given in the next section). Therefore, it is
quite important to consider the integral representation of a deep neural network rather than a 3-layer
network.
The integral representation is natural also from the practical point of view. Indeed, it is well
known that the deep neural network learns a simple pattern in the early layers and it gradually
extracts more complicated features as the layer is going up. The trained feature is usually continuous
one. For example, in computer vision tasks, the second layer typically extracts gradients toward
several degree angles (Krizhevsky et al., 2012). The angle is a continuous variable and thus the
feature space should be continuous to cover all angles. On the other hand, the real network discretize
the feature space because of limitation of computational resources. Our theory introduced in the next
section offers a measure to evaluate this discretization error.
3. Finite approximation of the integral form
The integral form is a convenient way to describe the true function. However, it is not useful to
estimate the function. When we estimate that, we need to discretize the integrals by finite sums due
to limitation of computational resources as we do in practice. In other word, we consider the usual
finite sum deep learning model as an approximation of the integral form. However, the discrete
approximation induces approximation error. Here we give an upper bound of the approximation
error. Naturally, there arises the notion of bias and variance trade-off, that is, as the complexity of
the finite model increases the “bias” (approximation error) decreases but the “variance” for finding
the best parameter in the model increases. Afterwards, we will bound the variance for estimating
2. Note that, for g ∈ L2(Qℓ), fℓ[g] is also square integrable with respect to L2(Qℓ+1) if η is Lipschitz continuous
because h ∈ L2(Qℓ+1 ×Qℓ).
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the finite approximation in Section 4.3. Combining these two notions, it is possible to quantify the
bias-variance trade-off and find the best strategy to minimize the entire generalization error.
The approximation error analysis of the deep neural network can be well executed by utilizing
notions of the kernel method. Here we construct RKHS for each layer in a way analogous to
Bach (2015, 2017) who studied shallow learning and the kernel quadrature rule. Let the output
of the ℓ-th layer be F oℓ (x, τ) := (f
o
ℓ ◦ · · · ◦ fo1 (x))(τ). We define a reproducing kernel Hilbert
space (RKHS) corresponding to the ℓ-th layer (ℓ ≥ 2) by introducing its associated kernel function
kℓ : R
dx × Rdx → R. We define the positive definite kernel kℓ as
kℓ(x, x
′) :=
∫
Tℓ
η(F oℓ−1(x, τ))η(F
o
ℓ−1(x
′, τ))dQℓ(τ).
It is easy to check that kℓ is actually symmetric and positive definite. It is known that there exists a
unique RKHSHℓ corresponding the kernel kℓ (Aronszajn, 1950). Close investigation of the RKHS
for several examples for shallow network has been given in (Bach, 2017).
Under this setting, all arguments at the ℓ-th layer can be carried out through the theories of
kernel methods. Importantly, for g ∈ Hℓ, there exists h ∈ L2(Qℓ) such that
g(x) =
∫
Tℓ
h(τ)η(F oℓ−1(x, τ))dQℓ(τ).
Moreover, the norms of g and h are connected as
‖g‖Hℓ = ‖h‖L2(Qℓ), (4)
(Bach, 2015, 2017). Therefore, the function
x 7→
∫
Tℓ
hoℓ (τ, w)η(F
o
ℓ−1(x,w))dQℓ(w),
representing the magnitude of a feature τ ∈ Tℓ+1 for the input x is included in the RKHS and its
RKHS norm is equivalent to that of the internal layer weight ‖ho(τ, ·)‖L2(Qℓ) because of Eq. (4).
To derive the approximation error, we need to evaluate the “complexity” of the RKHS. Basically,
the complexity of the ℓ-th layer RKHS Hℓ is controlled by the behavior of the eigenvalues of the
kernel. To formally state this notion, we introduce the integral operator associated with the kernel
kℓ defined as
Tℓ :g 7→
∫
X
kℓ(·, x)g(x)dP (x),
L2(P (X)) → L2(P (X)).
If the kernel function admits an orthogonal decomposition
kℓ(x, x
′) =
∞∑
j=1
µ
(ℓ)
j φ
(ℓ)
j (x)φ
(ℓ)
j (x
′),
in L2(P (X)×P (X)) where (µ(ℓ)j )∞j=1 is the sequence of the eigenvalues ordered in decreasing or-
der, and (φ
(ℓ)
j )
∞
j=1 forms an orthonormal system inL2(P (X)), then for g(x) =
∑∞
j=1 αjφ
(ℓ)
j (x), the
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integral operation is expressed as Tℓg =
∑∞
j=1 αjµ
(ℓ)
j φ
(ℓ)
j (see Steinwart and Christmann (2008);
Steinwart and Scovel (2012) for more details). Therefore each eigenvalue µ
(ℓ)
j plays a role like a “fil-
ter” for each component φ
(ℓ)
j . Here it is known that for all g ∈ Hℓ, there exists h¯ ∈ L2(P (X)) such
that g = Tℓh¯ and ‖g‖Hℓ = ‖h¯‖L2(P (X)) (Caponnetto and de Vito, 2007; Steinwart et al., 2009).
Combining this with Eq. (4), we have ‖g‖Hℓ = ‖h‖L2(Qℓ) = ‖h¯‖L2(P (X))
Based on the integral operator Tℓ, we define the degree of freedom Nℓ(λ) of the RKHS as
Nℓ(λ) = Tr[(Tℓ + λ)
−1Tℓ] (5)
for λ > 0. The degree of freedom can be represented as Nℓ(λ) =
∑∞
j=1
µ
(ℓ)
j
µ
(ℓ)
j +λ
by using the
eigenvalues of the kernel.
Now, we assume that the true function fo satisfies a norm condition as follows.
Assumption 1 For each ℓ, hoℓ and b
o
ℓ satisfy that
‖hoℓ (τ, ·)‖L2(Qℓ) ≤ R (∀τ ∈ Tℓ),
|boℓ (τ)| ≤ Rb (∀τ ∈ Tℓ).
By Eq. (4), the first assumption ‖hoℓ (τ, ·)‖L2(Qℓ) ≤ R is interpreted as F oℓ (τ, ·) ∈ Hℓ and
‖F oℓ (τ, ·)‖Hℓ ≤ R. This means that the feature map F oℓ (τ, ·) in each internal layer is well regu-
lated by the RKHS norm.
Moreover, we also assume that the activation function is scale invariant.
Assumption 2 We assume the following conditions on the activation function η.
• η is scale invariant: η(ax) = aη(x) for all a > 0 and x ∈ Rd (for arbitrary d).
• η is 1-Lipschitz continuous: |η(x)− η(x′)| ≤ ‖x− x′‖ for all x, x′ ∈ Rd.
The first assumption on the scale invariance is essential to derive tight error bounds. The second
one ensures that deviation in each layer does not affect the output so much. The most important
example of an activation function that satisfies these conditions is ReLU activation. Another one is
the identity map η(x) = x.
Finally we assume that the input distribution has a compact support.
Assumption 3 The support of P (X) is compact and it is bounded as
‖x‖∞ := max
1≤i≤dx
|xi| ≤ Dx (∀x ∈ supp(P (X))).
We consider a finite dimensional approximation f∗ given as follows: let mℓ be the number of
nodes in the ℓ-th internal layer (we set the dimensions of the output and input layers to mL+1 = 1
andm1 = dx) and consider a model
f∗ℓ (g) =W
(ℓ)η(g) + b(ℓ) (g ∈ Rmℓ , ℓ = 2, . . . , L),
f∗1 (x) =W
(1)x+ b(1),
f∗(x) = f∗L ◦ f∗L−1 ◦ · · · ◦ f∗1 (x),
whereW (ℓ) ∈ Rmℓ+1×mℓ and b(ℓ) ∈ Rmℓ+1 .
7
T. SUZUKI
Theorem 1 (Finite approximation error bound of the nonparametric model) For any 1 > δ >
0 and λℓ > 0, suppose that
mℓ ≥ 5Nℓ(λℓ) log (32Nℓ(λℓ)/δ) (ℓ = 2, . . . , L),
then there existW (ℓ) ∈ Rmℓ+1×mℓ and b(ℓ) ∈ Rmℓ+1 such that, by letting cˆδ = 41−δ ,
‖W (ℓ)‖2F ≤ cˆδR2 (ℓ = 1, . . . , L), (6a)
‖b(ℓ)‖ ≤ Rb/(1− δ) (ℓ = 1, . . . , L), (6b)
and
‖fo − f∗‖L2(P (X)) ≤
L∑
ℓ=2
2
√
cˆL−ℓδ R
L−ℓ+1√λℓ, (7)
‖f∗‖∞ ≤ (
√
cˆδR)
LDx +
L∑
ℓ=1
(
√
cˆδR)
L−ℓ Rb
1−δ . (8)
The proof is given in Appendix A. This theorem is proven by borrowing the theoretical tech-
nique recently developed for the kernel quadrature rule (Bach, 2015). We also employed some tech-
niques analogous to the analysis of the low rank tensor estimation (Suzuki, 2015; Kanagawa et al.,
2016; Suzuki et al., 2016). Intuitively, the degree of freedom Nℓ(λℓ) is the intrinsic dimension of
the ℓ-th layer to achieve the
√
λℓ approximation error. Indeed, we show in the proof that the ℓ-th
layer is approximated by the mℓ dimensional nodes with the precision
√
λℓ under the condition
mℓ = Ω(Nℓ(λℓ) log(Nℓ(λℓ))). The error bound (7) indicates that the total approximation error of
the whole network is basically obtained by summing up the approximation error
√
λℓ of each layer
where the factor
√
cˆL−ℓδ R
L−ℓ+1 is a Lipschitz constant for error propagation.
We would like to emphasize that the approximation error bound (7) and the norm bounds (6)
of W (ℓ) and b(ℓ) are independent of the dimensions (mℓ)
L
ℓ=1 of the internal layers. This is due to
the scale invariance property of the activation function. This is quite beneficial to derive a tight
generalization error bound. Indeed, without the scale invariance, we only have a much looser bound
‖fo − f∗‖L2(P (X)) ≤
∑L
ℓ=2 2
√
mℓ+1cˆ
L−ℓ
δ R
L−ℓ+1√λℓ, and ‖W (ℓ)‖2F ≤ mℓ+1cˆδR2, ‖b(ℓ)‖2 ≤
mℓ+1R
2
b which depend on the dimensions (mℓ)
L
ℓ=1 and could be huge for small λℓ. This would
support the practical success of using the ReLU activation.
Let the norm bounds shown in Theorem 1 be
R¯ =
√
cˆδR, R¯b = Rb/(1 − δ).
Remind that Theorem 1 gives an upper bound of the infinity norm of f∗, that is, ‖f∗‖∞ ≤ Rˆ∞
where
Rˆ∞ = R¯LDx +
L∑
ℓ=1
R¯L−ℓR¯b.
Let the set of finite dimensional functions with the norm constraint (6) be
F = {f(x) = (W (L)η(·)+b(L))◦· · ·◦(W (1)x+b(1)) | ‖W (ℓ)‖F ≤ R¯, ‖b(ℓ)‖ ≤ R¯b (ℓ = 1, . . . , L)}.
Then, we can show that the infinity norm of F is also uniformly bounded as the following lemma.
8
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Lemma 1 For all f ∈ F , it holds that ‖f‖∞ ≤ Rˆ∞.
The proof is given in Appendix A.2. Because of this, we can derive the generalization error bound
with respect to the population L2-norm instead of the empirical L2-norm. One can check that
‖f‖∞ ≤ Rˆ∞ for all f ∈ F by Lemma 1 or Lemma 3.
4. Generalization error bounds
In this section, we define the two estimators in the finite dimensional model introduced in the last
section: the empirical risk minimizer and the Bayes estimator. The generalization error bounds for
both of these estimators are derived. We also give some examples in which the generalization error
is analyzed in details.
4.1 Notations
Before we state the generalization error bounds, we prepare some notations. Let Gˆ = LR¯L−1Dx +∑L
ℓ=1 R¯
L−ℓ, and define δˆ1,n, δˆ2,n as3
δˆ1,n =
L∑
ℓ=2
2
√
cˆL−ℓδ R
L−ℓ+1√λℓ,
δˆ22,n =
2
n
L∑
ℓ=1
mℓmℓ+1 log+
(
1 + 4
√
2Gˆmax{R¯,R¯b}
√
n
σ
√∑L
ℓ=1mℓmℓ+1
)
.
Note that δˆ1,n is the finite approximation error given in Theorem 1. Roughly speaking, δˆ2,n corre-
sponds to the amount of deviation of the estimators in the finite dimensional model.
4.2 Empirical risk minimization
In this section, we define the empirical risk minimizer and investigate its generalization error. Let
the empirical risk minimizer be f̂ :
f̂ := argmin
f∈F
n∑
i=1
(yi − f(xi))2.
Note that there exists at least one minimizer because the parameter set corresponding to F is a
compact set and η is a continuous function. f̂ needs not necessarily be the exact minimizer but it
could be an approximated minimizer. We, however, assume f̂ is the exact minimizer for theoretical
simplicity. In practice, the empirical risk minimizer is obtained by using the back-propagation tech-
nique. The regularization for the norm of the weight matrices and the bias terms are implemented
by using the L2-regularization and the drop-out techniques.
The generalization error of the empirical risk minimizer is bounded as in the following theorem.
Theorem 2 For any δ > 0 and λℓ > 0, suppose that
mℓ ≥ 5Nℓ(λℓ) log (32Nℓ(λℓ)/δ) (ℓ = 2, . . . , L). (9)
3. We define log+(x) = max{1, log(x)}.
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Then, there exists universal constants C1 such that, for any r > 0 and r˜ > 1,
‖f̂ − fo‖2L2(P (X)) ≤C3
{
r˜δˆ21,n + (σ
2 + Rˆ2∞)δˆ
2
2,n +
(Rˆ2∞ + σ2)
n
[
log+
( √
n
min{σ/Rˆ∞, 1}
)
+ r
]}
with probability 1− exp
(
−nδˆ
2
1,n(r˜−1)2
11Rˆ2∞
)
− 2 exp(−r) for every r > 0 and r˜′ > 1.
The proof is given in Appendix C. This theorem can be shown by evaluating the covering num-
ber of the model F and applying the local Rademacher complexity technique (Mendelson, 2002;
Bartlett et al., 2005; Koltchinskii, 2006; Gine´ and Koltchinskii, 2006).
It is easily checked that the third term of the right side (
(Rˆ2∞+σ2)
n
[
log+
( √
n
min{σ/Rˆ∞,1}
)
+ r
]
) is
smaller than the first two terms, therefore the generalization error bound can be simply evaluated as
‖f̂ − fo‖2L2 = Op(δˆ21,n + δˆ22,n).
Based on a rough evaluation
δˆ21,n ≃ L
L∑
ℓ=1
λℓ, δˆ
2
2,n ≃
L∑
ℓ=1
mℓmℓ+1
n
log(n),
and the constraint mℓ & Nℓ(λℓ) log(Nℓ(λℓ)), we can observe the bias-variance trade-off for the
generalization error bound because, as λℓ decreases, the required width of the internal layer mℓ
increases by the condition (9) and thus the deviation δˆ2,n in the finite dimensional model should in-
crease. In other words, if we want to construct a finite dimensional model which well approximates
the true function, then a more complicated model is required and we should pay larger variance of
the estimator. A key notion for the bias-variance trade-off is the degree of freedom Nℓ(λℓ) which
expresses the “complexity” of the RKHSHℓ in each layer. The degree of freedom of a complicated
RKHS grows up faster than a simpler one as λ goes to 0. This is also informative in practice be-
cause, to determine the width of each layer, the degree of freedom gives a good guidance. That is,
if the degree of freedom is small compared with the sample size, then we may increase the width
of the layer. An estimate of the degree of freedom can be computed from the trained network by
computing the Gram matrix corresponding to the kernel induced from the trained network (where
the kernel is defined by the finite sum instead of the integral form) and using the eigenvalue of the
Gram matrix.
To obtain the best generalization error bound, (λℓ)
L
ℓ=1 should be tuned to balance the bias-
variance terms (and accordingly (mℓ)
L
ℓ=2 should also be fine-tuned). The examples of the best
achievable generalization error will be shown in Section 4.4.
4.3 Bayes estimator
In this section, we formulate a Bayes estimator and derive its generalization error. To define the
Bayes estimator, we just need to specify the prior distribution. LetBd(C) be the ball in the Euclidean
space Rd with radius C > 0 (Bd(C) = {x ∈ Rd | ‖x‖ ≤ C}), and U(Bd(C)) be the uniform
distribution on the ball Bd(C). Since Theorem 1 ensures the norms of W (ℓ) and b(ℓ) are bounded
above by R¯ and R¯b, it is natural to employ a prior distribution that possesses its support on the set of
10
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parameters with norms not greater than those norm bounds. Based on this observation, we employ
uniform distributions on balls with the radii indicated above as a prior distribution:
W (ℓ) ∼ U(Bmℓ+1×mℓ(R¯)), b(ℓ) ∼ U(Bmℓ+1(R¯b)).
In practice, the Gaussian distribution is also employed instead of the uniform distribution. However,
the Gaussian distribution does not give good tail probability bound for the infinity norm of the deep
neural network model. That is crucial to develop the generalization error bound. For this reason,
we decided to analyze the uniform prior distribution.
The prior distribution on the parameters (W (ℓ), b(ℓ))Lℓ=1 induces the distribution of the function f
in the space of continuous functions endowed with the Borel algebra corresponding to the L∞(Rdx)-
norm. We denote by Π the induced distribution. Using the prior, the posterior distribution is defined
via the Bayes principle:
Π(df |Dn) =
exp(−∑ni=1 (yi−f(xi))22σ2 )Π(df)∫
exp(−∑ni=1 (yi−f ′(xi))22σ2 )Π(df ′) .
Since the purpose of this paper is to give a theoretical analysis for the generalization error,
we do not pursue the computational issue of the Bayesian deep learning. See, for example,
Hernandez-Lobato and Adams (2015); Blundell et al. (2015) for practical algorithms.
The following theorem gives how fast the Bayes posterior contracts around the true function.
Theorem 3 Fix arbitrary δ > 0 and λℓ > 0 (ℓ = 1, . . . , L), and suppose that the condition (9) on
mℓ is satisfied. Then, for all r ≥ 1, the posterior tail probability can be bounded as
EDn
[
Π(f : ‖f − fo‖L2(P (X)) ≥ (δˆ1,n + σδˆ2,n)r
√
max{12, 33 Rˆ2∞
σ2
}|Dn)
]
≤ exp
[
−nδˆ21,n
(r2 − 1)2
11Rˆ2∞
]
+ 12 exp
(
−n(δˆ1,n + σδˆ2,n)2 r
2
8σ2
)
.
The proof is given in Appendix B. The proof is accomplished by using the technique for
non-parametric Bayes methods (Ghosal et al., 2000; van der Vaart and van Zanten, 2008, 2011).
Roughly speaking this theorem indicates that the posterior distribution concentrates in the distance
δˆ1,n + σδˆ2,n from the true function f
o. The tail probability is sub-Gaussian and thus the poste-
rior mass outside the distance δˆ1,n + σδˆ2,n from the true function rapidly decrease. Here we again
observe that there appears bias-variance trade-off between δˆ1,n and δˆ2,n. This can be understood
essentially in the same way as the empirical risk minimization.
From the posterior contraction rate, we can derive the generalization error bound of the posterior
mean.
Corollary 1 Under the same setting as in Theorem 3, there exists a universal constant C1 such that
the generalization error of the posterior mean f̂ is bounded as
EDn
[
‖f̂ − fo‖2L2(P (X))
]
≤ C1max
{
12, 33Rˆ
2∞
σ2
}1 + Rˆ∞√
nδˆ21,n
 (δˆ21,n + σ2δˆ22,n) + σ2n
 .
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Therefore, for sufficiently large n such that nδˆ21,n/Rˆ
2∞ ≥ 1 (which is the regime of our interest),
the generalization error is simply bounded as
‖f̂ − fo‖2L2(P (X)) = Op
(
max{1, Rˆ2∞
σ2
}(δˆ21,n + σ2δˆ22,n)
)
.
4.4 Examples
Here, we give some examples of the generalization error bound. We have seen that both of the
empirical risk minimizer and the Bayes estimators have a simplified generalization error bound as
‖f̂ − fo‖2L2(P (X)) = Op(δˆ21,n + δˆ22,n) = Op
(
L
L∑
ℓ=2
R¯L−ℓ+1λℓ +
L∑
ℓ=1
mℓmℓ+1
n
log(n)
)
,
by supposing σ, Rˆ∞ and
√
cˆLδ R
L are in constant order. We evaluate the bound under the best choice
ofmℓ balancing the bias-variance trade-off.
One way to balance the terms is to set λℓ so that
L∑
ℓ=2
λℓ =
L∑
ℓ=1
mℓmℓ+1
n
where the log(n)-factor and L are dropped for simplicity. Since the inequality of arithmetic sum
geometric mean gives
∑L
ℓ=1
mℓmℓ+1
n ≤
∑L+1
ℓ=1
m2
ℓ
n , we may setmℓ to satisfy
λℓ =
m2ℓ
n
(ℓ = 2, . . . , L). (10)
Considering this relation and the constraint mℓ & Nℓ(λℓ) log(Nℓ) (Eq. (9)), we can estimate the
best widthmℓ that minimizes the upper bound of the generalization error.
4.4.1 FINITE DIMENSIONAL INTERNAL LAYER
If all RKHSs are finite dimensional, say m∗ℓ -dimensional. Then Nℓ(λ) ≤ m∗ℓ for all λ ≥ 0.
Therefore, by setting λℓ = 0 (∀ℓ), the generalization error bound is obtained as
‖f̂ − fo‖2L2(P (X)) .
σ2 + Rˆ2∞
n
L∑
ℓ=1
m∗ℓm
∗
ℓ+1 log(n), (11)
where we omitted the factors depending only on log(R¯R¯bGˆ). Note that, although there appears the
L∞-norm bound Rˆ∞, this convergence rate is independent of the Lipschitz constant R¯L−ℓ+1 and
R¯b up to log-order but is solely dependent on the number of parameters. Moreover, the convergence
rate is O(log(n)/n) in terms of the sample size n. This is much faster than the existing bounds that
utilize the Rademacher complexity because their bounds are O(1/
√
n). This result matches more
precise arguments for a finite dimensional 3-layer neural network based on asymptotic expansions
(Fukumizu, 1999; Watanabe, 2001) which also showed the generalization error of the 3-layer neural
network can be evaluated as O((m∗1m
∗
2 +m
∗
2m
∗
3)/n).
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4.4.2 POLYNOMIAL DECREASING RATE OF EIGENVALUES
We assume that the eigenvalue µ
(ℓ)
j decays in polynomial order as
µ
(ℓ)
j ≤ aℓj
− 1
sℓ , (12)
for a positive real 0 < sℓ < 1 and aℓ > 0. This is a standard assumption in the analysis of kernel
methods (Caponnetto and de Vito, 2007; Steinwart and Christmann, 2008), and it is known that this
assumption is equivalent to the usual covering number assumption (Steinwart et al., 2009). For
small sℓ, the decay rate is fast and it is easy to approximate the kernel by another one corresponding
to a finite dimensional subspace. Therefore small sℓ corresponds to a simple model and large sℓ
corresponds to a complicated model. In this setting, the degree of freedom is evaluated as
Nℓ(λℓ) . (λℓ/aℓ)
−sℓ . (13)
This can be shown as follows: for any positive integerM , the degree of freedom can be bounded as
Nℓ(λℓ) =
∞∑
j=1
µ
(ℓ)
j
µ
(ℓ)
j + λℓ
≤M +
∞∑
j=M+1
µ
(ℓ)
j
λℓ
≤M + aℓ
λℓ
∫ ∞
M
x−1/sℓdx
≤M + (aℓ/λℓ)(1 − 1/sℓ)−1M1−1/sℓ .
Letting M =
⌈
(aℓ/λℓ)(1 − 1/sℓ)−1
⌉sℓ to balance the first and the second term, we obatain the
evaluation (13). Hence, we can show that, according to Eq. (10),
λℓ = a
2sℓ
1+2sℓ
ℓ n
− 1
1+2sℓ
gives the optimal rate, and we obtain the generalization error bound as
‖f̂ − fo‖2L2(P (X)) . L
L∑
ℓ=2
(R¯ ∨ 1)2(L−ℓ+1)a
2sℓ
1+2sℓ
ℓ n
− 1
1+2sℓ log (n) +
d2x
n
log(n), (14)
where we omitted the factors depending on sℓ, log(R¯R¯bGˆ), σ
2 and Rˆ∞. This indicates that the
complexity sℓ of the RKHS affects the convergence rate directly. As expected, if the RKHSs are
simple (that is, (sℓ)
L
ℓ=2 are small), we obtain faster convergence.
4.4.3 ONE INTERNAL LAYER: KERNEL METHOD
Finally, we consider a simple but important situation in which there is only one internal layer (L =
2). In this setting, we only need to adjust m2 because the dimensions of input and output are fixed
as m1 = dx and m3 = 1. We assume that the same condition (12) for ℓ = 2. Then, applying the
condition (10),
λ2 =
(dx + 1)m2
n
⇒ λ2 ≃ a
s2
1+s2
2
(
n
dx + 1
)− 1
1+s2
log(n)
gives the optimal convergence rate. Actually, we obtain
‖f̂ − fo‖2L2(P (X)) . ((R¯ ∨ 1)2a
s2
1+s2
2 )(dx + 1)
1
1+s2 n
− 1
1+s2 log(n).
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This convergence rate is equivalent to the minimax optimal convergence rate of the kernel ridge re-
gression (Caponnetto and de Vito, 2007; Steinwart et al., 2009) (up to constant and log(n) factors).
It is known that the kernel method corresponds to the 3-layer neural network with an infinite dimen-
sional internal layer. In that sense, our analysis includes that of kernel methods. In particular, the
finite dimensional approximation we performed in Section 3 can be seen as the kernel quadrature
rule (Bach, 2015). Thus, the analysis here ensures that the kernel quadrature rule can achieve the
optimal rate as a byproduct of the neural network analysis. In that sense, we can say that the deep
neural network is a method that constructs an optimal kernel in a layer-wise manner using a kernel
quadrature rule.
Some concrete examples have bee investigated in Bach (2017) for the three layer neural network.
However, the analysis does not assume that the loss function is strongly convex, and thus the local
Rademacher complexity analysis is not applied. Consequently, the convergence rate is slower than
O(1/
√
n).
The convergence rate is O(n
− 1
1+s2 ) when L = 2, but we have already observed that the conver-
gence rate (14) of the deep neural network is basically
∑L
ℓ=2 n
− 1
1+2sℓ : The sample complexity in
each layer is slow for deep neural network (there is a factor 2 before sℓ). This is because we need
to estimate a matrix in each layer for deep neural network and the number of output grows up as the
sample size increases, and as a result, the number of parameters that should be estimated is much
larger than the 3-layer neural network in which the dimensions of the input and output are fixed.
5. Relations to existing work
In this section, we describe the relation of our work to existing works
The sample complexity of deep neural network has been extensively studied by analyzing its
Rademacher complexity. For example, Bartlett (1998) characterized the generalization error of
a 3-layer neural network by the norm of the weight vectors instead of the number of parameters.
Koltchinskii and Panchenko (2002) studied more general deep neural network and derived its gener-
alization error bound of deep neural network under a norm constraint. They showed the Rademacher
complexity of the deep neural network is bounded by the sum of those of single layer neural net-
works. This is similar to our generalization error bound obtained in Eqs.(14) and (11). More
recently, Neyshabur et al. (2015) analyzed the Rademacher complexity of the deep neural network
based on the norms of the weight matrix ({W (ℓ)}Lℓ=1 in our paper). Sun et al. (2015) also derived
the Rademacher complexity and showed the generalization error under a large margin assumption.
As consequences of these studies, they derived the following type of inequalities:
EX,Y [l(f̂(X), Y )] ≤ 1
n
n∑
i=1
l(f̂(xi), yi) +
CR2L√
n
with high probability where l is a loss function, f̂ is the empirical risk minimizer with or with-
out regularization and R is a norm bound of the internal layers (the definition of the norm differs
between papers). Basically, these studies considered the finite dimensional situation which was
studied in Section 4.4.1 as a special case of our analysis, and a connection to an infinite dimen-
sional model has not been closely discussed. In particular, the bias-variance trade-off has not been
analyzed. Moreover, the generalization error is O(1/
√
n) which is much slower dependency on the
sample size than that of our rate O(1/n). This is a big difference from the existing analysis. To
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improve the convergence rate to faster one for empirical risk minimization approaches, so called
local Rademacher complexity was important in our analysis. Moreover, we have observed that the
Bayesian analysis also gave faster convergence rate.
Analysis of the bias-variance trade-off in three layer neural network from the kernel point of
view has been investigated by Bach (2017). The analysis is given for several concrete examples.
However, the loss function is not assumed to be strongly convex, and thus the obtained rate is not
faster than O(1/
√
n).
Another important topic for the analysis of the generalization ability is VC-dimension analysis.
VC-dimension of the deep neural network has been studied by, for example, Bartlett et al. (1998);
Karpinski and Macintyre (1997); Goldberg and Jerrum (1995). However, VC-dimension is a notion
independent of the input distributions. On the other hand, the degree of freedom considered in our
paper depends on the input distribution and is more data specific. Hence, our analysis gives tighter
bound and could be practically more useful.
In our analysis, the kernel formulation of deep neural network model was the key ingredient
for the analysis. Some authors have proposed methods that utilize the representation in the internal
layers as a feature map into some RKHS as in our formulation. For example, Cho and Saul (2009);
Mairal et al. (2014); Mairal (2016) have proposed novel methods to construct a kernel via deep
learning. Their purpose is to suggest a new hierarchical method to construct a kernel, and their
proposed methods are different from the ordinary deep learning model. On the other hand, our
theoretical approach states that deep learning itself can be interpreted as a kind of kernel learning.
Moreover, their studies are not for theories but for methodologies. Hence, our analysis and their
studies are in complementary relationship, and our analysis would give theoretical support for their
methods.
6. Conclusion and future work
In this paper, we proposed to use the integral form of deep neural network for generalization error
analysis, and based on that, we derived the generalization error bound of the empirical risk mini-
mizer and the Bayes estimator. The integral form enabled us to define an RKHS in each layer, and
import the theoretical techniques developed in kernel methods into the analysis of deep learning.
In particular, we defined the degree of freedom of each RKHS and showed that the approximation
error between a finite dimensional model and the integral form can be characterized by the degree
of freedom. In addition to the approximation error, we also derived the estimation error in the finite
dimensional model. We have observed that there appears bias-variance trade-off depending on the
size of the finite dimensional model.
Based on the analysis, we also derived generalization error bounds of some examples including
the situation where the eigenvalues of the kernel function decay in a polynomial order, the one
where the true model is finite dimensional, and the one where there is only one internal layer. We
have observed that the analysis of the 3-layer neural network reproduces the optimal learning rate
of the kernel method up to log(n)-order.
Our theoretical frame-work offered a clear description of the bias-variance trade-off for deep
learning. This was particularly useful to determine the optimal widths of the internal layers. We
believe this study opens up a new direction of a series of theoretical analyses of deep learning.
There remain several topics to be studied. One is characterization of the space of the deep neural
network described by the integral form. The integral form can approximate arbitrary function, but
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under the norm constraints as we have assumed, it is unclear how large the function class is. Solving
this issue is interesting future work.
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Appendix A. Proof of Theorem 1
A.1 Approximation error bound for the finite dimensional model
To derive the approximation error bound, we utilize the following proposition that was proven by
Bach (2015).
Proposition 1 For λ > 0, there exists a probability density qℓ(τ) with respect to the measure Qℓ
such that, for any δ ∈ (0, 1), i.i.d. sample v1, . . . , vm from qℓ satisfies that
sup
‖f‖Hℓ≤1
inf
β∈Rm:‖β‖22≤ 4m
∥∥∥∥∥∥f −
m∑
j=1
βjqℓ(vj)
−1/2η(Fℓ−1(·, vj))
∥∥∥∥∥∥
2
L2(P (X))
≤ 4λ,
with probability 1− δ, if
m ≥ 5Nℓ(λ) log(16Nℓ(λ)/δ).
By the scale invaliance of η, η(ax) = aη(x) (a > 0), we have the following proposition based
on Proposition 1.
Proposition 2 For λ > 0, and any 1/2 > δ > 0, if
m ≥ 5Nℓ(λ) log(16Nℓ(λ)/δ),
then there exist v1, . . . vm ∈ Tℓ, w1, . . . , wm > 0 such that
sup
‖f‖Hℓ≤R
inf
β∈Rm:‖β‖22≤ 4R
2
m
∥∥∥∥∥∥f −
m∑
j=1
βjη(wjFℓ−1(·, vj))
∥∥∥∥∥∥
2
L2(P (X))
≤ 4λR2,
and
1
m
m∑
j=1
w2j ≤ (1− 2δ)−1.
Proof Notice that E[ 1m
∑m
j=1 qℓ(vj)
−1] = E[qℓ(v)−1] =
∫
Tℓ qℓ(v)
−1qℓ(v)dQℓ(v) =∫
Tℓ 1dQℓ(v) = 1, thus an i.i.d. sequence {v1, . . . , vm} satisfies
1
m
∑m
j=1 qℓ(vj)
−1 ≤ 1/(1 − 2δ)
with probability 2δ by the Markov’s inequality. Combining this with Proposition 1, the i.i.d. se-
quence {v1, . . . , vm} and wj = qℓ(vj)−1/2 satisfies the condition in the statement with probability
1 − (δ + 1 − 2δ) = δ > 0. This ensures the existence of sequences {vj}mj=1 and {wj}mj=1 that
satisfy the assertion.
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From now on, we define
c0 = 4, c1 = 4, cδ = (1− 2δ)−1.
The next theorem gives the proof of the approximation error bound in Theorem 1. The L∞-norm
bound of fo is given later in Lemma 3. Substituting δ ← δ/2 into the statement in the following
Lemma 2 and letting cˆδ = c1cδ/2, we obtain Theorem 1.
Lemma 2 (Approximation error bound of the nonparametric model) For any 1/2 > δ > 0
and given λℓ > 0, let mℓ ≥ 5Nℓ(λℓ) log(16Nℓ(λℓ)/δ). Then there exist W (ℓ) ∈ Rmℓ+1×mℓ and
b(ℓ) ∈ Rmℓ+1 (ℓ = 1, . . . , L) wheremL+1 = 1 andm1 = dx such that
‖W (ℓ)‖2F ≤ c1cδR2, ‖b(ℓ)‖2 ≤
√
cδRb (ℓ = 1, . . . , L− 1),
‖W (L)‖2F ≤ c1R2, ‖b(L)‖2 ≤ Rb,
and
‖fo − f∗‖L2(P (X)) ≤
L∑
ℓ=2
√
(c1cδ)L−ℓc0RL−ℓ+1
√
λℓ.
Proof
We construct the asserted finite dimensional network recursively from ℓ = L to ℓ = 1. Let
{v(ℓ)j }mℓj=1 and {w(ℓ)j }mℓj=1 be the sequences given in Proposition 2. Let T̂ℓ = {v(ℓ)j }mℓj=1. With
slight abuse of notation, we identify f∗ℓ : R
mℓ → Rmℓ+1 to a function f∗ℓ : T̂ℓ → T̂ℓ+1 in a
canonical way. For a function F : Rdx × T̂ℓ → R, we denote by f∗ℓ [F ](x, v(ℓ+1)i ) to express
f∗ℓ [F (x, ·)](v(ℓ+1)i ) =
∑mℓ
j=1W
(ℓ)
i,j F (x, v
(ℓ)
j ) + b
(ℓ)
i for v
(ℓ+1)
i ∈ T̂ℓ+1. When we write f∗ℓ [F ] for
F : Rdx×Tℓ → R ((x, v) 7→ F (x, v)), we deal with F as a restriction of F on Rdx×T̂ℓ. We define
the output from the ℓ-th layer of the approximated network f∗ as F ∗ℓ (x, v) for v ∈ T̂ℓ and x ∈ Rdx .
More precisely, it is recursively defined as F ∗ℓ (x, v) = f
∗
ℓ [F
∗
ℓ−1](x, v).
We use an analogous notation for other networks such as foℓ . That is, F
o
ℓ (x, v) = (f
o
ℓ ◦ · · · ◦
fo1 (x))(v) for v ∈ Tℓ and x ∈ Rdx , and F oℓ (x, v) = foℓ [F oℓ−1](x, v).
Step 1 (the last layer, ℓ = L).
We consider the following approximation of the L-th layer (the last layer): Remember that
mL+1 = 1 and thus the output from the L-th layer is just one dimensional. We denote by TL+1 =
{1} which is the index set of the output (which is just a singleton consisting of an element 1). As a
candidate of a good approximation to the true L-th layer, define
f˜∗L[FL−1](x, 1) =
mL∑
j=1
√
mLβ
(L)
j η
(
1√
mL
w
(L)
j FL−1(x, v
(L)
j )
)
+ bL (15)
by β(L) ∈ RmL and w(L) ∈ RmL satisfying ‖β(L)‖22 ≤ 1mL c1R2 and ‖w(L)‖22 ≤ mLcδ . Here,
define that
W
(L)
1,: =
√
mLβ
(L)⊤, b(L) = (boL(1)).
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Note that the model (15) can be rewritten as
f˜∗L[FL−1](x, 1) =
mL∑
j=1
W
(L)
1,j η(
√
mL
−1w(L)j FL−1(x, v
(L)
j )) + b
(L)
1 .
Because of Proposition 2 and Assumption 1, the norms of the weight W (L) and the bias b(L) are
bounded as
‖W (L)‖F = ‖W (L)1,: ‖2 ≤
√
c1R, ‖b(L)‖2 = |bL| ≤ Rb. (16)
By the Cauchy-Schwartz inequality and the Lipschitz continuity of η, we have that
|f˜∗L[FL−1](x, 1) − f˜∗L[F ′L−1](x, 1)|
≤ |
mL∑
j=1
W
(L)
1,j (η(
√
mL
−1w(L)j FL−1(x, v
(L)
j ))− η(
√
mL
−1w(L)j F
′
L−1(x, v
(L)
j )))|
≤ ‖W (L)1,: ‖2
√
mL
−1‖(w(L)j (FL−1(x, v(L)j )− F ′L−1(x, v(L)j )))mLj=1‖2
≤ ‖W (L)1,: ‖2
√
mL
−1‖w(L)‖2‖(FL−1(x, v(L)j )− F ′L−1(x, v(L)j ))mLj=1‖max
≤
√
c1R2
√
cδmL/mL‖(FL−1(x, v(L)j )− F ′L−1(x, v(L)j ))mLj=1‖max
=
√
c1cδR‖(FL−1(x, v(L)j )− F ′L−1(x, v(L)j ))mLj=1‖max,
for FL−1, F ′L−1 : T̂L×Rdx → R. Moreover, Proposition 2 ensures that β(L) and w(L) can be taken
so that
‖f˜∗L[F oL−1](·, 1) − foL[F oL−1](·, 1)‖2L2(P (X)) ≤ c0λLR2.
Hereinafter, we fix β(L) and w(L) so that this inequality and the norm bound (16) are satisfied.
Step 2 (internal layers for ℓ = 2, . . . , L−1). As for the ℓ-th internal layer, we consider the following
approximation:
f˜∗ℓ [g](v
(ℓ+1)
i ) =
mℓ∑
j=1
√
mℓβ
(ℓ)
i,j η(
√
mℓ
−1w(ℓ)j g(v
(ℓ)
j )) + b
o
ℓ (v
(ℓ+1)
i ),
for g : T̂ℓ → R with β(ℓ) ∈ Rmℓ+1×mℓ and w(ℓ) ∈ Rmℓ satisfying ‖β(ℓ)j,: ‖22 ≤ 1mℓ c1R2 (∀j =
1, . . . ,mℓ+1) and ‖w(ℓ)‖22 ≤ mℓcδ. Then, the Lipschitz continuity of f˜∗ℓ can be shown as
|f˜∗ℓ [Fℓ−1](x, v(ℓ+1)i )− f˜∗ℓ [F ′ℓ−1](x, v(ℓ+1)i )|
≤
∣∣∣∣∣∣
mℓ∑
j=1
√
mℓβ
(ℓ)
i,j (η(
√
mℓ
−1w(ℓ)j Fℓ−1(x, v
(ℓ)
j ))− η(
√
mℓ
−1w(ℓ)j F
′
ℓ−1(x, v
(L)
j )))
∣∣∣∣∣∣
≤ ‖β(ℓ)i,: ‖2‖w(ℓ)‖2‖(Fℓ−1(x, v(ℓ)j )− F ′ℓ−1(x, v(ℓ)j ))mℓj=1‖max
≤
√
c1
mℓ
R
√
cδmℓ‖(Fℓ−1(x, v(ℓ)j )− F ′ℓ−1(x, v(ℓ)j ))mℓj=1‖max
18
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=
√
c1cδR‖(Fℓ−1(x, v(ℓ)j )− F ′ℓ−1(x, v(ℓ)j ))mLj=1‖max,
for any v
(ℓ+1)
i ∈ T̂(ℓ+1). Proposition 2 asserts that there exit β(ℓ) and w(ℓ) that give an upper bound
of the approximation error of the ℓ-th layer as
max
j=1,...,mℓ
‖f˜∗ℓ [F oℓ−1](·, vℓ+1j )− foℓ [F oℓ−1](·, vℓ+1j )‖2L2(P (X)) ≤ c0λℓR2.
Finally, let
W
(ℓ)
ij =
√
mℓ
mℓ+1
β
(ℓ)
ij w
(ℓ+1)
i , b
(ℓ) =
1√
mℓ+1
(w
(ℓ+1)
1 b
o
ℓ (v
(ℓ+1)
1 ), . . . , w
(ℓ+1)
mℓ+1
boℓ (v
(ℓ+1)
mℓ+1
))⊤,
then, by Assumption 1 and Proposition 2, the norms of these quantities can be bounded as
‖W (ℓ)‖2F =
mℓ
mℓ+1
mℓ+1∑
i=1
mℓ∑
j=1
β
(ℓ)2
ij w
(ℓ+1)2
i
≤ mℓ
mℓ+1
mℓ+1∑
i=1
w
(ℓ+1)2
i
c1R
2
mℓ
≤ c1cδR2,
and
‖b(ℓ)‖22 ≤
1
mℓ+1
mℓ+1∑
j=1
w(ℓ+1)
2
R2b ≤ cδR2b .
Step 3 (the first layer, ℓ = 1).
For the first layer, let
f˜∗(x, v(2)i ) =
dx∑
j=1
ho1(v
(2)
i , j)Q1(j)xj + b
o
1(v
(2)
i )
for v
(2)
i ∈ T̂2. By the definition of fo, it holds that
f˜∗(x, v(2)i ) = f
o(x, v
(2)
i ).
Let W (1) = 1√m2 (Q1(j)w
(2)
i h
o
1(v
(2)
i , j))i,j ∈ Rm2×dx and b(1) =
1√
m2
(w
(2)
1 b
o
1(1), . . . , w
(2)
m2b
o
1(m2))
⊤ ∈ Rm2 . Then, by Assumption 1 and Proposition 2, it
holds that
‖W (1)‖2F =
m2∑
i=1
dx∑
j=1
1
m2
w
(2)
i
2
ho1(v
(2)
i , j)
2Q1(j)
2
≤
(
m2∑
i=1
1
m2
w
(2)
i
2
)
max
1≤i≤m2
 dx∑
j=1
ho1(v
(2)
i , j)
2Q1(j)
2

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≤cδ max
1≤i≤m2
 dx∑
j=1
ho1(v
(2)
i , j)
2Q1(j)
 ≤ cδR2,
and
‖b(1)‖22 ≤
1
m1
m2∑
i=1
w
(2)
i
2
R2b ≤ cδR2b .
Step 4.
Finally, we combine the results we have obtained above. Note that
‖foL ◦ foL−1 ◦ · · · ◦ fo1 − f˜∗L ◦ f˜∗L−1 ◦ · · · ◦ f˜∗1‖L2(P (X))
=‖foL ◦ foL−1 ◦ · · · ◦ fo1 − f˜∗L ◦ foL−1 ◦ · · · ◦ fo1
...
+ f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ foℓ ◦ foℓ−1 ◦ · · · ◦ fo1 − f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ f˜∗ℓ ◦ foℓ−1 ◦ · · · ◦ fo1
...
+ f˜∗L ◦ · · · f˜∗2 ◦ fo1 − f˜∗L ◦ · · · f˜∗2 ◦ f˜∗1‖L2(P (X))
≤
L∑
ℓ=1
‖f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ foℓ ◦ foℓ−1 ◦ · · · ◦ fo1 − f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ f˜∗ℓ ◦ foℓ−1 ◦ · · · ◦ fo1 ‖L2(P (X)).
Then combining the argument given above, we have
‖f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ foℓ ◦ foℓ−1 ◦ · · · ◦ fo1 − f˜∗L ◦ · · · ◦ f˜∗ℓ+1 ◦ f˜∗ℓ ◦ foℓ−1 ◦ · · · ◦ fo1‖L2(P (X))
≤(√c1cδR)L−ℓ(
√
c0λℓR) =
√
(c1cδ)L−ℓc0RL−ℓ+1
√
λℓ,
for ℓ = 2, . . . , L. And the right hand side is 0 for ℓ = 1. This yields that
‖fo − f˜∗‖L2(P (X)) ≤
L∑
ℓ=2
RL−ℓ+1
√
(c1cδ)L−ℓc0
√
λℓ.
By substitutingW (ℓ) and b(ℓ) for ℓ = 1, . . . , L defined above into the definition of f∗, then it is easy
to see that
f∗ = f˜∗
as a function. Then, we obtain the assertion.
A.2 Bounding the L∞-norm
The next lemma shows the L∞-norm of the true function fo and that of f ∈ F . This gives the
L∞-norm bound of every f ∈ F in Lemma 1 and thus that of f∗ in Theorem 1 because f∗ ∈ F .
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Lemma 3 Under Assumptions 1, 2 and 3, the L∞-norms of fo and that of f ∈ F are bounded as
‖fo‖∞ ≤ RLDx +
L∑
ℓ=1
RL−ℓRb,
‖f‖∞ ≤ (√c1cδ)LRLDx +
L∑
ℓ=1
(
√
c1cδR)
L−ℓR¯b.
Proof
Suppose that
‖F oℓ−1(x, ·)‖L2(Qℓ) ≤ G.
Then, F oℓ can be bounded inductively: for all τ ∈ Tℓ+1
|F oℓ (x, τ)| =
∣∣∣∣∫Tℓ h◦ℓ (τ, w)η(F oℓ−1(x,w))dQℓ(w) + boℓ (τ)
∣∣∣∣
≤ ‖h◦ℓ (τ, ·)‖L2(Qℓ)‖F oℓ−1(x, ·)‖L2(Qℓ) + |boℓ (τ)|
≤ RG+Rb,
by Assumption 1. Similarly, as for ℓ = 1, it holds that, for all τ ∈ T2 and x ∈ Rdx ,
|fo1 (x, τ)| = |
dx∑
i=1
h◦1(τ, i)xiQ1(i) + b
o
1(τ)|
≤ |
dx∑
i=1
h◦1(τ, i)xiQ1(i)| + |bo1(τ)|
≤ ‖h◦1(τ, ·)‖L2(Q1)‖x‖L2(Q1) +Rb
≤ RDx +Rb.
Applying the same argument recursively, we have
‖fo‖∞ ≤ RLDx +
L∑
ℓ=1
RL−ℓRb.
We can bound the L∞-norm of any f ∈ F through a similar argument. Note thatW (ℓ) satisfies
‖W (ℓ)‖F ≤ √c1cδR for ℓ = 1, . . . , L − 1, W (L) satisfies ‖W (L)‖F ≤ √c1R, and b(ℓ) satisfies
‖b(ℓ)‖2 ≤ √cδRb by its construction. Therefore, though a similar argument to the bound for fo, we
have that
‖f‖∞ ≤ √c1R
[
L−1∏
ℓ=2
(
√
c1cδR)
]
√
cδRDx
+
(
L−2∑
ℓ=1
√
c1R
[
L−1∏
ℓ′=ℓ+1
(
√
c1cδR)
]
√
cδRb +
√
c1R
√
cδRb +
√
cδRb
)
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≤ (c1cδ)L/2RLDx +
L∑
ℓ=1
(
√
c1cδR)
L−ℓR¯b.
Appendix B. Bounding the posterior contraction rate
In this section, we prove Theorem 3. The proof is divided into two parts: posterior contraction
rate with respect to the in-sample error (i.e., the empirical L2-norm ‖f‖n =
√∑n
i=1 f(xi)
2/n)
and that with respect to the out-of-sample error (i.e., the population L2-norm ‖f‖L2(P (X)) =√∫
f(X)2dP (X)).
Here, let
ǫn = δˆ1,n + σδˆ2,n, ǫ˜n = δˆ1,n + δˆ2,n.
B.1 In-sample error
Here we show the in-sample error bound. Let Xn = (x1, . . . , xn), Yn = (y1, . . . , yn) and Dn =
(Xn, Yn). For given Xn, the probability distribution of Yn associated with a function f (i.e., yi =
f(xi)+ǫi) is denoted by Pn,f . The expectation of a function h of Yn with respect to Pn,f is denoted
by Pn,f (h). The density function of Pn,f with respect to Yn is denoted by pn,f .
For r˜ ≥ 1, let Ar˜ be the event such that∫
pn,f (Yn)
pn,fo(Yn)
Π(df) ≥ exp(−nǫ˜2nr˜2/σ2)Π(f : ‖f − f∗‖∞ ≤ δˆ2,nr˜).
The probability of this event is bounded by Lemma 4.
Using a test function φn defined later (here, a test function is a measurable function of Dn that
takes its value in [0, 1]), we decompose the expected posterior mass as
E
[
Π(‖f − fo‖n ≥
√
2ǫnr|Dn)
]
≤E [φn] + P (Acr˜)
+ E[(1− φn)1Ar˜Π(f ∈ Fc|Dn)]
+ E[(1− φn)1Ar˜Π(f ∈ F : ‖f − fo‖2n ≥ 2ǫr2|Dn)]
=:An +Bn + Cn +Dn, (17)
for ǫn > 0 where the expectation is taken with respect to Dn = (Xn, Yn) distributed from the true
distribution. We give an upper bound of An, Bn, Cn and Dn in the following.
Step 1.
For arbitrary r′ > 0, define Cr′ = {f ∈ F | r′ ≤
√
n‖f − fo‖n/σ}. We construct a maximum
cardinality set Θr′ ⊂ Cr′ such that each f, f ′ ∈ Θr′ satisfies
√
n‖f − f ′‖n/σ ≥ r′/2. Here we
denote by D(ǫ,F , ‖ · ‖) the ǫ-packing number of a normed space F attached with a norm ‖ · ‖.
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Then, the cardinality of Θr′ is equal to D(r
′/2, Cr′ ,
√
n‖ · ‖n/σ). Then, following Lemma 13 of
van der Vaart and van Zanten (2011), one can construct a test φ˜r′ such that
Pn,fo φ˜r′ ≤ 9D(r′/2, Cr′ ,
√
n‖ · ‖n/σ)e−
1
8
r′2 ≤ 9D(r′/2,F ,√n‖ · ‖n/σ)e−
1
8
r′2 ,
sup
f∈Cr′
Pn,f (1− φ˜r′) ≤ e−
1
8
r′2 ,
for any r′ > 0.
Substituting
√
2
√
nǫnr/σ into r
′ and denoting φn = φ˜√2√nǫnr/σ, we obtain
Pn,foφn ≤ 9e−
1
4σ2
nǫ2nr
2+log(D(r′/2,F ,√n‖·‖n/σ)) (18)
sup
f∈C2√2√nǫnr
Pn,f (1− φn) ≤ e−
1
4σ2
nǫ2nr
2
. (19)
Hence, we just need to evaluate the (log-)packing number log(D(r′/2,F ,√n‖ · ‖n/σ)) where
r′ =
√
2nǫnr/σ. It is known that the packing number is bounded from above by the internal
covering number4, and the packing number of unit ball in d-dimensional Euclidean space and that
of the covering number is bounded as
D(ǫ,Bd(1), ‖ · ‖) ≤ N(ǫ,Bd(1), ‖ · ‖) ≤
(
4 + ǫ
ǫ
)d
.
Based on this we evaluate the packing number of F .
Let f, f ′ ∈ F be two functions corresponding to parameters (W (ℓ), b(ℓ))Lℓ=1 and
(W ′(ℓ), b′(ℓ))Lℓ=1. Notice that if ‖W (ℓ) −W ′(ℓ)‖F ≤ ǫ and ‖b(ℓ) − b′(ℓ)‖ ≤ ǫ, then
‖f − f ′‖∞ ≤ LǫR¯L−1Dx +
L∑
ℓ=1
ǫR¯L−ℓ = ǫ(LR¯L−1Dx +
L∑
ℓ=1
R¯L−ℓ). (20)
Therefore, if ǫ ≤ δ/Gˆ where
Gˆ = (LR¯L−1Dx +
L∑
ℓ=1
R¯L−ℓ),
then ‖f − f ′‖∞ ≤ δ. Hence, the packing number of the function space F can be bounded by using
that of the parameter space as
log(D(r′/2,F ,√n‖ · ‖n/σ)) = log(D(r′/2,F ,
√
n‖ · ‖n/σ)) ≤ log(D(σr′/(2
√
n),F , ‖ · ‖∞))
≤ log(N(σr′/(2√n),F , ‖ · ‖∞))
≤
L∑
ℓ=1
log(N(σr′/(2
√
nGˆ),Bmℓ+1×mℓ(R¯), ‖ · ‖)) +
L∑
ℓ=1
log(N(σr′/(2
√
nGˆ),Bmℓ(R¯b), ‖ · ‖))
4. The ǫ-internal covering number of a (semi)-metric space (T, d) is the minimum cardinality of a finite set such that
every element in T is in distance ǫ from the finite set with respect to the metric d. We denote by N(ǫ, T, d) the
ǫ-internal covering number of (T, d).
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≤
L∑
ℓ=1
mℓ+1mℓ log
4 + σr′2√nGˆR¯
σr′
2
√
nGˆR¯
+ L∑
ℓ=1
mℓ log
4 + σr′2√nGˆR¯b
σr′
2
√
nGˆR¯b

=
L∑
ℓ=1
mℓ+1mℓ log
(
1 +
4
√
2GˆR¯
ǫnr
)
+
L∑
ℓ=1
mℓ log
(
1 +
4
√
2GˆR¯b
ǫnr
)
. (21)
Therefore, by Eq. (18), we have that
An ≤ 9 exp
[
− 1
4σ2
nǫ2nr
2 +
L∑
ℓ=1
mℓ+1mℓ log
(
1 +
4
√
2GˆR¯
ǫnr
)
+
L∑
ℓ=1
mℓ log
(
1 +
4
√
2GˆR¯b
ǫnr
)]
.
Step 2. Here, we evaluate Bn. It can be evaluated by Lemma 4 as
Bn ≤ exp(−nǫ˜2nr˜2/(8σ2)) + exp(−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)).
Step 3. Since F is the support of the prior distribution, it is obvious that Cn = 0.
Step 4. Here, we evaluate Dn. Remind that Dn is defined as
Dn = EXn
[
Pn,fo [Π(f ∈ F : ‖f − fo‖n >
√
2ǫr|Yn)(1− φn)1Ar˜ ]
]
.
Define
Ξn(r˜) := − log(Π(f : ‖f − f∗‖∞ ≤ δˆ2,nr˜))
for r˜ > 0. Then, Dn can be bounded as
Dn = EXn
{
Pn,fo
[∫
F 1{f : ‖f − fo‖n >
√
2ǫr}pn,fdΠ(f)∫
F pn,fdΠ(f)
(1− φn)1Ar˜
]}
= EXn
{
Pn,fo
[∫
F 1{f : ‖f − fo‖n >
√
2ǫr} pn,fpn,fo dΠ(f)∫
F
pn,f
pn,fo
dΠ(f)
(1− φn)1Ar˜
]}
≤ EXn
{
Pn,fo
[∫
f∈F :‖f−fo‖n>
√
2ǫr
pn,f/pn,fodΠ(f) exp(nǫ˜
2
nr˜
2/σ2 + Ξn(r˜))(1− φn)1Ar˜
]}
= EXn
{∫
f∈F :‖f−fo‖n>
√
2ǫr
Pn,f [(1− φn)1Ar˜ ] exp(nǫ˜2nr˜2/σ2 + Ξn(r˜))dΠ(f)
}
≤ exp
(
nǫ˜2nr˜
2
σ2
+ Ξn(r˜)− nǫ
2
nr
2
4σ2
)
.
By using the relation (20), the prior mass Ξn(r˜) can be bounded as
Ξn(r˜) = − log(Π(f : ‖f − f∗‖∞ ≤ δˆ2,nr˜))
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≤ − log(Π(f : ‖f − f∗‖∞ ≤ δˆ2,n))
≤ −
L∑
ℓ=1
log(Π(W (ℓ) : ‖W (ℓ) −W ∗(ℓ)‖F ≤ δˆ2,n/Gˆ))
−
L∑
ℓ=1
log(Π(b(ℓ) : ‖b(ℓ) − b∗(ℓ)‖2 ≤ δˆ2,n/Gˆ))
≤
L∑
ℓ=1
mℓmℓ+1 log(R¯Gˆ/(δˆ2,n/2)) +
L∑
ℓ=1
mℓ log(R¯bGˆ/(δˆ2,n/2)). (22)
Step 5. Finally, we combine the results obtained above.
E
[
Π(‖f − fo‖n ≥
√
2ǫnr|Yn)
]
≤9 exp
[
− 1
4σ2
nǫ2nr
2 +
L∑
ℓ=1
mℓ+1mℓ log
(
1 +
4
√
2GˆR¯
ǫnr
)
+
L∑
ℓ=1
mℓ log
(
1 +
4
√
2GˆR¯b
ǫnr
)]
+ exp(−nǫ˜2nr˜2/(8σ2)) + exp(−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞))
+ exp
(
n
σ2
ǫ˜2nr˜
2 + Ξn(r˜)− nǫ
2
nr
2
4σ2
)
. (23)
Now, let 1 ≤ r˜ ≤ r. Then, since ǫn ≥ δˆ2,n and r ≥ 1, we have that
max
{
log
(
2GˆR′
δˆ2,n
)
, log
(
1 +
4
√
2GˆR′
ǫnr
)}
≤ log
(
1 +
4
√
2GˆR′
δˆ2,n
)
,
for all R′ > 0. Now, we set δˆ2,n to satisfy
nδˆ22,n
σ2
≥
L∑
ℓ=1
mℓmℓ+1 log
(
1 +
4
√
2GˆR¯
δˆ2,n
)
+
L∑
ℓ=1
mℓ log
(
1 +
4
√
2GˆR¯b
δˆ2,n
)
(≥ Ξn(r˜)), (24)
which can be satisfied by
δˆ22,n =
2σ2
n
L∑
ℓ=1
mℓmℓ+1 log+
1 + 4√2Gˆmax{R¯, R¯b}√n
σ
√∑L
ℓ=1mℓmℓ+1
 .
Then, by noticing nδˆ22,n ≤ nǫ˜2n and Eq. (22), the RHS of Eq. (23) is upper bounded by
exp(−nǫ˜2nr˜2/(8σ2)) + exp(−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)) + 10 exp
[
2
n
σ2
ǫ˜2nr˜
2 − nǫ
2
nr
2
4σ2
]
.
Here, by setting r2 = 12r˜2 ≥ 12, then the RHS is further bounded as
exp(−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)) + exp(−nǫ˜2nr˜2/(8σ2)) + 10 exp(−nǫ2nr˜2/σ2)
≤ exp
[
−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)
]
+ 11 exp(−nǫ2nr˜2/(8σ2)).
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Lemma 4 Then, for any r˜ > 1, it holds that
PDn
(∫
pn,f (Yn)
pn,fo(Yn)
Π(df) ≥ exp(−nǫ˜2nr˜2/σ2)Π(f : ‖f − f∗‖∞ ≤ δˆ2,nr˜)
)
≥ 1− exp(−nǫ˜2nr˜2/(8σ2))− exp(−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)).
Proof
Note that Lemma 14 of van der Vaart and van Zanten (2011) showed that
PYn|Xn
(∫
pn,f (Yn)
pn,fo(Yn)
Π(df) ≥ exp(−nǫ˜2nr˜2/σ2)Π(f : ‖f − fo‖n ≤ ǫ˜nr˜)
)
≥ 1−exp(−nǫ˜2nr˜2/(8σ2)).
where PYn|Xn represents the conditional distribution of Yn = (yi)
n
i=1 conditioned byXn = (xi)
n
i=1.
Therefore the proof is reduced to show ‖f−fo‖n ≤ δˆ1,nr˜+‖f −f∗‖∞ with high probability. Note
that
‖f − fo‖n ≤ ‖f − f∗‖n + ‖f∗ − fo‖n ≤ ‖f − f∗‖∞ + ‖f∗ − fo‖n.
Hence, we just need to show ‖f∗ − fo‖n ≤ r˜‖f∗ − fo‖L2(P (X)) ≤ r˜δˆ1,n with high probability.
This can be shown by Bernstein’s inequality:
P
(√
1 + r˜′‖f∗ − fo‖L2(P (X)) ≤ ‖f∗ − fo‖n
)
≤ exp
(
−
nr˜′2‖f∗ − fo‖4L2(P (X))
2(v + ‖f∗ − fo‖2∞‖f∗ − fo‖2L2(P (X))/3)
)
,
where v = EX [((f
∗(X)− fo(X))2−‖f∗− fo‖2L2(P (X)))2]. Now v ≤ EX [(f∗(X)− fo(X))4] ≤
‖f∗ − fo‖2∞‖f∗ − fo‖2L2(P (X)) = ‖f∗ − fo‖2∞‖f∗ − fo‖2L2(P (X)). This yields that
P
(√
1 + r˜′‖f∗ − fo‖L2(P (X)) ≤ ‖f∗ − fo‖n
)
≤ exp
[
−3nr˜
′2
8
(‖f∗ − fo‖L2(P (X))
‖f∗ − fo‖∞
)2]
.
(25)
Since ‖f∗ − fo‖∞ ≤ 2Rˆ∞ and ‖f∗ − fo‖L2(P (X)) ≤ δˆ1,n, the RHS is further bounded by
exp
(
−3nr˜
′2δˆ21,n
32Rˆ2∞
)
.
Therefore, with probability 1− exp
(
−3nδˆ
2
1,nr˜
′2
32Rˆ2∞
)
, it holds that
‖f − fo‖n ≤ ‖f − f∗‖∞ +
√
1 + r˜′‖f∗ − fo‖L2(P (X)) ≤ ‖f − f∗‖∞ +
√
1 + r˜′δˆ1,n
for all f such that ‖f‖∞ <∞. Thus by setting r˜′ so that r˜ =
√
1 + r˜′, we obtain the assertion.
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B.2 Out of sample error
Now, we are going to show the posterior contraction rate with respect to the out-of-sample predictive
error:
EDn
[
Π(f : ‖f − fo‖L2(P (X)) ≥ ǫnr|Dn)
]
, (26)
for sufficiently large r ≥ 1.
To bound the posterior tail, we divide that into four parts:
I = EDn
[
1Ac
r˜
]
,
II = EDn
[
1Ar˜Π(f :
√
2‖f − fo‖n > ǫnr, ‖f‖∞ ≤ Rˆ∞ | Dn)
]
,
III = EDn
[
1Ar˜Π(f : ‖f − fo‖L2(P (X)) > ǫnr ≥
√
2‖f − fo‖n, ‖f‖∞ ≤ Rˆ∞ | Dn)
]
,
IV = EDn
[
1Ar˜Π(f : ‖f‖∞ > Rˆ∞ | Dn)
]
.
The term I and II are already evaluated in Section B.1, that is, I + II is bounded by the right
hand side of Eq. (17) which is what we have upper bounded in Section B.1.
The term III is bounded as follows. To bound this, we need to evaluate the difference between
the empirical norm ‖f − fo‖n and the expected norm ‖f − fo‖L2(P (X)), which can be done by
Bernstein’s inequality. Following the same argument to derive Eq. (25), it holds that
P
(
‖f − fo‖L2(P (X)) ≥
√
2‖f − fo‖n
)
≤ exp
(
−
n‖f − fo‖2L2(P (X))
11Rˆ2∞
)
.
Therefore, we arrive at the following bound of III:
III ≤ EXn
[
Pn,fo
[∫
f∈F :‖f−fo‖L2(P (X))>ǫnr≥
√
2‖f−fo‖n
pn,f/pn,fodΠ(f)
]
exp(nǫ˜2nr˜
2/σ2 + Ξn(r˜))1Ar˜
]
≤ exp(nǫ˜2nr˜2/σ2 + Ξn(r˜))
∫
f∈F :‖f−fo‖L2(P (X))>ǫnr
P (‖f − fo‖L2(P (X)) ≥
√
2‖f − fo‖n)dΠ(f)
≤ exp
(
nǫ˜2nr˜
2
σ2
+ Ξn(r˜)− nǫ
2
nr
2
11Rˆ2∞
)
≤ exp
(
2nǫ˜2nr˜
2
σ2
− nǫ
2
nr
2
11Rˆ2∞
)
.
Finally, since all f ∈ F satisfies ‖f‖∞ ≤ Rˆ∞, IV = 0.
Combining the results we arrive at
EDn
[
Π(f : ‖f − fo‖L2(P (X)) ≥ ǫnr|Dn)
] ≤ exp [−nδˆ21,n(r˜2 − 1)2/(11Rˆ2∞)]+ 12 exp (−nǫ˜2nr˜2/(8σ2)) ,
for all r˜ ≥ 1 and r ≥ max{12, 33Rˆ2∞/σ2}r˜2. This concludes the proof of Theorem 3.
27
T. SUZUKI
Appendix C. Convergence rate for the empirical risk minimizer
Proposition 3 (Gaussian concentration inequality (Theorem 2.5.8 in Gine´ and Nickl (2015)))
Let (ξi)
n
i=1 be i.i.d. Gaussian sequence with mean 0 and variance σ
2, and (xi)
n
i=1 ⊂ X be a given
set of input variables. Then, for a set F˜ of functions from X to R which is separable with respect to
L∞-norm and supf∈F˜
∣∣∑n
i=1
1
nξif(xi)
∣∣ <∞ almost surely, it holds that for every r > 0,
P
(
sup
f∈F˜
∣∣∣∣∣
n∑
i=1
1
n
ξif(xi)
∣∣∣∣∣ ≥ E
[
sup
f∈F˜
∣∣∣∣∣ 1n
n∑
i=1
ξif(xi)
∣∣∣∣∣
]
+ r
)
≤ exp[−nr2/2(σ‖F˜‖n)2]
where ‖F˜‖2n = supf∈F˜ 1n
∑n
i=1 f(xi)
2. Here the probability is taken with respect to (ξi)
n
i=1.
Remind that every f ∈ F satisfies ‖f‖n ≤ ‖f‖∞ ≤ Rˆ∞. Hence ‖F‖n ≤ Rˆ∞. For an
observation (xi)
n
i=1, let Gδ = {f − f∗ | ‖f − f∗‖n ≤ δ, f ∈ F}. It is obvious that Gδ is separable
with respect to L∞-norm. Then, by the Gaussian concentration inequality, we have that
P
(
sup
f∈Gδ
∣∣∣∣∣
n∑
i=1
1
n
ξif(xi)
∣∣∣∣∣ ≥ E
[
sup
f∈Gδ
∣∣∣∣∣ 1n
n∑
i=1
ξif(xi)
∣∣∣∣∣
]
+ r
)
≤ exp[−nr2/2(σδ)2]
for every r > 0. By applying this inequality for δj = 2
j−1σ/
√
n for j = 1, . . . , ⌈log2(Rˆ∞
√
n/σ)⌉
and using the uniform bound, we can show that, for every r > 0, with probability
⌈log2(Rˆ∞
√
n/σ)⌉ exp[−nr2/2σ2], it holds that any f ∈ Gδ uniformly satisfies∣∣∣∣∣ 1n
n∑
i=1
ξi(f(xi)− f∗(xi))
∣∣∣∣∣ ≥ E
[∣∣∣∣∣ supf∈G2δ 1n
n∑
i=1
ξif(xi)
∣∣∣∣∣
]
+ 2δr
where δ is any positive real satisfying δ ≥ σ/√n and f ∈ Gδ.
Lemma 5 There exists a universal constant C such that for any δ it holds that
E
[∣∣∣∣∣ supf∈G2δ 1n
n∑
i=1
ξif(xi)
∣∣∣∣∣
]
≤ Cσδ
√√√√∑Lℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)
.
Proof Since f 7→ 1√
n
∑n
i=1 ξif(xi) is a sub-Gaussian process relative to the metric ‖ · ‖n. By the
chaining argument (see, for example, Theorem 2.3.6 of Gine´ and Nickl (2015)), it holds that
E
[∣∣∣∣∣ supf∈G2δ 1n
n∑
i=1
ξif(xi)
∣∣∣∣∣
]
≤ 4
√
2
σ√
n
∫ 2δ
0
√
log(2N(ǫ,G2δ , ‖ · ‖n))dǫ.
Since logN(ǫ,G2δ, ‖ · ‖n) ≤ logN(ǫ,F , ‖ · ‖∞) ≤ 2
∑L
ℓ=1mℓmℓ+1
n log
(
1 + 4Gˆmax{R¯,R¯b}ǫ
)
, the
right hand side is bounded by
∫ 2δ
0
√
log(2N(ǫ,F , ‖ · ‖n))dǫ ≤
∫ 2δ
0
√√√√log(2) + 2∑Lℓ=1mℓmℓ+1
n
log
(
1 +
4Gˆmax{R¯, R¯b}
ǫ
)
dǫ
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≤ Cδ
√√√√∑Lℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)
,
where C is a universal constant. This gives the assertion.
Therefore, by substituting δ ←
(
‖f − f∗‖n ∨ σ
√∑L
ℓ=1mℓmℓ+1
n
)
and r ← σr/√n, the fol-
lowing inequality holds:
− 1
n
n∑
i=1
ξi(f(xi)− f∗(xi))
≤ Cσ
‖f − f∗‖n ∨
√
σ2
∑L
ℓ=1mℓmℓ+1
n

√√√√√∑Lℓ=1mℓmℓ+1
n
log+
1 + 4√nGˆmax{R¯, R¯b}
σ
√∑L
ℓ=1mℓmℓ+1

+ 2
‖f − f∗‖n ∨
√
σ2
∑L
ℓ=1mℓmℓ+1
n
σ r√
n
≤ 1
4
‖f − f∗‖n ∨
√
σ2
∑L
ℓ=1mℓmℓ+1
n
2
+ 2C2σ2
(∑L
ℓ=1mℓmℓ+1
n
log+
(
1 +
4
√
nGˆmax{R¯, R¯b}
σ
)
+ 4
r2
n
)
,
uniformly for all f ∈ F with probability 1− ⌈log2(Rˆ∞
√
n/σ)⌉ exp[−r2/2]. Here let
Ψr,n := 2C
2σ2
∑Lℓ=1mℓmℓ+1
n
log+
1 + 4√nGˆmax{R¯, R¯b}
σ
√∑L
ℓ=1mℓmℓ+1
+ 4r2
n
 .
Remind that the empirical risk minimizer in the model F is denoted by f̂ :
f̂ := argmin
f∈F
n∑
i=1
(yi − f(xi))2.
Since f̂ minimizes the empirical risk, it holds that
1
n
n∑
i=1
(yi − f̂(xi))2 ≤ 1
n
n∑
i=1
(yi − f∗(xi))2
⇒ 2
n
n∑
i=1
yi(f
∗(xi)− f̂(xi)) + ‖f̂‖2n − ‖f∗‖2n ≤ 0
⇒ 2
n
n∑
i=1
(ξi + f
o(xi))(f
∗(xi)− f̂(xi)) + ‖f̂‖2n − ‖f∗‖2n ≤ 0
29
T. SUZUKI
⇒ 2
n
n∑
i=1
ξi(f
∗(xi)− f̂(xi)) + 2
n
n∑
i=1
fo(xi)(f
∗(xi)− f̂(xi)) + ‖f̂‖2n − ‖f∗‖2n ≤ 0
⇒ 2
n
n∑
i=1
ξi(f
∗(xi)− f̂(xi)) + ‖f̂ − fo‖2n ≤ ‖f∗ − fo‖2n.
Therefore, we have
− 1
4
‖f̂ − f∗‖n ∨
√
σ2
∑L
ℓ=1mℓmℓ+1
n
2 −Ψr,n + ‖f̂ − fo‖2n ≤ ‖f∗ − fo‖2n. (27)
Let us assume ‖f̂ − f∗‖2n ≥ σ
2
∑L
ℓ=1mℓmℓ+1
n . Then, by Eq. (27), we have
− 1
4
‖f̂ − f∗‖2n −Ψr,n + ‖f̂ − fo‖2n ≤ ‖f∗ − fo‖2n
⇒ − 1
4
‖f̂ − f∗‖2n −Ψr,n +
1
2
‖f̂ − f∗‖2n − ‖f∗ − fo‖2n ≤ ‖f∗ − fo‖2n
⇒ 1
4
‖f̂ − f∗‖2n ≤ 2‖f∗ − fo‖2n +Ψr,n. (28)
Otherwise, we trivially have ‖f̂ − f∗‖2n < σ
2
∑L
ℓ=1mℓmℓ+1
n .
Combining the inequalities, it holds that
‖f̂ − f∗‖2n ≤ 8‖f∗ − fo‖2n + 4Ψr,n +
σ2
∑L
ℓ=1mℓmℓ+1
n
. (29)
Based on this inequality, we derive a bound for ‖f̂ − f∗‖L2(P (X)) instead of the empirical L2-norm
‖f̂ − f∗‖n.
Proposition 4 (Talagrand’s concentration inequality (Talagrand, 1996; Bousquet, 2002)) Let
(xi)
n
i=1 be an i.i.d. sequence of input variables in X . Then, for a set F˜ of functions from X to R
which is separable with respect to L∞-norm and ‖f‖∞ ≤ R˜ for all f ∈ F˜ , it holds that for every
r > 0,
P
sup
f∈F˜
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣ ≥ C
E
[
sup
f∈F˜
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣
]
+
√
‖F˜2‖2L2(P (X))r
n
+
rR˜2
n


≤ exp(−r)
where ‖F˜2‖2L2(P (X)) = supf∈F˜ E[f(X)4].
Let G′δ = {f − f∗ | ‖f − f∗‖L2(P (X)) ≤ δ, f ∈ F}. By the bound ‖f‖∞ ≤ Rˆ∞ for all f ∈ F
(Lemma 3), ‖g‖∞ ≤ 2Rˆ∞ for all g ∈ G′δ. Therefore, we have ‖G′2δ ‖2L2(P (X)) ≤ 4Rˆ2∞δ2. Hence,
Talagrand’s concentration inequality yields that
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣ ≥ C1
E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣
]
+
√
δ2Rˆ2∞r
n
+
rR˜2
n

(30)
with probability 1− exp(−r) where C1 is a universal constant.
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Lemma 6 There exists a universal constant C > 0 such that, for all δ > 0,
E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣
]
≤ C
[
δRˆ∞
√√√√∑Lℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)
∨ Rˆ2∞
∑L
ℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)]
.
Proof
Let (ǫi)
n
i=1 be i.i.d. Rademacher sequence. Then, by the standard argument of Rademacher
complexity, we have
E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
f(xi)
2 − E[f2]
∣∣∣∣∣
]
≤ 2E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
ǫif(xi)
2
∣∣∣∣∣
]
(see, for example, Lemma 2.3.1 in van der Vaart and Wellner (1996)). Since ‖f‖∞ ≤ 2Rˆ∞ for
all f ∈ G′δ, the contraction inequality (Ledoux and Talagrand, 1991, Theorem 4.12) gives an upper
bound of the RHS as
2E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
ǫif(xi)
2
∣∣∣∣∣
]
≤ 4(2Rˆ∞)E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
ǫif(xi)
∣∣∣∣∣
]
.
We further bound the RHS. By Theorem 3.1 in Gine´ and Koltchinskii (2006) or Lemma 2.3 of
Mendelson (2002) with the covering number bound (21), there exists a universal constant C ′ such
that
E
[
sup
f∈G′
δ
∣∣∣∣∣ 1n
n∑
i=1
ǫif(xi)
∣∣∣∣∣
]
≤ C ′
[
δ
√√√√∑Lℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)
∨ Rˆ∞
∑L
ℓ=1mℓmℓ+1
n
log+
(
1 +
4Gˆmax{R¯, R¯b}
δ
)]
.
This concludes the proof.
Let Φn :=
∑L
ℓ=1mℓmℓ+1
n log+
(
1 + 4
√
nGˆmax{R¯,R¯b}
Rˆ∞
√∑L
ℓ=1mℓmℓ+1
)
. Then, applying the inequality (30) for
δ = 2j−1Rˆ∞/
√
n for j = 1, . . . , ⌈log2(
√
n)⌉, it is shown that there exists an event with probability
1− ⌈log2(
√
n)⌉ exp(−r) such that, uniformly for all f ∈ F , it holds that∣∣∣∣∣ 1n
n∑
i=1
(f(xi)− f∗(xi))2 − E[(f − f∗)2]
∣∣∣∣∣ ≤ C1
C(2δRˆ∞√Φn) ∨ (Rˆ2∞Φn) + δ
√
Rˆ2∞r
n
+
rRˆ2∞
n

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≤ δ
2
2
+ 2C21 (2C
2 + 1)Rˆ2∞Φn + (C
2
1 + C1)
Rˆ2∞r
n
,
where δ is any positive real such that δ2 ≥ E[(f − f∗)2] and δ2 ≥ Rˆ2∞
∑L
ℓ=1mℓmℓ+1/n. The right
hand side can be further bounded by
δ2
2
+ C2Rˆ
2
∞
(
Φn +
r
n
)
for an appropriately defined universal constant C2. Applying this inequality for f = f̂ to Eq. (29)
gives that
1
2
‖f̂ − f∗‖2L2(P (X)) ≤ C2Rˆ2∞
(
Φn +
r
n
)
+ 8‖f∗ − fo‖2n + 4Ψr,n +
(
σ2 + Rˆ2∞
n
)
L∑
ℓ=1
mℓmℓ+1.
Finally, by the Bernstein’s inequality (25), the term ‖f∗ − fo‖2n is bounded as
‖f∗ − fo‖2n ≤ (1 + r˜′)‖f∗ − fo‖2L2(P (X)) ≤ (1 + r˜′)δˆ21,n
with probability 1− exp
(
−3nδˆ
2
1,nr˜
′2
32Rˆ2∞
)
for every r˜′ > 0.
Combining all inequalities, we obtain that
‖f̂ − f∗‖2L2(P (X)) ≤ 2C2Rˆ2∞
(
Φn +
r
n
)
+ 16(1 + r˜′)δˆ21,n + 4Ψr,n +
2(σ2 + Rˆ2∞)
n
L∑
ℓ=1
mℓmℓ+1.
This gives a bound for the distance between f̂ and f∗. However, what we want is a bound
on the distance from the true function fo to f̂ . This can be accomplished by noticing that
‖f̂ − fo‖2L2(P (X)) ≤ 2(‖f̂ − f∗‖2L2(P (X)) + ‖fo − f∗‖2L2(P (X))) ≤ 2‖f̂ − f∗‖2L2(P (X)) + 2δˆ21,n,
and conclude that
‖f̂ − fo‖2L2(P (X)) ≤ 4C2Rˆ2∞
(
Φn +
r
n
)
+ (34 + 32r˜′)δˆ21,n + 8Ψr,n +
4(σ2 + Rˆ2∞)
n
L∑
ℓ=1
mℓmℓ+1.
More concisely, letting
α(U) := U2
∑L
ℓ=1mℓmℓ+1
n
log+
(
1 + 4
√
nGˆmax{R¯,R¯b}
U
√∑L
ℓ=1mℓmℓ+1
)
,
the right side is further upper bounded as
‖f̂ − fo‖2L2(P (X)) ≤C3
{
α(Rˆ∞) + α(σ) +
(Rˆ2∞ + σ2)
n
[
log+
( √
n
min{σ/Rˆ∞, 1}
)
+ r
]
+ (1 + r˜′)δˆ21,n
}
with probability 1− exp
(
−3nδˆ
2
1,nr˜
′2
32Rˆ2∞
)
− 2 exp(−r) for every r > 0 and r˜′ > 0.
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