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Abstract
Radiative corrections to low energy hadron production as measured at the e+e−–
colliders DAΦNE and VEPP-2M are investigated. The goal of this work is to provide
the theoretical condition for extracting hadronic cross sections undressed from QED
corrections from the measured data with a precision of per mill level. High preci-
sion hadronic data are required to reduce the theoretical error of the running fine
structure constant α(s) and the muon anomalous magnetic moment aµ and therefore
represent a key to a possible discovery of “new physics”. Especially the channel of
charged pion pair production e+e− → π+π− below 1 GeV appears to be of great
importance. To this process the complete O(α) QED initial state, final state and
initial–final state interference corrections are calculated. Analytic formulae are given
for the virtual and for the real photon corrections. The total cross section (σ), the
pion angular distribution (dσ/d cosΘ) and the π+π− invariant mass distribution
(dσ/ds′) are investigated in the regime of experimentally realistic kinematical cuts.
It is shown that in addition to the full O(α) corrections also the O(α2) and leading
log O(α3) photonic corrections as well as the contributions from IS e+e− pair pro-
duction have to be taken into account if at least per cent accuracy is required. For
the data analysis I focus on an inclusive treatment of all photons. The theoretical
error concerning this treatment of radiative corrections is then estimated to be 2
per mill for both the measurement of the total cross section and the π+π− invariant
mass distribution. In addition the model uncertainty due to the pion substructure
is discussed. To be able to extract the pion form factor from the experimental data
with the desired accuracy a dedicated Fortran program was written which allows to
take into account experimentally realistic kinematical cuts. Altogether the precision
of the theoretical prediction matches the requirements of low energy e+e− experi-
ments like the ones at DAΦNE and VEPP-2M.
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Zusammenfassung
Strahlungskorrekturen zur Hadronproduktion bei niedrigen Energien, wie man sie
an den e+e−-Beschleunigern DAΦNE und VEPP-2M misst, werden untersucht. Ziel
dieser Arbeit ist es, die von QED–Korrekturen befreiten hadronischen Wirkungs-
querschnitte aus den hadronischen Daten mit einer Präzision auf Promille–Niveau
zu extrahieren.
Hadronische Präzisionsdaten werden benötigt, um den theoretischen Fehler zur
laufenden Feinstrukturkonstanten α(s) und zum anomalen magnetischen Moment
des Myons aµ zu senken und sie stellen daher einen Schlüssel zur möglichen Ent-
deckung “neuer Physik” dar. Insbesondere die Paarproduktion geladener Pionen
e+e− → π+π− unterhalb einer Energie von 1 GeV ist von grosser Wichtigkeit. Zu
diesem Prozess werden die vollständigen O(α)–QED–Korrekturen zum Anfangs-
zustand, Endzustand sowie die Interferenzkorrekturen berechnet. Analytische For-
meln zu den virtuellen und reellen photonischen Korrekturen werden angegeben.
Der totale Wirkungsquerschnitt (σ), die Pion–Winkelverteilung (dσ/d cosΘ) und
die Invariantemasseverteilung des Pionpaars (dσ/ds′) werden für den Fall realisti-
scher kinematischer Schnitte untersucht. Es wird gezeigt, dass zusätzlich zu den
vollständigen O(α)–Korrekturen zusätzlich die photonischen Anfangszustandskor-
rekturen der Ordnung O(α2) und führende Photonbeiträge der Ordnung O(α3) so-
wie Beiträge zur e+e−-Paarabstrahlung vom Anfangszustand berücksichtigt werden
müssen wenn mindestens eine Genauigkeit auf Prozent–Niveau verlangt wird. Für
die Datenanalyse wird der Schwerpunkt auf eine inklusive Behandlung aller Pho-
tonen gelegt. Die Messung sowohl des totalen Wirkungsquerschnitts als auch der
π+π−–Invariantemasseverteilung betreffend wird der theoretische Fehler dieser Be-
handlung der Strahlungskorrekturen mit 2 Promille abgeschätzt. Ausserdem wird
die Modellunsicherheit als Folge der Pion–Substruktur diskutiert. Um den Formfak-
tor mit der gewünschten Präzision aus den experimentellen Daten extrahieren zu
können, wurde ein auf diese Fragestellung zugeschnittenes Fortran-Programm ge-
schrieben, welches die Berücksichtigung realistischer kinematischer Schnitte erlaubt.
Insgesamt erfüllt die Genauigkeit der theoretischen Vorhersagen die Erfordernisse
der Niedrigenergie–e+e−–Experimente wie diejenigen bei DAΦNE oder VEPP-2M.
Schlagwörter:
QED-Korrekturen, hadronische Wirkungsquerschnitte, DAΦNE-Physik, Standard-
modell
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Chapter 1
Introduction and Motivation
The goal of high energy physics research is to understand nature on the most funda-
mental level. The questions to be answered are “what are the basic constituents of
matter?” and “what are the fundamental interactions that govern all processes in
nature?”. Thanks to the theoretical, experimental and technical progress through-
out the last century it became possible to test theoretical predictions in experiment
with increasing precision.
In 1949 Tomonaga, Schwinger and Feynman [1, 2, 3, 4, 5, 6] showed how to
extract meaningful physical predictions from quantum electrodynamics (QED). This
lead to very precise calculations of electromagnetic effects at subatomic scales like the
evaluation of the anomalous magnetic moment of the electron ae up to fourth order in
the electromagnetic fine structure constant α [7, 8]. Experimentally the theoretical
result was confirmed with an accuracy of one part in 108 [9]. The measured value
of ae currently provides the best determination of the fine structure constant
1 [11]:
α−1 = 137.03599958(52) . (1.1)
Another variable which can be precisely evaluated as well as accurately measured
is the muon anomalous magnetic moment aµ. Only recently, by an analysis of the
’98 and ’99 data, taken at the E821 muon experiment at the Brookhaven National
Laboratory (BNL) [12], the experimental error of aµ could be reduced by about a
factor 0.18 compared to the previous value from the muon experiment at CERN [13].
Averaging the results of the two experiments leads to the so far best experimental
value for the muon anomalous magnetic moment:
aexpµ = (1165920.23± 1.51) × 10−9 . (1.2)
Although this is less accurate by about a factor 350 than the experimental value for
ae, the measurement of aµ appears to be much better suited for probing short dis-
tance effects. This is because for aµ these effects are in general enhanced by a factor





e ' 40000 in respect to ae (mµ and me being the muon and electron mass).
This enhancement clearly overcompensates for the larger experimental error of aµ.
The present situation is going to be improved even further when the experimental
error is reduced to its target value2 of 4 × 10−10 which is more accurate than the










= (1165847.06± 0.03 + 68.03 ± 1.1 + 1.51 ± 0.04 + ? ) × 10−9
= (1165916.6± 1.1) × 10−9 . (1.3)




µ are due to the pure electromag-
netic, the strong3 and the weak interaction, respectively. aNEWµ corresponds to yet
unknown contributions from physics beyond the standard model. From the com-
parison of the experimental and theoretical value, given in eq. (1.2) and (1.3), one
finds that
1. the measurement of aµ is highly sensitive to QCD effects (for recent discussions
see e.g. [29, 30, 31]),
2. the theoretical error is dominated by the error of the hadronic contribution
which is of the same order as the complete electroweak contribution,
3. aexpµ and a
th
µ do not agree within the given error when only taking standard
model contributions into account [aexpµ − athµ = (3.63 ± 1.87) × 10−9], which is
evidence for new physics4,
4. the new physics effects appear to be about three times larger than the weak
interaction contributions.
Assuming that the deviation of aexpµ from the standard model value is due to a
true physical effect it is still possible to think of many different scenarios which
could be responsible for it. In the past the impact of supersymmetric models on
aµ was discussed by several authors [36, 37, 38, 39, 40, 41, 42, 43, 44]. Recent
attempts to explain the data can be found e.g. in [32] and several other publications
like [45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55].
Clearly, to catch up with the increasing experimental precision, a reduction of
the theoretical error of ahadµ is absolutely mandatory. By far the dominant contribu-
tion to ahadµ (more than 97%) corresponds to the 2-loop vertex correction diagram
2This is expected to be achieved soon, when the E821 data of the 2000 run and the 2001 run
are included into the analysis.
3ahadµ contains the first and second order hadronic vacuum polarization contribution as well as
the contribution from light-by-light scattering.
4Hence the evidence for new physics is estimated to be a 2 σ effect which is smaller than the
estimated 2.6 σ effect in [32]. This is because in eq. (1.3) the more conservative value for ahadµ given
in [19] was taken while in [32] the value given in [33] was used (see also [34, 35]).
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with a hadronic vacuum polarization insertion into the photon propagator, which
is shown in Fig. 1.1. Here the hadronic “blob” includes all quark contributions to
the photon propagator. Photonic vacuum polarization effects lead to a screening of
the electromagnetic charge. Hence the electromagnetic coupling strength becomes




1 − ∆α(s) , (1.4)
where
√
s is the invariant mass of the virtual photon. ∆α is the sum of approximately
equal contributions from hadronic and leptonic vacuum polarization effects:





Π′γ(s) being the irreducible photon vacuum polarization which is defined via the
time-ordered current correlator function:
i
∫
d4x eiq·x〈0|Tjµem(x)jνem(0)|0〉 = −(q2gµν − qµqν)Π′γ(q2) . (1.6)
Here jµem is the electromagnetic current. The leptonic contribution ∆αlep can be
evaluated in a straight forward way by using perturbation theory. This is not possible
for the hadronic contribution ∆αhad since perturbative QCD is not applicable at
low energies. Fortunately ∆αhad can be related to the total cross section for hadron
production in e+e− collisions σhad(s) = σ(e
+e− → γ∗ → hadrons), when taking
into account analyticity and unitarity5 [56, 57]. ∆αhad can then conveniently be









s′(s′ − s− iε) , (1.7)
R(s) being the e+e− cross section for the production of a hadronic final state nor-





σ(e+e− → γ∗(s) → hadrons)
σ(e+e− → γ∗(s) → µ+µ−) . (1.8)
While the high energy tail of the dispersion integral (1.7) can be calculated within
perturbative QCD, at low s the cross section ratio R(s) has to be determined from
experimental data. Hence our knowledge of ∆α(s) depends on precise measurements
of low energy hadronic cross sections.
5Analyticity is a consequence of causality. It implies the dispersion relation which relates the
imaginary part of an analytic complex function to its real part. Unitarity implies the optical
theorem which here can be used to relate the total hadronic cross section to the imaginary part of






Figure 1.1: leading contribution to ahadµ
Also the hadronic contribution to aµ corresponding to the Feynman diagram in
Fig. 1.1 can be expressed by a dispersion integral over the cross section ratio R(s),











In eq. (1.9) K̂(s) is a bounded function in s (0.63 ≤ K̂(s) < 1 for 4m2π ≤ s < ∞).
Note that the integrand in (1.9) contains two powers of s in the denominator. It
is therefore strongly peaked for small energies. As a consequence most important
for the accurate evaluation of ahadµ is the precise knowledge of low energy hadronic
cross sections which account for the major contribution to the dispersion integral
(see Table 1.1 which was taken from [62]). In fact more than 70 % of ahadµ is related
to hadronic processes with center of mass energies below 1 GeV. This is mainly the
region of the ρ/ω resonance. A more precise measurement of σhad at low energies
would also reduce the theoretical error of the fine structure constant at the Z-boson
resonance α(M 2Z). This is necessary to get stronger constraints on the parameters
of the standard model.
Since cross sections at low energies cannot be obtained by using perturbative
QCD they have to be measured in e+e− collision experiments. A recent update [19]
of a detailed analysis by Eidelman and Jegerlehner [18] includes new low energy
hadronic data from VEPP-2M [63, 64, 65] and BES II [66] which reduces the error
of athµ by about a factor
6 2/3. Nonetheless the main task remains a more precise
determination of the cross section σ(e+e− → ρ, ω → π+π−) for the production of a
charged pion pair via a ρ/ω intermediate state7. Alemany, Davier and Höcker [61]
used additional data from τ decays which can be related to the above cross section
6This is the error given in eq. (1.3).
7A recent analysis of four pion production which is important at energies above 1 GeV was
presented in [67].
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channel ãhadµ acc. channel ã
had
µ acc.
ρ, ω → π+π− 506 0.3% 3π 4 10%
ω → 3π 47 ∼ 1% K+K− 4 ↓
φ 40 ↓ KSKL 1 ·
π+π−π0π0 24 · π+π−π+π−π0 1.8 ·
π+π−π+π− 14 · π+π−π+π−π+π− 0.5 ·
π+π−π+π−π0π0 5 10% pp̄ 0.2 ·
2 GeV ≤ E ≤MJ/ψ 22
MJ/ψ ≤ E ≤MΥ 20
MΥ < E 	 5
Table 1.1: Contribution to ãhadµ = a
had
µ × 1010 from exclusive hadronic channels
and the desired accuracy for the measurement of the corresponding hadronic cross
sections
by isospin symmetry. Isospin, however, is violated by the electromagnetic interac-
tion, leading to a systematic error which is hard to estimate. A precise theoretical
prediction of aµ therefore still has to be based on e
+e− data. To reduce the error
of athµ to a level which is comparable to what can be reached by the E821 experi-
ment one would have to measure σhad(
√
s ≤ 1 GeV) with an accuracy of 0.3 %8[18].
The experiments best suited for this job appear to be the KLOE experiment at
the DAΦNE collider in Frascati as well as the experiments SND and CMD-2 at the
VEPP-2M collider in Novosibirsk. While at VEPP-2M the hadronic data for the
different center of mass energies are taken via an energy scan [63], at the DAΦNE
collider, which will be running on the Φ resonance for the next few years [68, 69, 70],
the radiative return due to initial state radiation is used to measure σhad below the Φ
peak (
√
s = 1.02 GeV)9. Although by this method statistics is reduced by about two
orders of magnitude this handicap can be compensated by virtue of the high lumi-
nosity of the DAΦNE collider10. Furthermore, since at DAΦNE the collision energy
is fixed at 1.02 GeV, the energy calibration has to be done only once which leads to a
reduction of the systematic error. One therefore can expect that σhad(
√
s ≤ 1 GeV)
will be determined with the desired precision within the next few years.
Note that the hadronic cross section which is observed experimentally is not
the quantity that is needed for the dispersion integral (1.7) and (1.9) for which the
8As an intermediate goal reaching a precision of 1 % for center of mass energies
√
s ≤ 1.4 GeV
could already reduce the theoretical error of ahadµ substantially to about 7 × 10−10.
9The radiative return phenomenon also allows to measure low energy cross sections at the
B-factories BABAR/SLAC and BELLE/KEK [71]. At higher energies R(s) measurements are
performed by the BES Collaboration at BEPC [72, 73]. Future plans attempt to remeasure R(s)
in the range MΦ < Ecm < MJ/ψ (PEP-N project at SLAC).
10The design luminosity of DAΦNE is L = 5×1032cm−2s−1. In December ’00 a peak luminosity
of L = 1.8 × 1031cm−2s−1 could be reached. This value is expected to be improved even further
in the near future.
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in terms of the lowest order µ-pair production cross section at s m2µ [18]. The ob-
served cross section in contrast is distorted by radiative effects due to real and virtual
initial state (IS) and final state (FS) photons. Hence the measured hadronic cross
sections have to be undressed from radiative corrections. Here IS bremsstrahlung
represents the dominant contribution which can easily account for an effect of several
percent, depending on the respective center of mass energy. But also FS corrections
can lead to sizable contributions which can exceed 1% of the measured total cross
section. Concerning the measurement of the hadron invariant mass distribution
dσ/ds′ as done at DAΦNE the contribution due to final state photons11 can exceed
10%.
Hence to reach the desired per mill accuracy for σhad(
√
s ≤ 1 GeV) a careful
treatment of QED corrections is needed. This includes above all the complete cal-
culation of the massive O(α) corrections to the process e+e− → ρ, ω → π+π−. In
addition higher order IS photonic corrections up to O(α3) and contributions from
initial state fermion pair production show significant effects in case of a radiative
return measurement of the invariant mass distribution of the hadronic final state
dσ/ds′. Thus they also have to be included into the analysis. Furthermore, bear-
ing in mind the experimental situation, realistic kinematical cuts have to be taken
into account. This can be done in the most flexible way by a dedicated computer
program by which the phase space integrations are carried out numerically.
At DAΦNE the experimental analysis is currently based on events with a tagged
photon [74, 75, 76, 77, 78, 79]. This has the advantage that hereby the background
due to competing processes like e+e− → π+π−π0 can be reduced more easily. Fur-
thermore, by applying strong cuts to the angle between the tagged photon and
the final state pions, the contribution from FS corrections can be reduced consi-
derably. Through this the model dependence concerning the undressing procedure
can be reduced [76]. On the other hand, selecting events with a tagged photon re-
duces statistics considerably. More seriously, the complete initial state O(α2) QED
corrections are known only for the case that the radiated photons are treated in-
clusively [80]. Hence, concerning the undressing procedure, at present it appears to
be hardly possible to reach a higher precision than of percent level when using the
tagged photon method only.
11Note that, due to the non-perturbative behaviour of QCD at low energies, how to apply
radiative corrections to the hadronic final state is not determined in a non-ambiguous way by
theory. Hence there remains a residual model dependence concerning the procedure of undressing
the observed cross sections from radiative corrections which is due to the final state photons.
7
In contrast to previous investigations in the present analysis the emphasis is
laid on an inclusive treatment of all photons, including those that materialize into
anything non-hadronic. To reach the desired precision the complete massive O(α)
initial state, final state and initial-final state interference corrections to the produc-
tion channel e+e− → π+π− are calculated. Taking furthermore into account the
photonic and IS fermion pair production contributions up to O(α3), the total cross
section σ, the π+π− pair invariant mass distribution dσ/ds′ and the pion angular
distribution dσ/d cos θ are then investigated for experimentally realistic kinematical
cuts. A strategy to extract the undressed hadronic cross section from the experimen-
tal data, which is needed for the dispersion integrals (1.7) and (1.9), is developed
and discussed. Finally the precision of this strategy is estimated, including a con-
sideration of the model uncertainty which is related to the non-perturbative QCD
effects of the π+π− final state.
The goal of this work is to provide the theoretical condition to extract the un-
dressed hadronic cross sections from the measured data at low energy hadronic
experiments like DAΦNE and VEPP-2M with a precision at per mill level.
Chapter 2
Some Remarks about Radiative
Corrections
In the following the QED corrections to low energy hadron production in e+e−
collisions will be considered. After a general model-independent treatment of the
initial state corrections I will focus on the production channel of a charged pion pair
(e+e− → π+π−). Analytic formulae for the complete massive O(α) corrections will
be presented. These include the real and virtual corrections to the final state as well
as the real and virtual interference corrections. The hadronic structure of the pions
will be parametrized by the pion form factor Fπ. The pion angular distribution
and cross sections with kinematical cuts are treated numerically, using the Fortran
program Aφρωdite [81]. They will be considered in chapter 4.
When calculating QED corrections to scattering processes in perturbation the-
ory one usually has to deal with infrared (IR) divergent expressions (infinities that
appear in the limit of zero momentum) and ultraviolet (UV) divergent expressions
(infinities that appear in the limit of infinite momentum).
The IR divergences are due to the fact that the incoming and outgoing particles of
a scattering process are treated as asymptotically free states in perturbation theory.
Concerning electrically charged particles such free states are unphysical since the
field quanta of QED, the photons, are massless and therefore can have arbitrarily
small energies. An electrically charged particle is therefore always “dressed” by a
cloud of very low energy photons. For a given scattering process adding the real and
virtual photonic corrections cancels the IR poles which appear in both contributions.
These poles are a consequence of the artificial separation of real and virtual photonic
corrections in perturbation theory and it was proven that the cancellation happens
in each order of the perturbative expansion [82, 83]. Considering the exclusive
measurement of a real photon which is emitted from a charged particle, restricting
the real photon phase space to a small photon energy Eγ < Λ, a straightforward
calculation would lead to an IR divergent result in the limit Λ → 0 which is obviously
unphysical. This is the case for contributions of each order in the perturbative
expansion. There is, however, a systematic way of getting rid of this unphysical
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behavior by adding contributions of all orders [83]. This leads to an exponentiation
of the in the limit Λ → 0 IR singular terms such that the observables are well
behaved for low photon energies.
In calculations of subleading corrections in perturbative QED we have to deal
with loop integrals which are UV divergent in four spacetime dimensions. To regu-
larize the UV divergences it is possible to introduce a formal UV cutoff, e.g. by
switching from 4 to 4−εUV spacetime dimensions (dimensional regularization). Since
observables are finite quantities in four spacetime dimensions we need a procedure of
removing the UV cut off while keeping the observables finite. In renormalizable the-
ories this can be achieved by a redefinition of the parameters (charges and masses)
and fields, thus absorbing the UV cutoff by switching from bare to renormalized pa-
rameters and fields. Since QED is a renormalizable theory [1] it is possible to rewrite
the QED-Lagrangian in terms of renormalized fields and parameters by introducing
a finite number of renormalization constants which allow for a cancellation of the
UV divergences to each order of the perturbative expansion. For further details on
the renormalization procedure see e.g. [84, 85, 86, 87].
Consider now the process of low energy hadron production in an e+e− collision
experiment. The dynamics of such a process is determined by a Lagrangian L which
is the sum of an electron contribution Le, a hadronic contribution Lh and a pure
gauge contribution Lγ:
L = Le + Lh + Lγ . (2.1)
The hadronic part of the Lagrangian depends on the specific hadronic channel under
consideration. The electron contribution and the pure gauge contribution read
Le = ψ̄ (i∂/− eA/)ψ −meψ̄ψ + (Z2 − 1) ψ̄i∂/ψ − (Z0 − 1) meψ̄ψ













Here the Lagrangian is written in terms of the renormalized quantities like the
renormalized Dirac field of the electron ψ, the renormalized photon field Aµ, the
renormalized electron mass me and the renormalized electromagnetic charge e. The
terms containing the renormalization constants Zi (i=0,1,2,3) - the counter terms
- lead to a cancellation of the UV divergences in the physical observables. Z3 is
related to the photon self energy which after Dyson summation of the irreducible
photon self energy contributions leads to the running of the electromagnetic coupling
[α → α(s)]1. Z0, Z1 and Z2 are related to the electron self energy Σe and the electron
vertex correction Λµ, respectively.
To obtain the next to leading order (NLO) total cross section σNLO for the process
under consideration one has to take into account all contributions including one
1In fact the running of α is a consequence of the renormalization group equation.
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additional real or virtual photon. Hence the cross section can be written as the sum
of two terms, one corresponding to the virtual and the other to the real photon O(α)









dLipsγ |Mγ|2 . (2.4)
In eq. (2.4) M0 is the Born amplitude, M1 is the sum of the amplitudes of all virtual
correction contributions (M1 =
∑
iM1i, with the summation index i running over
all 1-loop amplitudes) and Mγ is the lowest order amplitude for the process with
one additional photon in the final state. The integration measure dLips (dLipsγ)
corresponds to the Lorentz invariant phase space integrations.
Expanding the squared 1 loop amplitude yields
|M0 + M1|2 = |M0|2 +
∑
i
2<e(M0M∗1i) +O(α2) . (2.5)
Corrections of higher order can be neglected in a NLO calculation. Hence the NLO
differential cross section can be written as the sum of the 1-loop corrected Born
cross section and the lowest order cross section of the process with one additional






















As before the sum is taken over all virtual correction contributions corresponding





Note that there are additional NLO corrections coming from wave function renor-
malization of the fields corresponding to the in- and out-going particles (external
leg corrections). These corrections can also be written in the form of eq. (2.7) and
have to be included.
When integrating dσ/dΩ over the angles the real and virtual initial-final state
interference (IFS) correction contributions drop out which is a consequence of charge
conjugation invariance of the electromagnetic interaction. The NLO correction to
the total cross section is therefore determined by the correction factors δi corre-
sponding to the initial state (IS) and final state (FS) corrections only. The same is
true for the invariant mass distribution dσ/ds′ of the hadronic final state. As we





′) + σ0(s) ρfin(s, s
′) , (2.8)
where ρini(s, s
′) and ρfin(s, s
′) are the IS and FS radiator function corresponding to
the real and virtual IS and FS QED corrections, respectively. The form of eq. (2.8)
can be kept when higher order photonic corrections and IS pair production contri-
butions are included.
Chapter 3
Initial State Corrections to
e+e− → X
3.1 The Born Cross Section
The Born amplitude for the production of an arbitrary N -particle final state X in
e+e− collisions can be written as a Lorentz contraction of a vector current, corre-
sponding to the initial e+e− state, with a final state rank 1 tensor Hµ:
M0 = v̄s2(p2)(−ıeγµ)us1(p1) Hµ(q) , (q ≡ p1 + p2) . (3.1)
In eq. (3.1) p1, p2 are the momenta and s1, s2 are the spins of the initial state
electron e− and positron e+, respectively. Hµ corresponds to the final state X and
therefore depends on the final state masses m1, m2 . . .mN , the final state momenta
k1, k2 . . . kN and the final state spins t1, t2 . . . tN . The total Born cross section is
then obtained by integrating the squared Born amplitude (which is summed over the
































M0M†0 := E0µνF µν(q) . (3.4)
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In (3.4) the squared Born amplitude is written as a contraction of the Born initial
state tensor E0µν and the final state tensor F





































= A(s)gµν +B(s)qµqν, (3.7)
which only depends on the sum of all final state momenta q as well as on the
Lorentz invariant quantities s and the final state masses mi (i = 1 . . .N). The
second equality is a consequence of Lorentz covariance. With these definitions the
















In eq. (3.8) gauge invariance has been used which implies the Ward identity:
qµE0µν = 0 . (3.9)
Taking also for the final state tensor gauge invariance into account, F µν becomes
transverse:











This relation between the integrated final state tensor and the Born cross section
will be used when applying radiative corrections to the initial e+e− state.
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Consider now the case that a real photon γ(k, λ) is radiated off either the initial
state electron or the initial state positron (k is the photon momentum and λ the








(p/1 − k/) +me






−(p/2 − k/) +me




× ε∗ρλ (k) Hµ(q′) . (3.11)
Integrating the squared amplitude over the complete N + 1 particle phase space












































where eq. (C.7) in App. C was used. Note that the integral over the photon mo-
mentum k is IR divergent in n = 4 spacetime dimensions. To regularize the IR
divergence a soft photon cut off is introduced. Here this is achieved by dimensional
regularization, thus by switching from 4 to n = 4+ εIR dimensions. As for the Born
case also the squared amplitude for initial state bremsstrahlung can be written as a










MγM†γ := EγµνF µν(q′) . (3.13)
In contrast to the Born case the initial state tensor now includes the contribution












(p/1 − k/) +me






−(p/2 − k/) +me









(p/1 − k/) +me






−(p/2 − k/) +me






λ (k) . (3.14)
Again, as a consequence of gauge invariance, the initial state tensor obeys the Ward
identity:
q
′µEγµν = 0 . (3.15)
Using the relation between the integrated final state tensor and the Born cross
section in eq. (3.10) it is possible to write the total cross section corresponding to
























is the regularized initial state radiator function. Note that ρini does not contain
any information about the final state since only the trace of the initial state tensor
appears. It is therefore the same for any final state.














































The terms with two powers of the photon momentum k in the denominator become
singular in the limit n → 4 when integrating over the photon phase space. Since






−→ 0 , (3.19)
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the convolution integral in eq. (3.16) is usually divided into a low energy part (Eγ ≤
















E0 is the maximum photon energy. Λ is the soft photon cut off energy, depending
on the choice where to draw the boundary between soft photons (Eγ ≤ Λ) and hard
photons (Eγ > Λ), with the requirement that Λ is small, which means that
σ0(Eγ = 0) ' σ0(Eγ = Λ) . (3.21)
The initial state radiator function can be written as the sum of two contributions:
ρini(Eγ) = ρ
(1)
ini (Eγ) + ρ
(2)
ini (Eγ) , (3.22)
where ρ
(1)
ini is the contribution with two powers of k in the denominator. It is therefore
the dominant contribution to ρini at low photon energies Eγ . The Eγ integral over
ρ
(1)
ini becomes IR divergent for n→ 4.
From eq. (3.21) follows that the soft photon correction factorizes. Thus the Born
cross section is multiplied by a soft photon correction factor:






























The index “soft” indicates that the integral is taken in the soft photon range 0 ≤
Eγ ≤ Λ. Replacing the total cross section by the differential cross section (σ →
dσ/dΩ) the soft photon factor δSini stays the same. The calculation of the soft photon

























































To obtain the hard photon contribution σHγi the integral in eq. (3.17) has to be
calculated which yields the initial state radiator function ρini(s, s
′).
The integration can easily be carried out in the e+e− center of mass system which
is the same as the laboratory system. Since the integral is finite in 4 dimensions no









































To lowest order the inclusive cross section corresponding to photon emission from











Concerning hadron production in e+e− collisions at DAΦNE energies the electron
mass is much smaller than the center of mass energy (s  m2e). In this limit the

















which agrees with eq. (9) in the paper by Bonneau and Martin [88].




The amplitude corresponding to the initial state vertex correction can be written















+ (Z1 − 1)(1)γµ , (3.30)
17
where the numerator N and the denominator D of the integrand read:




2 −m2e + iε
] [





The vertex correction in (3.30) corresponds to the renormalized Lagrangian Le given
in eq. (2.2). In (3.30) the 1-loop counter term [(Z1 − 1)(1)γµ] leads to a cancellation
of the UV divergence of the integral. Using the following identities for the gamma
matrices in n dimensions:
{γµ, γν} = 2gµν , γµγµ = n , (3.33)
and taking into account the on-shell conditions for the initial state electron and
positron, the numerator N can be simplified:
N = γµ
[
−4p1p2 + 4(p1 − p2)k + (n− 2)k2
]
− 4 (p1µ − p2µ) k/
+ kµ [4me − 2(n− 2)k/] . (3.34)
Λµ can now be written as the sum of a contribution which is IR divergent in n =
4 dimensions (ΛIRµ ), an IR and UV finite contribution (Λ
fin
µ ) and a contribution








To regularize ΛIRµ an IR cut off has to be introduced. As for the soft photon case
this is achieved by treating the IR divergent integral in n = 4 + εIR dimensions.
ΛUVµ on the other hand can be regularized by switching to n = 4 − εUV dimensions.
The contributions to the initial state vertex correction can then be written in terms




3T [see App. A, eq. (A.50), eq. (A.68) and
eq. (A.73)]:
ΛIRµ = i(−ie2) µ−εIRIR γµ(−4p1p2) I3S(−p1, p2, k) , (3.36)
Λfinµ = i(−ie2) 4
[
γµ(p1α − p2α) − (p1µ − p2µ)γα + 4gµαme
]
× Iα3V (−p1, p2, k) , (3.37)




Iαβ3T (−p1, p2, k)
+ (Z1 − 1)(1) . (3.38)
As a consequence of Lorentz covariance and gauge invariance the vertex correction
contributions can be expressed as a linear combination of two rank-1 tensors. Λµ







2) , with x = IR, fin, UV . (3.39)
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Summing all three contributions yields
Λµ(q








2) = F IR1 (q
2) + F fin1 (q
2) + F UV1 (q
2) , (3.41)
F2(q
2) = F fin2 (q
2) + F UV2 (q
2) . (3.42)
When taking the classical limit, the form factors F1 and F2 appear to be related
to the coupling to an electric or a magnetic field. F1 ≡ Ge and F1 + F2 ≡ Gm are
therefore called the electric and magnetic form factor of the electron, respectively1.
The vertex correction to the Born amplitude can be written as a contraction of an
initial state tensor EV ertexµν , corresponding to the initial state vertex correction with





2<e [M0(q)Me∗V (q)] := EV ertexµν (q)F µν(q) , (3.43)
where



















( qµqν − s gµν )
}
.
The tensor structure of EV ertexµν reflects gauge invariance:
qµEV ertexµν = 0 . (3.44)
The initial state vertex correction contribution to the total cross section σVi is ob-
tained by integration over the complete phase space, thus by replacing the final state




























The form factor F2 is of O(m
2
e/s) and therefore can be neglected
2 The initial state
vertex correction tensor is then proportional to the Born initial state tensor:
EV ertexµν (q) = 2<e[F1(q2)] E0µν(q) . (3.46)
1Switching from the s-channel process to the t-channel process, F2(t = 0) is exactly the anoma-
lous magnetic moment of the electron.
2 At the g−2 experiments the t-channel process is measured, where the electron or muon inter-
acts with a classical magnetic field. The momentum transfer from the magnetic field is therefore
very small (t ' 0). F2(t = 0) ≡ (g − 2)/2 then becomes an experimentally measurable quantity.
19
Hence the initial state vertex correction is obtained simply by multiplying the dif-
ferential or total Born cross section by the factor 2<eF1(q2). Inserting the results

































































































































































Here F UV2 is given in the MS scheme. Hence the counter term reads
























How to apply the 1-loop self energy corrections to the external legs can be seen
when the S-matrix element to the process e+e− → X is written as a function of the
on-shell-truncated, renormalized Green’s function in momentum space G̃R,tr (see
e.g. [84]):




(1 − Σi1)−1/2 G̃R,tr(k1, ..., kN ; p1, p2) . (3.54)
The running parameter i corresponds to the two initial state and N final state












where Σf (p/f) is the renormalized irreducible self energy and m
ph
f is the physical
mass of the fermion, defined as the pole of its propagator. Since only the 1-loop
corrections will be taken into account it is possible to neglect terms of O(α2), thus





mphf = mf +O(α
2) , (3.57)
where mf is the renormalized mass, corresponding to the renormalized Lagrangian
in eq. (2.2). Σf1α is the O(α) contribution to Σ
f
1 . Hence the amplitude corresponding
to the 1-loop initial state e+e− self energy correction reads (with Σf ≡ Σe, Σf1α ≡ Σe1,
mf ≡ me)
MSi = M0 Σe1 . (3.58)
The 1-loop self energy Σe is the sum of an UV divergent integral which is regularized
in n = 4 − εUV dimensions and the 1-loop counter terms which contains the 1-loop
renormalization constants (Z0 − 1)(1) and (Z2 − 1)(1). The counter terms lead to a
cancellation of the UV divergences such that the result is finite:




(2 − n)(p/+ k/) + nme
[(p+ k)2 −m2e + iε] [k2 + iε]







where the functions A(p2) and B(p2) can be expressed in terms of the master inte-
grals I2S(p, k) and I
α
2V (p.k), given in App. A.
A(p2) = −ie2 n me I2S(p, k) −me (Z0 − 1)(1) , (3.59)








− (Z2 − 1)(1) . (3.60)
Inserting now the expression for I2S and I
α




























−me (Z0 − 1)(1) ,






















− (Z2 − 1)(1) .
In the MS scheme the counter terms read




























































dx (1 − x) log
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The derivatives of A and B are IR divergent. They are regularized in n = 4 + εIR
dimensions and can be expressed in terms of the derivatives of the corresponding
22



















































































































Hence the analytic results for the O(α) IS QED corrections are complete. IS correc-
tions of higher order will be considered together with the FS and IFS interference
corrections in chapter 4.
Chapter 4
Complete O(α) Corrections to
e+e− → π+π−
Consider now the production of a charged pion pair [e−(p1)e
+(p2) → π−(k1)π+(k2)]
which is the dominant hadronic channel for center of mass energies below 1 GeV.
Like any QED process pion pair production is always accompanied by the emission
of photons which can be either radiated off the initial e+e− state or the final π+π−
state. Here the major difficulty is how to apply radiative corrections to the final
state. Since perturbative QCD breaks down at low energies it is not possible to treat
the final state pions in terms of their constituent quarks. On the other hand hard
photons that participate in the scattering process can probe the pion sub structure.
Treating the pions as point-like particles by simply applying scalar QED is therefore
also not a solution to the problem. What makes things even more complicated is
the fact that the pion pair does not couple directly to the virtual photon but e.g. via
an intermediate ρ or ω resonance which are highly non-perturbative phenomena.
Usually the π+π− data are represented in terms of the pion form factor Fπ(s).
The absolute square of Fπ(s) can be expressed as the Born cross section including
photon vacuum polarization contributions devided by the lowest order cross section










Here βπ = (1 − 4m2π/s)1/2 is the pion velocity and Fπ(s) is the dressed form factor
which thus includes the photon vacuum polarization. To obtain the undressed form
factor F
(0)
π (s) we can proceed as in eq. (1.11):
|F (0)π (s)|2 = |Fπ(s)|2 (α/α(s))2 . (4.2)
The cross section ratio R(s) as defined in eq. (1.10) corresponding to pion pair




|F (0)π (s)|2 . (4.3)
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To apply radiative corrections to the lowest order cross section the procedure will
be the following: first the QED corrections for pointlike pions will be considered.
These results can then be extended to the case of physical pions by multiplying





$ % & '
attached in all ways to the charged lines.
Why can this procedure be trusted? There are two main points which convince
us that the model ambiguity of the FS radiation cannot be too large, although it is
hard to give a solid estimate of the uncertainty. The first point is that the FS QED
corrections are ultraviolet (UV) finite in our case. This is in contrast, for example, to
the weak leptonic decays of pseudo-scalar mesons, where the QED corrections to the
effective Fermi interaction depends on an UV cut-off, which in the SM corresponds
to a large logarithm which probes the short distance (SD) structure of the hadron.
There is no corresponding SD sensitivity in our case. This is confirmed by a recent
analysis of the radiative correction to the pion form factor at low energies within
the frame work of chiral perturbation theory [89]. In fact the correction does not
depend on any chiral low energy parameter, which would encode an eventual SD
ambiguity. The second important point is that the FS correction turns out to be
large (of order 10 %) in regions which are dominated by soft photon emission where
the treatment of the pions as point particles is actually justified. The question of
the model uncertainty will be discussed later in more detail.
The hadronic contribution to the Lagrangian Lh ≡ Lπ [see eq. (2.1)] is now
taken to be the gauge invariant, renormalized QED Lagrangian of charged point-
like particles which correspond to the complex scalar field Φ:
Lπ = (∂µΦ)(∂µΦ∗) − ie(Φ∗∂µΦ − Φ∂µΦ∗)Aµ + e2gµνΦΦ∗AµAν −m2πΦ∗Φ
+ (Z
(π)
2 − 1)(∂µΦ)(∂µΦ∗) − (Z
(πt)
1 − 1)ie(Φ∗∂µΦ − Φ∂µΦ∗)Aµ
+ (Z
(πq)
1 − 1)e2gµνΦΦ∗AµAν − (Z
(π)
0 − 1)m2πΦ∗Φ . (4.4)
From eq. (4.4) follows that the pions can couple via two different vertices to the
electromagnetic field. The Feynman rules for the vertices are the following:
1. Write −ie(p+ p′)µ for a negatively charged pion with the incoming momentum p
and the outgoing momentum p′ which couples to a photon via a triple vertex,
2. Write 2ie2gµν for a pion which couples via a quartic vertex to a photon
1.
1The factor 2 for the vertex is a consequence of the fact that the photon field is a real field.
Therefore two identical Wick contractions with external photon operators have to be taken into
account when deriving the Feynman rules. In addition there is a factor i which has to be taken




















Figure 4.1: Virtual and real O(α) QED corrections to the process e+e− → π+π−.
The dots stand for the remaining real photon initial-final state interference diagrams.
In Fig. 4.1 the Feynman diagrams corresponding to the real and virtual O(α) QED
corrections are given. If the pions were point-like scalar particles one could calculate
the radiative corrections in a more or less straightforward way by using the above
Feynman rules. To take into account the non-perturbative QCD effects we use the
pion form factor Fπ. A typical parameterization for Fπ is the Gounaris Sakurai
parameterization [90] (for other parameterizations see e.g. [91, 92]). In fact the pion
form factor can be “parametrized” in a more model independent way by exploiting
analyticity, unitarity and constraints from chiral perturbation theory together with
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information from ππ scattering data and by combining |Fπ(s)|2 data in both the
space–like and the time–like region [93, 94, 95, 96, 30].
It is the aim to extract Fπ from experimental data by undressing the experimen-
tally observed cross sections from radiative corrections. Using the usual procedure
of unfolding the QED corrections leads to a model dependence for the results which
can be estimated by a comparison of different form factor parameterizations. Later
it will be shown that for the radiative return measurement of the pion pair invariant
mass distribution dσ/ds′ one can avoid the choice of a specific form factor parame-
terization. In fact Fπ(s
′) can be evaluated directly from the experimental data.
Why is the above form factor ansatz a reasonable one to parametrize the extended
structure of the strongly interacting bound state pion? First of all it leads to the
right long range behavior if Fπ(0) = 1 which corresponds to pure scalar QED. It
also allows for a consistent treatment of radiative corrections under the condition
that one should not think of a form factor as being related to a pion vertex but to
the Born amplitude (factorization)2:
M0(s)[e+e− → π+π−] = Mpoint0 (s) × Fπ(s) . (4.5)
Mpoint0 is the Born amplitude for point-like pions, obtained from scalar QED. For
higher order virtual plus soft photon corrections the amplitudes can then be written
as








The factor δv+s is again calculated in scalar QED. “terms→ m2e/s” stands for terms
which lead to extra contributions to the observables which are of O(m2e/s). These
can safely be neglected. Clearly the renormalization procedure of scalar QED can
then be applied and the cancellation of infrared divergences is also achieved.
4.1 The Born Cross Section
Recall the Born amplitude for the production of a hadronic final state as given in
eq. (3.1):
M0 = v̄s2(p2)(−ıeγµ)us1(p1) Hµ(q) . (4.7)
Using the Feynman rules of scalar QED the tensor Hµ corresponding to the π+π−
final state can be determined:
Hµ(q) = −eFπ(s)
s
(kµ1 − kµ2 ) . (4.8)
2Often the pion form factor is regarded to be related to the γπ+π− triple vertex which would
modify the Feynman rules in such a way that the triple vertex of scalar QED is multiplied by
Fπ . This automatically leads to the right Born amplitude M0. However, a consistent and non-
ambiguous treatment of the radiative corrections would then be difficult. One should therefore
think of the pion form factor as being related to the Born amplitude and not to a vertex.
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Note that in eq. (4.8) the form factor is defined to be the function that multiplies
the tensor corresponding to pointlike scalar particles. Referring to eq. (3.4) the
squared matrix element can then be written as the contraction of the Born initial
state tensor E0µν with the final state tensor F









(kµ1 − kµ2 ) (kν1 − kν2) . (4.10)
The integrated final state tensor Fµν is then obtained by integrating over the com-
plete π+π− phase space [see eq. (3.7)]. The integration can easily be carried out in




























By comparing (4.11) with (3.10) and neglecting the electron mass (s m2e) one can












The total cross section σ0(s) can of course also be obtained by integration of the














|Fπ(s)|2 sin2 Θ . (4.14)
In eq. (4.14) Θ is the scattering angle of the pion in respect to the e+e− beam axis
in the CMS.
4.2 Hard Photon Radiation
Consider now the real photon corrections to pion pair production, thus the brems
strahlung process e−(p1)e
+(p2) → π−(k1)π+(k2)γ(k). Since the pions are electrically
charged, in addition to the radiation by the initial state electron or positron also the
radiation by the final state pions has to be taken into account. The bremsstrahlung
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amplitude therefore is the sum of the initial state radiation amplitude and the final
state radiation amplitude:
Mγ = Mγi + Mγf . (4.15)
The initial state radiation amplitude Mγi is given in eq. (3.11), where for the final
state rank 1 tensor one has to put the tensor corresponding to the π+π− final state




(kµ1 − kµ2 ) . (4.16)
A photon which is radiated by the final state pions can either couple via a triple
vertex to the positively or the negatively charged pion or it can couple via a quartic
vertex to the pion final state [see Fig. (4.1)]. Using the Feynman rules as discussed








2) T (π)νρ ε
∗ρ
λ , (4.17)
with the final state radiation tensor
T (π)νρ = −ie2
{
(k1 − k2 − k)ν(−2k2 − k)ρ
2k2k
+





To obtain the observable quantities, one has to take the absolute square of the









+ MγiM∗γf + MγfM∗γi + |Mγf |
2
.(4.19)
In eq. (4.19) the squared amplitude has been averaged over the initial e+e− spins





MγiM∗γf +MγfM∗γi correspond to the IS, the FS and the IFS interference O(α) real
photon corrections, respectively. Taking the expressions for the IS and FS radiation












































































2)(−gρρ′)(kµ1 − kµ2 ) ×
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(k1 − k2 − k)µ(−2k2 − k)ρ
2k2k
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(k1 − k2 − k)µ(−2k2 − k)ρ
2k2k
+


















tr [(p/2 −me)γµ(p/1 +me)γµ′ ] . (4.23)
The calculation of the traces has been carried out by the symbolic manipulation
program FORM [98]. Analytic results for the total cross section σ and the pion pair
invariant mass distribution dσ/ds′ have been obtained by tensor integration (see
App. C). For this purpose the matrix element corresponding to the IS, FS and IFS
interference corrections is written as a contraction of an initial state tensor Exµν...τ
with a final state tensor F µν...τx , (x = ini, fin, int), respectively:
|Mγi|
2





































2 , k1,2k) . (4.24)
As shown in App. C the 3-particle phase space integration can then be written as
two subsequent 2-particle phase space integrations, followed by an integration over
the invariant mass of the pion pair s′ [see eq. (C.7)].
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The final state tensor F µν...τx can then be integrated over the pion momenta
in the π+π− center of mass system, leading to a tensor Fµν...τx (qµ, kµ) which after
contraction with the initial state tensor Exµν...τ can easily be integrated over the














δ4(q − k − q′) Exµν...τFµν...τx , (4.25)
with






δ4(q′ − k1 − k2) F µν...τx . (4.26)
The calculation of the tensor integrals in (4.26) has again been carried out by a
FORM program, where the results of the master integrals which are given in App. C
were used. Due to the fact that the electromagnetic interaction is invariant under
charge conjugation (Furry’s theorem), in pure QED there is no IFS interference
contribution to the pion pair invariant mass distribution dσ/ds′ and the total cross
section σ. Thus the IFS interference is purely antisymmetric and therefore only
contributes to the angular distribution dσ/dΩ. The invariant mass distribution can







′) + ρfin(s, s
′) σ0(s) . (4.27)
The initial state radiator function ρini(s, s
′) is defined in eq. (3.26). It does not
depend on the final state particles. The final state radiator function ρfin(s, s
′) on the
other hand does of course depend on the π+π− final state. The calculation leads to




































Since the integration over s′ yields an IR divergent result, as before in eq. (3.20) the
real photon correction is split into an IR finite hard photon part and a soft photon
part which is IR divergent in 4 dimensions but can be regularized by switching to
n = 4 + εIR dimensions. Then the regularized total cross section for the production




















What still remains to be calculated is therefore the soft photon final state correction
factor δSfin(s,Λ).
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To determine the final state soft photon correction factor δSfin(s,Λ) the contribu-
tions of |Mγf |
2
becoming IR divergent when integrating over the phase space in four
spacetime dimensions, have to be extracted. These are the terms with two powers



















Thus the final state soft photon correction factor is obtained by integrating over the





















The index “soft” indicates that the integral is taken in the soft photon region
(0 ≤ Eγ ≤ Λ). So the only difference to the initial state soft photon bremsstrahlung






















































Analogous to the IS case the FS soft photon factor in eq. (4.33) is the same for the
angular distribution (dσ/dΩ) since we are dealing with a neutral current process for
which the IS and FS corrections decouple. The IS and FS corrections therefore do
not depend on the pion scattering angle.
4.4 Soft Photon Initial-Final State Interference
As for the cases of IS and FS radiation we can obtain the IFS interference soft photon








































U = −u+m2e +m2π ≡ 2p1k1 = 2p2k2 , (4.36)
T = −t +m2e +m2π ≡ 2p1k2 = 2p2k1 , (4.37)
s+ t+ u = 2m2e + 2m
2
π . (4.38)
Also the interference correction can be written as a regularized (n = 4 + εIR) cor-
rection factor δSint(t, u,Λ) which multiplies the Born angular distribution. δ
S
int is
antisymmetric which is a consequence of charge conjugation invariance. As noted
before the IFS interference correction therefore does not contribute to the soft pho-
ton correction of the total cross section and the pion pair invariant mass distributions








= 0 . (4.39)
From eq. (4.34) and (4.35) one can immediately read off the soft photon correction
factor in the form of a regularized integral over the photon momentum k:
























In eq. (4.40) again the index “soft” indicates that the integral is taken in the soft
photon region 0 ≤ Eγ ≤ Λ. The calculation of the soft photon integral is presented
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− F (u) + F (t)
}
, (4.41)
with (x = u, t)
F (x) =
[
fx1 (κ1) − fx1 (κ2) − fx1 (κ4) + fx2 (κ3) − fx3 (κ1, κ2) − fx3 (κ4, κ1)
+ fx3 (κ4, κ2) + f
x
4 (κ2, κ1) + f
x
4 (κ1, κ4) + f
x
4 (κ2, κ4) − fx5 (κ3, κ1)
+ fx5 (κ3, κ2) − fx5 (κ3, κ4) − fx6 (κ1, κ3) − fx6 (κ2, κ3) + fx6 (κ4, κ3)
]
, (4.42)




log2[bx − η] −
1
2




log2[η − a] − 1
2
log2[η − bx] , (4.44)
fx3 (η1, η2) = −Li2
[
(bx − a)(η1 − η2)


















fx4 (η1, η2) = Li2
[
(bx − a)(η2 − η1)















































































λ(A,B,C) = A2 +B2 + C2 − 2AB − 2AC − 2BC . (4.52)
For the second equality in eq. (4.41) the high energy approximation s  m2e was
used.





The amplitude of the final state vertex correction MππV can be written in a similar















In (4.54) Λµt corresponds to the vertex correction diagram a) in which the virtual
photon couples via two triple photon-pion vertices. Λµq corresponds to the diagrams
b) and c) in which the virtual photon couples via a triple and a quartic photon-pion
vertex. Let’s first consider diagram a). Applying the Feynman rules leads to the







(kµ1 − kµ2 + 2kµ)(2k1α + kα)(−2kα2 + kα)
[(k1 + k)2 −m2π + iε] [(k2 − k)2 −m2π + iε] [k2 + iε]
+ (kµ1 − kµ2 )(Z
(πt)
1 − 1)(1) , (4.55)
which corresponds to the renormalized Lagrangian in eq. (4.4). The 1-loop counter
term which is the term ∝ (Z(πt)1 − 1)(1) cancels the UV divergence of the integral.
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As for the case of the initial state vertex correction one can write Λµt as a sum of an
IR divergent, an IR and UV finite and an UV divergent contribution. Compared to
to the fermionic case there is an additional contribution, the 2-point function (Λµt2p)




+ Λµtfin + Λ
µ
tUV
+ Λµt2p . (4.56)
Λµt2p is a consequence of the cancellation of two powers of k in the numerator of the
integrand against the photon propagator k2 in the denominator, leaving just two
pion propagators.
The IR divergent contribution to Λµt can be expressed in the form of the master
integral I3S which is given in App. A, eq. (A.50):
ΛµtIR = −2i(−ie)2 (k
µ
1 − kµ2 )(s− 2m2π)i(−ie)2I3S(k,−k1, k2) . (4.57)
Like for the initial state vertex correction one can express the contributions to Λµ(π) in




2) (kµ1 − kµ2 ) , (4.58)













































































Λµtfin = −4(s− 2m
2
π)i(−ie)2 Iµ3V (k,−k1, k2)
+ 2(kµ1 − kµ2 )(k1α − k2α)i(−ie)2 Iα3V (k,−k1, k2) . (4.60)
Using the solution of the master integral given in eq. (A.68) also allows us to express




2) (kµ1 − kµ2 ) , (4.61)
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The UV divergent contribution is the sum of the regularized UV divergent contri-
bution to the integral and the counter term:
ΛµtUV = 4(k1 − k2)αi(−ie)2 µεUVUV I
αµ
3T (k,−k1, k2)
+ (kµ1 − kµ2 )(Z
(πt)
1 − 1)(1) . (4.63)
Inserting the solution for Iαβ3T [see eq. (A.73)] and choosing as before the MS scheme
determines the 1-loop renormalization constant:
(Z
(πt)










































It will now be shown that the 2-point integral contribution




kµ1 − kµ2 + 2kµ
[(k1 + k)2 −m2π + iε] [(k2 − k)2 −m2π + iε]
(4.66)
vanishes. To see this, substitute k = P + k2:




2P µ + qµ



















































Here Feynman parameters were used to write Λµt2p in the form of eq. (A.7). Then















dx (1 − 2x)
[
q2x(x− 1) +m2π − iε
]−εUV /2 . (4.70)
Consider now the integral in (4.70) and substitute u = x− 1/2:
∫ 1
0
dx (1 − 2x)
[










]}−εUV /2 = 0 . (4.71)
Thus the integral vanishes because the integrand is odd under the interchange u↔
−u and the integration interval is symmetric around u = 0. Therefore, as already
remarked above, the 2-point contribution to the 3-point function also vanishes:
Λµt2p = 0 . (4.72)
This has to be the case since this contribution would have been proportional to qµ
and therefore would have spoiled gauge invariance. Having calculated all contribu-
tions to Λµt , what remains is the calculation of the contributions corresponding to
diagram b) and c) which contain the quartic vertices. The sum of both diagrams in
terms of the master integrals I2S and I
µ
2V reads (n = 4 − εUV )
Λµq = 2ie
2µ4−n [2I2S(−k1, k)kµ1 + Iµ2V (−k1, k) − 2I2S(k,−k2)kµ2
− Iµ2V (k,−k2)] + (kµ1 − kµ2 )(Z
(πq)
1 − 1)(1) . (4.73)


























































= F q1(π) (k1 − k2)µ , (4.76)
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Adding the contribution of eq. (4.64) then yields
(Z
(π)
1 − 1)(1) = (Z
(πt)
1 − 1)(1) + (Z
(πq)





















The calculation of the pion pair self energy corrections (which are needed for the
wave function renormalization of the fields corresponding to the final state pions) is
similar to the calculation of the initial state self energy corrections (see the previous
chapter). Recalling eq. (3.54), allows us to write the FS self energy amplitude as













Σ(π) is the irreducible 1-loop pion self energy which can be written in terms of the
functions A(π)(p2) and B(π)(p2):






[(p+ k)2 −m2π + iε][k2 + iε]
+i(Z
(π)









A(π)(p2) = −ie2I1S(m2π) − (Z
(π)









− (Z(π)2 − 1)(1) . (4.83)
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The integrals I1S, I2S and I
α
2V are again given in App A [eq. (A.12), (A.18), (A.19)].
In the MS scheme the counter terms that cancel the UV divergences read
(Z
(π)




















































dx (1 − x) log
[





Since A(π) does not depend on the momentum p, only B(π) contributes to the external















1 is UV finite but IR divergent. It is regularized in n = 4 + εIR dimensions. Here






















































Inserting eq. (4.90) and (4.89) into eq. (4.88) finally yields the pion self energy

























4.7 The Box Diagrams
The Feynman diagrams shown above correspond to the 1-loop IFS interference cor-
rections. Let us first consider the diagrams with four vertices, where the initial
e+e− state is connected to the final π+π− state by the two photons γ(k) and γ(l),










the photon γ(k) is connected to the initial state electron e− and the photon γ(l) is
connected to the initial state positron e+. For the two different topologies of the box
diagrams the labels “a)” and “b)” will be used, as shown in the figure above. Thus
for box a) the photon γ(k) is connected to the negatively charged pion π− and the
photon γ(l) is connected to the positively charged pion π+. In the case of box b) the
photon γ(k) is connected to π+ and the photon γ(l) is connected to π−. The loop
momentum is chosen to flow anti-clockwise. Again the master integrals which are
derived in App. A will be used. The following abbreviations for the box propagator
terms will be used:
Dpi := (pi − k)2 −m2e + iε , i = 1, 2 , (4.92)
Dkj := (kj − k)2 −m2π + iε , j = 1, 2 , (4.93)
Dk := k
2 + iε , Dq := (q − k)2 + iε . (4.94)
For the numerators of the box integrals Na and Nb corresponding to the diagrams
a) and b) we obtain
Na := v̄s2(p2)(k/1 − k/2 − k/)(p/1 − k/+mπ)(2k/1 − k/)us1(p1) , (4.95)
Nb := v̄s2(p2)(k/1 − k/2 + k/)(p/1 − k/+mπ)(k/− 2k/2)us1(p1) . (4.96)
This allows us to write the amplitudes of box a) and box b) in a compact way:







Na and Nb can be transformed into a more convenient form by applying the anti-
commutation relations of the γ matrices and by using the on-shell conditions for the
external pions:
Na = j0 (2U +Dp1 +Dk) − j1αkα (2U +Dp1) − 2ja2αkα , (4.98)
Nb = −j0 (2T +Dp1 +Dk) − j1αkα (2T +Dp1) + 2jb2αkα , (4.99)
where the following definitions have been used:
j0 = v̄s2(p2)(k/1 − k/2)us1(p1) , (4.100)
j1α = v̄s2(p2)γαus1(p1) , (4.101)
ja2α = v̄s2(p2)(k/1 − k/2)γαk/1us1(p1) , (4.102)
jb2α = v̄s2(p2)(k/1 − k/2)γαk/2us1(p1) , (4.103)
U = 2p1k1 , T = 2p1k2 , u = (p1 − k1)2 , t = (p1 − k2)2 .(4.104)
41
The box amplitudes can now be expressed in terms of the scalar and rank-1-tensor
3-point functions and 4-point functions which are presented in App. A:
Ma = e4 Fπ(s)
{
2Uj0I4S(k, p1, q, k1) − 2 [Uj1α + ja2α] Iα4V (k, p1, q, k1)
+ j0I3S(k, q, k1) + j0I3S(p1, q, k1) − j1αIα3V (k, q, k1)
}
, (4.105)
Mb = e4 Fπ(s)
{




Iα4V (k, p1, q, k2)
− j0I3S(k, q, k2) − j0I3S(p1, q, k2) − j1αIα3V (k, q, k2)
}
. (4.106)
Let us now define the T matrix element:




fi = −i (Ma + Ma) , (4.107)
where the indices i and f correspond to the initial e+e− state and the final π+π−
state, respectively. Then the correction factor δbox which corresponds to the sum of
the diagrams a) and b) can be related to the T matrix element in the following way:
T 0fi δbox = 2<e
[




, with T 0fi = −iM0 , (4.108)
M0 being the Born amplitude given in (4.7). The box amplitudes given in (4.105)
and (4.106) are IR divergent but UV finite in four dimensions, the IR divergent
contribution being proportional to the scalar 4-point integral I4S. It is therefore
useful to write δbox as the sum of an IR divergent part which is regularized in 4+εIR






Then the IR divergent correction factor can be related to the IR divergent contri-
bution of the T matrix elements:
δIRbox = 2<e
[






T a,IRfi = + 8πα s U I4S(k, p1, q, k1) T
0
fi , (4.111)
T b,IRfi = − 8πα s T I4S(k, p1, q, k2) T 0fi . (4.112)
Using the solution of the real part of the scalar four point integral I4S in App. A,




















Later, when adding the contribution from the IFS interference correction, the IR
pole in eq. (4.113) is going to cancel.
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What remains is the evaluation of the finite contribution δfinbox. The rank 1 tensor
integrals Iα3V and I
α
4V in eq. (4.105) and (4.106) can be expressed in terms of the scalar
integrals by using the method of tensor reduction, as shown in App. C. Then, after
some algebra, the amplitudes Ma and Mb can be transformed into the following
form:
Ma = e4 Fπ(s) j0
{









U2 − Us+ sm2π
[
U(U −m2π)[sI4S(k, p1, q, k1) − 2I3S(k, p1, k1)]
+ (2U2 − Us + sm2π)I3S(k, p1, q)




Mb = −e4 Fπ(s) j0
{









T 2 − Ts+ sm2π
[
T (T −m2π)[sI4S(k, p1, q, k2) − 2I3S(k, p1, k2)]
+ (2T 2 − TS + sm2π)I3S(k, p1, q)




The calculation of the master integrals is presented in App. A. Some additional












































































































































Obviously the box correction factor δbox is an antisymmetric function in the polar
angle Θ in the CMS. Hence, like the real photon IFS interference correction also the
box correction drops out due to C-symmetry when the differential cross section is
integrated over the angles.
Finally let’s consider the triangular box diagram shown in Fig. c). Using the






[(p1 − k)2 −m2e + iε][k2 + iε][(q − k)2 + iε]
= −4e4
[
me v̄s2(p2)us1(p1) I3S(k, q, p1)
+ v̄s2(p2)γµus1(p1) I
µ
3V (k, q, p1)
]
. (4.120)
The solution for the scalar integral I3S(k, p1, q) is given in eq. (A.61). The rank 1
tensor integral Iµ3V (k, p1, q) can be solved by using the following tensor ansatz:
Iµ3V (k, p1, q) = fq q
µ + fp1 p
µ
1 . (4.121)
From gauge invariance it follows that no terms ∝ fq can contribute to Mc. On
the other hand the terms ∝ fp1 lead to contributions ∝ me when using the on-
shell condition for the initial state electron. Therefore the contributions from the
triangular box diagram are ∝ m2e/s. Hence, since s  m2e, the triangular box
diagram can be neglected completely.
4.8 Results and Discussion
Collecting the results for the real and virtual QED corrections allows us to evaluate
precision observables which are relevant for low energy hadronic experiments like at
DAΦNE and VEPP-2M. As we will see when adding the soft and virtual contribu-
tions the IR poles are going to cancel and the parameters µIR and µUV are going to
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drop out. Adding then the hard photon contribution leads also to a cancellation of
the terms containing the soft photon energy cut off Λ. The NLO total cross section
can now be written as the sum of the Born cross section multiplied by a correction
factor which contains the IS and FS soft plus virtual corrections δini and δfin and the
convolution integrals corresponding to the hard IS and FS photons:















The hard photon IS and FS radiator functions ρini and ρfin are given in eq. (3.26)


















































































The IS and FS state soft plus virtual corrections δini and δfin are obtained by taking
the sum of the self energy-, vertex- and soft photon contributions which were pre-
sented in the previous sections. Thus the IS soft plus virtual O(α) correction factor
3The conventions are similar to those in [80].
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becomes
δini(Λ) = 2<e [F IR1 (s, εIR)] + 2<e [Σ1(εIR)] + δSini(s,Λ, εIR)

























































































ini (s) . (4.129)
For the last line in (4.129) the high energy approximation (s  m2e) was taken



















The FS soft plus virtual O(α) correction factor is the sum of the FS electromagnetic
form factor F1 corresponding to the FS vertex correction, the π
+π− external leg self












































































































Table 4.1: Contribution of O(α) FS corrections to the total cross section (in%).
To obtain the total cross section σ(s) the convolution integrals in eq. (4.122) have
to be evaluated. This can be done easily by numerical integration. The next to next
to leading order (NNLO) contributions to the total cross section σ account for in
average less than 3 per mill (at most 1 %, at
√
s = 1.02 the contribution is 2 per
mill). The results are plotted in Fig. 4.2. In Table 4.1 the contribution of the O(α)
FS corrections for different center of mass energies is shown. Here the pion form
















































s < mπ +mω only the real part of G(s) is kept. The second term accounts for
the ρ−ω–interference. The factor G(s) incorporates the effect of the ρ−ω inelastic
channels. The parameters are M = 1.2 GeV, Γ = 0.15 GeV [99] and n = 0.22, A1 =
0.29 GeV2, A2 = −2.3, A3 = −0.012, A4 = 1.84 [17]. Using the form factor given in
the paper by Kühn and Santamaria [91] does not change the results substantially.
Although it can be hardly recognized directly from Fig. 4.2, the FS contributions
are not marginal for energies below the ρ resonance peak which is at 0.76 GeV.
Taking the high energy limit in (4.122) provides a good cross check for the FS
correction results. Carrying out the s′ integration for s→ ∞ and adding this result
to the high energy virtual and soft photon FS corrections leads to an expression
in which the s dependence drops out. This has to be the case according to the
Kinoshita-Lee-Nauenberg theorem [100, 101] which requires the collinear logarithms
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Figure 4.2: Total cross section σ(s) as a function of the center of mass energy. The
solid line corresponds to σ(s) as given in eq. (4.122). The dotted line corresponds to
the Born cross section. The dot-dashed line corresponds to the Born cross section
with O(α) IS corrections.
















































































and provides a good measure for the dependence of the observables on the pion
mass. Neglecting the pion mass is obviously equivalent to taking the high energy
limit. In this limit we observe:
η(s→ ∞) = 3 . (4.137)
Our result in (4.137) agrees with the result obtained by Schwinger [102] but disagrees
with that in [97] for which in this limit the terms ∝ π2 do not drop out. In Fig. 4.3
η(s) is plotted as a function of the center of mass energy. It can be realized that for
energies below 1 GeV the pion mass leads to a considerable enhancement of the FS
corrections. Regarding the desired precision, ignoring the pion mass would therefore
lead to wrong results.
Close to threshold for pion pair production (s ' 4m2π) the Coulomb forces be-
tween the two final state pions play an important role. In this limit the factor η(s)
becomes singular [η(s) → π2/2βπ] which means that the O(α) result for the FS
correction cannot be trusted anymore. Since these singularities are known to all




















Above a center of mass energy of
√
s = 0.3 GeV the exponentiated correction to
the Born cross section deviates from the non-exponentiated correction less than 1
%.
At the DAΦNE collider not the total cross section but the pion pair invariant
mass distribution dσ/ds′ is measured. As we will see, to reach the desired precision
also the IS O(α2) [80] and the leading log O(α3) [104] photonic corrections as well as
the contributions from initial state fermion pair production [80, 105, 106, 107] (see
Fig. 17) have to be taken into account. Among the latter only e+e− pair production
is numerically relevant. The FS corrections are given to O(α) where the pion masses
are kept everywhere. Yennie-Frautschi-Suura resummation [82, 83] was applied to
























Figure 4.3: The FS correction factor η(s) as a function of the squared center of mass












Figure 4.4: Initial state fermion pair production. Diagram a) shows an example of a
non-singlet contribution, f+f− being a fermion pair which is radiated off the initial
state electron or positron. For f = e also singlet contributions like diagram b) have












1 + δ̃V+Sini (s)
]













1 + δ̃V+Sfin (s)
]
× Bπ(s, s′) [1 − z]Bπ(s,s




having used the definitions in eq. (4.125), (4.126), (4.127), (4.128), (4.130) (4.131)
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and
δ̃V+Sini (s) = δ̃
V+S(1)
ini (s) + δ̃
V+S(2)
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π2
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Le + . . . , (4.151)
δ̃
pp(3)
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The O(α3) corrections (4.144), (4.147) and (4.152) are taken from [104] and [106, 107]
respectively. The dots in (4.144), (4.146), (4.150) and (4.151) correspond to O(α2)
contributions which do not contain any log(s/m2e) terms and can be neglected safely.
Fig. 4.5 shows the pion pair invariant mass distributions dσ/ds′ with radiative
corrections normalized to dσ/ds′ with only O(α) IS corrections (
√
s = 1.02 GeV).
In Table 4.2 the contribution from IS O(α2) and FS O(α) photonic corrections are
shown for different center of mass energies.
The following points can be recognized:
1. The FS corrections (dotted line) are quite large, especially in the region of soft
photons as well as for very hard photons;
2. The O(α2) IS effects are considerable;
3. The FS and IS contributions compensate each other significantly for large s′.
Fig. 4.6 shows dσ/ds′ for different center of mass energies
√
s. Going to smaller
center of mass energies the O(α2) IS corrections become smaller and smaller. On the
other hand the FS contributions remain considerably large. Interestingly, for the φ
resonance energy (
√
s = 1.02 GeV) both the O(α2) IS and the O(α) FS contributions
are large. Quantitatively this is shown in Table 4.2. The resummation of the O(α2)
IS soft photon logarithms [see (4.140)] gives a contribution smaller than 5 per mill for
s′ below the ρ resonance peak and smaller than 3 per mill above it. The resummation
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0(a) FS with resum.
0(a) IS with resum
0(a2) IS with resum.
Figure 4.5: Pion pair invariant mass distributions (dσ/ds′) with radiative correc-
tions, normalized to dσ/ds′ with only O(α) IS corrections. The thick line shows the
case when up to O(α2) IS and O(α) FS contributions (excluding IS pair produc-
tion) are taken into account and appropriately resummed [see (4.139-4.141)]. The
thin solid line shows the same but this time without resummation. The dotted
line corresponds to the O(α) FS corrections (together with O(α) IS corrections).
For the long-dashed and the dot-dashed lines only the resummed IS O(α2) and the
resummed IS O(α) radiative corrections are taken into account, respectively.
of FS soft photon logarithms [see (4.141)] changes the complete results only slightly
(less than 0.5 per mill). To reduce the theoretical error to a few per mill one also has
to include the contributions from initial state e+e− pair production [80, 105, 106,
107], given in (4.148) and (4.152). In Table 4.3 and 4.4 the O(α2) and leading O(α3)
pair production contributions to dσ/ds′ for different hadronic energies are presented.
What is remarkable is the very large singlet contribution [see Fig. 17b)] in the region
of low hadronic energies which amounts about 8 per cent for
√
s′ = 0.3 GeV. Since
these effects are related to e+e− pairs which are mainly emitted collinearly to the
beam axis they escape detection and therefore have to be included into the data
analysis. Hence when unfolding the data from radiative corrections also these effects
have to be subtracted. The leading contribution from O(α3) pair production appears
to be less than 1 per mill which gives us a good estimate about the precision we
can expect. Also the leading log O(α3) IS photon correction [104], which is given in
(4.144) and (4.147) is taken into account. The contribution can be of the order of
4 per mill for hadronic energies below the ρ resonance peak, as shown in Table 4.5.
The total cross section σ(s) can be obtained by integrating dσ/ds′ in eq. (4.139)
over s′ numerically. The perturbative precision is now better than of per mill level
which is more accurate than the O(α) result in eq. (4.122).
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Figure 4.6: Pion pair invariant mass distributions (dσ/ds′) for different center of
mass energies
√
s = 0.6, 0.76, 0.9, 1.0, 1.02 GeV. The solid lines stands for the “com-
plete” cross section, including O(α2) IS and O(α) FS corrections [see eq. (4.139-
4.141)]. The dotted lines give the results when the O(α2) IS corrections are ne-
glected. The dot-dashed lines correspond to the case when the O(α) FS contribution
is neglected.
√









0.9 − 3.6 5.5
0.95 − 6.9 10.1
1.0 − 15.3 16.6
Table 4.2: Contribution of O(α2) IS and O(α) FS corrections to dσ/ds′ (in %),√
s = 1.02 GeV.
We now consider the IFS interference corrections (see Fig. 4.1) which modify the
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√







0.76 3.9 − 0.01
0.8 3.4 − 0.24
0.9 2.7 − 0.27
1.0 1.2 0.06
Table 4.3: O(α2) contribution from IS pair production to dσ/ds′ (in per mill).
In the second column only the singlet contribution (including singlet-non-singlet
interference) is shown.
√
s′ [GeV] O(α3) IS pp Singlet
contribution contribution
0.3 − 0.87 − 1.27
0.4 − 0.45 − 0.82
0.5 − 0.18 − 0.48
0.6 − 0.07 − 0.27
0.7 − 0.09 − 0.15
0.76 − 0.15 − 0.10
0.8 − 0.21 − 0.07
0.9 − 0.43 − 0.03
1.0 − 0.72 − 0.001
Table 4.4: O(α3) IS pair production contribution to dσ/ds′ (in per mill).



















where the correction factor δ is the sum of the virtual plus soft photon IS, FS and
IFS interference correction factors:
δ(Λ) = δini(Λ) + δfin(Λ) + δint(Λ) . (4.156)
dσh/dΩ is the hard photon contribution which is calculated numerically. δini(Λ) and
δfin(Λ) are given in (4.129) and (4.131). δint(Λ) is obtained by summing the box
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√











Table 4.5: O(α3) leading log IS photon contribution to dσ/ds′ (in per mill).
contribution given in eq. (4.116) to the IFS interference soft photon contribution











































































































































F (x) = [fx1 (κ1) − fx1 (κ2) − fx1 (κ4) + fx2 (κ3)
− fx3 (κ1, κ2) − fx3 (κ4, κ1) + fx3 (κ4, κ2)
+ fx4 (κ2, κ1) + f
x
4 (κ1, κ4) + f
x
4 (κ2, κ4)
− fx5 (κ3, κ1) + fx5 (κ3, κ2) − fx5 (κ3, κ4)
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λ(x, y, z) = z2 + y2 + z2 − 2xy − 2xz − 2yz.
From (4.157) it can be seen immediately that δint is antisymmetric, thus it changes
sign under the exchange t ↔ u [t(u) = (p1 − k2(1))2]. This is actually required by
charge conjugation invariance.



















Figure 4.7: π− angular distribution for
√
s = 1.02 GeV. The solid line, corresponding
to the complete O(α) corrections, is not symmetric as a consequence of the IFS
interference corrections. Both the tree level distribution and the distribution with
only IS and FS corrections are symmetric.
Table 4.6 shows the IFS interference contribution to the pion angular distribution
(Fig. 4.7). One can recognize, that with an angular cut between the pion momentum
and the beam axis of 20o ≤ Θ ≤ 160o this is not bigger than 5.6 %. The importance
of the interference contribution can be enhanced by tagging the photon and imposing
a strong cut on the angle between the photon momentum and the beam axis [76] (see
Fig. 4.9 and 4.8). By such a strong cut scenario the IS brems strahlung contribution
which is dominated by photons emitted collinearly to the beam axis is reduced













0. 61.76/ 61.76 0.0




1.0 0.99/ 0.52 −47.5
Table 4.6: Contribution of the interference terms (in %) to the differential cross
section (corresponding to the solid and dotted line in Fig. 4.7).
The results presented so far have been obtained by the dedicated Fortran pro-
gram Aφρωdite . It generates cross sections with the option of kinematical cuts
as needed by experiment. As shown before, the O(α2) IS (photonic and IS pair
production) contributions to dσ/ds′ are considerable and even O(α3) leading log
contributions should be included. Analytical formulae for the full O(α2) IS correc-
tions with cuts have not been calculated so far. At this stage we therefore rely on
























dσ(α)/ds′ is the differential cross section to O(α). See Fig. 4.10 for an example. In
the limit s′ → s the above approximation is exact since then the radiated photons
are soft. In principle we can expect that away from this limit the situation is
different since the contribution from a second hard photon could distort the angular
distribution of the pions. The distortion however remains below 1 per mill for
s′ ≥ 0.3 GeV2 and an angular cut between the pion momenta and the beam axis of
less than 30 degrees5.
In the case of a tagged photon the FS corrections can be reduced by applying
strong cuts between the photon and the final state particles. See Fig. 4.11 for such a
4For an exact treatment we would need the analytic expression for the angular distribution at
O(α2).
5We thank S. Jadach for help in checking this with a dedicated MC program based on [108].
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Figure 4.8: Lowest order π− angular distribution for the case of a tagged photon.
The angular cut between the photon momentum and the beam axis is chosen such
that only photons in the angular range 60o ≤ Θγ ≤ 120o are detected. The difference
between the solid and dotted line is due to an additional cut between the tagged
photon and the pions 7o ≤ Θγπ ≤ 173o (solid line). This cut was also applied to the
remaining dashed and dot-dashed line. The curves correspond to different values for
the minimal photon energy Λ. The solid and the dotted line correspond to Λ = 0.01
GeV, the dashed line to Λ = 0.02 GeV and the dot-dashed line to Λ = 0.03 GeV.
s’ Set A Set B set A − set B
all no FS all no FS all no FS
0.8 11.994 9.981 18.231 16.121 6.237 6.140
0.85 12.252 9.494 18.201 15.313 5.949 5.819
0.9 14.212 10.168 20.615 16.384 6.403 6.216
Table 4.7: dσ/ds′ in [nb/GeV2], for some values of s′. The FS contribution for
a strong cut scenario (SetA-SetB) is shown. It is 1.6 %, 2.2 %, 2.9 % for s′ =
0.8, 0.85, 0.9 GeV2, respectively.
strong cut scenario at the φ peak. It can be seen that the strong cuts reduce the FS
contribution considerably. However, as shown in Table 4.7, the FS contribution still
amounts up to a few per cent. Although the presented results are based on an O(α)
calculation (a similar approximation as the one given in (4.158) is not possible) it is
highly unprobable that the situation will improve if O(α2) corrections are included.
Finally a few remarks about the Aφρωdite program. To check the numerical















Figure 4.9: An example of event selection by photon tagging at DAΦNE . In the blind
zone (|Θ| ≤ 7o) all particles escape detection. The angular range 7o ≤ |Θ| ≤ 20o is
covered by the QCAL electromagnetic calorimeter which can detect photons at low
angles. To suppress the contribution from FS radiation the pions with a scattering
angle |Θ| ≤ 30o are excluded from the analysis.
0.3 0.5 0.7 0.9




















30o cuts for p+ and p−
without cuts
Figure 4.10: Pion pair invariant mass distribution with an angular cut 30o ≤ Θ ≤
150o between the π± momenta and the beam axis,
√
s = 1.02 GeV.
ically to obtain the total cross section without cuts (see Table 4.8). This is then
compared to the total cross section obtained from (4.122) by one-dimensional inte-
gration (Table 4.9). We observe excellent agreement. Table 4.9 and Table 4.8 in
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Figure 4.11: Pion pair invariant mass distribution dσ/ds′ for the case of a tagged
photon. Set A corresponds to a 7o angular cut between the photon momentum
and the beam axis and a 30o cut between the π± momenta and the beam axis.
For set B the pion cuts are the same but the photon cut is now 20o. Taking the
difference (SetA-SetB) the photon is restricted to a region well separated from the
pion momenta. The solid lines correspond to the complete cross section (Born plus
IS and FS bremsstrahlung), for the dotted lines FS bremsstrahlung is neglected.











Table 4.8: Cut-off dependence of the total cross section σ obtained from 4-
dimensional numerical integration,
√
s = 1.02 GeV. δσ is the absolute numerical
error to σ.
addition show the total cross section as a function of the soft photon energy cut-off
Λ. For values of Λ < 10−4 GeV we get stable cut-off-independent results.
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Λ [GeV] σ [nb] δσ [nb]
0.1 94.909344406421 2·10−9
0.01 99.126309344279 2 · 10−11
0.001 99.396403660854 2 · 10−9
0.0001 99.422466900996 3 · 10−9
10−5 99.425064117054 6 · 10−9
10−6 99.425323747942 7 · 10−9
10−7 99.425349708976 7 · 10−9
10−8 99.425352318987 1 · 10−8
10−9 99.425352327085 1 · 10−8
10−10 99.425352168781 1 · 10−8
Table 4.9: Cut-off dependence of the total cross section σ obtained from 1-
dimensional numerical integration,
√





As explained before the goal of measuring hadronic cross sections is to extract the
undressed cross section ratioR(s) [see eq. (1.10)] from the experimental data which is
needed for the dispersion integrals (1.7) and (1.9). Concerning pion pair production
this means that we have to subtract the vacuum polarization effects according to




However, before we can do this we have to subtract the IS and FS QED correc-
tions from the observed cross section to determine the dressed pion form factor Fπ.
At the DAΦNE collider the π+π− invariant mass distribution is measured which
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where the Ni(s, s
′)’s are appropriate normalization factors. Θπ− is the π
− production
angle and Θγ the angle between the emitted photon and the π
− in the center of mass
system of the π+π− pair. Cuts in the laboratory system may be implemented easiest
by first performing a boost from the center of mass system of the pion pair to the
laboratory system. If the integration over Θπ− is performed with symmetric cuts in
the acceptance angles Θπ± in the laboratory frame, the interference term drops out
due to C–invariance and we are left with the IS and FS terms only. Photons are
assumed to be treated fully inclusively, i.e., we integrate over the complete photon









































This is a remarkable equation since it tells us that the inclusive pion pair invariant
mass spectrum allows us to get the pion form factor unfolded from photon radiation
directly as for fixed s and a given s′ the photon energy is determined. The point cross
sections are assumed to be given by theory (scalar QED) and dσ/ds′ is the observed
experimental pion-pair spectral function. In spite of the fact that both terms on the
r.h.s. of (5.3) are of O(α) the second one can be treated as a correction because the
IS radiation dominates in comparison to the FS radiation. We observe that in the
determination of |Fπ(s′)|2 via the radiative return mechanism the to be subtracted
FS radiation only depends on |Fπ(s)|2 at the fixed energy s = M 2φ. Note that we also
benefit from the fact that |Fπ(M2φ)|2 is small in comparison to |Fπ(s′)|2 in the most
relevant region around the ρ peak. Below about 600 MeV, however, |Fπ(s′)|2 drops
below |Fπ(M2φ)|2 and a precise and model independent determination of Fπ becomes
more difficult. Note that because of the 1/s2 enhancement in the dispersion integral
(1.9) the low energy tail is not unimportant as a contribution to ahadµ .
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Having extracted Fπ(s) by eq. (5.3) from the data we can evaluate R(s) via
eq. (4.2) and (1.10) which gives us the leading hadronic photon self energy contri-
bution to the running fine structure constant α(s) and to the muon anomaly aµ by
eq. (1.7) and (1.9). However we can do better. The above procedure only yields the
hadronic contributions corresponding to the irreducible hadronic vacuum polariza-
tion. Aiming at increasing precision we would like to include photonic corrections to
the hadronic 1-particle-irreducible blob: This can be achieved by adding the inclu-
tguv w tguvyx w{z|z|z
sive FS photonic contribution to the undressed form factor, leading to the modified
form factor







η(s) being the correction factor given in eq. (4.134). The corresponding O(α)
contribution to the anomalous magnetic moment of the muon (1.7) is δγahadµ =
(38.6 ± 1.0) × 10−11 [81], which compares to (46.0 ± 0.5 ± 9.0) × 10−11 estimated
in [30] (see also [34]).
Note that adding the inclusive FS photonic contribution at the end obviously
does not mean that we do not have to consider FS radiation at all since on an
event basis it is not possible to distinguish between photons which are radiated
off the initial state from final state photons. As we have seen the FS corrections
can contribute more than 10 % to the pion spectral function dσ/ds′ whereas the
integrated FS correction contribution stays below 1 %.
The following procedure is advocated: Try to measure the pion pair invariant
mass spectrum dσ/ds′ in a fully inclusive manner, counting all events π+π−, π+π−γ,
π+π−γγ, π+π−e+e−, π+π−e+e−γ ... as much as possible, imposing C-symmetric
angular cuts on the production angles of the charged pions. Determine the bare
pion form factor F
(0)
π via eq. (4.139), (4.158), (5.3) and (4.2). Finally add the
inclusive FS corrections as shown in eq. (5.4).





|F (γ)π (s)|2 , (5.5)
This is the quantity which can be inserted into the dispersion integrals (1.7) and
(1.9). In contrast to the radiative return scenario for a measurement of the total
cross section σ the only way to extract the pion form factor from the data appears
to be by iteration from a comparison of the observed spectrum to the radiatively
corrected theoretical prediction in terms of the bare pion form factor.
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Recall that in eq. (5.3) the IS and FS spectral function for point-like scalar par-
ticles with C-symmetric cuts are needed which have to be supplied by theory. This
can be achieved by the Aφρωdite program. Aφρωdite carries out the 3-particle
phase space integration corresponding to the process e+e− → π+π−γ numerically.
Here the central object is the 4-fold differential cross section (see App. C)
dσ
ds′d cos θγd cos θπ−dφπ−
, (5.6)
θγ and θπ− being now the polar angle of the photon- and the π
−-momentum in
respect to the beam axis respectively and φπ− being the π
− azimuthal angle. All an-
gles can be chosen in the laboratory system which leads to a non-trivial phase space
volume1. Since the Aφρωdite program carries out the integrations numerically it
is possible to integrate over any sub space of the 4-dimensional phase space volume.
This allows us to apply any kind of kinematical cuts. In the Aφρωdite program
this option is realized by a convolution with dedicated Heavyside Θ-functions. More
generally the 4-fold differential cross section in eq. (5.6) can be convoluted with
arbitrary functions f(s′, θγ, θπ−, φπ−) corresponding e.g. to the detector acceptance.
Following our inclusive strategy the photon angle θγ is integrated out. Integrating
the remaining angles while applying C-symmetric cuts on the pion momenta leads
to the desired point-like spectral functions that are needed in eq. (5.3). As discussed
in the last chapter by including higher order effects using eq. (4.158) the theoretical
uncertainty can be reduced to per mill level.
To summarize we can state that we have all ingredients to extract R
(γ)
ππ (s) with
per mill precision from the experimental data. Here the Aφρωdite program can be
a very useful tool.
1Note that the 4-momenta of the five particles participating in the scattering process can all be
expressed in terms of the five kinematical variables s, s′, θγ , θπ− and φπ− .
Chapter 6
Final Remarks and Outlook
Experimental data on pion pair production in low energy e+e− collisions of percent
level accuracy will be available soon from Frascati and from Novosibirsk. That is
why theoretical calculations of at least an accuracy of the same order are needed.
Analytic and numerical results have been presented which should allow us to reach
the desired accuracy for the appropriate observables. It appears to be recommend-
able to look at the π+π− invariant mass spectrum in an inclusive way for what
concerns the accompanying photon radiation and e+e− pairs. We observed that
O(α) massive FS corrections as well as O(α2) IS photonic and e+e− pair production
corrections have to be taken into account. Also the resummation of higher order soft
photon logarithms and leading O(α3) IS photonic and pair production contributions
may be necessary.
Under the condition that pion-pair acceptance cuts are applied in a C–symmetric
way and hence the IFS correction drops out, the inclusive pion–pair distribution





′) + σ0(s) ρfin(s, s
′) , (6.1)
which we may solve for σ0(s








− σ0(s) ρfin(s, s′)
}
. (6.2)
At DAΦNE s is fixed at s = M 2φ and hence the FS radiation factor multiplies the
fixed pion–pair cross–section σ0(s = M
2
φ) at the φ. The FS subtraction term in
(6.2) is an at most 10% correction of the first and leading term for 0.3 GeV <
√
s′ <
0.95 GeV (in the ρ resonance region the contribution is of the order of 1%), although
both terms are formally of the same order O(α).
Such a measurement should be complementary to the photon tagging method1,
which is not yet as well under control as the inclusive pion mass spectrum. Since
1For recent progress see [109].
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the process e+e− → µ+µ− is theoretically very well under control but the separation
of π+π− and µ+µ− states is quite non-trivial, experimentally one actually should
perform an inclusive measurement also with respect to muon pair production and
then subtract the theoretical µ+µ− cross section. At least this could provide an
important cross check for the particle identification procedure.
Apart from the fact that it might be desirable to have available a full O(α2)
calculation for the differential cross section, the main limitation of our approach lies
in applying scalar QED to the pions generalized to an arbitrary pion form factor.
There are strong indications that the treatment of point-like pions together with
its generalization to extended pions modeled by a form factor provides a reliable
framework for extracting the pion form factor from the data. The sensitivity to
the quark structure is minimized for the relevant observables by the fact that the
QED radiative corrections are ultraviolet finite and hence no large renormalization
group log’s show up. Furthermore, the region s′ <∼ s exhibiting large FS corrections
corresponds to the soft photon regime where our generalized scalar QED treatment
of the photonic corrections is reliable. However, the fact that the corrections which
could be sensitive to the hadronic compositeness are small in the region where hard
photons are involved does not mean that uncertainties are small at low s′. The
reason is that for small s′ the emitted photons are hard and therefore can probe
the substructure of the pions. One therefore can question the applicability of scalar
QED when treating FS radiation in this region. At the same time it is the region
where |Fπ(s′)|2 drops below |Fπ(M2φ)|2 which enhances the FS contribution in (5.3).
The uncertainty in the FS correction term carries over to the extracted form factor.
It should be mentioned that the fact that we have to include FS corrections
according to (5.4) does not reduce the sensitivity to the details of the emission
of photons by hadrons, because the FS correction one has to subtract [see (5.3)] is
different from what one has to add at the end. The first reflects the photon spectrum
locally the second is an integral over the photon phase space.
As a crude estimate of the uncertainty related to the pion substructure we replace
the pions by fermions of the same charge and mass 2. Hence in (6.2) in stead of ρfin
























s− s′ + 2m2π
s2 + s′2
]





In the soft photon region we have ρffin(s
′ <∼ s) ' ρfin(s′ <∼ s) which reflects the
correct long range behavior. For the extraction of the pion form factor we observe
2We cannot just replace the pions by the quarks produced in first place because the wrong net
charge would not allow to match the proper long distance limit.
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deviations of the fermionic from the scalar approach of less than 0.1 % for energies
above 560 MeV. For
√
s′ > 420 MeV the deviation is less than 1 %. At lower energies
the difference between both approaches becomes larger since the radiated photons
become harder: at
√
s′ = 360 MeV we observe a deviation of 2 %, at
√
s′ = 300 MeV
of 6.5 % which is of the same order as the complete FS contribution in this region.
Concerning the determination of ahadµ we obtain a difference between the fermionic
and the scalar approach of about 2(7) per mill if we restrict the analysis to a region
where
√
s′ > 420 (300) MeV. The guesstimate looks reasonable because the such
obtained uncertainty goes to zero in the classical limit (s′ → s) and becomes of the
order of the FS radiation itself in the hard photon limit. Note that the increasing
uncertainty for low energies
√
s′ here is a consequence of the radiative return method
since in this region the emitted photons are necessarily hard.
The error due to the missing FS O(α2) and IS O(α3) corrections (including
IS pair production contributions) is estimated to be not more than 1 per mill,
respectively. Concerning the QED corrections we therefore estimate the accuracy to
be at the 2 per mill level. On top of the perturbative uncertainty we have to take into
account the hadronic uncertainty discussed in the previous paragraph. Altogether
the precision of the theoretical prediction matches the requirements of low energy
e+e− experiments like the ones going on at DAΦNE or VEPP-2M.
Appendix A
Loop Integrals
The calculation of the relevant 1-loop integrals in dimensional regularization will be
presented. The following notation for the scalar (S), rank 1 tensor (V ) and rank 2
tensor (T ) r-point integrals in n dimensions is used:






Da1Da2 . . .Dar
, (A.1)






Da1Da2 . . .Dar
, (A.2)






Da1Da2 . . .Dar
, (A.3)
where the inverse propagators are defined as
Dpi = (pi − k)2 −m2e + iε , i = 1, 2 , (A.4)
Dkj = (kj − k)2 −m2π + iε , j = 1, 2 , (A.5)
Dk = k
2 + iε , Dq = (q − k)2 + iε . (A.6)
They correspond to the internal electron-, pion- and photon lines respectively. The
parameter µ is the usual mass parameter in dimensional regularization. For the
subsequent calculation the solutions of the following kind of integrals are needed:







(k2 + 2kK −m2 + iε)α , (A.7)














IµV (K,m2, α) = −Kµ IS(K,m2, α) , (A.9)










See e.g. [84, 110].
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A.1 The Integral with 1 Propagator









(PA + k)2 −m2A + iε
. (A.11)
It can immediately be solved by applying eq. (A.8). The UV divergence is regularized


















A.2 Integrals with 2 Propagators
Consider the 2-point integrals that are needed for the external leg self energy cor-
rections:
















where the inverse propagators are defined as:
DPA = (PA + k)
2 −m2A + iε . (A.15)
By using Feynman parameters the integrals in eq. (A.13) and (A.14) can be brought
into the standard form of (A.7). Applying eq. (A.8) and (A.9) yields
























Iα2V (PA, k) =
∫ 1
0





















The 2-point functions in eq. (A.16) and (A.17) are UV divergent in 4 dimensions.
Taking n = 4 − εUV (µ = µUV ) and expanding the factors in front of the integral in
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x2P 2A − x(P 2A −m2A) − iε
]−εUV /2 , (A.18)













x2P 2A − x(P 2A −m2A) − iε
]−εUV /2 . (A.19)
For the calculation of the external leg corrections the on-shell derivatives of the 2-
point integrals with respect to P 2A are needed (mA being the physical mass). They are
UV finite but include IR divergent contributions which are regularized in n = 4+εIR





























































The integrals in eq. (A.20) and (A.21) just have the form of the Euler beta function,




dx xm−1(1 − x)n−1 = Γ(m)Γ(n)
Γ(m + n)
, (A.22)
Γ(x) being the gamma function. Applying eq. (A.22), expanding (A.20) and (A.21)





















































A.3 Integrals with 3 Propagators
For the vertex correction diagrams and the box diagrams the following 3-point in-
tegrals have to be calculated:
I3S(k,−p1, p2) , Iα3V (k,−p1, p2) , Iαβ3T (k,−p1, p2) ,
I3S(k, p1, q) , I3S(p1, q, k1,2) , I3S(k, q, k1,2) , I
α
3V (k, q, k1,2) . (A.25)
Taking into account that I3S(p1, q, k1,2) = I3S(p2, k, k2,1) only leaves the five master
integrals I3S(k, PA, PB), I3S(k, PA, q), I
α
3V (k, PA, q), I
α
3V (k,−p1, p2) and Iαβ3T (k,−p1, p2) .
A.3.1 The Integral I3S(k, PA, PB)
The following scalar integral will now be calculated:








with DPA,B = (PA,B − k)2 −m2A,B + iε ,
P 2A,B = m
2
A,B . (A.27)
Using again Feynman parameters allows to write I3S(k, PA, PB) in the standard form
of eq. (A.7):














with ∆ = xyDA + y(1 − x)DB + (1 − y)Dk
= k2 + 2y[x(PB − PA) − PB]k + iε . (A.29)

















with K2 = y2[x2tAB − x(tAB +m2B −m2A) +m2B] − iε , (A.31)
tAB = (PA − PB)2 , tAB = <e(tAB) + iε . (A.32)
The scalar integral I3S(k, PA, PB) is IR divergent in four dimensions. It therefore
has to be regularized by switching to n = 4+εIR dimensions. Hence inserting (A.30)
into (A.28) yields
















m2B − x(tAB +m2B −m2A) + x2tAB − iε
]−1+εIR/2 .
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Using again the Euler beta function,
∫ 1
0






































































Let us now factorize the polynomial P (x):
P (x) = (x− x1)(x− x2) with x1,2 =
1
2













Here one has to be careful with the ±iε terms. The equation P (x) = 0 does not have
a solution for the values 0 < x < 1 if tAB is taken to be the u or t channel variable
since then tAB = t(u) < 0. On the other hand tAB = <e(tAB) + iε of course holds
for positive as well as for negative values of <e(tAB). Therefore we have to take
βAB + iε for the s-channel integral (tAB = s) and βAB − iε for the u- and t-channel
integral [tAB = t(u)]. These two distinct cases are denoted by “±”. One can now
















































(cAB + cBA) = 1 . (A.42)
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π2 ± 4πi log(βAB)
}
+ (cAB ↔ cBA) . (A.48)
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This finally leads to the general solution of the scalar 3-point function:




































































π2 ± 2πi log(βAB)
}
}
+ (cAB → cBA) .
The scalar 3-point integral corresponding to the initial state vertex correction can
be obtained from eq. (A.49) by making the replacements PA = −p1, PB = p2,
mB = mA = me. This leads to (tAB = s, βAB = βe, cAB = cBA = 1):






































































The scalar 3-point integral I3S(k,−k1, k2) corresponding to the pion vertex correc-
tion can be obtained from eq. (A.50) simply by replacing βe by βπ.
Also the integrals I3S(k, p1, k1,2) and I3S(p1, q, k1,2) can now easily be obtained
from eq. (A.49). Consider first I3S(k, p1, k1). Then we have
pA = p1 , pB = k1 , mA = me ,
















− iε , (A.51)
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Neglecting the electron mass where possible then leads to the following solution:










































































The integral I3S(k, p1, k2) can be obtained by replacing in eq. (A.52) u by t and U
by T . Making in I3S(k, p1, k1) and I3S(k, p1, k2) the combined replacements p1 →
p2, k1 → k2 does not change these integrals. Since in addition I3S(p1, q, k1,2) =
I3S(p2, k, k2,1), the only remaining scalar master integral to be calculated is the
integral I3S(k, q, P ).
A.3.2 The Integral I3S(k, q, P ) and I
α
3V (k, q, P )
Let us finally consider the scalar 3-point integral:





[(P − k)2 −m2 + iε][k2 + iε][(q − k)2 + iε] , (A.53)
with P1 + P2 = q , q






1 − 4m2/s .
As before, by using Feynman parameters one can transform the integral into the
form of eq. (A.8). Hence, with
∆ = k2 + 2y(xP2 − q)k + y(1− x)s + iε (A.54)
the scalar integral can be written as
























s(1 − x) + x2m2 . (A.55)
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log (1 − x)






































































































“'” here corresponds to the case that s  m2, which is true if m = me for the
considered cases. If on the other hand pions are considered the pion mass has to be
kept. Hence
































































The rank-1 tensor integral can be obtained using tensor reduction, by making the
following general tensor ansatz:
Iα3V (k, q, P ) = Cq q
α + CP P
α . (A.62)
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By contracting eq. (A.62) successively with qα and Pα one can detetermine the
constants as functions of scalar 3-point and 2-point integrals:
Cq = −




2I2S(k, q) − 2I2S(q, P ) + sI3S(k, q, P )
sβ2
. (A.64)
A.3.3 The integrals Iα3V (−p1, p2, k) and I
αβ
3T (−p1, p2, k)
For the initial state vertex correction the (in four dimensions) IR and UV finite rank-
1 tensor integral and the UV divergent rank-2 tensor integral have to be calculated.
Feynman parameters are again used to write the integrals in the form of eq. (A.9)
and (A.10). Although these integrals can also be solved by using tensor reduction
it appears to be more convenient to solve them directly. Using the expression in
eq. (A.29) with PA = −p1 and PA = p2 we obtain
∆ = k2 + 2y(xq − p2)k + iε . (A.65)
Since the integral Iα3V (−p1, p2, k) is IR and UV finite no IR or UV regulator has to
be introduced. The calculation can be carried out in four dimensions (n = 4):




































































[1 + (βe + iε)] , x2 =
1
2
[1 − (βe + iε)] . (A.67)
Carrying out the simple integrations in eq. (A.66) yields
















For the UV divergent integral Iαβ3T (−p1, p2, k) an UV-regulator has to be introduced
which is done by dimensional regularization (n = 4 − εUV ). The integral can be
written in a similar way as Iα3V (−p1, p2, k) in (A.66):













































































+ O(εUV ) .





















































The remaining integral contains the UV divergent contribution of Iαβ3T . Expanding

















































Inserting the results into eq. (A.69) leads to the result:




































































A.4 Integrals with 4 Propagators
A.4.1 The Scalar Box
Cutcosky’s rule and the dispersion relation will now be used to solve the scalar 4-
point functions I4S(k, p1, q, k1(2)) (see also [111]). The two photon lines are cut, lead-
ing to the subprocesses e−(p1)e
+(p2) → γ1(k)γ2(l) and π−(k1)π+(k2) → γ1(k)γ2(l).




nf , where a and b are the labels for
the two different box diagram topologies as defined in chapter 4 [iT
a(b)
fi = Ma(b)].
Multiplying the amplitude that corresponds to the subprocess e+e− → γγ with the











The numerators of the box integralsNa andNb are given in eq. (4.95) and (4.96). The
photon spins λi have been summed over. Note that the two photon propagators have
disappeared now. Cutkosky’s rule relates the imaginary part of the box amplitude

















(2π)nδn(q − l − k) . (A.76)
The momenta k and l are the photon momenta of the subprocess final states. Simi-
larily for the scalar box integrals we can write

















) Ja(b) . (A.77)
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For the last equality the integration was carried out in the e+e− CMS. The functions










































+ rest . (A.79)
Here ’rest’ corresponds to terms that are multiplied by εIR and vanish in the limit
εIR → 0 even after dispersion integration. Hence





































+ log(s) − iπ
]
+ O(εIR) , (A.81)
leading to























A.4.2 The Rank 1 Tensor Box
The rank 1 tensor box will be solved by using tensor reduction. Making the substi-
tution k = p1 +K leads to
Iα4V (k, p1, q, k1) = p
α
1 I4S(k, p1, q, k1) + J
α
4V (p1, k1) with (A.83)







[(p1 +K)2 + iε][K2 −m2e + iε]
× 1
[(p2 −K)2 + iε][(p1 − k1 +K)2 −m2π + iε]
}
.
It is now apparent that due to momentum conservation the following symmetries
hold:
I4S(k, p1, q, k1) = I4S(k,−p2, q,−k2) , (A.84)
Jα4V (p1, k1) = J
α
4V (−p2,−k2) . (A.85)
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Let us choose a set of three linear independent 4 vectors:
q = p1 + p2 , Pp = p1 − p2 , Pk = k1 − k2 , (A.86)
with qPp = qPk = 0 , PpPk = t− u , (A.87)
q2 = s , P 2p = −s + 4m2e , P 2k = −s+ 4m2π .
Note that under the transformation (p1, k1) ↔ (−p2,−k2) being equivalent to the
combined transformation
q → −q , Pp → Pp , Pk → Pk (A.88)
all possible scalars that can be formed by contracting two 4-vectors are invariant.
As a consequence the integrals Jα4V (p1, k1(2)) cannot have a contribution proportional
to qα. One can therefore make the following general ansatz:








p + aPk P
α
k . (A.89)
Using the following identities







Pkα(−p1 + k)α = −









and contracting eq. (A.89) successively with Ppα and Pkα yields the following two
equations for aPp and aPk :
aPp(−sβ2e ) + aPk(t− u) = −2m2e I4S(k1) − I3S(k, q, k1)
+ I3S(k, p1, k1) , (A.92)
aPp(t− u) + aPk(−sβ2π) = −
s+ t− u
2
I4S(k1) − I3S(k, p1, q)
+ I3S(k, p1, k1) , (A.93)





(t− u)2 − s2β2π
[I4S(k1)(t− u)(s+ t− u)
−2I3S(k, p1, k1)(sβ2π + t− u) + 2I3S(k, p1, q)(t− u)









(t− u)2 − s2β2π
[I4S(k1)s(s+ t− u)
+2I3S(k, q, k1)(t− u) − 2I3S(k, p1, k1)(s+ t− u)
+ 2I3S(k, p1, q)s] . (A.95)
Here the electron mass has been neglected where possible. Iα4V is now expressed
in terms of the scalar integrals that have been calculated before. Thus all relevant
integrals have been calculated.
Appendix B
The Soft Photon Integrals




int are going to be
calculated in dimensional regularization (n = 4+ εIR). They are IR divergent in the
limit εIR → 0.





















The soft photon integral in eq. (B.1) is IR divergent for n = 4 and is therefore
regularized by using dimensional regularization, thus by switching from 4 to n =






































d cos θn−3 (1 − cos2 θn−3)n/2−2 . (B.3)
In the CMS the integrand is only depending on one polar angle which will be iden-










(1 + βe cos θγ) . (B.5)




Γ(n/2 − 1) , (B.6)
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which allows us to write the phase space integration as an integration over the














d cos θγ (1 − cos2 θγ)n/2−2 . (B.7)
Thus in dimensional regularization the soft photon factor becomes


























First the (IR finite) angular integral will be calculated. For this we expand in εIR
(c ≡ cos θγ):
(1 − c2)εIR/2 = 1 + εIR
2





















































































For the first term of the soft photon integral, containing both p1 and p2, we have
η = (1 − 2x)βe. This yields:
∫ 1
−1


































For the second integration it is convenient to make the substitution
u =
1 + η





















































With these results we arrive at
∫ 1
−1


































The remaining angular integrals in eq. (B.16) yield
∫ 1
−1




















Collecting the solutions for all three angular integrations finally leads to
∫ +1
−1
































































What remains is the evaluation of the (in four spacetime dimensions) IR divergent
part of the soft photon correction factor being a consequence of the integration over


























+ log(Λ) +O(εIR) . (B.24)
For the last equality in (B.24) the expansion in εIR has been carried out. Expanding
























































Since the final state soft photon integral is obtained by replacing p1 and p2 by k1




ini(s,Λ, me → mπ, βe → βπ) . (B.26)
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Consider now the soft photon IFS correction factor [U = p1k1, T = p1k2, u =












































Let us begin with the calculation of the integral containing p1 and k2. It is convenient









, with P12a = ap1 + (1 − a)k2 , (B.28)





, P 212a = a





= 1 − 4
s
[
a2m2e + (1 − a)2m2π + a(1 − a)2p1k2
]
. (B.29)
Let us choose now ~P12a to point in the z-direction and ~k in the x− z-plane, forming






































































1 − β212a =
4t
s
(a− a1)(a− a2) . (B.34)
90























































Before evaluating the second integration over a let us calculate the remaining angular-




















Note that the calculation of the second integral in (B.27) (with p1 and k1 in the
denominator of the integrand) is analogous to the previous calculation. Collecting






















































− F (u) + F (t)
}
, (B.38)

















To solve this integral let us define:
A = −4x
s






+ iε , C = β2π . (B.40)
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We can then make the following substitutions:
β12a(x) =
√
Aa2 − Ba + C = −
√
A a+ z




A z − B
, β12a(x) =
√













− iε , z1,2 = η ±
√
η2 − 1 ∓ iε ,
z3,4 ≡ κ1,2 = −1 + η ±
√
1 + η2 − c+ iε
= −1 + 1√−sx
[







z5,6 ≡ κ3,4 = 1 + η ±
√
















(z − z1)(z − z2)
z − η ,
1 + β12a =
1
2
(z − z3)(z − z4)
z − η , 1 − β12a = −
1
2
(z − z5)(z − z6)





z − η dz ,
z(a = 0) =
√
C = βπ ,
z(a = 1) =
√
A +B + C +
√


























log(κ− κ1) + log(κ− κ2) − log(κ3 − κ) − log(κ− κ4)
]}
. (B.44)
This leads to a sum of different log’s and dilog’s. One has to keep in mind that
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f1(z3) − f1(z4) − f1(z6) + f2(z5) − f3(z3, z4) − f3(z6, z3)
+ f3(z6, z4) + f4(z4, z3) + f4(z3, z6) + f4(z4, z6) − f5(z5, z3)





f1(κ1) − f1(κ2) − f1(κ4) + f2(κ3) − f3(κ1, κ2) − f3(κ4, κ1)
+ f3(κ4, κ2) + f4(κ2, κ1) + f4(κ1, κ4) + f4(κ2, κ4) − f5(κ3, κ1)







log2[b− η] − 1
2




log2[η − a] − 1
2
log2[η − b] , (B.47)
f3(η1, η2) = −Li2
[



















f4(η1, η2) = Li2
[














































































λ(A,B,C) = A2 +B2 + C2 − 2AB − 2AC − 2BC . (B.55)
Appendix C
Phase-Space Integration
The phase-space integration corresponding to a 3-particle final state as needed for
the numerical integration procedure of the Aφρωdite program will be considered.
Let us begin with the 2-particle phase-space integration.
C.1 2-Particle Phase-Space
Consider a scattering process leading to a 2-particle final state with the 4-momenta
k1 and k2 (q = k1 + k2, s = q
2) which are chosen in the center of mass system of
particle 1 and 2:
k1 = E1(1, β1 sin θ, 0, β1 cos θ) , k2 = E2(1,−β2 sin θ, 0,−β2 cos θ) ,
q =
√






For the subsequent phases-pace calculations it is convenient to use a Lorentz-invariant
expression for the velocities β1,2. Using energy and momentum conservation,
E1 + E2 =
√
s , E1β1 − E2β2 = 0 , (C.1)



















and λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc .
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dΩ . . . . (C.3)
Here Ω is the solid angle of particle 1 in a center of mass system of particle 1 and
particle 2. For equal masses (m1 = m2 = m) we get
λ(s,m2, m2) = s(s− 4m2), E1 = E2 =
√
s/2 ,




















dΩ . . . . (C.4)
C.2 3- and 4-Particle Phase-Space
The 3-particle phase-space integration is needed e.g. for π+π− pair production in-
cluding one radiated photon. k1, k2 can then be identified with the momenta of the
two pions, k3 = k with the momentum of the bremsstrahlung photon. It turns out









δ4(q − k1 − k2 − k3) . . . (C.5)
in terms of two Lorentz-invariant 2-particle phase-space integrations and a subse-
quent integration over the invariant mass of the sub-system of particle 1 and 2,
s12 = q
2
12 = (k1 + k2)





4(q12 − k1 − k2) and 1 =
∫
ds12 δ(s12 − q212) (C.6)
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4(q12 − k1 − k2) δ(s12 − q212)
















δ4(q12 − k1 − k2) . . . . (C.7)
The phase-space integrations can now conveniently be carried out in the center of
mass system of the corresponding 2-particle sub-systems.
The procedure of dividing up the phase-space integrals into subsequent 2-particle
phase-space integrations can be generalized to arbitrary n-particle final states. Let



































δ4(q34 − k3 − k4) . . . , (C.8)
where qij = ki + kj and sij = q
2
ij.
C.3 A 2 → 3 process
Consider now the scattering of two particles into a 3-particle final state [a1(p1) +
a2(p2) → a3(p3)+a4(p4)+a5(p5)]. Here we assume that the initial state particles a1
and a2 have equal masses (m1 = m2) which is true for e
+e−-collision experiments.
C.3.1 L1-frame: ~p1 pointing up
Let us define the laboratory system L1 to be the center of mass system of the
initial state particles a1 and a2 (~p1 + ~p2 = 0) with the momentum ~p1 of particle a1
pointing into the positive z-direction. Using eq. (C.2) we obtain the corresponding
4-momenta of a1 and a2:
pL11 =
(√















, s = q2 , q ≡ p1 + p1 = (
√
s, 0, 0, 0) . (C.10)
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3, pp3 sin θ
L
13, 0, pp3 cos θ
L







, s45 = q
2
45 , q45 = p4 + p5 , (C.12)
qL145 = (
√
pp23 + s45,−pp3 sin θL13, 0,−pp3 cos θL13) . (C.13)
Another interesting frame will be the CMS system of particle 4 and 5 (denoted by
∗). Here the spatial components of q45 vanish:
q∗45 = (
√
s45, 0, 0, 0) . (C.14)




45 − n̂~q L145 β) , (C.15)




(γ − 1)(n̂~q L145 ) − q0L145 γβ
]
. (C.16)
n̂ is a unit vector pointing into the boost direction and β and γ = (1 − β2)−1/2 are
the usual boost parameters. From a comparison of eq. (C.16) and eq. (C.14) follows
immediately that n̂ has to be parallel to ~q L145 . Hence
~q L145 = −n̂pp3 = −~pL13 , n̂ = (sin θL13, 0, cos θL13) , (C.17)
pp3 =
[













which are Lorentz invariant functions of s45. As a check, inserting these results into





The Lorentz transformation is now determined and the momenta that are known in




− pp1β cos θL13
)
, (C.21)
~p ∗1 = ~p1 + n̂
[
(γ − 1)(n̂~p1) − p01γβ
]
= (0, 0, pp1) + (sin θ
L



















~p ∗2 = ~p2 + n̂
[
(γ − 1)(n̂~p2) − p02γβ
]
= (0, 0,−pp1)










































γ − sin θL13γβ 0 − cos θL13γβ
− sin θL13γβ 1 + (γ − 1) sin2 θL13 0 (γ − 1) sin θL13 cos θL13
0 0 1 0
















γ sin θL13γβ 0 cos θ
L
13γβ
sin θL13γβ 1 + (γ − 1) sin2 θL13 0 (γ − 1) sin θL13 cos θL13
0 0 1 0






In a next step the vectors in the *-frame are turned around the y axis by the angle θL13
(this frame will be denoted by c). As a result ~p3 is now pointing into the z-direction.






1 0 0 0
0 cos θL13 0 − sin θL13
0 0 1 0



















1 0 0 0
0 cos θL13 0 + sin θ
L
13
0 0 1 0
















γ − sin θL13γβ 0 − cos θL13γβ
0 cos θL13 0 − sin θL13
0 0 1 0
















γ 0 0 γβ
sin θL13γβ cos θ
L
13 0 γ sin θ
L
13
0 0 1 0






C.3.2 L3-frame: ~p3 pointing up
Now ~p3 is chosen to point into the positive z-direction while the initial state momenta
are now chosen in the x-z plane. Let us call this the L3-frame. This laboratory frame
can be obtained from the L1-frame by the rotation Λ2 around the y axis:
pL31 =
(√





s/2, pp1 sin θ
L













pp23 + s45, 0, 0,−pp3
)
. (C.33)
This coordinate system appears to be much easier since the boost direction is now the
z axis [n̂ = (0, 0, 1)]. β and γ are the same as before. Now we can boost immediately
from the laboratory system to the c-frame without any additional rotation. The






γ 0 0 −γβ
0 1 0 0
0 0 1 0
















γ 0 0 +γβ
0 1 0 0
0 0 1 0







Hence the momenta in the c-frame are related to the corresponding momenta in the
L3-frame in the following way:
pcµ = Λµ4ν p


















At first we will focus on two inertial systems: the L3-frame and the c-frame which
can be reached from the L3-frame by the Lorentz boost Λ4. In both frames ~p3 is









4, pp4 sin θ
c
34 cosφ34, pp4 sin θ
c





















In a 2 → 3 process we have four non-trivial phase-space integrations corresponding to




34 and φ34. The strategy
will be the following: as shown before [see eq. (C.5)] the 3-particle phase-space
integral is divided up into two 2-particle phase-space integrals and one integration
over s45. Then suitable coordinate systems are chosen which are the center of mass
1For experimental purposes it is convenient to choose all angles in the laboratory system. The
convention is the following: θLij and θ
c
ij is the angle between the momenta ~pi and ~pj of particle ai
and aj in the laboratory system and the center of mass system respectively.
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with F = 4
√










In a next step the boost Λ−14 has to be applied to transform particle 4 from the
c-frame to the-L3 frame. Recall that all integration angles are wanted the L3 frame.




4 is still a function of θ
c
34, one has to express θ
c
34 in terms of θ
L
34
which is the angle between pL33 and p
L3




34). Then we can













d cos θL34 . (C.41)
Using the expression for Λ−14 in eq. (C.35) and p
c





4 + γβpp4 cos θ
c









4 + γpp4 cos θ
c
34) .
We can now determine the polar angle θL34 in the laboratory system as a function of























What is actually needed is cos θc34 as a function of cos θ
L
34. So the above equation






4(1 − cos2 θL34)





4 − γ2β2m24(1 − cos2 θL34)]
pp24 [γ





The difficulty is now to decide when the plus sign and when the minus sign in front
of the square root has to be applied. In fact there are two different cases:
1. cos θL34 is running from −1 to 1 when cos θc34 is running from −1 to 1. This is





4 + γpp4 > 0 . (C.45)
2. cos θL34 is running from −1 to −1 when cos θc34 is running from −1 to 1 with an
intermediate maximum at














4 + γpp4 < 0 . (C.47)
Eq. (C.46) can be obtained by demanding
∂ cos θL34
∂ cos θc34
= 0 , (C.48)
which yields












From num1 < 0 follows that β < 0. Hence





It may be checked that −pp24 + γ2β2m24 > 0. Inserting now the expression for
cos θ̃c34 in eq. (C.49) into eq. (C.43) and using the above relations yields the
expression for cos θ̃L34 in eq. (C.46).




4 + γpp4 = 0 then cos θ̃
L





γpp4 > 0 (case 1) then cos θ̃
L
34 ∈/ < and is therefore not defined. This is
consistent with the expectation since only for case 2 an intermediate maximum
exists.
For case 1 cos θc34 is a monotonous function of cos θ
L




34 = ±1) = ±1.
Therefore the second term in eq. (C.44) has to flip sign when going from cos θL34 = −1
to +1. Since that term vanishes for cos θL34 = 0 this has to be the point of the flip.
Hence the ± sign has to be replaced by −1 + 2Θ(cos θL34) where Θ is the Heavyside
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step function. Equivalently one overall term cos θL34 can be pulled outside the square






4(1 − cos2 θL34)
pp4[γ2(1 − cos2 θL34) + cos2 θL34]
+ cos θL34
[
pp24 − γ2β2m24(1 − cos2 θL34)
pp24 [γ




For case 2 cos θc34 is not an ordinary function of cos θ
L
34 since then eq. (C.43)
cannot simply be inverted. Now to a given laboratory angle there exist two different
center of mass angles corresponding to the cases + and − in eq. (C.44). When
integrating a function f(cos θc34) we get
∫ 1
−1
























































where ’+’ and ’−’ correspond to the signs in eq. (C.44) for cos θc34. For case 2 the
boost from the c-frame to the laboratory system produces a momentum flip for a
particle flying in boost direction in the c-frame. As a consequence in the laboratory
frame a part of the angular phase-space is empty. Note that for massless particles
only case 1 exists which simplifies the situation a lot.
To obtain the Jacobian ∆cL corresponding to the boost from the c-frame to the
L3-frame it is more convenient to use eq. (C.43) rather than eq. (C.44) since the
expression for the Jacobian in terms of cos θc34 is much shorter than in terms of
cos θL34 (the relationship between cos θ
c
34 and cos θ
L































Until now the calculation has been completely general. No masses for the final state
particles a1, a2 and a3 have been assumed. Now we choose particle 4 and 5 to have
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equal masses (e.g. a4 = π
−, a5 = π
+) and particle 3 is assumed to be massless
(e.g. a3 = γ). The lower and the upper limit of the s45 integral in eq. (C.40) is then
4m24 and s respectively. Let us now define the function





Θ [cos θij + cut(cos θij)] × Θ [cut(cos θij) − cos θij]
}
(C.54)
which is 0 if | cos θij| > cut(θij) (for any i, j ∈ {1, 2, 3, 4, 5}) or s45 < lcut(s45) or
s45 > ucut(s45) and 1 otherwise. Hence by convoluting the phase-space integration
with fcut allows us to apply arbitrary kinematical cuts. We can then write the cross

































As before the indices ’−’ and ’+’ correspond to the cases ’−’ and ’+’ in eq. (C.44) re-
spectively. Rotating the L3-momenta by applying Λ
−1
2 [see eq. (C.30)] brings us from
the L3-frame to the L1-frame with the momentum ~p1 pointing into the z-direction.
Since the Jacobian of a rotation is 1 (
∫
d cos θ34dφ34 · · · =
∫
d cos θ14dφ14 . . . ) we
only have to express the L3-variables in terms of the L1-variables:



















Eq. (C.55) is just the expression which is needed to obtain the differential cross
sections or the total cross section with arbitrary kinematical cuts as discussed in
chapter 4.
C.4 Tensor Integration
In eq. (4.24) the squared matrix elements corresponding to the real photon IS, FS
and IFS interference corrections to the process e−(p1)+ e
+(p2) → π−(k1)π+(k2)γ(k)
were written as contractions of two tensors respectively: an initial state tensor Eµν...τ
containing the initial state momenta pµ1,2 and the scalar products p1,2k and a final
state tensor F µν...τ containing the final state momenta kµ1,2 and the scalar products
k1,2k. If we are only interested in the total cross section σ or the spectral function
dσ/ds′ (s′ = q
′2, q′ = k1 + k2) without angular cuts, it appears to be convenient
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to use tensor integration for the evaluation of the phase space integral. For this


















δ4(q′ − k1 − k2) |M|
2
with F = 4
√







Now we proceed in two steps: first we integrate F µν...τ over the momenta k1 and
k2 in the π
+π− center of mass system where we use a frame in which the photon
momentum ~k is pointing into z-direction. This frame will be denoted by CMS.
Then we contract the integrated tensor Fµν...τ with the initial state tensor Eµν...τ
and carry out the remaining integration over the photon angle in the laboratory
system L. Since we want to integrate over the momenta k1 and k2 completely the
integration over the azimuthal angle becomes trivial, leading to an overall factor
2π. What remains is the integration over the polar angle θπ between the negatively













d cos θπ |M|
2
, (C.59)







Thus we have two different Lorentz frames in which the phase space integrations
are carried out. The first frame denoted by L is the laboratory system which is the
center of mass system of the initial state electron and positron, with the electron
momentum ~p1 pointing into the positive z-direction. The photon momentum is
chosen in the x-z-plane forming an angle θγ with the z-axis:
L : q = p1 + p2 = (
√




(1, 0, 0, βe) .












The second frame (CMS) is the center of mass system of the two pions with the
photon flying in the direction of the positive z-axis and the pion momenta in the
x-z-plane with the polar angle θπ:
CMS : q′ = (
√





(1, β ′π sin θπ, 0, β
′
π cos θπ) ,
ppγC = ppγ (γ − γβ) . (C.61)
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Here β and γ = 1/
√








γ − sin θγγβ 0 − cos θγγβ
0 cos θγ 0 − sin θγ
0 0 1 0






of a 4-vector from the L- to the CMS-frame [see eq. (C.19)]:


































δ4(q′ − k1 − k2) F µν...τ (kµ1 , kµ2 , k1k, k2k) . (C.64)












δ(s′ − 2k1q′) kµ1(2)kν1(2) . . . kτ1(2) f(k1k, k2k) |k2=q′−k1 . (C.65)
Note that the integral in eq. (C.65) is an integral with a Lorentz-invariant measure
over a Lorentz-covariant tensor. Therefore the solution also has to be a Lorentz
covariant tensor. Since the integrand only depends on the momenta kµ1 , q
′µ and kµ,
where kµ1 is integrated over, it is obvious that the solution of this integral can only
be a linear combination of tensors containing gµν, q
′µ and kµ:
Iµν...τ = c1 g
µνgφρ . . . gστ + c2 g
µνgφρ . . . q
′τ + . . . + cn k
µ . . . kτ . (C.66)
Later we will prove that this is in fact the correct ansatz.
As discussed before the integration over the final state tensor is carried out in the
CMS. We now have to integrate tensors of different rank in the momentum kµ1 over
the cosine of the CMS polar angle cos θπ. In the following useful master integrals are
presented which can be used in a FORM program that carries out the integration














































































Note that the above rank-2 tensor integrals are symmetric under the exchange of
Lorentz indices which makes the integration easier since such integrals can be writ-
ten as a linear combination of just four linear independent rank-2 tensors. All other
necessary integrals can be written as linear combinations of the fundamental inte-
grals listed above. As in the interference case the tensor integrals can be written as
linear combinations of tensors only containing the momenta q ′ and k:
V µ1 := a1 q
′µ + a2 k
µ ,
V µ2 := b1 q
′µ + b2 k
µ ,
V µ3 := c1 q
′µ + c2 k
µ ,

































By successively contracting the above equations with the corresponding linear in-
dependent covariant tensors we obtain a system of linear equations which allows us








L′π , S2 =
8
pp2γCs






















































with L′π = log
(
1 + β ′π
1 − β ′π
)
. (C.71)
Proceeding as described above, to obtain the rank-1 tensor integrals we have to solve



































































































































































































































































































































We will now write some other necessary tensor integrals as linear combinations of




































′ν V µ3 − T µν3 . (C.84)
Note that the tensor integration method can easily be extended to other scattering
processes also with more final state particles. The above results can also be used for
fermion pair production in QED. If we want to consider parity-violating processes
like fermion pair production in electroweak theory, in addition we have to take
integrals over ε-tensors into account (θπ → θf ):
∫
d cos θf




= T αν3 ε(α, q
′, k, µ) , (C.85)
∫
d cos θf




= T βν3 ε(q
′, β, k, µ) , (C.86)
∫
d cos θf
ε(k1, k2, µ, ν)
(k1k)2
= ε(V2, q
′, µ, ν) , (C.87)
∫
d cos θf
ε(k1, k2, µ, ν)
(k1k)(k2k)
= ε(V3, q
′, µ, ν) , (C.88)
∫
d cos θf
ε(k1, k2, µ, ν)
k1k
= ε(V1, q
′, µ, ν) , (C.89)
∫
d cos θf
ε(k1, k, µ, ν)
(k1k)(k2k)
= ε(V3, k, µ, ν) , (C.90)
∫
d cos θf
ε(k1, k, µ, ν)
(k2k)2
= S2 ε(q
′, k, µ, ν) − ε(V2, k, µ, ν) , (C.91)
∫
d cos θf
ε(k1, k, µ, ν)
k2k
= S1 ε(q
′, k, µ, ν) − ε(V1, k, µ, ν) . (C.92)
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The tensor integration method was also used in [112] to obtain the real photon
IFS interference contribution to the spectral function of fermion pair production.
Making the exchange k1 ↔ k2 does not change all the integrals discussed above.
We will show now that the solution of the tensor integrals can always be written
in the form of eq. (C.66) which means that no contribution from possible linear
independent tensors have been forgotten. Recall eq. (C.65). From Lorentz invariance
and Lorentz covariance follows that the solution for Iµν...τ has to be true in any
coordinate system. It is therefore possible to choose the CMS (~q′ = 0). In addition
~k1 will be chosen to point into the positive z-direction. The momentum ~k can always








(1.0, 0, β ′π) ,
kµ = ppγ(1,− sin θπ, 0, cos θπ) . (C.93)
Since k2 = q
′ − k1, the integrand in eq. (C.65) can be written as a covariant tensor




d cos θπ q
′µ . . . q








d cos θπ k
σ
1 . . . k
τ
1 f(k1k) . (C.94)
Thus, since in the CMS by definition q′ does not depend on any angles, it can be
pulled in front of the integral. This leaves us an integral over a tensor only containing
the momentum kµ1 . Therefore it is sufficient to prove that the tensor-ansatz (C.66)




d cos θπ k
µ
1 . . . k
τ
1 f(k1k) . (C.95)
Note that this integral is now symmetric under the exchange of Lorentz indices.
Obviously if the ansatz in eq. (C.66) is correct we can now make the ansatz to write
the integral in eq. (C.95) as a linear combination of all linear independent, covariant
tensors of the same rank as Jµ...τ , containing the metric tensor gµν as well as q
′µ and
kµ which are symmetric under the exchange of Lorentz indices:
Jµ...τ ≡ T µ...τ , with
T µ...τ = a1 g
µν . . . gστ + . . . . . . . . .+ an k
µ . . . kτ . (C.96)
To prove that this is really the most general ansatz let us assume that there are
additional tensor contributions that have to be taken into account, containing an
arbitrary 4-vector Aµ which cannot be written as a linear combination of q
′µ and
kµ. Hence Aµ is also independent of the angular integration. For our choice of the
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1 do not depend on the
angular integration. Let us now make the modified ansatz:
Jµ...τ = T µ...τ (q
′µ, kµ) + T̃ µ...τ (q
′µ, kµ, Aµ) , (C.97)
where T̃ µ...τ is the additional contribution, depending on Aµ. If in eq. (C.96) the
ansatz is correct this additional contribution has to vanish. Contracting eq. (C.97)
successively with Aµ and q
′





µ...τ + T̃ µ...τ ) (C.98)
q′µJ
µ...τ = q′µ(T
µ...τ + T̃ µ...τ ) . (C.99)






1 are not affected
by the angular integration. Multiplying now eq. (C.99) by Ak1/q
′k1 and subtracting







(T µ...τ + T̃ µ...τ ) = 0 . (C.100)
Since Aµ was assumed to be linear independent of q
′µ eq. (C.100) can only be valid
if
Jµ...τ = 0 , (C.101)
which is obviously in general not the case. Hence a necessary condition for the




q′µ = 0 , (C.102)
which is in contradiction to the assumption that Aµ is linear independent of q
′µ.
This finally proves that the tensor-ansatz in eq. (C.66) is indeed the correct ansatz
and no additional linear independent tensors contribute to the tensor integral. }
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