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Functions I(k; a) defined by two-dimensional integrals of the form 
I(& a) = JJn* exp [ihq%( t ; a)] y(t) dtl dt, ; t = (tl , ta) are considered. Here, 
a = (CQ , LX*) represents the position of the only stationary point of 4 in a 
certain domain g* which contains D*. An asymptotic expansion of 
I&; a) for k > 1 is obtained that remains uniformly valid for all values 
of a that lie in 9*. The case where a is a “center” (a maximum or 
minimum point) of 4 yields a result that differs only slightly from the 
case where a is a saddle-point of 4. In both cases, it is shown that the 
uniform asymptotic expansion of I involves a single area integral which 
is significantly simpler than I itself and an infinite sequence of one- 
dimensional integrals. Moreover, it is found that the area integral is a 
two-dimensional generalization of the well-known Fresnel integral, and 
plays the same role in the present analysis as does the Fresnel integral in 
the uniform asymptotic expansion of certain one-dimensional integrals. 
It is further shown that several of the non-uniform expansions obtained 
by previous authors can be readily recovered from the uniform results. 
1. INTRODUCTION 
In recent years techniques have been developed to obtain uniform asymp- 
totic expansions for large values of a parameter k, of functions defined by 
one-dimensional integrals of the form 
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(see Chester, Friedman and Ursell [l], L ewis [2], Bleistein [3] and Bleistein 
and Handelsman [4]). For example, in references [2] and [3], the authors 
obtain an asymptotic expansion of (1.1) which remains uniformly valid as a 
stationary point of 4, i.e., a point t = t, such that +‘(t,,) = 0, approaches an 
endpoint of integration. 
Here we shall consider a two-dimensional generalization of this problem. 
That is, we shall consider integrals of the form 
w a> =js,, expW#@; 4) y(t)4 dt2; t = (t1 , 52). (1.2) 
In (1.2), a = (cc1 , aa) represents the position of a stationary point of +(t; a); 
i.e., 
V&u; u) = 0 vt= $,$-). ( 1 2 (1.3) 
Our goal is to obtain an asymptotic expansion of I(k; a) for K > 1 that 
remains uniformly valid for all values of a that lie in a certain domain .9* 
containing the closure, D*, of D*. This domain 9* will be defined more 
precisely below. 
As is well known, the solutions to a wide variety of physical problems can 
be represented by integrals of the form (1.2). Of s p ecial interest is the problem 
of diffraction or scattering of electromagnetic radiation by finite or semi- 
infinite bodies. In such problems, y represents an amplitude function, 4 a 
phase function and k the wave number of the radiation. 
For fixed a, asymptotic expansions of I(k; a) have been obtained by 
previous authors (see Focke [5], J ones and Kline [6] and Chako [7]). In these 
papers it is shown that the major contributions to the asymptotic expansion of 
I come from small neighborhoods of certain points in D* called critical 
points. If the functions + and y are regular in D, then these critical points are 
the stationary points of 4 in D* and all points which lie on B*, the boundary 
of D*. Moreover, one can show that the nature and position of some of the 
boundary critical points are a function of the nature and position of the 
stationary points. 
In references [6] and [7], the contributions to the asymptotic expansion of 
Z(k; a) from the various critical points are obtained. The expressions for 
these contributions, however, in general, become invalid when a moves in 
such a way that certain types of critical points are allowed to come near 
one another. For example, this occurs when a approaches B*, i.e., when an 
interior stationary point approaches the boundary. Therefore, in these cases, 
the expansions obtained in references [6] and [7] are not uniform. As we have 
indicated above, we shall obtain an asymptotic expansion of I which includes 
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the contributions from all the critical points and which remains valid for all 
values of a in W. 
In Section 2, the uniform asymptotic expansion of I(K; a) is derived for the 
cases where t = a is a “center” (a maximum or minimum point of 4) and 
t = a is a “saddle point” of 4. The forms which the expansions take in these 
cases are quite similar. In fact, it is found that the leading term in both cases 
is given by 
I(k; a) - G(a) SJ‘ exp{iks(z; a)} dz, da, 
D 
n 
+ (~-1 J B H(x; a) - n exp{iks(z; a>> da. (1.4) 
Here the domain D is related to the orginal domain D* and B denotes the 
boundary of D. Both G and H are related to the functions 4 and y. These 
relations will be made precise in Section 2. The function s(z; a) appearing in 
(1.4) is given by 
42; a> = f [(zl - alI2 f (x2 - a2>7 U-5) 
where the choices of sign in (1.5) depend on the nature of the critical point 
t = a. 
The first integral in (1.4) may be thought of as a two dimensional generaliza- 
tion of the Fresnel integral. It plays the same role here as does the Fresnel 
integral in the study of uniform expansions of one-dimensional integrals (see 
references [2] and [3]). The second term on the right-hand side of (1.4) is a 
line integral (and hence one-dimensional), which can exhibit any of the 
anomalies of such integrals, many of which have been studied (see references [I] 
through [4]). 
It is important to observe how the terms in (1.4) compare with regard to 
their behavior in K. By standard methods of asymptotic analysis, it can be 
shown that the area integral is O(W) for all values of a in D and that the 
order of the second term in (1.4) can vary from O(W) to O(Pj2). 
In particular this term is O(P) and hence comparable to the area integral 
when s is constant on some segment of B. These results, coupled with the 
fact that the error in (1.4) is (&)-l 1r , where I1 is an integral exactly of the 
form of 1, justify our designation of (1.4) as the leading term of the uniform 
expansion. 
It is found in Section 2 that the complete uniform asymptotic expansion of I 
is given by (1.4) with the functions G and H replaced by appropriately 
constructed asymptotic power series in K-l. Thus we see that the complete 
expansion of I involves a single area integral which is of simpler form than I 
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itself and an infinite sequence of one-dimensional integrals. We point out 
that our expansion is not obtained simply as a power series in k-l, but rather 
involves k in a more complicated manner. As a result, our expansion must be 
interpreted in terms which generalize the classical notion of asymptotic 
expansions (see, for example, Erdelyi and Wyman [S]). 
In Section 3 we consider the problem of recovering from our uniform 
expansion the non-uniform expansions valid in the two limiting cases, u 
bounded away from B and a lying on B. It will become clear that n terms of 
any of these non-uniform expansions can be recaptured from n terms of our 
uniform results. Furthermore, it is shown that the results obtained in this 
manner, at least to leading order, are in agreement with those obtained by 
other authors. As noted above, the integrals which we consider exhibit a 
wide variety of anomalies. In Section 4 we discuss what might be termed 
“semi-uniform” asymptotic expansions, in that we restrict our considerations 
to certain types of anomalies 
2. THE UNIFORM EXPANSION 
Let us consider functions J(k; a) defined by integrals of the form (1.2). 
The vector a = (a ’ i , as) is to represent the position of the only stationary 
point of + in a certain domain 9* (to be defined below) containing P. 
That is, as a varies throughout 9* we assume that O&t; u) does not vanish 
at any point of 9* other than t = a. We shall further assume that the station- 
ary point is simple, or equivalently, that the Hessian of #, evaluated at t = a, 
is nonzero, i.e., 
I’ = det A # 0, A = (a,,); umn = a2’;; a) , m, 1z = 1,2. (2.1) 
If r > 0, t = a is a maximum or minimum point of 4 depending on the sign 
of a,, and is called a center. If T < 0, t = a is a saddle-point of 4. 
The domain D* in (1.2) is taken to be bounded and simply connected with 
a boundary B* whose tangent is piecewise continuous. It wiII be clear from 
what follows that unbounded domains can also be considered if appropriate 
conditions are placed on the behavior of the functions d, and y. 
Our objective is to obtain an asymptotic expansion of I(k; a) for large k 
that remains uniformly valid for all values of a in 9*.l We shall describe below 
a formal procedure for obtaining such an expansion. The first step in the 
analysis is to introduce changes of variables in (1.2) that reduce the function 
1 The fact that .9* 3 lj* enables us to treat uniformly the case where u movea 
through the boundary B*. 
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d(t; 4 - $(a; a) t o a sum of squares if a is a center and to a difference 
of squares if a is a saddle-point. Although this is a standard problem in 
differential geometry, we shall briefly describe the transformations for 
completeness. 
The reduction itself is accomplished in two steps. We first define the 
orthogonal matrix Q which “diagonalizes” A: 
Q*AQ = P (’ “d ’ f yA2 , ; ) 
p = sgn a,, .2 (24 
Here /\I and h, are the eigenvalues of A and the plus (minus) sign corresponds 
to the case where a is a center (saddle-point). We introduce the linear trans- 
formation defined by 
(t - a) = QR(x - a)=; 
R = I Al P2 
( 0 1 ’ (2.3) 
XT= Xl 
( 1 x2 
(2.3) 
and set 
f(x; a) = 4(th al; a) - +(a; 4. (2.4) 
It is readily seen that near x = a the level curves off are circles when a is a 
center and “right” hyperbolas when a is a saddle-point. We now seek a 
second change of variables so that this local nature off will hold in the large. 
If a is a center we introduce “polar coordinates” with the level curves off 
corresponding to the square of the radial variable and the orthogonal tra- 
jectories off corresponding to the angular variable. Analytically we achieve 
this by defining new variables s+ and 0 such that 
s+ =f (x; 4, (Vo.Js, * VA = (Vczf *via = () @+)“” (Pf Y2 ’ 
v,= &&). ( 1 2 
We see that 0 is constant on a “ray” or orthogonal trajectory off. That 
constant is defined by the equation 
kT& = (cm 8, sin 0) 
s Here, the introduction of p even when a is a saddle-point, is merely a convenience 
which allows us to treat both the center and the saddle simultaneously. 
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where the limit is taken along a fixed orthogonal trajectory. The corresponding 
Cartesian coordinates 
(zl - al) = (2p+)1’2 cos 8, 
then yield 
(z2 - a2) = (2ps+)lj2 sin 8 (2.7) 
s+ =f=$[(z, - al)2 + (z2 - 47. w3) 
If a is a saddle-point, we set 
s- =f = 5 [(Zl - o11)2 - (z2 - a2)2]; (zl - 4 (x2 - 01~) = 17(x; a). 
(2.9) 
Here r) is such that the curves 7 = const are orthogonal to the level curves 
of f(x; a); i.e., 
V g)*V,f =a (2.10) 
Upon applying the above changes of variables in (1.2) we find that I(k; a) 
is then given by 
where 
I(k; a) = exp{&$(a; a)} l*(k; a) (2.11) 
L(k a) = 11 G+(z; a) exp{iks*(z; a)} da, da, . (2.12) 
Di 
Here again the plus (minus) sign corresponds to the case where a is a center 
(saddle-point). In particular D, (D-) is the image in the z-plane of D* under 
the change of variables defined by (2.4), (2.5-2.8) ((2.4), (2.9) (2.10)) and 
%(z; a) = y(t[z; al; a> I Ji-(z; a) I . 
The Jacobians 1% are given by 
(2.13) 
I+ = Cfz,eo, -f&,Y l--1’2 
J- = [h - 4” + (22 - a2121 (fa!l%l - %,f%&” I r P2* (2.14) 
In order that (2.12) be valid we must require that the above change of 
variables from t to z yields a one-to-one mapping of D* onto .fi+ in the case of 
a center and of D* onto D- in the case of a saddle-point. Moreover this is to 
be true for all values of a in the as yet undefined domain g*. In either case 
the change of variables will be one-to-one so long as the level curves and 
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orthogonal trajectories of 4 form a simple covering of D* - {a>. We now 
define 9* to be the largest domain in the t-plane containing D* such that 
this condition is satisfied for all values of a in 9”. We denote by 9+ (9-) the 
image in the z plane of B* under the respective changes of variables. 
We now proceed to derive the uniform asymptotic expansion of I(k; a) 
using the representation given by (2.1 l), and (2.12). We shall, in fact, show 
how to obtain an expansion that is valid to all orders in k. In order to accom- 
plish this by our procedure, we must require that G*(z; a) be an infinitely 
differentiable function of z i.e., Gh must have continuous partial derivatives of 
all orders with respect to z i , za) in & . Although we shall assume below that 
this condition is satisfied, we point out that to determine the expansion to 
any given finite order in k, one need only require that G* has a sufficient 
number of continuous derivatives in & . In what follows we shall not 
explicitly exhibit the dependence of G* on a when no confusion can occur; 
and write G* = G*(z). 
Let us now define the vector 
r+ = V2+ = ~(3 - a1 , III (z2 - a2)); v,= g ( “) ’ ax, (2.15) 1 
and set 
G*(Z) = G*(a) + rk . I-@(z); &’ = (Hz, Hj$). (2.16) 
We are motivated to use such a representation for G* because the second 
term on the right-hand side of (2.16) vanishes at z = a and we can therefore 
integrate by parts in the integral with this term as integrand. One term 
obtained by this process is a new area integral which we expect to be of lower 
order in k than I itself. 
The vector H*(z) that appears in (2.15) is not uniquely determined; in 
fact, there is a one-parameter family of such vectors. It can be readily shown, 
however, that all of the results we shall obtain are independent of the choice 
of Hy’ so long as (2.15) is satisfied. For definiteness and symmetry we select 
P H;J=+[ W4 - G&l ,a2) + &(a1 , z2) - G+(a) 
z2 - a2 I* (2.17) 
Our assumptions on G* assure us that H(i) is infinitely differentiable in D 
even at z, = czr and/or z2 = a: 
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We observe that 
ri . HF’ = (&)-I [V, * (H& e (1) ikS*) _ (v, . Ht&i"S+] e--iks*e (2.18) 
We now insert (2.18) into (2.16) and substitute the result into (2.12). Then 
upon applying the divergence theorem to the relevant term in the resulting 
integral, we obtain 
Z*(k; u) = G*(a) SI(k; u) + (ik)-l 1, H!” * neiks* do 
+ (ik)-‘Z$‘(k; u). (2.19) 
Here B* denotes the boundary of D+ described in terms of arclength CI by 
z = z(a), n denotes the unit outward normal to B+ while 
F*(k; a) = 1s eiks* dz, dz, (2.20) 
D+ 
and 
G!’ = - V, * HF’. (2.21) 
We see from (2.20) that both fl+ and E are area integrals which are 
significantly simpler than the original integral Z(k; a). Moreover, one can 
think of these integrals as two-dimensional analogues of the Fresnel integral. 
They play the same role here as does the Fresnel integral in the uniform 
asymptotic expansion of one-dimensional integrals with a stationary point 
near an endpoint. 
As we have pointed out in the introduction, it can be shown by using 
standard asymptotic methods that both F+ and E are O(k-l) for all values 
of a in D* and that the line integral on the right-hand side of (2.19) can vary 
from O(1) to O(k-1/2). The line integral is O(k-1/2) when a level curve of S* 
has a simple order of contact with the boundary and is 0( 1) when s+ = const. 
on some segment of the boundary (infinite order of contact).3 Furthermore, 
we see from (2.21) that Zz’(k; a) is p recisely of the same form as Z* itself 
and hence the leading term of our expansion is contained in the first two 
terms on the right-hand side of (2.19) while the last term in that equation 
constitutes a remainder. 
3 See Table I in Section 3. 
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We wish to emphasize that (2.19) is valid for all values of a in 9~ and there- 
fore we have obtained the leading term of the uniform asymptotic expansion 
of I. We also point out that the line, integral in (2.19) is of the form (1.1) and 
can exhibit any of the anomalies of such integrals, many of which have been 
studied (see, for example, references (1) through (4)). 
We can now apply the procedure (2.15)-(2.19) to 12” thereby obtaining a 
two term uniform expansion. This result would be given by (2.19) with 
G*(a) replaced by G*(a) + (ik)-l G:‘(a), Hz’ by Hz’ + (ik)-l Hr’ and 
the remainder (ik)-lIF’ by a new remainder (ik)-21F). The new functions 
are defined below. The result of applying this recursive process N times is 
I*(K; a) = SQk; a) Nfl G$$(a) (ik)- 
9l=O 
+ sBi [& Hp’(ikJMm] * neiks* da + (ik)-NI!N’(k; a). (2.22) 
Here Gkm’ and Hkm’ = (Hi:‘, HA:‘) are defined recursively by 
m 2 0; (2.23) 
G!“‘(z)=-Vv,*H~‘, m>l; G&z) = G*(z). (2.24) 
The error term is given by 
(2.25) 
We see from (2.22)that the uniform expansion of I+ (and hence of I) to N 
terms involves the function .K*(k; a) and a sequence of one-dimensional 
integrals of the form (1.1). Thus the complete expansion (N -+ co) is not 
given simply as an asymptotic power series in k-l but involves k in a more 
complicated way. Therefore we cannot interpret our results in the classical 
sense of asymptotic expansions, but rather must resort to the more general 
context of asymptotic sequences (see reference [S]). 
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The sequence {Y&)), 71 = 0, l,.,., is said to be an asymptotic sequence if 
for each 71, Y%+r(K) = o(YJk)) as K -+ CCL Then a formal series C:=‘&(k) 
is said to be an asymptotic expansion of a given function L(R) with respect to 
the sequence (‘jr,} if for every N 
L(k) - f L,(k) = o(YN(k)) as k-too. (2.26) 
Y&=0 
By estimating the integrals in (2.22) for large k, one can show4 that for 
I*(k; a) the appropriate asymptotic sequence is {+$(k; u)} where 
&(k; a) = k*&(k; a), n = 0, 1) 2 ,... . (2.27) 
We can then summarize the analysis of this section in the following state- 
ment: 
Main Result 
The integral I+(k; a) defined by (2.12) can be written in the form (2.22- 
2.25) under the hypothesis that G* is sufficiently differentiable. Moreover 
as k -+ 00, this representation is a uniform asymptotic expansion of I* with 
respect to the asymptotic sequence defined by (2.27). 
3. NON-UNIFORM EXPANSIONS 
For fixed a, the asymptotic expansion of I(k; a) defined by (1.2) can be 
thought of as a sum of contributions from small neighborhoods of the critical 
points. Results of this type have been obtained in references [5] through [7]. 
As a check on our method, we shall show how the contribution to the leading 
term of the asymptotic expansion of I* (and hence of I) corresponding to a 
variety of critical points can be obtained from the leading term of our uniform 
expansion. Since there are many types of critical points that can occur, we 
cannot hope to treat all of them here. Therefore we shall present in this 
section a limited but representative set of sample cases. It must be emphasized 
that the results obtained in this section are non-uniform in that some fail to be 
valid as certain critical points are allowed to approach one another, while 
others are valid only when certain critical points have coalesced. 
4 In reference [4] the authors obtain a uniform asymptotic expansion for a certain 
class of one-dimensional integrals. It is expected that a proof of the above conjecture 
would follow along the lines of the analogous proof given in that reference. 
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As in the previous section, the case where the stationary point a is a center 
will be considered separately from the case where it is a saddle. In general, 
however, we shall be more detailed in obtaining results for the center and 
simply state the results for the saddle. 
We have used the term “stationary point” above to denote the extrema of 
the phase functions in the two-dimensional integrals appearing in Section 2. 
In what follows the term “stationary point of the boundary integral” will be 
used to denote a point p on & where 
gx*(b; a) = 0 (+), center 
(-), saddle point. (3.1) 
(i) Interior stationary point 
Let us first consider the case of the center. Assume that a is an interior 
point of D, and define D$ as the complement of D, in the z-plane. We can 
then rewrite F+ , defined by (2.20), as 
9+(k; a) = jrn jrn eiks+ dz, dz, - Is,. eiks+ dx, dx, . (3.2) -02 -m + 
In (3.2) the first integral is just 2c+/k. In the second integral we set 
1 =r+.H; r+ = k4xl - a1 , x2 - a2), H=!f$. (3.3) 
+ 
Upon applying the divergence theorem, we obtain 
S+(k;a)=F+&/ H*ne”“+do+$I,. 
B+ 
(3.4) 
It can be easily shown that the integral IR appearing in (3.4) is of the same 
order in k as P+ itself. Therefore the first line of (2.19) becomes 
I 
+ 
(k; a) - 2n pG+ta) 
k + & lB+ (G+(a) H + Ht’) * ne’““+ dm (3.5) 
and then we use (2.11) to obtain the corresponding result for I. If s+ = const. 
on any finite segment of B, , the line integral appearing in (3.5) is asymp- 
totically O(1) and hence the two terms are comparable. Otherwise we obtain 
I(k; a) = 7 G+(a) exp{ik+(a; a)} + o(k-I). (3.6) 
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In general we can make no better estimate of the error here, since this 
error depends on the nature of s+ on B, and on the nature of B, itself. We 
shall say more about this below. By retracing the derivation of G, in Section 2 
we can rewrite (3.6) in terms of the functions appearing in (1.2). Thus, if 
$(t; u) f const. on any finite segment of B*, we have 
2+44 I(k; a) N --= k dr ewW(a; 4) (3.7) 
where P is defined by (2.1). For the case of the saddle the corresponding 
result is 
I(k; a) N 2v!5!- 
k dlrl 
exp{ik$(a; a)}. (3.8) 
Equations (3.7) and (3.8) agree with the corresponding results obtained in 
references [5] through [7]. 
(ii) Stationary Point on the Boundary 
Again let a be a center and assume that a lies on B, . In order to analyze 
this case we introduce a neutralizer function h(z; a) such that 
h(z; a) = A z”, 
D, 
D c 
2’ 
Here Dsc is the complement of a domain D, which contains a, and D, is some 
smaller domain also containing a and lying inside of D, . On D, - D, , 
h(z; u) should vary from 0 to 1 and be infinitely differentiable. We also require 
that D, not be so large as to include any part of the evolute of that part of B, 
contained in D, . 
In obtaining the leading term of the expansion, of 9+ , defined by (2.20), 
we may replace D, by D, n D, . In this new domain we introduce the coor- 
dinates u, arc-length along B, measured from a and I?‘, distance along the 
inward normal to B, . If z = z(o) is the equation of the boundary, then this 
change of variables is defined by 
z = z(u) - h(o). (3.10) 
(We remark that in our notation n(u) is a unit normal pointing out of D+ .) 
In this notation the function s+ defined in Section 2 is given by 
s+ = (z(a) - &r(u) - a) - (z(u) - &r(u) - a). (3.11) 
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We now replace 9+ in (2.20) by 
P+(k; a) N s/,+,, k(z; a) eiks+[l - K(U) c?] da dC. (3.12) 
Here K(C) = ) d2z(u)/du2 1 is th e curvature of B, at a and the factor 1 - ICC?, 
which is the jacobian of the transformation (3.10), is positive in D, A D, . 
For each fixed 5, we find that s+ is stationary with respect to u for z(u) = a 
and therefore it can be shown, by applying the method of stationary phase, 
that the leading term of the contribution to 9r+ from a is 
Here 
h(5; a) = k(a - &I(O); a). (3.14) 
In (3.14), to leading order in K, we can replace li by 1. We then immediately 
obtain 
F+(k; a) -y + o(F). (3.15) 
By comparing this result with (3.4) we see that for this case simply one-half 
of the results, as given by (3.6) and (3.7), are obtained. In like manner, when a 
is a saddle point we obtain one-half of (3.8). 
(iii) Exterior Stationary Point 
Here we shall assume that a is exterior to DA . For the case of a center we 
introduce in (2.20) the vector H defined by (3.3). By applying the divergence 
theorem we then obtain 
S+(k; a) = $ lB+ H * ne’“+ do + o(k-l). (3.16) 
From this result we conclude that I is asymptotically equal to the line integral 
I(K; a> - p exp{iff(a’ a)} 1 [G+(a) H + @‘I * neikd+ do. (3.17) 
B+ 
Here the functions Hy’ and s+ are defined in Section 2. 
When a is a saddle-point we find that 
I(k; a) - 
- exp{ik+(a; a)} 
ik I 
[G-(a) R + &‘I * neiks- do. (3.18) 
B- 
UNIFORM ASYMPTOTIC EXPANSIONS 447 
Here Hlf’ and s- are defined in Section 2 and 
H = + [(zi - ar)” + (s2 - %)7-l. (3.19) 
In either case the asymptotic order of I in k is a function of the nature 
of the phase and amplitude of the integrand. It is also a function of the nature 
of the boundary curve B* . In particular, it is necessary to distinguish between 
a smooth boundary point, a point on B+ where the tangent to Bh is continu- 
ous, and what we shall call a corner, a point on B* where the tangent has a 
jump discontinuity. We list below various types of boundary critical points 
and the order in k of the corresponding contribution to the asymptotic 
expansion of 1. These estimates will also apply to the boundary integrals 
which appear in the case of an interior stationary point. 
TABLE I 
Critical point of boundary integral Order in k 
nonstationary corner 
stationary point of order 1 
stationary point of order p 
phase constant over some finite segment 
of B*(p + m) 
We observe that when a is a center, a stationary point of the boundary 
integral is an extremum of the distance from a to the boundary. In either case, 
a a center or a saddle, a stationary point of the boundary integral arises when 
a level curve of the phase is tangent to the boundary curve B* . 
(iv) Non-Stationary Corner 
We now assume that the boundary curve has a discontinuous tangent at 
z = p and that s+ in (3.17) (s- in (3.18)) is not stationary there. In (3.17) and 
(3.18) we let p correspond to (I = 0. We then denote the boundary by 
z = z(l)(o) on one side of 13 and by z = Z(~)(U) on the other side of p. The 
boundary segment z = Z(~)(U) shall correspond to u < 0 while the segment 
z = Z(~)(U) shall correspond to a > 0. 
For the case of a center, we integrate by parts in (3.17) and obtain 
Z(k; a) N - P expW#(a;;a) + s+(@; 41) [G+(a) H(p) + H?)(P)] 
9 
n’l’(P) nW) 
r+(p) - P'(O) - r+(p) * P)(O) 1 ' (-) = $. (3.20) 
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Here r, is defined by equation (2.15). It would appear that this result is a 
function of G+(a) as well as G+(p), w h ereas one would expect that the con- 
tribution from the corner would depend on the value of G+ and $ at p only. 
Indeed, we shall show that the latter situation is the case. We substitute the 
expressions for Hy’ and H given by (2.17) and (3.3) respectively into (3.20), 
and obtain 
I(k; a) - G+(P) expWM(a; 4 +s+(P; a>]> 
k2 
’ [r+(p) * t”)(fY~~~+(p) * i’“)(O)] * 
(3.21) 
Here I/ is the angle between i(i)(O) and ic2)(0) and 
sin * = i!‘(O) i:‘(O) - $(O) i?‘(O) (3.22) 
(Equation (3.21) is valid only when a1 + /?r and a2 # ,B2; however, (3.20) is 
valid even when a1 = j3r and/or a2 = p2 .) 
If 7 is arc-length on B* in the t plane (r = 0 at t = @*, the pre-image of p), 
then we may rewrite this result in terms of the original variables as 
l(k; cc) - r@*; 4 expbW(P*; 4) 
k2 
[Q’(O) if’(O) - @(O) p(o)] 
’ [V&3*; u) . t(1)(O)] [V&3*; a) * f(2)(O)] ’
(3.23) 
Here V, denotes gradient in the t variables and W(T), tc2)(T) are the pre- 
images of z(l)(u), Z(~)(U). When a is a saddle-point we obtain the same result. 
For any fixed u f p we may look upon (3.23) as a contribution of order 
K-2 to the complete non-uniform asymptotic expansion of I. This result does 
not depend on the position of ct in any way except that CL must be bounded 
away from p in the z-plane or, equivalently, p* in the t-plane. 
(v) Stationary Point of the Boundary Integral 
Here we shall assume that there is some point 13 f a on B+ such that (3.1) 
is satisfied. This implies for the case of a center, assuming z = p corresponds 
to u = 0, that 
(p - a) - i(0) = 0. (3.24) 
We shall restrict our considerations to the case of a simple stationary point and 
therefore require that 
f+ lo4 = 1 - V / p - a 1 K(0) # 0. (3.25) 
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Here K(O) is the curvature of B, at z = p and u = & 1. The choice of sign 
is determined in the following way: From (3.24) we see that (p - u) is 
colinear with n, the outward normal, while S(O) = - K(O) n for B, convex 
at p.5 Therefore we determine u by setting 
a-a===~~~--ain. (3.26) 
For example, v = + 1 when a is interior to B, . 
We can find the leading term of (3.17) by applying the method of stationary 
phase. For a exterior to D, this will be part of the leading term of the non- 
uniform asymptotic expansion of I; for a interior to D, or at some point of B, 
different from p, this result would be another lower-order contribution to 1. 
To use the method of stationary phase we must know the sign of S; lo=,, . 
To determine this sign we define c as the center of curvature of B, at the 
point p; i.e., 
Z(0) 
c=P+l(O)l. (3.29) 
The points a, p and c are colinear and the assumption (3.25) implies that 
c f a. It can be shown that 
f+ I,& = h I s’, lo=0 (3.28) 
where 
c between a and j3 
otherwise. 
(3.29) 
By using (3.26) and (2.17) we can easily evaluate the integrand of (3.17) at 
z = p and then obtain, by the method of stationary phase, 
In order to rewrite this result in terms of the quatities defined in the original 
t-plane, we denote by p* the pre-image in the t-plane of the point z = p. 
Then if 7 measures arc-length on B* with T = 0 corresponding to Q = 0 we 
have 
gf (p*, u) = 0. (3.31) 
Now it can be shown that 
T(k; a) - - ipv (?_),‘y(f3*) exp [A#@*; a) + F/ . Nk3 (3.32) 
-- 
5 For B, concave at f3, Z(O) = in. We shall assume here that B, is convex 
at f3. 
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N=Igq$)“- 2!?ew+~(~)” at, at, at, at, 
- wK*(o) [(s)z + ($q2 j (3.33) 
:+I* 
where K*(O) is the curvature of B* at t = p*. It can be seen that the quantity 
.v’X is simply the product 
For the case of a saddle we find that 
W; a> - f i ($-)l” y(P*) exp ]iW(P*; a) + i: sp&(P*; a)/ . 
(3.35) 
In (3.35) the plus (minus) sign is selected if - sgn 8+/&r Jr+ is positive 
(negative). The quantity m . d is erived from N by setting p = - 1 in (3.33) 
and defining v by 
v=sgnV,$*$- . 
r-B* 
(3.36) 
4. SEMI-UNIFORM ASYMPTOTIC EXPANSIONS 
Let us suppose that a moves in such a way that two or more critical points 
come near one another. This occurs, for example, when the stationary point 
a approaches the boundary curve B *. In such cases it is sometimes possible 
to isolate the relevant anomaly and then to obtain a uniform expansion for the 
resulting contribution. Although such a result does not have the feature of 
total uniformity, as do the expansions obtained in Section 2, it is generally 
simpler in form. 
As in Section 3, we find here that we cannot treat all of the possible cases 
that can arise. In fact, in this section we shall restrict our considerations to the 
case where a approaches a smooth segment of the boundary curve. At the 
conclusion of this section we shall indicate how some further semi-uniform 
expansions can be obtained. 
Let us consider the function St, defined by (2.20) and assume that a is 
near a smooth section B+ of the boundary curve B, . We further assume that 
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s+ # const. on any segment of i?+ . We now introduce a neutralizer function 
h(z; a), as in (3.9). Here the domain D, is to be large enough to contain a and 
B+ and D, is to be such that the evolute of B+ should lie in its complement 
D,C. 
Upon introducing the coordinates o, C? defined in (3.10), we again obtain 
the result (3.12) with s+ defined by (3.11). We intend to apply the method of 
stationary phase to the integral with respect to 0 for each fixed C. Before 
doing so, however, we define p on i?, to correspond to 0 = 0 and we require 
that 
(P - a) . i(0) = 0, (*) = $. 
In this manner we have made the stationary point of s+(z(o); u) the origin 
of coordinates in the (a, 6) plane. 
From (3.10) and (3.11) we obtain 
pi+ = [l - K(U) 61 i(u) * [z(o) - a - tin(o)], (4.2) 
Since 1 - K(U) ~7 f 0 in D, n D, and n * i(u) = 0, we find S, = 0 implies 
that 
z(u) * [z(u) - a] = 0 (4.3) 
or 
z(o) = P; u = 0. (4.4) 
To apply the method of stationary phase, we also need the result 
= [l -K6] [l -VK / p - U I]; v= +1; aED+ 
I -1 a4D+ 
(4.5) 
Here K is evaluated at u = 0. Since the evolute of B+ is outside of D, , the 
expression (4.5) is positive. Equation (3.12) now becomes 
X exp 
I 
y [C - v 1 p - a l]zl d6 (4.6) 
which has a stationary point at 6 = v / p - a 1 near the end-point of integra- 
tion. (Of course if v = - 1, i.e., if a is exterior to D, , the stationary point 
does not lie in the range of integration.) 
By using the methods described in references [2] and [3], a uniform 
expansion of (4.6) which remains valid for 1 p - a 1 near zero can be obtained. 
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The result is 
.F+(k; a) - exp 
exp - 
+ 
I i5k ’ p - a l ‘1 [l - (1 - ~(0) I p - a I)““] 
ipk 
1 
v 1 p - a I(1 - ~(0) I P - a I)lja * (4.7) 
Here the first term is a multiple of the Fresnel integral (see reference [lo]). 
From this result we find that 
2nip ; 
k 
(p-ai=O(l)ink,aED+ 
exp I 
ipk I @ - a I2 
pIid 2 - 
kSl2 VIP-al 
-; IP-al =O(l)ink,a$D+. 
In the first two cases above, multiplication by G.+(a) exp{ik$(a; a)} imme- 
diately provides the leading terms of the corresponding nonuniform expan- 
sions of I(k; a) given by (3.6) and (3.15). In the last case we must combine the 
above result with a contribution of order k-312 arising from the line integral in 
(2.19). By using (4.7) and applying the method of stationary phase to the line 
integral in (2.19) we would obtain a result which would yield the leading term 
of the uniform expansion of I as a moves through a smooth boundary point of 
B, . The result is 
I(k; a) N ($)l’* exp li&(a; a) + %I 
x [G,(a) c exp 1 
+k[6 - v I f3 - a 112 
2 1 
+ [G+(P) (1 - ~40) I P - a I>“” - G+(a)1 
v 1 g - a 1 (1 - WC(O) / P - a ])lj2 exp@,iks + (Pi a$j . 
(4.9) 
It follows from (4.8) that the second term in (4.9) contributes to the leading 
term of the asymptotic expansion of I only when a is exterior to D+ . A 
similar analysis could be performed for the case of the saddle. 
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Another interesting semi-iniform result arises when one considers the line 
integral in (3.5) and allows a to be near a smooth point on the evolute of B, . 
In this case the boundary integral has two nearby stationary points and a 
uniform expansion is obtained in terms of Airy functions (see references [l] 
and [3]). If a were near a cusp of the evolute, one would have to apply the 
methods of reference [ll]. The uniform expansion of the boundary integral 
in that case would be in terms of the more complicated special functions that 
are described in that reference. 
ACKNOWLEDGMENTS 
The authors would like to thank Professors J. B. Keller and D. Ludwig for their 
helpful criticisms and suggestions. We would also like to point out that several of the 
techniques used in this paper were motivated by previous works of Professor Ludwig. 
The work of R. A. Handelsman was supported by the Department of Defense 
Advanced Research Projects Agency, Contract No. SD-86, and that of N. Bleistein 
was supported in part by the National Science Foundation. Reproduction in whole 
or in part is permitted for any purpose of the U. S. Government. 
REFERENCES 
1. C. CHESTER, B. FRIEDMAN, AND F. URSELL. An extension of the method of steepest 
descents. Proc. Camb. Phil. Sot. 54 (1957). 
2. R. M. LEWIS. Asymptotic theory of transients. URSI Symposium, September 
1965, Delft, Holland, Proceedings. Pergamon Press, New York, 1967. 
3. N. BLEISTEIN. Uniform asymptotic expansions of integrals with stationary point 
near algebraic singularity. Comm. Pure and Applied Math. 19, (1966), 4. 
4. N. BLEISTEIN AND R. A. HANDELSMAN. Uniform asymptotic expansions of certain 
integrals. J. Sot. Ind. Appl. Math. 15 (1967), No. 6. 
5. J. FOCKE. Asymptotische Entwicklungen Mittels der Methode der stationlren 
Phase. Berichte Sack. Akad. der Ii’&. Leipzig 101 (1954). 
6. D. S. JONES AND M. KLINE. Asymptotic expansion of multiple integrals and the 
method of stationary phase. J. Math. Phys. 37 (1958). 
7. N. CHAKO. Asymptotic expansions of double and multiple integrals occurring 
in diffraction theory. J. Inst. Maths. Applic. 1 (1965), No. 4. 
8. A. ERDELYI AND M. WYMAN. The asymptotic expansion of certain integrals. 
Arch. Rat. Mech. Anal. 14 (1963), 3. 
9. D. S. JONES. “The Theory of Electromagnetism.” The MacMillan Company, 
New York, 1964. 
10. E. T. WHITTAI(ER AND G. N. WATSON. “A Course of Modern Analysis,” 4th 
edition. Cambridge Press, Cambridge, England, 1958. 
11. N. BLEISTEIN. Uniform asymptotic expansions of integrals with many nearby 
stationary points and algebraic singularities. J. Math. Meek. 17 (1967), No. 6. 
