Abstract-The stochastic optimal control of nonlinear networked control systems (NNCSs) using neuro-dynamic programming (NDP) over a finite time horizon is a challenging problem due to terminal constraints, system uncertainties, and unknown network imperfections, such as network-induced delays and packet losses. Since the traditional iteration or time-based infinite horizon NDP schemes are unsuitable for NNCS with terminal constraints, a novel time-based NDP scheme is developed to solve finite horizon optimal control of NNCS by mitigating the above-mentioned challenges. First, an online neural network (NN) identifier is introduced to approximate the control coefficient matrix that is subsequently utilized in conjunction with the critic and actor NNs to determine a time-based stochastic optimal control input over finite horizon in a forward-in-time and online manner. Eventually, Lyapunov theory is used to show that all closed-loop signals and NN weights are uniformly ultimately bounded with ultimate bounds being a function of initial conditions and final time. Moreover, the approximated control input converges close to optimal value within finite time. The simulation results are included to show the effectiveness of the proposed scheme.
I. INTRODUCTION

N
ONLINEAR networked control systems (NNCSs) [1] , which utilize a communication network to connect the nonlinear plant with a controller, has been considered as the next-generation control system. Despite the following benefits, such as high flexibility, efficiency, and low installation cost, a communication network within the feedback loop causes several challenging issues due to network imperfections while exchanging data among devices. Furthermore, these network imperfections, such as random delays and packet losses, can degrade the performance of the control system even causing instability.
Therefore, the stability analysis for the linear networked control systems (LNCS) is developed in [2] . Subsequently, Manuscript Walsh et al. [3] analyzed asymptotic behavior of NNCS in the presence of network-induced delays. In [4] , a discretetime framework is introduced to analyze NNCS stability with both delays and packet losses. These schemes [2] - [4] maintain stability of NNCS while assuming that the system dynamics and network imperfections are known beforehand. However, due to network imperfections that are time varying and normally unknown, the NCS dynamics become uncertain. In addition, optimality, which includes stability, is generally preferred [5] - [8] over stability alone. Neuro-dynamic programming (NDP) technique, on the other hand, proposed in [10] and [26] , intends to obtain the optimal control of uncertain nonlinear systems in a forward-in-time manner in contrast to traditional backward-in-time optimal control technique, which normally requires complete knowledge of system dynamics. Moreover, using value or policy iterations, reinforcement learning can be incorporated with NDP to obtain optimal control [11] .
Wang et al. [12] and Zhang et al. [13] proposed policy or value iteration-based NDP scheme to obtain finite horizon optimal control inputs for nonlinear system with unknown internal system dynamics. However, to compute the optimal solution, these iteration-based NDP methods require significant number of iterations within a fixed sampling interval [14] , which can be a bottleneck for implementation.
Therefore, Dierks and Jagannathan [14] developed a timebased NDP scheme to solve infinite horizon optimal control in the presence of unknown internal dynamics using previous history of system states and cost function values. Nevertheless, the existing NDP schemes [10] , [11] , [13] , [14] are unsuitable for finite horizon optimal control of NNCS since: 1) these techniques [10] , [11] , [13] , [14] are only developed to solve infinite horizon optimal control [15] ; 2) the partial system dynamics in the form of control coefficient matrix is needed; and 3) network imperfections resulting from the communication network are ignored.
Therefore, in [9] , a model-free infinite horizon optimal control of LNCS is derived in the presence of uncertain dynamics and network imperfections using approximate dynamics programming-based technique. However, finite horizon optimal control is more difficult to solve for NNCS due to terminal constraints than infinite horizon-based schemes [5] - [9] . To the best of the authors' knowledge, this paper for the first time considers finite horizon optimal design for NNCS by incorporating terminal constraints. In this paper, an optimal adaptive control scheme using time-based NDP is undertaken to obtain finite horizon stochastic optimal regulation of NNCS in the presence of uncertain system dynamics due to network imperfections. First, to relax the NNCS dynamics, a novel neural network (NN) identifier is proposed to learn online the control coefficient matrix. Then, using an initial admissible control, a critic NN [16] is introduced and tuned in a forward-in-time manner to approximate the stochastic value function using Hamilton-Jacob-Bellman (HJB) equation [15] , given the terminal constraint. Eventually, an actor NN is introduced to generate optimal control input by minimizing the estimated stochastic value function.
Compared with the traditional stochastic optimal controller design [25] that requires full knowledge of system dynamics, our proposed stochastic optimal controller design for NNCS can relax the requirement on system dynamics and network imperfection as well as value or policy iterations using a novel time-based NDP technique. Moreover, the available control techniques for time-delay systems with known deterministic delays [17] , [18] are unsuitable here since network imperfections from NNCS result in random delays and packet losses, which cannot be handled by the time-delay control techniques.
The main contribution of this paper includes: 1) a timebased stochastic optimal control NDP approach over finite horizon for uncertain NNCS by incorporating the terminal constraints; 2) a novel online identifier to obtain the NNCS dynamics; and 3) demonstration of the closed-loop stability via a combination of Lyapunov and geometric sequence analysis, which guarantees the stability. This paper is organized as follows. First, Section II presents the background of NNCS and traditional finite horizon optimal control. The novel finite horizon stochastic optimal control scheme with an online identifier is developed in Section III, where the stability is also analyzed. Section IV illustrates the effectiveness of the proposed approach, while Section V carries the concluding remarks.
II. BACKGROUND
A. NNCS Representation
The block diagram representation of general NNCS is shown in Fig. 1 , where control loop is closed using a communication network. Fig. 1 shows a typical NNCS that is practical and utilized in many real-time applications. In addition, since the communication network is shared [19] , [20] , the NNCS in this paper considers the network imperfections including: 1) τ sc (t): sensor-to-controller delay; 2) τ ca (t): controller-toactuator delay; and 3) γ (t): indicator of network-induced packet losses.
In the recent NCS [2] - [9] and communication network protocol development literature [19] , [20] , the following assumptions [5] , [9] are utilized for the controller design.
Assumption 1: 1) Due to the wide area network, two types of network-induced delays are considered independent, ergodic, and unknown, whereas their probability distribution functions are considered known. The sensor-to-controller delay is assumed to be less than a sampling interval.
2) The sum of two delays is considered to be bounded, while the initial state of system is assumed to be deterministic [5] .
Incorporating network-induced delays and packet losses, original affine nonlinear system can be represented aṡ
with
I n×n if control input is received by the actuator at time t 0 n×n if control input is lost at time t I n×n is n × n identity matrix, x(t) ∈ R n×n , u(t) ∈ R m×m , f (x) ∈ R n×n , and g(x) ∈ R n×m represent system state, control inputs, nonlinear internal dynamics, and control coefficient matrix, respectively. Similar to [9] and [21] , integrating (1) over a sampling interval [kT s , (k + 1)T s ) with network-induced delays and packet losses, the NNCS can be represented as
wheredT s is the maximum network-induced delay, with T s the sampling interval andd the number of sampling interval,
are discretized system state and previous control inputs, and X τ,γ (·) and P τ,γ (·) are defined similar to [21] .
Next, define a new augment state variable
] T ∈ R n+dm . Equation (2) can be expressed equivalently as
with NNCS internal dynamics and control coefficient matrix F(·) and G(·) derived similar to [21] with G(z k ) F ≤ G M , where · F denotes the Frobenius norm [16] and G M is a positive constant. Due to the presence of network-induced delays and packet losses, (3) becomes uncertain and stochastic, thus needing adaptive control methods. Next, the traditional stochastic optimal control scheme is briefly discussed for comparison.
B. Traditional Stochastic Optimal Control
Consider the affine nonlinear discrete-time system [15] , optimal control input is derived by minimizing value function expressed as
with the cost-to-go denoted as r (
and R d being symmetric positive definite matrix, and E(·) being the expectation operator (the mean value). Here, the terminal constraint ϕ N (x) needs to be satisfied in the finite horizon optimal control design. Equation (5) can also be rewritten as
According to the observability condition [22] , when x = 0 and V k (x) = 0, the value function V k (x) serves as a Lyapunov function [15] , [16] . Based on the Bellman principle of optimality [15] , [16] , the optimal value function also satisfies the discrete-time HJB equation given by
Differentiating (7), the optimal control u * d,k is obtained as
In other words
Substituting (9) into (7), the discrete-time HJB equation (7) becomes
It is worthwhile to observe that obtaining a closed-form solution to the discrete-time HJB is difficult since future system state x k+1 and system dynamics are needed at kT s . To circumvent this issue, normally value and policy iterationbased schemes are utilized [12] , [13] . However, iterationbased methods are unsuitable for real-time control due to large number of iterations needed within a sampling interval. Inadequate number of iterations will lead to instability [14] . Therefore, time-based NDP finite horizon optimal controller design is presented next for the NNCS.
III. STOCHASTIC OPTIMAL CONTROLLER DESIGN FOR NNCS
In this section, a novel time-based NDP technique is derived to obtain stochastic optimal regulation of NNCS over finite time horizon with uncertain system dynamics due to network imperfections, such as random delays and packet losses. First, an online NN identifier is introduced to obtain the control coefficient matrix. Then, the critic NN is proposed to approximate the stochastic value function within a fixed final time. Eventually, using an actor NN, identified NNCS dynamics, and estimated stochastic value function, the finite horizon stochastic optimal control of NNCS is derived. The details are given in the following.
A. Online NN Identifier Design
The control coefficient matrix is required for the optimal control of affine nonlinear system [12] , [13] . However, the control coefficient matrix is not normally known in advance. To overcome this deficiency, a novel NN identifier is proposed to estimate the control coefficient matrix denoted as G(z). Due to network imperfections that are presented by random variables, stochastic mathematical treatment will be used throughout this paper.
Based on [23] and universal function approximation property, the NNCS internal dynamics and control coefficient matrix can be represented on a compact set as
with W F and W G denoting the target NN weights, υ F (·) and υ G (·) denoting activation functions, and ε F,k and ε G,k representing reconstruction errors, respectively. Substituting (11) into (3) to get
where
] are NN identifier target weight and activation function, respectively, augment control input
Since the NN activation function and augmented control input from previous time instants are considered bounded with an initial bounded input, the term E
where ζ M is a positive constant. Moreover, the NN identifier reconstruction error is considered to be bounded, i.e., E τ,γ
, where ε I,M denotes a positive constant. Therefore, given the bounded NN activation functions υ F (·), υ G (·), and υ I (·), the NNCS control coefficient matrix G(z) can be identified once the NN identifier weight matrix W I is obtained. Next, the update law for the NN identifier will be introduced.
The NNCS system state z k can be approximated using an NN identifier aŝ
withŴ I,k the actual identifier NN weight matrix at the time instant kT s , and E τ,γ
Based on (12) and (13), the identification error can be expressed as
Moreover, identification error dynamics can be derived as
According to [21] and using the history from NNCS, an auxiliary identification error vector can be defined as
T , and
The l previous identification errors (17) are recalculated using the most recent actual NN identifier weight matrix i.e., E
Then, dynamics of auxiliary identification error can be represented as
To force the actual NN identifier weight matrix close to its target within the fixed final time, the stochastic update law for E τ,γ (Ŵ I,k ) can be expressed as
where α I is the tuning parameter satisfying 0 < α I < 1. Substituting update law (18) into auxiliary error dynamics (17), the error dynamics E τ,γ ( I,k+1 ) can be represented as
To learn the NNCS control coefficient matrix
has to be persistently existing (PE) [14] , [16] long enough, namely, there exists a positive constant ζ min such that 0
Recalling (12), the identification error dynamics (15) can be represented as
whereW I,k = W I −Ŵ I,k is the NN identifier weight estimation error at time kT s . Using the NN identifier update law and (20), the NN weight estimation error dynamics of the NN identifier can be derived as
Next, the stability of NN identification error (14) and weight estimation errors E τ,γ (W I,k ) will be analyzed. [21] for the NN Identifier): Given the initial NN identifier weight matrix W I,0 that resides in a compact set , let the proposed NN identifier be defined as (13) , its update law be given by (18) Proof: Proof follows similar to [21] and omitted here.
Lemma 1 (Boundedness in the Mean
. Assuming that E τ,γ [ῡ I (z k )U k ] satisfies
B. Stochastic Value Function Setup and Critic NN Design
According to the value function defined in [12] and [13] and given NNCS dynamics (3), the stochastic value function can be expressed in terms of augment state z k as 
needs to be considered while developing stochastic optimal controller.
Next, according to the universal approximation property of NN [16] , the stochastic value function (22) can be represented using a critic NN as
where W V and ε V ,k denote critic NN target weight matrix and NN reconstruction error, respectively, and ψ(z k , N − k) represents the time-dependent critic NN activation function.
Since the activation function explicitly depends upon time, the finite horizon design is different and difficult when compared with the infinite horizon case [14] . The target weight matrix of the critic NN is considered bounded in the mean as E
and the reconstruction error is also considered bounded in the mean such that E
a positive constant. In addition, the gradient of the NN reconstruction error is assumed to be bounded in the mean as E
constant [14] . Next, approximate stochastic value function (23) can be represented aŝ
with E τ,γ (Ŵ V ,k ) being the estimated critic NN weight matrix and ψ(z k , N − k) representing the time-dependent activation function selected from a basis function set whose elements in the set are linearly independent [14] . In addition, since the activation function is continuous and smooth, time-independent functions ψ min (z k ) and ψ max (z k ) can be found such that (6) and substitute (22) into (6) to get
However, (26) cannot be held while utilizing the approximated critic NN [14] and [21] , using delayed values for convenience, the residual error dynamics associated with (26) are derived as
with 
where (29) whereẑ N,k is the estimated final NNCS system state vector at time kT s using NN identifier [i.e.,F(·),Ĝ(·)]. Recalling (23), (29) can be represented in terms of critic NN weight estimation error as
Combining both the HJB residual and terminal constraint estimation errors and using the gradient-descent scheme, the stochastic update law of critic NN weight can be given by
Remark 1: When the NNCS system state becomes zero, z k = 0, k = 0, 1, . . . , N, both the stochastic value function (23) and the critic NN approximation (24) become zero. Therefore, the critic NN will stop updating once the system state vector converges to zero. According to [14] and [21] , this can be considered as a PE requirement for the input to the critic NN. In other words, the system state has to PE long enough for the critic NN to learn the stochastic value function within the finite time t ∈ [0, N T s ]. Similar to [14] , [16] , and [21] , the PE requirement can be satisfied by introducing exploration noise such that 0 < ψ min < ψ min (z) ≤ ψ(z, k) and
Next, the boundedness of the critic NN weight estimation
Theorem 1 (Boundedness in the Mean of Critic NN Weight Estimation Error):
Given an initial NNCS admissible control policy u 0 (z k ), let critic NN weight update law be designed as (31) . Then, there exists a positive constant α V satisfying 0 < α V < 2 − χ/χ + 5 with 0 < χ = ψ 2 min + ψ 2 min + 2 /((ψ 2 min + 1)( ψ 2 min + 1)) < 2 such that critic NN weight estimation error (32) is UUB in the mean within a fixed final time. Furthermore, the ultimate bound depends upon final time N T s and initial bounded critic NN weight estimation error B W V,0 .
Proof: Refer to the Appendix.
C. Actor NN Estimation of Optimal Control Input
According to the universal approximation property of NN, the ideal finite horizon stochastic optimal control input can be expressed using actor NN as
(ε u,k ) denoting the target weight and reconstruction error of the actor NN, respectively, and ϑ(z k , k) represents the smooth time-varying actor NN activation function. Moreover, two time-independent functions ϑ min (z k ) and
In addition, the ideal actor NN weight matrix, activation function, and reconstruction are all considered to be bounded such that E
W u M , ϑ M , and ε u M being positive constants. Next, similar to [14] and [21] , the actor NN estimation of (33) can be represented aŝ
where E τ,γ (Ŵ u,k ) represents the estimated weights for actor NN. Moreover, the estimation error of the actor NN can be defined as the difference between the actual control inputs (34) applied to the NNCS and control policy, which minimizes the estimated stochastic value function (24) with identified control coefficient matrixĜ(z k ) during the interval
Select the stochastic update law for the actor NN actual weight matrix as
with the tuning parameter α u satisfying 0 < α u < 1. Furthermore, the ideal actor NN output (33) should be equal to the control policy that minimizes the ideal stochastic value function (23), which is given by
Substitute (37b) into (35), the actor NN estimation error can be represented equivalently as
Next, substitute (38) into (36), the actor NN stochastic weight estimation error dynamics can be expressed as
In this approach, due to the novel NN identifier, the need for the NNCS control coefficient matrix G(z k ) is relaxed, which itself is a contribution when compared with [12] - [14] . Next, the closed-loop stability of NNCS with the proposed novel time-based NDP algorithm will be demonstrated.
D. Closed-Loop Stability
In this section, we will prove that the closed-loop NNCS system is UUB in the mean within a fixed final time with the ultimate bounds dependent upon initial conditions and final time. Moreover, when the final time instant goes to infinity, k → ∞, the estimated control input approaches the infinite horizon optimal control input. Before demonstrating the main theorem on closed-loop stability, the flowchart of the proposed novel time-based NDP finite horizon optimal control design is shown in Fig. 2 .
Similar to [14] and [21] , the initial NNCS system state is considered to reside in a compact set due to the initial admissible control input u 0 (z k ). Furthermore, the actor NN activation function, the critic NN activation function, and its gradient are all considered bounded in as E
In addition, the PE condition will be satisfied by introducing exploration noise [14] , [21] . The three NN tuning parameters α I , α V , and α u will be derived to guarantee that all future system state vector remains in . To proceed, the following lemma is needed before introducing the theorem.
Lemma 1: Let an optimal control policy be utilized for the controllable NNCS (3) such that (3) is asymptotically stable in the mean [21] . Then, the closed-loop NNCS dynamics E where u * (z k ) is the optimal control input, with 0 < l o < 1 being a positive constant. Proof: Proof follows similar to [14] and [21] , and omitted here.
Theorem 2 (Convergence of Stochastic Optimal Control Input):
Let u 0 (z k ) be any initial admissible control policy for the NNCS (3) such that (40) holds with 0 < l o < 1/2. Given the NN weight update laws for identifier, critic, and actor NN as (18) , (31) , and (36), respectively, there exist three positive tuning parameters α I , α V , and α u satisfying 0 Proof: Refer to the Appendix.
IV. SIMULATION RESULTS
The performance of proposed finite horizon stochastic optimal regulation control of NNCS in the presence of unknown system dynamics and network imperfections has been evaluated. The continuous-time version of original two-link robot system is shown as [30] 
with internal dynamics f (x) and control coefficient matrix g(x) given as
The network parameters are selected as follows [21] 
A. State Regulation Errors and Controller Performance
Note that the problem attempted in this paper is optimal regulation, which implies that NNCS states should converge to the origin in an optimal manner. After incorporating the network imperfections into NNCS, the augment state vector is presented as 
}, the state-dependent part of activation function for the critic NN is defined as sigmoid of sixth-order polynomial [i.e., sigmoid
and the timedependent part of critic NN activation function is selected as saturation polynomial time function (i.e., sat{(N − k) 31 
, and the activation function of actor NN is selected as the gradient of critic NN activation function. The saturation operator for time function is added to ensure that the magnitude of time function stays within a reasonable range such that the NN weights are computable. Moreover, all three NNs have two layers, where the first layer is input layer and the second layer is hidden layer. For NN identifier, hidden layer has 39 neurons, whereas critic NN and actor NN have 32 hidden neurons. Feedforward NNs structure is selected for all the NNs. The tuning parameters of NN identifier, critic NN, and actor NN are defined as α I = 0.03, α V = 0.01, and α u = 0.5, with the initial weights of NN identifier and critic NN in hidden layer being selected as zero, whereas actor NN weight matrix in the hidden layer is set to reflect the initial admissible control at the beginning of simulation, whereas the weights of three NNs' input layer are chosen as all ones. The results are shown in Figs. 5-9 .
First, the state regulation error and stochastic optimal control inputs are studied. As shown in Figs. 5 and 6 , the proposed stochastic optimal controller can force the NNCS state regulation errors converge close to zero within a fixed final time even in the presence of uncertain NNCS dynamics and network imperfections. Moreover, the stochastic control signal is also bounded in the mean. The initial admission control selection affects the transient performance similar to the NN tuning parameters, and these have to be carefully selected for suitable transient performance.
Next, the effect of network imperfections is evaluated. According to [16] and [30] , an NN-based feedback linearization control input can maintain the stability of the two-link robot system (41). However, after introducing the networkinduced delays and packet losses shown in Figs. 3 and 4 , this feedback linearization controller cannot retain the stability of NNCS, as shown in Fig. 7 . This in turn confirms that a controller should be carefully designed after incorporating the effects of network imperfections. Now, the evolution of the NN weights is studied. In Fig. 8 , the actual weights of critic and actor NN are shown. Within the fixed final time (i.e., t ∈ [0, 20s]), the actual weights of critic and actor NN converge and remain UUB in the mean consistent with Theorem 2. Furthermore, as shown in Fig. 9 , the identification error converges close to zero, which indicates that the NN identifier learns the system dynamics properly.
B. HJB Equation and Terminal Constraint Estimation Errors
In this section, the HJB equation and terminal constraint estimation errors have been analyzed. It is well known that the proposed control input will approach finite horizon optimal control [15] , [25] input only when the control input satisfies both HJB and terminal constraint errors. If the HJB equation error is near zero, then the solution of the HJB equation is optimal, and the control input that uses the value function becomes optimal. In Fig. 10 , within the fixed final time t ∈ [0, 20s], not only the HJB equation error but also terminal constraint estimation errors converge close to zero. This indicates that the proposed stochastic optimal control inputs approach the finite horizon optimal control inputs.
C. Cost Function Comparison
Subsequently, the cost function of the proposed finite horizon stochastic optimal controller is studied. For comparison, with known system dynamics and network imperfections, a conventional NN-based feedback linearization control [16] and an ideal offline finite horizon optimal control [25] of NNCS have been included. In Fig. 11 , the cost function comparison result is shown for the three controllers. Compared with conventional NN-based NNCS feedback linearization control, the proposed optimal control design can deliver a much better performance since optimality is neglected in feedback linearization control. Moreover, in contrast to traditional offline NNCS finite horizon optimal control [25] , cost function of proposed scheme is slightly higher due to system uncertainties and NN approximation, whereas the proposed design is more practical since the prior knowledge on network imperfections and system dynamics is not needed unlike in the case of traditional offline optimal controller design.
However, computational complexity of an optimal controller is higher than a traditional controller. Despite the increase in computational cost for the optimal controller, these advanced controllers can still be realized in practice cheaply due to a drastic increase in processor speed. Therefore, the advanced controllers, such as the one proposed, can be utilized on NNCS for generating an improvement in performance over traditional controllers.
In the end, the simulation results shown in Figs. 3-11 confirm that the proposed time-based NDP scheme renders acceptable performance in the presence of uncertain NNCS dynamics due to network imperfections.
V. CONCLUSION
In this paper, a novel time-based finite horizon NDP scheme was proposed for NNCS using NN identifier, critic, and actor NNs to obtain stochastic optimal control policy in the presence of uncertain system dynamics due to network imperfections. Using historical inputs and NN identifier, the requirement on both internal dynamics and control coefficient matrix was relaxed. Furthermore, critic NN was derived to estimate the stochastic solution of the HJB equation online while satisfying the terminal constraint. An initial admissible control ensures that NNCS is stable when NN identifier, critic, and actor NN were being tuned. Using Lyapunov and geometric sequence theories, the NNCS system state, identification error, and weight estimation errors of NN-identifier, critic, and actor NNs have been proven to be UUB in the mean with ultimate bounds dependent upon initial condition B C L,0 and final time instant N T s . While the final time instant N T s increases, all the ultimate bounds would decrease and converge to bounds derived for the infinite horizon case [21] .
APPENDIX PROOF OF THEOREM 1
Consider the Lyapunov function candidate as
Then, using (32), the first difference of (A.1) can be derived
can be guaranteed by the PE condition given in Remark 1, and ε 2
Note that when tuning parameter is selected as 0 < α [16] , geometric sequence theory [24] , and (A.2), Lyapunov function can be expressed during the interval t
Therefore, term η k will decrease when the final time instant kT s increases. Furthermore, ultimate bound B V ,k will also decrease with time kT s . The bounded critic NN weight estimation errors will decrease with time horizon. In addition, when time goes to infinity, k → ∞, the ultimate bound on critic NN weight estimation error will be equal to infinite horizon case.
PROOF OF THEOREM 2
Consider the Lyapunov function candidate for closed-loop NNCS as
and
min , and ζ M are defined in Lemma 1 and Theorem 1. Then, the first difference of (A.6) can be expressed as
Recall (3) and use the Cauchy-Schwartz inequality and Lemma 1, L z,k can be expressed as with 0 < χ = ψ 2 min + ψ 2 min + 2/(ψ 2 min + 1)( ψ 2 min +1) < 2 defined in Theorem 1.
Eventually, combining (23), (A.2), and (A.7)-(A.10), the overall L C L,k can be represented as
written as χ) ]}. Therefore, the ultimate bounds for the system state, identification error, NN identifier weight estimation error, and critic and actor NN weight estimation errors can be represented as Moreover, when final time instant N T s increases, not only all the signals will be UUB in the mean but also all ultimate bounds will decrease with time. Similar to Lemma 1 and Theorem 1, when time goes to infinity, the NNCS system state, identification error, and weights estimation errors of three NNs will decrease and approach their bounds. Moreover, we have
