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The nearest neighbor problem arises in several applications such 
as density estimation, pattern classification and information retrieval.
The problem is to find, among a set of points (or feature vectors), the 
one which is most similar or closest to a given test point according to 
some dissimilarity or distance measure. One straightforward way of solving 
it is to compute the "distances" between each point of the set and the test 
point and then search for the point P with minimum distance. The amount 
of work involved in this method is obviously proportional to N, the size of 
the set. If only a few queries will be posed on a given set of data, the 
method is probably the best one. But on the other hand, if an extremely 
large number of queries is to be made, then it would be cost effective to 
perform some moderately elaborate preprocessing on the data. Under the 
circumstances of the latter case, a solution to the given problem 
is usually evaluated by the following three measures: (i) the search time, 
that is, the number of operations required to find the desired point or 
points; (ii) the preprocessing time, that is, the number of operations 
required to construct the data structure postulated by the search algorithm; 
(iii) the amount of storage required by the preprocessed data structure.
The k-nearest neighbor problem to be considered here is a variant 
of the classical nearest neighbor problem. It has been shown that the 
k-nearest neighbor approach is an important technique for multivariate 
density estimation [l] and classification [2]. In an information retrieval 
system, the request of searching in a file with N records for the k nearest
2
records to a query becomes more desirable. Due to the time-consuming process 
of finding the k nearest neighbors, a number of data structures and search 
algorithms have been developed [3] - [9] to facilitate a rapid solution. 
However, the algorithms which appeared in the literature have worst-case 
performance in terms of running time 0(N). Therefore, we are interested 
in the possibility of discovering a technique whose worst-case performance 
is provably faster. From here on, we shall consider only the k nearest 
neighbor problem in Euclidean 2-space, i.e., in the plane. The essence of 
this work is to generalize the Voronoi diagram for nearest neighbor in 
2-space [lO] to the Voronoi diagram for k nearest neighbors, called Voronoi 
diagram of order k [ll]. In [1l], Shamos presents the idea of the general­
ized Voronoi diagram and claims without proof that the number of regions in a 
Voronoi diagram of order k never exceeds 0(k(N - k)). Moreover, the procedure 
for the construction of the generalized Voronoi diagram was not mentioned.
In the following chapters, we shall prove the bound on the number of regions 
in a Voronoi diagram of order k and present a procedure to construct it.
The search algorighm for finding the k nearest neighbors runs at most in 
t 2time 0(max(k,(lg N) )), whereas the preprocessing task takes at most
2 2 0(k N lg N) time and 0(k (N - k)) storage.
This paper is organized as follows. In the next chapter, Voronoi 
diagram and its generalization are defined; some properties of them are 
presented. In chapter 3, we illustrate a basic procedure to transform the
lg stands for logarithm to the base 2, i.e., log2*
order 1 Voronoi diagram to the order k Voronoi diagram, and the basic* 
procedure is analyzed. In chapter 4, the search algorithm is outlined. 
Finally, conclusions are drawn, and possible further studies and 
applications of this topic are discussed.
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CHAPTER 2
THE VORONOI DIAGRAM AND ITS GENERALIZATION
2.1 Definitions and notations
Given a set D = fp^, p^, ..., p^} of N points in the plane, the 
locus of points closer to p^ than to p^, denoted by hip^, Pj)> is one of 
the half-planes determined by the perpendicular bisector of the line
segment The locus of points closer to p^ than to any other point,
denoted by V(i) is thus given by V(i) = D h(p ,p.), the intersection of
i#j 1 J
all the half-planes associated with p^. The intersection of half-planes is 
a convex polygon and can be determined in 0(N lg N) time [loU. The polygon 
V(i) is called Voronoi polygon associated with p^. Vertices of the Voronoi 
polygon are called Voronoi points. The set of Voronoi polygons partitions 
the plane into N convex regions some of which are unbounded and correspond 
to points on the convex hull of the given set. The entire set of convex 
regions is referred to as a Voronoi diagram. (See Figure 1.) It has been 
shown that the Voronoi diagram of N points in the plane can be constructed 
in time 0(N lg N) [1l].
2.2 Properties of Voronoi diagram
Consider the dual of the Voronoi diagram of the N points shown in 
Figure 2 which is a graph on the N points in which there is an edge between 
points p^ and p^ if the Voronoi polygons V(i) and V(j) have a common edge. 
By a theorem of Delaunay [l2], this dual planar subdivision is a triangu­
lation, called Delaunay triangulating Since the Voronoi points are points
5
Figure X, The nearest neighbor Voronoi diagram 
for a set of 16 points.
Figure 2. The Delaunay triangulation, dual graph of Figure 1
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at which perpendicular bisectors intersect, they are circumcenters of triangles 
of th^ triangulation with the property that the circumcircle of any triangle 
contains no other points of the set in its interior In general, each 
Voronoi point has degree three, unless it corresponds to the center with 
d > 3 cocircular points. In this degenerate case, the Voronoi point can 
be considered to have multiplicity d - 2. In what follows, we shall assume, 
with practically no loss of generality, that no Voronoi point has degree 
greater than three.
Lemma 2,1 Given any arbitrary triangulation with N ^ 3 vertices, the 
following equalities hold.
E = 3(N - 1) - S (1)
I = 2(N - 1) - S
where E denotes the number of edges in the triangulation, I the number of 
triangles and S the number of vertices on the perimeter, Note that the 
perimeter need not form a convex polygon.
Proof: We prove the assertions by induction on N For N = 3, Eqs, (1)
fchhold trivially. Suppose they hold for N = n - 1, If the n point falls 
inside any triangle (see Figure 3a), then connecting it to its three 
surrounding vertices to form a triangulation will increase the number of 
edges by 3, the number of triangles by 2, but does not change the number 
of vertices on the perimeter. That is, E = E + 3, I = 1 + 2 ,  and S / = S,
Thus for N = n, we have
E' = (3((n - 1) - 1) - S) + 3 = 3(n - 1) - s' 
i ’ = (2((n - 1) - 1) - S) + 2 = 2(n - 1) - S \
8
If the n point falls outside the region bounded by the perimeter (see 
Figure 3b), then connecting it to i ^ 2 adjacent vertices on the perimeter 
to form a triangulation will increase the number of edges and triangles by 
i and i - 1 respectively, and change the number of vertices on the peri­
meter from S to S - i + 3. Thus
E 7 = E + i = (3((n-1) - 1) - S) + i = 3(n-l) - (S - i + 3) = 3(n-l) - s'
I 7 = I + i - 1 = (2((n-1) - 1) - S) + i - 1 = 2(n-1) - (S - i + 3) = 2(n-l) - s'
This completes the proof.
Since an edge and Voronoi point in the Voronoi diagram correspond, 
respectively, to an edge and triangle in the Delaunay triangulation (the 
dual of the Voronoi diagram), and the unbounded regions correspond to the 
points on the convex hull of the given set, namely, on the perimeter of the 
triangulation, we have the following corollary
Corollary 2.1 In a Voronoi diagram with N ^ 3 points (or regions)
E = 3(N - 1) - S (2)
I = 2(N - 1) - S
where E, I, and S denote respectively, the number of edges, Voronoi points, 
and unbounded regions of the Voronoi diagram.
2.3 Generalized Voronoi diagram
In the previous section, we considered the case that each Voronoi 
polygon i^ associated with a single point, i.e,, V(i) is associated with p̂ ,.
We can extend the notion by considering the Voronoi polygon V(H) associated 
with a subset H of N points. That is, V(H) is the locus of points closer
9
Cq)
Figure 3. Illustration of the proof of Lemma 2.1
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to some point in H than to any other point not in H. Or equivalently,
V(H) = H h(p., p.) where D denotes the entire set of points.
p^H, Pj9>-H 1 J
Obviously, V(H) is a convex region. Since H can be any subset of 2N 
possible subsets of D, V(H) may, of course, be empty. We shall restrict 
ourselves to the case that the subset H under consideration has cardinality k. 
We define the Voronoi diagram of order k, denoted V (D), as the collectionK.
of Voronoi polygons of all the k-subsets of D, namely,
V^(D) = [U V(H):H C D,|h | = k]. Since some of the polygons V(H) may be 
empty, the total number of polygons in V^(D) depends on the positions of the 
given N points. As we shall show below, the number is upper-bounded by 
0(k(N - k)). Each Voronpi point in V^(D) still is a circumcenter of some 
triangle determined by three points of the given set and the circumcircle, 
in contrast to a circumcircle in V^(D), will contain k - 1 points in its 
interior. The location of the test point in V (D) will identify its
K.
k nearest neighbors. Before we proceed, we shall make the following
observations which are the basis for the iterative construction of V, (D)k
from V^D).
Suppose that V^(D) has been determined Cll], After locating the 
test point in the diagram, we can determine its nearest neighbor. The second 
nearest neighbor can only be one of the points whose associated Voronoi 
polygons are adjacent to the one in which the test point lies. Thus, if we 
can somehow "partition" the Voronoi polygon where the test point lies into 
a number of subregions each of which is adjacent to one of its surrounding
11
Voronoi polygons, the location of the test point in the subregions will
identify its second nearest neighbor. If we carry out the "partitioning"
on each Voronoi polygon j.n V^(D), we shall end up with V2(D). Similarly,
by partitioning V^CD) we sh$tll obtain V^(D), and so on. Thus, with (k - 1)
iterations of this procedure we can obtain from V^(D) the order k Voronoi
diagram V^(D). As a result, the k nearest neighbors of a given point^can be
determined by simply locating the test point in V^(D). Note that the final
V, (D) is useful only for fixed k assumed to be known a priori. We shall K
discuss the case where k can vary over a certain range in chapter 5.
2.4 Properties of generalized Voronoi diagram
It is now appropriate to illustrate the idea sketched in the 
previous section by an example. Figure 4 shows an order 1 Voronoi diagram 
on eight points. Suppose that the test point P lies in V(5). Its nearest 
neighbor is p^. To find its second nearest neighbor, we may artificially 
"delete" p^ and solve the nearest neighbor problem as if there were seven 
points. The Voronoi diagram on the remaining seven points will then divide 
the polygon V(5) into six subregions as shown by thick lines in Figure 4 and 
the point associated with the subregion in which P lies is the second nearest 
neighbor. Figure 5 shows the final configuration of V2(D) when the trans­
formation is performed on all eight polygons. Figure 6 shows V^(D) on the 
same set of points.
If we superimpose V2(D) and then V^(D) on the original V1(D) 
diagram, shown respectively in Figures 7 and 8, we can easily see that there 
are essentially two types of polygons in the generalized Voronoi diagram.
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Figure 4. The order 1 Voronoi diagram for a set of 8 points 
with a test point P in V(5).
13
Figure 5. The order 2 Voronoi diagram for the set of 8 points.
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--—  Order 1 Voronoi diagram
---- Order 2 Voronoi diagram
All regions in V9 are type I regions
Figure 7. The order 2 & order 1 Voronoi diagrams superimposed.
----  Order 2 Voronoi diagram
-----  Order 3 Voronoi diagram
Shaded regions in are type I, others are type II
Figure 8, The order 3, 2, & 1 Voronoi diagrams superimposed.
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Regions of the first kind, referred to as type I regions, contain a single 
edge, called "new" edge of the Voronoi diagram of one lower order. Regions 
of the second kind, referred to as type II regions, contain a Voronoi point, 
called "old" point, which existed in the previous two stages. To be specific, 
given an order 1 Voronoi diagram = (1^, E^) where I is the set of Voronoi 
points and the set of edges, the order 2 Voronoi diagram turns out to be
G2 = ^2* ^2^ where *2 55 *l ^ *2 iS tlie un^on the n°ld" set and a 
"new" set 1^ and is obtained by the transformation on E^. The edge in
E^ which connects two new points in 1^ is called a new edge. Thus, the set 
E£ consists of new edges and those incident upon "old" points in 1^. In 
Figure 7, new points are denoted by "A". The pair of indices (i,j) ;
associated with each edge means that the associated edge is the
perpendicular bisector of the line segment p^p . Where space is permitted, 
every region is represented by V(i,j) indicating the 2 associated points 
p^ and Pj. To be consistent, the region should be denoted by V({i,j3).
With no confusion, we shall omit the set symbol {] in the following discussion. 
As in a set, the order of the indices is irrelevant. There are only regions 
of one type, namely, type I regions in Figure 7, since every edge in V^ is 
new. On the other hand, there are two types of regions in Figure 8 each of 
which is associated with 3 indices. For instance, V(l, 3, 5) and V(3, 4, 5) 
are type I and type II regions respectively.
In general, a Voronoi point in V^CD) which was just created by 
the transformation from Vj_^(D) to V^D) remains as a Voronoi point in 
vi+l(D), but vanishes in Vi+2(D). Each new edge in V^D) obtained by
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transforming ^(D) to V^(D) constitutes a region in V^+^(D). The re8i-oris 
in Vi+2^D  ̂ consist of type I regions each containing a single edge and 
type II regions each containing only Voronoi points. (A type II region 
may contain more than one old Voronoi point.)
The reason why there are only two types of regions and they are 
formed in this fashion can be proved as follows. Assume inductively that 
it is true for the order i Voronoi diagram. We divide the set of points 
into two groups according to the rule: those Voronoi points whose three 
adjacent polygons have the index representations of the form
V(s, b^, •••> bi>> V(t, b2* b3> •••* b )̂ and V(u, b2* ^3* •••> b )̂
respectively, are in group I, the remaining are in group II with the property 
that their three adjacent polygons have the index representations of the 
form V(s, t, b^> •••> b^)» u, b3> ^4* * * * * b )̂
V(s, u, b^, b^, ..., b^) respectively. For simplicity, we define the binary 
associative operation © o n  the set of indices as follows. Let A and B 
be two sets of indices, A ©  B is defined as (A - B) U (B - A) where is 
the set subtraction (A ©  B is commonly referred to as symmetric difference ■ 
of two sets A and B.) Each edge which borders two polygons in the Voronoi 
diagram of any order is a perpendicular bisector of the line segment 
determined by some two points. The pair C of indices associated with the 
edge that borders V(A) and V(B) and the sets A and B satisfy the following 
relationship: C ©  A ©  B = 0, The vertices classified in group I are new 
points just created in the order i diagram, and the vertices in group II are 
old points, for they were also present in the order (i - 1) diagram. Suppose 
that V(A) and V(B) are two regions in V^D), where A = {x, b^, b^, ..., b^},
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B = {y, t>2, b3, ..., b^}, and they share the edge (x,y). If the test
point lies on the edge (x,y), its i nearest neighbors can be either
P„» Pt, , PK » Pv or p , p, , p, , . pK . But its (i + 1) nearestx b2 d3 b± y b2 b3 b±
neighbors are px> p , pfe , ..., pfe . That is, the edge (x,y) must be
^ 2  i
contained in the region V(A U B) in Vi+1(D )* Generally speaking, each 
edge in V^D) is contained in a region in Vi+^(D )» However, the following 
situation will occur. Let v be any vertex in group II and the edges 
incident upon v be (s,t), (t,u), and (s,u)„ Assume that edge (s,t) borders 
V(s, u, b3> b^, ..., b̂ ,) and V(t, u, b3> b^, ..., b^), edge (t,u) borders
V(s, u, b3> b^, ..., b^) and V(s, t, b3, b^, ..., b^) and edge (s,u) borders
V(s, t, b3, b^, ..., b^) and V(t, u, b3, b^, ..., b^). Since the regions in
V^+ -̂ (D) that contain edges (s,t), (t,u) and (s,u) respectively have the same
index representation, i.e., {s, t, u, b3> b^, ..., b J ,  they can be coalesced 
into a region. Regions formed in this fashion are type II regions and contain 
Voronoi points in group II in their interior. Therefore, the vertices in group 
II will no longer exist in V^+^(D). ln contrast to the type II regions are 
those that are called the type I regions each of which contains a single edge 
connecting two vertices in group I. Consider any vertex w in group I, and 
assume that edge (s,t) borders V(s, b2, b3> ..., b±) and V(t, b2, b3> ..., b ), 
edge (t,u) borders V(t, b2> b3, ..., b£) and V(u, b2, b3, ..., b±) and edge 
(s,u) borders V(s, b2> b3, ..., b a n d  V(u, b2> b3, ..., b ). Notice the 
difference in the index representations of the regions adjacent to a vertex 
in group I and those adjacent to a vertex in group II. The three regions 
that contain edges (s,t), (t,u) and (s,u) respectively will have corresponding
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index representations as {s, t, b^t b^, ..., bj ,  [t, u, b2, b3, ..., b^} 
and fs, u, b2> b^, ..., b^}. Therefore, the vertex w will remain as a
Voronoi point in Vi+^(D) and will be classified in group II in the next 
iteration. The edge that connects two vertices in group I will then belong 
to a region in Vi+^(D )» i* e., a type 1 region. Note also that in each 
region V(A) in V\(D) there will be a number of edges and new Voronoi points 
that combined together partition V(A) into a certain number of subregions. 
Since each subregion essentially is represented by AU{y^] for some y = - A
(V(B^) is adjacent to V(A)), according to the rule, those new Voronoi points 
will be classified in group I in the next iteration. Thus, this completes 
the proof for the induction step. Figure 9 depicts the changes of the 
Voronoi diagram from order i to order (i + 1).
With these observations in mind, we can prove the following theorem.
Theorem 2.1 Given a set D of N points, the total number of regions N,K.
in V. (D) is N, = (2k - 1) N - (k2 -1) - 2 S. , for N ^ k ^ 1, where S.k k . , l-l l
is the number of unbounded regions in V.(D) and is defined to be 0.l 0
Proof: Let and 1^ denote, respectively, the number of edges and
Voronoi points in V^D). Let I^+  ̂denote the number of new points in Vi+^(D) 
i. e., the number of points that do not exist in V^(D). 1^ is equal to 1^.
Then, from the above arguments, we have
(3 )
since the number of Voronoi points in V^+^(D) is the sum of the number of new
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points in vi+1(°) and the number of old points in Vi+^(D) which were new in
V^(D). Rearranging (3 ), we have
Xi+1 Ii+1 " Ii (3)
/ /Now. let E. , and E. , be the number of new edges connecting new Voronoi 
9 l+l l+l
points and the number of edges incident upon old Voronoi points in V^+^(D), 
respectively. We have
Ei+1 " Ei+1 + Ei+1*
Since each new edge forms a type I region, the total number N ^+2 of 
type I regions in vi+2 ^  is Ei+1’ Each type II region in contains
old Voronoi points in Suppose that the total number of type II
thregions in Vi+2(D) is N ^ 2> and the j type It region contains nu old Voronoi
N / / i+2
points. We have £ m. = I., Also, the number of edges e. incident upon
j=l J 1 J
Ni +2
these m^ points is given by e^ = 2m^ + 1 and £ e^ = E^+ .̂ Therefore, we have
or
,/ Ni+2
Ei+1 = ' i + * U
Ni+2 = Ei+1 2 V
2 *1 + KU
Thus N = N / + N 7' i+2 i+2 i+2
■ Ei+i + Ei+i




From Corollary 2,1 and Eqs, (3) and (4) we can solve the recurrence relation
for N. and obtain k
? k
N = (2k - 1) N - (k - 1) - 2 S (5)
k i—1 1-1
Corollary 2,2 The total number of regions in V^(D) is upper bounded by 
0(k(N - k)).
Proof: It follows directly from Eq. (5).
Lemma 2,2 The number of new Voronoi points in V (D) is
lx
k
i' = 2k(N - 1) - k(k - 1) - E S. 
k i=l i
Proof: By Corollary 2.1 and Eq. (3) it can be easily verified.
Next, we shall also derive two interesting results which have been
obtained by Shamos in [ll].
Lemma 2.3 The total number of bounded and unbounded regions in the
N-l /N-i\ N_1
Voronoi diagram of all orders are E B, = (  ̂ ) and E S = N(N - 1)
k=l k=l k
respectively.
Proof: Since NN = 1, i.e., the number of regions in VN (D) is 1, which
N-l




Corollary 2.1, 1̂  = 2(N^ -1) - and the fact that S 1^ - 2 J, for each
k=l
Voronoi point appears twice in the Voronoi diagram of all orders, 
we have
k = A  ' k=i (”k ' V  = * A  (Ik • Sk + 2> - (3) - 2 N(N ‘ 1) + (» - D  - A 1)




A PROCEDURE FOR TRANSFORMING A VORONOI DIAGRAM OF ORDER 1 TO A 
VORONOI DIAGRAM OF ORDER k
3,1 Basic procedure for partitioning a single Voronoi polygon
We shall consider the following problem: given a set S of n + 1
points p_, p, , .... p with p_, p., .... p . o n  the convex hull and p0 1 n 0 1 n-1 n
in its interior, we are to partition the polygon V(n) of the order 1 Voronoi
diagram V^(S) into n subregions such that each subregion r^ is the locus of
points closer to p^ than to any other points except p^. A Voronoi diagram
of order 1 on n + 1 = 11 points is shown in Figure 10.
Let IQ, 1^, ..., be t*ie Voronoi points of the polygon V(n). We
------ 1form a linked list of these points, with list head HV(n). .Each edge I I ^
of the polygon is the perpendicular bisector of the line segment p^pn* Thus,
the index pair associated with I I  is (i,n) and will be stored in the
i i+1
field ID(I^) of each vertex 1^. Location of a point P is denoted by LOC(P) 
which is an ordered pair (x,y) specifying its x- and y-coordinates respectively. 
Each Voronoi point 1^ is also associated with a pair of indices, denoted by 
IND(I^), which is obtained by IND(I^) = ID(I^) ©  ID(I^ ^). In other words, 
IND(I^) is the index pair associated with the other edge not on the polygon 
V(n) intersecting at 1^. As pointed out in chapter 2, to partition the 
polygon V(n) is essentially equivalent to artificially deleting pn and forming
Subscript additions or subtractions in the following discussion are performed 
modulo n.
26
Figure 10. The order 1 Voronoi diagram for a set of 11 points.
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the order 1 Voronoi diagram for the remaining points p^, p^, ..., p^ The
effect of deleting p^ is the elimination of the boundary of the polygon and the
extension of the lines intersecting at each Voronoi point 1^ to the interior
of V(n). That is, at each point I. we prolong the edge associated with IND(I.)i l
into the interior of the polygon and construct the Voronoi diagram for the 
remaining points. Since each Voronoi point has degree three, it is tripli­
cated in the data structure. Each copy X1, i = 1,2,3 is represented by a 
node of the format:
LOC(X) ID(X) IND(X) POINTERS
We shall tackle this problem by virtue of a divide and conquer technique.
The algorithm presented here differs from the standard divide and conquer 
technique in that it is implemented nonrecursively. We first obtain the 
nearest neighbor Voronoi diagram for sets of 3 adjacent points {p ,,p.,p.}, 
^P2,̂ 3,̂ >4^ * etc*> by prolonging the lines associated with {lND(I0>jINIKI^)}, 
[iNDCl^),IND(I^)}, etc., respectively. By "merging" two adjacent Voronoi 
diagrams for sets of 3 points, we get Voronoi diagrams for sets of 6 adjacent 
points. Repeating this merge process Tig n/3l times, we can obtain the Voronoi 
diagram for n points. The merge process can be illustrated by a binary tree 
as shown in Figure 11, where each leaf r,J stands for a Voronoi diagram for 3
adjacent points p^_^,p^,p^ » an<* e^ch internal node merges two Voronoi dia­
grams represented as two subtrees by prolonging the line associated with IND(I.), 
Figure 12 shows the merge process of two Voronoi diagrams for [p^, p^, p^} 
and [p2, p^, p^}, which is represented in the tree by the internal
Figure 11. Tree representation of the merge process for 34 Voronoi points.
rooo
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Figure 12. Illustration of the merging of two Voronoi diagrams for a set 
of 3 points.
30
node © • and its two subtrees 0,1 and 3,4 . Figure 13 shows the final
merge process of two Voronoi diagrams for {p9>p(),p1,p2,p ,p ) and 
f • "The solid line initially is the extension of the line 
associated with IND(I^), "cuts" the two Voronoi diagrams as it proceeds, and 
finally combines the two Voronoi diagrams into one. The following algorithm 
accepts a sequence of vertices IQ, 1^, I given as a linked list with
list head HV, and the ID's stored in each node 1^. It outputs N doubly-linked 
lists each of which, together with two endpoints I^+^, 1^ forms a subregion r^. 
The algorithm calls for two procedures CLOSE and MERGE. The procedure CLOSE 
merely sets up the pointers properly when we get at a new Voronoi point. Each 
creation of a new point implies that a closed region has been formed. The 
procedure MERGE needs to be investigated carefully, and we shall explain it in 
detail later on. The algorithm consists of three steps. The first step finds 
the index pairs IND(I^) associated with each Voronoi point 1^ at which we 
shall prolong the edge corresponding to INDCI^) into the interior of the 
polygon. The second step builds the nearest neighbor Voronoi diagram for every 
three consecutive points, i.e., {PN_1»Pa*P1}» Cp2,P3iP43, and so on. The last 
step merges two consecutive Voronoi diagrams at a time until the final Voronoi 
diagram is constructed.
Algorithm 3.1 Partitioning a Voronoi polygon with N vertices.
1. For i=0 to N-l
2. For i=0 to N-l
(Comment: T is the intersection point of the two lines prolonged at
points I and 1^^. This step builds the nearest neighbor Voronoi 
diagram for every 3 points.)
set IND(Ii) «- ID(Ii_1) ©  ID(Ii)#
by 3 call CLOSE (I., I., I.+1, I T)
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Figure 13. Final merge process to form the Voronoi diagram for a set 
of 10 points.
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3. Set j «- 2
While j < N do/for i=j to N-l by 2j+2 do
.V
if i+j > N-l then set t N-l 
else set t «- i+j 
call MERGE (i-j,i,t)
^set j «- j+1
(Comment: This step merges two Voronoi diagrams repeatedly until
the final solution is obtained.)
The detailed implementations of the two procedures CLOSE and MERGE are included 
in the Appendix.
Now, we shall consider in detail the MERGE procedure which usually 
is the key item of the divide and conquer technique* Although in [ll] Shamos 
has sketched the idea of merging two Voronoi diagrams of disjoint sets of 
points, he did not illustrate the procedure in detail. Since this is very 
important, we shall investigate it more thoroughly. The following example is 
taken from [ll] and is somewhat more general than strictly needed. Refer to 
Figure 14, where we have two disjoint sets L and R of points. The set L 
consists of points 1, 2, ..., and 8, and R consists of points 9, 10, ..., and 16. 
The points are numbered according to increasing x-coordinate. The Voronoi 
diagram V^(L) for the set L is shown in the dotted line, and the Voronoi
diagram V^(R) for the set R is shown in the dashed line. We shall construct
a polygonal line T, shown as a solid line, with the property that anyopaint! to 
the left of T is closest to some point in L and any point to the right of T
is closest to some point in R, Thus, once we have formed T, those edges of






Figure 14, Merge of two Voronoi diagrams V(L) and V(R).
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of T should be discarded and the resultant diagram is obtained. It has been 
shown [10] that the polygonal line T is monotonic with respect to the y-axis.
If it were not monotonic, there would exist a point on T where T first turns 
down. Let b be such a turning point,(see Figure 15). Segments a,b and b,c 
are the perpendicular bisectors of the line segments s,t and t,u respectively. 
We have s, u e L while t e R, which is a contradiction since u lies to the 
right of t. The polygonal line is composed of a half-line, some zig-zagged 
line segments and another half-line. A half-line of V(S) is the perpendicular 
bisector of an edge of the convex hull of S. The hull of S = L U R is the 
union of the hulls of L and R. Forming the hull of the union of two disjoint 
convex polygons results in the creation of two edges (for example, 7,9 and 4,10 
in Figure 16) and requires time proportional to (|l | + |R|) [1OH. The 
perpendicular bisectors of the two new edges are the two half-lines of T.
We can imagine forming T by moving a point t inward from infinity 
along one of the half-lines. Referring to Figure 14 again, suppose we start 
with the perpendicular bisector of 4 and 10. Initially, t belongs to Voronoi 
polygons V(4) and V(10) and proceeds along the bisector (4,10) until it meets 
the edge shared by V(4) and V(8). At this point t is closer to 8 than to 4 
and it must move along the bisector (8,10). Moving further, t crosses an 
edge of V(10) before it meets any other edge in V(8); it becomes closer to 12 
than to 10 and moves off along the bisector (8,12), The locus of t zig-zags 
upward until it reaches the bisector (7,9) at which point it has traced out 
the desired polygonal line T,
35
Figure 15. Illustration of monotonicity of the polygonal line,
Figure 16. The hull of the union of two disjoint convex polygons.
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The procedure to construct the polygonal line can be described 
informally as follows. Initially, we scan sequentially (in any direction) the 
edge lists of V(i) and V(j), where i e L, j e R and the polygonal line T lies 
in V(i) and V(j). We keep two pointers A and r to the edges e^ and e^ which 
T intersects in V^(L) and V^(R), respectively. By a simple comparison, we 
can determine the edge e , either e^ or e^, which meets T first. Because 
of the convexity property of Voronoi polygons, when the polygonal line T 
reaches an edge of V^(R), it will "bend" toward the left, enter a new polygon 
of V^(R) and move off in a new direction. Similarly, when T reaches an edge 
of V^(L), the line will bend toward the right, enter a new polygon of V^(L) 
and move off in a new direction. Therefore, if e^ = e^, we make the cor­
responding pointer A scan counterclockwise the edges of the new polygon 
that shares the edge ex ,.and make the pointer r continue a clockwise scan of 
the edges of the already visited polygon of V^(R), starting from the last 
examined edge. Similarly, if e^ = e^, we make the pointer r scan clockwise the 
edges of the new polygon that shares the edge e^, and make the pointer A con­
tinue a counterclockwise scan of the edges of the already visited polygon of 
V^(L), starting from the last examined edge. Notice that we always scan 
counterclockwise the edges of the polygon of V^(L) and clockwise the edges of 
the polygon of V^(R). As one can see, the creation of a new Voronoi point 
eliminates a Voronoi polygon and involves some repeated examinations of an 
edge. But fortunately, the work involved in the repeated examination is of 
the order of the number of new Voronoi points, since we either discard the 
edge that was being examined and never look at., it again or stay at 
the same edge a number of times equal to the number of new Voronoi
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points created before the edge is eventually eliminated. Since, 5 . 
both the numbers of edges and of new Voronoi points lying on T are 0(n), 
where n is the size of the set, the total number of operations involved in 
the MERGE procedure is linear in n.
Recall now that the merge process of interest here is much simpler 
than we have just described, since the Voronoi diagram only involves the 
points surrounding a Voronoi polygon, and they form a sequence instead Of 
being a set of randomly distributed points. The starting point of the 
polygonal line is already known and all the information required is kept 
in the Voronoi points. Since the edges of each Voronoi polygon are 
maintained as a doubly-linked list, we can scan it in a counterclockwise 
direction by following the L pointers and in a clockwise direction by 
following R pointers. Referring back to Figure 13, the solid polygonal line 
completes the final merge process and finishes the task of partitioning.
We start with 1^, scan the edge list headed by 1^ following the R pointers 
and find the line segment or half-line which intersects the polygonal line. 
And similarly, we scan the edge list headed by 1^ following the L pointers 
and find the line segment or half-line which intersects the polygonal line. 
Let the two intersection points be y^ and y^ respectively. One simple 
comparison can determine the first meeting point y , either y1 or y0. When- 
ever we have determined the intersection point, we obtain a closed region 
e.g., 1^ yg I(. by a call to procedure CLOSE. Then we will update the 
pointers H or r, and scan the edge lists in a clockwise or counterclockwise 
direction depending on y = y. or y = y9 in accordance with the arguments
S  JL S  Z
described previously.
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3.2 Procedure for transforming a Voronoi diagram to next higher order diagram
After the application of algorithm 3.1 to a single polygon, we have
i
a doubly-linked list for every two adjacent Voronoi points. As discussed 
in chapter 2, these endpoints will vanish and form type II regions in the 
next iteration and should be excluded from the list of vertices forming the 
regions. These vertices are "marked" old to distinguish them from the newly 
created vertices. Therefore, after applying algorithm 3.1 to each region 
V(i), we perform another pass traversing all the Voronoi points and connect 
in a circular list those new points that form a region such that they can be 
ready as input to the algorithm 3.1 in the next iteration. During the pass 
of traversal, we can simultaneously associate with each region of the order j 
diagram an appropriate index representation stored in the REGION fieldl,of the 
list head HV^(*). The following three procedures are designed for this 
purpose. Procedure CONNECT takes as input the output of algorithm 3.1 which 
has been applied to each polygon in V^(D) and connects the vertices forming 
a polygon in V^+1(D) as a linked list with list head HVj+1(*). Thus, there 
will be lists. We use temporary storage for the N.+  ̂ lists. We visit
each region HV^(*) of V^(D) once by looking at each vertex of the region.
Since there is a doubly-linked list associated with every two adjacent 
vertices, we can traverse it by starting with one end, following the L 
pointers as far as possible until we either reach the other end or encounter
Adjacent vertices are not necessarily consecutive on the polygon, for some 
vertices vanish in the course of transformation.
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the end-of- list symbol. During the traversal, we also create a linked list 
corresponding to a region HVj+^(*) of V^+^(D). As Figure 17(a) shows, we start 
with Pq and end with p^. In Figure 17(b), we cannot proceed further. In the 
former case, we shall "switch" to an adjacent polygon where another list starts 
with the endpoint we just reached. To continue building up the linked list we 
have to find the proper copy of the point p^ (i.e,, q in Figure 17(a)) and 
start the traversal from the copy again. If we reach another copy of the start­
ing point in the very beginning, (i.e,, q a copy of p^ in Figure 17(a)) we
can terminate the process and visit the next vertex, if any, of the region HV^(*) 
because we have already formed a bounded region of V^+^(D). If at some point we 
encounter the end-of-list symbol, in which case we have an unbounded region, we 
shall restart the traversal with the correct copy of the starting point in the 
very beginning, (e.g., q a copy of p^ in Figure 17(b)), follow the R pointers 
until we reach another end-of-list symbol. If the region formed is bounded, the 
list head HV^+^(*) will point to the starting point p^. Otherwise it will point 
to the last point where the end-of-list symbol is encountered. We shall mark 
those vertices of V^(D) that have been visited during the traversal so that each 
region of V^+^(D) is formed exactly once. Since the ID fields of those Voronoi 
points in V^(D) that remain as Voronoi points in V^+ ^(D) have changed, we have 
to restore the correct information back to the original data structure. In order 
to do so, we keep a pointer ADDR(*) in each temporary node pointing back to each 
Voronoi point to be present in V^+^(D) when we form a region of V^+^(D). By 
virtue of these back pointers we can perform a call to procedure RESTORE and 
restore the correct information. After the restoration we have a complete 
data structure for Vj+^(D). To continue the transformation we shall exclude
40
(a) The region formed is bounded
(b) The region formed is unbounded
a copy of Pq 




Figure 17. Illustration of connecting new Voronoi points 
to form a region.
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the old Voronoi points from each list that forms a region, for they will vanish 
in Vj+2^D ) and we only have to prolong those edges incident on new Voronoi 
points during the transformation. The procedure INIT is called to accomplish 
the task and also initialize the IND fields of each Voronoi point as the 
step 1 in algorithm 3.1 does. From this point on, the next iteration can be 
restarted. After (k - 1) iterations, the final V^(D) is obtained. Detailed 
descriptions of the procedures are in the Appendix.
3.3 Analysis of the basic procedure
3.3.1 Complexity of Algorithm 3.1 for partitioning a single polygon
As pointed out in section 3.1, the merge process is linear in the 
total number of points of the two Voronoi diagrams to be merged together. 
Suppose that the height of the merge tree (Figure 11) is h. Then
U L  Vl — 1 Vl — 1
(2 -1) + 2*2 ^ n > (2 -1) +2*2 , where n is the total number of points.
That is:
> 2h-1 (5)
Thus, the total number of operations required in partitioning one single
polygon with n Voronoi points is at most:
2h_1 • 3c + 2h~2 •3.2c + ... + 2h_1 • (3*2L_1) c + ... + 3*2h-1c 
h . 1
= c 2 (3 * 2 1 -1 ) • 2h“L
i=l
= 3c • 2 2h‘ l
i=l
= 0(n lg n).
since at height i there are 21 merge processes each of which requires 3*2^ ^  ^c 
operations. The total amount of storage required is proportional to the number 
of Voronoi points, i.e. 0(n).
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3.3,2 Complexity of transforming an order 1 Voronoi diagram to an 
order k Voronoi diagram
From the preceding section we know that the number of operations 
required to partition a polygon is 0(s lg s) where s is the number of 
vertices of the polygon. To be more precise, s is the number of new 
Voronoi points. Since there are Voronoi polygons in V^(D) and 0(i N) 
new Voronoi points (Lemma 2.2), the total number of operations required is
N.i
S 0(s. lg s.) = 0 (i N lg N), The amount of storage is 
j=l J J
0(»1+1) = o((i+l)(N - (1+1))).
Since k - 1 iterations are required to obtain an order k Voronoi
k’l 2
diagram, the entire work is E 0(i N lg N) = 0(k N lg N). At each
i=l
iteration we only store those newly created Voronoi points except at the 
last stage we store all the Voronoi points of V, (D), the amount of storage 
required for the Voronoi points is 0(Nk>. In addition, since each region in 
V^CD) is associated with k indices, total amount of storage required is 
0(k Nfc) i.e., 0(k2(N - k)).
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CHAPTER 4
SEARCH PROCEDURE FOR k NEAREST NEIGHBORS
4,1 Preprocessing algorithm on Voronoi diagram of order k
In Chapter 3, we have constructed the order k Voronoi diagram
V^(D) on the given set D of points p^, p^, , p . To get the k nearest
neighbors of a test point P, we have to locate the test point to see in
which region it lies. Therefore, in order to facilitate a rapid search,
we perform another phase of restructuring upon the final diagram V, (D).
' ^
The following definitions are taken from C13] , in which a fast search
algorithm for the point location problem is described.
Definition 1. A chain C of edges u1u0, u0u^, .,., u .u is said to
1  Z Z j  S "  I  s
be monotone with respect to a straight line l if the orthogonal projections 
¿(u^), -¿(û ), A(ug) of the vertices u^, u^, ...» ug of C on Ji are
ordered.
Definition 2. A set (3 of chains of a planar straight line (PSL) graph 
G is said to be complete if the following two conditions hold:
(1) each edge of G belongs to at least one chain of (3;
(2) for any two chains C^ and C^, the vertices of C^ which are 
not vertices of C^ lie on the same side of C
Definition 3. Given a complete set of chains <3 = {c^, C^, ..., Cr} 
of a PSL graph G , , i ^ j, if and only if lies on a selected
side of 0^ with respect to a fixed observer.
Definition 4. A complete set of chains of a PSL graph G is said to
be monotone if all of its members are monotone with respect to a common 
straight line.
44
Definition 5. A vertex v of a PSL graph G is said to be regular 
with respect to a straight line b if there exist at least two vertices 
u, and w adjacent to it such that the orthogonal projection 4(v) of v 
on the line b lies between the projections b(u) and b(w) of u and w, 
respectively, on the same line b. The graph G is said to be regular 
if all of its vertices are regular with respect to a common straight 
line 4.
Based on the above definition, the order k Voronoi diagram 
V, (D) is regular with respect to the y-axis. As has been shown in [l3] ,K
any regular planar graph admits of a monotone complete set of chains.
The preprocessing algorithm described in [l3] can be readily applicable.
The preprocessing time in this phase of restructuring has been shown C13] 
to be 0(Ik lg 1^) where 1^ is the number of Voronoi points in Vk(D),
4.2 Outline of the search algorithm
The algorithm accepts the chain data structure, a tree T(C3),
and a test point P = (x,y) as input, and outputs the region to which P
2belongs in 0((lg N ) ) time. Once we have located the region in which the
IX
point lies, we can determine its k nearest neighbors by retrieving the
corresponding points associated with the region. The search is characterized
by a pair of integers (£,r) with b < r, to denote the pair of chains and
which comprise the point P, The algorithm terminates when r - b = 1 and
the region is determined by the data associated with the edges. The integer
m denotes the number of chains# W . [e] and W [e] are respectively them m  max
minimum and maximum value of j such that e eC..
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Algorithm 4,1. Point location algorithm,
1. Set g root of T(<3)» 4 «- 0, r «- m+1.
2. Set j index of the chain associated with g.
3. If ^ ^ j then set g right descendant of g and go to step 2,
4. If r £ j then set g left descendant of g and go to step 3.
5. In the edge-list headed by C ., find an edge v.v, such thatJ i k
\  ^ y ^ yi an<* S6t 6 V k  * ^Comment« This step is the 
binary search of the edge against which P is to be 
discriminated.)
6. If P lies to the right of e then set l <- W [e] , R R[e]max *
else set r <- W . Ce] , R «- L[e] . min
(Comment; This step discriminates P against the edge e 
and makes a tentative region assignment; this assignment 
is final if r - Ji = 1, as indicated by step 7.)
7. If r - 1 = 1 then halt;
else go to step 2.
Since we have to retrieve the k nearest neighbors, the amount of
o




CONCLUSIONS, FURTHER STUDIES AND APPLICATIONS 
5*1» Conclusions
Given a set of N points in the Euclidean 2-space, it is desired
to find the k nearest neighbors of a given test point as quickly as
possible. The result presented here has a worst-case performance in terms
2of running time 0(max(k,(lg k(N-k)) )). The preprocessing task, consisting
of the construction of the Voronoi diagram of order k and of a monotone
2 2complete set of chains, requires 0(k N lg N) operations and 0.(k (N-k)) 
storage.
As noted in chapter 2, the final Voronoi diagram is useful only
when k is fixed. In the case that k can vary over a certain range, we can
either keep a copy of Voronoi diagram of order k for each possible value
of k, or construct the Voronoi diagram whose order is the largest k, and
among the k nearest neighbors found we choose the k' nearest ones if we
only are interested in k' nearest neighbors. By using the former simple-
2minded method, we need £ 0(k (N-k)) storage, where summation is taken over
k
2k within the specified range, and 0 (k N lg N) preprocessing time. Bynî x
the latter approach, we can save storage but have to pay for the time spent 
in selecting k nearest neighbors among k ^ ^  nearest ones. But this 
only takes 0 (kmax) operations by using the linear selection algorithm 
of Blum et al. [14]. In addition, there is a minor point that
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must be mentioned. Since finding the k nearest neighbors among N points 
is equivalent to finding (N-k) farthest neighbors, we can restrict k to 
be upperbounded by r ̂  1 . Furthermore, if k could be as large as 0(N), 
we do not gain much by elaborating on such an expensive restructuring on 
the set of points.
5.2 Further studies
The construction of the Voronoi diagram of order k presented 
here is based on an iterative approach, i.e, transforming an order j 
Voronoi diagram to order j+1 diagram with one iteration. Does there exist 
a better way for constructing an order k Voronoi diagram? As one may have 
noticed, in the course of building up an order j+1 diagram from an order j 
diagram, many Voronoi points are created and then destroyed in the next 
iteration. Therefore, it is reasonable to ask whether there is any short 
cut that leads to the order k diagram without going through every stage.
One other possible approach is the application of the divide and 
conquer technique directly to the set of points to get the order k Voronoi 
diagram in a way similar to the one used in constructing the nearest 
neighbor Voronoi diagram. The difference between these two is that in the 
latter case there is only one polygonal line, but in the former case there 
will be a set of polygonal lines. The problem thus resides in how to 
obtain such a set of polygonal lines.
The generalization of the idea of Voronoi diagram to higher 
dimensional space is still an open problem. It deserves further investigation.
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5,3 Applications
The idea of partitioning a polygon can be applied to the problem 
of partitioning a convex polygon with n vertices into n partitions such 
that each partition is the locus of points that are closer to its 
associated edge than to any other edge. That is, the closest boundary 
problem [10] can be solved in 0(n lg n) by an algorithm similar to 
algorithm 3.1.
In addition, since each Voronoi point in the order k Voronoi 
diagram corresponds to a circumcenter of some three points, the circum- 
circle thus determined contains exactly k-1 data points in its interior, i.e., 
the problem of finding a smallest circle that contains k-1 points can also 
be solved in 0(k(N-k)) time.
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(Comment: a and b are the addresses of two copies of a Voronoi point.
So are c and d. T is the intersection point of the half-lines 
emanating from Voronoi points pointed by a (or b) and c (or d).)
1. If a = c then set L(a) R(a) <- A and return.
(Comment; There is only one Voronoi point.)
2. If T = (M,M) then set L(a) d, R(d) a, R(b) c, L(c) b and return.
(Comment: The two half-lines coincide.)
3. If T = 0 then set all L and R pointers of a, b, c, and d to A and return.
(Comment: The two half-lines do not meet.)
4. Set X1 NODE (LOC(T), IND(T), IND(T), A, A, A)
X2 NODE (LOC(T), IND(b), IND(T), A, A, A)
X3 <- NODE (LOC(T), IND(c), IND(T), A, A, A)
5.
6.
(Comment: T being the intersection point 
in each copy of the new node as specified 
the format: 1 LOC ID IND R 1 LINK
»
)
we initialize every field 
Note that each node has
Set L(a) <- X1, R(Xl) <- a
R(b) «- X2, L(X2) «- b
L(c) «- X2, R(X2) «- c
R(d) «- X3, L(X3) <- d 
1 3Set c X , d X and return.
(Comment: Set up the linkage properly and make c and d, respectively,








copies of each Voronoi point 
d <- in return
Figure 18f Illustration of linkage setup in the procedure CLOSE
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Procedure MERGE (4*i,r)
(Comment: The procedure starts scanning the R-list -- edge list linked
through R pointers —  headed by and the L-list headed by I
R-list and L-list are maintained in clockwise and counterclockwise 
directions respectively. If the region we are partitioning is 
bounded, the procedure terminates when two half-lines meet an edge 
at the same point. If the region is unbounded, it terminates when no 
intersection ever occurs.)
1. Set b 1^_i, c d <- 1^, u + 1, ff <- gg «- o.
If i = r then set e I., gg «- 1 else set e <- I. ,,
Set t <- (LOC(c), IND(c)), p RL(u,b), q «- RL(-u,e).
(Comment: The half-line t is to emanate from point c and follow the
direction of the perpendicular bisector represented by IND(c).
RL(u,x) is defined to be R(x) if u = +1, and L(x) if u = -1. p and q
are consistently kept as successors of b and e respectively.)
2. If ff = 0 then îf IND(c) = IND(b) then y1 (M,M)
call CLOSE (a,b,c,d,y^)
return
if p = A or p is a vertex of the polygon then
ty. <- t n (LOC(b) , IND (b) )
while ff = 0 & t H edge b,p = 0 do
1
ff <- 1
if u = +1 thenfb «- p
P RL(u,b) 
else I p <- b
lb «- RL(u,p)
Jf ff ■ 0 then set y^ <- t H b,p
52
Procedure MERGE (4*i,r)
(Comment: The procedure starts scanning the R-list -- edge list linked
through R pointers -- headed by I. and the L-list headed by I. ,.i-1 i+1
R-list and L-list are maintained in clockwise and counterclockwise
directions respectively. If the region we are partitioning is
bounded, the procedure terminates when two half-lines meet an edge
at the same point. If the region is unbounded, it terminates when no
intersection ever occurs.)
1. Set b I^-i» c d I , u «- + 1, ff <- gg <- 0.
If i = r then set e <- I., gg *- 1 else set e <- I. . _i 1+1.
Set t +■ (LOC(c) , IND(c)), p <- RL(u,b), q <- RL(-u,e).
(Comment: The half-line t is to emanate from point c and follow the
direction of the perpendicular bisector represented by IND(c).
RL(u,x) is defined to be R(x) if u = +1, and L(x) if u = -1. p and q
are consistently kept as successors of b and e respectively.)
2. If ff = 0 then îf IND(c) = IND(b) then V x *- (m ,m )
call CLOSE (a,b,c,d,y^)
return
if p = A or p is a vertex of the polygon then
y, «- t n (LOC(b) , IND (b) )




if u = +1 thenjb <- p
p RL(u,b) 
else j p <- b
|b RL(u,p)
.̂f ff = 0 then set y t fl b,p
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If gg = 0 then/ if IND(c) = IND(e) then y2 (M,M)
/ call CLOSE (c,d,e,f,y2)
return
V
if q = A or q is a vertex of the polygon then
y2 f  t n (LOC(e), IND(e))
3.
gg 1
while gg = 0 & t H edge e,q = 0 do f if u = +1 thence q
q RL(u,e) 
else jq <- e
V  <- RL(u,q)
^if gg = 0 then set y2 t fl e,q 
(Comment; Except the initial scan, the scans of the edge lists to 
find the intersections maintain the same direction; scan counterclockwise 
the edges of the polygon in left Voronoi diagram and scan clockwise the 
edges of the polygon in right Voronoi diagram.)
Let yg be the first intersection point. If they meet at the same
point, choose y = y,.s 1
If ys = yl then ( set IND(ys) IND(b) ©  IND(c) 
if u = +1 then set p <- b
if p is a vertex of the polygon, set p^ «- else set p^ <- p-2
set b L(p^)
call CLOSE (p1, p, c, d, y ^
^set u «- -1, b «- b', p <- RL(u,b);
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else ( set IND(y ) IND(e) ©  IND(c) s
if u = +1 then set q e
if q is a vertex of the polygon, set q^ q else set q^ q + 2 
J set e ' «- R(q^)
call CLOSE (c, d, q, q ^  y2> 
set c <- q, d <- q^
 ̂set u -1, e e ^  q RL(-u,e)
4. Set ff «- 0, gg «- 0
5. If LOC(y^) = LOCCy^) then /if q is a vertex of the polygon, set q^ <- q
else set q^ «- q + 2 
/ set L(q) <- d, R(d) «- q
R(q1) «- c, L(c) <- qL 
^return 
else go to step 2.
END MERGE.
Procedure CONNECT(j);
(Comment; The procedure connects all the vertices that form an order 
j+1 Voronoi polygon in a linked list by scanning each order j Voronoi 
polygon. The list head HV^(*) of each polygon has the format:
HV.(*): # REGION ID LINK where # is the number of verticesJ ----------- ----------
(or new Voronoi points) of the polygon. REGION is the index representa­
tion of the polygon, ID is the index pair of the edge incident to the 
vertex pointed by the pointer LINK.)
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1. Set i <- 1, b <- 0.
2. While i £ N. do;
J
/ 3. Set index «- ID(HV^(i))
r1 <- REGION (HV^(i)) 
{r^} U {index}
pQ <- HV.(i) 
pQ <- LINK(Pq )
Mark NODE p . (All three copies of node p are marked old.) 
/ / u 
w «- 0, pQ «- pQ
4. While w = 0 do;
( 5. X <- NODE (ADDR (p ) , IND(P()), A)
(Comment: Each node of the temporary storage for an order
j+1 polygon has the format: X: ADDR ID LINK where
ADDR is a pointer to the Voronoi point, ID is the index pair 
associated with the edge incident from the Voronoi point, and 
LINK is a pointer linking together all the temporary nodes 
that form a region.)
Set Xl «- X
Find the copy of node pQ, i.e., q_1 = p® such that IND(q ^  = ID(pQ) 
Set u <- 0, p1 <- L(pQ)
6. While p1 £ A & u = 0 do: (Comment: Link the nodes by following
/
L pointers as far as possible. See 
Figure 17(a).)
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7. Y «- NODE (ADDR(p1), ID(p1>, A)
LINK(X) «- Y
8. If L(p^) = q  ̂ then set u <- 1 (Comment; We have traced back
to the starting point*)
else if LINK(p1) = pQ then ID(Y) <- ID(X) ©  ID(Y)
/
find the copy of node 
p^, i.e. q = p^ such 
that IND(q) = ID(Y).
p0 ^ q
Pl *- L(q)
 ̂ (Comment: We have
reached the other end 
point. Take proper 
actions and restart 
again.)
\
else set p^ <- L(p^);
9. Set X «- Y
If u = 1 then /set LINK(X) <- X^ (Comment: They form a bounded
region.)
i «- Si + 1
HVj+l(i) N0DE (A> fr2^’ ro<x >> Xl>
else (Comment: The region is unbounded, start tracing 





/ While ^ A do:
T y <-NODE (ADDR(p1), IDCp^, x x)
If LINK(q i) = Pi then find the copy of node 
p^ i.e. q = p^ such that IND(q) = ID(Y).
] set q_1 <- q, P1 R(q-;L)
else/set q p^
| px *- R(q)
X1 Y
i <- i + 1
HVj+lW  N0DE (A> r̂2-*’ IND^>> .xi>
11. Set pQ *- Pq (Comment: Visit the next vertex, if any exists.)
P0 <- LINK(Pq)
12. While pQ ^ Pg7 & P0 ^ A & node pQ has been marked do: f p^ «- pQ
P0 «- LINK(pg)
^13. If Pg ^ p ^  & P g  ^ A then/w <- 0
<
index ID(pg) 
r2 ^rl̂  ^ {index}
else w «- 1 (Comment: We have processed one
region in V ( D ) .)




(Comment: We restore the contents of the temporary storage 
in ID(X), LINK(X) back to the node pointed by ADDR(X), 
and relinquish the storage back to the storage pool.)
1. Set i *- 1
2. While i £ N . d o ;
j+1
3. Set X <- LINK (HVj+1(i)), Y <- X
4. Set p <- ADDR(X), ID(p) «- ID(X)
5. If LINK(X) = A then set LINK(p) A
else set LINK(p) ADDR(LINK(X))
6. Set X «- LINK(X)
7. I f X ^ A & X ^ Y  then go to step 4,
8. LINK(HVj+1(i)) <r~ ADDR(Y)




(Comment: Delete old Voronoi points from each list, initialize the 
IND fields and obtain a count of new Voronoi points for each region, 
By so doing, the data structure can be readily input to Algorithm 
3.1 (step 2) by passing the count as a parameter.)
1. Set i 1
2. While i £ Nj do;
3. Set n 0 (Comment: n is the number of new Voronoi points of 
the region HV^(*).)
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4. Set p «- LINK(HVj (i) ) , index «- ID(HV^(i))
5. While node (p) is marked old do ( set index ID(p)
p «- LINK(p)
6. Set t <- p, ID(HVj(i)) <- index, IND(p) <- index ©  ID(p)
7. Set n <- n + 1
8. Set q <- p, r <- LINK(q)
9. While r ^ A & . i i  LINK(HV^(i)) do;
^ 10. If node (r) is marked old then set q r, r «- LINK(q)
else^set LINK(p) <- r,
IND(r) <-ID(q) ©  ID(r) 
p q <~ r 
r «- LINK(q) 
n n + 1
11. If r = A then set LINK(p) A
else set LINK(p) t
12. Set LINK(HVj(i)) «- t, #(HV^(i)) «- n
13. Set i <- i + 1
END INIT,
