Density functionals etc.
I. INTRODUCTION II. HARTREE-FOCK THEORY
This section derives the Roothaan-Hall equations encountered in Hartree-Fock theory and describes its implementation.
A. The electronic problem
The derivation begins from the Schrodinger equation
where |Ψ is the wavefunction, which depends on the spatial and spin coordinates of every electron, andĤ is the nonrelativistic time-independent Hamiltonian
a) Electronic mail: giese025@umn.edu where subscripts on the operators indicate on which electron they are operating. The energy is
or, for a normalized wavefunction,
Eq.
(1) is an eigenvalue equation and, in principle, has many solutions |Ψ i , i.e., eigenfunctions and corresponding eigenvalues E i . The solution of interest here is the lowest energy solution |Ψ 0 corresponding to the lowest eigenvalue E 0 . In order to arrive at our goal of determining the lowest energy, it is a practical necessity to have a generic procedure for obtaining |Ψ 0 . This procedure directly results from the variational principle, which is now briefly discussed. Suppose you had a trial wavefunction |Ψ , i.e., your guess of what the answer might be. You now need to know if your guess is the correct answer. Theoretically, you can answer this by representing your trial wavefunction as a linear combination of the true solutions |Ψ i , for arriving at |Ψ 0 : vary the wavefunction until it is stationary, i.e.,
where λ is a Lagrange multiplier enforcing the normalization constraint. In the event that |Ψ = |Ψ 0 , it is trivial to show that λ = E 0 . Note that Eq. (8) is satisfied for both minima and maxima, and also true for local minima and maxima, and therefore one may perform perturbations on one's current guess to verify that their stationary solution is indeed the global minimum.
We are now armed with a general procedure for determining the lowest energy solution of Eq. (1), however, making a guess at the form of |Ψ 0 is quite difficult because |Ψ 0 is a complicated function of all the electronic coordinates. The simplest approximation to |Ψ 0 is to assume that the electronic coordinates separate, i.e., |Ψ ≈ φ 1 (r 1 )σ 1 (ω 1 ) φ 2 (r 2 )σ 2 (ω 2 )
which is called the Hartree product wavefunction, where r j and ω j are the spatial and spin coordinates of electron j, respectively, φ i (r j ) is the spatial representation of orbital i occupied by electron j, and σ i (ω j ) is the spin (either α or β) of orbital i occupied by electron j. Let φ i (x j ) ≡ φ i (r j )σ i (ω j ), then
Essentially, a Hartree product wavefunction attempts to represent the many-electron wavefunction as a product of effective 1-electron wavefunctions φ i (x j ), referred to as orbitals. This particular guess does not satisfy the antisymmetry postulate of quantum mechanics and is therefore rarely used. The simplest possible wavefunction which simultaneously separates the coordinates of the electrons into orbitals and satisfies the antisymmetry principle is called a Slater determinant (SD), which is constructed as the determinant of a matrix whose rows correspond to orbitals and whose columns correspond to electronic coordinates. The solution of the electronic problem using a SD wavefunction is called Hartree-Fock theory (HF).
B. The Roothaan-Hall equations
When the wavefunction is constructed from a single Slater determinant |Ψ SD , one can show (see Appendix not written yet)
where E[φ] is an energy functional that depends on the set of molecular orbitals φ used to form the Slater determinant. Furthermore, the energy functional can be decomposed into kinetic T [φ], external potential V [φ] , electron Coulomb repulsion J [φ] , and exchange K[φ] energy functionals,
where
J[φ] = µ,ν n µ n ν 2 φ µ (x)φ µ (x)φ ν (x )φ ν (x ) |r − r | dxdx , (15)
The symbol n µ in Eqs. (13)- (16) is the occupation number of orbital µ, which is either 0 or 1. Note that Eqs. (13)-(16) take on these relatively simple forms by having assumed (out of convienence and without loss in generality) that the orbitals are orthonormal
In order to variationally optimize the spin-orbitals φ, and hence arrive at the lowest energy solution, one needs to introduce variational parameters to be optimized. Let
where χ i,µ (x) and χ i (r) are spin and spatial basis functions, respectively, and C i,µ are molecular orbital coefficients, which are to be determined. The variational problem has now been reduced to
where E µ,ν are the Lagrange multipliers enforcing the constraint
i.e., the electron density of an orthonormal spin orbital integrates to the orbital's occupation number. The occupation numbers are explicitly included in the constraint due to its explicit use in Eqs. (13)-(16). When the variational statement [Eq. (19) ] is satisfied, the terms within the curly brackets obey the condition
All that remains is to evaluate the derivatives on both sides of the equation. These derivatives are simplified by noting the integral chain-rule relationship of functional calculus
Toward this end, we now summarize the required functional derivatives:
δV [φ] δφ λ (x) = 2n λ φ λ (x)ν(r) (25)
Inserting Eqs.(23)-(27) and (22) into Eq. (21) yields
Each orbital in Eq. (21) is expanded into a basis, whence the following definitions naturally arise:
For brevity, define the Fock matrix
then Eq. (28) becomes
We can remove the occupation numbers from the rhs of Eq. (35) by showing that E is a diagonal matrix. One does this by matrix multiplying both sides of Eq. (35) on the left by
and using the basis representation of the orthonormality constraint
to obtain i, j 
where e emphasizes that E is diagonal. The notation of this document is to write matrices as captical bold letters and their corresponding diagaonal eigenvalue matrix with corresponding lower-case letters, in which case, an eigenvalue decomposition is written 
and using the chain relation
in which case, one can show
C. Integration of the spin-coordinates
In order to practically apply the Hartree-Fock method, one must define the system by the defining ν(r) and the spins and occupations of the orbitals, and if the application is performed with a computer program, then one must first integrate the spin-coordinate ω "by hand", since it is an abstract coordinate invented solely for the purpose of notation. Integrating over the spin-coordinate is easily achieved from the identity
which is 1 if orbitals µ and ν are both α-spin or β-spin, or 0 otherwise. Since the spin-basis functions separate into spatial and spin-functions, it follows that
These properties can be used to remove explicit spin-integrals from Eqs. (29)-(33), i.e.,
which yields the equation
where the Kronecker delta resulting from spin-integration of Eq. (33) has been removed from the definition of the matrix elements, i.e., Eq. (50) uses the definition
The Kronecker delta δ σ µ ,σ λ is automatically satisfied by the more restrictive δ µ,λ appearing on the rhs of Eq. (50); however, δ µ,λ does not appear in Eq. (49), and hence F i, j depends on the spin of orbital λ. In the case that λ is an α spin orbital
and when λ refers to a β-spin orbital, one similarly finds
or, in general, has dimensions N σ × N σ . This is a perfectly fine way of writing the equations. In practice, however, all of the above matrices are treated with dimensions N basis × N basis , i.e., one solves for additional "virtual" orbitals that are not used in the Hartree-Fock expression for the energy, and thus do not contribute to the lowering of the energy upon optimization. We have not completely solved for the solution of the Hartree-Fock equations, and it therefore may seem odd to point out this subtlety within practical applications; however, the remaining discussion uses matrix notation heavily, and this notation is more easily written in a rigorous way if we assume (without loss in generality) that the matrices are square. In fact, since this is how one solves the problem in practice, one can argue that it is desireable to assume this truism forthwith.
The problem has not yet been solved; however, before continuing with even more mathematical expressions, let us review where we are in relation to solving the problem, such that lesser experienced readers do not lose sight of where the derivation is going. Recall that the problem at hand is to determine the wavefunction which minimizes the energy. The wavefunction was expressed as a Slater determinant of orbitals, which were then expanded in a basis. Therefore, the solution we seek are the expansion coefficients C σ which minimize the energy under the constraint that the orbitals remain orthonormal. By using the calculus of variations, it was shown that C σ which minimize the energy (under the constraints) must obey Eq. (59). Thus, the problem has been reduced to manipulating Eq. (59) in such a way that we can determine C σ whilst satisfying: 
however, eigenvectors hold the property 
and where U and s are the eigenvectors and eigenvalues of S, i.e.,
then Eq. (63) transforms Eq. (60) into
and Eq. (61) becomes
Eq. (67) can be placed into a more traditional form by noting
[implied by Eq. (66)], from which it follows
Therefore, C This section concludes by discussing the transformation matrix X in more detail. The set of spatial basis functions χ i (r), the set of which are expressed as the vector χ such that
do not form an orthonormal basis if S is not the unit matrix; however, if there are no linear depndencies in S, then an orthonormal basis χ can be made from
in which case,
and
Since χ is the spatial basis and χ is its orthogonalized representation, we will refer to χ as the orthogonalized spatial basis. Similarly, given a matrix Z represented in the spatial basis χ, we will refer to
as the orthogonalized spatial basis representation of Z and notate it with a prime.
E. The RHF/UHF SCF procedure
To solve the Hartree-Fock equations, in practice, one must recognize that the Fock matrices depend on C σ , making the problem nonlinear. One must first make a guess at C σ , form the Fock matrices, and solve the generalized eigenvalue problem to find a new guess at C σ , which are then used to form new Fock matrices, and so-on. The problem is converged when the solution of the generalized eigenvalue problem yields the same molecular orbitals as those used to form the Fock matrices. Upon successful convergence, the final energy can be computed from
A generic "naive" procedure for solving the Hartree-Fock equations is described in Table I . Table I does not discuss convergence acceleration methods or sophisticated tests for convergence. The procedure has been made generic such that it works for both RHF and UHF. In the case of RHF, the α and β electrons are paired such that the electrons forming any particular pair feel the same effective potential, and hence
Obviously, in this case, one only needs to compute one of the matrices and set the corresponding one equal to it. 
should be diagonal. One can verify if these 2 matrices are diagonal (or not) by computing the commutator 
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in which case Two arbitrary matrices A and B commute if and only if there exists a common transformation C that diagonalizes both matrices, i.e.,
in which case
and since diagonal matrices commute,
however,P is a symmetric matrix, by construction, and therefore the only matrix which diagonalizes it is a diagonal matrix. Thus, ifF is not a diagonal matrix, thenP andF do not commute. In addition, ifP was the null matrix, then there are no electrons, and hence, there is no SCF procedure. Similarly, if P was the unit matrix, then there are no free variational degrees of freedom, and hence there is no SCF procedure. We will later explore methods which will accelerate SCF convergence, and it will therefore be convienent to computẽ W σ in the basis-representation (W σ ) since the basis formed by the molecular orbitals continually change during the SCF.
Now, inserting unity, one obtains
From the orthonormality condition of
and the definition of P σ [from Eqs. (56) and (78),
A common test for convergence is to verify that the energy change between any 2 iterations is small and that the maximum value of any element in |W σ | is small; however, in order to set a tolerance that is consistent for any arbitrary basis, it is convienent to perform this test in the orthogonalized spatial basis χ , i.e.,
MAXVAL(|W
The error matrices, as the name suggests, is a matrix of values indicating an error with respect to a converged answer. One can store previous values of W σ and F σ and use the convergence information inherently stored in W σ to extrapolate the previously computed matrices F σ to a result which then minimizes the error. This procedure is called direct inversion in the iterative subspace (DIIS), which is now discussed. The SCF procedure described in Table I is said to be naive since it assumes that it converges to a result. There is no guarantee that solving the generalized eigenvalue problem for a new guess at C σ will necessarily be a better guess. Eq. (59) is merely a condition that the desired answer must hold. Any guess at C σ which is not the correct answer will not satisfy Eq. (59) (a fact that can be measured by W σ ). By performing a naive SCF procedure, it is hoped that forcing a solution, via diagonalization, yields a better guess at C σ . This sometimes works and sometimes doesn't and sometimes does, but poorly, i.e., slow convergence. If you can quantify the proximity of C σ to the converged answer (the norm-squared magnitude of the elements composing W σ ), then a more intelligent guess is to extrapolate the guess that nullifies the proximity.
Let us approximate the new Fock matrixF σ as a linear combination of the previously computed Fock matrices
where c i is a coefficient representing the weight of the ith previous Fock matrix. If we assume a linear relationship between the Fock matrices and their error matrices, then the error matrix of the extrapolated Fock matrix is
For convience, let us define the error vector as the N 2 basis × 1 array constructed from the N basis × N basis error matrix by concatenating (packing) the columns, which will be denoted by |W σ . The approximate error vector ofF σ is then
and its proximity to the converged answer is
is a N DIIS × N DIIS matrix (N DIIS is the number of previously stored matrices, usually ≈ 5). We seek the coefficients c which minimize the proximity ofF σ from that which is constructed from the converged C σ under the constraint i c i = 1, i.e.,
where 1 is a vector with every element being 1. When the variational statement [Eq. (95)] is satisfied, then terms within the curly brackets obey
which, upon solving for c,
and reinserting into the constraint condition to solve for λ
One can alternatively solve the equation
G. High-spin restricted open-shell Hartree-Fock
A UHF calculation produces 2 sets of molecular orbital coefficients and eigenvalue spectrums corresponding to the description of the α and β electrons. If there are more α electrons than β, i.e., a high-spin configuration, then these 2 sets will be different. One can show that, in such a case, the wavefunction is not an eigenfunction of theŜ 2 spin operator (not shown here). In other words, the resulting orbitals do not correspond to a determinant constructed as a doublet, triplet, quartet, etc. configuration, but instead corresponds to a mixture of various spin configurations. One way to avoid spin contamination is to use a method that forces the α and β molecular orbitals to share a common set of molecular orbital coefficients. To understand how one arrives at a method which accomplishes this, it is useful to first suppose that such a method exists. Suppose you had a common set of molecular orbital coefficients that described both the α and β electrons. These "restricted" molecular orbitals form a basis which can describe any function as adequately as the atomic orbital basis from which it was constructed. Therefore, one can project the UHF molecular orbitals into the basis formed by the spatially-restricted orbitals, in which case, one would find that the occupied UHF α (and β) orbitals are mostly described by the corresponding lowest energy restricted-orbitals; however, each of the UHF orbitals would require the use of the restricted-orbital virtuals. In other words, the UHF electrons are fractionally "excited" with respect to the restrictedorbitals. From this conceptual picture, the procedure for determining the restricted-orbitals is to diagonalize the UHF α and β Fock matrices in a manner which removes the tendency of the electrons to partially occupy the virtual orbitals.
For example, let us consider the diagonalization of the α Fock matrix in a manner that removes the coupling of the occupied-virtual transitions described above. Suppose you had a set of trial MO coefficients which have been ordered such that the first N β columns corresponded to doubly occupied orbitals, the next N α − N β columns corresponded to the singly occupied orbitals, and the remainder being the virtual orbitals (see Fig. 1 ). The MO representation of the Fock matrix (F = C T · F · C) can then be partitioned thuslỹ
where c, o, and v refer to closed, open, and virtual blocks of the matrix, respectively. Digaonalization of this matrix causes the off-center blocks to goto zero and the diagonal blocks to become diagonal, which effectively causes
Firstly, notice that theF α c,o block in Eq. (101) does not correspond to a constraint required in the conceptual picture previously described; both the closed and open blocks are occupied by α electrons, and therefore this block does not remove occupied-virtual mixing of the electrons. However, the above matrix is missing the occupied-virtual mixing of the β electrons between the closed and open blocks (see Fig. 2) , and therefore the c,o-block should be replaced byF β c,o in order to force c β |F|o β → 0.
Secondly, the o,v-block in Eq. (101) correctly causes o α |F|v α → 0 upon diagonalization (see Fig. 3 ), and therefore requires no further discussion. Finally, notice that the c,v-block in Eq. (101) fails to treat the occupied-virtual mixing of the β electrons between the closed-vitual blocks (see Fig. 4 ). One would not want to totally replace the c,v-block with the pure β case, as one done withF β c,o . The α and β electrons within a closed-shell orbital must be treated together as a closed-shell pseudo-electron in order to ensure that they do not separate into individual orbitals. From a practical point of view, the α-electrons feel a different effective potential than the β-electrons due to the increased amount of electron exchange-correlation introduced by their interaction with the open-shell electrons, and therefore, in order to prevent a separation of the α and β eigenspectrums, one treats the c,v-block as the average coupling element of either electron, i.e., (F α c,v +F β c,v )/2. From the above arguments, the matrix which diagonalizes the α Fock matrix while preventing the partial occupation of the electrons in the virtual orbitals is given bỹ Following the same procedure forF
however, diagonalization of either matrix yields a set of equally valid restricted orbitals, i.e., diagonalization ensures that the resulting orbitals are eigenfunctions of the Fock operator under the constraint that the α and β orbitals are spatially identical. Hence, any linear combinatioñ 
where the coefficients for common canonicalization schemes are provided in Table II . Upon constructing the effective ROHF Fock matrix from Eq. (106), it can then be backtransformed into the atomic orbital basis via 1. Given ν(r), the number of electrons N α and N β , and a basis
, and the electron repulsion integrals (i j|kl) using Eqs ()-().
2. Store H c = T + V. 
(d) Insert the Coulomb and exchange contributions to the Fock matrices. See Table I .
(e) Store the previous energy E old = E and compute the current energy. See Table I . (j) Solve the generalized eigenvalue problem (see Table I) using the extrapolatedF σ instead of the computed Fock matrices to yield new C σ matrices. Treat the ROHFcase exactly like RHF.
Output the energy and properties

III. DENSITY FUNCTIONAL THEORY
A. The Hohenberg-Kohn theorems
In Sec. II A, it was commented that the exact solution of the Schrödinger equation required a complicated manyelectron wavefunction depending on 3N-spatial and N-spin coordinates and it was the correlation of these coordinates that made the exact solution of the Schrödinger equation extremely difficult. Note, however, that the exact ground-state wavefunction produces an electron density and the electron density depends on 3-spatial coordinates only. Therefore, a method that required knowledge of the electron density only would be an extremely attractive alternative.
In 1964, Hohenberg and Kohn 1 (HK) developed 2 theorems that are considered to be the foundation for an alternative approach for computing the electronic energy, called density functional theory. The first HK theorem, known as the existence theorem, states that there is a unique 1-to-1 mapping between the ground state electron density and the external potential (for a fixed number of electrons -this will be assumed throughout). The external potential is the term in the Hamiltonian [Eq. (2)] that defines the nuclear positions and applied electric fields (the rest of the terms describe electron-electron interactions) and the previous sections have shown that it is possible to determine the many-body wavefunction that produces the ground state energy. Therefore, if it can be shown that there is a unique mapping between the ground state density and the external potential, i.e., to show that the external potential is a functional of the density, then there exists a functional of the density that yields the ground state energy, because the external potential fixes the form of the Hamiltonian. The second HK theorem states that the functional of the density which produces the energy is a minimum if and only if the density is the true ground state density. This is a statement of a variational principle, and as such, is referred to as the variational theorem.
The proof of the existence theorem is performed by contradiction [1] [2] [3] [4] . Suppose, incorrectly, that there were 2 external potentials for 2 HamiltoniansĤ 1 andĤ 2 that produced the same electron density. There would exist 2 different wavefunctions (|ψ 1 and |ψ 2 ) that produce the lowest energy eigenvalues (E 1 and E 2 ) for the 2 Hamiltonians. If |ψ 2 is used as a trial wavefunction forĤ 1 , then by virtue of the variational principle,
H 1 andĤ 2 differ only by their external potentials [ν 1 (r) and ν 2 (r), respectively]. Therefore, all of the expectation values in ψ 2 |Ĥ 1 −Ĥ 2 |ψ 2 vanish except for the electron-nuclear energy.
Following a similar procedure for ψ 1 |Ĥ 2 |ψ 1 and assuming that |ψ 1 describes the same electron density yields
Adding these 2 equations produces the inequality
Clearly, this is false, proving that there is a prescription associating a density with a unique external potential. That external potential defines a specific Hamiltonian, which has a FIG. 5. Schematic describing the relationship (provided by the Hohenberg-Kohn existence theorem) of the electron density to wave mechanics. The existence theorem proves that there is a connection between a density and a unique external potential defining a Hamiltonian whose lowest energy eigenfunction produces the density. This theorem does not provide a prescription for determining what that external potential is, only that it uniquely exists. It's usefulness is in providing a connection between the density and wave mechanics. By following the arrows (clockwise) from the density to the wavefunction, it can be seen that there is formally a connection between the density and a corresponding wavefunction; however, this connection arises from solving the Schrödinger equation. Therefore, although there is a connection from the density to the wavefunction, the existence theorem does not provide a new prescription for solving the electronic problem.
corresponding lowest energy eigenvalue produced by a specific wavefunction. Therefore, the existence theorem provides a connection between density functional theory and wave mechanics and shows that the wavefunction formally can be determined from the electron density by virtue of this connection (see Fig. 5 ). In practice, this determination requires the solution of the Schrödinger equation using the Hamiltonian defined by the unique external potential. Therefore, the existence theorem doesn't provide a new mechanism for computing the ground state electronic energy. The density functional has the general form
where the first term is the Coulomb interaction of the density with the external potential
and F[ρ] is a functional of the density only (it describes the electron-electron interactions). F[ρ]
has the same functional form for all systems and is therefore referred to as the universal functional. Therefore, the systemdependence of the density functional's form is contained entirely within the definition of the external potential. The catch is, nobody knows the exact form of the universal functional. Density functional theory comes in a variety of flavors, each using a different approximation of the universal functional.
The variational theorem provides a mechanism for determining the ground state density -which is exactly the thing we said that the existence theorem does not provide. If the positions and charges of the nuclei (and any additional applied electric fields) are known, then the exact form of the FIG. 6 . Schematic of the Hohenberg-Kohn variational theorem. The existence theorem provides a connection between a trial density and a trial wavefunction. Application of the trial wavefunction yields a trial energy which is greater than or equal to the true ground state energy. Therefore, the variational theorem is a natural extension of the wave mechanical variational principle to the electron density by virtue of the connection provided by the existence theorem.
Hamiltonian is known. From the existence theorem, a trial wavefunction is formally a functional of a trial electron density (see Fig. 6 ). Therefore, from the variational principle (see pg. 1),
The variational theorem provides a formal procedure for obtaining the ground state energy: choose a trial density and vary the density to minimize the energy. Technically, not every density is valid, e.g., a density can't have a negative amount of density at any point in space. Similarly, the density must integrate to the number of electrons in the system. Therefore, the variational procedure is a constrained minimization of the energy, i.e.,
The Lagrange multiplier enforcing the constraint is called the chemical potential. The term might be better described as the electronic chemical potential to avoid confusion with the thermodynamic chemical potental (which is related to the partial derivative of the Gibb's free energy with respect to the number of particles).
B. The uniform electron gas
A paramagnetic density ρ analogous to the closed-shell systems considered in RHF. The energy of the exchange interactions within a uniform electron gas composed of a paramagnetic density can be solved analytically, the result of which is known as the Dirac exchange functional (sometimes called the Slater exchange functional).
and the constant C x is given in Eq. (140). If the density is not paramagnetic, then ρ 116), by construction, is not applicable; however, recall that only like-spin electrons experience exchange interactions (exchange removes those Coulombic interactions which improperly neglect that the like-spin electrons are avoiding each other) and therefore Eq. (116) is the sum of the α-spin exchange interactions and the β-spin exchange interactions. Alternatively stated, for any paramagnetic input density, the contribution of the σ-spin density to the exchange energy is
]. Therefore, one can compute a non-paramagnetic exchange energy as
] is the energy of a "fake" paramagnatic density where the β-spin density is assumed to be the same as the α-spin density. This is, of course, incorrect; however, by dividing it by 2, we are ultimately only computing the α-spin component of the exchange energy. Adding this to the β-spin component gives the total energy since the α and β-spin densities to not interact with each other via exchange.
From Eqs. (116)- (118),
Therefore, if ρ(r) was completely ferromagnetic, i.e., ρ
If we let
Furthermore, recognize that
x (ρ) represent the para-and ferro-magnetic limits, respectively, and that, through algebraic manipulation, Eq. (126) can be expressed in terms of these quantities, i.e.,
Thus, one can write the spin-polarized functional in terms of the paramagnetic result and a ferromagnetic correction term
whose coordinates separate into a product of functions (131) however, this analytic separation of coordinates is ultimately a consequence of the fact that unlike-spin electrons did not interact within the exchange functional. Therefore, this result does not necessarily hold for correlation functionals since the motions unlike-spin electrons are correlated. Also note that the form of f (ζ) directly resulted from the form of the functional, and thus, functionals of various forms would formally result in differing forms of f (ζ). The Xα spin-polarized exchange functional can be written as
and 
it follows that
The remaining derivatives are
VWN correlation functional
The form of the spin-polarized VWN correlation functional 5 (sometimes refered to as VWN5)
is similar to the Xα in the sense that the energy-per-particle functional is decomposed into a paramagnetic function 0 VWN (ρ) and a ferromagnetic correction term ∆ VWN (ρ, ζ); however, unlike the exchange energy, there does not exist a closed-form expression for the ferromagnetic correlation correction term. That luxury is afforded in the exchange functionals by the virtue that only like-spin electron ineractions contribute to the energy, which, through mathematical manipulation, allows one to decompose the ferromagnetic correction term [Eq. (135)] into functions which separate the ρ(r) and ζ(r) coordinates. Vosko, Wilk, and Nusair explored a varity of functional forms for ∆ VWN (ρ, ζ) which do not separate the coordinates and thus allow for better fitting to random phase analysis (RPA) data. VWN then recommended forms which mathematically cause the correction term to vanish for paramagnetic densities, and these expressions are notationally more convienent to write using the variable
instead of ρ(r), in which case, one writes the VWN functional as
where the ferromagnetic correction is now a more complicated function that, in general, cannot be separated as a product of functions depending on ζ and r s only, i.e.,
however, the functional still has the property ∆ VWN (r s , 0) = 0 since f (0) = 0, i.e., there is no ferromagnetic correction for a a paramagnetic density. Moreover, from their recommended choice of β(r s )
and the definition
the functional completely replaces the paramagnetic term by the ferromagnetic term for a completely ferromagnetic density.
Upon inserting Eqs. (156)-(158) into Eq. (155), one obtains
VWN do not write it in this way; however, the dervatives of Eq. (159) are easier to derive and program because it requires fewer chain-rule terms, and therefore one should use Eq. (159), in practice. Ceperley and Alder computed the total energy of a finite number of electrons in liquid para-and ferro-magnetic states "exactly", from which they tabulated values of 0 VWN (r s ) and 1 VWN (r s ) over a finite range of r s . VWN then generated a Pade approximant interpolation formula using the high-and lowdensity behaviors of these functions and proceeded to treat the polynomial coefficients as parameters. The functional forms for these terms are therefore identical, but use different parameters. We emphasis this by writing 0 VWN (r s ) = γ 0 (r s ) and 1 VWN (r s ) = γ 1 (r s ), where the subscript i indicates which parameter set to use i ∈ (0, 1) (see Table IV ) and its form is given by
α(r s ) is a measure of spin-stiffness, which I have not yet had the time to understand; however, VWN state that it has the same r s -dependence as the para-and ferro-magnetic energyper-particle functions above, and therefore it too can be treated with the Pade approximant, i.e., α(r s ) = γ α (r s ), where the parameters i = α are given in Table IV . Finally, note that f (0) is trivially computed from Eq. (137)
At this point, we have all of the equations and parameters necessary to compute the contribution of the VWN correlation functional to the total energy; however, we still need to derive the contributions of the functional to the Fock matrix elements. Following Sec. III D 1, the contribution to the atomic orbital basis Fock matrix is
,
The remaining derivatives in Eq. (169) are most easily expressed as a series of chain-ruled derivatives of Eq. (160):
∂X(x) ∂x 
3. PW92 correlation functional
Perdew and Wang (PW)
6 reinterpretted the analysis of the RPA data of Ceperley and Alder
7
, from which they reconsidered the functional form of the correlation functional proposed by VWN
5
. PW have four criticisms of the VWN functional form:
• It has discontinuities in its second and higher-order derivatives when r s = 1.
• The exact spin stiffness α(r s ) is not recovered in the high-density limit (r s → 0).
• It produces a spurious unphysical maximum of the spin susceptibility enhancement at r s = 50.
• The functional form is "analytically complicated and nontransparent".
PW further criticize the way in which the VWN functional was parametrized. These criticisms include the lack of constraints on some parameters, artificial constraints on other parameters, and the lack of including the r s < 10 RPA reference data within the fitting procedure due to their degrading precision (even though error estimates of these values are known). Thus, PW construct a simpler model whose form overcome their criticisms, and proceed to parametrize their model using the full set of RPA data using a weighted χ 2 -merit function whose weights account for the precision of the reference values.
PW92 is essentially the same functional as VWN5, but uses a different form of γ i (r s ) [Eq. (160)]. For clarity, the PW92 contribution to the energy is
and where ζ(ρ α , ρ The parameters
, and β i,1 are provided in Table V . The contribution of the PW92 functional to the total energy is completely analogous to Eqs. (165)- (170), but using dG i (r s )/dr s in place of dγ i (r s )/dr s :
where Q 0 , Q 1 , Q 1 are shorthand notation for
respectively.
PBE exchange functional
The PBE exchange functional is
where Xα (ρ) is the Slater exchange energy-per-particle function [Eqs. (138) and (140) with α = 2/3], and F(s) is a correction function that is 1 when the gradient of the density is 0. PBE chose the form:
where µ = 0.21951 and κ = 0.804 are parameters, and
In order to simplify the evaluation of the PBE exchange potential (required for the evaluation of the Fock matrix elements), it is convienent to insert all of the above expressions into Eq. (183) to yield functions of ρ σ (r) and ∇ρ σ (r) only, and thus reduce the number of applications of the derivative chainrule. For these purposes, let us define
where , and b = 4 · 6 2/3 π 4/3 κ. Observe that the contribution of the LDA functionals to the total energy (see the previous sections) have all been written in the form
r, and for completeness, we note that the PBE energy can be evaluated in an analogous fashion by using
The contribution of the PBE exchange functional to the σ-spin Fock matrix ∆ x,PBE F σ i, j requires the functional derivative of Eq. (187), i.e.,
.
The partial derivatives are
and dE
where c = 2abκµ. Let us define, out of convience, a temporary
PBE correlation functional
The PBE correlation functional is
] is the PW92 correlation energy (see Sec. III D 3), and
where γ = 0.031091 and β = 0.066725 are parameters, and The contribution of the PBE correlation functional to the
whose total-derivative terms are
is analogous to Eqs. (167)- (170)], and
and whose partial-derivative terms are
The remaining derivatives appearing in the above expressions are:
where the temporary working variables T 1 , T 2 , and T 3 are
Before continuing, it is worthwhile to note that, when implementing these equations in computer code, it is likely convienent to not reproduce the PW92 correlation equations within the PBE correlation subroutine, but to instead call the PW92 correlation subroutine, which then returns the values of PW92 (r s , ζ) and its correlation potential ν 
Eq. (204) requires the divergence
and where d |∇ρ| /d∇ρ 
from which it can be shown 
In order to simplify the Eq. (225), let us define a temporary working variable O (not to be confused with the temporary working variable of the same symbol in the previous sections)
then [in analogous fashion to Eq. (195)],
where the last derivative in Eq. (227) is
All that remains is to provide expressions for dO/dρ σ and dO/d |∇ρ|:
Finally,
6. OPTX exchange functional
The OPTX exchange functional 8 is a pure GGA parametrized to reproduce the HF energies of the "first and second row" (atoms in periods 1-3) atoms. It does not reduce to the uniform gas form in the limit of zero density gradient, i.e., (for notational convienence, let
] is the uniform gas exchange functional (α = 2/3), c 1 = 1.05151 and c 2 = −1.43169 are parameters (if c 1 = 1, it would reduce to the uniform gas limit), and
γ = 0.006 is a parameter, and
It will become easier to take derivatives of Eq. (239) 
where we have introduced the temporary working variable T 1
The contribution of the OPTX exchange functional to the 
In order to simplify the evaluation of the divergence term, let us introduce the temporary working variable O (not to be confused with the temporary working variable of the same name in the previous sections) 
LYP correlation functional
The LYP correlation potential
?
is an empirical functional based on the Colle-Salvetti formula for calculating the correlation energy from the Hartree-Fock second-order density matrix. We call it "empirical" because it is not derived from theoretically argued behaviours of the density functional. The LYP correlation energy is 
is the Thomas-Fermi constant,
and which depend on the σ-spin density and its gradient only, and the correlation component is decomposed into spin-parallel E 
The spin-parallel exchange and correlation functions are nearly identical in their form, and we therefore describe these simultaneously by subscripting quantities with x/c; in both cases, they have the form
where e u x/c (ρ σ ) is the uniform gas integrand [Xα for exchange (with α = 2/3) and PW92 for correlation] as computed with the σ-spin density, as opposed to the total density. For example, the α-spin uniform gas correlation integrand is 
where the β density is treated as ρ 
The antiparallel spin correlation contribution E 
is the difference between the full-density and spin-density PW92 correlation integrands, and 
The quantities γ x , γ c , γ 
The spin-parallel density derivatives are 
