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Abstract	
Pharmaceutical  ingredients  have  traditionally  been  produced  in  batches  using  multipurpose  stirred 
vessels. Reactions and separations have typically been tailored to fit these units, facing multiple limitations 
when transferring synthetic routes from the laboratory to industrial scale. Scaling up thus resulted in many 
cases in low reaction yields and separation efficiencies. These limitations were however compensated by a 
relatively fast process implementation. For the pharmaceutical industry this meant that new drug products 
could be exclusively marketed for a longer time period, resulting in higher benefits than those that could be 
obtained  with  a  highly  optimized  process  requiring  extra  development  time.  Being  the  first  to 
commercialize a product also meant a  fundamental marketing advantage,  since healthcare professionals 
commonly related pharmaceutical products to the original trademark. Furthermore, once a pharmaceutical 
product was approved, changes to the original production process could only be achieved at the expense of 
revalidating  the  whole  process  in  a  worldwide  market,  which  typically  prevented  pharmaceutical 
companies from optimizing already existing manufacturing processes.  
Today,  however,  the  pharmaceutical  industry  is  facing  a  globalized  market  where  national  health 
institutions  increasingly favor the prescription of  low‐cost generics, and  it  is more and more expensive to 
develop new pharmaceutical ingredients with the potential to become, for a few years, blockbusters. Fierce 
competition has therefore resulted in a need to reduce manufacturing costs and optimize the efficiency of 
production processes. In addition, ethical reasons and ever stricter legislations demand the development of 
sustainable processes with the lowest possible environmental footprint.  
Continuous  pharmaceutical  manufacturing  has  been  proposed  as  a  way  to  facilitate  process 
development  and  scale  up,  resulting  in  higher  yields,  improved  quality,  lower  risks  and  reduced 
environmental  impacts.  Regulatory  agencies,  such  as  the  FDA,  have  encouraged  the  transition  towards 
novel technologies through  increased process understanding. Developing a process within a more flexible 
design  space  based  on  sound  engineering  judgment  potentially  allows  process  optimization  once  the 
product has already been approved. Micro‐ and mini‐chemical systems have been envisaged as the optimal 
scale for pharmaceutical production, due to improved heat and mass transfer allowing safer operation in a 
larger design space. Scaling up to high throughputs could then be performed by replicating small‐scale units 
as required.  
However, significant uncertainties arise. For example, when should continuous processes be selected? 
Where are the highest benefits found? How can a continuous process be designed and implemented? Are 
continuous  processes  compatible with  slow  reactions?  Do  they  allow  problem  free  processing  of  solid 
particles? What is the cost needed to implement a continuous process? 
This  PhD  thesis  tries  to  answer  some  of  those  questions  through  the  development  of  a  systematic 
framework  that  takes advantage of continuous processing  technologies and process systems engineering 
for the efficient design of continuous pharmaceutical processes. The framework consists of a step‐by‐step 
 procedure  that  guides  the user  from drug discovery  and  the  initial process development  steps  towards 
process  implementation. Guidelines are suggested for the selection of the most suitable operating mode. 
Conceptual continuous processes can then be compared against traditional batch‐wise processes  in order 
to evaluate potential cost savings and/or lower environmental footprints.  
The  design  framework  has  been  applied  to  a  process  originally  developed  by  H.  Lundbeck  A/S  to 
produce zuclopenthixol, an active pharmaceutical  ingredient. The synthetic process  includes four reaction 
steps  (alkylation  by  a  Grignard  reaction,  hydrolysis  of  the  alkoxide  product,  dehydration  and 
hydroamination)  with  very  different  kinetics  and  thermodynamics,  and  several  separation  and  solvent 
exchange steps. The  implementation of continuous processes provided  improved product quality without 
the need of some of the product isolation and purification steps, resulting in a significant simplification of 
the process. The process mass intensity (kg of raw materials used per kg of product obtained) could then be 
reduced to at least half the original value.  
In this thesis, three of the unit operations included in the zuclopenthixol process were studied in detail. 
Specifically, the continuous alkylation reaction was achieved using a filter reactor coupled with a side‐entry 
tubular  reactor, using  real‐time  in‐line near‐infrared  (NIR)  spectroscopy  for monitoring  the  reaction  and 
ensuring  the  right  product  quality.  A  subsequent  hydrolysis  of  the  alkoxide  product was  performed  in 
continuous mode in a tubular reactor with segmented flow. The product of the hydrolysis reaction was fed 
to  a  hydrophobic membrane  separator where  the  organic  and  aqueous  phases were  split.  The  organic 
phase was then dehydrated in continuous mode in a pressurized tubular reactor where the reaction rate of 
an otherwise  slow  reaction  could be optimized by  increasing  the  temperature above  the normal boiling 
point of  the  solvent.  These  three unit operations  could potentially be  employed  in  similar  reaction  and 
separation  steps,  thus  constituting  ‘continuous‐flow  building  blocks’  for  the  design  of  novel  continuous 
pharmaceutical processes.    
 
 
Dansk	Resumé	
Farmaceutiske  ingredienser  er  traditionelt  blevet  fremstillet  i  batch  reaktorer,  dvs  i  ’multipurpose’ 
omrørte  tanke. Reaktioner og  separationer har  typisk  været  skræddersyet  til disse  enheder, og der har 
typisk været flere begrænsninger, når der overføres en organisk syntese fra laboratoriet til industriel skala. 
Opskalering resulterede dermed i mange tilfælde i et lavt udbytte og en relativt ineffektiv separation. Disse 
begrænsninger  blev  dog  opvejet  af  en  relativt  hurtig  implementering  af  produktionsprocessen.  For  den 
farmaceutiske  industri  betød  det,  at  nye  lægemidler  kan  markedsføres  under  patentbeskyttelse  i  en 
længere periode, hvilket resulterer  i en højere profit end den, der kunne opnås med en stærkt optimeret 
proces, der kræver ekstra udviklingstid. At være den første til at kommercialisere et produkt, betød også en 
grundlæggende marketing  fordel,  da  sundhedspersonale  ofte  relaterer  farmaceutiske  produkter  til  det 
oprindelige varemærke. Desuden, når et farmaceutisk produkt og en produktionsproces en gang var blevet 
godkendt,  så  kunne  ændringer  i  den  oprindelige  produktionsproces  kun  implementeres,  hvis  hele 
processen blev valideret igen af myndighederne. Dette har typisk forhindret medicinalfirmaer i at optimere 
allerede eksisterende produktionsprocesser. 
Situationen har dog radikalt ændret sig i de sidste to årtier. I dag står den farmaceutiske industri over for 
et udfordrende globaliseret marked, hvor de nationale  sundhedsinstitutioner  i  stigende grad går  ind  for 
ordination  af  billige  generiske  lægemidler.  Desuden  er  det  blevet  dyrere  og  dyrere  at  udvikle  nye 
farmaceutiske  ingredienser med potentiale til at blive  ’blockbustere’ for et par år. Skarp konkurrence har 
derfor  medført  et  hurtigt  voksende  behov  for  at  reducere  produktionsomkostningerne  og  optimere 
effektiviteten  i  produktionsprocesserne.  Hertil  kommer,  at  det  på  grund  af  etiske  årsager  og  stadig 
strengere  lovgivning  har  været  nødvendig  at  udvikle  bæredygtige  processer  med  den  lavest  mulige 
miljømæssige effekt. 
Kontinuerlig fremstilling af farmaceutiske produkter er blevet foreslået som en mere tilgængelig måde 
at  lave  procesudvikling  og  opskalering,  hvilket  resulterer  i  højere  udbytte,  bedre  kvalitet,  en  lavere 
sikkerhedsrisiko  for  omgivelserne  og  reduceret  miljøpåvirkning.  Reguleringsorganer,  såsom  FDA,  har 
tilskyndet  implementering af nye teknologier gennem øget procesforståelse. Udvikling af en proces  inden 
for  et  mere  fleksibelt  ’design  space’  på  basis  af  procesforståelse  kan  potentielt  også  give  videre 
procesoptimering,  når  produktet  allerede  er  godkendt.  Mikro‐skala  og  mini‐skala  kemiske 
produktionsanlæg bliver generelt anset som den optimale skala  for  farmaceutisk produktion, på grund af 
forbedret varme‐ og massetransport som tillader mere sikker drift i et større ’design space’. Opskalering til 
at  opnå  en  højere mængde  produkt  kan  så  opnås  ved  at  kopiere  disse  små  produktionsenheder  efter 
behov. 
Der  opstår  dog  væsentlige  usikkerheder.  For  eksempel,  hvornår  bør  der  vælges  at  udvikle  en 
kontinuerlig  proces?  Hvor  kan man  få  de  fleste  fordele  ud  af  kontinuert  produktion?  Hvordan  kan  en 
kontinuerlig proces blive udviklet og gennemført? Er kontinuerlige processer kompatible med  langsomme 
 reaktioner?  Tillader  de  problemfri  behandling  af  faste  partikler?  Hvad  koster  det  at  implementere  en 
kontinuerlig proces? 
Denne ph.d.‐afhandling forsøger at besvare nogle af disse spørgsmål gennem udvikling af en systematisk 
metode,  der  udnytter  kontinuerte  procesteknologier  og  proces  systemudvikling  (’process  systems 
engineernig’, PSE) til at opnå effektiv design af kontinuerlige farmaceutiske processer. Metoden består af 
en  trin‐for‐trin  procedure,  der  guider  brugeren  fra  lægemiddel  produktudvikling  og  den  tidlige 
procesudvikling til den endelige implementering af processen. Retningslinjerne er foreslået for udvælgelse 
af den bedst egnede drift. Konceptuelle kontinuerlige processer kan så sammenlignes med batch processer 
med henblik på at evaluere potentielle besparelser og / eller lavere miljømæssige effekter. 
Den foreslåede designmetode er blevet anvendt på en proces, oprindeligt udviklet af H. Lundbeck A/S til 
at  fremstille  zuclopenthixol,  en  aktiv  farmaceutisk  ingrediens.  Den  organiske  syntese  omfatter  fire  trin 
(alkylering via en Grignard reaktion, hydrolyse af alkoxide produktet, dehydrering og hydroaminering) med 
meget  forskellige  kinetik  og  termodynamik,  og  flere  separationer  og  solventudvekslingstrin. 
Gennemførelsen af kontinuerlige processer har resulteret i forbedret produktkvalitet uden brug af nogle af 
de  oprindelige  procestrin  til  isolering  og  oprensning  af  produktet.  Det  har  resulteret  i  en  betydelig 
forenkling  af  processen. Desuden  er masse  intensiteten  (kg  af  råvarer,  der  anvendes  per  kg  fremstillet 
produkt) blevet reduceret til mindst halvdelen af masseintensiteten af den oprindelige proces. 
I denne afhandling blev tre af de enhedsoperationer i zuclopenthixol produktionsprocessen undersøgt i 
detaljer. Konkret blev den kontinuerlige alkylering gennemført ved at bruge en  filter  reaktor kombineret 
med en ’side‐entry’ rørreaktor. In‐line nær‐infrarød (NIR) spektroskopi blev endvidere brugt til overvågning 
af reaktionen og sikring af den rigtige produktkvalitet. Den efterfølgende hydrolyse af alkoxide produktet 
blev udført  i kontinuerlig drift  i en rørreaktor med segmenterede flow. Produktet af hydrolyse reaktionen 
blev efterfølgende pumpet ind i en hydrofob membran separator, hvor den organiske og den vandige fase 
blev separeret. Den organiske  fase blev så dehydreret  i kontinuerlig drift  i en rørreaktor under tryk, hvor 
reaktionshastigheden  af  en ellers  langsom  reaktion  kunne optimeres  ved  at øge  temperaturen over det 
normale kogepunkt af solventen. Disse tre enhedsoperationer kan potentielt blive brugt til at gennemføre 
lignende reaktioner og separationsprocesser, og udgør dermed  ’kontinuerlige byggeklodser" for design af 
nye kontinuerlige farmaceutiske produktionsprocesser. 
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 CHAPTER   1 
1. Introduction	
1.1	Background	and	hypotheses	
The pharmaceutical  industry has undertaken a profound conceptual change  in  the way drug products 
are  developed,  manufactured  and  distributed1.  In  recent  years,  pharmaceutical  companies  have  been 
exposed  to  a  high  economic  pressure,  due  to  globalization  effects  and  fierce  competition  between 
research‐based pharmaceutical companies and generic manufacturers2. Medical treatments are becoming 
more  individualized,  and  as  a  consequence  the  pharmaceutical  industry  experiences  a  reduction  of  the 
number  of  blockbuster  products2.  Increasing  R&D  costs  and  long  clinical  trials  are  only  partially 
compensated  by  relatively  short  patent  protections3  (typically  20  years).  Pharmaceutical manufacturers 
have  understood  that  long‐term  viability  requires  increased  flexibility  and  lower manufacturing  costs2,3. 
Through  the  process  analytical  technology  (PAT)  initiative4,  regulatory  authorities  have  encouraged  the 
introduction of new production  technologies as a means  to  reduce production costs and  improve  safety 
and product quality. Manufacturers have also gained  flexibility  to optimize  their processes provided  that 
they can demonstrate scientific understanding and sound engineering  judgement5. The concept of design 
space5  has  been  interpreted  as  an  opportunity  to  further  promote  the  adoption  of  process  systems 
engineering (PSE) methods and tools for the design and operation of pharmaceutical processes6. Many of 
these  have  been widely  used  by  other  industries,  and  the  challenge  is  to  adapt  them  to  the  inherent 
complex  nature  of  pharmaceutical  products  and  processes,  with  very  strict  quality  and  regulatory 
requirements3,7.  
One of  the key strategies  for  improving safety and product quality while decreasing waste generation 
and  manufacturing  costs  has  been  the  movement  from  batch‐wise  production  towards  continuous 
pharmaceutical  manufacturing  (CPM)1,8,9.  Batch  production,  while  offering  advantages  such  as  high 
flexibility in terms of mixing rate and residence time, and nature and phase of products3, is highly inefficient 
when carrying out operations at extreme conditions  (e.g. cryogenic  temperature) or when  requiring  fast 
heat or mass transfer9. In addition, large processing volumes of potentially volatile, flammable and/or toxic 
compounds  imply  a  risk  of  runaway  reactions  and  undesired  releases8,  and  impose  the  adoption  of 
expensive risk mitigation and prevention measures.  In some cases,  the operation of batch processes and 
the dosage of reactants are carried out manually, which might expose operators to unacceptable hazardous 
activities. Product quality  is  in general measured off‐line, a  labour  intensive task causing  long time delays 
between  sampling  and  corrective  actions10. Off‐spec  product  constitutes  a  large  volume  of waste  to  be 
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disposed of or reprocessed.  In addition,  large amounts of solvents are used whilst solvent recovery  is not 
always carried out11, thus generating high volumes of waste12. 
By  adopting CPM  (combined with batch processes whenever  relevant), opportunities  to  improve  the 
efficiency of pharmaceutical processes arise in many different fields. Pharmaceutical sites are multipurpose 
and multiproduct plants which need to be able to respond to rapid changes in demand and introduce new 
products to the market very fast2,3,13. CPM plants have therefore been envisaged as miniplants constituted 
by a  limited number of standardized, well characterized and easily connected modules, each one carrying 
out one or more basic unit operations2. These plants need to accomplish two objectives which traditionally 
have been  regarded as  contradictory:  serving a dedicated equipment  function, but also being  flexible  in 
demand,  operating  parameters  and  in  the  adoption  of  different  chemistries. Microreactors  have  been 
intensively  studied  in  recent  years,  featuring  excellent mass  and  heat  transfer  but  still  showing  some 
problems  related  to  solid  particles14‐16.  Microseparations  have  also  been  developed,  for  example 
microfluidic extraction17 and distillation18, enabling solvent exchange and multistep chemical synthesis at 
microscale19. In order to respond to changes in demand, it has been suggested to replicate the number of 
units as needed,  i.e. numbering up as opposed  to  scaling up1,8, which  should  theoretically eliminate  the 
uncertainty typically involved in this task.    
However, a number of  issues  remain unresolved. First, since continuous pharmaceutical production  is 
still an  incipient  technology, much of  the  research work has  focused on  the demonstration of mini‐ and 
micro‐scale operation of individual unit operations16, some of which have been interconnected in relatively 
simple multistep processes. Higher reaction yields and separation efficiencies are typically demonstrated at 
small scales. However, in many cases there is still a gap in transferring those new technologies to industry, 
with a potential risk of reducing new ideas to mere laboratory observations. It is therefore believed that an 
effort  is  needed  to  validate  novel  reaction  and  separation  strategies  at  higher  throughputs  and  under 
realistic (challenging) conditions. For example, numbering‐up of reaction and separation devices that only 
work at very small scales may result  in prohibitive capital costs unless a clearly defined design strategy  is 
established,  for  example  concentrating  in  specific  application  fields,  such  as  discovery,  process 
development,  industrial  scale  production,  large  scale  generic  product  vs.  small  scale  high‐value  product 
manufacturing, etc.  In order  to do so, a systematic approach  towards design –  including  identification of 
cost  drivers20  –  is  required, which  brings  us  to  our  second  hypothesis,  namely  that  a  process  systems 
engineering  (PSE)  approach  towards  pharmaceutical  process  development  and  innovation  should  be 
promoted.  
Indeed, PSE methods and tools have been widely used  in the chemical  industry for the efficient design 
of new processes and products, but they have been rarely used by the pharmaceutical industry in the past. 
A  high  pressure  to  reach  the market  in  due  time  and  the  high  complexity  of  pharmaceutical  product 
mixtures have been  the main  reasons  for  relying almost exclusively on experimental data  to enclose  the 
design space. PSE can however be very useful for storing, structuring and managing process knowledge, as 
well as for directing experimental efforts to generate new knowledge.  
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Furthermore, an important question still remains to be answered: When should a batch‐wise process be 
converted  into  a  continuous  process?  Traditional  design  criteria would  probably  lead  one  to  choose  a 
batch‐wise strategy, but those premises should constantly be challenged and updated. The opinion of many 
pharmaceutical process development experts – as often heard in international conferences – is to “keep it 
batch unless  there  is something wrong with  it”. This  type of statement    forms a proper  reflection of  the 
pharmaceutical  industry, where process economics dictate that the yield  is typically the main cost driver, 
and  therefore  the  largest advantage of continuous processing  is  found  in chemistries  that are difficult  to 
control  in batch mode,  for example extremely  fast and exothermic  reactions  that need  to be performed 
under cryogenic conditions. However,  it  is also a general experience that continuous processes are always 
more efficient than batch processes, but simply there  is no time to develop a technology that can handle 
the complex nature of pharmaceutical product mixtures and therefore the multipurpose batch is eventually 
chosen. This idea was very well illustrated by Roberge et al.21, who expected that only 50% of the reactions 
carried out at Lonza would benefit  from continuous operation due to slow kinetics, and  from these, 63% 
cannot technically be realized (in a microreactor) due to presence of a solid phase. For separation processes 
the picture is still more difficult to be clarified, since these steps are typically closely related to the reaction 
steps  and  conceived  as  necessary  work‐up  of  the  product  solution.  Clearly,  it  cannot  be  said  that 
continuous  processing  is  a  revolution  for  the  pharmaceutical  industry  if  the  list  of  potential  process 
candidates that are compatible with this mode of operation are reduced to less than 19%. Hence, our final 
hypothesis  is  that  a  combined  effort  is  needed  involving  on  the  one  hand  a  systematic  PSE  approach 
towards  process  understanding  and  design,  and  on  the  other  hand  a  close  and  constantly  updated 
perspective about flow technologies, so that the 81% of remaining processes that are currently considered 
best  suited  for batch operation  can be enabled  in  continuous mode. Today, however, a  systematic PSE‐
assisted framework is needed in order to facilitate the design of continuous pharmaceutical manufacturing 
processes and to identify why, when and how they should be pursued.        
1.2	Objectives	
1.2.1	Continuous	pharmaceutical	manufacturing	–	why,	when	and	how?	
The objective of  this PhD  thesis was  to develop a systematic  framework  for  the design of continuous 
pharmaceutical manufacturing processes, interpreted as processes that take advantage of continuous‐flow 
technologies when relevant. The design framework should analyze the advantages of continuous processes, 
identify when continuous processes should or can be applied according to the current state of the art, and 
assist  in  the  development  of  such  processes;  that  is,  suggest  a  step‐by‐step  procedure where  process 
knowledge  is gradually acquired and PSE methods and tools are used for the efficient definition, support, 
resolution and assessment of the different design problems. 
1.2.2	Developing	continuous‐flow	‘building	blocks’	–	the	zuclopenthixol	case	study	(Lundbeck	A/S)	
All the experimental and modeling work carried out in this thesis has been applied to a process used by 
H.  Lundbeck  A/S  to  produce  an  active  pharmaceutical  ingredient  (API):  zuclopenthixol.  One  of  the 
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objectives of the thesis was to develop a toolbox of typical unit operations used for the synthesis of API’s, 
commonly  referred  to as  ‘building blocks’  following a modular concept. The case study consists of a  fast 
and exothermic alkylation  (Grignard) reaction, a hydrolysis of the alkoxide product coupled with a  liquid‐
liquid (L‐L) separation of the organic and aqueous phases, a medium‐slow dehydration reaction and a slow 
hydroamination reaction, with possible intermediate solvent exchange steps.    
1.3	Structure	of	the	PhD	thesis	
This thesis has been divided into 7 main chapters: 
 Chapter 2 is a review about the role of PSE as a driver for process development and innovation 
in the pharmaceutical industry. The review is divided into three main sections. The first section 
discusses the role of PSE in the context of process analytical technology (PAT), the second part 
focuses on continuous pharmaceutical processes, and the third section discusses the design of 
sustainable  pharmaceutical  processes  (greener  processes).  The  objective  of  the  chapter  is  to 
critically discuss  the  state of  the  art  in PSE  applied  to pharmaceutical processes  and  identify 
current gaps that need further development. 
 Chapter  3  proposes  a  systematic  framework  for  the  design  of  continuous  pharmaceutical 
manufacturing processes, with focus on organic‐chemistry based API synthesis. The framework 
suggests a step‐by‐step procedure for gradual  increase of process understanding and proposes 
PSE methods and tools that may assist in the different design problems. The design framework 
is supported with  literature examples of PSE methods and  their application  to pharmaceutical 
processes.  
 Chapter 4 describes the application of the design framework to the case study: the synthesis of 
zuclopenthixol.  The  procedure  followed  to  design  each  reaction  and  separation  step  is 
discussed, while providing an assessment of  the whole process, comparing  the original batch‐
wise process with the proposed continuous process.  
 Chapter 5 is the first of the applied case studies. The chapter focuses on monitoring and control 
of  a  continuous  Grignard  alkylation  reaction  using  in‐line  near‐infrared  spectroscopy 
measurements, focusing on the role of PAT for ensuring product quality in real time.  
 Chapter 6 is the second applied case study. This section focuses on the continuous hydrolysis of 
an  alkoxide  product  (obtained  as  explained  in  Chapter  5)  and  the  subsequent  continuous 
separation of the organic and aqueous phases using a hydrophobic membrane phase separator. 
Continuous  L‐L phase  separation  at  the micro‐  and mini‐scale  is  reviewed  and physically  and 
critically analyzed, focusing on the potential for scale up and practical operation.  
 Chapter 7 is the third applied case study. This chapter describes the optimization of the rate of a 
slow  dehydration  reaction  (synthetic  step  following  the  previous  L‐L  phase  separation)  in  a 
pressurized tubular reactor operating above the boiling point of the solvent. The text focuses on 
the differences between kinetic modeling from batch experiments with off‐line measurements 
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on  the  one  hand,  and  modeling  from  continuous‐flow  experiments  with  in‐line  real‐time 
measurements on the other hand.  
 Chapter 8 concludes the thesis, identifies open challenges and discusses future perspectives.  

 CHAPTER   2 
2. A	perspective	on	PSE	in	pharmaceutical	process	
development	and	innovation	
The contents of this chapter have been submitted for publication in Computers & Chemical Engineering 
as Gernaey K. V., Cervera‐Padrell A. E. and Woodley J. M. (2011). A perspective on PSE  in pharmaceutical 
process development and innovation. 
 
Abstract 
The pharmaceutical industry is under growing pressure to increase efficiency, both in production and in 
process development. This paper discusses the central role of Process Systems Engineering (PSE) methods 
and tools  in pharmaceutical process development and  innovation, and searches for answers to questions 
such as: Which PSE methods can be applied  readily? Where  is more method development needed? The 
paper  covers  key  subjects  for  development  of  economically  and  environmentally  sustainable 
pharmaceutical processes,  including Process Analytical Technology (PAT)  in  its broadest sense, continuous 
pharmaceutical manufacturing (CPM) and green processes, and is illustrated with a series of short examples 
taken from the literature and ongoing research projects. 
2.1	Introduction	
Today  more  than  ever,  the  pharmaceutical  industry  is  under  pressure  to  deliver  its  end  products 
cheaper, faster and more efficiently22. Competition from generic drug manufacturers is undoubtedly one of 
the main drivers, and has already  triggered dramatic  changes.  Indeed, many of  the  traditional  research‐
based pharmaceutical companies have started the production of generic drugs during the past five years, 
and are thus in direct competition with generic drug manufacturers. Such competition demands particular 
focus on production cost. In addition, there is – in particular in Europe – a growing consumer demand for so 
called  ‘green’  pharmaceutical  products  (i.e.  the  introduction  of  greener, more  environmentally  friendly 
production  methods  to  manufacture  pharmaceuticals).  The  latter  demand  originates  from  a  growing 
awareness that drug manufacturing processes have a significant environmental impact23,24. 
In  this paper,  the  focus  is on production of  small‐molecule  (MW<1000) drug  substances  (APIs, NCEs) 
which are produced via organic synthesis. A generic process flowsheet of a small‐molecule API production 
process is provided in Figure 2.1. Aside from antibiotics, which are small molecules that for many decades 
have been produced by fermentation, there is an emerging trend towards bio‐production methods (such as 
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enzyme‐based  catalysis).  Interestingly,  several  principles  and  concepts  that  will  be  highlighted  in  the 
manuscript can also be applied to large‐molecular (MW>1000), biotechnology‐based drug substances – also 
called biopharmaceuticals – which includes for example monoclonal antibodies and therapeutic proteins. 
 
Figure  2.1  Typical  flowsheet  for  a  pharmaceutical manufacturing  process.  PSE methods  and  tools  can  be  used  to 
obtain data, analyze, model, simulate, control and optimize each unit operation. 
Traditionally, the pharmaceutical industry has been rather reluctant to introduce innovative methods in 
its  production  processes, despite  the  fact  that  the  cost  for  the development  of  a  new  drug  continually 
increases, while  the patent  life  time  is  fixed22. Considering  the  typical development cycle of a drug,  two 
obvious ways of  increasing profit are: (1) more rapid process development, and thus maximization of the 
time between product release and patent expiration; and (2) streamlining the full‐scale production system 
to reduce production costs, such that traditional research‐based drug manufacturers can also compete with 
generic drug manufacturers when the patent of a drug has expired.  In both cases, we are convinced that 
increased and systematic use of Process Systems Engineering  (PSE) methods25,26 can be advantageous.  In 
this  context,  the  introduction  of  the  Process  Analytical  Technology  (PAT)  guidance  by  the  FDA4  is  an 
important milestone as well, since its publication has ended a long period of regulatory uncertainty. Indeed, 
the PAT guidance makes clear that regulatory bodies are in favour of more efficient production methods, as 
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long  as  a  safe  (in‐specification)  product  can  be  guaranteed.  The  disappearance  of  such  regulatory 
uncertainty opens up new and exciting possibilities for innovation in pharmaceutical production processes, 
and thereby also increased need for PSE methods and tools. 
This  chapter  will  provide  a  perspective  on  the  use  of  PSE  methods  in  pharmaceutical  process 
development and innovation. It searches for the answers to questions such as: Which PSE methods can be 
applied readily? Where  is more method development needed? The  text will be  illustrated with examples 
taken from the  literature and ongoing research projects. Rather than providing a  long  list of PSE methods 
and  tools  along  with  potential  applications  of  those  methods,  the  manuscript  has  been  structured 
according to a number of main topics which we think are of major  importance today:  implementation of 
PAT strategies, continuous production processes and green pharmaceutical processes. It is worth noting as 
well that a topic such as ‘continuous production processes’ was ranked as the top priority on the list of key 
green engineering  research areas  that has  recently been published as a  result of  the brainstorming and 
prioritization  exercises  of  the  American  Chemical  Society  (ACS)  Green  Chemistry  Institute  (GCI) 
Pharmaceutical Roundtable27. This confirms that a more efficient process nearly always results in a greener 
process,  and  that  PSE methods  and  tools  can  play  a  prominent  role  in  paving  the way  towards more 
efficient and innovative pharmaceutical production processes for small molecules. Finally, in the discussion, 
we  highlight  several  problems  related  to  the  application  of  PSE methods  and  tools  in  pharmaceutical 
process  development  and  innovation,  which  also  includes  a  short  perspective  on  the  function  of  PSE 
methods in the drug development cycle. 
2.2	Process	Analytical	Technology	
Process  Analytical  Technology  (PAT)4  is  undoubtedly  one  of  the  most  influential  new  trends  in 
pharmaceutical  manufacturing  in  recent  years.  Interestingly,  seen  from  the  perspective  of  the  PSE 
community, PAT does not really bring so much new since the concepts described in the PAT guidance have 
been applied  for quite a  long  time by several other  industries  (e.g. petrochemical, polymer and chemical 
sectors)28. As a consequence, there are quite a number of PSE methods and tools that can be used in a PAT 
context, resulting from developments that took place  in other  industries. Here, we will first  introduce the 
most essential PAT terminology, then discuss the most  important PSE tools that can be used for PAT, and 
afterwards shift focus to PAT implementation and especially the role that PSE plays in PAT implementation. 
2.2.1	PAT	terminology	
Several new concepts were introduced in the PAT guidance4. The most important ones are: 
 The  design  space,  which  is  defined  as  “the  multi‐dimensional  combination  of  critical  input 
variables and critical process parameters that  lead to the right critical quality attributes”4. The 
term  ‘critical’ should be  interpreted as  ‘having a significant  influence on  final product quality’. 
Changing the process within the design space is therefore not considered as a change, and thus 
does  not  require  a  regulatory  post‐approval  of  the  process.  This  opens  up  the  possibility  of 
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increased use of optimization methods for pharmaceutical processes in the future (e.g. Nagy et 
al.29). Those methods have been used for a long time in for example the chemical industry (e.g. 
Bhatia and Biegler30; Grossmann31). 
 A  Critical  Quality  Attribute  (CQA)  is  defined  in  the  PAT  guidance.  However,  we  prefer  the 
definition  given  by  Kourti28,  which  considers  the  multivariate  nature  of  pharmaceutical 
production  processes.  “CQAs  should  be  understood  as  the  combination  of  measurable 
properties of an  intermediate or  final product  that are considered critical  for establishing  the 
intended purity, efficacy, and safety of the product. That is, the value of the multivariate statistic 
calculated for these properties must be within a predetermined  limit of a multivariate chart to 
ensure final product quality”28. 
 Real‐time  release means  that  the  product  quality  is  assessed  in  real‐time  based  on  on‐line 
quantification of the CQAs.  Implementing a real‐time release strategy should result  in a  leaner 
process  –  for  example  due  to  reduced  laboratory  work  and  reduced  need  for  storage  of 
intermediates and  final products – and stands  in sharp contrast  to  the  traditional  ‘lab‐centric’ 
approach to quality, where product quality was typically assessed off‐line on the basis of often 
tedious laboratory analyses. 
The parallelism between process control loops and the definition of the design space based on CQAs of 
the end product is illustrated in Figure 2.2. In this example, disturbance variables such as variations in raw 
material properties x(t) are measured  in real time; output CQAs are also measured, directly or  indirectly; 
and process understanding has  lead  to a predictive model  f relating raw material properties and process 
parameters u to output properties y. Feed‐forward (FF) and feed‐back (FB) control loops ensure that output 
quality  attributes  remain within  acceptable  limits.  This  information  is  used  to  define  the  design  space, 
resulting in a larger space, compared to an open‐loop system where raw materials are rejected when they 
do not meet the specifications. An optimization algorithm can in addition be established in this large design 
space in order to meet process efficiency specifications (e.g. low energy use, highest yield, lowest operating 
cost, etc.). 
 
Figure 2.2 Parallelism between process control loops and the definition of the design space based on CQAs of the end 
product. FF and FB stand for feed‐forward and feed‐back, respectively.  
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2.2.2	PAT	tools	
The PAT guidance4 distinguishes four classes of tools: (1) Multivariate tools for design, data acquisition 
and analysis; (2) Process analyzers; (3) Process control tools; (4) Continuous  improvement and knowledge 
management tools. In any of these categories, one or several PSE methods and tools play a crucial role, as 
summarized also in Table 2.1. 
2.2.2.1	Multivariate	tools	
Similar to pharmaceutical product development – formulation of the drug substance –  pharmaceutical 
process development also requires multivariate approaches  in order to capture the  interactions between 
the different factors and their combined effects on the final product quality  in a satisfactory manner. The 
multivariate tools category is very broad. Only the most important aspects will be highlighted here. 
2.2.2.1.1	Chemometrics	
Chemometric methods are generally used  in  the pharmaceutical  industry, and can be helpful  tools  in 
acquiring process knowledge, as discussed in detail by Kourti28. It is important here to distinguish between: 
(1) basic methods such as Partial Least Squares (PLS)32 and Principal Component Analysis (PCA); (2) slightly 
more  advanced methods  such  as  interval  PLS  (iPLS)33  and  the  combination  of  genetic  algorithms with 
backwards  iPLS34,  methods  which  were  both  developed  for  chemometric  variable  selection;  and,  (3) 
advanced methods, such as non‐linear versions of PCA and PLS35‐37. The most relevant applications of these 
non‐linear methods are in process monitoring and fault detection (e.g. Dong and McAvoy35). 
2.2.2.1.2	Mechanistic	models	
A dynamic mechanistic model is an excellent tool for mapping process knowledge in the context of PAT 
applications.  The model  equations  can  indeed  represent  a  series  of  input‐output  relations,  and  can  be 
extended whenever new process knowledge becomes available. In this context, it is important to formulate 
the dynamic models in a structured way38,39, since this also facilitates knowledge transfer. Once formulated 
in a structured way, a dynamic model can then be supplemented by a set of well‐established model analysis 
tools40‐42, also including uncertainty and sensitivity analysis to assess the statistical quality (reliability) of the 
simulated scenarios43. Most important, however, is that these dynamic models are actively used for in‐silico 
testing of a set of potential process operating strategies, e.g. by comparing different control strategies in a 
series  of  dynamic  simulations,  without  disturbing  the  full‐scale  process  operation.  In  this  way 
implementation of more advanced control can be established more efficiently. 
2.2.2.1.3	Design	of	experiments	
Statistical  Design  of  Experiments  (DoE)  is  generally  used  in  pharmaceutical  process  and  product 
development, and is well‐documented (e.g. Eriksson et al.44). Similar to chemometric methods, the general 
acceptance of DoE  is promoted by the fact that there are several commercial software products available 
that can be used to perform a DoE. The traditional way of using DoE is based on an off‐line design, followed 
by a  series of experiments  to  test a  set of  conditions of  factors proposed  in  the DoE. However,  current 
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challenges  in  this area are especially  related  to  the on‐line application of  such a DoE  in continuous  flow 
systems, for example at the microscale45. 
2.2.2.2	Process	analyzers	
2.2.2.2.1	Spectroscopy	
Methods  such  as  PLS were  developed  in  the  1970s  and  1980s,  and  can  be  considered  as  generally 
accepted tools in the pharmaceutical industry. The introduction of PAT has led to a tremendous increase in 
the number of spectroscopic applications in the pharmaceutical industry, and as a consequence the use of 
basic  and  slightly  more  advanced  chemometric  methods  has  grown  considerably.  One  of  the  factors 
explaining  this  growth  is  that  several  software products –  commercial  and open  source  – have become 
available. Another  factor  is  that spectroscopic methods such as near‐infrared  (NIR) spectroscopy,  to give 
one example,  is described  in both  the American and  the European Pharmacopeia. Typical applications of 
NIR  spectroscopy  are46:  (1)  identification  and  characterization  of  raw materials  and  intermediates;  (2) 
analysis  of  solid  dosage  forms  such  as  tablets;  and  (3)  prediction  of  one  or more  variables  in  process 
streams  or  final  product  streams  (composition)  on  the  basis  of  on‐line,  in‐line  or  at‐line  spectroscopic 
measurements. Other types of spectroscopy can of course be applied as well, but this thesis  is clearly not 
the place for an extensive overview on spectroscopic methods. 
2.2.2.2.2	Soft	sensors	
Soft sensors can be divided  into two classes: data‐driven and model‐driven soft sensors47. Soft sensors 
can potentially be used for prediction of unknown variables, as well as for fault detection and diagnosis. An 
extensive overview of methods for fault detection and diagnosis can be found  in Venkatasubramanian et 
al.48,49 
Chemometric models  clearly  belong  to  the  first  class  of  soft  sensors,  and  can  indeed  be  applied  to 
traditional process data as well, for example in soft sensors for prediction of the composition of mixtures or 
concentrations  that are difficult  to measure on‐line  (e.g. Zamprogna et al.50; Camacho et al.51; Kadlec et 
al.47). Of course, there are other data‐driven soft sensors as well, and an exhaustive overview of the data‐
driven methods frequently used in soft sensors in the process industries was recently provided by Kadlec et 
al47.  Specifically  for application of data‐driven  soft  sensors  to pharmaceutical production processes,  it  is 
important  to  realize  that  software  sensors based on PLS or PCA are  in  fact  to be preferred,  since  these 
methods  are well‐known  in  the  pharmaceutical  industry which  facilitates  validation.  Both methods  are 
based on latent variables, and examining the scores and loadings (PCA, PLS) or the weights (PLS) is excellent 
for data exploration as well as to  identify unusual or abnormal process behavior28. Multivariate statistical 
process control  (MSPC)28,52, often based on PCA or PLS, covers a  series of well‐established methods and 
tools for monitoring a process that is influenced by several variables of interest. Other types of data‐driven 
soft sensors, for example based on artificial neural networks (ANN), can also be useful, but in practice the 
general opinion in industry is that it is difficult to have such an ANN accepted by the regulatory bodies. 
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Monitoring  of  batch  and  continuous  processes  is  fundamentally  different,  in  the  sense  that  batch 
processes have an additional dimension due to batch to batch variability47. Multi‐way methods, for example 
multi‐way PLS53, were specifically developed for monitoring batch processes, and are quite frequently used 
due to the fact that most traditional pharmaceutical production processes are based on batch operations. 
Model‐driven soft sensors can be based on mass or energy balances (first principles approach). The main 
drawback is that the development of such a model‐driven soft sensor is generally considered to be rather 
time consuming47. When developing a pharmaceutical production process, time is usually one of the most 
critical factors, and that is in our view one of the main reasons why such model‐driven soft sensors are not 
more widespread  in the pharmaceutical  industry. Alternatively, an algorithm such as a Kalman filter of an 
extended Kalman filter can also be used as a soft sensor, for example for fault detection54. 
In conclusion, soft sensors have tremendous potential, for example to exploit available on‐line data to 
the maximum extent possible, but practical implementation on pharmaceutical production processes is not 
straightforward. One major  challenge  is  the  time  needed  to  develop  a  soft  sensor. A  second  challenge 
might be validation by  regulatory bodies, especially  for more advanced data‐driven or model‐driven  soft 
sensors.  Last  but  not  least,  the  lack  of  convincing  or  easily  accessible  examples  does  not  promote  the 
general acceptance of soft sensors in the pharmaceutical industry either. Especially, with respect to this last 
point, we are convinced that an advanced benchmarking tool for such algorithms, similar to the Tennessee‐
Eastman  challenge55  but  more  focused  on  pharmaceutical  production  processes,  could  be  useful  as  a 
testbed  to  compare  the  performance  of  different  algorithms  (benchmarking),  and  to  demonstrate  the 
benefits related to the use of the different algorithms to potential end‐users (training). 
2.2.2.3	Process	control	tools	
Similar  to  chemometric methods  (Section  2.2.2.1.1.),  one  can  also  distinguish  between  basic  control 
methods (single input – single output, PID controller)56 and advanced methods such as adaptive control or 
model predictive control. Basic control methods can be assumed to be industry standard, and are generally 
used. However, a new challenge here with the introduction of PAT is the incorporation of advanced on‐line 
measurements,  for  example  spectroscopic  measurements,  in  such  a  basic  control  loop  rather  than  a 
standard temperature, flow rate or pressure measurement. 
Advanced  control methods are  increasingly used, and  the development of new applications and  case 
studies  is often driven by academia  (e.g. Hermanto et al.57). What  industry needs  in order  to also adopt 
advanced control is a number of convincing case studies which clearly demonstrate the economical benefit 
of including more advanced control. 
2.2.2.4	Continuous	improvement	and	knowledge	management	tools	
Due to  the complexity of  the problems to be addressed  in pharmaceutical product‐process design, an 
efficient and  systematic knowledge base coupled with an  inference  system  is essential. Morbach et al.58 
presented an overview of OntoCAPE, a general ontology for structuring knowledge in the chemical process 
engineering  field. Details  of  this  ontology  can  be  found  in Marquardt  et  al59.  Singh  et  al.60  describe  an 
 
 
Table 2.1 Overview of the most relevant PSE tools that can be applied in a PAT context. Note that the references provided should be considered as examples. In the 
interest of space, it is not possible in this thesis to provide an exhaustive overview of the literature in each of these areas. 
Tools class  PSE method  Status  Review, theory  Applications, examples 
(1) 
Multivariate tools 
Chemometrics, basic 
methods (PCA, PLS) 
Well‐accepted, generally used in 
industry  Wold et al.
32; Reich46; Kourti28  Rosas et al.61 
Chemometrics, 
advanced methods 
Developed, used in academia, not so 
much in industry  Kruger et al.
37 
Dong and McAvoy35; Zhang et al.36; 
Nørgaard et al.33; Leardi and 
Nørgaard34  
Mechanistic models  Well developed, widely used in 
academia, increasingly used in industry 
Asprey and Macchietto40; Sales‐
Cruz and Gani41; Marquardt42; 
Franceschini and Macchietto62; 
Gernaey and Gani39; Mortier et al.63 
Fujiwara et al.64; Dassau et al.65; Sin 
et al.38; Sin et al.43; Singh et al.66; 
Abdul Samad et al.67; Boukouvala et 
al.68; Dubey et al.69 
Design of 
Experiments (DoE) 
Well developed, generally used in 
academia and industry  Eriksson et al.
44 
Mandenius and Brundin70; Koch et 
al.45; Boukouvala et al.71; Rosas et 
al.72 
(2) 
Process analyzers 
Soft sensors, data‐
driven 
Theory well developed, used in 
academia, sporadically used in industry 
Nomikos and McGregor53; 
Venkatasubramanian et al.73; 
Bersimis et al.52; Kadlec et al.47 
Kourti28; Zamprogna et al.50; 
Camacho et al.51 
Soft sensors, model‐
driven 
Theory well developed, used in 
academia, sporadically used in industry 
Kadlec et al.47; 
Venkatasubramanian et al.48  Villez et al.
54 
(3) 
Process control 
Basic control (SISO, 
PID, feedforward) 
Theory well developed, well‐accepted, 
generally used  Seborg et al.
56   
Advanced methods  Theory well developed, specific 
applications in industry    Nagy et al.
29; Hermanto et al.57 
(4) 
Knowledge 
management 
Ontologies, 
knowledge bases  Need for more method development   
Venkatasubramanian et al.74; 
Morbach et al.58; Marquardt et al.59; 
Singh et al.60 
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ontological knowledge based system for selection of process monitoring and analysis tools in the frame of 
PAT  system  design.  An  ontological  framework  to  support  product  and  process  development  in  the 
pharmaceutical manufacturing domain was developed by Venkatasubramanian et al74. 
Turning data into knowledge and managing that knowledge will remain one of the major challenges for 
the future. In the pharmaceutical industry, storage of historical data is usually managed by an appropriate 
software product  from an external  supplier, and  such  software products are nowadays well established. 
However,  even with  such  a  software  product  in  place,  one  does  not  necessarily  possess  the  required 
process knowledge, for example  in order to  improve the performance of a process.  Indeed, extraction of 
knowledge from data is the bottleneck, and should be one of the focus points of future research. 
2.2.3	Implementation	of	PAT	
It  is  up  to  the  drug  producer  to  define  the  design  space  of  a  particular  pharmaceutical  production 
process,  and  this  definition  should  be  based  on  process  understanding,  i.e.  a  detailed  –  preferably 
mechanistic  –  understanding  of  the  way  in  which  critical  input  variables  and  process  parameters  will 
influence product quality. Tools such as DoE and chemometric models are frequently used for the mapping 
of  a  design  space61,71,72  of  a  process.  Clearly,  mapping  of  the  design  space  of  a  PAT‐assisted  process 
increasingly  justifies the development of mechanistic models of the process as well, to capture the often 
non‐linear  relationship  between  process  variables  and  final  product  quality38,65,66.  Addressing  the 
uncertainties in the process, either on the basis of a mechanistic model description43 or using experimental 
approaches75, will also gain  importance  in order  to obtain a prediction of  the  risk of not achieving  final 
product quality. Methods such as uncertainty analysis combined with local and global sensitivity analysis43 
can be helpful to direct experimental efforts, for example in designing experiments that have focus on the 
collection of data that lead to those parameters that are most influential on the model outputs. 
Thus, according to us, PSE methods and tools will  in general play an  increasingly  important role  in the 
definition of the design space, which  is schematically  illustrated  in Figure 2.3 as well. At the recent AIChE 
Annual Meeting 2010, several major pharmaceutical companies  indeed confirmed this trend by  indicating 
that  they  are  developing  mechanistic  models  of  unit  processes  in  order  to  demonstrate  process 
understanding. The drawback of the development of a mechanistic model is that it is considered to be time 
consuming  in comparison  to data‐driven approaches. Here,  the key challenge  is  to build and extend  the 
model  along  the  life  cycle  of  the  product,  whenever  new  process  knowledge  becomes  available.  For 
example, detailed information on the kinetics of a reaction should be available from lab‐scale tests, and can 
be used to establish a simple kinetic model. Assuming that the kinetics are transferable across scales, they 
can be extended with appropriate constitutive equations  to describe  the  relevant  transport processes at 
each scale of operation (lab, pilot, production). Advanced on‐line data, for example collected during pilot‐
scale  experiments with  the  process  to  be  developed,  often  yields  dynamic  data which  can  be  used  for 
model validation. 
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Crystallization, a key operation  in most pharmaceutical processes,  forms a good example  to  illustrate 
how process knowledge incorporated into models has been exploited to further improve the process. The 
increased  understanding  of  the  crystallization  process  has  led  to  the  use  of  first‐principles  based 
approaches for crystallizer design64, and first‐principles based models are increasingly used in the design of 
advanced control strategies for crystallization29. Within the crystallization field, an  important trend  is now 
to actively influence the crystal size distribution and the crystal morphology. As an illustration of that, Chen 
and Trout76  recently  reported  the use of a computer‐aided  solvent  selection procedure with  the  specific 
purpose of improving the morphology of needle‐like crystals. The method was successfully applied to 2,6‐
dihydroxybenzoic acid  (DHB)  to  improve  the  crystal morphology. This  type of applications opens up  the 
possibility of rational design of crystals, in order to improve the quality of the formulated drug. 
 
Figure  2.3  The  central  role  of  PSE  to  simultaneously  address  process  design  for  continuous  pharmaceutical 
manufacturing, design space definition and monitoring and control using process analytical technologies. Synergy  is 
obtained when the three design problems are tackled using central mechanistic modeling. 
Real‐time release, one of the key concepts in PAT, requires that real‐time monitoring tools are available 
and that they are used efficiently. When implementing PAT on a production process, it is thus important to 
decide which variables should be monitored, and which control  loops are necessary  in order  to obtain a 
product  that  has  the  required  quality. Here  also,  PSE methods  and  tools  can  point  towards  a  solution. 
Indeed, Singh et al.66 provide an example of  the application of a model‐based  framework  for design and 
analysis  of  PAT  systems.  Singh  et  al.77  have  then  created  a  systematic  computer‐aided  framework  to 
develop  a  software  (ICAS‐PAT)  for  design,  validation  and  analysis  of  PAT  systems.  The  design  of  a  PAT 
system  involves the  identification of the CQAs, selection of economical and reliable on‐line measurement 
tools and integration of these on‐line sensors with the control system66,77. The objective could for example 
be to obtain the predefined end product quality consistently, with the minimum instrumentation cost. 
2.3	Development	of	continuous	production	processes	
Conventionally, when  transferring a production process  for an API  from  lab‐scale  to production scale, 
the chemistry of  the process has been modified  to  fit  the process  into existing batch reactor equipment, 
eventually  leading to  limited design possibilities78. Despite adopting such a strategy, batch processing has 
demonstrated its flexibility and suitability, for example in accommodating very slow and/or heterogeneous 
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chemistries. Nevertheless,  it has been shown as well that continuous processing (CP), applied throughout 
all  the  stages  of  the  life  cycle  of  a  drug79,80,  provides  an  opportunity  to  reduce  costs,  footprint,  energy 
consumption,  solvent  utilization  and  environmental  impact  while  improving  quality  and  control  of 
manufacturing  processes  and  final  products1,8,9,81.  Compared  to  batch  processes,  continuous  production 
typically  implies  a  significantly  smaller  size  of  reactor,  ideally  leading  to  flexible  unit  operation  building 
blocks that can be combined to create modular plants with advanced on‐line sensors and process control in 
order to guarantee product quality in real‐time82. 
2.3.1	The	role	of	PSE	in	the	design	of	continuous	(pharmaceutical)	processes	
When  developing  such  continuous  plants,  it  is  evident  that  property  prediction  and  process  design 
methods, which are both well‐established  in the PSE academic community (as well as  in  industry), will be 
required.  Cervera  et  al.83  propose  a methodology  for  the  development  of  a  continuous  pharmaceutical 
manufacturing  process,  and  apply  it  to  the  transformation  of  a  batch  to  a  continuous  manufacturing 
process (see also Chapters 3 and 4). The main benefits for a case study with zuclopenthixol, an API, are a 
reduction of  solvent use and  the number of  solvent exchange operations. Computer‐aided methods and 
tools  form  the  cornerstone  of  the methodology,  and  can  be  used  for  flowsheet  generation12,84,  solvent 
selection and replacement85, as well as solvent integration86. Ideally, dynamic models of the system should 
be constructed as well, and used in simulation‐based scenario analysis for reactor design, for model‐based 
economic  evaluation  and  for  environmental  impact  assessment.  These  models  should  ideally  be 
mechanistic and constructed on  the basis of experimental data, where possible. However,  if no detailed 
reaction mechanism  is known,  they can also be data‐driven28,47 or hybrid models87.  In our opinion, a key 
requirement here is that all the available process knowledge should, whenever possible, be incorporated in 
mechanistic models39. One of the most  important benefits offered by computer‐aided methods and tools 
relying  on  those  models  is  indeed  the  fact  that  one  can  obtain  a  rapid  indication  of  the  economic 
performance of different process options, which is helpful in decision‐making.  
We  believe  that  PSE  should  have  a  central  role  in  the  design  of  new  continuous  pharmaceutical 
processes or  the  retrofit of existing batch processes. However, CP  is a new  field  for  the pharmaceutical 
industry,  where  new  challenges  and  opportunities  are  constantly  arising  in  different  areas:  reaction 
engineering,  separation  technology, monitoring  and  control,  and  solids  handling  are  only  some  of  the 
engineering challenges that have been  intensively studied  in recent years. Thus far, research has focused 
primarily  in  enabling  these  technologies,  while  a  holistic  view  over  the  design  of  CP  is  still  under 
development (an  introduction to the design problem can be found  in Cervera et al.83, Boukouvala et al.88, 
Gerogiorgis and Barton89 and Schaber et al.81). A systematic  framework  for  the design of pharmaceutical 
processes  including CP has been proposed and will thoroughly be described  in Chapter 3. In the following 
we discuss some of the specific challenges that PSE will need to address as a driver for future innovation. 
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2.3.2	Specific	challenges	and	opportunities	for	PSE	
2.3.2.1	Batch	or	continuous?	
The  first  question  that  arises  when  designing  a  pharmaceutical  process  is  whether  a  specific  unit 
operation should operate  in batch mode or  in continuous mode. Hartman et al.90 provide some clues  to 
answer this question in the context of discovery and development in a laboratory. They propose a decision 
roadmap  where  the  goal  of  the  study  (discovery/screening  vs.  process  development),  the  inherent 
characteristics  of  the  chemistry  (fast  vs.  slow,  exothermic  vs.  endothermic),  and  the  desired  process 
conditions  (easy  to  handle  vs.  extreme  conditions)  are  all  taken  into  account  to  decide what  the  best 
experimental  setup  should  be.  The  decision  is made  based  on  non‐dimensional  numbers  summarizing 
information on reaction, mixing and heat transfer rates as well as on axial dispersion in flow reactors. While 
the decision tool they developed focuses on experimental studies, it would be highly desirable to extend it 
to  industrial  scale  processes.  Such  decision‐making  methodologies  should  further  include  a  detailed 
economic81 and environmental assessment, while considering monitoring and control, automation, solvent 
recovery and heat  integration.  For example, Gerogiorgis and Barton89 demonstrated with a  steady‐state 
simulation of an upstream API  synthesis process,  that by using  continuous processing  (in  this case using 
microreactors  and microseparators)  it was  possible  to  reduce  the  flowsheet  size,  thereby  also  reducing 
fixed investment cost and suppressing feedstock and solvent inventories (operating cost). The total effluent 
waste was  found  to  be  an  order  of magnitude  lower  than  that  generated  by  a more  traditional  batch 
manufacturing process. The waste could potentially be reduced even further by solvent recycling, but this 
was not considered, since an extra unit operation would be needed which would increase the fixed cost. 
2.3.2.2	Continuous	API	synthesis	–	new	paths	enabled	
Microreactors  and microstructured  reactors15,21  as well  as microseparators17,18 have  received  a  lot of 
attention  in  recent years, enabling continuous  flow multi‐step organic  synthesis16,19,91. Mass  transfer and 
heat transmission phenomena are enhanced thanks to a large surface area to volume ratio, while capillary 
and surface tension effects may be exploited in many applications15-17,21. Improvements in mixing and heat 
transmission as well as  lower reaction volumes  lead  to novel process windows78, where reactions can be 
carried out under extreme conditions92, for example at high temperature and pressure. Furthermore, new 
chemical  transformations  (or already  known  chemistries which  are  incompatible with batch processing), 
reactions at high concentration or under solvent‐free conditions, and reactions in the explosive or thermal 
runaway  regime may  become  feasible78.  PSE methods  and  tools will  need  to  be  developed  further  to 
address these problems, where mechanistic models should play a central role. For example, surface tension 
and capillary effects, which are the basis for micro‐scale liquid‐liquid extraction (LLE) and distillation, should 
be  thoroughly  described  and  understood,  assisting  for  example  in  membrane  material  selection  or 
evaluating the feasibility of membrane based separations. While surface tension data is usually available for 
pure  solvents,  mixtures  of  solvents  with  partial  miscibility  and/or  with  dissolved  solutes  need  to  be 
evaluated experimentally on a “case to case” basis. Development of property prediction tools and rigorous 
models describing diffusion in membrane assisted LLE and distillation would be highly beneficial. 
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2.3.2.3	Scaling	up	and	scaling	out	of	micro‐scale	CP	
According to the microreaction engineering paradigm as originally proposed, the beneficial features of 
micro‐ reaction and separation technologies should be conserved across different scales of operation using 
a scaling out (or numbering‐up) approach, i.e. replicating small units working in parallel1,15,21. However, fluid 
distribution and parallelization of microscale units  is not such a straightforward task as  is often claimed93, 
and according to some authors it should even be kept as a last option94. Furthermore, solids handling is still 
a major  limitation for microreaction technology95. Therefore, scaling up microreactors has been proposed 
as a way to maintain the advantages of operating at small  length scales while being able to process  large 
flow  rates  in  realistic  (challenging)  scenarios with  a  low  capital  cost.  The  design  across  different  scales 
should be driven by a  thorough description of mass and heat  transfer  characteristics94,96. Computational 
Fluid  Dynamics  (CFD)  could  be  useful  to  describe  mixing  behavior  across  different  scales97.  Indeed, 
assuming that reaction kinetics can be determined at small scale and are independent of scale, combining 
the reaction kinetics obtained for a specific process with a CFD code should allow in silico investigation on 
how non‐ideal mixing influences reaction performance at larger scales. 
2.3.2.4	Monitoring	and	control	–	integration	of	flow	chemistry	and	monitoring	
Continuous‐flow  reactions  require  on‐line  monitoring  and  feed‐back  control  in  order  to  take  full 
advantage of the real‐time release PAT concept4. Monitoring tools should provide  information about both 
quality  specifications  and  overall  system  performance.  McMullen  and  Jensen98  have  reviewed  the 
integration of microreactors with  in‐line physical sensors and analytical chemistry techniques, focusing on 
reaction monitoring and development of algorithms for automated reaction screening and optimization98‐
100.  The  integration  of  continuous  flow  reactors with  in‐line  analytical  tools  provides  an  opportunity  to 
perform  optimal  experimental  design  (OED)101  for model  discrimination  and  kinetic  parameter  fitting  in 
mechanistic models100. OED is performed in an automated fashion, reducing the number of experiments to 
carry  out  and  obtaining  the maximum  amount  of  information.  However,  while  this method  has  been 
successfully  applied  to  relatively  simple  kinetic  models100,  algorithms  for  more  complex  reaction 
mechanisms  (typical of many pharmaceutical processes) need to be  further developed, as well as unified 
methods to quantify information content62. 
2.3.2.5	Definition	of	design	space	
The introduction of PAT and QbD in the pharmaceutical industry encourages the design and validation of 
processes to be done not only at one set of fixed processing conditions, but rather for a range of processing 
conditions  known  as  the  design  space.  Defining  a  design  space  offers  the  possibility  of  responding  to 
disturbances entering  the process  (e.g. variability  in raw materials)  through establishment of appropriate 
control  loops, maintaining  the  process  operation  under  optimal  conditions with  a  satisfactory  product 
quality, without  the  need  to  revalidate  the  process when  certain  process  parameters  are manipulated. 
Hence,  the acceptance of a particular material  is  conditional on  the values of  the manipulated variables 
calculated by the controller, if and only if the controller is able to compensate for the variability in a stable 
and robust manner102,103.  
 
 
 
Table 2.2 Summary of specific challenges for continuous pharmaceutical manufacturing (CPM) and related PSE methods and tools which may be used as drivers for 
innovation. Note that many PSE methods and tools and CPM specific challenges are inter‐related. 
Specific challenges  PSE methods and tools References
 Batch vs. continuous selection   Reaction kinetics
 Heat transmission 
 Mass transfer 
 Process flowsheets 
 Economic and environmental assessment 
Hartman et al.90
Schaber et al.81 
Gerogiorgis and Barton89 
Cervera et al.83 
 
 Economic and environmental assessment   Process modeling
 Process flowsheets 
 Simulation 
 Property prediction 
Schaber et al.81
Jimenez‐Gonzalez et al.104 
Carvalho et al.105,106 
 Improved property prediction   Property prediction models and tools for 
complex molecules and solutions 
 Integration with process simulators 
O’Connell et al.107
 New reactor and separation technologies   Mechanistic modeling for process understanding
 Property prediction 
Jensen15; Roberge et al.21
Hartman et al.18; Kralj et al.17 
Hartman and Jensen16 
Hessel78; Kockman and Roberge92 
 Scale up, scale out   Reaction kinetics
 Heat transmission 
 Mass transfer 
 Fluid dynamics 
 CFD, DEM, FEM 
Kockman et al.94
Barthe et al.96 
Jensen15 
Mendorf et al.93 
Pordal et al.97 
 Process optimization   Mechanistic modeling
 Data‐based (black‐box) models 
 Hybrid models 
 Process flowsheets 
 CFD, DEM, FEM 
Gerogiorgis and Barton89
Boukouvala et al.68,88,108 
Dubey et al.69 
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Table 2.2 (continued) Summary of specific challenges for continuous pharmaceutical manufacturing (CPM) and related PSE methods and tools which may be used as 
drivers for innovation. Note that many PSE methods and tools and CPM specific challenges are inter‐related. 
Specific challenges  PSE methods and tools References
 Real‐time monitoring   Multivariate analysis
 Multivariate statistical process control 
 Optimal experimental design 
Kourti28; Kadlec et al.47
McMullen and Jensen98‐100 
 Design space and real‐time release   Mechanistic modeling
 Data‐based (black‐box) models 
 Hybrid models 
 Multivariate statistical process control 
 Process control 
 Model predictive control 
García‐Muñoz et al.103
MacGregor and Bruwer102 
Kourti28; Kadlec et al.47 
 Formulation operations    Improved process understanding 
 Modeling 
 Multivariate analysis 
 CFD, DEM, FEM 
 Process flowsheets for operations involving 
solids 
 Property prediction 
Schaber et al.81
Boukouvala et al.68,88,108 
Dubey et al.69 
Singh et al.66,77 
Mortier et al.63 
 Start‐up, shut‐down, operational issues 
(clogging) 
 Dynamic modeling
 Process control 
 Risk assessment 
Hartman et al.95
Boukouvala et al.88 
 Continuous bio(catalytic)processes   Improved process understanding 
 Mechanistic modeling 
 Property prediction 
Sin et al.38,43
Gernaey et al.109 
 Multipurpose and multistep continuous 
production lines 
 Dynamic modeling
 Process flowsheets 
Singh et al.82
Kockmann et al.94 
 Plantwide dynamic models   Mechanistic models
 Data‐based (black‐box) models 
 Hybrid models 
 Process flowsheets 
 Property prediction 
Boukouvala et al.88
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Representing  the  complex  relationships  arising  from  an  integrated materials‐process‐product  design 
space  requires a model‐centric approach. García‐Muñoz et al.103 propose a mathematical  framework  for 
feed‐forward control using  latent variable regression methods. A PLS model may be used to describe the 
relationships between materials and products, under all expected processing  conditions. To perform  the 
control  calculations,  first  a  regression model  is  built.  This model  uses  a  regressor  that  is  composed  of 
known variables (i.e. raw material properties) and unknown variables (i.e. process manipulated variables), 
and the final product quality as a response. When a new batch of material is received, a control calculation 
is executed  and  the  combination of  the best process  conditions  for  the properties of  the new batch of 
material  is  found. The performance of  the  control  strategy  can be back‐propagated  to  illustrate  that an 
improved controller implies the acceptance of a broader range of materials103. 
2.3.2.6	Plantwide	dynamic	models	
A special challenge related to the operation and control of pharmaceutical plants working in continuous 
mode  is  how  to  obtain  a  strictly  continuous  flow  throughout  unit  operations  with  very  different 
characteristic times, and still be able to respond to disturbances  in the system in each operation. Another 
challenge is how to introduce on‐line operation into an existing process. Clearly, it is very difficult to replace 
a complete production line at once. The alternative is to integrate one continuous operation at a time in a 
process that is otherwise based on batch processing, thus slowly turning the batch process into continuous 
operation. In general, there is a need to develop plantwide dynamic models able to describe start‐up, shut‐
down,  how  to  deal  with  clogging  problems,  and  changing  product  lines  in  a  multipurpose  plant27,81. 
Gerogiorgis and Barton89 performed a steady‐state simulation of an upstream continuous pharmaceutical 
process  including microreaction and microseparation steps. Boukouvala et al88 built a dynamic  flowsheet 
model  and  simulated  an  integrated  continuous  downstream  pharmaceutical  process,  including  feeding, 
blending and granulation. Integrated modeling and simulation tools for microreaction, microseparation and 
solids  processing  requires  further  development  and  will  eventually  enable  the  simulation,  design  and 
optimization of continuous pharmaceutical processes without the need to perform a considerable number 
of expensive trial and error experiments. 
2.3.2.7	Property	prediction	
Pharmaceutical  process  design  needs  predictive  thermodynamic models  to  reduce  the  experimental 
search  and  focus  laboratory work  in  the most  promising  areas.  Predictive models  like  UNIFAC  usually 
cannot  be  applied  reliably  to  chemicals  with  complex  functionalities  such  as  pharmaceuticals107.  The 
prediction  of  crystal  structure  and  solid‐state  properties  (crucial  for  many  of  the  most  common 
pharmaceutical  unit  operations)  is  still  computationally  demanding  and  far  from  generally  applicable107. 
Furthermore, the pharmaceutical industry usually deals with complex chemistry, phase equilibria involving 
organic  salts  and  aqueous  electrolytes.  Pharmaceutical  systems  are  thus  still  challenging  for  property 
prediction  tools. A property prediction package would also be desirable,  integrating a database, a model 
library  and  a  tool  for  parameter  adoption.  A  review  of  currently  available  property  prediction  tools  is 
available107,  including  many  examples  from  the  pharmaceutical  industry.  A  more  detailed  review  of 
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property prediction methods  is out of  the  scope of  this  thesis.  Specific examples of property prediction 
methods  applied  to  pharmaceuticals  can  be  found  in  Taskinen  and  Yliruusi110,  Matsuda  et  al.111  and 
Diedrichs and Gmehling112. 
2.3.2.8	Drug	product	formulation	operations	
A  new  trend  in  continuous  manufacturing  of  pharmaceuticals  is  the  introduction  of  continuous 
processes in the final formulation of drug substances as well1,81,88,113. Indeed, there is increasing interest in 
for  example  continuous  tabletting  lines,  both  in  academia  and  industry,  where  processes  such  as 
granulation,  drying,  compression  and  coating  are  integrated  (Figure  2.1).  Tablets  are  one  of  the most 
common dosage  forms of pharmaceuticals. During  the  formulation of a  tablet  (see also Figure 2.1  for  a 
schematic overview of the operations involved) the API is usually combined with excipients such as water, 
lactose,  starch,  sugar,  coloring  agents,  etc.  Here  also,  advanced mechanistic models  can  be  helpful  in 
equipment  design  and  tuning,  in  defining  the  design  space  as  well  as  in  the  development  of  control 
strategies. However, modeling of  these processes  is not  straightforward, and development of a detailed 
process model often requires a multi‐scale approach. For a drying process, to give one example, a detailed 
description  of  the  process  requires  a  combination  of  a  population  balance  model  (PBM)  to  track  the 
dynamics of the distribution of the moisture content of the particles, combined with a computational fluid 
dynamics (CFD) code to describe the detailed spatio‐temporal behaviour of the moisture content in the gas 
phase  of  the  system.  The  combined  CFD‐PBM  should  then  allow  the  simulation  of  the  spatio‐temporal 
dynamics of the moisture content in the particles throughout the dryer. Development of such a PBM starts 
at the individual particle level, i.e. one first needs to investigate the drying of individual particles in order to 
develop an understanding of the most important phenomena involved. A review on the state of the art in 
modeling of fluidized bed drying processes of pharmaceutical granules can be found in Mortier et al.63. The 
granular dynamics of  continuous blending processes have  recently been  studied by Dubey et  al.69 using 
discrete element methods (DEM), and were compared with less computationally expensive PBM and data‐
based  methods  by  Boukouvala  et  al.68,  including  high‐dimensional  representations,  response  surface 
methods  and  kriging108.  The objective was  to  study  the  effect of  a number  of process parameters  (e.g. 
impeller speed) on the mixing quality while ensuring the right residence time distribution and amount of 
shear,  which may  affect  properties  such  as  hydrophobicity  and  flowability  that  could  adversely  affect 
downstream unit operations such as tabletting69. There is in general still a lot of work to be done to further 
develop models, modeling  strategies  and  solution methods  for multi‐phase  systems  (gas,  solid,  liquid). 
Reklaitis7 identified specific process design problems that need to be addressed, such as the development 
of  predictive  models  and  design  spaces  for  a  set  of  common  unit  operations  used  in  pharmaceutical 
production:  multiphase  batch  reactors,  antisolvent  based  crystallization,  solid‐liquid  separation,  size 
reduction, granulation,  lyophilisation, and a variety of separation types,  including simulated moving beds. 
There  is a need for systematic and reliable methods for scale up/scale‐down based on rigorous CFD, DEM 
and finite element method (FEM) simulation models. Multivariate control systems need to be adapted, and 
different operational  issues need  to be  solved  (e.g.  trend monitoring,  incipient  fault detection, etc.). For 
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continuous processing, process‐wide automatic control and real time process optimization methods need 
to be developed further7. 
2.4	Development	of	greener	pharmaceutical	processes	
2.4.1	Design	of	sustainable	pharmaceutical	processes	
In  the  last 5 years or  so  it has been  clear  that  the pharmaceutical  industry mostly  requires  synthetic 
routes to be environmentally sustainable  in addition to still fulfilling the demands of high product quality 
and  process  economics114.  Different  approaches  to  pollution  prevention  are  possible,  from  at‐source 
reduction to end‐of‐pipe treatment115. Pollution prevention should be considered already in the conceptual 
design  phase,  since  the  regulatory  (e.g.  FDA)  re‐approval  of  a  process  is  very  expensive.  There  are 
nowadays  different  software  tools  for  pollution  prevention  which  help  to  quantify  the  environmental 
implications of a process and generate suggestions for process modifications105,106. A list of on‐line manuals, 
databases  of  chemical  impacts,  decision‐analysis  tools,  design  options  ranking  tools,  expert  systems, 
process analysis tools (simulators), waste reduction algorithms and finance tools can be found in Linninger 
and Malcolm115.  
Several metrics have been proposed  in order to quantify environmental sustainability and assist  in the 
design of greener processes116‐118. Among them, the process mass  intensity (PMI) (or  its  inverse, the mass 
efficiency) was selected by the ACS Green Chemistry Institute (GCI)’s Pharmaceutical Roundtable as the key 
metric for evaluation and benchmarking of sustainability104, since it provides a good estimation of the Life 
Cycle Assessment (LCA) and footprint of a process, while being fairly correlated to CO2 emissions. 
2.4.2	Solvent	selection	and	recovery	
One way  of  achieving  a  greener  production  process  is  by  evaluating  solvent  use,  and  by  replacing 
solvents  currently  used  in  a  pharmaceutical  production  process  with  greener,  more  environmentally 
friendly solvents where possible119. As an example, solvent use at GlaxoSmithKline was reported to account 
for  between  80  to  90%  of  the  mass  utilization  in  a  typical  process11.  56%  of  the  PMI  in  a  typical 
pharmaceutical process originates  from  solvents, while 32% originates  from water use  (note  that unlike 
other sustainability metrics, the PMI considers process water as well)104. The poor water‐solubility of many 
APIs  means  that  at  several  points  during  API  manufacture,  organic  solvents  are  required  (usually  for 
extraction or crystallization). The ACS GCI Pharmaceutical Roundtable recently produced an  industry‐wide 
solvent selection guide, freely available on‐line (www.acs.org/greenchemistry). While this guide considers 
safety, health and environmental aspects of solvent selection, process design aspects need to be addressed 
with  complementary  methodologies.  In  this  respect,  systematic  computer‐aided  solvent  selection 
methodologies (e.g. Gani et al.85) can be very useful, in order to find alternative solvents in an efficient way 
with minimum experimental work, or  to come up with green solvents  for new production processes,  for 
example using computer‐aided molecular design (CAMD)120. Hsieh et al121 recently presented a successful 
industrial  case  study  demonstrating  the  use  of  solvent  selection methods  in  the  context  of  conceptual 
design  of  an  API  production  process,  where  a  ternary  solvent  system  was  considered  for  a  reaction, 
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extraction, distillation, and crystallization sequence. Chakraborty and Linninger12 introduced combinatorial 
process  synthesis,  which  in  essence  allows  an  optimal  trade‐off  between  process  economics  and 
environmental impact during flowsheet synthesis. 
Despite  the  large  quantity  of  solvents  used  in  the  pharmaceutical  industry,  solvent  recovery  and 
recycling practices are not very extended, due  to  the potential  risk of  cross‐contamination and  the high 
solvent  purity  required  (resulting  in  a  high  recovery  cost).  Currently,  much  of  the  solvent  used  for 
pharmaceutical production is discarded as waste and incinerated. For example, within GSK, on average less 
than 50% of solvent used was recycled and reused by 200711. Moving batch processes towards continuous 
production opens up many possibilities  for process  integration89, which  should be  simpler  to  implement 
than  in batch mode. Ahmad  and Barton86 presented  a  systematic design  approach  to  the  generation of 
batch  process  flowsheets  with  integrated  solvent  recovery  and  recycling.  Chakraborty  and  Linninger12 
demonstrate  the  simultaneous  optimization  of  structural  decisions  while  finding  the  best  operating 
parameters for an optimal sequencing of a solvent recovery system. 
2.4.3	Biocatalytic	processes	
The  application  of  more  efficient  (or  more  selective)  catalysts  is  another  way  to  obtain  a  greener 
pharmaceutical  production  process.  In  this  respect,  biocatalysis  has  the  potential  to  deliver  ‘greener’ 
chemical  syntheses122,123,  since  biocatalysis  is more  selective  compared  to  traditional  catalysts,  and will 
usually assist in the synthesis of optically pure molecules, which are essential for the manufacture of many 
pharmaceutical compounds124. Moreover, biocatalysts, due to their biological origin, normally work well in 
water,  although  the  recovery  steps may  still  demand  extraction with  organic  solvents125.  Furthermore, 
biocatalysis  overcomes  the  risk  of  using  toxic  metal  based  catalysts,  which  conventionally  require 
significant effort  to be  removed  to ensure a clean product126. The mild conditions  (ambient  temperature 
and pressure) also reduce energy costs and improve selectivity via the minimization of side reactions125,127. 
However,  integrating one or several biocatalytic steps  into an existing organic synthesis  is often  far  from 
straightforward, due to e.g. the occurrence of product inhibition which leads to low product concentration 
and/or poor use of catalyst unless processes are designed to overcome these problems128. PSE methods can 
provide a systematic route to  implementation of biocatalysis70,129 and a framework for such a scheme has 
recently  been  developed  for  transaminase–based  reactions  for  the  synthesis  of  chiral  amines  –  a 
particularly important pharmaceutical target130. Increasingly PSE methods are also being applied to assist in 
the  identification of process bottlenecks  via early  stage economic  analysis. The  identification of process 
bottlenecks  enables  suitable  development  in  a  timely  manner.  Finally  the  development  and 
implementation  of  biocatalytic  processes  can  benefit  substantially  from  computer‐aided  process 
performance  evaluation, based  for  example on mechanistic understanding  and modeling of  the  specific 
reaction of  interest. For example, Blayer et al.131 and Chen and Woodley132 have used a model to develop 
windows of operation to predict the ideal operating space for the aldolase‐catalyzed synthesis of N‐acetyl‐
D‐neuraminic acid from N‐acetyl‐D‐mannosamine (see also Zimmermann et al.133). An interesting review of 
the role of modeling in biocatalysis has been recently published (Vasić‐Rački et al.134). 
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2.5	Future	developments	
2.5.1	Development	of	generic	solutions	
While pharmaceutical production offers a  large space for  improvement  in terms of technology, capital 
and  operating  costs  and  sustainability,  for  many  years  innovative  solutions  have  been  difficult  to 
implement. The pressure to develop processes rapidly (due to the limited patent life) used to outweigh the 
added benefits, meaning that the extra development time required was difficult to justify. Today, however, 
that situation is changing, and as the pressure builds on the manufacturing cost, and the FDA opens up new 
opportunities via the PAT initiative, a new situation is establishing which facilitates – and in fact, demands – 
innovation. In our opinion, PSE must play a central role as a driver of innovative solutions and rational and 
efficient  design,  for  example  introducing  rigorous  quantitative  models,  able  to  evaluate  process 
performance from an objective standpoint. Hence, the application and development of PSE tools should be 
continuously encouraged. 
It  is  also  important  to  realize  that  a major  strength of  PSE methods  and  tools  lies  in  the  structured 
approach  to  solving  problems.  The  pharmaceutical  industry  –  multipurpose  in  nature  –  indeed  needs 
generic approaches in order to solve in a systematic way multiple problems sharing common features. The 
scientific literature frequently reports specific case studies or solutions to a particular problem, while in our 
opinion,  the  focus  should  change  to methods  and  tools  able  to  address  a  complete  class  of  problems. 
Experience and confidence will thereby be built within pharmaceutical companies to gradually  implement 
innovating solutions. An additional benefit of adopting generic approaches is that it should be easier to get 
approval from regulatory bodies such as the FDA. For example, with the introduction of the PAT guidance, 
it has become quite common  to  involve regulatory bodies as early as  the development phase, whenever 
new methods or  tools need  to be  tested or  implemented. Recent PSE examples of  such approaches are 
generic  modeling  frameworks  for  prediction  of  the  crystal  size  distribution  obtained  in  batch  cooling 
crystallization processes67, and generic approaches for designing a pilot‐plant able to produce kg amounts 
of a family of related components82, for example during screening. 
2.5.2	PSE	methods	and	the	product	life	cycle	
A  key  question  when  considering  the  use  of  PSE methods  and  tools  during  the  development  of  a 
production  process  for  an  API  is  when  to  start  using  these methods.  Clearly,  one  will  not  harvest  all 
potential benefits if PSE is only used in a late process design stage. Therefore, in our opinion, PSE methods 
and tools should be used throughout the product life cycle, to facilitate continuous learning and collection 
of process/product knowledge.  
Likewise, we could start assuming that a mechanistic process model  is constructed early on  in process 
development, based on lab‐scale data that were collected to characterize the reaction kinetics. This model 
could then be used to  increase available process knowledge during the development phase while  leading 
the path for experimental design, thus fully integrating modeling and laboratory research. Similarly, model 
transfer  across  different  scales  would  be  greatly  facilitated.  Last  but  not  least,  small‐scale  continuous 
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production – designed, monitored and controlled using a variety of PSE methods and tools – can, in theory, 
lead to more rapid process development by scaling out the production as a valid alternative to scaling up. 
2.6	Conclusions	
 PSE  methods  and  tools  are  essential  for  successful  implementation  of  Process  Analytical 
Technology (PAT) based processes. 
 PSE methods and tools play a key role in the development of continuous manufacturing processes 
as  well  as  development  of  greener  pharmaceutical  production  processes,  two major  trends  in 
pharmaceutical manufacturing 
 Achieving the full benefit from PSE methods and tools is only possible by applying them during the 
entire life cycle of a pharmaceutical product and its production process  
 There are difficulties in transferring PSE methods from academia to industry (see Table 2.1).  
 The regulatory bodies should be involved early on when adopting a new PSE tool in pharmaceutical 
production processes, in order to minimize potential problems with process validation 
 The  PSE  methods  and  tools  developed  thus  far  are  often  focused  on  reaction‐separation 
sequences.  Similar  developments  are  needed  for  downstream  processing  and  formulation  (e.g. 
granulation, drying and tablet press). 
 Pharmaceutical companies require generic and systematic approaches to problem solving.  
 
 
 
 

 CHAPTER   3 
3. Active	pharmaceutical	ingredient	production	involving	
continuous	processes	–	a	PSE‐assisted	design	framework	
Abstract 
A  systematic  framework  is  proposed  for  the  design  of  continuous  pharmaceutical  manufacturing 
processes. Specifically,  the design  framework  focuses on organic  chemistry based, active pharmaceutical 
ingredient  (API)  synthetic processes, but could potentially be extended  to biocatalytic and  fermentation‐
based  products.  The  method  exploits  the  synergic  combination  of  continuous  flow  technologies  (e.g., 
microfluidic techniques) and process systems engineering (PSE) methods and tools for faster process design 
and increased process understanding throughout the whole drug product and process development cycle. 
The  design  framework  structures  the  many  different  and  challenging  design  problems  (e.g.,  solvent 
selection, reactor design, design of separation and purification operations), driving the user from the initial 
drug discovery steps – where process knowledge is very limited – towards the detailed design and analysis. 
Examples from the literature of PSE methods and tools applied to pharmaceutical process design and novel 
pharmaceutical  production  technologies  are  provided  along  the  text,  assisting  in  the  accumulation  and 
interpretation  of  process  knowledge.  Different  criteria  are  suggested  for  the  selection  of  batch  and 
continuous processes so that the whole design results  in  low capital and operational costs as well as  low 
environmental footprint.  
3.1	Introduction	
Pharmaceutical  companies  have  traditionally  invested  their  research  and  development  efforts  in 
bringing  new  products  to  the  market  in  the  shortest  time13.  Limited  patent  lifetime  and  stringent 
regulations practically meant that focus was on drug discovery rather than on optimal process design1. The 
advent of globalization, the growing  importance of generic manufacturers, the ever  increasing awareness 
of  environmental  impact,  and  the  encouragement  by  the  regulatory  authorities  to  increase  process 
understanding  and  improve  quality  and  efficiency  while  minimizing  risk,  have  led  the  pharmaceutical 
industry to reconsider the way drug products are manufactured and process development is approached2. 
This self‐reflection has resulted in the promotion of continuous pharmaceutical manufacturing (CPM)1 and 
process analytical  technology  (PAT)4  in order  to  significantly  increase  the efficiency and  sustainability of 
production processes. Concomitantly, microfluidic technologies have emerged16, demonstrating enhanced 
mass and heat  transfer compared  to batch  reactors,  resulting  in higher yield,  increased safety,  improved 
product quality and lower development time.  
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The use of microfluidic techniques and other continuous flow processes, optimally combined with PAT, 
can  very  effectively  contribute  to  improved  and  faster process understanding98.  Process  knowledge  can 
optimally be stored as mechanistic models39 and used by Process Systems Engineering (PSE) methods and 
tools  in order to tackle the process design problem. However, few studies (e.g., McMullen and Jensen100) 
have focused on the effective use of continuous flow techniques  in order to facilitate process design, and 
vice versa, exploiting the structured and systematic way of solving problems of PSE in order to assist in the 
planning and effective design of experiments.  Furthermore, although  very  significant  contributions have 
been made for the development of continuous processes (as reviewed by Hartman and Jensen16), it is still 
not  clear  when  batch‐wise  production  and  continuous  manufacturing  should  be  selected.  In  this 
contribution,  a  PSE‐assisted  design  framework  for  the  development  of  continuous  pharmaceutical 
manufacturing processes  is proposed. The objective of  the design  framework  is  to  identify PSE methods 
and tools that can assist in the efficient acquisition of process knowledge and the systematic application to 
the different process design problems  that arise  throughout  the drug product and process development 
cycle. This chapter presents the structure of the design framework step by step, using information from the 
literature  about  continuous  flow  technologies  and PSE methods  and  tools  for process design  applied  to 
pharmaceutical process development. Next, in Chapter 4, the design framework is applied to a case study: 
the conversion of a batch‐wise process used for the production of an active pharmaceutical ingredient (API) 
developed by H. Lundbeck A/S  (zuclopenthixol).  It  is shown that  the application of the design  framework 
and  the  development  of  continuous  flow  technologies  resulted  in  a  significant  simplification  of  the 
manufacturing process,  implying  capital  and operational  costs  savings  and  lower process  environmental 
footprint (Chapter 4). 
3.2	Scope	
It  is  important  to  set  the  design  problem  in  the  context  of  pharmaceutical  product  and  process 
development,  and  to  understand  the  inherent  time  and  regulatory  constraints  that  are  typical  for  the 
pharmaceutical  industry,  in  order  to maximize  the  efficiency  in  the  application  of  the  proposed  design 
framework.  From medicinal  chemists  to  chemical engineers, a  considerable number of  cross‐disciplinary 
professionals are involved in the development of a pharmaceutical product. Experience has demonstrated 
that decisions taken  in  the early development stages of product and process development  (e.g.  finding a 
suitable  synthesis  route  to  an  API)  establish  the  core  features  of  the  industrial  scale  process135. 
Traditionally, small‐scale batch operations carried out in laboratories have been translated into bigger scale 
unit operations without challenging  the efficiency or sustainability of  the primitive  (original) route  to  the 
API.  Nowadays,  however,  the  pharmaceutical  industry  is  definitely  making  an  effort  to  change  its 
perspective  to  process  development1,2,21,81.  For  this  change  to  be  successful,  the  whole  drug  process 
development cycle must be involved – perhaps in different degrees – in the frame of a strategic evolution 
towards more sustainable discovery, development and operation activities27,135. 
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Figure 3.1 Phases of the drug development cycle3. 
A typical pharmaceutical product and process development cycle3,13 is shown in Figure 3.1. As soon as a 
promising drug  candidate  is  found, a patent  is usually  filed, providing market exclusivity  for  typically 20 
years. For a  successful drug product,  commonly 15 years are  spent on drug discovery and development 
activities,  preclinical  tests  and  clinical  studies.  Five  years  are  thus  left  to  launch  the  product  and 
commercialize it under patent protection, which implies a tremendously high pressure for reducing time to 
market.  The  procedure  for  regulatory  approval  begins  with  preclinical  tests,  which  conclude  with  an 
investigational new drug (IND) application to regulatory agencies (e.g., FDA). If the application is approved, 
clinical studies proceed, and the industrial scale process development begins. The process should be ready 
for manufacturing within a time frame of ca. 6 years. Clinical studies conclude with a new drug application 
(NDA)  that  is  also  submitted  to  regulatory  agencies.  The NDA  contains  all  details  about  the  fabrication 
method and  fixes  the  constraints  for  industrial production. Changes  in  the  fabrication method  require a 
new regulatory approval that  is usually not pursued unless major benefits are expected. However, thanks 
to  the  recent  process  analytical  technology  (PAT)  initiative4  and  quality‐by‐design  (QbD)  guidelines5, 
processes can now be described  in  terms of more  flexible design spaces as  long as process knowledge  is 
demonstrated (further discussion of this point  is made  in step 6 of the design framework). The very  large 
attrition  rate  through  the  development  cycle  in  Figure  3.1  practically  means  that  generic  approaches 
towards process development are required136  (Chapter 2). Due to the very short time frame available  for 
process development, a cross‐disciplinary strategic approach towards development must be coordinated. 
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3.3	Aim	
The  aim  of  the  proposed  design  framework  is  to  assist  in  the  design  of  continuous  pharmaceutical 
manufacturing  (CPM) processes,  i.e., processes  taking advantage of  continuous  flow when  relevant. The 
workflow of design activities should  follow the drug product and process development cycle  (Figure 3.1), 
and  involves a multidisciplinary design  team.  It  is  recognized  that  this  is quite an ambitious objective  for 
this thesis; however, it has already been discussed in the literature135 that concepts such as ‘sustainability’, 
implemented in practice in the form of solvent selection methodologies or continuous processes – to name 
only two examples of key approaches to sustainability, as recognized by the pharmaceutical industry27 – not 
only  require  new  technologies  or methodologies,  but  also  a  behavioral  change  across  disciplines.  The 
design  framework  should  identify already existing process  systems engineering  (PSE) methods and  tools 
that can assist  in each design problem. While  these PSE methods and  tools are well established  in other 
chemical industries, they may require further development in the context of pharmaceutical production136. 
3.4	Design	framework	
The workflow of the design framework (Figure 3.2) follows the drug product and process development 
cycle, where product and process knowledge  is progressively added using a model‐centric approach39.  In 
each  step  of  the  design  framework,  PSE  methods  and  tools  are  used  to  the  maximum  extent, 
complementing and assisting experimental studies for the most efficient acquisition of process knowledge. 
A  well‐defined  cross‐disciplinary  strategy  is  established,  where  a  sustainability  mindset135  and  a 
commitment  to  the  application  and  development  of  novel  process  technologies  (e.g.  process 
intensification,  continuous  processes)  are  communicated  throughout  the  workflow.  From  the  design 
problem  point  of  view,  the  proposed  design  framework  is  generic,  i.e.  both  ‘new  process  designs’  and 
‘retrofit of old processes’ are treated  in a similar manner. The main difference  is to be found  in the  initial 
step in the methodology – it is assumed that a retrofit problem (for example, converting an already existing 
batch‐wise process into a continuous one) is based on a substantial amount of previously acquired process 
experience/knowledge. However, since continuous processing opens the gate to ‘novel process windows’78, 
acquisition of novel process knowledge outside conventional process conditions will be a requirement. The 
design framework makes use of the knowledge that is initially available, and extends it with novel methods 
based on continuous flow experiments when relevant. 
3.4.1	Step	1:	Drug	discovery	and	development	
This  step  is  typically  carried out by medicinal  chemists and biochemists, and  should – at  least  to our 
opinion – optimally be complemented by a  ‘chemical engineering perspective’. The activities may  include 
target  selection,  lead compound generation,  identification, preclinical  studies and dosage design79. Large 
libraries of similar compounds are generated, from which a few compounds are selected for preclinical and  
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Figure 3.2 Design framework for the development of API manufacturing processes  involving continuous processes – 
workflow of design activities. 
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clinical  testing  using  high‐throughput  screening  (HTS)  techniques.  Kang  et  al.79  discuss  how microfluidic 
techniques can be used  to perform high  throughput experimentation  throughout  the drug discovery and 
development  phases,  using  lower  amounts  of  reagents  and  achieving  faster  reaction  times.  Introducing 
simplified  versions  of  solvent  selection  methodologies  (e.g.  identifying  problematic  solvents  under  a 
sustainability  perspective  and  suggesting  more  sustainable  alternatives)  and  promoting  sustainability 
awareness  in  research  laboratories135  may  also  significantly  impact  and  potentially  simplify  the 
subsequent/parallel  process  development  activities.  The  earlier  the  use  of  these  techniques  and 
technologies are introduced in the product and process development cycle, the smoother the transition to 
more  efficient  manufacturing  will  be136  (Chapter  2).  Similarly,  the  use  of  systematic  computer‐aided 
molecular design (CAMD) and molecular simulation tools may assist in the rational design of molecules137. 
These  tools make  use  of  predictive  thermodynamic models  based  on  group‐contribution methods  and 
atom connectivity in order to obtain molecules with the desired properties138. The use of these techniques 
introduces process knowledge already from the  initial stages of the drug development, such that process 
development can be done faster136. Furthermore, the development of generic methodologies for substrate 
adoption82 – i.e, using a generic plant/microfluidic platform to perform one type of reaction with different 
substrates – could contribute to faster and more efficient compound library generation for high‐throughput 
screening. The use of real‐time, in‐line monitoring techniques98 leads to information‐rich experiments that 
could  be  automatically  driven  by  optimal  experimental  design  (OED)  algorithms100.  The  use  of  well‐
structured ontologies  should be  encouraged  to organize  the  large  amounts of  information  generated  in 
process databases (e.g., Singh et al.60). 
In  short,  drug  discovery  and  development  activities may  significantly  benefit  from  the  use  of  novel 
technologies (e.g. microfluidic devices) and PSE methods and tools. The use of model‐centric approaches39 
to  improve  product  and  process  understanding  and  efficient  communication  across  the  different  R&D 
groups may contribute to a smoother and faster product and process development. The PSE methods and 
tools are  in essence similar to the ones used for process development, however optimally simplified135  in 
order to facilitate their application within a hectic research environment. 
3.4.2	Step	2:	Preliminary	data	collection	for	process	design	
In this step, all  information obtained during the drug discovery phase and preclinical tests relevant for 
process design  is collected. This could  include API and  intermediate product molecular weights, chemical 
structures,  solubility  data,  degradation  profiles,  boiling  and melting  points,  synthetic  route,  by‐product 
formation,  reaction enthalpies, potential hazards, etc.  If  some of  these data are missing, additional data 
may be obtained by using property prediction tools (e.g., ICAS ProPred85) and by performing experiments as 
discussed in step 1. 
3.4.3	Step	3:	Generate/retrieve	base‐case	design:	preliminary	process	flowsheet	
A preliminary process flowsheet must be found already from the beginning of the clinical trials (Figure 
3.2), since significant amounts of the drug product (with different formulations) are to be administered to 
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humans  involved  in  the  studies.  The  drug  product will  then  gradually  be  fine‐tuned  to  accomplish  the 
desired  bioavailability  and  pharmacokinetic  and  pharmacodynamic  behavior  until  a  final  formulation  is 
found79. The preliminary process  flowsheet may be quickly generated by  the process development  team 
using simplified versions of the design methods and tools explained throughout step 4, or simply retrieved 
from the chemical development team who found the synthetic route to the API. The preliminary process 
flowsheet  (base‐case  design)  may  include  somewhat  redundant,  unnecessary  or  inefficient  washing, 
isolation and purification steps, since at this point the priority is to ensure that the drug product complies 
with  the  required  quality  specifications,  and  process  knowledge  may  still  be  rather  limited.  A  typical 
process at this stage may therefore consist of individual synthetic steps where the main reaction is followed 
by the required purification procedures to isolate the desired API intermediate. Solvent exchange between 
steps may consist of  intermediate product  isolation (e.g. by crystallization, filtration and drying) from the 
first solvent and dilution  in the next solvent. These are solvent‐ and energy‐intensive operations that may 
be  acceptable  for  laboratory  production  but  should most  likely  be  avoided  in  a manufacturing  setting.  
However,  as  mentioned  earlier,  the  introduction  of  microfluidic  and  PAT  techniques  combined  with 
simplified PSE methodologies and tools should enable a smoother scale up/out and retrofit analysis of the 
base‐case design. 
3.4.4	Step	4:	Retrofit	analysis	
In this step, either a preliminary process flowsheet from step 3 or a traditional batch‐wise process from 
an already existing pharmaceutical product is retrofitted to remove unnecessary separation or purification 
steps and optimize solvent use, reaction yields and selectivities. Depending on the degree of adoption of 
microfluidic techniques and PSE methodologies during previous steps and the process knowledge obtained 
so far, this step may vary in time demand and complexity. When preliminary flowsheets consist of all batch‐
wise  operations  with  redundant  separation  steps,  significant  room  for  improvement  will  usually  be 
available. 
3.4.4.1	Step	4.1:	Solvent	selection	and	solvent	exchange	
The  importance of solvent selection  is well  illustrated by Constable et al.11, who reported that solvent 
use at GlaxoSmithKline accounts for between 80 and 90% of the mass utilization in a typical pharmaceutical 
process. Solvent selection must be considered in an early phase of the process design, since solvents might 
strongly influence reactivity139, and workup operations obviously depend on the solvent(s) choice. Solvents 
are  used  in  a  variety  of  applications  and  for  many  different  purposes140.  Regardless  of  the  selection 
strategy,  two main  objectives  should  be  sought.  Firstly,  the  solvent  or  combination  of  solvents  should 
perform  its/their  intended  function at  the  lowest economic and environmental costs while  involving  few 
health and safety issues. Secondly, solvent exchange between different operations should be enabled and if 
possible minimized, pursuing similar aims  in  terms of costs and safety. A holistic selection approach thus 
becomes necessary. Figure 3.3 shows the workflow followed for solvent selection in this design framework, 
together with the required methods and tools and the data‐flow. The solvent selection problem has been 
divided  into three sub‐steps. Several methods could be employed  in each sub‐step. Our description  is not 
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meant to be comprehensive and does not intend to specify a particular method for the design framework, 
but rather to illustrate the rationale throughout the design and show examples of problems that could be 
dealt with. 
 
Figure 3.3 Workflow, methods and tools, and data‐flow corresponding to step 4.1 of the design framework: solvent 
selection and solvent exchange. 
3.4.4.1.1	Step	4.1.1:	Solvent	selection	for	individual	steps	
Gani et al.139,140 introduced a systematic methodology for solvent selection consisting of four steps. First, 
one must question whether a solvent is actually required, and if so identify the purpose of using a solvent. 
Next,  the  requirements  to be met by  the solvent should be defined  in  terms of well‐defined criteria,  i.e. 
physical  and  chemical  properties  of  the  solvent;  environmental,  health  and  safety  (EHS)  characteristics; 
operational  properties  relating  solvent  and  solute;  solvent‐function  constraints;  and  economic  figures. 
Potential  solvent  candidates  should  then be  identified  and  ranked  according  to  the  established  criteria. 
Different search methods can be followed, such as benchmarking against similar processes or compounds, 
using expertise and experience, searching in databases, and employing a computational approach, either by 
generating  a  predefined  list  of  candidates  and  ranking  them  according  to  the  criteria  or  employing 
computer‐aided  molecular  design  (CAMD)137,139.  Finally,  the  results  must  be  verified  using  process‐
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simulation  software  and/or  validated with experiments. Weis  and Visco120 employed  a  list of  frequently 
used  solvents  at  GSK  with  known  environmental  compatibility  properties  to  generate  and  identify 
additional potentially green  solvents using a CAMD method  known as  inverse design with  the Signature 
molecular descriptor. Quantitative structure‐property relationships  (QSPR) were obtained, correlating  the 
atomic Signature information with the different properties of interest. Using these correlation models, for a 
set of desired properties, new molecular descriptors were  found. A number of molecules  could  then be 
generated with the desired properties. 
Two  fundamental  sub‐problems  that  typically  demand  large  experimental  efforts  are  ascertaining 
solvent‐reactivity  interactions and API solubility  in  liquid solvents.  In order  to  reduce development costs, 
Folić et al.141  introduced a methodology for solvent design and selection with the objective of maximizing 
reaction  rates  using  a  reduced  number  of  screening  experiments.  Information  about  solvent  effects  on 
reactivity can also be stored and used for solvent selection using the methodology by Gani et al.139. On the 
other  hand,  API  solubility  in  solvent mixtures may  be  approximated  to  a  great  extent  using  NRTL‐SAC 
models142,  as  applied  by  Hsieh  et  al.121  for  solvent  selection.  Other  thermodynamic  models  may  be 
employed as reviewed by Modarresi et al.143 and O’Connell et al.107. A particularly important application of 
solvent selection  is for crystallization processes, where solvents not only affect API solubility but also may 
have a high influence on the crystal morphology and shape as well as the particle size distribution76. 
3.4.4.1.2	Step	4.1.2.	Solvent	selection	for	multi‐step	processes	
In multi‐step  reaction  systems,  for  each  reaction  step,  a  list  of  solvent  candidates  can  be  obtained 
following the previously described methodology by Gani et al.139. A matrix of solvents is then generated85, 
indicating solvents that can be used for each reaction step, which  is very useful  if one wants to maximize 
the number of contiguous reaction steps where a single solvent may be employed, thereby minimizing the 
number of  solvent  exchange operations  required85.  Furthermore, potential  reaction  yield  improvements 
obtained  through  telescoping  reactions  can  be  investigated80,144.  The methodology  should  however  be 
extended or modified to consider the opportunity to employ solvents under non‐conventional conditions. 
For example, if the desired temperature for a given reaction is above the boiling point of a solvent used in a 
previous  synthetic  step,  that  solvent  should not directly be discarded  as  a possible  solvent  for  the high 
temperature  operation.  Rather,  alternative  approaches  should  be  investigated,  such  as  increasing  the 
pressure in order to increase the solvent boiling point, thereby avoiding a solvent exchange operation and 
streamlining the process. A similar objective is pursued by Hsieh et al.121, who by means of thermodynamic 
modeling and  reduced experimentation, and  studying  the  requirements  for  four  individual process  steps 
(reaction,  L‐L extraction, distillation and  crystallization),  identify a  range of  solvent mixtures  (involving 3 
solvents) where all operations are feasible and lead to best solvent performance. For example, synergistic 
effects between solvents with the result of maximizing API solubility may in this case be achieved121. 
3.4.4.1.3	Step	4.1.3	Define	possible	solvent	exchange	operations	
The  solvent  selection  procedure  should  result  in  a  feasible  strategy  for  solvent  exchange.  This may 
actually  lead the solvent selection procedure  itself  (approach adopted by Hsieh et al.121), or alternatively, 
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from the list of solvent candidates found for each individual step (approach followed by Gani et al.85), a list 
of  solvent  exchange  operations must  be  derived  connecting  the  different  steps  and  optimizing  a  given 
objective  function  (e.g.,  energy  involved,  solvent  expenditure,  cost,  environmental  impact,  etc.).  This 
process  design  problem  shares  design  methods  and  tools  with  step  4.3  (separation  and  purification 
operations) and will be covered in more detail in that section.  
One  of  the  most  extended  methods  for  solvent  exchange  in  the  pharmaceutical  industry  is  by 
distillation, where typically a  low boiling solvent  is replaced by a high boiling solvent. This operation may 
entail a large consumption of the replacing solvent and therefore also a high energy use, as shown by Li et 
al.145  for  batch  distillation.  Step‐wise  batch  distillation  and  replacing  solvent  addition  may  consume 
significantly  more  chasing  solvent  (30%  in  the  case  study  by  Li  et  al.145)  than  constant  volume  batch 
distillation (continuous batch distillation combined with continuous replacing solvent addition). The use of 
thermodynamic equilibrium data/models plotted on  ternary diagrams  (for 3‐solvent component systems) 
combined with models  of API  solubility121  in  solvent mixtures  is  thus  demonstrated  very  useful  for  the 
efficient design of solvent exchange operations.  
Solvent exchange from a high boiling solvent to a low boiling solvent is more challenging. One option is 
to select a  low boiling solvent that makes a  low‐boiling azeotrope and add sufficient amount of replacing 
solvent  to cross  the azeotrope.  In  this case  the solvent mixture can be distilled obtaining  the  low boiling 
solvent  in  the bottoms or  the batch distillation pot. An  alternative  solution  is based on organic  solvent 
nanofiltration  (OSN)146.  Organic  solvent  resistant membranes  have  very  recently  become  commercially 
available and could  find applications  for solvent exchange operations, since  the molecular weight cut‐off 
(MWCO) may be  in  the order of hundreds of Daltons,  typical of small‐molecule APIs. Continuous solvent 
exchange using OSN  in  a  counter‐current  cascade  system with up  to 3 membrane  separation units was 
demonstrated by Lin and Livingston146, replacing a high boiling solvent (toluene) with a low boiling solvent 
(methanol) using a membrane with MWCO 220 g/mol. However, it was shown that for a solvent ratio of 1 
(volumetric flow of toluene and methanol 1:1), with 3 stages up to 75% solvent exchange can be achieved. 
Close  to  100%  solvent  exchange  would  require  a  rapidly  increasing  number  of  stages146.  While  the 
advantages of OSN solvent exchange rely on low temperature operation (important for labile APIs) and low 
solvent and energy expenditures (solvent evaporation is not required), higher capital costs may be needed 
due  to membrane costs, high pressure operation and number of pumps  involved. Furthermore,  the  time 
required  for achieving steady state operation  increases with  the number of stages, and  fouling problems 
may arise. A large space for improvement is however available146. 
3.4.4.2	Step	4.2	Reaction	analysis	and	reactor	design	
Guidelines  are  needed  to  decide  whether  a  certain  reaction  should  be  operated  in  batch  or  in 
continuous mode, or if the reaction has the potential to be intensified to a point where it can be performed 
in  continuous mode.  Subsequently,  reactions  can  be  optimized  according  to  different  criteria.  Process 
knowledge must be progressively added  in order to solve these design questions (Figure 3.4). Steps 4.2.1 
through 4.2.4 in the design framework are used to characterize the different reactions; step 4.2.5 is used to 
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find  a  ‘business  case’  based  on  economic  or  environmental  cost  factors;  step  4.2.6  is  applied  to  find 
synergies  between  reaction  steps  and  propose  opportunities  for  intensification,  including  a  decision 
between  batch  and  continuous  operation;  and  finally,  in  step  4.2.7,  an  optimization  problem  is  solved, 
either rigorously (mathematically) or approximately (using heuristics and expertise). 
3.4.4.2.1	Step	4.2.1.	Qualitative	analysis:	reaction	type	and	phases	involved	
The reaction is qualitatively analyzed in terms of generic type (review of the state of the art) and phases 
involved  (solid/liquid/gas). A study of 86 different  reactions  involved  in process development at Lonza147 
indicated that less than 25% of these reactions were fully homogeneous, and the most important source of 
heterogeneity  (63%) was  the presence of solid phases  (reagent, catalyst or product). Handling solids  is a 
major challenge  that hinders widespread use of microreactor  technology21,95. However, other continuous 
flow applications have been developed  to deal with  solids  in  suspension, e.g.  the  continuous oscillatory 
baffled  reactor  (COBR,  Nitech  Solutions),  the  agitated  cell  reactor  (ACR,  AM  Technology)  or  the  filter 
reactor148. Furthermore, different solutions have been proposed to prevent solids bridging and constriction 
in  microreactors,  including  acoustic  irradiation,  reactor  shape  re‐design,  increasing  flow  velocity  and 
changing  surface  material95.  On  the  other  hand,  segmented  flow  reactors  have  been  developed  for 
gas/liquid and  liquid/liquid mixtures, offering  improved mixing and narrower residence  time distributions 
(RTD) compared to single‐phase small‐scale plug‐flow reactors with laminar flow149. 
3.4.4.2.2	Step	4.2.2	Calorimetric	studies	and	short	kinetic	analysis	
Calorimetric  studies,  preliminary  kinetic  analysis  and  safety  assessment  are  performed147,  preferably 
using  in‐situ monitoring  techniques98  in  order  to  obtain  the  highest  amount  of  information  from  each 
experiment. These studies are used to get familiar with the reaction and identify potential challenges147. 
3.4.4.2.3	Step	4.2.3	Exploratory	design	of	experiments	
An  exploratory  design  of  experiments  (DoE)  is  carried  out147,  typically  choosing  factors  such  as  the 
reactants stoichiometry, concentration, temperature, pH, catalyst/co‐catalyst, etc. The objective of this DoE 
is to find out (at least qualitatively) the influence of these factors on the reaction yield, product selectivity 
and kinetics. McMullen and Jensen demonstrate how a reaction can be optimized in real time using black‐
box models99, and relatively simple kinetic models can be automatically discriminated and their parameters 
estimated within  a  short  time  span100,  using microfluidic  techniques  and  on‐line measurements.  In  the 
latter case, optimal experimental design  (OED)62 can be used  to discriminate between  candidate models 
and automatically propose experiments providing the highest amount of  information, thereby minimizing 
the number of experiments to be performed. 
3.4.4.2.4	Step	4.2.4.	Reaction	classification	and	identification	of	mass/heat	transfer	limitations	
The  reaction  is  classified  in  terms  of  kinetics  and mass  and  heat  transfer  demands.  Roberge  et  al.21 
identified  three  reaction  types  that  could  benefit  from  continuous  flow  operation:  type  A  (very  fast 
reactions,  mixing  controlled),  type  B  (rapid  reactions,  between  1  s  and  10  min,  or  potentially  rapid 
reactions, i.e. reactions that under conventional conditions are slow but which could be accelerated under 
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Figure 3.4 Workflow, methods and tools, and data‐flow corresponding to step 4.2 of the design framework: reactor 
design.  
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other conditions) and type C (slow reactions, above 10 min). Reaction types A and B demand high mass and 
heat transfer in order to achieve efficient mixing and temperature control at maximum throughput21. These 
conditions  are  accessible  with  micro‐structured  reactors,  while  high  temperatures  and  pressures  (e.g. 
superheating  solvents  above  the  normal  boiling  point)  are  more  easily  and  safely  accessible  using 
continuous  flow  reactors21,92.  Reaction  type  C  could  be  performed  in  a  batch  reactor  but  continuous 
reactors may offer safety or quality advantages21. In the context of laboratory‐scale process development, 
Hartman et al.90 propose the use of the Damköhler number (ratio of reaction rate relative to mass transport 
rate), the β number  (ratio of reaction heat generated relative to heat transferred,  i.e., removed) and  the 
Bodenstein or Péclet numbers (ratio of axial convective forces from flow related to back‐mixing from axial 
dispersion)  in  order  to  identify  the  relative  importance  of mixing,  heat  exchange  and  axial  dispersion, 
respectively (specific definitions and equations can be found in Hartman et al.90). If the Damköhler number 
or the β number are larger than 1, the reaction rate is higher than the mass transfer or heat transfer rate, 
respectively, and therefore the use of flow reactors  is recommended90.  In addition, the reactor should be 
designed  to  avoid  axial  dispersion  if  kinetic  studies  are  to  be  carried  out90. However, while  these  non‐
dimensional numbers are relatively simple to evaluate in flow systems with laminar flow, they may be more 
difficult to quantify for large stirred vessels90. The use of computational fluid dynamics (CFD) models97 may 
thus  be  required  to  understand  non‐ideal  mixing  phenomena  and  mass  and  heat  transfer  limitations 
occurring  in  large agitated  tanks.  In conclusion, non‐dimensional numbers should be used as guidance  in 
combination with the reactor type classification described above, complemented by previous knowledge of 
the reactor units available  in the production plant (heat transfer rate capacity, temperature and pressure 
ranges, mixing capabilities, etc.). 
3.4.4.2.5	Step	4.2.5.	Determination	of	cost	drivers	and	sustainability	indicators	
Determining  cost drivers and assessing  sustainability  indicators  is  important  to define  the motivation 
and objective for the design problem while comparing a batch or a continuous flow configuration. The cost 
drivers change along  the drug development cycle20. Small‐scale production at  the pre‐clinical and clinical 
phase  I  level  demands  high  development  speed,  hence  time  is  the main  cost  factor20. High‐throughput 
experiments,  using  microwell  plates  for  screening  or  microfluidic  techniques  for  faster  reaction 
characterization are required79. Pilot production (clinical phase II and III) demands high quality, which can 
more  easily  be  achieved  using  continuous  flow  techniques  combined  with  PAT  methods  and  tools, 
especially  for  reaction  types  A  and  B20.  In  commercial  production,  the  focus  is  on  cost20.  While  it  is 
estimated  that  the  capital  cost  of  a  continuous  production  unit  is  similar  to  a  batch  unit  (even with  a 
reduction  in  equipment  size)21,  the  impact  on  the  operating  costs  may  be  significant20,81.  It  has  been 
reported by Roberge et al.21 that raw material costs are typically 30‐80% of the operating costs, meaning 
that  yield  and quality  are  the main  cost drivers. A  similar  conclusion  can  be drawn  from  the  economic 
analysis performed by Schaber et al.81 of a batch and several continuous pharmaceutical plants designed for 
the  fabrication of  tablets of an API. The remaining cost  factors are dominated by  labor, change‐over and 
cleaning, and waste20,21. A higher degree of automation  in  continuous plants  favors a  reduction  in  labor 
costs  and  improves quality, while higher  reaction  yields  are usually  related  to waste  reduction  and  less 
42  PSE‐assisted design framework 
complex work‐up, possibly  resulting  in a  lower number of  separation and  isolation units and  thus  lower 
overall  plant  costs20,89.  The  impact  of  yield  on  the  operating  cost  is  more  significant  as  production 
approaches  the API  in  its  final  form, while  throughput  improvements  in  the starting stages  (close  to  raw 
materials) may be the dominant factor20.  
Regarding  sustainability,  a  fast  assessment  of  the  preliminary  process  or  single  unit  should  be 
performed. A  study by  the ACS Green Chemistry  Institute’s  (GCI)  Pharmaceutical Roundtable  concluded 
that the process mass intensity (PMI), defined as total mass of materials used to produce a specified mass 
of  product,  or  its  inverse,  the mass  efficiency  (ME),  can  be  used  as  the  key metric  for  evaluation  and 
benchmarking  of  sustainable  manufacturing104.  While  this  value  cannot  substitute  a  holistic  life  cycle 
assessment  (LCA),  it  can be  considered as an  intermediate  step  to estimate  the  LCA and environmental 
footprints104. A cradle‐to‐gate LCA  for a typical API has shown that 65‐85% of the environmental  impacts 
were energy‐related150. The cumulative energy demand (CED) was 1430 MJ‐eq/kg product, while the global 
warming potential (GWP) was 67.6 kg CO2‐eq/kg product150. The median amount of materials used to make 
1  kg  of  API  is  46  kg,  of which  56%  are  solvents  and  32%  are water135.  In  conclusion,  pharmaceutical 
processes  are  significantly more mass  and  energy  intense  than  common  (bulk)  chemical processes,  and 
sustainability improvements should in general be directed to a reduction of the mass intensity (PMI) and an 
improvement of the energy efficiency150.  
There are on  the other hand methodologies and software  tools  (e.g., Sustainpro106) available  that can 
suggest process improvements based on sustainability analysis, as discussed in more detail in steps 5 and 7 
of the design framework. 
3.4.4.2.6	Step	4.2.6.	Reactor	design	
The  information  obtained  throughout  steps  4.2.1  to  4.2.4  describing  the  reaction,  mass  and  heat 
transfer  requirements,  combined with  the objectives arising  from  step 4.2.5,  is used  to decide between 
batch and  continuous operation according  to  the arguments discussed  so  far. Physical  limitations of  the 
reaction  mixture  (phases,  mixing  and  heat/cooling  demands,  pressure,  etc.)  are  considered  for  the 
appropriate reactor design as discussed in previous steps. This subject is too broad to be covered in detail 
in this text. However, this step consumes a  large amount of the process development  time, and  in many 
scenarios, highly customized equipment is required.  Examples of reactor designs can be found elsewhere, 
e.g. COBR  (NiTech  solutions), ACR  (AM Technology),  spinning disk  reactor151, microreactor with optional 
multiple  injections  (side‐entries)96,152,  microwave‐heated  reactor153,  etc.  Additionally,  critical  design 
decisions  that directly affect  the actual  feasibility and  implementation  include  reactor materials, pumps, 
valves, continuous solid feeding, inert atmosphere (N2, Ar), among others. Furthermore, the design may be 
subject  to HAZOP  studies, GMP  regulations,  etc. Due  to  the  amount  of  time  and  expenses  invested  in 
custom‐made  designs,  and  considering  the multiproduct/multipurpose  nature  of  pharmaceutical  plants, 
generic approaches towards substrate adoption are highly desired82,92,94. In an example provided by Singh 
et al.82, the generic design objective should be able to cope with at least 80% of substrates subject to one 
reaction type (a nitro reduction in this example). 
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 Finding  the  optimal  reactor  network  (based  on  a  combination  of  plug  flow  reactors  and  CSTR with 
possible bypass, recycle or side‐entries) for a given set of reactions (series‐parallel) with known kinetics has 
been  the  subject  of  intense  study.  Two  approaches  have  received  a  lot  of  attention:  a  near‐optimal 
geometric approach based on the attainable region concept154, and a mathematical programming approach 
based  on  superstructure  optimization155,156.  The  application  of  the  attainable  region  method  has  the 
advantage of being a relatively fast method to find a near‐optimal solution, and thus  is highly useful  in a 
preliminary  design  phase.  However,  for  complex  kinetics  with  non‐isothermal  operation,  the  use  of 
programming techniques may become necessary155. The rise of continuous flow applications demonstrating 
higher  reaction  yield  and  selectivity  is  increasing  the  interest  in  telescoping  or  cascade  reactions80,  for 
example applied to multi‐enzyme processes144. As discussed  in previous steps,  in order to enable cascade 
systems, a solvent selection methodology for multi‐step processes85 is required.   
Opportunities  for  (further)  process  intensification  –  for  example  combining  reaction  and  separation 
phenomena –  should be  considered at  this point. Numerous approaches have been proposed,  including 
reactive  distillation,  two‐phase  reaction  systems  with  in‐situ  product  removal,  and  pervaporation  and 
membrane reactors, just to name a few. In order to avoid time‐intensive trial‐and‐error experiments, Lutze 
et  al.157  proposed  a  systematic  framework  for  the  design  of  intensified  processes  based  on  optimal 
combination  of  ‘traditional’  unit  operations  as  well  as  application  of  intensified  unit  operations.  The 
framework has been extended using a phenomena‐based approach,  through which novel  intensified unit 
operations can be proposed158. 
3.4.4.2.7	Step	4.2.7.	Solve	optimization	problem	
Based  on  the  objective  set  in  step  4.2.5  and  the  reactor  configuration  proposed  in  step  4.2.6,  an 
optimization  problem  is  solved. Objective  functions may  involve  one  or more  of  the  following  outputs: 
reaction yield, selectivity, reactor size, energy expenditure, environmental footprint, or any other product 
quality  attributes. Depending on  the  knowledge,  time  and  resources  available,  an  approximation  to  the 
optimal  solution  may  be  found  mathematically,  heuristically  or  with  a  hybrid  approach.  The  practical 
application of the methodology needs to take into account time and equipment or space constraints, which 
will depend on the  infrastructures and resources available. Ultimately, an economic analysis will evaluate 
the feasibility of the project (step 7). An approximate economic evaluation of the reactor proposed could 
however be advanced at this point (Figure 3.4). 
3.4.4.3	Step	4.3	Separation	and	purification	operations	
While  already  in  step  4.1  solvents  and  solvent  exchange  operations were  proposed,  separation  and 
purification operations should be designed after analysis of  the reaction products obtained.  In general, a 
lower  amount  of  side‐products  usually  means  less  demanding  work‐up  procedures  or  even  fewer 
downstream operations20. Furthermore, the nature of the reaction  intermediates sets operating  limits for 
separation and purification, which should be carefully considered.  In  this step  (Figure 3.5),  the base‐case 
design from step 3 is simplified and streamlined as much as possible, assessing the feasibility of the solvent  
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Figure 3.5 Workflow, methods and tools, and data‐flow corresponding to step 4.3 of the design framework: design of 
separation and purification operations. 
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exchange operations proposed  in step 4.1 and modifying/extending them where needed. For this reason, 
communication with the upper  level of the design methodology  is required  in an  iterative manner (Figure 
3.2). 
3.4.4.3.1	Step	4.3.1.	Analyze	intermediate	products	and	by‐/side‐	product	formation	
Quantitative analysis of the intermediate products obtained after each reaction step should normally be 
available  at  this  point,  since  it  is  needed  to  calculate  reaction  yields  and  selectivity. Optimally, models 
should  have  been  developed  in  order  to  store  process  knowledge39.  However,  by‐  and  side‐  products 
forming  impurities  might  be  very  difficult  to  isolate  and  quantify,  and  a  sufficient  objective  could  be 
ensuring  low  formation  (indirectly measured by  increasing yield) and/or  finding a method  for  isolation of 
the desired product. This  information  is most  likely generated  in collaboration with chemists  involved  in 
drug discovery and development and  subject  to  stringent  regulations  that are beyond  the  scope of  this 
manuscript. 
3.4.4.3.2	Step	4.3.2.	Evaluate	performance	of	base‐case	design	and	solvent	exchange	operations	
The base‐case design proposed  in  step 3 will  typically  contain numerous washing and  isolation  steps 
used  to  purify  the  desired  API  or  its  intermediates.  Hydrolysis  reactions  are  normally  followed  by 
subsequent  separation  of  aqueous  and  organic  phases.  In washing  operations, weak  acid  or  basic  API‐
intermediate  compounds are given  the opportunity  to  change  their  charge with pH, and  therefore  their 
partitioning between organic and aqueous phases can conveniently be  tuned. Washing  steps  in  series  in 
acidic and basic water can  thus be useful  to  separate API/intermediate compounds  from polar and non‐
polar  impurities.  Therefore, washing,  isolation  and  solvent  exchange  operations  (proposed  in  step  4.1) 
should be tested experimentally in order to understand the distribution of the compounds of interest in the 
resulting streams. The use of continuous microfluidic or mesoscale separation units is encouraged in order 
to promote the adoption of these techniques (see step 4.3.6 for detailed description). If a full (quantitative) 
chemical and physical characterization of by‐ and side‐ products  is available, thermodynamic models (vide 
supra)  could  be  employed  to  predict  the  distribution  of  API  intermediates  and  impurities  in  different 
streams. 
3.4.4.3.3	Step	4.3.3.	Assess	intermediate	product	degradation	profiles	and	cross‐interactions	–	
temperature	limits	for	separation	
Once  the  different  reactions,  washing,  isolation  and  solvent  exchange  operations  have  been 
characterized, cross‐interactions between API  intermediates and  impurities should be studied,  in order to 
find  incompatible compounds/reactions. For example,  if a side‐product  formed  in  the  first synthetic step 
does not have any  influence on the second reaction step, perhaps  it could stay  in solution until  it can be 
eliminated  more  conveniently  further  downstream.  The  idea  is  to  streamline  the  process  as much  as 
possible, exploit opportunities for telescoping reactions and then concentrate the API isolation procedures 
in  a  final  step.  Likewise,  the  degradation  profile  of  each  API  intermediate  should  be  investigated 
experimentally, typically as a function of time and temperature, but other variables could be relevant, for 
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example the pH.  In this way, maximum temperature  limits for  labile compounds can be determined  (and 
included in the design space definition), as well as necessary storage conditions. Very unstable compounds 
will  require  immediate  downstream  processing  upon  formation,  which  can  either  be  accomplished  by 
cascade reactions78,80,144 or by continuous downstream processing16. 
3.4.4.3.4	Step	4.3.4.	Set	constraints	for	compositions	of	intermediate	streams	
Based on the evaluation from step 4.3.3, the constraints for intermediate product compositions can be 
defined. Acceptable operating conditions and lag times must also be described. 
3.4.4.3.5	Step	4.3.5.	Eliminate	redundant/unnecessary	separation/purification	steps	
An  attempt  is made  to  eliminate  unnecessary  separation  and  purification  steps  from  the  base‐case 
design, based on  the  information  collected up  to  this point. As  an  example,  consider  a  reaction  that  is 
carried out with low selectivity in the discovery phase, forming high amounts of impurities. A crystallization 
step  may  be  required  to  isolate  the  desired  product.  This  will  probably  also  imply  making  a  solvent 
exchange step to a solvent where the compound has  lower solubility, or adding an anti‐solvent. After the 
crystallization step, filtration and drying may also be needed. In industrial scale, storage of the intermediate 
compound would also be a requirement. Improving the reaction selectivity may thus enable the elimination 
of several work‐up operations. 
3.4.4.3.6	Step	4.3.6.	Design	batch	and	continuous	separation	and	purification	operations	
Designing  the  separation  and  purification  operations  completes  the  basic  features  of  the  simplified 
process  flowsheet.  As with  reactor  design,  this  step  involves much  of  the  design  efforts.  The  optimal 
flowsheet generation for the separation of multi‐component mixtures has been a subject of wide  interest 
for  the  PSE  community159,160.  Broadly,  three  approaches  can  be  distinguished:  reasoning‐based,  which 
exploit physical property information and process knowledge to construct structurally feasible flowsheets; 
mathematical  programming,  where  an  optimization  problem  is  solved  based  on  a  predetermined 
superstructure; and hybrid methods, where a process superstructure  is  inferred  from process knowledge 
and  heuristic  rules  and  subsequently  an  optimization  problem  is  solved12.  Jaksland  et  al.84  presented  a 
methodology for the configuration of separation systems through a systematic analysis of the relationships 
between physicochemical properties, separation techniques that exploit a subset of these properties, and 
the conditions at which the separation techniques become feasible. The objectives were determining the 
separation techniques needed to separate a multi‐component mixture, sequencing the selected separation 
techniques, and finding estimates for the operating conditions. The optimal flowsheet must  lie within the 
search space defined by the flowsheets determined in the proposed methodology84.  
In  contrast,  mathematical  programs  fix  structural  features  and  operating  conditions  optimally  and 
simultaneously, starting from a predetermined superstructure. However, only solutions already embedded 
in  the original problem  formulation can be  found12,160. Combinatorial process synthesis  is a methodology 
combining  the  advantages  of  systematical  synthesis  of  structural  alternatives  with  mathematical 
programming for selecting the optimal flowsheet and  its operating parameters12. The superstructure may 
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be generated considering physical and chemical properties, regulatory limits and process knowledge. Once 
the superstructure has been generated containing feasible flowsheet options, the best path is selected and 
the  operational  parameters  are  adjusted  by  solving  an  optimization  problem. Another  hybrid  approach 
towards process synthesis and design was followed by d’Anterroches and Gani161, who synthesized process 
flowsheets based on  ‘process  groups’ and estimation of  their  ‘process‐properties’  (properties describing 
process performance), following a similar reasoning as in CAMD137. Fast screening of processes was possible 
using  the  attainable  region  concept  for  reactor  design  and  the  driving  force  design  methodology  for 
sequencing of distillation operations162. Computer‐aided methods and tools and simulation software based 
on thermodynamic models (with predictive ability) and experimental data are essential for efficient design 
and sequencing of separation operations (e.g., Hsieh et al.121). A list of common design problems regarding 
the separation and purification of pharmaceutical products, and related computer‐aided methods and tools 
used to approach their solution, is provided by Afonso et al.163.   
PSE methods and tools for flowsheet synthesis and design are therefore well established. However,  in 
order to sequence the separation and purification operations and establish the basic operating conditions, 
the first decision to make  is whether the separation/purification operation(s) should be performed batch‐
wise or continuously. This is a more difficult question to answer compared to reactor design, since research 
on  small‐scale  (micro/meso‐scale)  continuous  separation  units  lags  to  some  degree  behind  the 
development  of micro‐  and microstructured  reactors. Nevertheless,  this  subject  has  received  significant 
attention  in  recent years and excellent  contributions have been made on micro‐scale  continuous  liquid‐
liquid  extraction  and  distillation16.  Examining  classical  textbook  criteria  to  decide  between  batch  and 
continuous operation would lead one to conclude that most pharmaceutical products should be fabricated 
batch‐wise. However, recent literature actually challenges the ‘traditional’ decision criteria. In our opinion, 
deciding whether a  separation operation  should be carried out  in batch mode or  in  continuous mode  is 
largely dependent on the operating mode of the reactions  immediately before and  immediately after the 
separation operation.  It should be considered that a batch vessel equipped with a  jacket, a stirrer, and a 
condenser  is  in fact multi‐purpose. For example, consider a process consisting of a reaction followed by a 
hydrolysis,  aqueous  extraction  of  a  by‐product,  decantation  for  removal  of  the  aqueous  phase,  solvent 
exchange by distillation  (e.g.  to an anti‐solvent), and  finally  crystallization  (an example of  such  common 
situation can be found  in Hsieh et al.121). All these tasks could  in practice be performed  in a single vessel.  
No need  for cleaning or storage between reaction and separation steps would be needed.  It  is  therefore 
clear,  that  even  though  the  efficiency  of  such  vessel may  not  be  optimal  for  any  of  the  reaction  and 
separation  tasks,  the  capital  cost  is  reduced  to one unit.  Furthermore,  such unit  could be employed  for 
similar operations  in a different process train. Therefore,  it would be difficult to  justify changing work‐up 
processes  from batch  to continuous mode  if neither  the reactor  itself, nor  the subsequent reaction step, 
are  converted  to  continuous mode. We  therefore  conclude  that  a holistic  (reaction‐workup)  analysis of 
each stage  in a multistep synthesis process must be done  to decide between batch‐wise and continuous 
processing.  
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The decision‐making process (batch/continuous) should thus examine the conditions of operation of the 
reaction steps  (and  the arguments  that  led  to  that conclusion, as discussed  in step 4.2),  the  information 
gathered throughout steps 4.3.1 to 4.3.5, and specific technological advantages of continuous separation 
and  purification  processes.  Products  that  show  fast  degradation  or  cross‐interaction  with  other 
products/by‐products/solvents should be further processed as soon as generated, which can more easily be 
achieved in continuous mode. Thermally labile compounds may be subject to more gentle conditions using 
specific  continuous  operating  technologies,  thanks  to  improved  heat  transfer  leading  to  low  hot‐spot 
formation16. Membrane‐based  separations17,18,146 may  also  demonstrate more  selective  separations,  no 
thermal degradation, easier operation (e.g. through automation) and higher energy efficiency. Continuous 
crystallization enables more accurate  temperature control  leading  to narrower particle size distributions, 
for example using a  continuous oscillatory baffled  crystallizer164. All  these, and other  technology‐specific 
advantages are subject of current research and development. Hartman and Jensen16 provided a review of 
microchemical‐based reaction and separation systems. Although the basic separation operations have been 
demonstrated  at  small‐scale,  these  separation devices must demonstrate  actual  scalability  for  industrial 
purposes, and they must compete against mesoscale continuous separation units such as hydrocyclones165 
which have the advantage of integrating several functions (mixing, reaction, extraction, separation). A more 
thorough review of recent advances in continuous separation technologies is out of scope, but fundamental 
understanding  of  these  new  technologies  and  demonstration  of  scalability  is  necessary  to  extend  their 
general adoption. 
3.4.4.4	Step	4.4	Process	flowsheet	simulation	and/or	experimental	validation	
A process flowsheet should at this point be available, whose actual feasibility must be verified. Using a 
model‐centric design approach39 throughout process development will allow deeper process understanding 
and will probably yield a larger design space5. However, in the last instance, an experimental validation of 
the process will be required.  
A specific challenge of multi‐step continuous processes related to process control is how to connect unit 
operations  with  very  different  characteristic  times  and  obtain  a  strictly  continuous  flow.  These  issues 
should be identified at this point so that they can be studied further in the next steps. 
3.4.4.5	Step	4.5	Scale	up/out	
If  the  simplified  process  flowsheet  is  successfully  validated,  the  next  step  is  to  demonstrate  its 
scalability,  that  is,  propose  the  design  of  operation  units  able  to  meet  the  desired  industrial‐scale 
throughput.  Once  in  the  market,  the  demand  of  a  pharmaceutical  product  may  vary  considerably  at 
different stages of the product  life cycle  (market  launch – growth – maturity – decay), and the  industrial 
process  should  thus be able  to  respond  to  large  throughput variations. The pharmaceutical  industry has 
traditionally handled this uncertainty by using multi‐purpose batch units and dividing the yearly production 
in a number of campaigns as required. However, scale up problems then arise as extensively documented 
in  the  literature1,15.  In  contrast,  for  continuous operating units,  the originally proposed  strategy used  to 
meet  throughput  and  product  variations  was  following  a  modular  concept  (toolbox  concept20)  and 
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replicating parallel (small) units as needed (scaling out or numbering‐up approach)1,15,21. In this way, since 
the  characteristic  lengths  for  mass  and  heat  transfer  are  basically  kept  constant  throughout  scales 
(laboratory‐pilot‐industrial),  scale  up  issues  could  potentially  be  eliminated.  However,  as  shown  by 
Mendorf  et  al.93,  fluid  distribution  and  parallelization  of  micro‐scale  units  may  not  be  such  a 
straightforward task as  is often claimed. Furthermore, replicating small units (and potentially also pumps, 
sensors, actuators, etc.) may  lead  to prohibitively high capital costs. According  to Kockmann et al.94,  the 
numbering‐up  approach  should  actually  be  kept  as  a  last  option.  Furthermore,  solids  handling  is  still  a 
major  limitation  for  microreaction  technology21,95.  Hence,  a  scale  up  approach  may  still  be  the  most 
economical method  to  process  large  flow  rates  in  challenging  scenarios while maintaining  some  of  the 
advantages  of  operating  at  small  length  scales  (e.g.,  using meso‐  units).  In  order  to  accomplish  these 
objectives, Barthe et al.96 and Kockmann et al.94 have shown that scaling up should be driven by a thorough 
description of mass and heat  transfer  characteristics. Computational Fluid Dynamics  (CFD)  could also be 
useful  to  describe  mixing  behavior  across  different  scales97.  Assuming  that  reaction  kinetics  could  be 
determined  in the upper  levels of the design framework, combining this knowledge with CFD simulations 
should  allow  in‐silico  investigation  on  how  non‐ideal mixing  influences  reaction  performance  at  larger 
scales136. 
3.4.5	Step	5:	Process	evaluation	and	intensification,	integration	and	optimization	
Once a simplified process flowsheet has been validated and a scale up/out strategy has been defined, 
the  process  can  be  evaluated  in  order  to  find  potential  further  improvements,  which  should  be 
communicated  to  the upper  levels of  the design  framework when  relevant  (Figure 3.2). Some  software‐
assisted  methodologies  have  been  proposed  in  order  to  find  process  streams  where  significant 
improvements could be achieved  in  terms of mass or energy use,  for example Sustainpro106. One option 
could be  finding opportunities  for  further process  intensification  –  for  example  combining  reaction  and 
separation. An approach to such problem has been studied thoroughly by Lutze et al.157,158  
Another opportunity arising from the more extended use of continuous operating units  is to  introduce 
solvent  integration89. Despite  the  large amount of  solvents used  in  the pharmaceutical  industry,  solvent 
recovery and  recycling practices are not very extended, due  to  the potential  risk of cross‐contamination 
and the high solvent purity required,  implying a high recovery cost11. Currently, much of the solvent used 
for pharmaceutical production is discarded as waste and incinerated. For example, within GSK, a study from 
2007 stated that on average less than 50% of solvent used was recycled and reused11. Ahmad and Barton86 
presented  a  systematic  design  approach  to  the  generation  of  batch  process  flowsheets with  integrated 
solvent recovery and recycling. The approach was based on a systematic alteration of the mixtures formed 
in a batch process  in order  to  facilitate solvent recovery and recycling. The objective was  to avoid highly 
non‐ideal phase behavior, in particular azeotropy, which would otherwise complicate separation and hence 
recovery  of  the  solvents.  Chakraborty  and  Linninger12  demonstrated  the  simultaneous  optimization  of 
structural  process  flowsheet  design  decisions while  finding  optimal  operational  parameters  for  optimal 
sequencing of a solvent recovery system.  
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Energy consumption has also been generally disregarded by the pharmaceutical industry as a potential 
gate to cost and environmental  impact reduction. One of the reasons  is that energy consumption data  is 
usually only available on a plant level (in multipurpose plants) and thus specific consumption data for each 
process  train or unit  is difficult  to  find150. Therefore, a  systematic mindset  change  is  required  to  include 
energy consumption as a critical production quality parameter, so that more data becomes available.  
Last  but  not  least,  once  all  structural  decisions  forming  the  process  flowsheet  have  been  taken,  all 
process  variables which  have  not  been  fixed may  be  subject  to  a  reduced  optimization  problem.  The 
objective could be single or multiple (cost, environmental impact, energy use, etc.). 
3.4.6	Step	6:	Process	monitoring	and	control	tools	
With  the  introduction  of  PAT  and QbD  in  the  pharmaceutical  industry,  the  design  and  validation  of 
processes  in  a  range  of  processing  conditions  –  known  as  the  design  space  –  have  been  encouraged. 
Implementing QbD practically means  that  the process can be  regulated  to  respond  to disturbances or  to 
meet a certain optimization criterion, without the need to re‐validate the whole process. However, in order 
to do  so, one must demonstrate  sufficient process knowledge, which can  for example be  stored using a 
model‐centric  approach  as  recommended  throughout  the  design  framework39.  The  use  of  data‐driven 
models (e.g., partial least squares regression) has also been proposed to respond to for example variability 
in the raw materials via feed‐forward control103.  
One of the key concepts related to PAT  is real‐time release, where product quality  is assessed  in real‐
time  based  on  on‐line measurement  of  critical  process  variables. However,  this  requires  that  real‐time 
monitoring tools are available and that they are used efficiently. Throughout the design framework, the use 
of  in‐situ monitoring  techniques has been  encouraged,  for  example  combining microfluidic  experiments 
with fast process knowledge acquisition98‐100.  The same monitoring techniques may be used to control the 
industrial‐scale  process.  Singh  et  al.77  created  a  systematic  computer‐aided  framework  to  develop  a 
software (ICAS‐PAT) for design, validation and analysis of PAT systems. The design of a PAT system involves 
the  identification  of  the  critical  quality  parameters,  selection  of  economical  and  reliable  on‐line 
measurement tools and integration of these on‐line sensors with the control system77.  
Operability and flexibility considerations may also be  integrated  into the process synthesis procedures 
themselves, as shown by Malcolm et al.166. In this way, an integrated optimal design with feedback control 
may  be  obtained. However,  feedback  raises  the  difficulty  for  converging  integrated  design  and  control 
problems with mathematical programming methods166.  In  addition,  classical PID  tuning  requires  a priori 
knowledge of the system dynamics, which may be a challenge. Hamid et al.167 recently presented a model‐
based methodology for integrated process and control design. 
3.4.7	Step	7:	Process	assessment	
The final step in the design framework is the economical and/or environmental assessment of the final 
process. The environmental  impact related to the process can be evaluated using different guidelines and 
software tools as reviewed by Linninger and Malcolm115. The use of a full LCA should also be encouraged to 
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evaluate  the origin and nature of  the  impacts and understand how  they can or were  reduced104,150. One 
example of an economical analysis of a pharmaceutical production process including continuous operations 
has been given by Schaber et al.81. Estimated cost savings ranged from 9 to 40% by converting the process 
from batch to continuous mode. The savings were both related to operating costs (raw materials, utilities, 
waste  handling,  labor  and  materials  handling,  and  quality  assurance  and  control)  and  capital  costs. 
Interestingly, and according to the discussion introduced in step 4.2.5, for the highest price assumed for the 
key intermediate (substrate) and the highest API mass loading in the final product (tablet), up to 90% of the 
operating expenses are due to raw material costs, and of this amount, 97‐99%  is due to organic reagents 
(not  including  inorganic  reagents, organic  solvents, water  and  excipients  and  coatings).  Therefore,  even 
though  the mass of organic  reagents  is only about 3% of  the  raw material mass  requirements  (kg), and 
organic solvents (52%) and water (35%) account for about 85‐90% of the raw material mass requirements 
(kg), efficiency in the use of organic reagents may be the main driver to cost reduction81. This observation 
highlights once more the importance of the prompt identification of cost drivers. However, one must note 
that multiple objectives may be achieved by moving some of the process units from batch to continuous 
mode; for example, an  increase  in yield usually means simpler work‐up,  less solvent and utilities use, and 
thus  lower environmental  impact. As discussed by Gerogiorgis and Barton89,  the use of  (micro‐)  reactors 
and  separation  units with  higher  yields  and  improved  separation  efficiencies may  lead  to  a  significant 
process flowsheet simplification. 
3.4.8	Step	8:	Implementation	
A verified simplified process including continuous operating units can be implemented in this step. This 
step  must  be  reached  at  the  same  time  as  the  regulatory  agency  approves  manufacturing  of  the 
pharmaceutical  product.  The  implementation  of  continuous  operating  units  will  require  training  of 
operators,  where  a  transition  from  manual  operation  to  supervision  of  automated  process  regulation 
through PAT will be a key innovation factor. 
3.5	Conclusions	
A  systematic  framework  has  been  proposed  to  design  continuous  pharmaceutical  manufacturing 
processes,  that  is, processes  that exploit  the advantages of continuous  flow. The  framework  follows  the 
drug product and process development cycle and promotes the synergic interaction of PSE and microfluidic 
techniques throughout  it. The design procedure starts already at the drug discovery  level, where efficient 
interaction with medicinal chemists can result  in reduced development time, selection of environmentally 
friendly synthetic routes and smoother scale up. The evaluation of a candidate drug product in clinical trials 
requires a preliminary process or base‐case design so that the product can be manufactured in pilot scale. 
The main objective at this point is to obtain a process with satisfactory product quality in the shortest time. 
Efficient  cooperation  with  process  engineers,  utilization  of  microfluidic  techniques  and  employing  PSE 
methods  and  tools  can  result  in much  faster development  time.  The design  framework  emphasizes  the 
opportunities to retrofit the base‐case design and focuses on the application of solvent selection, reactor 
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design  and  separation process design. Guidelines  are  suggested  to  ascertain when  to perform  a  certain 
operation in batch or in continuous mode, while a final process evaluation in terms of cost, environmental 
footprint, quality and  safety must be performed  to evaluate  the viability of a design project. The design 
framework has been supported by literature studies and can be applied to the design of processes used to 
manufacture new drug products or to retrofit existing batch‐wise processes, as it will be illustrated with the 
zuclopenthixol case study (Chapter 4). 
 
 
 CHAPTER   4 
4. Application	of	the	design	framework	to	the	
zuclopenthixol	case	study	
Abstract 
The design framework proposed in Chapter 3 has been applied to the retrofit of an existing batch‐wise 
process used by H.  Lundbeck A/S  to produce an API:  zuclopenthixol. Some of  its batch operations were 
successfully  converted  into  continuous  mode,  obtaining  higher  selectivities  that  allowed  a  significant 
simplification of the whole process. The material and environmental footprint of the process – evaluated 
through the process mass intensity index, i.e., kg of material used per kg of product – was reduced to half 
of its initial value, with potential for further reduction. The case‐study includes reaction steps typically used 
by  the pharmaceutical  industry  featuring different characteristic  reaction  times, as well as L‐L separation 
and  distillation‐based  solvent  exchange  steps,  and  thus  constitutes  a  good  example  of  how  the  design 
framework can be useful to efficiently design novel or already existing API manufacturing processes taking 
advantage of continuous processes. 
4.1	Introduction	
The  design  framework  presented  in  Chapter  3  has  been  applied  to  an  already  existing  batch‐wise 
process  used  by H.  Lundbeck  A/S  to  produce  an  API:  zuclopenthixol.  The  objective was  to  explore  the 
opportunities to convert the process – or some of its unit operations – to continuous operating mode, and 
evaluate  the  potential  benefits  of  that  conversion.  It was  a  learning  progress  from which  a  toolbox  of 
continuous operating units was developed, together with some criteria for selection of the most relevant 
operating mode. Since the process was already known and previous process experience was available, the 
design procedure  started  from  step  4 of  the design  framework  (retrofit  analysis),  taking  as  a base‐case 
design (step 3) the known batch‐wise process. The text below describes the step‐by‐step application of the 
design framework and summarizes the achievements obtained throughout the process. 
4.2	Description	of	the	base‐case	design	(batch‐wise	process)	–	step	3	of	the	
design	framework	
Zuclopenthixol (traded by H. Lundbeck A/S as clopixol) can be isolated from a mixture of cis‐ and trans‐
clopenthixol (4‐[3‐(2‐Chlorothioxanthen‐9‐ylidene)propyl]‐1‐piperazineethanol), where the trans‐ isomer is 
recycled and  isomerized to a cis‐trans mixture. This case study focuses on the synthesis of cis‐ and trans‐
clopenthixol (compound 7) through 4 reaction steps (Scheme 4.1), resulting in an almost equimolar mixture 
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of  the  two  isomers.  The  first  reaction  step  is  a  Grignard  alkylation,  where  allylmagnesiumchloride 
(compound  2)  reacts  with  chlorothioxanthone  (CTX,  compound  1)  to  produce  an  alkoxide  product 
(compound  3).  In  the  second  step,  the  alkoxide  reacts  with  acidic  water  to  produce  9‐Allyl‐2‐
Chlorothioxanthen‐9‐Ol (short name ‘allylcarbinol’, compound 4), and magnesium salts of the form MgCl2, 
MgCl(OH) and Mg(OH)2 depending on the pH (insoluble Mg(OH)2 salts can be converted to soluble MgCl2 
salts by adding sufficient acid). The next step is a dehydration of the ‘allylcarbinol’ to 9H‐Thioxanthene, 2‐
chloro‐9‐(2‐propenylidene)‐(9CI) (short name ‘butadiene’, compound 5). The last step is a hydroamination 
of  the  ‘butadiene’  with  1‐(2‐Hydroxyethyl)piperazine  (short  name  ‘HEP’,  compound  6)  to  produce 
clopenthixol (7). 
 
Scheme 4.1 Synthetic route followed to produce clopenthixol from CTX.
 
 
 
 
 
 
Figure 4.1 Flowsheet representing the original batch‐wise process used by H. Lundbeck A/S to produce clopenthixol. 
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The original batch‐wise process flowsheet is divided into two stages (Figure 4.1). The first stage involves 
the synthesis and  isolation of the ‘allylcarbinol’  intermediate. After alkylation of CTX and hydrolysis of the 
alkoxide product,  the organic phase  (containing a mixture of THF, water and  ‘allylcarbinol’)  is  separated 
from the aqueous phase (containing a mixture of water, THF, Mg salts and polar impurities). Since a small 
amount of unknown impurities is found after the batch alkylation, it is considered important to isolate the 
‘allylcarbinol’ before continuing the synthetic route. Therefore,  ‘allylcarbinol’  is  isolated by crystallization, 
using water  and  ethanol  as  anti‐solvents.   A  solvent  exchange  step  is  needed  to  remove  THF  from  the 
organic phase  (after  L‐L  separation) and gradually add ethanol and water. The  ‘allylcarbinol’  crystals are 
separated by filtration and subsequently dried and collected for storage. 
In the second stage (Figure 4.1), ‘allylcarbinol’ is dissolved in toluene and dehydrated to the ‘butadiene’ 
intermediate.  Since  it was  originally  believed  that  the  dehydration  of  ‘allylcarbinol’  is  reversible with  a 
limited equilibrium conversion, it was thought to be necessary to remove all water from the ‘allylcarbinol’ 
solution before dehydrating it. Acetic acid anhydride is used as dehydrating agent, reacting with the water 
product  from  the dehydration  reaction  and  forming  acetic  acid. Acetyl  chloride  is used  as  acid  catalyst. 
Acetyl chloride can react with the alcohol group of  ‘allylcarbinol’, forming an ester and hydrochloric acid. 
Hydrochloric acid then acts as a catalyst for the dehydration reaction. The water product reacts with acetyl 
chloride  forming  acetic  acid  and more  hydrochloric  acid.  Therefore,  the  two  compounds work  as  acid 
catalysts  and  dehydrating  agents  (acetyl  chloride  being  the  strongest  acid  catalyst).  The  ‘butadiene’ 
intermediate dissolved  in  toluene  is  then washed  several  times  in water  in order  to  remove  acetic  acid 
(washing steps are however not depicted in Figure 4.1 but are listed as sub‐tasks in Table 4.2 as discussed 
in the following sections). The final reaction step (hydroamination) is a slow reaction (24h batch). An excess 
of HEP  is desired  in order to  increase the reaction rate. HEP can act both as solvent and as reactant.  In a 
solvent exchange step,  toluene  is distilled off and HEP  is gradually added. When  the solvent exchange  is 
complete the reaction proceeds until all ‘butadiene’  is converted. This step ends the process as studied  in 
this case study.  
A final extraction of clopenthixol with toluene and separation of HEP with water is performed after the 
hydroamination reaction, but this step will only be considered in the final process evaluation (see Table 4.2 
and Table 4.5), since so far  it  is assumed that these steps will be carried out as  in the original batch‐wise 
process. Future research may however result in a modification or simplification of the final extraction step. 
4.3	Retrofit	analysis	–	step	4	of	the	design	framework	
In  this  step,  the original batch‐wise process was  streamlined as much as possible,  converting  its unit 
operations to continuous mode when favorable. 
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4.3.1	Solvent	selection	and	solvent	exchange	
4.3.1.1	Solvent	selection	for	individual	reaction	steps	
In the base‐case design, four solvents are employed: THF is used in the alkylation reaction, ethanol and 
water are used for the controlled crystallization of ‘allylcarbinol’, and toluene is used for the dehydration of 
‘allylcarbinol’ to ‘butadiene’. The hydroamination is solvent‐free after evaporation of toluene. 
4.3.1.1.1	Alkylation	reaction	
Grignard reagents most often require the use of ethereal solvents168. Originally (the original batch‐wise 
process dates back to the 1960s), the Grignard reagent formation (from allyl chloride and Mg turnings) and 
the alkylation reaction were performed  in diethyl ether. However, this solvent was  later replaced by THF, 
which  offered  improved  safety  (the  flash  point  of  THF  is  significantly  higher  than  the  one  of  diethyl 
ether168).  The  formation  of  the  Grignard  reagent  is  a  very  exothermic  reaction with  high  potential  for 
accumulation  and  run‐away.  For  this  reason,  the  reaction  is performed under  reflux, where  the  solvent 
absorbs  the  heat  of  formation  (high  latent  heat  desired)  and  the  reaction  keeps  the  solution  boiling. 
‘Allylcarbinol’ has  a high  solubility  in THF, while CTX  is  less  soluble. Traditionally,  the  reaction has been 
performed in fed‐batch mode. Grignard reagent is slowly added to a suspension of CTX, achieving relatively 
high ‘allylcarbinol’ concentrations. The alkylation reaction  is therefore well known  in THF. However, other 
ethereal  solvents were  claimed  to be  greener,  for  example 2‐methyl‐THF  (Me‐THF)169  and  cyclopenthyl‐
methyl‐ether (CPME)170. The validity of this statement was evaluated by Henderson et al.135, who concluded 
that these solvents  indeed show some advantages compared to THF,  including  low miscibility with water, 
enabling two‐phase separation in aqueous quench/extraction and thus facilitating wastewater treatment. 
4.3.1.1.2	Hydrolysis	of	alkoxide	product	
In this reaction the alkoxide product is hydrolyzed by water. Water is sufficiently acidic to perform this 
exothermic reaction instantaneously; however, an acid is added to lower the pH and solubilize the Mg salts 
formed. This reaction does not require an extra solvent (other than the ethereal solvent and water) and is 
usually considered as a sub‐step of the Grignard reaction. 
4.3.1.1.3	Dehydration	of	‘allylcarbinol’	
This reaction requires a solvent that can dissolve at least ‘allylcarbinol’, and preferably also ‘butadiene’. 
The reaction is slow (15 minutes or more under the conditions known in the base‐case design) and slightly 
endothermic.  It  is hypothesized  that  the  reaction  rate can be  increased by  temperature and  therefore a 
medium/high boiling point  solvent would be desired. The  reaction  is well known  in  toluene using acetyl 
chloride and acetic acid anhydride as acid catalysts and dehydration agents. Subsequent washing steps with 
water (used to remove acetic acid from the solution) make toluene the traditional solvent of choice due to 
its low miscibility with water. The spectrum of possible solvents for this reaction is very large. 
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4.3.1.2	Solvent	selection	for	the	multistep	process	
A matrix could be built with a list of solvent candidates for each reaction step85. In this case the matrix is 
not needed because  the problem  is  simple:  the alkylation  reaction  requires an ethereal  solvent and  the 
dehydration reaction has a large spectrum of solvent possibilities. 
4.3.1.3	Solvent	exchange	and	final	selection	of	solvent	candidates	
The  separation and  solvent exchange  steps used  in  the  first  stage of  the base‐case design are: a)  L‐L 
separation  of  organic  and  aqueous  phase  after  hydrolysis,  and  b)  solvent  exchange  from  THF  to 
ethanol/water for the crystallization. The second stage of the base‐case design requires a solvent exchange 
step  from  toluene  to  HEP.    However,  it was  hypothesized  that  by  changing  the  alkylation  reaction  to 
continuous mode,  the yield could be  improved and a  lower amount of  impurities would be  formed. This 
would make  the  crystallization  step  (used  to  isolate  ‘allylcarbinol’  crystals)  unnecessary,  as well  as  the 
solvent exchange step  to ethanol/water. Consequently, stages 1 and 2 could be  integrated  in one stage, 
making a direct solvent exchange step from the alkylation reaction to the dehydration reaction. Hence, the 
solvent requirements could be reduced to: 
a) Select  an  ethereal  solvent  for  the  alkylation  reaction  that has  a  good  solubility with  at  least 
‘allylcarbinol’, and preferably also with CTX. The solvent should satisfy the safety requirements 
for the Grignard reagent formation (comparable or better latent heat of vaporization and flash 
point than THF). The solvent should preferably have a low miscibility with water, so that the L‐L 
separation  after  hydrolysis  is  feasible.  However,  it  is  known  that  Mg  salts  and  organic 
compounds can cause a phase split  in otherwise miscible organic solvent and water by the so‐
called  ‘salting‐out’ effect171. Therefore,  this  last  condition  is  less  restrictive  than  the previous 
two. Finally, the solvent should have comparable or better environmental sustainability, toxicity 
and  cost,  than THF. The  solvent  should  therefore be  commercially available and well  known. 
This made the use of CAMD unnecessary for this particular case.  
b) Select  a  solvent  for  the  dehydration  reaction  that  has  comparable  or  better  properties  than 
toluene  in  terms of cost,  safety, and environmental  sustainability. However, preferably, avoid 
the use of toluene by telescoping the alkylation reaction after hydrolysis and L‐L separation.  
c) If a solvent is selected for the dehydration reaction other than the ethereal solvent used in the 
alkylation reaction, make sure that solvent exchange is feasible from the ethereal solvent to the 
solvent used in the dehydration reaction. A simple approach is to select an ethereal solvent that 
has  a  lower  boiling  point  than  the  solvent  used  in  the  dehydration  and  does  not  form 
azeotropes with the higher boiling solvent.  
d) Solvent  exchange  from  the  solvent  used  in  the  dehydration  reaction  to  HEP  (used  in  the 
hydroamination reaction) should be feasible (boiling point of HEP at normal pressure is 246°C). 
Based on these conditions, a prioritized list of process options was proposed: 
 
 
 
 
 
 
 
Figure 4.2 Flowsheet representing the simplified process proposed for the production of clopenthixol using continuous flow operations. 
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1) Keep THF as the solvent of choice for the Grignard reaction, since changing the solvent to other 
ethereal solvents does not bring a significant advantage in this particular case in the short term 
(higher  cost  of  alternative  solvents  and  low  commercial  availability  of  allyl  halides  in  other 
solvents than THF). Telescope the alkylation, hydrolysis, L‐L separation and dehydration in THF, 
i.e., use directly the organic phase from the L‐L separation in the dehydration reaction. Use HCl 
to lower the pH in the hydrolysis and phase separation, and use the same acid as catalyst for the 
dehydration  reaction.  The  simplified  process  flowsheet  shown  in  Figure  4.2  was  therefore 
proposed for further study.  
2) In case it is shown that the dehydration reaction is not feasible in THF using HCl as catalyst, the 
dehydration  reaction  should  be  performed  in  toluene  using  the  traditional  catalysts  and 
dehydration  agents  (acetyl  chloride  and  acetic  acid  anhydride).  In  this  case  solvent exchange 
from  THF  to  toluene would be  required. A preliminary  study of  the  Liquid‐Vapor  equilibrium 
curve  for  toluene  and  THF  did  not  show  any  azeotropes  and  therefore  solvent  exchange  by 
distillation is expected to be feasible.   
3) The use of an alternative ethereal solvent is proposed even though it may not be economically 
advantageous at this point. Me‐THF and CPME are proposed as candidate solvents due to  the 
following reasons: a) they have a  lower miscibility with water, meaning that the L‐L separation 
after the hydrolysis (and potential further washing steps) should be less challenging and a lower 
fraction  of  the  organic  solvent  would  be  lost  in  the  aqueous  stream,  meaning  a  simpler 
treatment of wastewater and recovery and drying of the solvent; b) they have a higher boiling 
point  than  THF, meaning  that  if  the  reactions  are  telescoped  as  proposed  in  option  1),  the 
dehydration  reaction  could  be  performed  under  higher  temperature  without  requiring 
pressurization,  increasing  the  reaction  rate  and  requiring  a  lower  capital  cost  (low‐pressure 
pump, no back‐pressure‐regulator, no concerns about pressurized equipment, etc.). 
4.3.2	Reaction	analysis	and	reactor	design	
In this step,  the  feasibility of the simplified process  flowsheet shown  in Figure 4.2 was experimentally 
verified. The  reactor analysis and design procedure was  repeated  for each  reaction  step,  i.e., alkylation, 
hydrolysis, dehydration and hydroamination. For illustration purposes, Table 4.1 contains a summary of the 
information collected and the design decisions taken throughout the application of the design framework 
to the alkylation reaction. The design procedure was similarly applied to the other reactions (Tables A1, A2 
and A3  in Appendix 1). A brief description of  the  reactor designs proposed  for  the  four  reaction steps  is 
provided in the following subsections. 
4.3.2.1	Alkylation	(Grignard	reaction)	
The alkylation of CTX  is a  fast and exothermic Grignard  reaction  (reaction  class A), most  suitable  for 
micro‐structured  flow  reactors as  long as homogeneous  conditions  can be guaranteed.  In  this particular 
case,  CTX  has  a  low  solubility  in  THF,  while  the  alkoxide  product  and  the  Grignard  reagent 
(allylmagnesiumchloride) have high solubility. The reaction could be performed homogeneously (implying 
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Table 4.1 Information collected and design decisions taken throughout the application of the design framework to the 
alkylation reaction (step 4.2 of the framework). 
ALKYLATION (GRIGNARD REACTION) – THF solvent 
Step 4.2 – Reactor design  Information collected  Output / decision taken 
Step 4.2.1 
Qualitative analysis 
Phases – reactant solubility
Phases – reactant solubility 
Phases – product solubility 
Reaction generic type 
Reactivity issues 
Heterogeneity 
CTX sparingly soluble in THF 
Grignard reagent soluble in THF 
Alkoxide soluble in THF 
Grignard reaction, alkylation on ketone 
Grignard reagent reactive towards air/humidity 
Heterogeneous/homogeneous (solvent use?) 
Step 4.2.2 
Calorimetric studies & short 
kinetic analysis 
Kinetics 
Reaction enthalpy 
Very fast reaction 
Exothermic (‐167kJ/mole) 
Step 4.2.3 
Exploratory design of 
experiments 
Stoichiometry
 
Concentration 
 
Temperature 
 
Kinetics/mixing 
Solubility 
Dissolution rate 
Excess of Grignard reagent leads to side‐
products 
High Grignard reagent concentration leads to 
impurity formation 
Temperature below 35‐40°C does not have 
significant effect on impurity formation 
Very fast kinetics, mixing controlled 
CTX solubility curve vs. temperature obtained 
CTX dissolution rate found 
Step 4.2.4 
Reaction classification and 
identification of limitations 
Reaction class 
Limitations 
Reaction class A (very fast, exothermic) 
Mass and heat transfer limited 
Step 4.2.5 
Determination of cost 
drivers and sustainability 
indicators 
Cost driver 1
Cost driver 2 
Cost driver 3 
Sustainability driver 
Yield (low side‐product formation) 
Solvent consumption 
Man‐power and safety 
Solvent consumption 
Batch or continuous?  Decision 
Small‐scale continuous reactor with improved 
mixing and heat transfer, improved safety, 
more automation 
Step 4.2.6 
Reactor design 
Cost driver 1 – yield
Cost driver 2 – solvent use 
Cost driver 3 – operational  
Multiple injection microreactor (side‐entries)
Filter reactor 
Automation, in‐line monitoring 
Step 4.2.7 
Solve optimization problem 
Problem formulation
Solution method 
Constraints 
Minimize solvent use and impurity formation
Heuristics and experimentation 
Operational constraints dominate (precipitation) 
Economic evaluation of the 
project  Capital & operational costs 
Economic advantage of removing large reactor 
and substitute by small‐scale reactor 
Improved yield expected 
Lower solvent consumption 
Work‐up greatly facilitated 
Increased automation and safety 
Less manual operations (e.g., solid feeding) 
 
diluted reagents and  large solvent consumption, or very high temperature operation  in order to  increase 
solubility)  using  a microreactor with  optional  side‐entries  (multiple  injections)96,152,  or  heterogeneously 
(using  less solvent), using a continuous flow technology that  is compatible with solids  in suspension (e.g., 
COBR  or  filter  reactor).  The  suitability  of  a  continuous  filter  reactor  followed  by  a  tubular  reactor with 
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multiple  injections  has  been  demonstrated  elsewhere148,172  (Chapter  5).  Figure  4.3  shows  a  schematic 
diagram  of  the  reactor  setup.  In  short,  the  filter  reactor  provides  solvent  savings,  while  the  multiple 
injection tubular reactor provides accurate titration of CTX excess with low impurity formation. The reactor 
system can be monitored and potentially controlled by real‐time in‐line NIR spectroscopy measurements172. 
 
Figure 4.3 Schematic diagram of  the continuous alkylation  reactor  (filter  reactor  in  series with a  side‐entry  tubular 
reactor). P‐1, P‐2 and P‐3 are pumps, M‐1 and M‐2 are manometers, CV‐1 to CV‐4 are check valves, V‐1  to V‐5 are 
standard valves, and SM‐1, SM‐2 and SM‐3 are static mixers. Additionally, pressure relief valves should be  installed 
after each pump in case of a blockage. In‐line NIR spectroscopy measurements in a flow cell can be used to monitor 
the reaction and potentially control the flow rate of Grignard reagent to the side‐entry reactor (see Chapter 5).  
4.3.2.2	Hydrolysis	of	the	alkoxide	product	
The alkoxide product  from  the Grignard reaction  is hydrolyzed  in  this step, where an acid  is added  to 
solubilize the magnesium salts formed. According to the process flowsheet in Figure 4.2, HCl can be used to 
convert MgCl(OH) into more soluble MgCl2. The reaction is very fast and exothermic (class A). Four phases 
may be present in the reaction, a solid phase (poorly soluble Mg salts and potentially CTX precipitated), two 
liquid phases  (organic and aqueous phase), and a gas phase  in case the alkoxide product contains excess 
Grignard reagent (forming propene gas when reacting with water168). While the alkylation reactor shown in 
Figure 4.3 is operated and monitored such that a small amount of CTX is always present in the product (the 
monitoring strategy used to ensure this condition is described in Chapter 5), the hydrolysis reactor must be 
designed to handle the eventuality of propene formation (safe venting must be ensured) as well as the high 
exothermicity  of  the Grignard  reagent  quench  reaction.  Right  after  the  hydrolysis  reaction,  liquid‐liquid 
separation should be performed, since only the organic phase is used further on in the process. Therefore, 
the reactor design may be  integrated with the subsequent phase separation. One option could be using a 
hydrocyclone173 to perform mixing, reaction and separation in one device, properly adjusted to handle the 
solid and gas phases. A different solution has been experimentally tested, using a small‐scale PTFE tubular 
reactor with segmented flow followed by a PTFE membrane separator174 (Chapter 6). It is expected that the 
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formation  of  liquid  slugs with  internal mixing149  helps  to  avoid  solid  precipitation  on  the  reactor walls, 
although  this  has  not  been  confirmed  experimentally  in  long‐term  experiments  yet.  The Mg  salts  are 
formed at the interphase between the organic and aqueous slugs, and the salts are gradually extracted and 
solubilized  into  the  aqueous  phase.  The  recirculation  in  the  liquid  slugs  refreshes  the  liquid  near  the 
interphase, increasing the mass transfer rate by convection149. Figure 4.4 provides a schematic diagram of 
the  reaction  and  separation  setup  proposed. While  an  experimental  setup was  validated  in  short‐term 
studies,  long‐term  experiments  are  still  needed  to  confirm  the  safe  operation  of  the  reaction  and 
separation  device.  Further  studies  are  also  required  in  order  to  study  the  gradual  dissolution  of  the 
magnesium salts and the prevention of solid phase restrictions. 
 
Figure 4.4 Schematic diagram of the continuous hydrolysis reactor coupled with L‐L phase separation in a hydrophobic 
membrane phase separator. BPR stands for back‐pressure regulator (see Chapter 6).  
4.3.2.3	Dehydration	of	‘allylcarbinol’	
The organic phase obtained after L‐L phase  separation  (Figure 4.2) contains THF, water and HCl acid. 
Since this acid works as a catalyst for the dehydration of ‘allylcarbinol’, the solution is ready for the reaction 
step, provided that it is proved that the reaction is irreversible and thus water does not affect the reaction 
equilibrium. A set of batch experiments were planned at 5 temperatures (40°, 50°, 60°, 65° and 67.5°C) and 
4  acid  concentrations  (0.02,  0.04,  0.06  and  0.08 M),  starting  the  dehydration with  a  solution  of  1.3 M 
‘allylcarbinol’  in  THF  not  containing  water  (see  Chapter  7).  A  kinetic model  was  adjusted  to  the  data 
(obtaining good agreement with the observations), concluding that the reaction is irreversible. The reaction 
time needed for full conversion was exceeding 40 minutes for every condition tested. The reaction design 
leading to a minimum residence time was a plug‐flow reactor. However, the  large residence time needed 
would lead to either very long tubes or very slow flow rate, in which turbulent flow would not be possible 
and therefore the plug‐flow assumption was not acceptable. Two continuous stirred tank reactors (CSTR) in 
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series could however approximate to some degree the plug‐flow reactor design in terms of residence time 
needed.  Yet,  the  reaction  rate was  not  considered  optimal  for  continuous  flow,  and  it was  decided  to 
increase the reaction pressure so that the temperature could be increased above the normal boiling point 
of  the  solution.  The  effect of  temperature was well modeled by Arrhenius  equation. Using  the Antoine 
equation  to  predict  the  boiling  point  of  THF  at  5  bars,  it  could  be  predicted  that  at  least  a  reaction 
temperature of 120°C could be achieved, reducing the reaction time for 99% conversion to about 2 minutes 
(see Chapter 7).  
This was confirmed experimentally using a small‐scale  tubular reactor at 5 bar. However,  in  this case, 
water was added to a 1.3 M solution of  ‘allylcarbinol’  in THF until reaching a concentration equivalent to 
the miscibility of water in THF‐’allylcarbinol’ (value known from phase separation experiments as described 
in Section 4.3.3). Using this reactor with a fixed residence time around 2.5‐3 minutes, an updated kinetic 
model was obtained based on  conversion  values at  temperatures  from 25°C up  to 120°C  in  intervals of 
10°C. The model structure differed from the one found  in the batch experiments, but the conclusion was 
that at a temperature of ca. 100°C conversion would be complete in less than 3 minutes with low impurity 
formation.  This  would  significantly  simplify  the  continuous  flow  reactor  design.  Figure  4.5  shows 
schematically  the  reactor  setup needed  to perform  the dehydration  reaction  in  continuous mode under 
pressure.  Further discussion on  the model building procedure and experimental  results  can be  found  in 
Chapter  7.  The  reaction  temperature  and  pressure  will  be  discussed  in  connection  with  the  solvent 
exchange step from THF to HEP and can be found in Section 4.3.3. 
 
Figure 4.5 Schematic diagram of the continuous pressurized dehydration reactor. PRV stands for pressure‐relief valve. 
τ is the residence time.  
4.3.2.4	Hydroamination	of	‘butadiene’	with	HEP	
Hydroamination is the direct formation of a new C‐N bond by addition of an amine to an unsaturated C‐
C bond. Since it is considered an atom‐efficient pathway to obtain higher substituted amines, this reaction 
has received a  lot of attention  in recent years175. While the reaction  is thermodynamically  feasible under 
normal conditions (slightly exothermic but entropically negative, in particular for intermolecular reactions), 
Chapter 4    65 
there is a high reaction barrier (repulsive forces arise during approach of the electron‐rich π‐system of the 
C‐C multiple bond and the electron pair on the amine nitrogen atom175). Furthermore, conversion may be 
limited by the reaction equilibrium at high temperatures175.  
The  hydroamination  of  ‘butadiene’ with HEP  is  carried  out  in  batch mode  at  90°C  for  ca.  24  hours, 
obtaining  a  yield  around  70%.  Little  is  known  about  side‐product  formation  and  substrate  or  product 
degradation. It  is speculated that the ‘butadiene’  is prone to polymerization due to the ‘diene’ group, but 
this has not been confirmed yet. Preliminary kinetic experiments in a small‐scale batch reactor (25‐50 mL) 
were performed in order to observe the effect of temperature on the reaction rate. Reactions at 80°, 125°, 
150°  and  160°C  were  performed.  The  conclusion  was  that  the  ‘butadiene’  conversion  rate  could  be 
increased to a point where the time for almost full conversion could be reduced to a few hours. However, 
the product selectivity was lower at 150° and 160°C than at 125°C. Since the most important cost driver in 
this  reaction  is  yield  and  not  throughput,  reaction  rate  improvements  implying  loss  in  yield  cannot  be 
justified. While high  temperature experiments  in  flow  systems are  still  to be  tested and detailed kinetic 
models with  identification of substrate or product degradation are to be developed, a different approach 
towards reaction rate and selectivity improvements was explored using catalysis.  
Anti‐markovnikov hydroamination of non‐activated olefins has been  listed as one of the so‐called “ten 
challenges for catalysis”175. A general‐use catalyst with high conversion and selectivity, high reaction rate, 
low sensitivity to air and moisture, and high stability, has not been found yet175. However, studies on the 
hydroamination of ‘dienes’ showed that palladium‐based catalysts could be used for the hydroamination of 
cyclohexadiene with a broad spectrum of amines176,177. Unfortunately, in a fast screening experiment it was 
found that tetrakis‐triphenylphosphine‐palladium(0) (Pd(PPh3)4) (promising according to Löber et al.177) did 
not provide any significant  improvements of the rate of hydroamination of  ‘butadiene’ with HEP, with or 
without  addition  of  a  co‐catalyst  (trifluoroacetic  acid).  Extending  the  screening  experiments with  other 
catalysts, co‐catalysts and working conditions was not plausible in the frame of this case study. Future work 
should  thus  investigate  whether  it  is  possible  to  increase  the  reaction  rate  and/or  yield  of  the 
hydroamination reaction, where the latter is the priority both from an economical and environmental point 
of view. With the current limited knowledge about this reaction it is most advisable to perform this reaction 
in batch mode. Further  studies  should  investigate  the  reaction mechanisms  in order  to  find  the optimal 
reaction network structure maximizing yield. 
4.3.3	Separation	and	purification	design	
Once the four reaction steps were characterized, it was investigated in this step whether it was indeed 
possible  to  simplify  the process  flowsheet of  the base‐case design,  for example  as  shown  in  Figure 4.2. 
Other process options could be considered if the process represented in Figure 4.2 was found infeasible, as 
discussed  in  Section  4.3.1.3.  By  following  the  design  steps  shown  in  Figure  3.5,  process  knowledge  is 
gradually acquired and separation modules can be studied  in detail, thereby becoming building blocks for 
new separation tasks. 
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4.3.3.1	Analysis	of	intermediate	products	and	by‐/side‐	product	formation	
The following information was obtained from the study of the four reaction steps: 
 The  continuous  alkylation  of  CTX  in  a  filter  reactor  followed  by  a  side‐entry  tubular  reactor 
produced alkoxide in THF with very low formation of side‐products, as long as the concentration 
of Grignard reagent was not too high (typically below 1.5 M) and a small excess of CTX (typically 
3.5 g/L, i.e., 0.014 M) was left unreacted in the alkoxide solution148,172 (see Chapter 5).  
 The hydrolysis of the alkoxide product did not produce any side‐products. However, if an excess 
of  Grignard  reagent  is  present  after  the  alkylation,  propene  gas  will  be  produced.  CTX  is 
unaffected by the hydrolysis reaction.  
 The dehydration  reaction mainly produces  ‘butadiene’, but  it may  also produce  an unknown 
impurity  in  very  low  concentration  (see  Chapter  7).  The  ‘butadiene’  solution  obtained  after 
dehydration  contained  a  lower  amount  of  impurities  than  an  old  standard  used  for  HPLC 
analysis (‘butadiene’  is very difficult to  isolate). Therefore, the product was considered of very 
high quality. 
 The hydroamination reaction has not been studied with enough detail yet. However, preliminary 
studies show that the reaction yield is typically about 50‐70% with almost complete conversion 
of  ‘butadiene’. The  ‘loss’ of reactant  is not detected  in HPLC analysis and thus  it  is speculated 
that a  fraction of  the  ‘butadiene’ polymerizes. However,  the knowledge about  this  reaction  is 
still very limited, as well as the experience with potential hydroamination catalysts. 
4.3.3.2	Evaluation	of	base‐case	design	and	solvent	exchange	operations	
The original batch‐wise process used to produce clopenthixol (base‐case design) includes many solvent 
exchange operations, washing steps and separation steps. Table 4.2 lists all the tasks and subtasks involved 
in the traditional process. For every subtask, the table  indicates the amount of feed and waste materials, 
that  is, materials entering and  leaving the process. The materials that are kept  in the process (going from 
one subtask to the next one) are either transformed in a reaction or they remain in solution. These are not 
indicated  in the table, since the purpose  is to evaluate the process footprint  in the following steps of the 
design framework. The function of each washing/separation/solvent‐exchange task  in the original process 
has  been  analyzed  and  its  relevancy  with  respect  to  a  simplified  process  flowsheet  (e.g.,  Figure  4.2) 
questioned. This information has been summarized in Table 4.3. 
4.3.3.3	Assessment	of	intermediate	product	degradation	profiles	and	cross‐interactions	
Potential  degradation  and  cross‐interaction  issues  have  been  summarized  in  Table  4.4  taking  as  a 
reference  the  base‐case  design  (batch‐wise  process).  Some  of  these  issues  may  not  be  relevant  in  a 
simplified process flowsheet (e.g., Figure 4.2). 
 
Table 4.2a List of tasks and subtasks needed to obtain clopenthixol using the traditional batch‐wise process (Stage 1 in Figure 4.1), indicating material inputs (positive 
values) and waste streams (negative values) in L/kg reference. See notes and comments in the end of Table 4.2b.  
Task/Subtask  THF  CTX (s)  AllylMgCl(1.4 M in THF) Water 
Acetic Acid
(80% aq) 
Ammonia
(25% aq)  Ethanol  Allylcarbinol Comments Unit 
 1.   Alkylation  3.5  ref (1 kg)  3.25    Reactor B1 
 2.   Hydrolysis    Reactor B2 
 2.1 Water addition  5.1    Reactor B2 
 2.2 Mg salts solub.  0.45  (1)  Reactor B2 
 2.3 pH correction  0.06  (2)  Reactor B2 
 3.   L‐L separation  ‐ ?  ‐5  ‐ ?  ‐ ?  (3)  Reactor B2 
 4.   Solvent exchange    Reactor B2 
 4.1 Batch distillation  ‐2.1  ‐ ?  (4)  Reactor B2 
 4.2 Water addition  0.4  (5)  Reactor B2 
 4.3 Batch distillation  ‐ ?  ‐ ?  (6)  Reactor B2 
 4.4 Ethanol addition  5.8    Reactor B2 
 4.5 Water addition  2    Reactor B2 
 5.   Crystallization  seed  (7)  Reactor B2 
 5.1 Water addition  3.8    Reactor B2 
 6.   Filtration    Nutsche 1 
 6.1 Filter crystals  ‐ ?  ‐6  ‐5.8  approx.  Nutsche 1 
 6.2 First wash  1.2    Nutsche 1 
 6.3 Filter crystals  ‐1.2    Nutsche 1 
 6.4 Second wash  0.6  0.6    Nutsche 1 
 6.5 Filter crystals  ‐0.6  ‐0.6    Nutsche 1 
 7.   Drying  ‐?  ‐?    Nutsche 1 
TOTAL inputs (L)  3.5  1 kg  3.25  13.1  0.45  0.06  6.4     
PRODUCT  0.9‐1.35 kg  (8)   
PMI (kg/kg)  20‐30  (9)   
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Table  4.2b  List  of  tasks  and  subtasks  needed  to  obtain  clopenthixol using  the  traditional  batch‐wise  process  (Stage  2  in  Figure  4.1),  indicating material  inputs 
(positive values) and waste streams (negative values) in L/kg reference. See notes and comments in the end of Table 4.2b. 
Task/Subtask  Water  Ammonia(25% aq)  Allylcarbinol Toluene 
Acetic acid 
anhydride
Acetyl 
chloride  HEP 
E/Z 
clopenthixol Comments Unit 
 8.     Dehydration    Reactor B3 
 8.1   Charging/loading  ref (1 kg)  3    Reactor B3 
 8.2   Evaporate toluene  ‐2  (10)  Reactor B3 
 8.3   Add acetic acid anhydride  0.36  (11)  Reactor B3 
 8.4   Add acetyl chloride  0.005  (12)  Reactor B3 
 8.5   Add toluene  2.4    Reactor B3 
 8.6   First wash  1.15    Reactor B3 
 8.7   L‐L separation  ‐1.15  (13)  Reactor B3 
 8.8   Second wash  1.15    Reactor B3 
 8.9   L‐L separation  ‐1.15  (14)  Reactor B3 
 8.10 Extraction with aq ammonia  1.15  0.125  (15)  Reactor B3 
 8.11 L‐L separation  ‐1.15  ‐0.125    Reactor B3 
 8.12 Third wash  1.15    Reactor B3 
 8.13 L‐L separation  ‐1.15  (14)  Reactor B3 
 8.14 Fourth wash  1.15    Reactor B3 
 8.15 L‐L separation  ‐1.15  (14)  Reactor B3 
 8.16 Fifth wash  1.15    Reactor B3 
 8.17 L‐L separation  ‐1.15  (14)  Reactor B3 
 9.     Solvent exchange and 
hydroamination        ‐3.4      2.95    (16)  Reactor B4 
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Table 4.2b (continued) List of tasks and subtasks needed to obtain clopenthixol using the traditional batch‐wise process (Stage 2 in Figure 4.1), indicating material 
inputs (positive values) and waste streams (negative values) in L/kg reference.  
Task/Subtask  Water  Ammonia(25% aq)  Allylcarbinol Toluene 
Acetic acid 
anhydride
Acetyl 
chloride  HEP 
E/Z 
clopenthixol Comments Unit 
 10.   Solvent exchange to toluene 
& aqueous extraction of HEP                    Reactor B4 
 10.1 Add toluene  5    Reactor B4 
 10.2 Add water  2.6    Reactor B4 
 10.3 L‐L separation  ‐2.6  ‐2.5  (17)  Reactor B4 
 10.4 First wash  2    Reactor B4 
 10.5 L‐L separation  ‐2  (18)  Reactor B4 
 10.6 Second wash  2    Reactor B4 
 10.7 L‐L separation  ‐2  (18)  Reactor B4 
TOTALS in (kg)  13.5  0.125  1  10.4  0.36  0.005  2.95     
PRODUCT  1  (19)   
PMI (kg/kg)  ~28  (20)   
 
Notes: The PMI  is calculated summing  the material  inputs, assuming  that  the densities are approximately 1 kg/L. Values with symbol  ‘‐?’  indicate  that a certain 
amount is released but the exact value is not known. Data obtained from H. Lundbeck A/S internal documents. Table 2a corresponds to the production and isolation 
of  ‘allylcarbinol’. Values are referred to 1 kg of CTX as reference, while the PMI  is calculated for 1 kg of  ‘allylcarbinol’. Table 2b corresponds to the production of 
clopenthixol from ‘allylcarbinol’. Values are referred to 1 kg of ‘allylcarbinol’, while the PMI is calculated for 1 kg of clopenthixol.  
Comments: (1) Mg salts are solubilised using acetic acid; (2) the pH is increased to avoid formation of impurities downstream; (3) the miscibility of THF and water is 
unknown;  (4)  remaining water  is unknown;  (5) dry  conditions are avoided  to prevent  ‘butadiene’  formation;  (6) distillation  stopped at 85°C  to avoid drying;  (7) 
cristallization  is  initiated with  ‘allylcarbinol’ crystals; (8) yield expected 80‐115%; (9) PMI referred to kg of  ‘allylcarbinol’ product; (10) used to evaporate traces of 
water; (11) dehydration agent; (12) catalyst; (13) removes polar impurities (e.g., acetic acid); (14) removes polar impurities; (15) increase to pH 9‐11; (16) 6.5 molar 
excess of HEP to ‘butadiene’; solvent exchange lasts ca. 4 h; hydroamination is prolonged for 20 h; (17) aqueous stream sent for regeneration of HEP; (18) remove 
polar impurities; (19) assuming 70% yield; (20) value will be ca. 26 kg/kg if recycled HEP is subtracted. 
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Table 4.3 Analysis of the function of every task in the base‐case design and comparison with the proposal of a simplified process. 
Task #  Operation  Tasks/subtasks performed  Effect on impurity separation 
Relevant in simplified 
process flowsheet? 
1  Alkylation Reaction  No work‐up included Yes
2  Hydrolysis Reaction + work‐up: This is a reaction step but some of the subtasks are 
used as preparation of following tasks. Acetic acid is used to improve the 
solubility of the Mg salts formed. The acid is added until the pH is 5‐6. 
However, if the acid was left in the solution, it would catalyze the formation 
of an impurity in task 4 that would impair the crystallization (task 5). For this 
reason, aqueous ammonia is added to remove the acetic acid from the 
organic phase. Besides, acetic acid is used instead of a stronger acid (e.g., 
HCl) to avoid formation of ‘butadiene’, which also impairs the crystallization. 
Mg salts solubilized in the 
aqueous phase 
Alkoxide quench and 
magnesium salt 
solubilization are needed. 
All other subtasks are 
only needed when 
‘allylcarbinol’ is 
crystallized (see task 5) 
3  L‐L separation  The aqueous phase is discarded Mg salts and the aqueous 
phase are separated. Polar 
impurities are removed. 
Yes
4  Solvent exchange 
to ethanol/water 
THF and water are removed by batch distillation. Ethanol and water are 
added. This solvent combination is optimal to perform the controlled 
crystallization of ‘allylcarbinol’ in the subsequent step. 
None No (see task 5)
5  Crystallization of 
‘allylcarbinol’ 
‘Allylcarbinol’ is crystallized Impurities are separated if 
the crystallization is well 
controlled 
If the alkoxide is obtained 
in a continuous Grignard 
reactor with higher 
quality, this step could be 
avoided 
6  Filtration The mother liquor is separated from the ‘allylcarbinol’ crystals. Next, the 
crystals are washed with water to remove remaining impurities. A final wash 
with water and ethanol is done to facilitate drying  
Remaining impurities are 
separated 
No (see task 5)
7  Drying Ethanol and water are evaporated until dry ‘allylcarbinol’ powder is 
obtained 
Ethanol and water are 
evaporated 
No (see task 5)
8  Dehydration of 
‘allylcarbinol’ 
Toluene is distilled off to ensure that water (with a lower boiling point) is not 
present before the catalyst (acetyl chloride) is added to start the 
dehydration. A molar excess (ca. 110%) of acetic acid anhydride is used to 
eliminate water by forming acetic acid. When the reaction is complete, up to 
2 washing steps are done to remove most of the acetic acid and polar 
impurities formed during the dehydration. Then, an extraction with aqueous 
ammonia is carried out to remove any remains of acetic acid from the 
organic phase. Up to 3 washing steps finalize the reaction work‐up by 
removing remains of acetic acid or aqueous ammonia. 
Catalyst and dehydration 
agent (both converted to 
acetic acid) are removed.  
Polar impurities are also 
washed out.   
The dehydration is 
needed. The work‐up 
washing steps are only 
required if the acid 
catalyst impairs the 
hydroamination (task 9) 
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Table 4.3 (continued) Analysis of the function of every task in the base‐case design and comparison with the proposal of a simplified process. 
Task #  Operation  Tasks/subtasks performed  Effect on impurity separation 
Relevant in simplified 
process flowsheet? 
9  Solvent exchange 
& hydroamination 
The toluene‐‘butadiene’ solution is added to a warm solution of HEP, from 
which toluene is slowly removed by batch distillation. The hydroamination 
reaction starts with the ‘butadiene’ addition to HEP 
Solvent used in the 
dehydration (in this case 
toluene) is removed 
Yes
10  Solvent exchange 
to toluene and 
aqueous 
extraction of HEP 
Toluene is added to the product from the hydroamination reaction to 
dissolve the clopenthixol product. At high pH the amine groups in the 
clopenthixol molecule are not protonized and the product is more soluble in 
toluene than in HEP. Then water is added to extract the HEP. The aqueous 
phase is sent for regeneration of HEP (by distillation). Finally, the organic 
phase is washed twice in order to remove polar impurities 
HEP and polar impurities 
are removed 
Yes
 
Table 4.4 List of inputs and outputs to every task in the base‐case design, analysis of possible cross‐interactions and potential degradation issues. 
Task #  Reactants, reagents, catalysts and solvents 
Products, catalysts and 
solvents  Degradation issues  Cross‐interactions 
1 – Alkylation  CTX, AllylMgCl, THF  Alkoxide, CTX?, AllylMgCl?, THF  Keep N2 atmosphere to avoid hydrolysis. Avoid high temperature  None 
2 – Hydrolysis  Alkoxide, CTX?, AllylMgCl?, THF, Water, Acid 
‘Allylcarbinol’, CTX?, Propene?, 
THF, Water, Acid?, MgCl2  None 
Acid may dehydrate ‘allylcarbinol’ to 
‘butadiene’ 
4 – Solvent exch.  ‘Allylcarbinol’, CTX?, THF, Water, Ethanol, Acid? 
‘Allylcarbinol’, CTX?, Ethanol, 
Water, Acid? 
Avoid high temperature using 
vacuum distillation 
Acid may catalyze the formation of an 
impurity from ethanol and ‘allylcarbinol’ 
5 – Crystallization  As product #4  As product #4  None  ‘Butadiene’ or impurities may impair the crystallization 
6 – Filtration  As product #4  ‘Allylcarbinol’, Ethanol traces, Water traces  None  None 
7 – Drying As product #6 ‘Allylcarbinol’ None None
8 – Dehydration 
‘Allylcarbinol’, Toluene, 
Acetic acid anhydride, 
Acetyl chloride 
‘Butadiene’, Toluene, Acetic 
acid? 
‘Butadiene’ may degrade by 
polymerization. Avoid high 
temperature. Use N2 atmosphere 
None 
9 – Hydroaminaton  ‘Butadiene’, HEP, Toluene, Acetic acid?  Clopenthixol, HEP, Acetic acid?  As #8 
Acid may have a (positive/negative?) 
influence on the hydroamination 
reaction 
10 – Solvent exch.  Clopenthixol, HEP, Toluene, Water  Clopenthixol, Toluene  Use N2 atmosphere  None 
 
Chapter 4 
71
 
72  Application of the design framework to the zuclopenthixol case study 
4.3.3.4	Setting	constraints	for	composition	of	intermediate	streams	
Based  on  the  information  collected  in  the  previous  step,  the  general  recommendation  is  to  keep 
solutions  under  nitrogen  cover  and  avoid  extreme  temperatures.  No  important  issues were  identified, 
except the potential degradation of ‘butadiene’. If possible, ‘butadiene’ solution in THF should be stored for 
a  short  period  (the  degradation  profile  still  needs  to  be  quantified)  before  the  hydroamination,  at  low 
temperature, and with nitrogen cover. There could be a potential interaction between the acid used in the 
dehydration  step  and  the  hydroamination  reaction.  However,  it  is  not  known whether  this  interaction 
would be positive or negative, since acid co‐catalysts are typically used in combination with catalysts of the 
hydroamination reaction175‐177. 
4.3.3.5	Elimination	of	unnecessary	separation/purification	steps	
Since  the  quality  of  the  ‘allylcarbinol’  product  obtained  in  the  continuous  alkylation  reactor  (filter 
reactor + side‐entry reactor) is higher than in batch mode, it is decided that the isolation of ‘allylcarbinol’ by 
crystallization  is not needed.  This means  that  subtask 2.3  and  tasks 4, 5, 6  and 7  in  Table 4.2a  are not 
needed. Furthermore,  since  the dehydration of  ‘allylcarbinol’  in THF containing a  small amount of water 
and using HCl as catalyst proved successful, using toluene, acetic acid anhydride and acetyl chloride in the 
dehydration step can be avoided (as shown in Figure 4.2). Finally, if it is experimentally demonstrated that 
the acid catalyst used in the dehydration does not have a negative effect on the hydroamination reaction, 
subtasks 8.1  to 8.17 would not be needed.  In  this way, all  the reaction steps could be performed  in THF 
except the hydroamination. HCl would be present from the hydrolysis onwards, and would be used for both 
Mg salt solubilization and catalysis of the dehydration. These changes greatly simplify the original process 
and result in a much reduced list of tasks as shown in Table 4.5. 
4.3.3.6	Design	of	separation	and	purification	operations	
According to Table 4.5, two types of separation operations are present in this case‐study: L‐L separation 
of  an  organic  and  an  aqueous  phase,  and  solvent  exchange  by  distillation. Due  to  the  relatively  simple 
structure of  the process and  the  lack of  rigorous knowledge of  the  thermodynamics of  these  separation 
steps (this process is only handled by H. Lundbeck A/S), a knowledge‐based design approach based on basic 
physical insights was followed, while much of the development time was invested in designing, constructing 
and experimentally validating a surface‐tension based continuous L‐L membrane separator. 
4.3.3.6.1	L‐L	phase	separation	–	task	S3	(Table	4.5)	
The separation of THF containing  ‘allylcarbinol’ and water containing magnesium salts  is only possible 
thanks to the dissolved API intermediate and salts (salting‐out effect171). Yet, the separation is challenging 
due  to  the partial miscibility of THF and water even  in  these conditions. The densities of  the  two phases 
differ  by  only  about  25  kg/m3, meaning  that  separation  by  decantation  is  a  very  slow  process  (ca.  30 
minutes in a laboratory funnel), where coalescence of droplets is a great challenge. Since the alkylation and 
hydrolysis reactions can be performed in small continuous reactors, it is more convenient to perform the L‐
L phase separation continuously as well. 
 
Table 4.5 List of tasks and subtasks needed to obtain clopenthixol using the simplified process  (Figure 4.2),  indicating material  inputs  (positive values) and waste 
streams (negative values) in L/kg of CTX. 
Task  THF  CTX (s)  AllylMgCl(1 M in THF)  Water 
HCl 
(37% aq)  Toluene  HEP 
E/Z 
clopenthixol Comments Reactor 
 S1.   Alkylation    ref (1 kg)  4.1            (1) 
Reactors C1 
and C2 
 S2.   Hydrolysis  10.9  0.34  (2)  Reactor C3 
 S3.   L‐L separation  ‐2.4      ‐11.23 
consumed 
to MgCl2        (3)  Separator C1 
 S4.   Dehydration  0.03  (4)  Reactor C4 
 S5.   Solvent exchange 
 and hydroamination  ‐1.4      ‐0.08      3.5*    (5)  Reactor B5 
 S6.   Solvent exchange to toluene 
 & aqueous extraction of HEP                    Reactor B5 
 S6.1 Add toluene  5.9*    Reactor B5 
 S6.2 Add water  3*    Reactor B5 
 S6.3 L‐L separation  ‐3*  ‐2.9*  (6)  Reactor B5 
 S6.4 First wash  2.3*    Reactor B5 
 S6.5 L‐L separation  ‐2.3*  (7)  Reactor B5 
 S6.6 Second wash  2.3*    Reactor B5 
 S6.7 L‐L separation  ‐2.3*  (7)  Reactor B5 
TOTALS in (kg)  4.1  18.7*  0.37  5.9*  3.5*     
PRODUCT  1.1  (8)   
PMI (kg/kg)  29*  (9)   
 
Notes: The PMI is calculated summing the material inputs, assuming that the densities are approximately 1 kg/L. Values marked with * are assumed as for the base‐
case design but could potentially be reduced or eliminated. 
Comments: (1) Using AllylMgCl 1.5 M this value could be reduced to 2.7 L/kg, reducing THF consumption in the Grignard reagent formation; (2) a volume increase of 
35% is expected due to CTX in solution; a worst‐case scenario has been considered where the flow ratio between acidic water and alkoxide solution is 2:1; (3) THF in 
the aqueous waste stream calculated assuming a concentration of 200 g/L; (4) more HCl is added in case the pH after L‐L separation is not low enough for catalysis; 
(5)  assuming  6.5 molar  excess of HEP with  respect  to  ‘butadiene’  as  in  the base‐case design, but  the  values  are  corrected  to  refer  to  1  kg of CTX;  (6) HEP  is 
regenerated from this stream; (7) removes polar impurities; (8) overall yield from CTX assumed as 70%; (9) value will be ca. 26‐27 kg/kg if recycled HEP is subtracted. 
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Since the use of continuous decantation would lead to prohibitively long residence times, gravity‐based 
separation  should  be  enhanced  by  for  example  using  centrifugal  forces,  as  in  a  hydrocyclone178. 
Alternatively,  a  surface‐tension  based  separation  method  using  a  hydrophobic  membrane  has  been 
proposed.  It was experimentally demonstrated  that despite  the partial water‐THF miscibility,  the surface 
tension  is  large  enough  to  allow  phase  separation  by  this  method174  (Chapter  6).  The  hydrophobic 
membrane  separator  was  also  validated  with  a  toluene‐water  mixture.  The  separation  of  immiscible 
organic  and  aqueous  phases  is  simpler  than  the  separation  of  partially miscible  phases,  and  thus  the 
proposed  separator  could  be  used  as  a  building  block  for  similar  operations.  This  option  is  especially 
attractive when the densities of the two phases are very similar. 
4.3.3.6.2	Distillation‐based	solvent	exchange	to	HEP	–	task	S5	(Table	4.5)	
This  operation  is  coupled  with  the  hydroamination  reaction.  So  far,  limited  knowledge  has  been 
accumulated about  the hydroamination  reaction  (as discussed above) and  the  solvent exchange  to HEP. 
Experimental  results  show  that  the  reaction  is  very  slow  and  is  probably  best  combined  to  the  solvent 
exchange step by batch distillation. Since the boiling point of HEP (246°C)  is much higher than the boiling 
point of THF  (66°C) and water  (100°C) at normal pressure,  it  is expected  that  the elimination of THF and 
water by batch distillation should be simple, as experimentally observed in preliminary tests. Furthermore, 
it has been considered to evaporate a fraction of the solvent in the ‘butadiene’ solution after releasing the 
pressure of  the dehydration  reaction  (Figure 4.5). Since  the dehydration can be carried out at 120°C  (or 
perhaps  even  at  a higher  temperature),  the  specific heat  released  in order  to bring  the  solution  to  the 
normal boiling point  (ca. 66°C) can be absorbed by the  latent heat of the solvent mixture  in an adiabatic 
expansion  process.  For  example,  a  commercial  simulator  has  shown  that  ca.  25%  of  the  THF  can  be 
evaporated instantly when liquid at 5 bar and 120°C is adiabatically expanded to 1 bar. 
4.3.3.6.3	L‐L	phase	separation	–	tasks	S6.3,	S6.5	and	S6.7	(Table	4.5)	
This  part  of  the  process  has  not  been  experimentally  tested  yet.  Solvent  selection  has  not  been 
considered  either.  Therefore,  the process has been  assumed  as  in  the base‐case design.  If needed,  the 
operations could be performed in continuous mode as discussed above. 
4.3.3.7	Simplified	process	flowsheet	containing	continuous	operating	units	
It has been experimentally demonstrated that the simplified process suggested in Figure 4.2 is feasible. 
However, the limited knowledge about the hydroamination reaction and the possible use of catalysts make 
it  impossible  to  predict  what  the  effect  of  the  HCl  catalyst  used  in  the  dehydration  could  be  on  the 
hydroamination  reaction  (see  Table  4.4).  If  it  is  shown  that  the  acid  has  a  negative  effect  on  the 
hydroamination reaction, it will be necessary to wash it out between these steps. Since the THF‐‘butadiene’ 
solution does not have any salts dissolved, a very large fraction of the THF may be dissolved in the aqueous 
phase, and ‘butadiene’ may precipitate. In that case, process options 2) and 3) discussed in section 4.3.1.3 
(that  is, making  a  solvent  exchange  from  THF  to  toluene  before  the  dehydration,  or  using  an  ethereal 
solvent immiscible with water such as Me‐THF or CPME) should be considered. 
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4.3.4	Process	simulation	and/or	experimental	validation	
The  proposed  simplified  process  flowsheet  (Figure  4.2)  has  been  experimentally  validated.  Alkoxide 
products of different concentrations were obtained using a continuous filter reactor  in series with a side‐
entry reactor, demonstrating  that  it was possible  to maintain  impurity  formation at a  low  level148,172  (see 
Chapter 5). The product of a different alkylation reaction (data not included in the previous references) was 
hydrolyzed in batch mode and its organic phase was analyzed at H. Lundbeck A/S using the current quality 
control protocols (HPLC analysis). The result showed that ‘allylcarbinol’ produced continuously has a quality 
that is similar as the product isolated by crystallization using the traditional production method. Therefore, 
it was confirmed that this purification step was not required when the alkoxide was produced continuously, 
with the implications discussed above (4.3.3.5).  
The  alkoxide  solutions  obtained  in  continuous  mode  at  different  concentrations  were  hydrolyzed 
continuously  and  the  organic  and  aqueous  phases  were  continuously  separated  using  a  hydrophobic 
membrane  device  (see  Chapter  6). HPLC measurements  indicated  that  no  ‘allylcarbinol’ was  lost  in  the 
aqueous  phase,  thus  obtaining  a  very  satisfactory  separation.  Near‐infrared  (NIR)  spectroscopy 
measurements were used to quantify the amount of THF released in the aqueous phase and the amount of 
water dissolved in the organic phase174 (Chapter 6).  
The dehydration of ‘allylcarbinol’ in THF using HCl as catalyst was successfully performed in continuous 
mode (see Chapter 7). Although ‘allylcarbinol’ crystals were used in the experiments instead of the organic 
phase from the phase separation, a small amount of water was added to the reaction mixture  in order to 
mimic  the  composition  of  the  organic  phase.  ‘Butadiene’  was  obtained  in  THF  with  an  apparent  low 
impurity formation as measured by HPLC.  
The ‘butadiene’ obtained in THF was hydroaminated with HEP in batch mode. First, THF and water were 
removed  by  batch  distillation.  Then  the  temperature  was  kept  at  125°C,  and  ‘butadiene’  was  slowly 
consumed  (ca.  8  hours  process)  to  produce  clopenthixol.  The  yield was  apparently  lower  than  the  one 
obtained by H. Lundbeck A/S. However, the analytical methods are still premature and the knowledge and 
experience with this reaction (and potential catalysts) are very  limited. Therefore,  it  is very  likely that the 
simplified process flowsheet proposed  in Figure 4.2  is feasible, since almost all the operations have been 
validated successfully. 
4.3.5	Scale	up/scale	out	
Due to the  limited annual production of the API studied (ca. 4 tonnes/year), the scale up factor of the 
industrial alkylation reactor  (filter reactor + side‐entry reactor) with respect  to  the  laboratory equipment 
was only about one order of magnitude (industrial‐scale flow rate is in the order of 300 mL/min). No units 
in parallel were  required  to  scale up  the process, and operations  involving  solids  (e.g.,  continuous  solid 
charging) were actually simpler  in  industrial scale  than  in  laboratory scale, due  to  the  lack of small‐scale 
instruments able to perform certain operations in a robust manner at laboratory scale.  
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The continuous alkoxide hydrolysis and phase separation is also relatively simple to scale up. The main 
challenge  of  the  hydrolysis  reaction  is  the  possible  co‐existence  of  4  phases  (propene  gas  in  case  of 
AllylMgCl excess,  two  liquid phases and possible Mg  salts precipitation), which may entail  safety  issues. 
However,  if a tubular reactor with segmented flow  is shown to be problematic  in  long‐term experiments, 
perhaps a CSTR equipped with venting and filtering would be a simpler solution. The hydrolyzed two‐phase 
product can then be fed to a hydrophobic membrane separator. It has been demonstrated experimentally 
that high flow rates may be achieved with relatively small membrane areas174 (Chapter 6). Alternatively, a 
hydrocyclone (or centrifugal contactor separator)  integrating mixing, reaction and phase separation could 
be used173. These separation devices are actually only commercially available from liter scale and above.  
The rate of the dehydration reaction was  increased to a point where almost total conversion could be 
obtained  in  less  than  2  or  3 minutes  (120°C,  5  bar).  Since  the  reaction  is  almost  homogeneous  (small 
droplets of water may separate as the reaction proceeds), it is relatively simple to scale up. The necessary 
residence time is manageable using a tubular reactor of reasonable length. However, it is expected that the 
reaction  rate  could  be  increased  even  further  with  low  impurity  formation  if  the  residence  time  is 
optimized.  
The hydroamination reaction has not been studied with sufficient detail to predict how scale up should 
be approached. It is speculated that very long residence times (or batch reaction times) entail substrate or 
product loss (perhaps by polymerization of the ‘butadiene’ substrate). Therefore, future research will focus 
on the optimization of the reaction rate at very high temperature (optionally using microwave heating and 
pressurizing the reaction mixture) or on catalyst development. The development of a catalyst is preferred, 
since  the  reaction  is  slightly  exothermic  and  thus  the  reaction  equilibrium  may  be  shifted  towards 
‘butadiene’  at  high  temperatures175.  Solvent  exchange  from  THF/water  to HEP  has  not  been  studied  in 
detail  yet,  and  the  separation  process  design  should  be  approached  in  combination  with  the 
hydroamination reactor design. 
4.4	Monitoring	and	control	–	step	5	of	the	design	framework	
The use of  in‐line monitoring  techniques has been  integrated with  the process development activities 
whenever  possible. Monitoring  and  control  of  the  continuous  alkylation  reaction  based  on  in‐line  NIR 
spectroscopy measurements is discussed in Chapter 5. The continuous hydrolysis and phase separation was 
monitored by off‐line HPLC measurements (‘allylcarbinol’ quantification), and the amount of THF and water 
in  the  aqueous  and  organic  streams,  respectively,  was  quantified  using  off‐line  NIR  measurements174 
(Chapter 6). Although  it would be  technically possible  to monitor  the phase  separation using  in‐line NIR 
analysis, it has been proposed to use simpler capacitance measurements to detect segmented flow in any 
of  the separation outlets174. The separation would  thus be  relatively easy  to control by  regulation of  the 
back‐pressure174.  The  continuous  dehydration  of  ‘allylcarbinol’  could  also  be  monitored  by  in‐line  NIR 
spectroscopy  as  discussed  in  Chapter  7.  It  was  shown  that  integrated  in‐line  analysis  during  process 
optimization can greatly reduce development time. Monitoring and control of the hydroamination reaction 
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(including solvent exchange to HEP) has not been considered yet, since the current  limited knowledge of 
this  step  has  led  to  the  recommendation  of  performing  this  operation  in  batch  mode.  An  eventual 
continuous  hydroamination  reaction  could  probably  be  monitored  using  in‐line  NIR  spectroscopy 
measurements as in the previous cases.  
Thus far, the simplest approach towards adopting continuous pharmaceutical production  is to convert 
individual  synthetic  or  separation  steps  from  batch  to  continuous mode,  and  use  buffer  tanks  to  store 
intermediate  compounds.  This  is due  to potential drastic  changes  in process  conditions  (e.g., pressure), 
differences  in  characteristic  times  (e.g.,  the  hydroamination  reaction  is  much  slower  than  the  other 
reaction steps) and limited experience on continuous production. Therefore, one of the main challenges for 
the control of a continuous pharmaceutical manufacturing plant resides  in obtaining a continuous stream 
from raw materials to product while being able to respond to process disturbances. 
4.5	Intensification,	integration,	optimization	–	step	6	of	the	design	framework	
No  further  intensification  or  optimization  efforts  were  done  other  than  the  ones  discussed  in  the 
previous sections. Mass and heat  integration have not been considered yet. However, an  important step 
has  been  the  quantification  of  the  amount  of  THF  solvent  released  in  the  aqueous  stream  after  phase 
separation.  It was  found  that  the  amount was  surprisingly  high  (150‐200  g/L).  Therefore,  it  should  be 
considered to recover this solvent from the aqueous stream rather than treating it as waste. Alternatively 
the use of a different ethereal solvent should be considered, as discussed in previous sections. 
4.6	Process	assessment	–	step	7	of	the	design	framework	
A full capital and operational cost analysis of the batch process and the simplified process proposed  in 
Figure  4.2  (containing  continuous  unit  operations)  has  not  been  made  yet.  An  environmental  impact 
assessment has not been completed either. However, Tables 4.2 and 4.5 can be used to make a preliminary 
comparison  of  the  material  footprint  of  both  processes.  The  process  mass  intensity  (kg  of  reactants, 
reagents, solvents and catalysts, per kg of product) has been evaluated  for  the  traditional batch process 
(Table 4.2) and the simplified process (Table 4.5). Although the analysis does not consider the recovery of 
excess HEP  for  simplicity,  it provides a good picture of  the material  savings obtained with  the  simplified 
process. In Tables 4.2 and 4.5, it has been considered that the final work‐up step (extraction of clopenthixol 
with toluene and extraction of HEP with water)  is the same for the traditional process and the simplified 
process. However,  there may be a  large  space  for  improvement provided  that  it  is demonstrated  that a 
higher clopenthixol quality can be ensured with an improved hydroamination step. Comparing the results in 
Table 4.2 and 4.5  it  is concluded that the material footprint for the traditional process  is roughly twice as 
much as the footprint of the simplified process. The figure could be increased by further optimization of the 
simplified process  (note  that a worst‐case  scenario has been assumed,  for example  regarding  the water 
consumption  in  the  phase  separation  step),  as well  as  by  implementing  solvent  recovery  strategies. As 
78  Application of the design framework to the zuclopenthixol case study 
discussed by Jimenez Gonzalez et al.104, the PMI has been selected as a good indicator of the environmental 
footprint of the process, and it can also be assumed that it is correlated to the process operational costs.  
As a preliminary capital cost analysis, one can consider the last column of Tables 4.2 and 4.5, where the 
physical  unit  (i.e.,  reactor,  separator,  etc.)  needed  to  perform  each  process  task  is  indicated.  It  is 
remarkable that, while there is an obvious reduction in the number of tasks performed when switching to a 
simplified process containing continuous units, the number of physical units needed to perform these tasks 
is kept constant or even increases. This occurs because batch reactor B2 in the original process can perform 
the  hydrolysis,  L‐L  phase  separation,  solvent  exchange  and  crystallization  operations.  In  contrast,  a 
continuous  process  requires  two  continuous  alkylation  reactors  and  one  continuous  hydrolysis  reactor, 
optionally  integrated with a  continuous  L‐L phase  separator. Despite  the  fact  that  there may be a  large 
decrease in unit sizes (smaller physical footprint), the capital cost may be similar for a batch reactor and a 
continuous unit, as has been discussed  in  the  literature20,21. Furthermore,  the potential  savings obtained 
from  less manual operations may be compensated by higher costs needed  to  implement on‐line sensors 
and actuators. Hence, while a new pharmaceutical process of  these characteristics would most  likely be 
designed and implemented according to the simplified process shown in Figure 4.2 (or a further optimized 
process) due to both economical and environmental reasons, moving the traditional batch process towards 
the simplified process including continuous operations can only be justified based on a rigorous economical 
and environmental analysis.  
The mode of operation of each unit will most likely be considered on a case to case basis and depending 
on the short‐term and long‐term strategies of the manufacturing company. In this particular case study, it is 
clear  that  changing  the  alkylation  reaction  to  continuous  mode  brings  an  obvious  product  quality 
improvement  that  enables  the  elimination  of  a  solvent  exchange  step,  crystallization,  filtering,  drying, 
collecting the product and finally the storage. Therefore,  it  is an obvious advantage  in terms of operating 
cost as well as capital cost. It is less clear whether moving the dehydration reaction to continuous mode will 
result in immediate savings. However, avoiding the use of toluene, acetyl chloride and acetic acid anhydride 
in  this  reaction, as well as eliminating  the numerous  subsequent washing  steps  (subtasks 8.5  to 8.17  in 
Table 2b) may  in the  long term compensate the  investment needed to establish a small‐scale continuous 
tubular reactor running at high temperature under pressure. Yet, the eventual connection of a continuous 
dehydration reactor with a discontinuous hydroamination reaction may be a challenge. 
4.7	Process	implementation	–	step	8	of	the	design	framework	
The continuous alkylation reactor has been implemented at H. Lundbeck A/S, demonstrating production 
of alkoxide of high quality with  low  solvent  consumption using  smaller  scale equipment. The product  is 
continuously  monitored  using  in‐line  NIR  spectroscopy  measurements,  which  assist  in  the  operators 
troubleshooting. However, the full automation of the reactor has not been implemented yet. The alkoxide 
product will be collected until an amount equivalent  to a batch size  is obtained. From  this point on,  the 
product can be hydrolyzed  in batch mode, and the organic phase can be subject to a solvent exchange to 
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toluene so  that  the dehydration and subsequent steps can be performed with  the  traditional procedure. 
However, the simplified process in Figure 4.2 will be gradually implemented on a step‐by‐step basis as the 
process  experience  increases.  This  is  probably  the  safest method  for  retrofitting  an  existing  production 
plant with respect to guaranteeing that product supply can be maintained. 
4.8	Conclusions	
The  design  framework  presented  in  Chapter  3  has  been  applied  to  retrofit  an  existing  batch‐wise 
manufacturing plant used by H.  Lundbeck A/S  to produce  zuclopenthixol.  The process  includes  a  set of 
reaction  steps with  different  characteristic  times,  L‐L  phase  separations  and  solvent  exchange  steps  by 
distillation. The use of continuous reactors resulted in improved product quality, thus avoiding the isolation 
of an intermediate product by crystallization and eliminating preparation (solvent exchange to anti‐solvent) 
and subsequent steps (filtration, drying and storage). Employing a continuous hydrophobic membrane L‐L 
phase separator allowed the fast and efficient separation of organic and aqueous phases, even for a THF‐
water mixture with partial miscibility. The use of a continuous dehydration reactor working under pressure 
at  a  temperature  above  the  normal  boiling  point  of  the  solvent  led  to  a  significant  decrease  in  the 
necessary  reaction  time,  facilitating  the  adoption  of  strictly  continuous  flow  throughout  the  process. 
Furthermore,  the use of  toluene, acetyl chloride and acetic acid anhydride could be avoided  in  this step. 
Finally, a slow hydroamination reaction could not be accelerated thus far, and future work will focus on the 
development  of  catalysts  and  the  optimization  of  the  reaction  rate.  Overall,  it  was  shown  that  the 
simplification of the process used to manufacture clopenthixol yields a reduction of the material footprint 
of  the  process  (evaluated  by  the  process  mass  intensity  index)  with  at  least  50%.  This  reduction  is 
correlated to the environmental footprint and to operating costs. The capital costs of the plant could also 
be  reduced  by  the  elimination  of  some  of  its  large  units,  isolation  and  storage  facilities.  The  design 
framework assisted in structuring the different and challenging design problems faced, and could especially 
be  useful  for  the  development  of  novel  continuous  pharmaceutical  manufacturing  processes  through 
increased process understanding. 
 

 CHAPTER   5 
5. Monitoring	and	control	of	a	continuous	Grignard	reaction	
for	the	synthesis	of	an	active	pharmaceutical	ingredient	
intermediate	using	in‐line	NIR	spectroscopy	
The  contents  of  this  chapter  have  been  submitted  for  publication  in  Organic  Process  Research  & 
Development as Cervera‐Padrell A. E., Nielsen J. P., Jønch Pedersen M., Müller Christensen K., Mortensen A. 
R., Skovby T., Dam‐Johansen K., Kiil S. and Gernaey K. V.  (2011). Monitoring and control of a continuous 
Grignard  reaction  for  the  synthesis of an active pharmaceutical  ingredient  intermediate using  in‐line NIR 
spectroscopy. 
 
Abstract 
In‐line near‐infrared  (NIR) spectroscopy has been used  to monitor a continuous synthesis of an active 
pharmaceutical  ingredient  (API)  intermediate by  a Grignard  alkylation  reaction.  The  reaction between  a 
ketone substrate and allylmagnesium chloride may  form significant  impurities with excess  feeding of  the 
Grignard reagent beyond the stoichiometric ratio. On the other hand,  limiting this reagent would  imply a 
loss  in yield. Therefore, accurate dosing of the two reactants  is essential. A feedforward‐feedback control 
loop was  conceived  in  order  to maintain  the  reaction  as  close  as  possible  to  the  stoichiometric  ratio, 
leading  the  path  to  full  process  automation.  The  feedback  control  loop  relies  on  NIR  transmission 
measurements  performed  in  a  flow  cell,  where  in  contrast  to  labor  intensive  off‐line  HPLC  analytical 
methods,  the whole  reaction product can be scanned  in  real  time without sample dilution. A  robust PLS 
(projection  to  latent  structures) model was  developed with  a  satisfactory  standard  error  of  prediction, 
providing quantification of  the ketone  substrate  in  solutions with a high variability of  the major solution 
component – the alkoxide product. In addition, model performance supervision tools such as the spectral 
residuals or simple plots of pretreated spectra can assist  in the  identification of spectral outliers, which  in 
this case could be related to Grignard reagent excess.  If the sampling time of the NIR  instrument  is short 
enough, manipulating  the  inputs  to  the  reactor may  be  used  to  obtain  information  about  its  dynamic 
behavior.  This  information  is  very  useful  for  process  control  design,  assessment  of  analytical  tools  and 
definition  of  sampling  times.  In  this  work,  a  systematic  procedure  for  chemometric model  building  is 
followed, after which a discussion  is made on some of the potential applications that can be found when 
exploiting the fast and rich information provided by NIR spectroscopy. 
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5.1	Introduction	
The pharmaceutical industry is making a significant effort to improve productivity, quality, sustainability 
and  flexibility of  its manufacturing and  research and development  (R&D) activities2,27. Fierce competition 
and  increasing time and cost related to drug discovery and development have motivated a change  in the 
business strategy of pharmaceutical companies,  increasingly emphasizing cost reduction and shorter time 
to market79,81. These objectives must be met through an improvement of the efficiency and sustainability of 
all  processes  related  to  the  discovery,  development  and  long‐term  manufacturing  of  drug  products. 
Continuous processing  (CP), applied  throughout all  the  stages of  the  life cycle of a drug79,80, provides an 
opportunity to reduce costs, footprint, energy consumption, solvent utilization and environmental  impact 
while improving quality and control of manufacturing processes and final products1,8,9,27,81. Indeed, CP was 
selected as the most significant green engineering research area by the ACS Green Chemistry Institute (GCI) 
Pharmaceutical  Roundtable27.  The  U.S.  Food  and  Drug  Administration  (FDA)  has  also  encouraged  the 
adoption of advanced manufacturing and real‐time quality control technologies through the publication of 
the process analytical technology (PAT) guidance4.  
Several studies have demonstrated the advantages of performing both active pharmaceutical ingredient 
(API) synthesis1,8,9,16,92 and drug product formulation1,2,81,113  in continuous mode. In the context of organic‐
synthesis  based  API  production,  microreactors9,16,92,96,152,179  and  microseparation16‐18  processes  have 
intensively been studied  in  recent years, providing  the basic  tools  for continuous  flow multi‐step organic 
synthesis19,80,91.  Scaling‐down  to  the  microscale  results  in  enhancement  of  phenomena  such  as  mass 
transfer and heat  transmission via  large area  to volume  ratios, while  taking advantage of  capillarity and 
surface  tension  effects  at  a  small  scale9,16‐18,92,179.  Smaller  process  hold‐up  volumes  of  potentially  toxic 
and/or  dangerous  compounds  imply  safer  operation8,9,92.  These  principles  should  be  conserved  across 
different  scales  of  operation  using  a  scaling  out  approach,  i.e.  replicating  small  units  working  in 
parallel2,16,179.  However,  fluid  distribution  and  parallelization  of microscale  units  is  not  such  a  straight‐
forward task as often claimed93, and according to Kockmann et al.94, it should even be kept as a last option. 
Furthermore, practical problems such as blockages from solids in suspension still form a main limitation for 
microreaction  technology16,95.  Therefore,  a  microreactor  platform  able  to  scale  up  while  maintaining 
performance  in  realistic  (challenging)  scenarios  is  highly  desired92,94,96. Detailed  study  of mass  and  heat 
transmission characteristics of such platform should be the basis for the design94,96.  
Continuous  processing  is  particularly  advantageous  for  fast  and  exothermic  reactions,  such  as  those 
involving organometallic compounds92,96. This type of reactions (classified as type A according to Roberge et 
al.21) have traditionally been carried out  in fed‐batch mode, slowly dosing one of the reagents  in order to 
prevent a  runaway  reaction, keeping  the  reaction mixture under  cryogenic  temperature  (e.g. when high 
temperature favors side reactions) or alternatively under reflux (e.g. when the reaction heat  is very  large 
and  is  most  safely  removed  exploiting  the  latent  heat  of  the  solvent)92.  Compounds  featuring  a  low 
solubility,  typically worsened by  low  temperature,  require  large  solvent amounts  if  the  reaction  is  to be 
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done  in homogeneous conditions.  Impurities are commonly  formed when 1:1 stoichiometry  is difficult to 
accomplish or when hot‐spots due to insufficient mixing and heat removal cause side reactions96.  
Grignard reactions are one of the most common building blocks in organic synthesis92,168. Reactions are 
extremely rapid and exothermic, and they follow complex reaction mechanisms168 which in many cases are 
not  fully understood. While continuous  flow  reactors may provide  improved control over dosing, mixing, 
monitoring and heat removal, it has been shown that even the use of single‐channel microreactors results 
in high local temperature at the mixing point96. Hot spots can be decreased by following the multi‐injection 
principle,  i.e. split up one reagent feed  into several streams and thereby also the reaction heat release96. 
This  principle was  demonstrated  using  a  Grignard  reaction  leading  to  an  improvement  of  the  reaction 
yield152. The multi‐injection reactor may also decrease impurity formation when irreversible side reactions 
are favored by high local concentrations of one of the reagents148 (such as in the mixing point).  
Continuous‐flow reaction systems require on‐line monitoring and feed‐back control in order to take full 
advantage of the real‐time release PAT concept4. This is particularly important when dealing with Grignard 
reactions –  from a quality control point of view, accurate dosing and keeping  the required stoichiometry 
may contribute to  lower  impurity  formation, and  from a risk assessment perspective,  fault detection and 
troubleshooting  require  timely  data.  Even  though  continuous  flow  reactors  are  generally  claimed  to  be 
safer  than batch  reactors,  they  introduce other hazards,  such as  fouling or blockages which  can affect a 
higher  number  of  moving  parts  (pumps,  valves,  etc.),  potentially  resulting  in  pressure  build‐up16,95. 
Monitoring  tools  should  thus  provide  information  about  both  quality  specifications  and  overall  system 
performance. McMullen and Jensen98 review the integration of microreactors with in‐line physical sensors 
and analytical chemistry  techniques,  focusing on  reaction monitoring and development of algorithms  for 
automatic reaction screening and optimization99,100. Different  ideas for modularization and automation of 
microreaction technology have been proposed14, showing for example simple integration with in‐line ultra‐
violet, visible, near‐infrared (UV‐Vis‐NIR) flow‐through cells. In other work10, a microreaction platform was 
also connected to Raman, NIR, and visible  in‐line spectroscopic techniques to compare their performance 
for monitoring of a nitration reaction.  
NIR spectroscopy is a fast non‐invasive analytical method which has found a wide range of applications 
for the pharmaceutical, agricultural,  food and biotechnology  industries, among others180. The absorbance 
bands  (overtones  or  combination  bands  of  absorption  bands manifesting  in  the  infrared  region  of  the 
spectrum) are highly overlapping and often difficult  to  interpret. However chemometric  tools can aid  to 
resolve the spectra180. While IR spectroscopy can in principle provide richer chemical information than NIR 
spectroscopy, analytical equipment able to perform in‐line analysis has only become commercially available 
recently181.  Instrument  improvements  in  NIR  spectroscopy,  development  of  fiber  optics  allowing 
delocalization  of  the measurements,  and  relatively  low  cost,  have  all  contributed  to  the  spread  of  this 
analytical  technique180.  However,  while  the  use  of  NIR  or  Raman  spectroscopy  is  becoming  common 
practice in laboratory or pilot scale experiments10,14,98, their application for industrial scale processes under 
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real process conditions  (harsh  reaction environments,  solids  in  suspension,  industrial cleaning processes, 
etc.) is still a challenge.  
In this work, the development of an in‐line monitoring tool based on NIR spectroscopy for the control of 
a Grignard alkylation reaction is described. This reaction is the first synthetic step towards the formation of 
an API, where  accurate  dosing  of  the Grignard  reagent  below  or  on  1:1  stoichiometry  has  been  found 
essential to minimize an impurity formation. Monitoring of the ketone substrate in the reaction is especially 
challenging due to its low solubility compared to the product of the alkylation. First, a systematic procedure 
for  chemometric  model  building  with  an  emphasis  on  correct  sampling  will  be  described.  Next,  the 
potential of NIR spectroscopy for in‐line monitoring of this Grignard reaction under real working conditions 
will be critically evaluated. Finally, a monitoring strategy will be proposed for the reaction under industrial 
scale conditions, able to show the trend of reactant consumption and identify abnormal situations such as 
Grignard reagent excess, sudden reagent blockage or crystallization of the product in the outlet stream. All 
this  information  has  been  found  of  high  interest  for  safe  control  of  the  reaction  and  opens  the  path 
towards process self‐regulation and real‐time release. 
5.2	Materials	and	methods	
5.2.1	Alkylation	reaction	
‘Allylcarbinol’  (3, Scheme 5.1)  is  the short name  for 9‐Allyl‐2‐Chlorothioxanthen‐9‐Ol, an  intermediate 
product  in  the production of  zuclopenthixol, an API developed by H.  Lundbeck A/S.  It  is produced  via a 
Grignard alkylation  reaction of 2‐chlorothioxantone  (1)  (CTX) with allylmagnesium chloride  (AllylMgCl)  in 
tetrahydrofuran (THF), as shown in Scheme 5.1. The product of this reaction is an alkoxide (2). The alkoxide 
is  subsequently  hydrolyzed  in  acidic  water  to  produce  ‘allylcarbinol’  and  Mg  salts.  The  continuous 
hydrolysis  of  the  alkoxide  product  is  explained  in  detail  in  a  different  work174  (Chapter  6).  In  this 
contribution  the  focus  is on  the Grignard  alkylation  reaction, while  the  alkoxide hydrolysis  is only done 
during sample dilution for HPLC measurement. 
 
Scheme 5.1 Alkylation and hydrolysis reaction. 
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A reaction byproduct is formed throughout the reaction in low amount, and increases significantly with 
an  excess  of  Grignard  reagent  (AllylMgCl)  above  the  stoichiometric  ratio,  as  shown  in  Figure  5.1.  It  is 
speculated148  that  the byproduct  formation  is  caused by  reaction of  the Grignard  reagent with  alkoxide 
product in absence of CTX, and is thus favored by high local concentration of the Grignard reagent. 
 
Figure  5.1  Byproduct  peak  area %  referred  to  ‘allylcarbinol’  peak  area  (as measured  by  HPLC, where  error  bars 
represent standard deviation  for 3  replicate measurements) as a  function of  the molar  ratio between  the Grignard 
reagent  AllylMgCl  and  CTX.  Data  obtained  from  the  three  calibration  experiments  and  the  validation  experiment 
discussed throughout the chapter. The data from the third calibration experiment shows a higher impurity formation 
below  the stoichiometric ratio, which  is due  to a higher Grignard reagent concentration used  in  the alkylation. The 
relatively high byproduct  formed  in  calibration experiment 1 above  the  stoichiometric  ratio may be due  to higher 
excess than expected. Absolute peak area values are in any case highest for dataset 3. 
5.2.2	Continuous	flow	alkylation	reactor	
While  the alkoxide and  ‘allylcarbinol’ are highly  soluble  in THF, CTX  is  sparingly  soluble. This physical 
limitation  has  led  to  a  design  of  an  alkylation  reactor  where  solvent  use  has  been  minimized148.  The 
alkylation reactor  is divided  into two sections. The  first section  is a filter reactor (described  in a different 
work148) that carries out the alkylation of most CTX and yields a highly concentrated alkoxide solution (ca. 
0.7‐1M),  saturated  in CTX  (ca. 0.2‐0.3M). The  second  section of  the  reactor  (Figure 5.2) must accurately 
titrate  the  remaining  CTX  in  solution  without  exceeding  the  1:1  stoichiometry.  The  reaction  is 
homogeneous and  it may be  carried out  in a  tubular  reactor, optionally  splitting  the AllylMgCl  flow  into 
several side streams96,152. It is expected that by splitting the Grignard reagent flow into several streams the 
local concentrations at the mixing point will be lower, resulting in lower impurity formation148. This is thus a 
different argument  in favor of using the multi‐injection principle, compared to the one given by Barthe et 
al.96, who focus on heat removal and high local temperatures at the mixing point. 
The  reactor  setup  is  shown  in  Figure  5.2. Up  to  3  side  streams  could  be  used  to  split  the Grignard 
reagent  flow  into  the  tubular  reactor. Mixing between  the alkoxide  solution  saturated  in CTX originating 
from the filter reactor and the Grignard reagent occurred in 3/16 inch, 27 elements Koflo static mixers (SM‐
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1, SM‐2 and SM‐3). The mixers were connected to around 50cm of 1/8 inch OD stainless steel coiled tube 
(Swagelok) that was used to complete heat removal and provide an extra residence time. The reaction rate 
was  extremely  fast  and  mixing  controlled.  The  filter  reactor  was  operated  at  20°C  (below  room 
temperature), and the side‐entry tubular reactor was immersed into a bath at 30°C. The bath was set at a 
higher temperature than the filter reactor in order to avoid precipitation of the CTX solution (saturated at 
20°C) which could otherwise cause a blockage. It was assumed that the reaction heat was low enough to be 
absorbed by the specific heat of the solution (initially at 20°C) or by the bath at 30°C. Previous experiments 
have shown that reaction temperature had no effect on impurity formation below 45°C and thus a precise 
control of the reaction temperature was not a priority, but rather the reagent stoichiometry and keeping 
the solution homogeneous. Pumping of the CTX‐saturated alkoxide solution was done using an Omega PHP‐
212B‐T diaphragm pump  (P‐2), after which a check valve  (CV‐1) was  installed  (Swagelok, 1/8  inch, 25 psi 
cracking pressure) in order to avoid backflow. Pumping of the AllylMgCl was done using a peristaltic pump 
(P‐1) equipped with a PTFE tube  (Masterflex 07523‐90 driver equipped with 77390‐00 PTFE tubing pump 
head).  Each  side‐entry  to  the  tube  reactor  was  equipped  with  a  check  valve  (CV‐2,  CV‐3  and  CV‐4, 
Swagelok, 1/8  inch, 25 psi cracking pressure)  to avoid any backflow and equalize pressure drop  through 
each side‐entry, thereby equilibrating flow rate through the side‐entries (the check valve cracking pressure 
was  much  higher  than  the  liquid  pressure  drop  in  the  tubular  reactor  and  static  mixers,  therefore 
differences in pressure drop between the different entries could be neglected). It was critical to avoid any 
contact of the Grignard reagent solution with air (they would otherwise react forming insoluble Mg salts), 
and therefore any solvents used to flush the reactor, the Grignard reagent, the alkoxide solution saturated 
in  CTX  and  the  product  alkoxide  solution with  titrated  CTX were  all  covered with  nitrogen.  Experience 
demonstrated that only pumps where the liquid is completely isolated from the moving mechanism of the 
pump were  suitable, with  the  list of possibilities practically  reduced  to diaphragm pumps and peristaltic 
pumps.  Due  to  the  high  THF  solvent  strength, wet materials  had  to  be  either  PTFE/PFE/PFA‐based  or 
stainless  steel.  Since  fluoropolymers have  a  low  (but  still  important) oxygen  and moisture permeability, 
flexible  tube  connections  were  only  used  where  required  for  practical  reasons.  While  this  solution  is 
acceptable for very short run time in a laboratory setting, a pilot plant or an industrial scale reactor should 
basically use stainless steel material or other compatible metals. 
5.2.3	Control	strategy	
The  alkylation  reactor  should  preferably  be  self‐regulated,  which  requires  proper  monitoring  and 
control. It was concluded that the optimal control structure would be feedforward‐feedback control (Figure 
5.3). The feedforward control loop should measure: a) the flow rate of CTX‐rich alkoxide solution from the 
first section of the alkylation reactor; b) the solution temperature,  in order to calculate the predicted CTX 
concentration at saturation (according to a predetermined CTX solubility curve in THF containing alkoxide); 
and  c)  it  should  retrieve  from  a  database  the  Grignard  reagent  concentration  in  the  storage  tank,  or 
alternatively measure it in real time. With this information it would be simple to calculate the flow rate of 
Grignard reagent required  for 95‐100% CTX  titration, since  the controller objective would be  to maintain 
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the Grignard reagent stoichiometry on (or a little below) 1:1. However, measurement errors and/or delays 
and  solubility model  inaccuracies  could  lead  to  incorrect  titration.  Furthermore,  unknown  disturbance 
rejection  and  troubleshooting  are  only  possible  by measuring  the  product  concentration  in  the  outlet 
stream  and  including  a  feedback  control  loop.  If  the measurement  error  is  low  enough, measuring  the 
outlet stream flow rate and the alkoxide concentration could facilitate real time release and would provide 
the information needed to calculate how much operation time would be required to collect a batch. In this 
work,  product  monitoring  in  the  outlet  stream  was  carried  out  using  in‐line  NIR  spectroscopy 
measurements. 
 
Figure  5.2  Detail  of  the  second  section  of  the  alkylation  reactor  used  for  the  continuous  synthesis  of  the  API 
intermediate ‘allylcarbinol’. 
 
Figure 5.3 Control strategy diagram. T is the temperature, CsCTX is the CTX concentration at saturation for temperature 
T, vG is the Grignard reagent flow rate, vAlk is the alkoxide solution flow rate from the filter reactor, and CCTX is the CTX 
concentration in the outlet stream. 
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5.2.4	Chemometric	NIR	model	development	
The  general  procedure  for  chemometric model  building  is  shown  as  a  diagram  in  Figure  5.4.  First, 
absorption spectra of pure compounds were inspected in order to select relevant wavelength intervals for 
chemometric model development. The wavelength  intervals were compared with  literature data to relate 
absorption peaks with chemical structure information. Next, different mathematical pretreatments180 were 
applied  to  the  raw  absorption  spectra  in order  to eliminate baseline  and/or  first order  shifts  caused by 
scattering, instrument noise, bending of fiber optic cables, etc. Then, a projection to latent structures (PLS, 
also known as partial least squares) regression model32 was built based on a calibration dataset. Leave‐one‐
out cross‐validation182 was used  to generate a standard error of cross‐validation  (SECV) plot,  from which 
the minimum number of significant latent variables was selected to avoid model over‐fitting. The SECV was 
compared for the different pretreatments tested and the best model was validated against an independent 
validation dataset, obtaining a standard error of prediction (SEP). The SECV and SEP were calculated  in an 
analogous way (Eq. 5.1, where  NIRiC is the concentration of an analyte in sample i as predicted by the PLS 
model using  the NIR  spectra,  HPLCiC is  the  concentration of  the  same  analyte  as  given by  the  reference 
analytical method, such as HPLC, and  n is the number of samples). 
 
Figure  5.4  Procedure  for  chemometric model building. Note  that only  aiming  at minimizing  the  standard  error of 
cross‐validation  (SECV)  may  lead  to  overfitting.  Therefore,  both  the  number  of  LV  and  SECV  were  minimized. 
Overfitting was detected with an independent validation and quantified by the standard error of prediction (SEP). 
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5.2.4.1	At‐line	determination	of	Grignard	reagent	concentration	in	a	stock	solution	
Grignard  reagent  strength  diminishes  with  time  due  to  for  example  exposure  of  open  bottles  to 
moisture or air, even when extreme care  is taken to keep solutions under nitrogen cover. Therefore,  it  is 
required  to  analyze  the  reagent  strength  before  use.  The  recommended  analysis  method  is  a 
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potentiometric  titration  using  2‐butanol168  under  nitrogen  cover, which  is  expensive,  complex  and  time 
consuming to carry out and requires considerable human expertise. It is much simpler and faster to build a 
chemometric model based on at‐line NIR spectroscopy measurements, obtaining a Grignard concentration 
value within seconds. A PLS model was built by opening a new bottle of 2M Grignard reagent from Sigma 
Aldrich and making dilutions with THF under nitrogen  cover,  immediately  scanning each diluted  sample. 
The prediction ability of  the model was evaluated  in  terms of SECV  (0.06 M). Even  though  this  is only a 
rough model and using  the SECV  to evaluate prediction ability  is certainly optimistic,  this procedure was 
considered acceptable for the purpose of this model (obtain a rough estimate of the Grignard strength). 
5.2.4.2	In‐line	determination	of	CTX	concentration	
A  preliminary  experiment  was  carried  out  to  determine  the  spectral  changes  observed  during  the 
alkylation of a solution of CTX in THF (not containing alkoxide initially). THF was used as reference spectrum 
for calculation of absorption spectra. CTX was dissolved  in THF close  to saturation and was  reacted with 
Grignard  reagent  using  an  old  version  of  the  tubular  reactor  depicted  in  Figure  5.2.  The  flow  rate  of 
Grignard reagent was varied from 0 up to the stoichiometric value for full CTX conversion. After each flow 
rate change the reactor was kept running at fixed flow rates for 5 minutes in order to reach steady state.  
Once  the  important  wavelength  intervals  were  visually  identified,  3  calibration  experiments  and  1 
validation  experiment were performed. All NIR measurements used  THF  as  reference.  The  3  calibration 
experiments were carried out  following a similar procedure. An alkoxide‐rich CTX‐saturated solution was 
obtained  using  a  filter  reactor148.  The  solution  was  then  pumped  through  the  second  section  of  the 
alkylation reactor  (Figure 5.2, side‐entry  tubular reactor) at a  fixed  flow rate of 10 mL/min, changing  the 
flow rate of Grignard reagent from 0 to the stoichiometric point and if possible beyond. Unfortunately, for 
calibrations  1  and  2,  the  stock  solution  of  alkoxide‐rich  CTX‐saturated  solution  ran  out  when  the 
stoichiometric point was reached. After each change of flow rate the reactor was kept running using fixed 
flow rates for 5 minutes in order to reach steady state, and sampling was performed as described in Section 
5.2.6. The difference between the 3 calibration experiments was the initial alkoxide concentration (135 g/L, 
225 g/L and 290 g/L) and  the Grignard  strength used  (0.6 M, 1.1 M, 2 M,  respectively). This  calibration 
procedure  was  followed  with  the  purpose  of  a)  eliminating  correlation  between  the  change  in 
concentration of  the  two analytes and  thereby obtain PLS models specific  to each analyte183; b) obtain a 
robust PLS model for CTX, including variability in alkoxide concentration around the expected set point (ca. 
215 g/L); and c) generate a very rough alkoxide PLS model.  
The  validation  experiment  was  run  similarly  to  the  calibration  experiments.  The  initial  alkoxide 
concentration (solution from the filter reactor) was 180 g/L. This solution was pumped through the tubular 
reactor  at  a  fixed  flow  rate  of  10mL/min,  changing  the  flow  rate  of Grignard  reagent  according  to  the 
profile outlined  in  Figure  5.10.  The  flow  rate was  adjusted  to  test  the prediction  ability  against  sudden 
changes of Grignard reagent and also against smooth changes around the stoichiometric point (full titration 
of the CTX). After each flow rate change, the conditions were fixed for 5 minutes in order to reach steady 
state. 
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5.2.5	Analytical	instrument	and	software	
An FT‐NIR process analyzer (Networkir, Q‐Interline/ABB) equipped with an InGaAs detector measuring in 
the range 800‐2600 nm was connected to a CUV‐UV holder for at‐line transmission measurements in 1 cm 
cuvettes  (OceanOptics),  optimized  for  the  range  200‐2000  nm,  using  two  500  µm  fiber  optic  cables.  A 
home‐made Teflon vial holder for 8 mm‐pathlength disposable borosilicate glass vials (Kimble) was inserted 
into the CUV‐UV holder, enabling very fast measurements with disposable vials. At‐line measurements of 
Grignard reagent were taken at ambient temperature (not active control). 16 scans were averaged for each 
sample,  and  the  resolution was  set  to  16cm‐1.  A  second  InGaAs  detector measuring  in  the  range  800‐
2100nm was connected to a FIA‐Z‐SMA‐TEF flow cell (OceanOptics) for in‐line transmission measurements 
(1 cm pathlength), optimized for the range 210‐2000 nm, using two 15 m long 300 µm fiber optic cables in 
order to reach a fume hood containing the reactor setup. 16 scans were averaged for each sample, and the 
resolution was set to 16cm‐1. With these settings the sampling time was 5 seconds. The inner volume of the 
flow cell was only 50 µL, which was critical for correct sampling. The product from the tubular reactor was 
connected to the flow cell using 1/4‐28 Upchurch fittings and 1/8  inch OD PFA tubing (Swagelok). Spectra 
were acquired and processed using GRAMS/AI 7.0  (Thermo Electron Corporation). Chemometric models 
were built using the add‐on PLSplus/IQ (Thermo Electron Corporation). Plots were generated with MATLAB. 
5.2.6	Sampling	setup	
NIR  spectroscopy  is  usually  treated  as  a  secondary  analytical  technique,  meaning  that  it  must  be 
calibrated  against  a  reference  analytical  technique,  in  this  case HPLC.  Correct  sampling  avoiding  cross‐
contamination  in calibration experiments built from  in‐line NIR measurements  is not straightforward, and 
must be taken  into account  in the assembly of the sampling setup. Solids precipitation on the tube walls 
could  for  example  induce  experimental  errors.  Correct  synchronization  of  the  NIR  and  the  reference 
analysis  method  and  ensuring  steady  state  conditions  before  analysis  are  also  very  important.  Two 
sampling  setups  were  assembled.  The  first  setup  (Figure  5.5a)  was  used  for  calibration,  where  NIR 
measurements were  taken discontinuously and both  the NIR  flow cell and  the HPLC sampling  tube were 
flushed  before  each  analysis.  The  second  setup  (Figure  5.5b)  was  used  for  validation,  where  NIR 
measurements  were  taken  continuously  and  thus  only  the  HPLC  sampling  tube  was  flushed  before 
sampling. In the first setup (Figure 5.5a), the product from the tubular reactor was normally directed to a 
product  container,  until  steady  state  was  reached.  At  that  point  (usually  4  minutes  after  a  flow  rate 
change), the liquid was sent to the NIR flow cell using the 3‐way valve 3WV‐1, with V‐1 closed. The flow cell 
was flushed for about 30‐45 seconds with the product at steady‐state conditions opening the outlet 3WV‐2 
for HPLC sampling, and  then a single NIR measurement  (16 co‐added scans) was taken while collecting a 
small sample for HPLC analysis. Next, the 3‐way valve 3WV‐1 was turned again to send the product to the 
product container, and the Grignard reagent flow rate was changed in order to generate the next product 
concentration. While waiting  for steady state,  fresh solvent  (THF) was  flushed  (opening V‐1)  through  the 
NIR flow cell and the HPLC sampling tube in order to prevent cross‐contamination.  
Chapter 5    91 
In the second setup (Figure 5.5b), the product from the tubular reactor was continuously scanned by the 
NIR flow cell (16 co‐added scans for each measurement, every 10 seconds). The liquid at the outlet of the 
flow  cell  could  either  be  sent  to  a  product  container  or  for  HPLC  reference  sampling.  The  setup was 
analogously operated and the HPLC sampling tube was properly flushed with THF after each sample. 
 
Figure 5.5 Sampling setups used  for calibration  (a) and validation  (b) of the chemometric model used to determine 
CTX concentration in the alkoxide solution. 
5.2.7	HPLC	reference	analysis	
The  concentrations  of  the  alkoxide,  CTX  and  impurities  were  determined  using  HPLC  analysis.  A 
LaChrome Elite HPLC machine equipped with a Phenomenex Gemini C6‐Phenyl column  for reverse phase 
HPLC using  a  gradient method based  on  acetonitrile  and  aqueous buffer  (ammonium  formate pH  9)  as 
mobile phases were employed for the analysis of previously diluted samples. 50 µL samples were diluted 
with 4.95 mL of THF. 50 µL of these solutions were further diluted with 950 µL of mobile phase at time 0 of 
the gradient method  (total dilution  factor 2000). Samples were  taken  in  triplicates, since  repeatability of 
the  dilution  procedure was  the major  source  of  experimental  error.  Calibration  curves were  built  from 
‘allylcarbinol’ and CTX standards, obtaining very satisfactory regression coefficients. 
5.3	Results	and	discussion	
5.3.1	Chemometric	model	development	
5.3.1.1	Overview	of	absorption	spectra	–	wavelength	interval	selection	
The  three analytes  involved  in  the alkylation  reaction  (CTX, AllylMgCl and alkoxide) have a  significant 
part  of  their  chemical  structures  in  common,  and  thus  their  absorption  bands  in  the NIR  spectrum  are 
highly overlapping  (see for example Figure 5.6). Basically, AllylMgCl transfers an allyl group to a molecule 
containing two aromatic groups  (CTX), transforming a ketone  into an alkoxide. The ketone – which  is the 
only chemical group unique for CTX and would thus be a very good indicator for the disappearance of this 
molecule – does only manifest  in  the NIR  spectrum as a very weak  stretch  second overtone  (1900‐2050 
nm)184  that could not be detected  in practice.  In contrast,  the C‐H  stretch  first overtone of  the aromatic 
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rings (around 1685 nm)184 and the allyl group (around 1620 nm)184 have clear absorption bands. The solvent 
THF absorbs in two bands around 1688 nm and 1754 nm, corresponding to the C‐H stretch first overtone of 
the CH2 groups184. Since THF  is used as a reference spectrum, the wavelength regions where THF absorbs 
are  highly  noisy  and  thus  cannot  be  used  to  measure  the  analytes.  The  spectra  acquired  during  the 
alkylation of  a  saturated  solution of CTX  in  THF  (not  containing  alkoxide)  are plotted  in  Figure 5.6.  The 
formation  of  alkoxide  from  the  CTX  solution  is  observed  as  the  growth  of  the  allyl  absorption  band  at 
1637nm. The disappearance of CTX can be observed as a slight decrease in the aromatic absorption band at 
1666nm combined with a slight shift towards longer wavelengths (peak at 1673nm). Spectra obtained from 
high  concentration  alkoxide  solution  (such  as  those measured  in  calibrations  1‐3  and  in  the  validation 
experiment) show much higher bands (allyl group and aromatic group) corresponding to the alkoxide, but 
still a  small  shift  in  the aromatic absorption band  can be observed when CTX  is depleted. The aromatic 
absorption  band  is  very  near  to  the  noisy  area  caused  by  high  THF  absorption.  This  spectra‐structure 
relation information guided the selection of wavelength intervals for chemometric model development. 
 
Figure 5.6 Baseline  corrected  spectra obtained during  the  alkylation of  a CTX‐saturated  solution  in THF. The  color 
changes  from blue  to  red proportionally  to  the CTX  conversion. The peak maxima  for each  analyte  are plotted as 
dashed lines. 
5.3.1.2	PLS	model	calibration	and	cross‐validation	
Several  PLS models  were  constructed  based  on  a  dataset  including  the  three  calibration  alkylation 
reactions, with initial alkoxide concentrations around 135 g/L, 225 g/L and 290 g/L for the first, second and 
third reaction, respectively (Table 5.1). In all experiments the CTX concentration was varied from 0 g/L up 
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to close  to  the  saturation point  (ca. 50‐55 g/L). The PLS models  reported  in Table 5.2 were obtained by 
following the procedure outlined in Figure 5.4. If necessary, the wavelength interval was narrowed slightly 
to  avoid  noise  introduced  by  the  Savitzky‐Golay180,182  pretreatments  in  the  neighborhood  of  the  THF 
absorption band. Five different pretreatments180,182 were tested: two‐point baseline correction (BC) based 
on  an  area  without  analyte  absorption,  first  derivative  (Savitzky‐Golay),  second  derivative  (Savitzky‐
Golay)180,182, multiplicative scatter correction (MSC) and standard normal variate (SNV). In addition, mean‐
centering (MC) and/or variance scale (VS) were used to try to increase the sensitivity of the models to the 
small variations in the spectra given by the low CTX concentrations. Different numbers of smoothing points 
were tested (7, 11, 15) for the Savitzky‐Golay derivatives, while 11 points was considered the right number 
for the resolution used. Some combinations of the above mentioned pretreatments were also tested (e.g. 
derivative + BC), although large changes were not expected since the derivatives compensate for bias (first 
derivative) and slope  (second derivative) shifts  (note  that models 10 and 12  in Table 5.2 give exactly  the 
same result). 
Table 5.1 Initial alkoxide concentrations (product from the filter reactor) obtained in the three calibration experiments 
and the validation experiment. The three calibration datasets were combined in a single calibration. 
  Calibration dataset  Validation 
dataset   Dataset 1  Dataset 2  Dataset 3 
Initial alkoxide concentration  135 g/L  225 g/L  290 g/L  180 g/L 
 
The  number  of  latent  variables  (LV)  was  selected  based  on  SECV  vs.  LV  plots.  While  it  should  be 
expected  to  obtain  a  minimum  between  model  underfit  and  overfit180,182,  the  number  of  LV  for  this 
minimum was in many situations too large, with the model tending to overfit the calibration data (as shown 
by poor prediction of independent validation samples). Therefore, the right number of LV was selected by 
visual inspection, increasing the number of LV until large decreases of the SECV were not longer observed. 
BC and first and second derivatives gave a similar result in cross‐validation prediction ability (SECV between 
4  and 4.5  g/L), while MSC  and  SNV  clearly underperformed  for  this particular  application. Model 5 was 
selected  on  purpose with  a  high  number  of  LV  (6 was  the  LV  at  the minimum  SECV)  in  order  to  show 
overfitting (SECV=2.7 g/L, however SEP=30 g/L).  
Figure 5.7 shows the cross‐validation prediction values given by the best model found (model 10) for the 
three  datasets  used  for  calibration  (initial  alkoxide  concentrations  135  g/L,  225  g/L  and  290  g/L 
corresponding  to datasets 1, 2 and 3  in  the  figure,  respectively). The NIR  cross‐validation predictions  lie 
relatively near to the y=x line, following the trend of CTX concentrations determined by the reference HPLC 
measurements.  The  horizontal  error  bars  represent  the  repeatability  of  each  HPLC  measurement, 
calculated as  the  standard deviation  for  three  replicate measurements. The vertical error bars  represent 
the SECV of  the PLS model. The extreme values  (high and  low ends of CTX concentration) are especially 
difficult to predict since the model may need to extrapolate. The repeatability of the HPLC measurements 
was especially  low  (high standard deviation  for  the replicate measurements)  for  the dataset 2, especially 
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for  the  point  with  highest  concentration.  It  has  been  confirmed  that  this  large measurement  error  is 
introduced by the dilution procedure required for HPLC analysis (dilution factor 2000), since the variations 
in concentration between replicates for the two analytes measured by HPLC (CTX and alkoxide) are highly 
correlated. Small differences  in pipette  tips  (for example  they behave differently when  they are wet and 
when  they are dry) and  the high volatility of  the  solvent  (THF) affect  the  sample volume. Dataset 2 was 
actually the first experiment carried out. Extreme care was taken afterwards in order to try to improve the 
repeatability  as  much  as  possible.  Datasets  1  and  3  resulted  in  lower  standard  deviations  between 
replicates. Despite the high measurement errors  introduced  in some experimental points, no points were 
discarded as concentration outliers. On the one hand, taking the average of three replicate measurements 
for each point reduces the influence of measurement errors. On the other hand, it was considered positive 
to  conserve  as much  variability  as  possible  in  the  calibration  dataset,  in  order  to  include  several  high 
concentration values, as well as to provide a realistic quality check for the model (the SECV provides a very 
good  estimate  of  the  prediction  ability  of  the  PLS  model  and  will  probably  tend  to  overfit  less). 
Furthermore, the figure alerts that using off‐line HPLC samples during production could involve significant 
measurement  biases  leading  to  the  wrong  control  decisions,  while  real‐time  in‐line  NIR  data  (without 
sample  dilution)  should  be  less  prone  to  measurement  biases  if  it  is  combined  with  the  right  model 
supervision  tools.  The  lowest  predicted  concentration  value  (corresponding  to  dataset  3)  was  actually 
identified as a spectrum outlier (containing excess of Grignard reagent as discussed below), and could thus 
be removed from the calibration. 
 
Figure 5.7 Leave‐one‐out cross‐validation prediction values vs. HPLC  reference values  for datasets 1, 2 and 3  (with 
initial alkoxide concentrations of 135 g/L, 225 g/L and 290 g/L, respectively). 
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Table 5.2 PLS models developed for the quantification of CTX  in an alkoxide solution. MC: Mean‐Centering, VS: Variance Scale, BC: Baseline correction, 1der: First 
Derivative (Savitzky‐Golay), pts: smoothing points, 2der: Second Derivative (Savitzky‐Golay), MSC: Multiplicative Scatter correction, SNV: Standard Normal Variate, 
LV: number of Latent Variables, SECV: Standard Error of Cross‐Validation, Q2: cross‐validation/validation regression coefficient, SEP: Standard Error of Prediction, SEP 
corr: SEP corrected for bias and slope deviation. 
CROSS‐VALIDATION  VALIDATION 
Model  MC/VS  Pretreatment  Wavelength (nm)  LV  SECV  Q2  SEP  Q2  bias  slope  SEP corr 
(g/L)  (g/L)  (g/L) 
1  MC  BC  1610  ‐ 1684  3  4.5  0.95  7.7  0.99  3.53  1.14  1.4 
2  MC‐VS  BC  1610  ‐ 1684  2  4.6  0.95  4.5  0.99  ‐1.12  1.17  1.4 
3  ‐  1der, 11pts  1610  ‐ 1673  2  4.5  0.95  5.2  0.99  2.18  1.10  1.4 
4  MC  1der, 11pts  1610  ‐ 1673  2  4.4  0.95  5.0  0.99  0.86  1.13  1.4 
5  MC‐VS  1der, 11pts  1610  ‐ 1673  6  2.7  0.98  30.3  0.99  26.58  1.14  1.6 
6  MC  1der, BC  1610  ‐ 1673  2  4.2  0.95  4.9  0.99  0.70  1.13  1.4 
7  MC  1der, 15pts  1610  ‐ 1673  3  3.5  0.97  4.7  0.99  0.75  1.12  1.6 
8  MC  1der, 7pts  1610  ‐ 1673  2  4.4  0.95  4.8  0.99  0.77  1.13  1.4 
9  ‐  2der, 11pts  1610  ‐ 1673  2  4.9  0.94  4.9  0.99  2.08  1.09  1.4 
10  MC  2der, 11pts  1610  ‐ 1673  3  4.2  0.95  3.2  0.99  ‐0.52  1.11  1.4 
11  MC‐VS  2der, 11pts  1610  ‐ 1673  4  4.0  0.96  5.3  0.99  ‐7.95  1.14  1.4 
12  MC  2der, BC  1610  ‐ 1673  3  4.2  0.95  3.2  0.99  ‐0.52  1.11  1.4 
13  MC  2der, 15pts  1610  ‐ 1673  4  4.1  0.96  3.6  0.99  0.15  1.10  1.7 
14  MC  2der, 7pts  1610  ‐ 1673  2  4.6  0.94  5.1  0.99  0.90  1.13  1.4 
15  MC  MSC  1610  ‐ 1684  5  6.8  0.88  5  0.98  3.33  1.04  2.5 
16  ‐  SNV  1610  ‐ 1684  3  6.9  0.88  10.9  0.98  ‐1.56  0.69  2.5 
17  ‐  SNV detrend180,182  1610  ‐ 1684  3  6.8  0.88  8.8  0.99  14.69  0.67  1.7 
18  MC  SNV  1610  ‐ 1684  2  7.7  0.85  10.9  0.98  ‐1.60  0.69  2.4 
19  MC  SNV detrend  1610  ‐ 1684  3  6.4  0.89  7.5  0.99  12.77  0.69  1.7 
20  MC‐VS  SNV detrend  1610  ‐ 1684  3  7.1  0.87  7  0.99  11.90  0.70  1.9 
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The structure of  the PLS model 10 was examined by plotting  the scores of  the  latent variable 1  (LV1) 
against the scores of LV2 (Figure 5.8a), the loadings of LV1, LV2 and LV3 (Figure 5.8b) and relating them to 
the mean‐centered second derivative of the spectra in the calibration datasets (Figure 5.8c). The scores plot 
(Figure 5.8a) shows that the three datasets used for calibration are clearly separated as three populations. 
The scores of LV1 are correlated with the CTX concentration, while the scores of LV2 mainly separate the 
three datasets according to their alkoxide concentration. The loadings of LV1, LV2 and LV3 (Figure 5.8b) can 
visually be related to the three populations observed in the spectra plot (Figure 5.8c), explaining almost all 
the variability contained in the spectra (X‐variable). The loadings of LV1 (the latent variable most correlated 
to  the  CTX  concentration)  mainly  describe  the  variability  in  the  spectra  caused  by  changes  of  CTX 
concentration (the aromatic band shift and slight decrease shown in Figure 5.6), although the combination 
of LV1, LV2 and LV3 is required to give a good estimate of CTX concentration independently of the alkoxide 
concentration.  The  color  code  in  Figure  5.8c has been  linked  to  the CTX  concentration, with blue  color 
representing maximum CTX concentration and red color representing CTX depletion. Dashed vertical  lines 
show  the peak maxima  for  the  three  analytes  (alkoxide  at 1637 nm  and 1673nm, CTX  at 1666 nm  and 
AllylMgCl at 1647 nm). The  loadings of  LV1  show higher absolute  values  for  the  region  around  the CTX 
maximum, where  the maximum CTX‐related variability  is observed. The  loadings of LV2 show maxima at 
the  allyl  and  aromatic  alkoxide maxima. Maxima  in  raw  absorbance  spectra  are  seen  as minima when 
second derivative is applied. Since the data is mean‐centered, at 1637 nm, the spectra lying below zero are 
lower than the mean and thus contain more alkoxide. Thus, the scores of LV2 are negatively correlated to 
the alkoxide  concentration  (points 22  to 28 have  the highest alkoxide concentration and  lowest  scores). 
Point 28 is a spectral outlier, which can be observed in Figure 5.8c (identified with an arrow), since it clearly 
differs from the rest of the population, with the highest spectral difference occurring at 1647 nm, which is 
actually  the peak maximum  for  the Grignard  reagent. This  sample  could  thereby be  identified as having 
excess Grignard reagent. 
5.3.1.3	PLS	model	validation	
The alkylation reaction used for validation was carried out with an initial alkoxide concentration of 180 
g/L.  In‐line  NIR  data  was  gathered  every  10  seconds  and  Grignard  reagent  flow  rate  was  changed  in 
intervals of 5 minutes as described in the materials and methods section. In the end of each time interval a 
reference  HPLC  sample  was  taken.  All  the  PLS  models  shown  in  Table  5.2  were  used  to  predict  CTX 
concentration for the whole reaction time, and the last NIR sample in each time interval was compared to 
the reference HPLC measurement. The standard error of prediction (SEP) was calculated according to Eq. 
5.1. A  linear regression (Eq. 5.2) was performed relating the NIR model predictions to the reference HPLC 
measurements,  resulting  in  a bias,  slope  and  linear  regression  coefficient Q2  reported  in  Table 5.2.  The 
model predictions were  then corrected  for bias and slope deviations  (Eq. 5.3), obtaining a corrected SEP 
value, calculated as in Eq. 5.1 but using  NIR correctediC values (Table 5.2). 
  NIR HPLCi i iC bias slope C       (5.2) 
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Figure 5.8 a. Scores plot for LV1 and LV2, where points 1‐7 correspond to calibration dataset 1, points 8‐21 correspond 
to calibration dataset 2, and points 22‐28 correspond to calibration dataset 3. b. Loadings of LV1, LV2 and LV3 in the 
wavelength interval selected for PLS model construction. c. Mean‐centered second derivative spectra of samples 1‐28. 
The  color  code  is  related  to  CTX  concentration  as  shown  in  the  colorbar.  An  arrow  identifies  a  spectral  outlier 
containing excess Grignard reagent. Dashed vertical lines point to peak maxima of the three important analytes. 
The  ‘best’ model was  considered as  the one with  lowest SEP, highest Q2,  lowest absolute bias,  slope 
closest  to 1  and  lowest  SEP  corrected. A maximum number of  LV of 3 was  considered  safe  in order  to 
maintain  robustness and avoid model overfitting. Model 10 was  thus considered as a good model, while 
models 2 and 4 are also expected to be robust thanks to the low number of LV. Interestingly, models 1 to 
14  (those pretreated with BC or derivatives) all  resulted  in very  low SEP after bias and  slope  correction 
(even  the  highly  overfitted model  5),  catching  perfectly  the  CTX  concentration  trend, while  the models 
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pretreated with MSC and SNV showed a lower performance. The bias and slope correction is a very simple 
procedure which may be applied for model maintenance during production180,182.  
Figure 5.9 shows CTX concentration predictions from model 10 against reference HPLC measurements. 
The horizontal  error bars  represent  the  standard deviation  for  the  three HPLC measurement  replicates, 
while the vertical error bars are the SEP. Model 10 is especially accurate at low CTX concentrations, which is 
very positive for the intended use of the PLS model, while it shows a slight slope deviation. This deviation is 
most  likely due to a systematic HPLC measurement error occurring during the sample dilution procedure. 
These dilutions had to be carried out by a different person to the one who performed the dilution work in 
the  calibration  experiments,  introducing  a  human  source  of  variability.  Furthermore,  a  different 
experimental work has shown that the pipette used for dilutions is probably taking a lower volume than it 
should.  This  agrees  with  the  fact  that  the  NIR model  predictions  systematically  overestimate  with  an 
amount proportional to the CTX HPLC reference concentration (note that all the slope values reported  in 
Table 5.2 for models 1‐14 are similar and higher than 1). 
 
Figure 5.9 Predicted CTX concentration vs. HPLC reference concentration in the validation dataset, given by PLS model 
10. 
5.3.2	Process	monitoring	tools	
Considering the system under study, a process monitoring system should offer as many as possible of 
the following features: 
 Accurate measurement of CTX concentration, with the ability to follow its trend in real time. 
 Simple model supervision, maintenance and update, including new spectra or performing simple 
bias and slope corrections by taking HPLC reference analysis on a periodic basis.  
 Provide an approximate concentration value for the alkoxide  in real time,  in order to calculate 
product flow rate and determine when a batch of product has been processed.  
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 Establish an alarm system, indicating system anomalies such as excess of Grignard reagent in the 
product  stream  or  accumulation  of  solids  in  suspension,  with  potential  to  cause  a  reactor 
blockage.  
The alkylation  reaction used  for validation provided measurements every 10  seconds which  could be 
used to simulate a real‐time in‐line monitoring system, while providing information about the dynamics of 
the reactor. Figure 5.10 shows the CTX concentration as a response to step changes in the Grignard reagent 
flow  rate  into  the  reactor. Both  the original NIR predictions given by model 10 and  the corrected values 
have been plotted, as well as  the  reference HPLC measurements at  the end of each  time  interval  (when 
steady state was reached). The experiment was planned so that full CTX conversion would be obtained with 
2 mL/min of Grignard  reagent  into  the  reactor,  and  the  flow  rate of  reagent was  regulated  so  that  the 
model could be validated near the titration point and also with excess of Grignard reagent. However, the 
Grignard reagent concentration was lower than measured the day previous to the experiment and thus full 
CTX  conversion  was  only  obtained  with  around  3  mL/min,  indicating  that  the  real  Grignard  reagent 
concentration was around 0.67 M or the pump was providing a lower flow rate than expected.  
 
Figure  5.10  Real‐time  in‐line monitoring  of  the  validation  alkylation  reaction.  The  original NIR  predictions  of  CTX 
concentration  according  to model 10  (CTX NIR),  the  corrected prediction  after bias  and  slope  correction  (CTX NIR 
corr), the CTX HPLC measurements, the spectral residual and the Grignard reagent flow rate are plotted against time. 
The experiment started with solvent in the reactor (THF). At time 0, the flow of CTX‐saturated alkoxide 
solution into the reactor was started. After reaching steady state, the flow of Grignard reagent was started 
at 2 mL/min until steady state was reached again. At this point (t=10 minutes) the two reactants had been 
loaded into the reactor and the flow rate of Grignard reagent was turned off, and then increased gradually 
as shown in Figure 5.10. Right after increasing the flow rate from 3 to 4 mL/min, a blockage of the Grignard 
reagent entrance  into  the  reactor occurred, observed by an  increase  in  the pressure  in manometer M2 
(Figure 5.2) above the safe pressure  limit of the PTFE tube used for the peristaltic pump. The flow rate of 
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Grignard  reagent  was  then  turned  off  (keeping  the  CTX‐saturated  alkoxide  flow  rate  on)  and  the 
experiment finished when steady state was achieved. 
The  CTX  concentration  profile  could  be  followed  in  real  time,  with  a  high  agreement  with  HPLC 
reference measurements (even with not corrected predictions) and providing much richer  information on 
the dynamics of the reactor and all the events that occurred during the process than off‐line HPLC analysis 
would.  The  scaled  spectral  residual  for  each NIR measurement has  also been plotted,  calculated  as  the 
difference between  the measured  spectra and  the  reconstructed  spectra according  to  the PLS model.  It 
provides an excellent way of monitoring when the spectra contain  information which was not  included  in 
the calibration dataset, as well as helping to detect system anomalies. In the first 2 minutes of the reaction, 
the spectral residual is very large, indicating that THF is in the system. The spectral residual is kept at a low 
level throughout the reaction except after approximately 55 minutes, when an excess of Grignard reagent 
was detected at the flow cell. Unfortunately the Grignard reagent excess could not be maintained for a long 
time due to the aforementioned blockage. The mean‐centered second derivative of the spectra obtained 
throughout all the experiment has been plotted  in Figure 5.11. The spectra obtained between 55 and 60 
minutes have been plotted  in red color.  It  is possible to distinguish that some of the spectra  in  this  time 
interval clearly separate from the rest of the population, showing a maximum separation at the AllylMgCl 
peak  maximum,  thus  indicating  that  the  solution  contains  excess  of  Grignard  reagent.  The  maximum 
variability in the spectra occurs at the CTX peak maximum (1666nm). The spectra having the lowest values 
at  this  wavelength  correspond  to  the  highest  CTX  concentration  (by  comparison  with  Figure  5.8c). 
Therefore,  an  inspection  of  the  mean‐centered  second  derivative  spectra  (disregarding  PLS  model 
predictions)  may  be  very  useful  for  monitoring  the  reactor  status  and  supervision  of  the  PLS  model 
performance. 
Following  the alkylation  reaction,  the alkoxide must be hydrolyzed  in order  to produce  ‘allylcarbinol’, 
and  the organic and aqueous phases generated must be separated174  (Chapter 6). An excess of Grignard 
reagent  in  the alkoxide product  stream would  react with  the acidic water used  for hydrolysis producing 
propene  gas168.  This  reaction  is  extremely  exothermic, while  propene  gas  in  high  amounts  could  cause 
pressure build‐up. Therefore,  the hydrolysis  reactor  should be vented with a pressure  relief valve, while 
pressure increase would be a simple means of detecting Grignard reagent excess in the product stream. 
The alkoxide concentration values were determined using a PLS model with the same characteristics as 
CTX model 10, but with only 2LV. The accuracy of the model  is only fair, with a SEP  in the order of 20 g/L 
(range 0‐300 g/L  in  the calibration dataset). This  is due  to the  fact  that  the calibration dataset contained 
alkoxide  values  around  basically  three  levels.  A  calibration  could  easily  be  extended  to  include  more 
variation in the alkoxide concentration but this is out of scope for this work. In an industrial implementation 
it  has  also  been  proposed  to  use  absolute  absorption  values  at wavelengths where  no  compounds  are 
absorbing, which could be used to determine scattering  in the media related to solids  in suspension with 
potential to cause blockages. 
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Figure 5.11 Mean‐centered second derivative of the spectra obtained throughout the validation experiment, where 
spectra from NIR samples between 55 and 60 minutes have been plotted in red color, assisting in the identification of 
spectral outliers  related  to excess Grignard  reagent  in  solution. Dashed vertical  lines  indicate peak maxima  for  the 
important analytes. 
5.3.3	Dynamics	of	the	alkylation	reactor	
The response of the alkylation reactor to the step changes introduced by the Grignard reagent flow rate 
could be used  to obtain a simple model of  the  reactor dynamics, which  is  required  for  the design of  the 
reactor control system. The simplified model proposed neglects the effect of the side‐entries and reduces 
the system to an imaginary CSTR reactor in series with a plug flow reactor. The CSTR represents diffusion in 
the  axial direction  and  a  simplistic  residence  time  distribution.  The plug  flow  reactor  introduces  a  time 
delay  into  the  system.  The  resulting  model  is  given  by  Eq.  5.4  and  Eq.  5.5,  where  3C is  the  CTX 
concentration out of the CSTR reactor,  1C is the concentration of CTX in the alkoxide solution into the side‐
entry reactor,  2C is the concentration of Grignard reagent into the reactor,  1v is the alkoxide flow rate into 
the reactor,  2v is the Grignard reagent flow rate and V is the volume of the imaginary CSTR.  4C is the CTX 
concentration out of the  tubular reactor, with a time delay given by the volume of a tubular reactor  pV . 
The model thus summarizes the dynamics of the reactor  into a first‐order process with time delay, with a 
time constant given by Eq. 5.6 and a time delay given by Eq. 5.7. 
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Based on the in‐line data obtained for the CTX concentration out of the reactor as a response to the step 
changes performed in  2v , a non‐linear regression was made to find estimates of the parameters V ,  pV  and 
the concentration of Grignard reagent  2C , which was lower than expected as explained above. Figure 5.12 
shows  that  the  model  fits  well  to  the  experimental  data  and  results  in  4.7V  mL,  11pV  mL  and 
2 0.7C  M. For a  flow  rate  1 10v  mL/min and  2 0 2v   mL/min,  the  time constant and  time delay  in 
the system are  0.39 0.47   min and  0.92 1.1   min. Therefore, the on‐line data obtained using NIR 
spectroscopy  combined  with  a  dynamic model  and  the  knowledge  of  a  certain  input  into  the  system 
provides  information about  the dynamics of  the  system as well as about unknown variables  such as  the 
Grignard reagent concentration in this case. In this way, extra measurements such as the Grignard reagent 
concentration could be unnecessary, or alternatively the combination of on‐line spectroscopic data with a 
model of  the  system could be used  to detect  system anomalies or monitoring  incoherencies,  like  in  this 
case a decrease in Grignard reagent concentration. 
5.3.4	Process	control	simulation	for	the	evaluation	of	the	monitoring	performance	
Chemometricians usually  face  the problem of optimizing  the prediction ability and  robustness of  the 
models  they develop. However,  it  is often difficult  to determine what  the minimum  acceptable  level of 
model  uncertainty  is,  as  well  as  how  often  in‐line  data  should  be  collected.  An  excessive  amount  of 
collected data might lead to data storage problems as well as high computational loads for data processing. 
A simple approach to address this problem was followed in this work. The dynamic model of the alkylation 
reactor and the knowledge of the prediction ability of the NIR spectroscopic method (SEP=3.2 g/L) and the 
sampling  time  (5  seconds, measurements  every  10  seconds) were  used  to  simulate  the  behavior  of  a 
feedforward‐feedback controller implemented according to the scheme in Figure 5.3. The flow rate of CTX‐
saturated alkoxide solution to the reactor, its CTX concentration, and the concentration of Grignard reagent 
were  all  set  as  disturbance  variables, while  the  flow  rate  of Grignard  reagent  into  the  reactor was  the 
manipulated variable. Different disturbances were simulated in form of step changes. It was assumed that 
these disturbances could be measured with a certain random noise (characterized by a bias and a variance) 
and a sampling time, typical of the instruments which could be used for monitoring of these variables (flow 
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meter, temperature measurement combined with solubility model  for prediction of CTX concentration at 
the inlet, and NIR measurement for prediction of the Grignard reagent concentration). The Simulink model 
of  the process  control  scheme  is  shown  in  Figure 5.13, while  the process  control  simulation  results  are 
plotted  in  Figure  5.14.  In  order  to  demonstrate  the  importance  of  the  feedback  control  loop,  the 
measurement bias for the Grignard reagent concentration was set to 30%. It can be seen that the feedback 
controller  corrects  the  error  introduced  by  the  feedforward  controller,  making  sure  that  the  CTX 
concentration out of the reactor lies close to the set point (3.5 g/L for CTX concentration). Negative values 
of  concentration  simply mean  that  an  excess  of Grignard  reagent would  be  found  in  the  outlet  of  the 
reactor. 
 
Figure 5.12 In‐line CTX concentrations obtained by NIR spectroscopy (black dots) and model adjustment (blue curve) 
as a function of the Grignard reagent flow (green curve) into the rector. 
A histogram was made  including all  the samples measured at  the outlet of  the  reactor  for  the whole 
simulation time  (20 minutes). On Figure 5.15, acceptable output concentration  limits were drawn  (e.g.  in 
this case, the upper concentration limit was set to ca. 10 g/L, and the lowest acceptable limit was set to 0 
g/L of CTX), and the percentage of samples meeting the upper and lower acceptable limits were calculated. 
For the example shown in Figure 5.14 and Figure 5.15, 95% of the samples lie within the acceptable limits, 
and only 5% of them deviate due to the small time it takes for the feedback controller to correct the error 
introduced by the bias in the Grignard reagent concentration determination. While this simulation was only 
an example of a possible (quite realistic) scenario, this type of relatively simple tools could be useful for the 
assessment  of  different  analytical  tools,  determination  of  number  of  measurements  and  sampling 
frequencies, and evaluation of process control performance. All this  information would be very useful for 
the development of a flexible and controllable design space, where product specifications can be ensured 
in real time. 
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Figure 5.13 Simulink model used to simulate the feedforward‐feedback control loop proposed. 
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Figure 5.14 Process control simulation output using 3.5 g/L as the set point  for CTX concentration. A measurement 
bias of 30% in the determination of Grignard reagent concentration was used as an example of a disturbance caused 
by a measurement anomaly in the feedforward control loop. 
5.4	Conclusions	
A  system  for monitoring  and  control  of  a  continuous  alkylation  reaction  for  the  synthesis  of  an API 
intermediate using in‐line NIR spectroscopy data has been developed. The Grignard reaction studied is very 
sensitive to stoichiometric ratio: an excess of the Grignard reagent results  in an  impurity formation, while 
an excess of the ketone substrate  involves a yield  loss. In order to keep this fast and exothermic reaction 
under  control with  low  impurity  formation,  a  tubular  reactor with  up  to  3  side‐entries  controlled  by  a 
feedforward‐feedback loop was conceived. While the feedforward action results in faster control with little 
or no time delays, it can only respond to frequent and accurate measurements of disturbance variables. 
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Figure  5.15  Histogram  calculated  by  including  all  the  NIR  samples  obtained  during  the  20 minutes  of  simulated 
production, where low and high acceptance limits have been drawn (vertical dashed lines). 
Feedback control is required for correction against non‐measured variables, measurement bias or detection 
of  system anomalies. An  in‐line NIR  spectroscopic method was developed  in order  to determine ketone 
substrate concentration remaining  in the product  in real time, while detecting excess of Grignard reagent 
by  analysis  of  pretreated  spectra.  These  variables  are  related  to  system  descriptors  such  as  impurity 
formation  (product  quality)  and  yield,  and  thus  contribute  to  the  real  time  evaluation  of  the  process 
performance,  while  paving  the  way  to  real  time  release.  The  PLS  model  used  to  regress  the  NIR 
spectroscopic data against HPLC reference measurements was based on three independent experiments at 
different concentrations of the alkoxide product, obtaining a satisfactory standard error of cross‐validation. 
The model was validated with a fourth alkylation experiment, obtaining good predictions with low bias and 
slope deviations. The  frequent measurements obtained during  the  last alkylation experiment, where  the 
Grignard  reagent  flow  rate was manipulated  to obtain different  responses, provided  the opportunity  to 
develop a simple model  to describe  the reactor dynamics. This model was  then used  to  tune a simple PI 
controller and simulate  the process control performance. Finally,  the simulation output could be used  to 
evaluate the quality of the different analyzers  in the system and decide the frequency for data collection. 
Operation at  Lundbeck A/S has demonstrated  that  the  continuous alkylation  reaction  can be performed 
with low impurity formation and high yields. 
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 CHAPTER   6 
6. Continuous	hydrolysis	and	liquid‐liquid	phase	separation	
of	an	active	pharmaceutical	ingredient	intermediate	using	
a	mini‐scale	hydrophobic	membrane	separator	
The  contents  of  this  chapter  have  been  submitted  for  publication  in  Organic  Process  Research  & 
Development as Cervera‐Padrell A. E., Morthensen S. T., Lewandowski D. J., Skovby T., Kiil S. and Gernaey K. 
V. (2011). Continuous hydrolysis and  liquid‐liquid phase separation of an active pharmaceutical  ingredient 
intermediate using a mini‐scale hydrophobic membrane separator. 
 
Abstract 
Continuous hydrolysis of an active pharmaceutical ingredient intermediate, and subsequent liquid‐liquid 
(L‐L) separation of the resulting organic and aqueous phases, have been achieved using a simple PTFE tube 
reactor  connected  to  a mini‐scale  hydrophobic membrane  separator.  An  alkoxide  product,  obtained  in 
continuous mode by a Grignard reaction in THF (Chapter 5), reacted with acidic water to produce partially 
miscible organic and aqueous phases containing Mg salts. Despite the partial THF‐water miscibility, the two 
phases  could  be  separated  at  total  flow  rates  up  to  40 mL/min  at  different  flow  ratios,  using  a  PTFE 
membrane with 28 cm2 of active area. A less challenging separation of water and toluene was achieved at 
total flow rates as high as 80 mL/min, with potential to achieve even higher flow rates. The operability and 
flexibility of the membrane separator and a plate coalescer were compared experimentally as well as from 
a  physical  viewpoint.  Surface  tension‐driven  L‐L  separation  was  analyzed  in  general  terms,  critically 
evaluating different designs. It was shown that microporous membrane L‐L separation can offer very large 
operating windows  compared  to  other  separation  devices  thanks  to  a  high  capillary  pressure  (Laplace 
pressure) combined with a large number of pores per unit area offering low pressure drop. The separation 
device can easily be operated by means of a back‐pressure regulator ensuring flow‐independent separation 
efficiency.  Simple monitoring  and  control  strategies  as well  as  scaling up/out  approaches  are proposed, 
concluding  that membrane‐based  L‐L  separation may  become  a  standard  unit  operation  for  continuous 
pharmaceutical manufacturing. 
6.1	Introduction	
Continuous separation of mixtures of immiscible liquids featuring different wettability properties can be 
achieved using microporous membranes17,185‐187. While in analytical chemistry this application has become 
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a standard approach for sample enrichment and isolation185‐187, this function did not find its integration in 
the chemical engineering toolbox until recent years, with the emergence of microreaction technology16,17. 
The  aim of  this  relatively new  field  is  the  enhancement of phenomena  such  as mass  transfer  and heat 
transmission via  large area  to volume  ratios, while  taking advantage of surface  tension effects at a small 
scale16,179.  These principles  should be  conserved  across different  scales of operation  using  a  scaling out 
approach, i.e. replicating small units working in parallel179. However, in order to achieve common industrial 
acceptance,  this  technology  must  demonstrate  factual  scalability  and  robustness  in  operation  under 
realistic (and thus challenging) scenarios. It is the purpose of this paper to demonstrate the applicability of 
a mini‐scale hydrophobic membrane based separator  for  the continuous hydrolysis and  liquid‐liquid  (L‐L) 
separation  of  an  organic  and  aqueous mixture, while  critically  evaluating  the  practical  operability  and 
limitations  of  micro/mini‐scale‐based  L‐L  separators  in  the  context  of  continuous  pharmaceutical 
manufacturing (CPM).     
The  pharmaceutical  industry  is  changing  the  way  drug  products  are  developed,  manufactured  and 
distributed2. A fierce competition between drug developers and generic manufacturers combined with an 
increasing cost for drug discovery and development is driving the industry to focus on efficient production, 
low  manufacturing  costs  and  short  delivery  times2.  Continuous  pharmaceutical  manufacturing  (CPM), 
compared to batch production, has shown some advantages in terms of mass and heat transfer, volume of 
potentially flammable or toxic substances, accessibility to extreme working conditions in terms of pressure 
and temperature, and other advantages1,8,9, while being most suitable for the application of the concepts of 
quality by design (QbD)5 and process analytical technology (PAT)4. In this context, microreaction technology 
and micro‐based separations (µm scale) have rapidly developed in recent years16, providing the basic tools 
to  achieve  multistep  organic  synthesis  in  continuous  mode19,91.  The  miniaturization  of  reaction  and 
separation  devices  is  especially  advantageous  in  process  development  studies  and  high  throughput 
screening  (where  reagents  and  catalysts  may  be  scarce,  harmful  and/or  expensive),  motivating  the 
expansion of microfluidic devices and techniques. In contrast, in our opinion, mini/meso‐scale reaction and 
separation  technology  (mm‐cm  scale) has  received  relatively  less attention, even  though  it  is potentially 
possible  to  access  some  of  the  advantages  of  small  scales  while  lowering  the  sensitivity  to  practical 
problems such as blockages from solids in suspension, which still form a main limitation for microreaction 
technology16,95. Furthermore, it has been observed that fluid distribution and parallelization of micro‐scale 
units  is  not  such  a  straight‐forward  task,  despite  expectations  based  on  the  standard  scaling  out 
principles93. Thus, constructing basic units at a moderately  larger  scale  should  theoretically make  scaling 
up/out an easier and smoother task.  
 L‐L  extraction  and  separation  is  one  of  the  basic  unit  operations with  the widest  application  in  the 
chemical industry and in particular in the pharmaceutical industry. At macro‐scale, counter‐current flow is 
accomplished by  gravitational  segregation  involving droplets188, while  in batch mode,  L‐L extraction  and 
separation are usually achieved by  simple mixing and decantation operations,  the  latter being driven by 
density differences. However, when density differences are small, the use of simple decantation may lead 
to prohibitively long settling times. The use of hydrocyclones may partially solve this problem. For example, 
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the centrifugal contactor separator  (CCS) has  found applications  in biodiesel production173,178 and  for  the 
enantio‐selective  separation  of  amino  acids165,189,  among  others,  due  to  its  attractive  integration  of 
different functions (mixing‐reaction‐separation)  in one unit178, as well as the possibility to connect several 
units  in  a  cascade  system165,189. However, while  this  technology  has  found  acceptance  in  industry,  it  is 
difficult to implement at laboratory scale, since the smallest units available require relatively high volumes 
of potentially expensive and/or hazardous materials. Thus, development of such units must start directly in 
pilot scale165,173,178,189.    
At the micro‐ and mini‐ scales, when the Bond number (Eq. 6.1, where   is the density,  g is the gravity 
acceleration,  L is  a  characteristic  length  and   is  the  surface  tension)  is  less  than  1,  surface  tension 
becomes more  important  than  gravity  and  thus  the most  efficient  driving  force  for  separation16,17.  L‐L 
extraction involves two main operations, namely mixing or interfacial contact (where extraction occurs) and 
phase  separation, which may be  integrated  in a  single unit or divided  into  several ones. As  reviewed by 
Hartman  and  Jensen16,  co‐current  and  counter‐current  arrangements  for  interfacial  contact  have  been 
achieved using segmented (co‐current) flow or laminated (co‐ or counter‐current) flow, the latter requiring 
hydrophobic  and  hydrophilic  walls  to  focus  the  two  immiscible  phases.  In  addition,  it  should  also  be 
possible  to  use  microporous  membrane  liquid‐liquid  extraction  (MMLLE)  and  related  techniques  as 
employed  in  analytical  chemistry186,187. While  counter‐current  laminated  flow  is  expected  to  provide  a 
theoretical  plate  number  larger  than  1  (e.g.  up  to  4.6  as  demonstrated  by  Aota  et  al.188),  this may  be 
feasible only  at  very  low  flow  rates, possibly due  to mixing  limitations  requiring  a  long  residence  time. 
Okubo et al.190 compared the mass transfer rates obtained with three different extraction operations,  i.e. 
contact  flow  in  a  Y‐shaped  microchannel  (laminated  flow),  segmented  flow  and  emulsification.  They 
concluded  that  slow  molecular  diffusion  in  a  contact  flow  microchannel  limits  its  applicability,  while 
segmented  flow  and  emulsification  provided more  efficient mixing190.  Segmented  flow  showed  a  lower 
mixing rate compared to emulsification, however the two immiscible phases were more readily separated 
than  the  emulsions obtained with  a  standard micromixer190.  It  has  actually been proposed  to use plate 
coalescers in order to reduce the degree of emulsification prior to actual separation190‐193. 
 
2
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Subsequent separation of the immiscible phases may be performed by flow focusing194, manipulation of 
surface wetting  characteristics93,188,192,195,196, or using  capillary  forces  through a microporous hydrophobic 
membrane17,185,187. Another  recent  trend  is  to use hydrophobic ducts197  through which an organic phase 
may  be  separated  (somewhat  similar  to  a  hydrophobic membrane,  but with  larger  pores  and  in  fewer 
number), or to stabilize the  interface of two contacting phases with the use of micropillars198. These two 
last approaches avoid the use of a hydrophobic membrane, and as reported by Castell et al.197, small solids 
in suspension (2 µm size)197 can be handled more easily.   
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It can be concluded that in contrast to the widely used CCS in pilot scale, a large number of studies have 
been published demonstrating the use of L‐L extraction and separation at micro‐scale, with the largest flow 
rates  reported  in  the  order  of  1‐2 mL/min17,197.  However,  no  work  has  been  found  demonstrating  or 
discussing  the scale up/out of  these devices and  their  flexibility  for practical use. Note also  that many of 
these  reports  are  experimental,  with  only  some  of  them  performing  a  physical  analysis  of  the 
system17,93,194,196‐199.  Since  one  of  the  claimed  advantages  of  continuous  processing  and  microreaction 
technology is a smooth transition between scales of operation, it is critical to demonstrate that laboratory 
equipment provides reliable representations of full scale equipment.  
The objective of  this paper  is  thus  to  analyze  the  requirements  for  successful  surface  tension based 
phase separation, following the rules introduced by Aota et al.199,200 and Kralj et al.17 and which have been 
presented  elsewhere  in  similar  formulations.  Subsequently  the  suitability  and  flexibility  of  different  L‐L 
extraction/separation  technologies  will  be  assessed  for  large  scale  industrial  operation  as  part  of 
continuous  pharmaceutical  production  processes.  Two  experimental  setups  were  constructed:  a  plate 
coalescer similar  to  the one proposed by Kohlemainen and Turunen192, and a mini‐scale PTFE membrane 
separator based on the concepts developed by Kralj et al.17 The two setups were preliminarily tested with a 
mixture  of water  and  toluene  to  confirm  practical  operability  and  flexibility, with  the  PTFE membrane 
separator achieving a flow rate up to 40 mL/min per phase with excellent separation. This flow rate is in the 
same order of magnitude as  the one expected  for  industrial scale continuous pharmaceutical production 
(e.g.  Barthe  et  al.96  and  Roberge  et  al.152  report  an  industrial  scale  flow  rate  of  80‐100  g/min  for  a 
continuous Grignard reaction typical for continuous API synthesis). Next, a tube reactor was connected to 
the PTFE membrane separator to demonstrate the continuous hydrolysis and phase separation of a product 
obtained  in  a  continuous  Grignard  reaction.  The  two  phases  consisted  of  THF  dissolving  an  active 
pharmaceutical ingredient (API) intermediate, and an aqueous phase containing Mg salts. Due to the partial 
THF‐water  miscibility,  this  phase  separation  relying  on  surface  tension  is  especially  challenging. 
Furthermore,  the organic phase could be  separated with  total  recovery of  the API at high concentration 
(100‐400 g/L) without experiencing fouling or clogging problems in the short term studies carried out. This 
application  thus demonstrates  the potential of hydrophobic membrane based  separation  for  industrially 
relevant and challenging  solutions at close  to  industrial  scale  flow  rates. The active membrane area was 
only 28cm2, therefore flow rate improvements can be expected, following a scaling up approach, with only 
a  few  or  no  replicate  parallel  units.  Since  the Grignard  product was  produced  using  a  continuous  flow 
reactor  (Chapter 5), multistep organic  synthesis  combining  reaction plus  subsequent  L‐L  separation was 
demonstrated at mini‐scale (tens of mL range). 
6.2	Physical	considerations	driving	the	design	
6.2.1	Flow‐dependant	pressure	gradient	vs.	Laplace	pressure	
Successful L‐L phase separation at the micro/mini‐scale (Bond number < 1) depends on the balance of a 
flow‐dependant pressure gradient built between the two phases, and the Laplace pressure stabilizing the 
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interface. The pressure drop of a liquid flowing in a round channel or a tube in the laminar regime may be 
calculated using Eq. 6.2, where    is the viscosity, Q  is the flow rate,  L  is the length and  R is the radius17. 
For  rectangular channels of width  w  and height  h ,  the pressure drop may be approximated by Eq. 6.3, 
given that  h w , with an error  less than 13%, even  in the worst case when  h w .201 Thus, the pressure 
drop  depends  on  the  dimensions  of  the  channel,  the  flow  rate  and  the  viscosity.  Assuming  that  two 
different phases are successfully separated into two different areas of a channel or alternatively into two or 
more different channels connected  in some manner, differences  in any of these parameters may cause a 
significant difference  in pressure drop between  the  two  phases.  Furthermore,  if  fluidic  connections  are 
attached  to  the separation device,  the pressure gradient  in  the  system will also depend on  the pressure 
drop caused by the flow  in these connections plus any source of downstream backpressure. Therefore  in 
general, the pressure for any phase at the inlet of the separation device is given by the sum of the pressure 
drop in the channel, the pressure drop in the fluidic connections, and the downstream back‐pressure199,200 
(Eq. 6.4). A flow‐dependant pressure gradient between the two phases is thereby generated200 (Eq.6.5). 
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The  pressure  gradient  between  the  two  phases must  be  stabilized  by  the  Laplace  pressure  at  the 
interface, which in a channel as in Figure 6.1 lies between the values given by the advancing and receding 
contact angles as shown by Eq. 6.6, where     is the surface tension between  the two  fluids and  adv and 
rec are  the  advancing  and  receding  contact  angles,  respectively199,200.  The  interface  may  be  easier 
stabilized when  it  lies  between  two  solid  surfaces with  different  hydrophilicity200.  Figure  6.1  shows  an 
example of a theoretical separation device, where a rectangular channel of width 2w , height  h  and length 
L  will be used  to separate an aqueous phase and an organic phase  in  two areas, each with a width w, 
which are treated  individually for calculation of the pressure drop. The  left and right sides of the channel 
have hydrophilic and hydrophobic surfaces, respectively. Assuming  that  the aqueous phase will  lie  in  the 
hydrophilic area,  if  it  is pushed to the hydrophobic area  it will receive a Laplace pressure  in the opposite 
direction given by  the advancing  contact angle between  the aqueous phase on  the hydrophobic  surface 
surrounded by organic phase  (Note  that  the advancing  contact angle adv is  larger  than 90° and  thus  the 
cos adv  is negative). If on the contrary the organic phase is pushed to the hydrophilic area, it will receive a 
Laplace pressure in the opposite direction given by the receding contact angle between the aqueous phase 
on the hydrophilic surface surrounded by organic phase ( rec ). 
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Figure  6.1  Representation  of  the  Laplace  pressure  given  by  the  advancing  and  receding  contact  angles  for  the 
particular case where the interface is lying between a hydrophilic and a hydrophobic surface. The direction of the flow 
could for example be perpendicular to the plane, similar to the devices reported by Aota et al.188,199,200 
6.2.2	Conditions	for	phase	separation	
The two conditions for a successful phase separation can be stated as in Eq. 6.7.1 and 6.7.2199,200. If any 
of  the  two  conditions  are  not  fulfilled,  either  the  aqueous  phase  will  leak  on  the  hydrophobic  side                      
( flow LapadvP P   ), or the organic phase will leak on the hydrophilic side ( flow LaprecP P   )199. From Eq. 6.4, 
6.5, and 6.7 it is possible to determine the flow parameters which will lead to a successful separation for a 
given mixture. This would for example involve assuming a certain flow rate of the mixture and a given flow 
ratio of the organic and aqueous phases to determine the right dimensions of the separation channels and 
those of the fluidic connections. Another application could be determining the flow ratio of an organic and 
an aqueous mixture which, for a desired total flow rate, could be successfully separated in a given device188. 
However  this approach  is basically  limited  to demonstration purposes,  since  the operating window  for a 
separator  device  will  be  very  much  constrained  to  the  original  design  parameters.  Furthermore,  any 
disturbances  in the system would be very difficult to reject thus causing leakage of any of the two phases 
on the wrong channels. 
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A  first attempt to solve this problem could be  installing a  feedback pressure controller using a pair of 
back pressure regulators in the two outlets of the separation device. The controller would ensure that the 
pressure gradient between the two outlets fulfills Eq. 6.7. Yet, it would not be possible to control the flow‐
dependant pressure gradient throughout the device. It is thus possible that Eq. 6.7 is fulfilled at the outlet 
of  the  separator  but  not  in  the  inlet,  potentially  impairing  its  performance.  As  an  example,  consider  a 
separator  for which  the  cross‐sectional  area  is  as  in  Figure  6.1,  and  the  length  is  5  cm.  A  flow  Q   is 
introduced in the device, containing 50% water and 50% toluene. Since water is more viscous than toluene, 
its pressure drop will be  larger and thus a pressure gradient will be built, pushing the water towards the 
hydrophobic area. The Laplace pressure at  the  interface will partially compensate  for  this as  long as Eq. 
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6.7.1 is respected. Figure 6.2 shows the Laplace pressure given by the advancing contact angle of water (Eq. 
6.6), assuming  it  is a very hydrophobic surface ( 160ºadv  ), using the surface tension for water‐toluene 
(36  mN/m)  for  different  values  of  the  channel  height  h .  The  figure  also  shows  the  flow‐dependant 
pressure  gradient  for  different  aspect  ratios  /w h   and  two  different  flow  rates  Q   (1  µL/min  and  100 
µL/min), using  Eq. 6.3. The operating window is thus the area where the flow‐dependant pressure gradient 
is lower than the Laplace pressure. It can be observed that the Laplace pressure is very low (values given in 
Pa)  except  for  very  small  channel  heights  (e.g.  7  kPa  and  above  only  below  10  µm).  Since  it would  be 
desired to have a simple pressure controller to regulate the separation, it would be necessary to use a small 
channel height. However, channels with  small height entail a high pressure gradient,  thus disrupting  the 
interface. 
 
Figure 6.2 Laplace pressure assuming an advancing contact angle of 160° and a surface tension as for water‐toluene 
(36 mN/m), for different values of the channel height  (black continuous  line); flow‐dependant pressure gradient for 
different aspect ratios  /w h , two different flow rates Q and fixed value of length (5 cm) (red, blue and green lines); 
pressure drop caused by toluene in a 50 mm wide, 100 µm long and height  h  connection channel between two 1 mm 
diameter flow channels as shown in Figure 6.3, at a flow rate of 1 mL/min (purple line). 
6.2.3	Decoupling	the	flow‐dependant	pressure	gradient	and	the	Laplace	pressure	
One way to decouple the flow‐dependant pressure gradient and the Laplace pressure at the interface is 
to design a separator with  large  flow channels and a small  interface,  for example using a cross‐sectional 
area as shown  in Figure 6.3. The diameter of the channels has been chosen as 1 mm (Bo number = 0.27), 
the length of the device is 5 cm and the interface is a rectangular channel of length 100 µm and height 10 
µm (and width 5 cm). If the inlet is in the left channel, the organic phase will need to squeeze through the 
interface to reach the right channel. This could be achieved by applying a back pressure at the outlet of the 
aqueous phase  lower than the Laplace pressure  (so that water does not  leak  into the right channel), but 
high enough to exceed the pressure drop in the connection channel. The pressure drop caused by toluene 
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in the connection channel has been plotted  in Figure 6.2. For a value h = 10 µm,  it can be observed that 
while  the Laplace pressure  is 7 kPa,  the pressure drop  to cross  the connection channel  is 0.2 kPa, and  it 
could  be  lowered  by  increasing  the  length  of  the  device,  since  the  pressure  drop  for water  in  the  left 
channel is only 0.03 kPa. Another option would be decreasing the length of the connection channel below 
100 µm, or increasing the number of connection channels. This is an example of the conclusions reached in 
some previous works197,198. 
 
Figure 6.3  Schematic  cross‐sectional  area of  a  conceptual  separation device where  two 1 mm  fluidic  channels  for 
aqueous phase (left) and organic phase (right) are connected by a 100 µm long and 10 µm high rectangular channel. 
The mixture enters the left side, and the organic phase has to “squeeze” through the connection channel to the right 
side. 
Yet, one can note that in order to achieve significant Laplace pressures (in the order of 0.1 to 1 bar), it is 
required to use very narrow interfaces, and this causes very rapidly an increase in the pressure drop at the 
interface. In practice, however, this can very easily be done using a hydrophobic membrane separating two 
large  channels17,  since  the  connecting  channels  have  a  very  small  diameter  (porosity  from  0.1  to  1 µm 
readily  available)  but  also  the  membranes  contain  a  large  number  of  them  (in  the  order  of  107‐108 
pores/cm2) and are very  thin  (typically below 100 µm).  In  this way, a membrane based separator can be 
built by calculating the required area  (the required number of pores  n )  for a desired range of operating 
flow rates using Eq. 6.817. 
  4
8membrane QLP
n R

    (6.8) 
6.3	Materials	and	methods	
6.3.1	Construction	of	a	plate	coalescer	
Two prototypes of a plate coalescer similar to the one proposed by Kolehmainen and Turunen192 were 
built. A plate coalescer consists of a flat rectangular microchannel limited by a hydrophobic surface on one 
side and a hydrophilic surface on the opposite side. The first prototype was built using a 3 cm wide, 2 cm 
high and 24 cm long PTFE block. On one of the 3x24 cm surfaces a 100 µm deep, 2 cm wide and 20 cm long 
microchannel was milled  using  a  CNC machine.  This  surface was  covered  by  a  glass  plate  (hydrophilic 
surface), pressed against the PTFE block using some clamps. On the PTFE block two 1/8 inch (3.2 mm) holes 
were drilled for the fluidic connections (inlet and outlet). The glass plate had a 2 mm hole with a 4 mm OD 
glass tube for the aqueous outlet. It was found very difficult to avoid leakages in this system, and in the end 
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the glass plate broke due  to unevenly distributed pressure  from  the clamps. However, some preliminary 
tests were done which allowed observing the separation phenomena (if any) through the transparent glass.  
The second prototype (Figure 6.4) was much more robust  in construction. It consisted of two stainless 
steel plates, one with a low hydrophobic surface (stainless steel) and one with a hydrophobic surface192. A 1 
mm thick fluoro‐polymer‐based coating (Accotron, Accoat A/S) was  indeed applied to one of the stainless 
steel plates, in order to create the hydrophobic surface. On the bare stainless steel plate, a flat rectangular 
microchannel was machined in a similar way and with similar dimensions as for the first prototype (channel 
length around 10 cm). However this time leakages were completely avoided by machining an outer groove 
where a flexible o‐ring was inserted. When the two plates were pressed against each other using 10 fixing 
screws,  the o‐ring was compressed and could  thereby avoid any  leakages which could be caused by  tiny 
irregularities on the stainless steel surface. In the organic‐phase outlet a 1/8  inch (3.2 mm) O.D. PFA tube 
from  Swagelok was  inserted.  The  tube  reached  the Accotron  surface  and was  kept  in  place  using ¼‐28 
Upchurch connections without leakages. In the aqueous phase outlet a 1/8 inch Swagelok male union was 
welded, to which a 1/8 inch stainless steel tube was attached. The two outlets (PFA tube and stainless steel 
tube) were connected to two check valves with a cracking pressure adjusted to 8 psi and subsequently to 2 
PTFE  back‐pressure  regulators  (1/4  inch  Partek,  0‐30  psig  back‐pressure,  Parker)    (Figure  6.4c).  It was 
otherwise found very difficult to control the pressure drop  in these outlets, since small changes  in height, 
flow rate or length of the tubes would cause differences in pressure drop larger than the Laplace pressure 
given  by  the  separator  device.  The  check  valves were  useful  to  avoid  any  backflow  caused  by  a wrong 
regulation of any of the two back pressure regulators. 
 
Figure 6.4 a.  Stainless  steel plate  (low hydrophobic  surface). b. Accotron‐coated  stainless  steel plate  (hydrophobic 
surface). c. Scheme of the separation setup. (BPR = Back‐pressure regulator) 
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6.3.2	Construction	of	a	PTFE	membrane	separator	
A PTFE membrane separator (Figure 6.5) was built using 2 stainless steel discs, between which a 10 cm 
diameter PTFE membrane  (Sartorius Stedim) could be sandwiched. Two different pore sizes were  tested: 
0.2 µm with 65 µm  thickness and 0.45 µm with 80 µm  thickness. The discs were machined by milling  to 
obtain a 1 mm deep, 9.5 mm wide rectangular channel on the first disc (Figure 6.5a, aqueous side) and a 2 
mm deep, 9.5 mm wide rectangular channel on the second disc (Figure 6.5b, organic side). The total length 
of the channels was a  little above 22.5 cm (without considering the turns). The contact area between the 
channels and the membrane was 28 cm2. On the second disc, a 60 µm deep circular groove was machined 
around  the  channel  in  order  to  place  a  mesh  which  could  be  used  to  support  the  PTFE  membrane. 
Otherwise there could be the risk that the PTFE membrane could bend too much towards the organic side 
(note  the  pressure  gradient  through  the membrane),  thus  blocking  the  organic  side  channel  or  simply 
breaking. However,  it was found that the mesh was damaging the membrane by compression and  it was 
actually not necessary, since the PTFE membranes were strong and flexible enough for this operation. The 
first disc had two round grooves around the channel used to insert 2 flexible o‐rings. The inner o‐ring was 
planned to be used to press the PTFE membrane against the supporting mesh (later found unnecessary). 
The second o‐ring was used to compress the PTFE membrane against the stainless steel surface and avoid 
any  leakages.  In  the end, after  removing  the mesh,  the  two o‐rings  just  served  the  function of avoiding 
leakages and showed very reliable. 8 screws were used to fix the two discs together, and two pins indicated 
the right positioning of the discs. 
 
Figure 6.5 a. Stainless  steel 1 mm  channel  for  the aqueous phase, b.  stainless  steel 2 mm  channel  for  the organic 
phase,  c. picture of  the membrane  separator  setup, where  the blue  solution  is water  and  the uncolored  liquid  is 
toluene, d. scheme of the separation setup. 
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The fluidic connections of the membrane separator were done by means of ¼‐28 Upchurch connections. 
1/8  inch (3.2 mm) PFA tubes from Swagelok were used, and stainless steel and PFA Swagelok connectors 
were used to connect the aqueous side outlet to a manometer and a PFA back pressure regulator (1/4 inch 
Partek, 0‐30 psig back pressure, Parker) (Figure 6.5c). The apparent  inlet of the organic side was used for 
washing the separator and could potentially be used for reversing the flow of the separator to remove any 
fouling or blockages on the opposite side. 
6.3.3	Pumps	
2 REGLO‐CPF digital piston pumps  from  Ismatec using RH00 FMI009 pump heads were used  to pump 
toluene and water in the preliminary experiments. One of them was also used to pump acidic water in the 
hydrolysis experiments. A Masterflex 7523‐90 peristaltic pump drive equipped with a PTFE  tubing pump 
head was used to pump the alkoxide solution in THF. 
6.3.4	Preliminary	experiments:	separation	of	water	and	toluene	
Distilled  water  colored  with  methylene  blue  and  toluene  from  Sigma  Aldrich  were  used  for  the 
preliminary  separation experiments. Preliminary experiments were  carried out using  the plate  coalescer 
and the PTFE membrane separator, testing different flow rates and flow ratios of water and toluene. Since 
the water was colored, it was easy to evaluate when the separation was successful by a simple observation 
of  the  outlet  streams.  The minimum  and maximum  back  pressures  giving  a  successful  separation were 
noted for each experiment. 
6.3.5	Continuous	hydrolysis	of	an	alkoxide	product	from	a	Grignard	reaction	
‘Allylcarbinol’  (3, Scheme 6.1)  is  the short name  for 9‐Allyl‐2‐Chlorothioxanthen‐9‐Ol, an  intermediate 
product  in  the production of zuclopenthixol, an API developed by H. Lundbeck A/S.  It  is produced via an 
alkylation  reaction  (Grignard  reaction) of 2‐chlorothioxantone  (1,  short name CTX), as  shown  in Scheme 
6.1.  The  product  of  this  reaction  is  an  alkoxide  (2). Without  the  addition  of  acid  to  the  hydrolysis,  the 
reaction product would form insoluble basic Mg salts of the form MgCl(OH) or Mg(OH)2. With the addition 
of HCl  to  the water used  for hydrolysis,  these Mg  salts are partially or  totally  solubilized  in  the  form of 
MgCl2.  Two  partially  insoluble  phases  are  formed,  an  organic  phase  containing  THF,  a  small  amount  of 
water,  ‘allylcarbinol’  and  other  organic  impurities,  and  an  aqueous  phase  containing  water,  THF  and 
partially soluble MgCl2 salts. THF and water are totally miscible unless the MgCl2 salts and ‘allylcarbinol’ are 
present (salting‐out effect171), in which case they are only partially miscible. 
The continuous hydrolysis reaction was carried out by continuously pumping the alkoxide THF solution 
(covered with N2) and the acidic water to a 1/8 inch (3.2 mm) PFA Swagelok T‐connection (Figure 6.6). The 
reaction mixture continued into a 3 m long 1/8 inch PFA tube held in a water bath at room temperature to 
remove  the heat of  the  reaction. Segmented  flow with  rapid mixing was observed. The  reaction mixture 
had a cloudy to clear (transparent) yellow appearance for the organic phase and a partially cloudy aqueous 
phase, probably due to the presence of partially insoluble Mg salts. 
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Scheme 6.1 Alkylation and hydrolysis reaction. 
 
Figure 6.6 Setup used for the continuous hydrolysis of an alkoxide THF solution and subsequent continuous separation 
of the resulting organic and aqueous solutions. 
6.3.6	Continuous	L‐L	separation	of	the	organic	and	aqueous	phases	after	the	hydrolysis	
6.3.6.1	Preliminary	experiment	to	compare	two	membrane	pore	sizes:	0.2	µm	and	0.45	µm	
A  preliminary  experiment  was  carried  out  to  test  the  performance  of  two  PTFE  membranes  with 
different pore sizes (0.2 µm and 0.45 µm). An organic solution containing THF and hydrolyzed ‘allylcarbinol’ 
at a concentration of 430 g/L and an aqueous solution containing acidic water and MgCl2 salts, obtained 
from a previous hydrolysis and phase separation by decantation, were mixed by means of a T‐connection 
generating segmented flow, at a total flow rate ranging from 4 to 40 mL/min, keeping the flow ratio at 30% 
organic phase ‐ 70% aqueous phase (this flow ratio was chosen because this was the organic and aqueous 
volume ratio obtained from the previous batch hydrolysis and decantation). This mixture was sent to the 
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PTFE membrane  separator, where  the  back‐pressure  regulator was  set  at  1  psi  (6.9  kPa).  This was  the 
resolution of  the manometer used. The manometer was protected with  a PFA  gauge protector  (Partek, 
Parker) which  caused  a  slightly  slower  response  of  the manometer,  especially  at  low  pressures.  If  the 
organic  phase  was  observed  at  the  aqueous  outlet,  the  back  pressure  was  increased.  The  minimum 
pressure  required  to prevent  the organic phase  from exiting  the device  through  the aqueous outlet was 
noted, and  then  the back‐pressure was continuously  increased until  the aqueous phase was observed at 
the organic outlet. This was noted as the maximum pressure, thereby delimiting the operating window for 
this particular separation for the 2 membranes tested. 
6.3.6.2	Continuous	hydrolysis	coupled	with	continuous	L‐L	separation	
Three  alkoxide  solutions  at  three different product  concentrations were used:  150,  250  and  300  g/L 
(obtained as explained  in Chapter 5). The alkoxide THF  solution and  the acidic water were mixed  in  the 
hydrolysis at different flow rates and flow ratios. The hydrolysis product was collected before introducing it 
into  the PTFE membrane separator  in order  to compare  the membrane performance with a standard L‐L 
separation by decantation in a glass tube. The hydrolysis product was also introduced into the membrane 
separator  (equipped with  a 0.45 µm pore  size membrane)  and  the back‐pressure  in  the  aqueous phase 
outlet was increased until the organic phase was observed in the organic phase outlet. However, the back‐
pressure was kept as  low as possible  in order  to prevent water  from  crossing  the PTFE membrane. The 
back‐pressures used were noted, the organic and aqueous phase ratios in the two outlets were measured 
by a measuring flask in case the separation efficiency was not 100%, and the organic and aqueous phases 
were analyzed via HPLC to quantify API intermediate and organic impurities concentration, and also via at‐
line NIR spectroscopy measurements to quantify the concentration of water in the organic stream and the 
concentration of THF in the aqueous stream. 
6.3.7	Analytical	methods	–	HPLC	and	NIR	spectroscopy	
The  concentrations  of  the  API  intermediate  and  the  organic  impurities  in  the  aqueous  and  organic 
phases, as well as  the alkoxide product used  for  the continuous hydrolysis were determined using HPLC 
analysis.  A  LaChrome  Elite  HPLC machine  equipped with  a  Phenomenex  Gemini  C6‐Phenyl  column  for 
reverse  phase  HPLC  using  a  gradient  method  based  on  acetonitrile  and  aqueous  buffer  (ammonium 
formate pH 9) as mobile phases was employed for the analysis of previously diluted samples. 50 µL samples 
were diluted with 4.95 mL of THF. 50 µL of this solution were further diluted with 950 µL of mobile phase at 
time  0  of  the  gradient  method  (total  dilution  factor  2000).  Samples  were  taken  in  triplicates,  since 
repeatability of the dilution procedure was the major source of experimental error. Calibration curves were 
built from ‘allylcarbinol’ and CTX standards, obtaining very satisfactory regression coefficients.  
An  at‐line  NIR  spectroscopy  analytical  method  was  developed  to  measure  THF  concentration  in 
water/aqueous phase (standard error of cross‐validation SECV=2.8 g/L in the range 0‐150 g/L) and water in 
a mixture of pure  ‘allylcarbinol’ 1.3 M  in THF, emulating  the organic phase matrix  (SECV=0.55 g/L  in  the 
range 0‐36 g/L), using 1 mL disposable glass vials for a very fast and reliable measurement (for more details 
please see Appendix 2). 
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6.4	Results	and	discussion	
6.4.1	Separation	of	water	and	toluene	using	a	plate	coalescer	
The separation of water and toluene was attempted at flow rates around 1‐2 mL/min with different flow 
ratios, since this value was considered significant to demonstrate reliability and ease of scalability. Perfect 
separation of both the toluene and water (no leakage of any of the phases into the other one) was achieved 
randomly and  for very  limited  time periods.  It was however easier  to obtain a pure phase  in one of  the 
outlets,  while  the  other  outlet  presented  multiphase  flow.  This  may  be  good  enough  for  certain 
applications  (e.g. partial  phase  separation  for  analytical purposes), but  it was not  considered useful  for 
continuous L‐L phase separation.  
Even though the back‐pressures in the two outlets in prototype 2 were regulated to ensure continuous 
flow  in  the  two  outlets,  operation was  too  cumbersome  to  achieve  steady‐state  separation.  Prototype 
number 1 had a glass plate through which it was possible to observe the behavior of the two phases. The 
toluene phase was not forming a stable liquid layer on the PTFE surface. On the contrary, liquid slugs of the 
two phases had  random  contact with any of  the  two  solid  surfaces.  It was difficult  to evaluate whether 
there was any coalescence phenomenon taking place because the liquid slugs were too large already at the 
inlet of the device. The droplets were actually partially coalescing  in the fluidic tubes before entering the 
device.  
Looking back to Figure 6.2, one can see that generating a 2 cm wide by 20 cm long interface would give 
an  extremely  low  Laplace  pressure, much  lower  than  the  flow‐dependant  pressure  gradient.  It  is much 
more energetically favorable to generate a 100 µm high by 20 cm long interface, even if the aqueous phase 
has contact with the PTFE surface. This means that disregarding the coalescence effect, the two surfaces 
did not have any effect on the actual phase split. This depended uniquely on the capillary pressures given 
by the stainless steel outlet (aqueous stream) and the PTFE outlet (organic stream), whose inner diameters 
were 3 mm and 1.6 mm (inner diameter of the PFA tube which was  inserted down to the fluoropolymer‐
coated surface  in prototype 2), respectively. Assuming that  the contact angle of water  in toluene on PFA 
material was 160°  (it was probably  lower) and on stainless steel  it was 102°  (value as  for Shelsol192),  the 
difference  in  capillary  pressure  between  the  two  outlets  was  only  75  Pa.  In  order  to  have  successful 
operation, the back pressure regulator in the aqueous outlet should be set at a value less than 75 Pa higher 
than the back pressure regulator in the organic outlet, so that the organic phase would preferentially take 
the organic outlet and the pressure gradient between the two phases would not be  large enough to push 
the  water  through  the  PTFE  outlet.  However,  this  was  obviously  impossible  taking  into  account  the 
resolution of  typical manometers  and back‐pressure  regulators.  Furthermore,  even  in  the  case  that  the 
water would not take the organic outlet, the organic phase would find two outlets with almost the same 
fluidic  resistance,  and  thus  the  flow  split  could  be  almost  50%  in  each  outlet.  In  conclusion,  phase 
separation  with  a  plate  coalescer  of  these  characteristics  was  found  not  feasible  under  realistic  flow 
conditions. 
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6.4.2	Separation	of	water	and	toluene	using	a	PTFE	membrane	separator	
The PTFE membrane separator allowed a perfect separation of the water and toluene streams at a flow 
rate up  to 40 mL/min  for each phase  (this was  the maximum  flow  rate  that could be obtained with  the 
piston pumps) using a 0.45 µm pore  size membrane. Taking  into account a  typical value of  γcosθ=0.005 
N/m  (Kralj  et  al.17)  and  a  typical  pore  radius  around  0.225  µm,  the  capillary  pressure  given  by  this 
membrane should be around 45 kPa. Figure 6.7 shows the flow dependant pressure drop given by the sum 
of a) the pressure drop caused by water and toluene mixture in the rectangular channel on the first plate (1 
mm deep) before separation, b) the pressure drop of the toluene phase through the membrane taking into 
account  the 28  cm2 membrane‐channel  contact area,  c)  the pressure drop of  the  toluene phase on  the 
rectangular  channel  on  the  second  plate  (2 mm  deep),  and  d)  the  pressure  drop  of  the  toluene  phase 
through a 1m long 1/8 inch PFA tube (inner diameter 1.6 mm) used as fluidic connection, assuming that a 
flow Q  having  50% water  and  50%  toluene  separates  perfectly  in  the  device  (note  that  only  the  total 
pressure drop is depicted in Figure 6.7, not the individual components a‐d). In order to evaluate the worst 
case scenario, the viscosity of water has been taken for a flow Q on channel 1, and Q/2 toluene flow rate is 
assumed to cross the membrane using all the area available. Using information from the manufacturer, the 
number of pores of  this membrane has been calculated  to be around 5.2 x 108 pores/cm2,  therefore  the 
total number of pores available should be around 1.46 x 1010. The operating window  is the area between 
the upper limit of the figure (P capillary) and the lower limit (P drop). If a back‐pressure regulator is used in 
the  aqueous  outlet  to  generate  a  fluidic  resistance  several  times  higher  than  the  lower  limit  of  the 
operating window but below the capillary pressure, excellent separation will be obtained. It would thus be 
possible to separate water and toluene mixtures at much higher flow rates, since the operating window is 
very large. 
 
Figure 6.7  Flow‐dependant pressure drop  given by  the  sum of  a)  the pressure drop  caused by water  and  toluene 
mixture  in  the  rectangular  channel  on  the  first  plate,  b)  the  pressure  drop  of  the  toluene  phase  through  the 
membrane taking into account the 28 cm2 membrane‐channel contact area, c) the pressure drop of the toluene phase 
on the rectangular channel on the second plate, and d) the pressure drop of the toluene phase through a 1m long 1/8 
inch PFA tube (inner diameter 1.6 mm) used as fluidic connection, assuming that a flow Q having 50% water and 50% 
toluene separates perfectly in the device. 
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6.4.3	Continuous	hydrolysis	and	L‐L	phase	separation	of	an	API	intermediate	dissolved	in	THF	
Just as density difference is the driving force for decantation and centrifugal separation, surface tension 
is the driving force for capillary L‐L separation. The separation of the organic and aqueous mixture obtained 
from the hydrolysis of the alkoxide product is challenging for both separation strategies. The density of the 
two phases  is almost the same, differing by only 25 kg/m3 approximately. This  is due to the fact that THF 
dissolves a high amount of high molecular weight organic products (principally the API intermediate) and a 
small  amount  of  water  (ca.  20‐40  g/L),  and  the  aqueous  phase  contains  some  MgCl2  salts  and  a 
considerable amount of THF (200‐300 g/L). The surface tension of THF in air is 26.4 mN/m at 20°C (similar 
to  that  of  toluene,  28.4  mN/m),  while  that  of  water  in  air  is  72.8 mN/m  for  the  same  temperature. 
However,  the  surface  tension  at  the  aqueous  and organic  interface  is not  as high  as  the water‐toluene 
surface tension (36 mN/m) and consequently the separation by means of a PTFE membrane is much more 
challenging. 
 
Figure 6.8 Operating windows of  the 0.2 µm and 0.45 µm membranes  for  the separation of an organic  (430 g/L of 
‘allylcarbinol’ in THF) and aqueous mixture (water and MgCl2 salts), pumped at a flow ratio 70% aqueous phase – 30% 
organic phase. 
6.4.3.1	Preliminary	experiment	to	compare	two	membrane	pore	sizes:	0.2	µm	and	0.45	µm	
A  preliminary  experiment  was  carried  out  to  test  the  performance  of  two  PTFE  membranes  with 
different  pore  sizes  (0.2  µm  and  0.45 µm).  The  operating window  for  the  two membranes  is  shown  in 
Figure 6.8. The maximum operating pressure should depend only on the capillary pressure and should thus 
be  independent of  the  flow  rate. However,  the  resolution of  the manometer used  (equipped with a PFA 
protector causing a slightly delayed response) was 1 psi (6.9 kPa), and therefore the observed variations in 
these curves may be due to a wrong reading. While the 0.45 µm membrane could be used with excellent 
phase  separation  up  to  the maximum  flow  rate  tested  (40 mL/min),  the  0.2  µm membrane  required  a 
higher back‐pressure to push all the organic phase through  it. At 30 mL/min and above the pressure drop 
given by the membrane became closer to the capillary pressure and a small amount of aqueous phase was 
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observed in the organic phase outlet. Even though THF and toluene have similar surface tensions with air, 
the maximum back‐pressure for the 0.45 µm membrane (15‐20 kPa) is significantly lower than the capillary 
pressure for the system water‐toluene (45 kPa), due to the partial miscibility of THF in the aqueous phase 
(100‐150 g/L measured from previous experiments). It is surprising that the maximum back‐pressure for the 
0.2  µm  membrane  is  closer  to  the  one  for  the  0.45  µm  membrane  than  expected.  Disregarding  the 
resolution of  the manometer used,  this could be due  to  slight variations  in  the organic/aqueous  surface 
tension,  to different  contact angles  for  the  two membranes or most probably  to non‐uniform pore  size 
distribution. In any case, taking into account the larger area of the 0.45 µm membrane operating window, it 
was decided to proceed with the experiments using only this membrane pore size. The 0.2 µm membrane 
could only be used  if  the membrane area was enlarged,  requiring a  larger  setup, and  could perhaps be 
more sensitive to fouling problems, thus presenting no obvious advantages for this particular application. 
Table 6.1 Concentration of alkoxide and CTX for three different products used in the continuous hydrolysis and phase 
separation. 
  Product 1  Product 2  Product 3 
Alkoxide (g/L)  136 ± 6  248 ± 11  284 ± 9 
CTX (g/L)  23.6 ± 0.9  17.5 ± 0.8  3.7 ± 0.1 
 
Table 6.2 Flow ratios of alkoxide solution and acidic water tested for products 1, 2 and 3, indicating the measured flow 
out of the separator (organic phase and aqueous phase out) and the back‐pressure setting. Missing values in the table 
indicate that the separation was not perfect for the back‐pressures tested. 
  Alkoxide 
(ml/min) 
Ac. water 
(ml/min) 
Org. out 
(ml/min) 
Aq. out 
(ml/min) 
Back‐pressure 
(kPa) 
Product 1  4.0  4.0  3.0  5.3  0 
  6.0  6.0  4.2  7.6  0 
  4.0  8.0  1.9  10.1  0 
  4.0  4.8  2.7  7.5  0 
  4.0  5.6  2.2  7.9  0 
Product 2  2.0  2.0  ‐  ‐  ‐ 
  4.0  4.0  ‐  ‐  ‐ 
  2.0  4.0  0.8  5.0  7 
Product 3  2.0  4.0  1.2  4.7  9 
  4.0  4.0  ‐  ‐  ‐ 
  4.0  2.0  ‐  ‐  ‐ 
  2.0  6.0  ‐  ‐  ‐ 
  4.0  4.8  ‐  ‐  ‐ 
 
6.4.3.2	Continuous	hydrolysis	coupled	with	continuous	L‐L	separation	
Three alkoxide solutions – produced in continuous mode using a Grignard reactor (see Chapter 5) – were 
used for the continuous hydrolysis, with the resulting product concentrations shown in Table 6.1. The range 
of concentrations has been set around the set‐point expected for industrial application. The three products 
were reacted with water containing sufficient HCl to convert all the magnesium salts into the soluble form 
(MgCl2), thereby dropping the pH to 1‐2. The hydrolysis products were separated both by decantation and 
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membrane separation. While the separations by decantation sometimes gave cloudy organic and aqueous 
phases, the organic phase from the membrane separation was always clear, and the aqueous phase looked 
only slightly cloudy. The continuous phase separation of the three products was successful with excellent 
separation (100% of the ‘allylcarbinol’ in the organic phase). However, among the flow ratios tested (Table 
6.2), products 2 and 3 gave only successful separations when the ratio alkoxide solution to water was 1:2. 
Product 1  gave  excellent  separation  for  all  the  flow  ratios  tested.  This  is  thought  to be  related  to  salts 
solubility and not to the performance of the membrane separator. Even though the solubility of MgCl2 salts 
in water  is very high (around 500 g/L, that  is ca. 5 M) – compared to the molar concentration of alkoxide 
product,  0.5  to  1  M  –  the  aqueous  phase  had  a  cloudy  appearance,  which  may  be  due  to  the  high 
concentration of THF lowering Mg salts solubility. 
Figure  6.9  compares  the  ‘allylcarbinol’  and  CTX  concentrations  in  the  organic  and  aqueous  phases 
obtained  by  decantation  and  by  continuous membrane  separation,  as measured  by  HPLC  (a),  and  the 
concentration of THF in the aqueous phase and the concentration of water in the organic phase, measured 
by  at‐line  NIR  spectroscopy measurements  (b).  Figure  6.9b  shows  that  the  aqueous  phase  contains  a 
considerable amount of dissolved THF  (150‐250 g/L), while the organic phase contains a small amount of 
water  (17‐45  g/L).  The  water  concentration  in  the  organic  phase  for  products  2  and  3  obtained  by 
decantation  could  not  be measured  because  the  organic  phase was  very  cloudy  and  caused  too much 
scattering  for  the NIR  transmission measurements. The  transfer of THF  from  the alkoxide solution  to  the 
aqueous phase entails an  increase  in concentration of the ‘allylcarbinol’ solution compared to the original 
concentration (Table 6.1).  
The concentrations for product 2 are difficult to compare because the flow ratios used  in decantation 
and membrane separation were different. However, one can see that even though double amount of water 
was used in the membrane separation compared to the decantation, the THF concentration in the aqueous 
phase decreased very  little. This  is thought to be due to a dilution of the Mg salts  in the aqueous phase, 
decreasing the salting‐out effect and thus allowing more THF in solution. The result is an up‐concentration 
of ‘allylcarbinol’ in the organic phase (Figure 6.9a), which could otherwise seem surprising.  
Products  1  and  3  also  show  an  increase  in  the  ‘allylcarbinol’  concentration  by  using  the membrane 
separation, which may be due  to  the measured slight  increase  in  the THF  transfer  to  the aqueous phase 
(Figure 6.9b). It is probably also related to the measured slight decrease in the water concentration in the 
organic phase, as shown for product 1. Unfortunately, as already mentioned, the water concentrations for 
the decantation from products 2 and 3 could not be measured. It is difficult to find a reason for the slight 
differences  between  decantation  and  membrane‐based  separation,  and  perhaps  they  are  within 
experimental error. A possible cause for slight differences, however, could perhaps be due to a decrease in 
emulsification  using  the  membrane  separator,  also  related  to  the  way  the  two  phases  are  split  and 
sampling is performed from them. 
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Figure 6.9 a. ‘Allylcarbinol’ and CTX concentrations in the organic and aqueous phases obtained by decantation and by 
continuous membrane separation, for products 1‐3. b. Concentration of THF  in the aqueous phase and water  in the 
organic phase, after decantation and membrane separation, for products 1‐3. The water concentration in the organic 
phase  for products 2  and 3 obtained by decantation  could not be measured because  the organic phase was  very 
cloudy and caused too much scattering for the NIR transmission measurements. 
 Figure 6.10  shows  the effect of  the  flow  ratio on  the concentration of  ‘allylcarbinol’, CTX, THF  in  the 
aqueous phase and water in the organic phase, for product 1. As discussed above, even if a larger amount 
of water  is  used  for  the  hydrolysis,  the  resulting  API  intermediate  concentration  in  the  organic  phase 
increases,  due  to  a  reduction  of  the  salting‐out  effect  in  the  aqueous  phase  allowing more  THF  to  be 
dissolved. 
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Figure  6.10  a.  Effect  of  the  flow  ratio  between  alkoxide  solution  and  acidic water  on  the  ‘allylcarbinol’  and  CTX 
concentration  in  the  organic  and  aqueous  phases  obtained  by membrane  separation.  b.  Effect  of  the  flow  ratio 
between  alkoxide  solution  and  acidic  water  on  the  THF  concentration  in  the  aqueous  phase  and  the  water 
concentration in the organic phase obtained by membrane separation. 
It  is well noted that this particular L‐L phase separation produces an aqueous waste stream containing 
relatively  large amounts of THF. This concentration can be decreased by processing alkoxide solutions at 
higher  concentrations,  as  expected  from  the  application  of  the  Setschenow  equation171,  and  as  clearly 
shown  in  Figure  6.9.  However,  using  alkoxide  solutions  at  high  concentration  may  cause  problems 
upstream as well, and the separation is less flexible in terms of flow ratio (Table 6.2). An obvious solution to 
avoid the “loss” of solvent in the aqueous stream while decreasing the water concentration in the organic 
stream  would  be  using  a  different  solvent  with  lower miscibility  with  water  –  such  as methyl‐THF  or 
CPME170– bringing about a concomitant  facilitation of the phase separation by an  increase of the surface 
tension. 
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6.4.4	Discussion	on	operability	and	scalability	
A  PTFE membrane  L‐L  separator  capable  of  achieving  excellent  separation  of  organic  and  aqueous 
phases at moderate to high flow rates (0‐80 mL/min for toluene‐water and 0‐40 mL/min for a mixture of 
partially miscible aqueous and THF phases, demonstrating potential to achieve higher flow rates) has been 
presented. The separation setup demonstrated flexibility in a large operating window both in terms of flow 
rate and organic/aqueous flow ratio by simply regulating the back‐pressure. Such flexibility is important in 
view of practical and robust operability of the system.  
The active membrane area applied  in this study  is only 28 cm2, and the aqueous and organic channels 
have  a  volume  of  2.8  mL  and  5.6  mL,  respectively.  Therefore,  the  separation  device  has  lab  bench 
dimensions,  but  it  can  process  flows  similar  to  those  expected  for  industrial  scale  production  (ca.  100 
mL/min96,152). The  separator  itself  is  relatively  simple  to  fabricate and  thus easy  to  scale up  (enlarge) or 
scale out (replicate). Possible scaling up/out strategies would be: (1) using a large coiled membrane as for 
example used  in  reverse osmosis;  (2) employ a hollow  fiber  setup; or,  (3)  simply  install  several plates  in 
parallel, sandwiching membranes in between, as used in PEM fuel cells. The last strategy would allow for a 
high flexibility in terms of throughput, since membrane panels could be added or removed as required.  
Fouling or blockages occurring on the aqueous side could possibly be removed by reversing the flow in 
the  system, which  should be  feasible  since  the  separator  can be  constructed  symmetrically.  The device 
could also work as a stand‐alone unit with automatic regulation by for example measuring the capacitance 
in the outlets93, which as demonstrated by Mendorf et al.16 can differentiate aqueous/organic streams and 
detect when segmented flow  is occurring. The control strategy could for example be starting the unit and 
smoothly  increase  the  back‐pressure  until  segmented  flow  disappears  in  the  aqueous  phase  outlet 
(detecting only aqueous phase) and organic phase is detected in the organic phase outlet. An alarm could 
be set up for the operators to check the system when the back‐pressure approaches the capillary pressure 
or when segmented flow is detected in the organic phase stream, indicating that the flow must be reversed 
to  eliminate  fouling  or  blockage,  or  eventually  one  or more  of  the membranes  need  to  be  cleaned  or 
replaced. Naturally, future studies should also focus on the long‐term performance of these membranes.  
The key advantages of membrane based L‐L separation compared to other separation methods relying 
on surface  tension are  the small pore sizes  (providing a high capillary pressure) and  the  large number of 
pores per unit area  (causing a  low pressure drop), all  in all offering a  large operating window  in terms of 
flow rate and flow ratio. It has also been shown that the channels carrying the liquids offer a low pressure 
drop, decoupling the channel size and the  interface size that  limits operability  in other designs. The  large 
number of pores and the small pore sizes are standard in PTFE membranes and thus the separator is easy 
to fabricate and assemble, compared to other designs where several microchannels or micropillars need to 
be micro‐fabricated197,198.  In  conclusion, membrane‐based  L‐L  separation  seems  the most  robust  of  the 
surface tension based separation methods which have been reviewed. The only limitation seems to be the 
situation where the organic phase carries solids in suspension that should remain in the organic phase but 
are  larger  than  the membrane pores197. However, the  latter problem could perhaps be solved by using a 
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hydrophilic  membrane  pre‐wetted  with  aqueous  phase  allowing  only  aqueous  phase  to  cross. 
Unfortunately no work or discussion has been  found  in  the  literature describing  such  an  application or 
studying its feasibility. Note that this may not be a simple material selection task, since many polymers do 
not have a chemical compatibility as broad as PTFE. Nevertheless, hydrophilic PTFE membranes are also 
available commercially. 
The  presented membrane  separation  setup  is  designed  to  perform  only  a  L‐L  separation  operation, 
while mixing and extraction occurs  in a different mixing unit,  in co‐current mode. Therefore, one mixing 
and separation cycle correspond to one equilibrium stage17. It would be interesting to develop multi‐stage 
counter‐current  L‐L  extraction  using  membranes,  as  used  in  analytical  chemistry  in  the  form  of 
MMLLE185,187. The limitation would then become the diffusion rate through the membrane, which could be 
subject for future investigation.  
Regarding  industrial  acceptance,  membrane‐based  L‐L  separation  must  demonstrate  robustness, 
flexibility  and  simple  and  cost  effective  operation  compared  to  L‐L  extraction/separation  using 
hydrocyclones165,173,178,189. One of the advantages of membrane‐based L‐L separation as shown in this work 
is  that  it both scales up and down  relatively easy.  It  is very efficient when separating  liquids with a high 
surface tension, such as organic and aqueous solutions. This type of separation problem is rather common 
in  the  pharmaceutical  industry.  L‐L  extraction  operations  involving  different  organic  solvents  may  be 
difficult  to  carry  out  using  membranes,  due  to  the  low  surface  tensions  that  are  to  be  expected. 
Hydrocyclones are on the contrary very efficient in separating liquids as long as they have a minimal density 
difference. All  in  all,  a  generic methodology would  be  useful  in  order  to  identify  the most  appropriate 
operation for a given separation task, which requires more experimental studies and the development of 
surface tension prediction tools for complex solvent‐solute mixtures.  
6.5	Conclusions	
Microscale L‐L separation based on surface tension has briefly been reviewed and physically analyzed, 
concluding  that hydrophobic membrane L‐L separation  is one of  the most  flexible and  robust separation 
methods. Two separation devices – a plate coalescer and a membrane separator – were constructed and 
tested with a water and toluene separation. While the plate coalescer showed very small flexibility due to 
the very low Laplace pressure enabling the separation, the membrane separator demonstrated operability 
in a large operating window, thanks to decoupling the flow‐dependant pressure drop gradient between the 
phases which disrupts the  interface and the Laplace pressure which preserves  it. This can be achieved by 
constructing  relatively  large  microchannels  to  drive  the  fluids  with  negligible  pressure  drop,  use  a 
membrane with a large number of pores per unit area and offering high capillary pressure, and installing a 
back‐pressure  regulator  in  the aqueous phase outlet  to  force  the organic phase  through  the membrane. 
The  result  is  an  excellent  separation  independent  of  flow  rate  and  flow  ratio within  a  large  operating 
window.  
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Water‐toluene mixtures at flow rates up to 40 mL/min per phase were perfectly separated with only 28 
cm2 of active membrane area, and a physical analysis of the separation shows that higher flow rates could 
easily be obtained. The hydrolysis of an alkoxide solution (an API intermediate dissolved in THF) with water 
and  HCl was  carried  out  in  continuous mode.  The  organic  and  aqueous  solutions  (containing  partially 
soluble Mg salts) were continuously separated using  the membrane separator. Total  flow  rates up  to 40 
mL/min were  tested  at  different  flow  ratios  between  the  alkoxide  and  the  acidic water  solution.  Even 
though water and THF were partially miscible and thus kept a low surface tension, excellent separation of 
the phases  could be obtained. The membrane  L‐L  separator’s  simple  construction and assembly  suggest 
that  it  should  be  relatively  simple  to  scale  up/out,  thereby  becoming  a  flexible module  for  continuous 
pharmaceutical manufacturing. 
 
 
 

 CHAPTER   7 
7. Reaction	rate	optimization	in	a	pressurized	tubular	
reactor	for	continuous	pharmaceutical	production	
Abstract 
The construction of an experimental module consisting of a pressurized tubular reactor used for rapid 
kinetic measurements at high temperature is presented. In‐line NIR spectroscopy was used for fast analysis 
of the main compounds in the reaction mixture. The experimental and modeling procedure that led to the 
design of the continuous‐flow reactor is shortly discussed, contrasting experimentation in batch mode with 
flexible continuous flow experiments. This is illustrated by taking the dehydration of an API intermediate as 
an example, where the reaction rate could be significantly accelerated by increasing the temperature above 
the normal boiling point of the solvent (THF).  
7.1	Introduction	
Small‐scale continuous reactors – and  in particular microreactors – facilitate processing under extreme 
conditions78,92,  such  as  high  temperature  and  high  pressure202,203.  This  is  particularly  useful  for  slow 
reactions that could be accelerated by  increasing temperature but are  limited by the normal boiling point 
of the solvent. Pressurizing a batch reactor may significantly increase the capital cost due to safety issues. 
In contrast, small‐scale continuous‐flow reactors decrease the volume of hazardous compounds and thus 
simplify the reactor design. Furthermore,  improved mixing and heat transfer reduce the risk of hot‐spots 
and  thereby  decrease  side‐product  formation15.  Increasing  the  reaction  rate  facilitates  the  adoption  of 
continuous flow throughout the synthesis of an API and may be translated  into significant capital savings 
due to the smaller reactor volumes.   
However,  good  knowledge  of  the  reaction  kinetics  (including, whenever  possible,  identification  and 
modeling  of  side‐product  formation)  is  key  in  order  to  find  the  optimal  reaction  conditions203.  The 
sensitivity  of  the  reaction  rate  to  the  temperature  is  given  by  the  activation  energy  according  to  the 
Arrhenius equation.  If,  for example, a desired product has higher activation energy  than a  side‐product, 
increasing the reaction rate will most  likely be translated  into a higher selectivity203.   Kinetic models have 
traditionally been obtained  from batch  reactors, practically  limiting  the operating window  to  the solvent 
boiling point as discussed above. Microfluidic devices can thus be very useful to access process knowledge 
beyond  conventional  conditions16,90.  In  addition,  a  good  knowledge  of  the  heat  and  mass  transfer 
characteristics of  the  reaction device  is needed  in order  to decouple kinetic and mass and heat  transfer 
limitations within macroscopic observations90. The integration of real‐time in‐line process analyzers98 (e.g., 
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NIR spectroscopy measurements) may simplify experimental procedures by avoiding sample dilution and 
reducing the analysis time180.   
In  this  chapter  the  construction  of  an  experimental module  is  presented  consisting  of  a  pressurized 
tubular  reactor used  for  fast kinetic measurements at high  temperature.  In‐line NIR spectroscopy can be 
used for the  fast determination of the concentration of relevant species. The experimental and modeling 
procedure  that  led  to  the  design  of  the  continuous‐flow  reactor  is  shortly  discussed,  contrasting 
experimentation  in batch mode with  flexible  flow experiments. This  is  illustrated by an example process, 
the  dehydration  of  9‐Allyl‐2‐Chlorothioxanthene‐9‐ol  (short  name  ‘allylcarbinol’)  to  9‐allylidene‐2‐
chlorothioxanthene  (short name  ‘butadiene’)  (Scheme 1). The reaction was catalyzed by HCl according to 
the simplified process flowsheet proposed in Chapter 4 (Figure 4.2). First, a set of batch experiments were 
performed to develop a kinetic model describing the effect of temperature and catalyst concentration on 
the reaction rate. Extrapolating the model predictions to temperatures above the normal boiling point of 
THF (65°C) indicated that the reaction rate could be significantly increased using moderate pressure (5 bar). 
The  time  for  full  conversion  of  ‘allylcarbinol’  was  reduced  one  order  of  magnitude,  thereby  enabling 
continuous processing with an acceptable  reactor volume. A new kinetic model was  found based on  the 
extended  experimental  range,  which  was  compared  with  the  original  model  obtained  from  batch 
experiments.  
 
Scheme 7.1 Case study: Dehydration of ‘allylcarbinol’ to ‘butadiene’. 
7.2	Materials	and	methods	
7.2.1	Batch	experiments	
A set of batch experiments was defined  in order to obtain a kinetic model that describes the effect of 
temperature and catalyst concentration on the reaction rate. The temperatures tested were: 40, 50, 60, 65 
and 67.5°C (normal boiling point of THF with  ‘allylcarbinol’ dissolved). The acid concentrations were 0.02, 
0.04,  0.06  and  0.08 M.  The  acid  concentration  values were  selected  around  the  catalyst  concentration 
typically used by H.  Lundbeck A/S  to perform  the dehydration. Although, as explained  in Chapter 4,  the 
traditional process employs acetyl chloride as catalyst,  this compound reacts with  ‘allylcarbinol’ or water 
forming  HCl.  Therefore,  the  concentration  values  were  assumed  equivalent.  Ten  experiments  were 
performed, with combinations of temperatures and acid concentrations as shown in Table 7.1. 
The initial concentration was ‘Allylcarbinol’ 1.3 M (375 g/L) and ‘butadiene’ 0 M for all the experiments. 
‘Allylcarbinol’ was dissolved in THF and introduced in a 25 mL three‐neck round‐bottom flask. The flask was 
Cl
S
OH
CH2CH=CH2
Cl
S CHCH=CH2
- H2O
H+ cat
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introduced in an oil bath with temperature control (on/off controller with only heating). One of the necks 
had a septum with a syringe for taking samples at high temperature without losing solvent by evaporation. 
The  second  neck  had  a  temperature  probe  (thermocouple)  to monitor  the  reaction  temperature.  The 
central neck was connected to a condenser in order to avoid the loss of THF vapors. The reactor was kept 
under nitrogen atmosphere in order to avoid eventual oxidation of the products. Stirring was achieved by a 
magnetic stirrer at 300‐400 rpm. Temperature was registered in a PC every 5 seconds. It was found that the 
measurements had a deviation of ca. 3°C with respect to the real temperature of the dissolution, thus all 
temperature  measurements  were  corrected  with  +3°C.  It  was  not  possible  to  control  the  reactor 
temperature directly. Instead, the temperature of the oil bath was controlled. Once the temperature of the 
oil was around a steady state value, the reaction was started. However, the oil temperature showed some 
oscillations and the controller showed overshoots, with a typical deviation from the set point around ±1°C. 
The  theoretical  concentration  of  acid  in  the  reactor  was  calculated  from  the  volume  of  HCl  solution 
dissolved. Typically 50‐200 µL of HCl 37% were dissolved in 25 mL of ‘allylcarbinol’‐THF solution, resulting in 
a range of concentrations as indicated in Table 7.1. 
Table  7.1  Set  of  batch  experiments  used  to model  the  effect  of  temperature  and  catalyst  concentration  on  the 
dehydration reaction rate. The rate increases towards higher temperature and acid concentration.  
65°C 
0.08 M 
60°C  65°C  67.5°C 
0.06 M  0.06 M  0.06 M 
ACID 
40°C  50°C  60°C  65°C  CATALYST 
0.04 M  0.04 M  0.04 M  0.04 M 
50°C  60°C 
0.02 M  0.02 M 
TEMPERATURE 
7.2.2	Sampling	and	HPLC	analysis	from	batch	experiments	
7.2.2.1	Analytical	method	
The reaction solution was stabilized at the desired temperature before adding the acid catalyst. Without 
acid addition, the dehydration does not occur. Time zero was considered  just before adding the catalyst, 
and a sample was  taken  to analyze  initial  ‘allylcarbinol’ concentration. After adding  the catalyst, samples 
were taken at 1, 2, 4, 6, 8, 10, 15, 20, 30, 45, 60 minutes and longer if the reaction rate was slow. As soon as 
the  samples were withdrawn  from  the  reactor,  they were  introduced  for 5‐10  seconds  in an Eppendorf 
tube  in water  to  cool down  the  solution, and  then  they were  immediately diluted. The  first dilution  for 
samples at 1, 2, 4 and 6 minutes contained 20% of buffer/solvent (50% acetonitrile and 50% aqueous buffer 
solution, 5 mM  ammonium  formate pH 8.5‐9)  in order  to neutralize  the  acid  and  stop  the dehydration 
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reaction. The other samples were diluted with buffer only in the second dilution. The time elapsed between 
sampling and diluting was around 30 seconds. Samples were diluted twice, as follows: 
1. 50 µL of reaction solution were diluted with 4950 µL of acetonitrile. The first dilution factor was 
thus 100. For samples taken after 1, 2, 4 and 6 minutes, the dilution was done with 4000 µL of 
acetonitrile and 950 µL of buffer solution C.  
2. 50  µL  of  solution  resulting  from  the  first  dilution  were  diluted  further  with  950  µL  of 
buffer/solvent  (50% acetonitrile and 50% aqueous buffer  solution, 5 mM ammonium  formate 
pH  8.5‐9).  The  second  dilution  factor  was  thus  20.  The  buffer/solvent  solution  had  a 
concentration equivalent to the mobile phase used by the HPLC  instrument at the start of the 
gradient  analytical  method.    The  second  dilution  was  performed  as  soon  as  possible  after 
completing  the  first  dilution,  since  only  the  buffer  stops  the  reaction  completely  (although 
cooling and diluting with acetonitrile slow down the reaction considerably).  
The concentrations of ‘allylcarbinol’, ‘butadiene’ and impurities were determined using HPLC analysis. A 
LaChrome Elite HPLC machine, equipped with a Phenomenex Gemini C6‐Phenyl column for reverse phase 
HPLC, and using a gradient method based on acetonitrile and aqueous buffer (ammonium formate pH 9) as 
mobile phases, were employed for the analysis of previously diluted samples. Calibration curves were built 
from  ‘allylcarbinol’  standards, obtaining very  satisfactory  regression  coefficients. Since  the only  standard 
available for ‘butadiene’ had a number of impurities (‘butadiene’ is very difficult to isolate), it was decided 
instead to use the product from a dehydration of ‘allylcarbinol’ as a standard since the product had shown 
very few impurities in HPLC analysis and full ‘allylcarbinol’ conversion to ‘butadiene’.  
7.2.2.2	Correction	of	dilution	error	
A molar balance was made for every sample assuming that the amount of side‐products formed in the 
dehydration  reaction was very  low  (confirmed by HPLC analysis  results). Since  the  starting  ‘allylcarbinol’ 
solution  was  prepared  very  accurately  (weighing  the  right  amount  of  ‘allylcarbinol’  and  diluting  in  a 
volumetric  flask),  the  total  concentration  should always be 1.3 M  (initial  ‘allylcarbinol’  concentration).  It 
was found that the most  important source of experimental error occurred at sampling/dilution, since the 
total concentration deviated from 1.3 M for every sample. Due to differences of temperature and viscosity 
of  the  reactor  solution,  the  amount  that was  sampled with  the  50  µL  pipette  varied.  It was  therefore 
considered  to  correct  the  concentration  values  for  both  ‘allylcarbinol’  and  ‘butadiene’  using  a  factor 
calculated  as  the  ratio between  the  total  concentration  and  the  theoretical  concentration  (1.3 M).  This 
correction leaves the ratio between ‘allylcarbinol’ and ‘butadiene’ unchanged. Hence, if the assumption of 
negligible  side‐product  formation holds,  the  correction  seems  justified.  In  fact,  it was observed  that  the 
dynamic data were smoother and easier to analyze after the correction.  
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7.2.3	Continuous‐flow	experiments	in	a	pressurized	tubular	reactor	
7.2.3.1	Experimental	setup	
A  continuous‐flow  tubular  reactor  (Figure  7.1) was  built  based  on  the  experience  obtained with  the 
batch experiments. The kinetic model was extrapolated to temperatures above the normal boiling point of 
THF,  and  its  boiling  point  as  a  function  of  pressure was  obtained  from  the  CAPEC  database204.  It was 
concluded that full conversion (99%) of ‘allylcarbinol’ should be possible with a residence time in the order 
of 1.5 minutes at 120°C in a plug‐flow reactor at 5 bar, with an HCl concentration around 0.06 M. For a flow 
rate around 2 mL/min, about 1.5 meters of 1/8 inch PFA tube from Swagelok (with internal diameter 1.65 
mm) would be needed (see Section 7.3.2). In order to provide the reactor with higher flexibility, and after 
analyzing heat transfer  in such tube from a theoretical perspective (Section 7.3.2), 3 meters of tube were 
installed in the heating section. 1 meter of tube was used to cool down the reaction mixture in a water/ice 
bath with an approximate temperature of 5°C.  
Since  the  solution  contained  THF  – which  is  incompatible with many polymers  –  and HCl  – which  is 
corrosive  –  it was  decided  to  build  the whole  setup  using  only  PTFE/PFA wetted materials.  Later  on,  a 
corrosion test was performed immersing a piece of stainless steel 316 in the THF/water/HCl solution, and it 
was  found  that corrosion effects were negligible. Therefore  it was decided  to  include  two  stainless steel 
Swagelok  valves  (V1  and  TV1  in  Figure  7.1)  in  the  setup  to  facilitate  sampling  (see  Section  7.2.4.1). All 
tubing was 1/8 inch PFA tubing from Swagelok. A digital Masterflex peristaltic pump was used with a PTFE 
tubing  pump  head.  Connections were made with  Swagelok  PFA  unions  that were  compatible with  the 
working  pressure  and  temperature.  The  back‐pressure  regulator  and  pressure  relief  valve  (PRV)  were 
obtained from Parker (Partek), as well as PFA protectors for the manometers M1 and M2.  
Figure 7.1 Experimental setup used to perform the continuous dehydration of ‘allylcarbinol’ in THF above its normal 
boiling point. A premixed solution of ‘allylcarbinol’ in THF including water and HCl catalyst was fed using a peristaltic 
pump. The tube reactor was pressurized at 5 bar using a back‐pressure regulator. A pressure‐relief valve  (PRV) was 
installed after the pump in case a blockage occurred in the reactor. The PRV was set to open at 6 bar. Manometers M1 
and  M2  were  used  to  monitor  pressure.  3  meters  of  tube  were  used  to  heat  up  the  solution  to  the  desired 
temperature, and 1 meter was used to cool down the solution before analysis. Valve V1 and the three‐way valve TV1 
were used for HPLC sampling. An in‐line NIR flow cell was installed for real‐time monitoring of the reaction.  
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7.2.3.2	Determination	of	the	activation	energy	and	reaction	order	
A 1.3 M  (375 g/L)  solution of  ‘allylcarbinol’  in THF containing ca. 20 g/L of water was prepared using 
‘allylcarbinol’  crystals.  The  concentration of water was  chosen  so  as  to  emulate  the  composition of  the 
organic phase leaving the L‐L separation step previous to the dehydration reaction (see Chapters 4 and 6), 
and demonstrate whether  the  reaction was  affected by water.  Previous  experience  at H.  Lundbeck A/S 
suggested that the reaction was reversible and the use of dehydration agents (acetic acid anhydride) was 
needed to obtain full conversion. One of the objectives of this work was however challenging that idea. HCl 
at 37% concentration was added to the solution at room temperature in order to obtain a concentration of 
0.05 M. The  solution was  constantly mixed by  a magnetic  stirrer  and pumped  through  the  reactor  at 2 
mL/min. It was decided to premix the solution with the catalyst in order to avoid mixing limitations or non‐
homogeneity, since only a 1/8  inch T‐connection was available  for mixing, and  the volume  ratio  (or  flow 
rate ratio) of ‘allylcarbinol’ solution to HCl was 200. It was considered simpler to make a pre‐mixture rather 
than continuously rely on the efficiency of the T‐connection with such large flow ratio. The concentration of 
the feed mixture was analyzed in the beginning of the experiment and in the end in order to subtract the 
initial  conversion  if  that was  relevant. However,  the  kinetic model  predicted  that  the  reaction  at  room 
temperature was slow and therefore it could be expected that a very low amount of ‘allylcarbinol’ reacted 
already at the feed point. The reactor was kept at 5 bar, and the oil bath was kept constant at a desired 
temperature  for  6 minutes. After  this  time  it was  assumed  that  steady  state  had  been  achieved  and  a 
sample was taken. The product  from the reactor was analyzed at 10 different temperatures  in the range 
between 25°C and 120°C keeping a fixed residence time. A simplified version of the reactor setup in Figure 
7.1  was  used  which  did  not  include  the  NIR  flow  cell.  HPLC  analysis  was  compared  with  at‐line  NIR 
spectroscopy measurements (carried out  in a sample holder for 1 mL vials)  in order to ascertain whether 
NIR spectroscopy could be useful  to monitor  the  reaction  in  real‐time without sample dilution. The data 
were  used  to  build  a  preliminary  chemometric  model  for  the  determination  of  ‘allylcarbinol’  and 
‘butadiene’.  
7.2.3.3	Determination	of	the	influence	of	catalyst	concentration	on	the	reaction	rate	(kinetic	coefficient)	
In this experiment, the full version of the reactor setup in Figure 7.1 was used (i.e. using the in‐line NIR 
flow  cell).  Different  conversions  of  ‘allylcarbinol’ were  obtained  by  varying  the  acid  concentration  and 
keeping  the  residence  time constant,  thereby determining  the  influence of catalyst concentration on  the 
reaction rate. A large solution of ‘allylcarbinol’ 1.3 M in THF containing ca. 20 g/L of water was divided into 
6 solutions. A different amount of acid was added to each solution, resulting in HCl concentrations of 0.005, 
0.01, 0.02, 0.03, 0.04 and 0.05 M. The volume ratio of ‘allylcarbinol’/THF/water solution to HCl 37% ranged 
from 200 (for the highest HCl concentration) up to ca. 2000 (for the lowest HCl concentration). The amount 
of water added in each case was corrected so that the final water concentration would always be 20 g/L. As 
soon  as  the  acid  catalyst was  added  to  one  solution,  it was  pumped  through  the  tubular  reactor  at  2 
mL/min, at a constant temperature of 100°C and a back‐pressure of 5 bar. It was assumed that steady state 
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was achieved in 10 minutes. In order to recalibrate the NIR model obtained with the at‐line measurements, 
the samples were analyzed in‐line using the NIR flow cell and off‐line using HPLC measurements.  
7.2.4	Sampling,	HPLC	and	NIR	analysis	from	continuous	experiments	
7.2.4.1	Sampling	for	HPLC	analysis	
A fast method of obtaining kinetic information was conceived, using the setup shown in Figure 7.1 and 
consisting of the following steps: 
1. Fix the pressure to a value that allows operation  in the whole temperature range without THF 
evaporation (5 bar). 
2. Fix the reaction temperature and wait for stabilization 
3. Pump the reaction solution at a fixed flow rate and wait for steady state.  
4.  Take a product sample and go back to step 2, where new reaction conditions are set or a new 
product  is  fed  (e.g. with a different  catalyst  concentration). Alternatively,  the  flow  rate  could 
easily be changed in order to modify the residence time and thereby find the reaction order. 
Since  the  back‐pressure  regulator  employed  in  the  setup  had  relatively  large  dimensions  (and  dead 
volume) compared to the tubular reactor volume (the only back‐pressure regulator with PFA wetted parts 
that could be  found  in  the market was a 1/4  inch back‐pressure  regulator  from Parker, Partek), samples 
taken from the reactor outlet  in the right end of Figure 7.1 would have been  largely affected by the dead 
volume  introduced  by  the  regulator.  Therefore,  it  was  decided  to  take  samples  just  before  the  back‐
pressure regulator, so that the reactor volume would be well known (3 meters of tube heating, 1 meter of 
tube cooling) and steady state would be reached much faster. Sampling had to be taken from a pressurized 
solution. This could safely be done by following these steps: 
1. Stop the pump. If the pump includes a check valve, the pressure should be stable at 5 bar.  
2. Close the valve V1 (Figure 7.1). 
3. Move the three‐way valve TV1 from the normal direction (towards the back‐pressure regulator) 
towards the HPLC sampling outlet. Place a sampling tube in the outlet.  
4. Slowly open the valve V1 for a very short time. The pressure  in the reactor will push the  liquid 
near the outlet to the sampling tube, and pressure will slightly decrease. When enough liquid is 
sampled (only 50 µL were needed), V1 is rapidly closed again.  
5. The three‐way valve TV1 is returned to the normal position, and V1 is opened again. The flow is 
resumed and pressure rapidly increases to the set point (5 bar).  
This  procedure  can  be  avoided  if  either  the  dead‐volume  of  the  back‐pressure  regulator  is  greatly 
reduced  and  samples  are  taken  at  normal  pressure  after  the  back‐pressure  regulator,  or  if  in‐line  NIR 
spectroscopy measurements are done, as explained in Section 7.3.3.4.  
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7.2.4.2	Off‐line	HPLC	analysis	
Similarly  to  Section  7.2.2.1,  the  concentrations  of  ‘allylcarbinol’,  ‘butadiene’  and  impurities  were 
determined using HPLC analysis. A LaChrome Elite HPLC machine equipped with a Phenomenex Gemini C6‐
Phenyl column for reverse phase HPLC using a gradient method based on acetonitrile and aqueous buffer 
(ammonium formate pH 9) as mobile phases were employed for the analysis of previously diluted samples. 
50 µL samples were diluted with 4.95 mL of THF. 50 µL of these solutions were further diluted with 950 µL 
of mobile  phase  at  time  0  of  the  gradient method  (total  dilution  factor  2000).  Samples were  taken  in 
triplicates,  since  repeatability  of  the  dilution  procedure was  the major  source  of  experimental  error.  A 
molar balance  for every sample was again performed as explained  in Section 7.2.2.2. A calibration curve 
was  built  from  ‘allylcarbinol’  crystals,  obtaining  a  very  satisfactory  regression  coefficient.  As  discussed 
above (Section 7.2.2.1), ‘butadiene’ standards were not available and thus a calibration based on product 
from a dehydration reaction was used.  
7.2.4.3	In‐line	and	at‐line	NIR	spectroscopy	analysis	
An FT‐NIR process analyzer (Networkir, Q‐Interline/ABB) equipped with an InGaAs detector measuring in 
the range 800‐2600 nm was connected to a CUV‐UV holder for at‐line transmission measurements in 1 cm 
cuvettes  (OceanOptics),  optimized  for  the  range  200‐2000  nm,  using  two  500  µm  fiber  optic  cables.  A 
home‐made Teflon vial holder for 8 mm‐pathlength disposable borosilicate glass vials (Kimble) was inserted 
into the CUV‐UV holder, enabling very fast measurements with disposable vials. At‐line measurements of 
product from the dehydration reaction were taken at ambient temperature (not active control). 16 scans 
were averaged for each sample, and the resolution was set to 16 cm‐1. The same detector measuring in the 
range  800‐2600  nm was  connected  to  a  FIA‐Z‐SMA‐TEF  flow  cell  (OceanOptics)  for  in‐line  transmission 
measurements (1 cm pathlength), optimized for the range 210‐2000 nm, using two 15 m long 300 µm fiber 
optic cables in order to reach a fume hood containing the reactor setup. 16 scans were averaged for each 
sample,  and  the  resolution was  set  to  16  cm‐1. With  these  settings  the  sampling  time was  5  seconds. 
Measurements were done continuously every 10 seconds. The inner volume of the flow cell was only 50 µL, 
which was critical for correct sampling. The product from the tubular reactor was connected to the flow cell 
using  1/4‐28  Upchurch  fittings  and  1/8  inch  OD  PFA  tubing  (Swagelok).  Spectra  were  acquired  and 
processed using GRAMS/AI 7.0  (Thermo Electron Corporation). Chemometric models were built using the 
add‐on  PLSplus/IQ  (Thermo  Electron  Corporation),  following  a  similar  procedure  as  that  explained  in 
Chapter 5. 
7.3	Results	and	discussion	
7.3.1	Kinetic	modeling	from	batch	experiments	at	normal	pressure	
A kinetic model for the dehydration reaction was not available in the literature and therefore it had to 
be proposed. The model should describe the effect of temperature and acid concentration on the reaction 
rate. First,  for every experiment,  the order of  the  reaction was determined by  trial and error. A  second 
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order kinetic model gave good results (Eq. 7.1), where  AC  is the concentration of ‘allylcarbinol’ [moles/L] 
and  k  is a kinetic coefficient [L/(mole∙minute)].   
  2A AdC kCdt     (7.1) 
Next, the dependency of the kinetic coefficient on acid concentration and temperature was studied.  It 
was hypothesized that the kinetic coefficient follows the Arrhenius equation (Eq. 7.2), where  0k  is the pre‐
exponential factor with the same units as  k ,  aE  is the activation energy [J/mole], T  is the temperature in 
[K] and  R   is the  ideal gas constant,  i.e. 8.314 J/(mole∙K). This was confirmed by plotting the  logarithm of 
the  kinetic  coefficient  vs.  the  inverse  of  the  temperature  (based  on  Eq.  7.3)  for  different  experiments, 
obtaining a good linear correlation coefficient, as shown in Figure 7.2. 
  0
aE
RTk k e
   (7.2) 
     0ln ln aEk k RT    (7.3) 
 
Figure 7.2 Linear test of the Arrhenius equation for temperatures ranging from 40°C up to 67.5°C at acid catalyst (HCl) 
concentrations between 0.02 M and 0.08 M.  
The average of the slopes of the regression lines plotted in Figure 7.2, multiplied by  R , gave a good hint 
for  the  energy  of  activation,  while  the  exponential  of  the  average  of  the  biases  suggested  the  pre‐
exponential factor  0k . These values were used as a first guess for parameter estimation  in MATLAB using 
the function fminsearch. The dependency of the kinetic coefficient on the acid concentration was found to 
be linear for the small concentration range tested, as shown in Figure 7.3. In conclusion, the kinetic model 
given by Eq. 7.4 was considered as a good candidate to represent the reaction rate, where  *0k  is a corrected 
pre‐exponential factor [L2/(mole HCl∙mole A∙min] and [ ]H  is the concentration of HCl [M].   
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Figure  7.3  Representation  of  the  linear  relation  between  the  kinetic  coefficient  and  the  catalyst  concentration  at 
different temperatures. 
The  whole  dataset  (experiments  included  in  Table  7.1)  was  used  for  parameter  estimation.  The 
parameters that minimized the model prediction errors were: 
2
* 14
0 +
L2.5·10
moleH ·moleA·min
k   
J86000
molea
E   
The kinetic model provided a good fit to the experimental data collected in the 10 batch experiments, as 
shown  in  Figure  7.4.  However,  while  the model  fit  was  very  good  for medium  and  low  ‘allylcarbinol’ 
conversions, for high conversions the model deviated slightly from the experimental results, although this is 
difficult to appreciate in Figure 7.4. 
7.3.2	Design	of	a	continuous	dehydration	reactor	
Based on the kinetic model developed (Eq. 7.4), the design of a continuous reactor was proposed. Using 
the design equations for a CSTR and a plug‐flow reactor with an initial concentration of ‘allylcarbinol’ 1.3 M, 
the  residence  time  required  for 95%  conversion of  ‘allylcarbinol’ was estimated. For a plug‐flow  reactor 
(even though in small scale the flow is laminar, an ideal plug‐flow was assumed for simplification purposes), 
the minimum residence time was about 20 minutes at 65°C (just below the boiling temperature) and 0.06 
M HCl. As an example, for a flow rate of 2 mL/min, about 18 meters of 1/8 inch PFA tube would be needed. 
Since the reaction was second order, the residence time needed  in a CSTR  is much  larger,  i.e. about 380 
minutes. A good approximation to the plug‐flow reactor could however be obtained with 2 CSTR in series, 
resulting  in a minimum residence  time of 31 minutes  for the  first reactor and 46 minutes  for the second 
one, as shown in Figure 7.5. Clearly, the reactor volumes needed were relatively large. 
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Figure 7.4 Model  fit  to  the experimental data using  corrected  concentration values. From  top  to bottom  the  temperature  increases,  from  left  to  right  the acid 
concentration increases.  
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Figure 7.5  Inverse of  the  reaction  rate vs.  ‘allylcarbinol’ concentration. Calculation of  the minimum  residence  time 
needed to achieve 95% conversion of 1.3 M ‘allylcarbinol’ containing 0.06 M HCl at 65°C using 2 CSTR in series.  
In order  to  facilitate continuous processing,  the  reaction  rate was accelerated by using  temperatures 
above  the  normal  boiling  point  of  THF.  The  dependence  of  THF  vapor  pressure  on  temperature  was 
obtained  from  the  CAPEC  database204  and  has  been  plotted  in  Figure  7.6.  Since  PFA  material  has  a 
maximum  pressure  rating  around  6‐8  bar  for  high  temperature,  and  particularly  the  back‐pressure 
regulator used (PFA BPR from Parker, Partek) could provide up to 60 psig back‐pressure (that  is, ca. 5 bar 
absolute  pressure),  it was  decided  to  set  5  bar  as  the maximum  pressure  for  the  experiments.  At  this 
pressure the boiling point  is 126°C according to Figure 7.6. Therefore, the maximum temperature was set 
as 120°C. At this temperature, by extrapolating the kinetic model given by Eq. 7.4, it was possible to predict 
that  the  residence  time  needed  for  99%  (note  95%  conversion  was  assumed  in  the  previous  case) 
conversion of  ‘allylcarbinol’ 1.3 M to  ‘butadiene’ with 0.06 M HCl should only be around 1.4 minutes  in a 
plug‐flow reactor. 
 
Figure 7.6 THF vapor pressure as a function of temperature. 
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In order  to enable  kinetic measurements  in  the  tubular  reactor,  it was necessary  to  characterize  the 
heat  transfer  rate.  Developing  a  temperature  profile  for  laminar  tubular  flow  with  uniform  wall 
temperature is known as the Graetz or Graetz‐Nusselt problem205. The problem has been solved under the 
following assumptions/simplifications: 
 Temperature‐independent viscosity 
 Constant fluid density 
 Constant fluid heat capacity 
 Negligible axial heat conduction 
 Parabolic flow profile 
 Negligible viscous dissipation 
The mean bulk temperature can, under the given assumptions be determined by Eq. 7.5, where  wT   is 
the wall temperature,  mT  is the fluid bulk mean temperature,  eT  is the temperature of the fluid at the inlet, 
   '/ 2 1n n nG C R  ,  n   are eigenvalues,   /nR r a   are eigenfunctions,  nC   are  constants,   ' 1nR   are 
derivatives of   /nR r a  evaluated  at  / 1r a  ,  a   is  the  internal diameter of  the  tube,  r   is  the  radial 
coordinate,  * / Pehx x D ,  x  is the axial coordinate,  hD  is the hydraulic diameter, and  Pe  is the Péclet 
number,  given  by  /h puDPe c k , where     is  the  density,  u   is  the mean  fluid  velocity,  pc   is  the 
specific heat and  k  is the conductivity of the fluid205.  
   2 *2
0
8 exp 2w m nm n
nw e n
T T G x
T T
 


      (7.5) 
The first eleven parameters (i.e.,  0...10n  ) used in Eq. 7.5 are given in Table 7.2.  
Table 7.2 First eleven parameters used in Eq. 7.5. 
n 	 n 	 nG 	
0	 2.7	 0.75	
1	 6.7	 0.54	
2	 10.7	 0.46	
3	 14.7	 0.42	
4	 18.7	 0.38	
5	 22.7	 0.36	
6	 26.7	 0.34	
7	 30.7	 0.32	
8	 34.7	 0.31	
9	 38.7	 0.30	
10 42.7	 0.29	
 
If the velocity term in the Péclet number is expressed as the axial displacement divided by elapsed time, 
Eq. 7.5 becomes a function of time rather than position, as shown by Eq. 7.6 and Eq. 7.7.  
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   2 *2
0
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nw e n
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

      (7.6) 
  * 2/ h pt kt D c   (7.7) 
Table 7.3 Thermodynamic properties of THF and tube characteristics used to evaluate the temperature profile. 
Temperature of fluid at entry ሺ ௘ܶሻ  25°C 
Wall temperature ሺ ௪ܶሻ  120°C 
Density at 25°C ሺߩሻ 880 kg/m3 
Heat capacity  at 25°C ൫ܿ௣൯  1720 J/kg K 
Thermal conductivity at 25°C ሺ݇ሻ  0.12 W/m K 
Hydraulic diameter ሺܦ௛ሻ  1.651 mm 
 
As a simplification, the thermodynamic properties of THF  listed  in Table 7.3 were used to evaluate the 
temperature profile, neglecting differences between  the THF/’allylcarbinol’/water solution and pure THF. 
Extrapolating the kinetic model developed  in the batch experiment and  introducing a temperature profile 
for the oil (3 meters of tube at 120°C) and cooling bath (1 meter of tube at 5°C) gives the concentration and 
temperature  profile  illustrated  in  Figure  7.7, where  the  reaction mixture  is pumped  at  a  flow  rate of 2 
mL/min  and  the  acid  concentration  is  set  to  0.05  M.  The  result  in  Figure  7.7  shows  that  almost  full 
conversion of  ‘allylcarbinol’ should be obtained after 2 minutes of reaction time, which corresponds to a 
little less than 2 meters of reactor length (1/8 inch tube). Heating and cooling should occur very fast, since 
within less than 10 seconds the fluid reaches 95% of the wall temperature, and after 15 seconds the fluid is 
kept at the wall temperature. This causes a slightly slow reaction start, but the reaction quickly accelerates. 
It was therefore concluded that it should be possible to perform kinetic measurements with low error in a 
larger  search  space  compared  to batch experiments, which  could be very useful  for  fast optimization of 
reaction conditions. 
7.3.3	Kinetic	modeling	from	continuous	experiments	in	a	pressurized	tubular	reactor	
7.3.3.1	Determination	of	the	activation	energy	and	reaction	order	
In the first set of experiments the residence time was fixed and the oil bath temperature was changed, 
as explained  in Section 7.2.3.2. From an analysis of Figure 7.7  it was  concluded  that  the heating period 
could be neglected, as well as the cooling section, and the effective residence time was 3.2 minutes for a 
flow rate of 2 mL/min. It was however taken into account that the dehydration reaction proceeds at room 
temperature before being fed to the tubular reactor for the length of the experiment. The concentration of 
‘allylcarbinol’  and  ‘butadiene’  was measured  in  the  beginning  in  the  experiment  and  in  the  end.  The 
concentration of ‘allylcarbinol’ in the feed beaker changed from 1.27 M (just after adding the acid catalyst) 
to 1 M (after ca. 320 minutes), and the concentration of  ‘butadiene’  increased from 0.03 M up to 0.3 M. 
Since  measurements  of  the  feed  solution  were  not  performed  in  intermediate  time  points,  the 
concentration of the feed solution was approximated between 0 and 320 minutes by linear interpolation. It 
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is believed that this approximation is acceptable given the small change of ‘allylcarbinol’ concentration over 
a very long time period (5 hours). 
 
Figure 7.7 Simulated temperature and concentration profile throughout the tubular reactor, where 3 meters of tube 
are immersed into an oil bath at 120°C and 1 meter is immersed into a cooling bath at around 5°C. The flow rate is set 
to 2 mL/min and the acid concentration is 0.05 M.  
It was attempted to calculate the kinetic coefficient for each temperature assuming a second order rate 
model as  in Eq. 7.4,  i.e., using Eq. 7.8, and then perform a  linear test of the Arrhenius’ equation using Eq. 
7.3. However, Figure 7.8 shows that the experimental points did not adjust well to a straight line.  
  0
1 1
A AC Ck 
      (7.8) 
Instead, a  first order kinetic model was assumed  (Eq. 7.9),  from which  the kinetic coefficient may be 
calculated using Eq. 7.10.  In this case the experimental data do adjust well to a straight  line  (Figure 7.9), 
from which it is possible to calculate the energy of activation by multiplying the slope of the curve by  R . 
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Figure 7.8 Linear test of the Arrhenius equation assuming a 2nd order kinetic model. The temperatures tested were 25, 
38, 50°, 60°, 68°, 78°, 88°, 100°, 108° and 120°C.  
 
Figure 7.9 Linear test of the Arrhenius equation assuming a 1st order kinetic model. The temperatures tested were 25°, 
38°, 50°, 60°, 68°, 78°, 88°, 100°, 108° and 120°C. 
The parameter estimation from the linearized plot (Figure 7.9) thus resulted in the following values: 
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Simulating the reaction using the first order kinetic model and implementing the temperature profile as 
given by Eq. 7.6 resulted in a good approximation of the experimental data (Figure 7.10), especially for high 
‘allylcarbinol’  concentrations.  The  model  deviates  slightly  for  ‘butadiene’,  especially  for  the  highest 
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temperature,  which  could  be  caused  by  higher  side‐product  formation  at  high  temperature  and  long 
residence time. Note that above 100°C the reaction  is almost complete and thus for higher temperatures 
there is more residence time than necessary, as also shown by Figure 7.7.  
HPLC chromatograms of the product samples show only one impurity, with retention time 8.3 minutes 
(which gives name to the impurity, i.e., RT8.3). This impurity has not been identified. However, dividing the 
peak  area  by  the  ‘butadiene’  peak  area  gives  an  idea  of  how much  impurity  is  formed  compared  to 
‘butadiene’, which gives an  indication of the reaction selectivity. Even though the response factors of the 
two compounds (RT 8.3 and ‘butadiene’) may differ substantially, it is still useful to perform this calculation 
in order  to note  the  significance of  the problem.  Figure 7.11  shows  the  area % of  the RT8.3 peak with 
respect to the ‘butadiene’ peak as a function of temperature. For reference, ‘allylcarbinol’ conversion has 
been plotted as well. The plot shows that below 70°C the area % decreases because ‘butadiene’ is formed 
and  almost  no  RT8.3  is  produced,  with  the  concentration  level  of  the  impurity  close  to  the  limit  of 
detection. Above  70°C  the  area %  increases  to  a maximum  of  1.4%  at  120°C.  If  the  response  factor  of 
‘butadiene’ was used, this would correspond to 0.01 M. However,  if the response  factor of  ‘allylcarbinol’ 
was used, the peak area would correspond to 0.09 M. Therefore the result must be evaluated prudently. 
Nevertheless one may conclude that by optimizing the reaction temperature, acid concentration (as shown 
in  next  Section  7.3.3.2)  and  residence  time  it  is  probably  possible  to  obtain  a  high  ‘allylcarbinol’ 
concentration with a low reactor volume and low side‐product formation.      
 
Figure 7.10 Simulation of ‘allylcarbinol’ and ‘butadiene’ concentration in the outlet of the pressurized tubular reactor 
for different oil bath temperatures at a fixed residence time, following temperature profiles analogous to Figure 7.7. 
Squares and circles correspond to ‘butadiene’ and ‘allylcarbinol’ experimental data, respectively.   
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Figure 7.11 Side‐product (RT8.3min) formation as a function of temperature. Since the side‐product is not known, % 
area from the HPLC chromatogram has been calculated with respect to ‘butadiene’ area, in order to provide an idea of 
the selectivity. For reference the ‘allylcarbinol’ conversion % has been plotted on the right axis.   
7.3.3.2	Determination	of	the	influence	of	catalyst	concentration	(kinetic	coefficient)	
The  influence of  the catalyst concentration  (HCl concentration) was evaluated by making  solutions of 
‘allylcarbinol’/THF/water with 0.005, 0.01, 0.02, 0.03, 0.04 and 0.05 M HCl, as explained in Section 7.2.3.3. 
The  temperature  and  flow  rate were  fixed  at  100°C  and  2 mL/min,  resulting  in  a  temperature  profile 
analogous  to  Figure  7.7.  The  kinetic  coefficient was  calculated  as  in  Eq.  7.10  and  it was divided by  the 
exponential  term  in Eq. 7.2  (evaluated  for  55000J/moleaE   and  373KT  )  in order  to  find  the pre‐
exponential  term of  the Arrhenius equation. The pre‐exponential  term was  then plotted against  the acid 
concentration, as shown in Figure 7.12. It was observed that the pre‐exponential term was not proportional 
to the acid concentration as discussed in Section 7.3.1, but it rather seemed to follow a kinetic expression 
changing order from 1 to 0 when reaching high acid concentrations, as given by Eq. 7.11. However, the acid 
concentration range is relatively narrow and therefore it is not possible to conclude whether this would be 
true for other concentration values. Eq. 7.11 can be linearized by different methods, including Lineweaver‐
Burk, Hanes‐Woolf and Eadie‐Hofstee manipulations. The parameters  in Eq. 7.11 were estimated by  the 
three methods, resulting in the values indicated in Table 7.4 and a good fit to the data as shown in Figure 
7.12. However, while these three linearization methods give a first approximation of the parameter values, 
it would  be more  correct  to  perform  parameter  estimation  on  the  original  data,  i.e.,  using  non‐linear 
regression methods as it was done with the data from batch experiments.  
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Table 7.4 Parameter estimates for Eq. 7.11 using three different linearization manipulations. 
Linearization method  k1 k2 
Lineweaver‐Burk  1.7∙108 0.067 
Hanes‐Woolf  1.3∙108  0.045 
Eadie‐Hofstee  1.4∙108  0.052 
 
 
Figure 7.12 Pre‐exponential factor of Arrhenius equation plotted as a function of the acid catalyst concentration, and 
approximated by a kinetic expression changing order from 1 to 0. The parameters of that expression were evaluated 
by linearizing the expression according to Lineweaver‐Burk, Hanes‐Woolf and Eadie‐Hofstee transformations.  
Therefore,  the  complete  kinetic  model  describing  the  effect  of  temperature  and  acid  catalyst 
concentration  on  the  reaction  rate  can  be  expressed  as  Eq.  7.12.  The  effect  of  acid  concentration  on 
impurity  formation has been plotted  in  Figure 7.13. The peak  area % of  impurity RT8.3 with  respect  to 
‘butadiene’ can be kept below 1% with high ‘allylcarbinol’ conversion (98%) at 100°C and in the presence of 
0.04 M HCl, once again indicating that there is space for optimization of the reaction conditions.  
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7.3.3.3	Discussion	
The kinetic models developed from batch and continuous experiments had different structures. While 
the model based on batch experiments was second order and  the  reaction  rate was proportional  to  the 
catalyst concentration, the model based on continuous‐flow experiments was first order and the reaction 
rate  was  proportional  to  the  catalyst  concentration  only  for  low  catalyst  concentrations,  eventually 
reaching  saturation.  Yet,  the  activation  energy  in  both  cases was  in  the  same  order  of magnitude.  The 
kinetics  should  be  the  same  for  both modes  of  operation,  thus  the  difference must  lie  in  the way  the 
information  is obtained.  It  is not clear which of  the models  is more “right”.  It  is believed  that  the batch 
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experiments are  largely affected by  the  initial rate, where a “shot” of concentrated acid  is dropped on a 
pre‐heated  solution.  Local high  concentration of acid before  the  solution  is well‐mixed  could  cause very 
high  initial  rates, which  could be  the  reason  for obtaining  a  second order  reaction  rate.  It was  actually 
observed  that  the solution changed color  for a couple of seconds  in  the mixing area, and  then  the color 
disappeared. It is not known what the origin of the color change was, but it could be an indication of very 
fast  local reaction rate.  In contrast,  in the continuous‐flow experiments, the acid catalyst was mixed with 
the  ‘allylcarbinol’  solution  at  room  temperature  before  being  heated  up  in  the  reactor,  causing  slower 
initial reaction rates more typical of first order reaction. 
 
Figure  7.13  Side‐product  (RT8.3min)  formation  as  a  function  of  acid  concentration.  Since  the  side‐product  is  not 
known, the % area from the HPLC chromatogram has been calculated with respect to the ‘butadiene’ area, in order to 
provide an idea of the selectivity. For reference the ‘allylcarbinol’ conversion % has been plotted on the right axis. 
For batch experiments,  if  the experimental data  is  tested  for  linearity using Eq. 7.8,  i.e., plotting  the 
inverse  of  ‘allylcarbinol’  concentration  against  time,  the  initial  points  can  be  adjusted well,  but  for  low 
‘allylcarbinol’  concentrations  there  are  large deviations. The  latter points  can however be  adjusted well 
using  Eq.  7.10,  i.e.,  plotting  the  logarithm  of  ‘allylcarbinol’  concentration  against  time.  The  apparent 
observation  is  that  the  reaction  order  is  larger  for  high  ‘allylcarbinol’  concentrations  than  for  low 
concentrations. This is however difficult to appreciate in Figure 7.4 because the model is most sensitive to 
the parameter values  in  the area with  the highest  reaction  rates. Since  the continuous‐flow experiments 
are based on  intermediate or end‐point reaction measurements (product out of the tubular reactor), the 
reaction rates are apparently slower and thus a first order reaction model adjusts best.  
In any case, the kinetic model developed from batch experiments could be extrapolated quite reliably to 
temperatures above the boiling point of THF, predicting a significant acceleration of the reaction. There are, 
however,  several  advantages of building  the  kinetic model  from  continuous‐flow experiments.  First,  the 
experiments can be done much  faster,  since  the  same  solution and  reactor can be used  to evaluate  the 
reaction  rate  at many different  conditions.  Secondly,  a pressurized  tubular  reactor provides  access  to  a 
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larger search space and  it can be designed so that the temperature profile  is well‐defined.  In addition, as 
shown  in Figure 7.12,  the effect of catalyst concentration may be  linear  for short concentration  intervals 
but non‐linear in a larger range. Hence, the search space for optimization can be greatly enhanced. Last but 
not  least,  in‐line measurements  can  be  used  to monitor  the  reaction  in  real  time  and manipulate  the 
reactor parameters in a faster optimization process. However, while it is possible to develop chemometric 
models  for  the  main  constituents  of  the  solution,  it  may  be  difficult  to  predict  the  concentration  of 
impurities, which may only become apparent with HPLC measurements.  
7.3.3.4	In‐line	NIR	spectroscopy	for	fast	kinetic	modeling	
The  samples obtained  from  the  continuous‐flow experiment at different  temperatures and  fixed acid 
concentration  (see  7.3.3.1)  were  analyzed  by  HPLC  and  scanned  at‐line  in  a  cell  holder  for  NIR 
spectroscopy. The data were used  to build  a  chemometric model  (PLS model)  for  fast determination of 
‘allylcarbinol’  and  ‘butadiene’.  In  addition,  the  same  measurement  could  be  used  to  analyze  water 
concentration, as discussed  in Chapter 6. The spectra were  inspected as shown  in Figure 7.14, which  is a 
screenshot obtained  from GRAMS‐PLS/IQ where  the  spectra have been baseline  corrected  and  relevant 
wavelength  intervals have been marked  for easier  interpretation. Note  that  there  is an absorption peak 
(marked with an arrow in Figure 7.14) that disappears as ‘allylcarbinol’ is consumed and is probably related 
to the alcohol group, giving a fast and simple  indication of complete reaction by simple  inspection of the 
NIR  spectra, even without  the need of a  chemometric model. However,  for quantification purposes  it  is 
necessary  to  build  a  regression  model.  Wavelength  intervals  1  and  2  in  Figure  7.14  were  used  for 
calibration, using a pretreatment consisting of a 1st derivative with 11 points for smoothing. A PLS model 
based on 2 latent variables was chosen, resulting in the cross‐validation prediction values shown in Figure 
7.15. 
The  second  continuous‐flow  experiment,  where  temperature  was  fixed  to  100°C  and  the  acid 
concentration was varied (see 7.3.3.2) was monitored in real time using an in‐line NIR flow cell. Scans were 
taken every 10 seconds. HPLC measurements were compared with NIR prediction values (given by the PLS 
model  described  above)  at  the  sampling  times,  resulting  in  Figure  7.16.  Since  the  at‐line  and  in‐line 
measurements  use  different  pathlengths  (ca.  8  mm  in  at‐line  measurements,  10  mm  for  in‐line 
measurements), different light beam cross‐sectional diameters (ca. 5 mm in at‐line measurements and ca. 1 
mm for  in‐line measurements), and different  light/glass  interface shapes (cylindrical cuvettes are used for 
at‐line measurements, while  the  light/window  interface  is planar  in  the  in‐line  flow cell),  the predictions 
need to be corrected. Figure 7.16 shows that the NIR predictions correlate well to the HPLC measurements 
and therefore bias and slope correction are sufficient. 
The bias and slope corrected NIR prediction values obtained in real time during the second continuous‐
flow experiments have been plotted in Figure 7.17 against the HPLC measurements. A similar plot could be 
used in real time to study the kinetics of the reaction and/or optimize the reaction conditions without the 
need of time consuming off‐line HPLC measurements which are prone to dilution errors. However, in this 
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Figure 7.14 NIR absorption  spectra  (baseline‐corrected) of  the  reactor product obtained at different  temperatures, 
from 25°C up to 120°C, resulting in different concentrations of ‘allylcarbinol’ and ‘butadiene’. The wavelength intervals 
where  water  and  THF  absorb  are  marked.  Intervals  1  and  2  are  used  for  chemometric  modeling.  Interval  1 
corresponds to allyl and aromatic group absorption (C‐H stretch first overtone). Interval 2 corresponds to combination 
bands  of  allyl,  aromatic  and  alcohol  groups. Note  that  the  peak  pointed with  an  arrow  (2120  nm)  disappears  as 
‘allylcarbinol’  is consumed and  is probably  related  to  the alcohol group.  In  the area above 2225 nm  the  fiber optic 
cables do not transmit light.   
 
Figure 7.15 Cross‐validation prediction values based on at‐line NIR measurements vs. reference HPLC measurements. 
Leave‐one‐out  cross‐validation was  employed.  The  PLS model  consisted of  2  LV.  Spectra were pretreated with 1st 
derivative and 11 smoothing points. The SECV was 0.02 M for ‘allylcarbinol’ and 0.03 M for ‘butadiene’.  
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case Figure 7.17 shows large noise before each HPLC measurements instead of a smooth curve. This noise 
occurred because the pump was stopped and the reactor was opened for HPLC sampling via valves V1 and 
TV1 as explained in Section 7.2.4.1, causing a drop in pressure and therefore evaporating some of the THF 
in the solution at 100°C. It is believed that gas bubbles and pressure changes caused the noisy behavior of 
the NIR spectra. However, it is expected that if the reactor was not opened and the pump was not stopped 
to  change  from  one  solution  with  one  HCl  concentration  to  a  different  one,  the  behavior  would  be 
smoother.  The  real  time  in‐line  measurements  can  be  used  to  obtain  useful  information  about  the 
dynamics of the reactor, as discussed in Chapter 5. 
  
Figure 7.16 Prediction of ‘allylcarbinol’ and ‘butadiene’ concentration in the product from the tubular reactor where 
acid concentration was changed, given by in‐line NIR measurements. The predictions are regressed against reference 
HPLC measurements in order to make a bias and slope correction. The correlation coefficients are very good.  
 
Figure  7.17  Bias  and  slope  corrected  NIR  prediction  values  obtained  in  real  time  during  the  continuous‐flow 
experiments where  the  acid  concentration was  changed  for  a  fixed  temperature  and  residence  time. The discrete 
points correspond to HPLC reference measurements. The corresponding HCl concentration has been indicated in red 
color. 
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7.3.4	Extensions	and	future	perspectives	
A reactor setup for fast kinetic modeling has been presented consisting of basically a coiled tube in an oil 
bath, a back‐pressure regulator for pressure control and an  in‐line NIR flow cell for real time monitoring. 
Due to the particular characteristics of the reaction solution – which contained both a strong solvent and 
HCl – the materials used were based on fluoropolymers with a relatively short temperature and pressure 
range. This was also a cost‐effective solution. However, different parts may be modified or added  to  the 
setup, including: 
 The PFA tube coil may be changed to a different material, e.g. stainless steel or hastelloy. This 
would allow operation at higher temperatures and pressures.  
 The oil bath may be replaced by an electric heating system with accurate temperature control.  
 The PFA back‐pressure regulator may be changed to a different material, e.g. based on stainless 
steel or hastelloy for a higher pressure range.  
 The  size  of  the  reactor  tube may  be  decreased  in  order  to  obtain  faster  heat  transfer  and 
generate less waste.  
 The reactants could be pre‐heated before being mixed in order to facilitate isothermic studies.  
 A micromixer could be added  to  the system  in order  to start  the  reaction  in  the  reaction coil 
instead  of  pre‐mixing  the  feed  solution. However, mixing  solutions with  very  large  flow  rate 
ratios may be a challenge.  
 The in‐line flow cell for NIR monitoring is appropriate and provides excellent results. However, it 
may be useful only for compounds present in a relatively large concentration. Impurities may be 
difficult to quantify. In this case in‐line IR181 measurements could perhaps be employed.  
If some of these changes are implemented, the potential to study other slow reaction systems would be 
greatly improved. A fixed bed of catalyst particles retained by a filter could be added as well. However, the 
setup could only be used with solutions not containing solid particles. 
7.4	Conclusions	
Performing  a  reaction  above  the boiling point of  the  solvent by using  a pressurized  continuous‐flow 
reactor  has  been  proposed  as  an  efficient method  to  accelerate  slow  reactions.  The  time  needed  for 
complete dehydration of an API intermediate could be reduced at least an order of magnitude by following 
this  strategy,  thereby  facilitating  continuous pharmaceutical production. A  kinetic model was developed 
based on 10 batch experiments at different temperature and catalyst concentration. The model explained 
the effect of  temperature by  the Arrhenius equation, and predicted  the desired  reaction acceleration. A 
continuous  pressurized  tubular  reactor  was  built  following  the  model  predictions  for  increased 
temperature and pressure. Heat transfer in this reactor setup was theoretically studied, concluding that it 
provided  very  fast  heating  of  the  reactor  solution.  The  kinetic model  was  re‐evaluated  based  on  fast 
continuous‐flow experiments for a broader range of reaction conditions. The model structure changed, but 
the two kinetic models provided similar knowledge about the temperature influence on the reaction rate. 
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Impurity  formation was  studied,  finding  a  space  for  optimization  of  the  reaction  conditions.  In‐line NIR 
spectroscopy measurements were obtained in real time using a flow cell, with which it is possible to make 
fast kinetic experiments with few time consuming off‐line HPLC measurements. The potential to extend the 
reactor  concept  to  a  larger  range  of  reaction  conditions  and  different  in‐line  analytical  techniques was 
evaluated, concluding that the setup constitutes a useful tool for fast optimization of slow reactions.  

 CHAPTER   8 
8. Conclusions	and	future	perspectives	
8.1	Discussion	
Continuous  processes  have  emerged  as  the  new  paradigm  of  pharmaceutical  manufacturing.  This 
fundamental mindset change has been promoted by a need to reduce manufacturing costs, increase quality 
and  efficiency,  mitigate  risks  associated  with  production  and  lower  the  environmental  footprint  of 
pharmaceutical industrial processes. Concomitantly, regulatory agencies such as the FDA have encouraged 
an  evolution  towards  novel  production  technologies  founded  on  increased  process  understanding. 
However, comprehending  the  intrinsic nature of pharmaceutical processes and  their associated practical 
constraints is essential to effectively implement innovative solutions.  
First,  it  is  of  utmost  importance  to  identify  the  cost  drivers20  related  to  pharmaceutical  process 
development and manufacturing. Indeed, the process economics of a novel product may be less significant 
than the time needed  for effective market  launch. However, as soon as the product becomes off‐patent, 
the pharmaceutical producer will need to compete with a number of generic manufacturers and therefore 
the production costs will become vital. A detailed study of  the operating costs of a pharmaceutical plant 
will  then probably  indicate  that, despite  the  typically  large  solvent  and water  consumption  and energy‐
intensive operations, the  largest fraction of the costs are given by high‐value raw materials81, making the 
yield the most important process parameter to optimize. Yield should directly be related to the number of 
off‐spec batches that are thrown out per year due to poor process monitoring and control strategies, which 
would  lead one  to  focus on  the  implementation of PAT. Yet, other process constraints enforced by ever 
tighter legislation and ethical awareness will require concentrating on reducing the environmental footprint 
of pharmaceutical processes27.  
In summary, the pharmaceutical industry needs to face a fundamental change towards sustainable and 
efficient  production,  but  this  cannot  be  achieved  in  practice without  respecting  the  specific  economic 
constraints, which are essentially different from the ones that concern other  industries that operate on a 
larger scale and are not characterized by the same strict product quality regulations as the pharmaceutical 
industry.  It has been discussed  that PSE methods and  tools can be very useful  for  the efficient design of 
pharmaceutical products  and processes.  This  advantage naturally originates  from  the  structured way of 
solving problems, where PSE solution procedures are often based on process understanding represented 
through  (preferentially) mechanistic modeling39. However,  it  is  essential  as well  to  continue  developing 
such  PSE  methods  and  tools  in  order  to  solve  realistic  problems  involving  multiple  phases  and  high 
molecular weight compounds with complex functional groups. 
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A  PSE based design  strategy must be  complemented with  an understanding  and  constantly updated 
perspective on practical technological limitations of continuous pharmaceutical processes. Batch processes 
have  found general acceptance  in  the pharmaceutical  industry  thanks  to  their multipurpose nature,  the 
relatively  straightforward  (although  inefficient)  scale  up,  and  their  flexibility  to  handle multiphase  and 
multicomponent mixtures.  It  is  important  to recognize these advantages while designing new continuous 
processes so that both technologies can compete under equal conditions. While a batch vessel can be used 
to perform different operations (e.g., reaction, extraction, L‐L separation, distillation, crystallization, etc.), 
continuous  processes  rely  on  dedicated  units  that  efficiently  take  advantage  of  physical  and  chemical 
phenomena.  However,  the  cost  needed  to  develop  such  dedicated  units  must  be  accounted  for,  and 
therefore the development of generic solutions82,94, specialized in a certain type of reaction or separation, 
but  flexible  in  terms of  compounds  and phases  and production  capacity,  should be  in  focus during  the 
design procedure.  
8.2	Achievements	
The work done in the frame of this thesis has resulted in the following achievements: 
 A  PSE‐assisted  framework  for  the  design  of  continuous  pharmaceutical  manufacturing 
processes,  focusing  on  organic‐chemistry  based  synthesis  of  API,  has  been  proposed.  The 
framework divides the process design problem into sub‐problems, starting from drug discovery 
and development and ending with  the process  implementation. Throughout  the drug product 
and process development cycle, the use of PSE methods and tools combined with microfluidic 
techniques  is encouraged, potentially resulting  in faster development  in a  larger search space, 
e.g.  including  processes  under  non‐conventional  conditions.  The  framework  emphasizes  the 
importance of prompt solvent selection and provides some guidelines for the design of reaction 
and  separation  steps,  suggesting  criteria  for  selection of  continuous  and batch operations  as 
well.  
 The design  framework was applied  to  the zuclopenthixol case  study. The original batch‐wise 
process developed by H. Lundbeck A/S was significantly simplified,  reducing  the process mass 
intensity (PMI) to at least half the original value. The implementation of a continuous alkylation 
reaction  resulted  in  improved  product  quality  and made  the  use  of  a  crystallization  step  to 
isolate the product unnecessary. This resulted in a significant reduction of the process footprint. 
The  demonstration  of  a  continuous  dehydration  reaction  in  THF  also  contributed  to  the 
simplification  of  the  original  process.  Overall,  the  development  of  a  continuous  process 
contributed to gaining increased process understanding.  
 The  development  of  the  different  continuous  units  resulted  in  potentially  generic  ‘building 
blocks’ which could be employed for similar operations in the future: 
o  The  first building block was a  filter  reactor  coupled with a  side‐entry  reactor which 
could be used for highly exothermic and fast reactions where one of the substrates has 
limited solubility and the product is highly soluble. This unit operation was developed in 
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collaboration with  other  colleagues148,  and  in  this  thesis  the  focus  has  been  on  the 
development  of  a  monitoring  and  control  system  using  in‐line  NIR  spectroscopy 
(Chapter 5) and the practical implementation of a pilot scale unit at DTU.   
o The second building block was a hydrophobic membrane separation unit, which can be 
employed for the continuous separation of organic and aqueous phases. The membrane 
separator was  validated  at high  throughput  and  for  challenging mixtures with partial 
solubility of the two phases.  
o The  third building block was a pressurized  tubular  reactor  that  can be used  for  the 
optimization  of  the  rate  of  slow  reactions  by  increasing  the  temperature  above  the 
normal  boiling  point  of  the  solvent.  The  setup  can  also  be  employed  for  fast  kinetic 
modeling.  
 The  use  of  real‐time  in‐line  analytical  techniques,  in  particular  NIR  spectroscopy,  has  been 
encouraged and developed  throughout  the design project. For each unit operation  studied,  it 
has  been  discussed  how  the  use  of  PAT  can  contribute  to  faster  and  increased  process 
understanding, and can provide information that would not be available with off‐line analytical 
techniques such as HPLC.  It  is  therefore considered  that PAT and chemometrics constitute an 
auxiliary building block for the successful development of continuous pharmaceutical processes.    
8.3	Open	challenges	and	future	perspectives	
Continuous  pharmaceutical manufacturing  is  an  incipient  technology  and  therefore  there  are many 
different  fields  that will  require  further  development.  Here we  include  a  summarized  version  of  open 
challenges that will need research efforts in the coming years: 
 The PSE community needs to make an effort to provide generic solutions and supporting tools 
that can be applied  to multi‐component mixtures of high molecular weight entities containing 
complex  functional  groups  (for  example,  calculation  of  API  solubility  in  solvent  mixtures, 
including organometallic compounds if relevant).    
 The potential extension of continuous pharmaceutical production from organic‐chemistry based 
API to fermentation and enzyme‐based processes is still to be fully explored.  
 A large fraction of current pharmaceutical processes are not considered suitable for continuous 
operation due to kinetic limitations or the presence of a solid phase20. Under the hypothesis that 
continuous  processing  can  provide  an  advantage  compared  to  batch‐wise  processes  under 
almost all circumstances, and with the objective of obtaining a strictly continuous flow from raw 
material to end‐product, these slow or multiphase processes should be enabled  in continuous 
mode. The  solution may  include  for example development of catalytic  systems and processes 
under non‐conventional conditions.  
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 Microfluidic based systems need to be validated at high throughput. A debate is ongoing about 
whether a  scaling up or a  scaling out  (numbering‐up) approach  towards higher  flexibility and 
capacity is the best strategy, which needs to be clarified with practical examples.  
 The development of modular generic solutions (building‐blocks) should be supported, involving 
not only simulation studies but also experimental approaches.  
 Development  of  small‐scale  continuous  solvent  exchange  operations  is  needed,  for  example 
involving multi‐stage distillation18,19.  
 Membrane  technology  is  rapidly developing and  its  role  in  chemical engineering  is more and 
more  important.  Membranes  enable  extraction,  L‐L  separation,  distillation,  and  solvent 
exchange. However,  there  is certain  reluctance by  industry  to  implement  these processes. An 
effort will  be  needed  to  demonstrate  the  practical  application  of  these  technologies  at  high 
throughputs and over extended time periods.  
 Process  intensification  is  an  engineering  field  that  is developing  very  rapidly.  There  is  a  very 
large space for potential applications in enhanced continuous pharmaceutical production.  
 Last  but  not  least,  further  development  and  spreading  of  analytical  techniques  is  needed. 
Identification of  impurities  formed  in  reaction  steps  is a  challenge, and  the understanding of 
reaction mechanisms  is needed  in order  to  find  the appropriate  solution  to  improve product 
quality. A cross‐disciplinary approach to solve this issue, involving organic chemists and chemical 
engineers is therefore needed. Further development of low‐cost yet sensitive and reliable real‐
time in‐line analytical techniques is also needed, for example involving in‐line IR spectroscopy181. 
This  is  another  area  where  a  multi‐disciplinary  approach  is  needed,  for  example  involving 
physicists, analytical chemists and chemical engineers.  
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9. Supporting	tables	–	Chapter	4	
This appendix contains Tables A1, A2 and A3, which  indicate the  information collected and the design 
decisions taken throughout the application of the design framework to the hydrolysis, the dehydration, and 
the  hydroamination  reactions,  respectively.  These  tables  result  from  the  application  of  step  4.2  of  the 
design framework.  
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Table A1 Information collected and design decisions taken throughout the application of the design framework to the 
hydrolysis of the alkoxide intermediate (step 4.2 of the framework). 
HYDROLYSIS OF ALKOXIDE PRODUCT – THF solvent 
Step 4.2 – Reactor design  Information collected  Output / decision taken 
Step 4.2.1 
Qualitative analysis 
Phases – reactant solubility
Phases – product solubility 
Phases – product solubility 
Reaction generic type 
Safety issues 
Heterogeneity 
 
 
Alkoxide soluble in THF
‘Allylcarbinol’ soluble in THF (organic phase) 
Mg salts soluble in acidic water (aqueous phase) 
Hydrolysis of alkoxide from Grignard reaction 
Excess Grignard reagent produces propene gas 
Two liquid phases. Partial solid heterogeneity 
can be expected: e.g. CTX excess and insoluble 
Mg(OH)Cl. Potential propene formation 
Step 4.2.2 
Calorimetric studies & short 
kinetic analysis 
Kinetics 
Reaction enthalpy 
Very fast reaction 
Exothermic 
Step 4.2.3 
Exploratory design of 
experiments 
Stoichiometry
 
Concentration 
Temperature 
Kinetics/mixing 
Solubility 
Dissolution rate 
 
 
Use enough water to solubilize MgCl2 salts
Use enough acid to convert Mg(OH)Cl to MgCl2 
No concentration issues 
Temperature only affects solubility 
Very fast kinetics, mixing controlled 
High solubility of ‘allylcarbinol’ and MgCl2 salts 
Not measured – could be important to measure 
time for Mg(OH)Cl solubilization in form of 
MgCl2; however, expected fast 
Step 4.2.4 
Reaction classification and 
identification of limitations 
Reaction class 
Limitations 
Reaction class A (very fast, exothermic) 
Mass and heat transferred limited 
Step 4.2.5 
Determination of cost 
drivers and indicators 
Cost driver 1 
Cost driver 2 
Capital cost (small‐scale reactor) 
Man‐power 
Batch or continuous?  Decision 
Small‐scale continuous reactor with improved 
mixing and heat transfer, improved safety, 
more automation. Should handle solids 
Step 4.2.6 
Reactor design 
Cost driver 1 – capital cost
Cost driver 2 – operational 
Heterogeneity handling 
(4 phases, i.e., S‐L‐L‐G) 
Simple tubular reactor
Automation, in‐line monitoring 
Segmented‐flow reactor or hydrocyclone 
Integrate gas venting device 
Step 4.2.7 
Solve optimization problem 
Problem formulation
Solution method 
Constraints 
Minimize capital cost, water use 
Heuristics and experimentation 
Operational constraints dominate (precipitation) 
Economic evaluation of the 
project  Capital & operational costs 
Economic advantage of removing large reactor 
and substitute by small‐scale reactor 
Hydrocyclone integrates reaction + separation 
Increased automation and safety 
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Table A2 Information collected and design decisions taken throughout the application of the design framework to the 
dehydration of ‘allylcarbinol’ (step 4.2 of the framework). 
DEHYDRATION OF ‘ALLYLCARBINOL’ – THF solvent 
Step 4.2 – Reactor design  Information collected  Output / decision taken 
Step 4.2.1 
Qualitative analysis 
Phases – reactant solubility
Phases – product solubility 
Phases – product solubility 
Reaction generic type 
Safety issues 
 
Heterogeneity 
‘Allylcarbinol’ soluble in THF 
‘Butadiene’ soluble in THF 
Water partially soluble in THF with API interm. 
Dehydration of a tertiary alcohol 
Potential ‘butadiene’ polymerization or 
oxidation (many double bonds)? 
Two liquid phases when water is formed 
Step 4.2.2 
Calorimetric studies & short 
kinetic analysis 
Kinetics 
Reaction enthalpy 
Slow reaction at normal pressure (>45min) 
Slightly endothermic 
Step 4.2.3 
Exploratory design of 
experiments 
Stoichiometry
Concentration 
 
Temperature 
 
Kinetics/mixing 
Solubility 
Dissolution rate 
Not relevant (only one reactant) 
‘Allylcarbinol’ and acid concentration affect 
reaction rate (kinetic model found) 
Temperature increases reaction rate (kinetic 
model found) 
Slow kinetics 
No issues found 
Not relevant  
Step 4.2.4 
Reaction classification and 
identification of limitations 
Reaction class
 
Limitations 
Reaction class B (slow reaction, potentially 
faster by increasing pressure and temperature) 
Kinetic‐limited 
Step 4.2.5 
Determination of cost 
drivers and sustainability 
indicators 
Cost driver 1
Cost driver 2 
Cost driver 3 and 
environmental impact 
Capital cost (small‐scale reactor) 
Man‐power 
No need to use acetyl chloride and acetic acid 
anhydride 
Batch or continuous?  Decision 
Small‐scale pressurized high‐temperature 
continuous reactor, improved safety, more 
automation 
Step 4.2.6 
Reactor design 
Cost driver 1 – capital cost
Cost driver 2 – operational 
Cost driver 3 – catalyst 
  
Small‐scale pressurized tubular reactor 
Automation, in‐line monitoring 
Use of HCl catalyst from hydrolysis and phase 
separation 
Step 4.2.7 
Solve optimization problem 
Problem formulation
Solution method 
Constraints 
 
Minimize reaction time (and reactor volume)
Kinetic modeling, experimentation, heuristics 
Potential impurity formation at high 
temperature 
Economic evaluation of the 
project  Capital & operational costs 
Economic advantage of removing large reactor 
and substitute by small‐scale reactor 
Avoid use of acetyl chloride and acetic acid 
anhydride, use inexpensive HCl 
Increased automation and safety 
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Table A3 Information collected and design decisions taken throughout the application of the design framework to the 
hydroamination reaction (step 4.2 of the framework). 
HYDROAMINATON OF ‘BUTADIENE’ WITH HEP – solvent‐free (HEP excess) 
Step 4.2 – Reactor design  Information collected  Output / decision taken 
Step 4.2.1 
Qualitative analysis 
Phases – reactant solubility
Phases – product solubility 
Reaction generic type 
Safety issues 
 
Heterogeneity 
 
‘Butadiene’ soluble in HEP 
Clopenthixol soluble in HEP 
Anti‐Markovnikov hydroamination of diene 
Potential ‘butadiene’ polymerization or 
oxidation (many double bonds)? 
Not to be expected unless polymerization 
occurs 
Step 4.2.2 
Calorimetric studies & short 
kinetic analysis 
Kinetics 
Reaction enthalpy 
Very slow reaction (24 h at 90°C) 
Slightly exothermic175 
Step 4.2.3 
Exploratory design of 
experiments 
Stoichiometry
Concentration 
Temperature 
 
 
Kinetics/mixing 
Solubility 
Dissolution rate 
Catalyst 
HEP excess favorable
No issues found 
Temperature increases reaction rate, but may 
decrease product yield (selectivity). Reaction 
equilibrium may be limited at high temperature. 
Slow kinetics 
No issues found 
No issues found 
Pd(PPh3)4 – no effect on reaction rate 
Step 4.2.4 
Reaction classification and 
identification of limitations 
Reaction class
 
Limitations 
Reaction class C (slow reaction, potentially 
faster by increasing pressure and temperature) 
Kinetic‐limited 
Step 4.2.5 
Determination of cost 
drivers and sustainability 
indicators 
Cost driver 1 
Cost driver 2 
Cost driver 3 
Yield (product selectivity) 
Capital cost (large reactor) 
Low throughput 
Batch or continuous?  Decision 
Batch most obvious and simple solution. 
If reaction rate could be increased, a 
continuous tubular reactor or series CSTR 
should be considered. 
Continuous reactor could lead improved 
temperature control and yield. 
Step 4.2.6 
Reactor design 
Cost driver 1 – yield
Cost driver 2 – capital cost 
Cost driver 3 – throughput  
  
Temperature control, avoid hot‐spots 
Batch reactor probably easiest solution 
No solutions found unless reaction rate can be 
increased 
Step 4.2.7 
Solve optimization problem 
Problem formulation
Solution method 
Constraints 
 
Maximize product yield 
Kinetic modeling, experimentation, heuristics 
Potential impurity formation at high 
temperature 
Economic evaluation of the 
project  Capital & operational costs  Yield is to be maximized 
 APPENDIX   2 
10. Information	regarding	NIR	models	for	determination	of	
THF	in	aqueous	phase	and	water	in	organic	phase	
A2.1	Materials	and	methods	
THF content  in the aqueous phase and water content  in the organic phase were determined using at‐
line  near‐infrared  (NIR)  spectroscopy  measurements.  An  FT‐NIR  process  analyzer  (Networkir,  Q‐
Interline/ABB) equipped with an  InGaAs detector measuring up  to 2600 nm was connected  to a CUV‐UV 
holder for transmission measurements  in 1 cm cuvettes (OceanOptics), optimized for the range 200‐2000 
nm, using two 500 µm fiber optic cables. A home‐made Teflon vial holder for 8 mm‐pathlength disposable 
borosilicate glass vials (Kimble) was inserted into the CUV‐UV holder, enabling very fast measurements with 
disposable  vials. Measurements were  taken  at  ambient  temperature  (not  active  control).  Spectra were 
acquired and processed using GRAMS/AI 7.0  (Thermo Electron Corporation). Chemometric models were 
built using the add‐on PLSplus/IQ (Thermo Electron Corporation). 
A2.1.1	Model	used	to	determine	THF	concentration	in	water/aqueous	phase	
The  calibration dataset  consisted of 1 mL aqueous  solutions  containing an  increasing amount of THF 
(Table A4). 16 co‐added spectra were measured for each sample, using distilled water as reference. Figure 
A1  shows  the  spectra  included  in  the  calibration  dataset  (black  color), while  Figure  A2  shows  the  2nd 
derivative of  the  spectra using a Savitzky‐Golay pretreatment  (2nd degree, 15 points),  removing baseline 
and  first  order  shifts. While  every  sample was  scanned  in  the  range  800  nm  up  to  2600  nm,  only  the 
interval 1645‐1740 nm could be related to THF absorption (C‐H 1st overtone) and was thus used for building 
the chemometric model. 
A projection  to  latent  structures  (PLS) model was built using 1  latent  variable. The number of  latent 
variables was  selected  after  examining  a  standard  error  of  cross‐validation  (SECV)  vs.  number  of  latent 
variables plot, based on  leave‐one‐out  cross‐validation. Table A4  shows  the  reference  concentration  for 
each  sample  (as  calculated  according  to  the  dilution made  for  each  sample)  in  the  calibration  data  set 
against  the  cross‐validation  prediction  value  from  the  PLS  model.  The  model  gives  a  good  prediction 
(Q2=0.9997, SECV=2.8 g/L) of THF in aqueous solution. 
In order to evaluate the prediction capabilities of the model, an aqueous solution containing Mg salts 
and THF obtained after the hydrolysis and phase separation of a sample of alkoxide  in THF was scanned, 
obtaining  a measurement  of  174  g/L. Unfortunately  there was  not  a  reference measurement  available, 
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therefore a quick evaluation was performed by diluting the 174 g/L sample with water, obtaining expected 
concentrations of 87 g/L and 43 g/L. The predictions for these samples were 89.4 g/L and 44.5 g/L, giving a 
first estimate of the reliability of the model. 
 
Figure A1 Calibration dataset (black) used to build a PLS model for determination of THF in water/aqueous solution, 
and one of the prediction datasets (blue) – raw absorption spectra. 
 
Figure A2 Calibration dataset (black) used to build a PLS model for determination of THF in water/aqueous solution, 
and one of the prediction datasets (blue) – 2nd derivative pretreatment. 
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Table A4 Reference concentration vs. cross‐validation prediction, THF in water/aqueous phase, calibration. 
Reference 
concentration (g/L) 
Cross‐validation 
prediction (g/L) 
22  18.1 
43  39.4 
65  61.4 
87  85.4 
108  108.7 
130  132.3 
151  153.3 
 
Figures A1 and A2 show  the spectra corresponding  to  the calibration dataset and one of  the datasets 
used for prediction (final application of the model, i.e. not the validation of the model mentioned above). In 
particular, the prediction set corresponds to the aqueous phase obtained after continuous hydrolysis and 
continuous phase separation using the membrane separator for product 1 (see Chapter 6), at different flow 
rates.  From  Figures A1  and A2,  one  can  see  that  the  calibration  range  falls  too  short  compared  to  the 
concentration found  in the aqueous phase. The prediction of the model gives THF concentrations around 
250  g/L  (Figure  6.9  in  Chapter  6),  which  means  that  the  model  needs  to  be  extrapolated  (Table  A4, 
maximum value 151 g/L).  It  is believed that this can safely be done according to the figures shown, since 
only an estimate of the THF concentration is required. 
A2.1.2	Model	used	to	determine	water	concentration	in	THF‐’allylcarbinol’/organic	phase	
The calibration dataset consisted of 1mL THF‐’allylcarbinol’ solutions containing an increasing amount of 
water which was added to a 1.3 M ‘allylcarbinol’ solution in THF (Table A5). The ‘allylcarbinol’ was added so 
that the calibration dataset could mimic the organic phase. 16 co‐added spectra were measured for each 
sample, using pure THF as reference. Figure A3 shows the spectra included in the calibration dataset (black 
color), while  Figure A4  shows  the  1st  derivative  of  the  spectra  using  a  Savitzky‐Golay  pretreatment  (1st 
degree, 15 points), removing baseline shifts. While every sample was scanned  in the range 800 nm up to 
2600 nm, only the intervals 1304‐1608 nm and 1844‐2077 nm could be related to water absorption (O‐H 1st 
overtone  and O‐H  combination  bands,  respectively)  and were  thus  used  for  building  the  chemometric 
model. 
A projection  to  latent  structures  (PLS) model was built using 2  latent variables. The number of  latent 
variables was  selected  after  examining  a  standard  error  of  cross‐validation  (SECV)  vs.  number  of  latent 
variables plot, based on  leave‐one‐out  cross‐validation. Table A5  shows  the  reference  concentration  for 
each sample  in  the calibration data set against  the cross‐validation prediction value  from  the PLS model. 
The  model  gives  a  good  prediction  (Q2=0.998,  SECV=0.55g/L)  of  water  in  THF‐’allylcarbinol’/organic 
solution. 
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Figure  A3  Calibration  dataset  (black)  used  to  build  a  PLS  model  for  determination  of  water  in  THF‐
’allylcarbinol’/organic solution, and one of the prediction datasets (blue) – raw absorption spectra. 
 
Figure  A4  Calibration  dataset  (black)  used  to  build  a  PLS  model  for  determination  of  water  in  THF‐
’allylcarbinol’/organic  solution,  and  one  of  the  prediction  datasets  (blue)  –  1st  derivative  pretreatment.  The  two 
wavelength intervals where water absorbs (used by the PLS model) are indicated in the plot. 
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Table  A5  Reference  concentration  vs.  cross‐validation  prediction,  water  in  THF‐’allylcarbinol’/organic  phase, 
calibration. 
Reference 
concentration (g/L) 
Cross‐validation 
prediction (g/L) 
0  ‐0.7 
4.5  4.7 
9  8.9 
18  18.6 
22.5  23.0 
31.5  31.5 
36  35.0 
 
For this model an independent validation was not carried out, however the SECV can be taken as a good 
estimate of the reliability of the model. Furthermore, the spectra used for calibration and the ones used for 
prediction (application of the model) are plotted together to see any potential discrepancies. Figure A3 and 
A4 show the spectra corresponding to the calibration dataset and one of the datasets used for prediction. 
In particular, the prediction set corresponds to the organic phase obtained after continuous hydrolysis and 
continuous phase separation using the membrane separator for product 1 (see Chapter 6), at different flow 
rates. From Figures A3 and A4, one can see that the spectra in the prediction dataset fall in the high end of 
concentrations  found  in  the  calibration dataset. The prediction of  the model gave water  concentrations 
around 30‐42 g/L (Figure 6.9  in Chapter 6), which means that the model did not need to be extrapolated 
much (Table A5, maximum value 36 g/L). It is believed that this can safely be done according to the figures 
shown, since only an estimate of the water concentration was required. It was actually intended to extend 
the calibration dataset with higher water concentrations. However, when the ‘allylcarbinol’ concentration 
in THF is 1.3 M, 36 g/L of water is almost the saturation concentration. Higher water concentrations cause 
phase separation, and thus the NIR scans would not give any useful information. 
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