In this paper we present a semantics-aware recommendation strategy that uses graph embedding techniques to learn a vector space representation of the items to be recommended. Such a representation relies on the tripartite graph which connects users, items and entities gathered from DBpedia, thus it encodes both collaborative and content-based information. These embeddings are then used to feed with positive and negative examples (the items the user liked and those she did not like) a classification model, which is finally exploited to classify new items as interesting or not interesting for the target user. In the experimental evaluation we evaluate the effectiveness of our method on varying of different graph embedding techniques and on several topologies of the graph. Results show that the embeddings learnt by combining collaborative data points with the information gathered from DBpedia led to the best results and also beat several state-of-the-art techniques.
showed several attempts of investigating the impact of data available in the LOD cloud on the overall accuracy of recommendation models. These attempts include the definition of semantic similarity measures [15, 18] , the injection of the exogenous knowledge available in DBpedia [12, 13] (e.g., the actor of a movie or the genre of a book), or the introduction of features based on the paths that exist in the tripartite graph connecting users, items and entities available in DBpedia [16] . In all these cases, the literature confirmed that recommendation methods exploiting knowledge graphs tend to beat basic collaborative and content-based recommendation algorithms [2] .
Given that the effectiveness of the recommender systems based on knowledge graphs is already acknowledged in literature, through this paper we want investigate a different research line, that is to say, to evaluate to what extent graph embedding (GE) techniques [7] can be useful to tackle the problem of learning a vector space representation of the items in a recommendation scenario.
Indeed, GE techniques emerged as an effective mean to encode the information modelled in knowledge graphs as DBpedia. Basically, these approaches take as input a graph and return as output a set of vectors representing its nodes. Such a representation tends to preserve the structural equivalence between nodes, that is to say, nodes having a similar "role" in the graph (e.g., nodes acting as hubs) or nodes having similar neighborhoods tend to have similar embeddings. As shown in the literature, such techniques obtained very good performance in a broad range of scenarios where data can be modelled as a graph, as biology, social networks and so on [7] . As previously stated, the exploitation of these techniques in the area of recommender systems based on knowledge graphs is still underinvestigated.
To this end, we propose a recommendation strategy based on the following steps: (1) a graph-based data model connecting users, items and entities gathered from DBpedia is built; (2) GE techniques as Node2Vec [8] and Laplacian Eigenmaps (LE) [3] are applied over the tripartite graph; (3) the resulting vectors are used to train a classification model with positive and negative examples, that is to say, the item the user liked and those she did not like. Finally, Such a model is used to predict whether a new and unseen item is interesting or not for the target user.
Even if the idea of tackling a recommendation task through a graph-based data model is not new [10] , the insight of applying GE techniques is relatively newer. As an example, in [21] the authors implement a RS for Points-of-Interests (POI) that applies embedding techniques over the graph modelling the available POIs and [17] applied GE techniques on a tripartite graph in order to calculate user/item and item/item similarity and to feed a learning to rank framework. With respect to these work, the novelty of this paper lies in the current aspects:
• Differently from [21] , where graph embedding techniques are applied to the bipartite graph connecting users and POIs, in our approach nodes coming from DBpedia are included in the representation, so we used GE techniques to learn richer and hybrid embeddings based on both collaborative and content-based information.
• Differently from [17] , we tackled the recommendation problem as a classification one, by using the resulting embeddings as input to build a classification model. Moreover, another distinguishing aspect is the comparison of two different methodologies (Node2Vec and LE) in a recommendation task.
The rest of the article is organized as follows: Section 2 describes the basics of the proposed recommendation framework by introducing both our graph-based data model and the techniques used to create our embeddings. Next, in Section 3 we show the results of our experiments and discuss the main findings of this work.
METHODOLOGY
In this section we outline our methodology for semantics-aware recommendations based on GE techniques. In the next paragraphs we will introduce our graph-based data model that relies on users, items and data available in DBpedia and we will show how GE techniques can be applied to obtain a vector space representation of the items to be recommended.
Data Model
The main idea behind our methodology is to represent users and items as nodes in a graph. Formally, given a set of users U = {u 1 . . . u n } and a set of items I = {i 1 . . . u m }, a bipartite graph G = ⟨V , E⟩ is instantiated. Given that a node is created for each user and for each item, then |V | = |U | + |I |. Next, an (undirected) edge connecting a user u with an item i is created for each positive feedback expressed by that user, thus E = {(u, i)|likes(u, i) = true}. In other terms, we connect the users to the items they like through an unweighted undirected edge.
Such a basic formulation, built on the ground of simple collaborative data points (we just modelled user-item pairs as in collaborative filtering), can be enriched by introducing additional nodes and edges extracted from DBpedia. Formally, we define an extended graph
E DB represents the new connections resulting from the properties encoded in DBpedia (e.g. subject, genre, . . . ), while V DB represents the new set of nodes which are connected to the items i 1 . . . i m ∈ I through the properties in DBpedia. Accordingly, G DB becomes a tripartite graph, containing users, items and entities describing the items extracted from DBpedia.
An example of our complete graph-based data model is provided in Figure 1 . If we consider the movie Kill Bill, the property http://dbpedia.org/property/director encoding the information about the director of the movie is available in DBpedia. Consequently, an extra node Quentin Tarantino is added to V DB and an extra edge, labelled with the name of the property, is instantiated in E DB to connect the movie with its director. Similarly, if we consider the property http://dbpedia.org/property/starring, new nodes and edges are defined in order to model the relationship between Kill Bill and the main actors, such as Leonardo di Caprio. In turn, given that Leonardo di Caprio acted in several movies, many new edges are added to the graph and many new paths now connect different movies. These paths would not have been available if only collaborative data points were instantiated.
Given the above presented data model, in this work we compared the effectiveness of the embeddings learnt by evaluating three different topologies of the graph. The first one, referred to as collaborative data model, only includes user-item edges (those connecting blue and green nodes). The second one, referred to as DBpedia-based data model, models item-entity edges built on the ground of data gathered from DBpedia (green and red nodes). Finally, the third one is the complete data model, that encodes both collaborative data points and information gathered from DBpedia in a unique representation. In the experimental session the effectiveness of our recommendation framework on varying of these topologies will be evaluated. It is worth to note that in this first setting we did not apply any feature selection algorithm on the properties available in DBpedia and we injected all of them in our data model 1 .
Graph Embedding Techniques
The aim of graph embedding techniques is to represent nodes in a graph as dense vectors by projecting them in a vector space. The task is challenging since the vector representation of the nodes should preserve the structure of the graph and the connections between individual nodes. In the past decade, several methods have been proposed to solve this problem by relying on different approaches than can be categorized in three main classes: 1) Factorization-based methods; 2) Random Walk-based methods and 3) Deep Learning-based methods.
This work takes into account two GE algorithms: a Factorizationbased method, namely Laplacian Eigenmaps (LE) [3] , and a Random Walk-based approach as Node2Vec [8] . Due to space reasons, we cannot provide many details about the techniques. We suggest to refer to [7] for a complete discussion of the topic.
In a nutshell, the idea behind Factorization-based methods is to factorize a matrix that models the connections between nodes. LE constructs a weighted graph of nodes and a set of edges connecting neighbors. The embedding map is then provided by computing the eigenvectors of the graph Laplacian. The dimension d of the embedding is obtained by taking the eigenvectors corresponding to the d smallest eigenvalues of the normalized Laplacian. Typically, embeddings constructed by LE tend to preserve the 1 st order proximity, that is to say, two nodes with very similar neighbourhood will have a similar representation. More details are reported in [3] .
On the other side, Node2Vec tries to preserve higher order proximity between nodes. This is done by maximizing the probability of occurrence of subsequent nodes in fixed length random walks. This feature is important when we observe only a portion of the graph or the graph is too large to measure in its entirety. Differently from Figure 1 : Toy example of a graph-based data model. Blue nodes represent users, green nodes represent items, red nodes represent data gathered from DBpedia. In our setting, each item and each entity from DBpedia is mapped to a unique URI (e.g., http://dbpedia.org/resource/Donnie_Darko or http://dbpedia.org/resource/1999_films), while each edge connected to a red node is labelled with the descriptor of the property (e.g., dct:subject or dbo:starring) For the sake of readability, we did not explicitly reported the URIs.
other approaches based on Random Walk, it defines a flexible notion of a node's network neighbourhood and implements a biased random walk procedure, which efficiently explores diverse neighbourhoods. Such a flexibility makes Node2vec able to generalize basic Random Walk-based approaches that rely on more rigid notions of network neighbourhoods, and let the methodology obtain richer representations. Generally speaking, such a representation is able to learn the concept of structural equivalence between nodes, that is to say, two nodes having the same "role" in the graph (e.g., nodes acting as hubs) will have a similar representation even if they do not share any (or just a few) neighbours.
To sum up, in this work we compared two different methodologies for building embeddings based on knowledge graphs: A community-preserving technique that learns similar embeddings for nodes having similar neighbourhoods, as LE, and a structuralpreserving technique as Node2Vec, that uses random walks to take also into account structural information about the topology of the graph. In the experimental session the effectiveness of these techniques in a recommendation scenario will be evaluated.
Recommendation framework. In this work we cast the recommendation task to a classification one, that is to say, we used the vectors representing the items the user liked as positive examples and those she did not like as negative examples. Next, we trained the classifiers and we used the models them to classify all the items the user did not yet consume as interesting or not interesting for her.
Formally, we define a predicate rate(u, i) = true if user u ∈ U rated item i ∈ I . Thus, we can define the training set for the target user as T R(u) = i j ∈ I |rate(u, i j ) = true and the corresponding test set as T E(u) = I − T R(u). Moreover, for each item i we also define a representation function ϕ that takes as input the item and the specific topology of the graph we want to exploit, and returns as output the representation returned by GE algorithm. Formally, given a specific topology T chosen among those we previously presented, we define the representation function as ϕ(i,T ) = i T . To sum up, given a target user u, a training set T R(u), and topology T , our classifier is fed with the examples i T ∈ T R(u) and we use the classification model to predict the most interesting items for the target user. Specifically, items in the test set are ranked according to the confidence of the prediction returned by the classification algorithm and the top-K items are returned to the target user. In the experimental session the overall effectiveness of our recommendation framework has been evaluated by varying different topologies. This aspect will be thoroughly described in the experimental protocol.
EXPERIMENTAL EVALUATION
The experimental session was designed to answer to the following research questions: what is the impact of graph embedding techniques on the overall accuracy of our recommendation model? (Experiment 1). How does our framework perform with respect to other state-of-the-art techniques? (Experiment 2)
Experimental Protocol. Experiments were carried out on three state-of-the-art datasets, i.e. MovieLens-1M, LibraryThing and Last.fm. Statistics about the datasets are reported in Table 1 . For all the datasets, we used a 80%-20% training-test split. Data were split in order to maintain the ratio between positive and negative ratings for each fold. Different protocols were adopted to build user profiles: in MovieLens-1M, user preferences are expressed on a 5-point discrete scale, thus we decided to consider as positive only those ratings equal to 4 and 5. For Last.fm we considered as positive ratings those that were greater than the median of the users listening count, negative otherwise. Finally, LibraryThing ratings are expressed on a 10-point scale, so we considered as positive only the ratings greater or equal to 8. In all these cases we followed the protocols already adopted in literature [16] . Mapping Data to DBpedia. In order to extract information from DBpedia we carried out a mapping procedure aiming at identifying a URI in DBpedia for all the items (movies, books, artists). For each dataset, we exploited a mapping already available 2 which is obtained by launching a SPARQL query based on descriptive properties (e.g., the name of the movie) of the item. After the mapping, a huge set of new entities and new edges is encoded in the graph. Some statistics is reported in Table 1 . The values beside #entities and #triples refer to the new nodes (e.g., Leonardo di Caprio) and the new edges (e.g., the relation dbo:starring existing between Leonardo di Caprio and Django Unchained) created in the graph. Finally, #properties refers to the different properties that can be used to connect items and entities (e.g., dbo:starring).
Experimental Parameters. As previously stated, we took into account three different graph topologies: collaborative, DBpediabased and complete. For each topology, graph embedding were built by relying on two different GE techniques, namely Node2Vec and LE. We also compared three different size of the embeddings (128, 256 and 512), to state whether larger embeddings lead to an improvement of the accuracy. Given that we cast the recommendation problem to a classification one, the effectiveness of the different configurations is calculated in terms of F1-measure. Logistic Regression was used as classification algorithm.
Implementation Details. Embeddings are calculated by using the GEM library 3 . Node2Vec is run by using the following parameters: iterations = 1, walkLenдth = 80, numberW alks = 2 https://github.com/sisinflab/LODrecsys-datasets 3 https://github.com/palash1992/GEM 10, contextSize = 10, ret p = 1, inout q = 1, while no parameter had to be set for LE. Discussion of the Results. Results of Experiment 1 are reported in Table 2 . The first finding emerging from the experiment is that the size of the embeddings did not affect the overall accuracy of the model. Indeed, by comparing the results a very tiny difference among the configurations typically emerges. This is a first interesting outcome that is valid for all the datasets, and shows that also small embeddings can be used to learn an item representation based on both collaborative and DBpedia-based data points. As regards the techniques we compared, Node2Vec tended to obtain better results than LE on all the datasets as well as for all the dimensions of the embeddings. Even if this finding was somehow expected, since Node2Vec can learn a richer representation that preserves both community-based and topology-based information, it is not trivial that such a representation can be more effective also for recommendation tasks. In this case, results showed that the use of Node2Vec always leads to better results, and this is an useful finding to foster future research in the area.
Interesting findings also emerged by analyzing the results obtained on varying of the different topologies of the graph. Indeed, we noticed that the information gathered from DBpedia did not always lead to an effective representation of items: if we compare the results obtained through the DBpedia-based topology to those relying on the collaborative topology, it emerges that the embeddings learnt by exploiting the collaborative data points obtained the best results in almost every comparison. However, the overall best results are obtained when both the information sources are took into account, as shown for the Complete configuration. This finding shows that the content-based features extracted from DBpedia do a great job when merged with other data points, thus they resulted very useful to integrate and complete the information coming from other heterogeneous data points. This result is in line with previous work investigating the impact of features gathered from the LOD cloud in recommender systems. [6, 12, 13, 16] .
Finally, we compared our methodology to several baselines. As reported in Table 3 , our approach beats both classic baselines (as collaborative filtering algorithms and matrix factorization ones) as well as other techniques that also encode the information coming from DBpedia. Specifically, we compared our method to User-to-User (U2U) and Item-to-Item (I2I) CF algorithms, Bayesian Personalized Ranking Matrix Factorization (BPRMF) and a graph-based algorithm as Personalized PageRank [9] . As regards collaborative baselines, we used the implementations available in MyMediaLite library 4 , while for PageRank we exploited the Jung library 5 . Due to space reasons, we just reported the best-performing configurations of parameters, that is to say, 80 neighbours for CF on ML1M and Last.fm and 30 neighbours on Librarything, and 20 factors for BPRMF for all the datasets. Moreover, we also evaluated two variants of BPRMF and PR that encode in the model the information extracted from DBpedia. Specifically, the features encoded are side features that enrich the original model, as shown in previous research [13, 19] .
CONCLUSIONS AND FUTURE WORK
In this paper we presented a semantics-aware recommendation strategy that uses graph embedding techniques to learn a vector space representation of the items to be recommended. Such a representation relies on the tripartite graph which connects users, items and entities gathered from DBpedia, thus it encodes both collaborative and content-based information.
Two main outcomes emerged from the experiment: first, our methodology showed that graph embedding techniques can learn an effective vector space representation that rely on the knowledge graph that connects users, items and entities gathered from DBpedia, since our approach overcame all the baselines we took into account. Next, results also showed the good impact of the properties extracted from DBpedia on the overall effectiveness of the model.
As future work, we will investigate two different directions: first, we will evaluate more graph embedding techniques since a larger overview of such techniques in recommendation scenarios is needed. On the other hand, we will evaluate features selection techniques as those proposed in [20] to filter out non-relevant properties gathered from DBpedia. Moreover, a broader comparison with other techniques to learn semantics-aware representations (e.g., distributional semantics models [14] can be helpful to completely understand the effectiveness of such strategies.
