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Abstract 
 
Conversion of solar energy and its storage in the form of chemical bonds is a current scientific 
and technological challenge. Different approaches to achieve light-harvesting followed by 
efficient charge separation are the focus on this thesis. This includes purely molecular 
approaches inspired by natural photosynthesis, and hybrid molecular-inorganic material 
(hybrid) approaches where the functions of both, molecules and solid materials are combined 
to obtain desired long-lived charge separation. The long-term goal is to create an assembly that 
is able to efficiently produce solar fuel. 
The study of excited state reactions such as photoinduced electron transfer is crucial for the 
understanding of solar energy conversion systems. In this thesis, electron-transfer processes in 
one molecular and one hybrid assembly were studied. 
In the molecular approach, a series of [Ru(bpy)3]
2+-type photosensitizers have been covalently 
attached to a dinuclear Mn2-ligand that has previously shown photocatalytic water oxidation 
activity in bimolecular reactions. However, upon integrating photosensitizer and catalyst into 
one structure, water oxidation activity was shut off. Detailed investigation of the photophysical 
properties revealed unusually short-lived and strongly pH-dependent excited state decay 
patterns. The major contribution to the observed short lifetimes was presumably an electron-
transfer quenching process originating from the ligand connecting the ruthenium and 
manganese centers.  
The hybrid assembly consisted of dye-sensitized mesoporous TiO2 nanoparticles, using the 
organic dye D35. The efficiency of this type of systems depends, to a great extent, on the 
kinetics of interfacial electron-transfer processes. Here, photoinduced back electron transfer, an 
efficiency limiting process, was investigated in the presence of ionic liquid (IL) electrolytes. 
The aim was to be able to reduce the rate of back electron transfer by taking advantage of the 
structural properties of the ionic liquids. It was hypothesized that cations accumulated at the 
TiO2 surface, could temporarily interfere with the recombination of the dye with the electrons 
in the conduction band of TiO2. Transient absorption measurements show that the kinetics of 
back electron transfer decreased in the presence of 1-butyl- and 1-hexyl-3-methylimidazolium 
hexafluorophsphate ILs (14000 and 7000 s-1 respectively) compared to that in organic solvent 
based electrolytes (24000 in CH3CN and 41000 s
-1 in CH3CN/LiClO4). In conclusion, the 
bulkier the cations, the longer the lifetime of the charge separated state.  
 
Keywords: solar fuel, water oxidation, charge-separation, photoinduced electron transfer, dye-
sensitized. 
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1. Introduction   
Concerns about the climate and future of the Earth are constantly increasing since there is a 
clear consensus among scientists on the direct relation between human activities, incremented 
greenhouse gas emissions and the global warming and its manifestations.1,2 It is estimated that 
about 97% of the climate researchers agree that the causes of climate changes are 
anthropogenic.2 
The majority of greenhouse emissions primarily originate from coal-fired power plants, 
transportation and industry.3 Currently, 81% of the total primary energy supply is generated 
from fossil fuels only 1.7% from other renewable sources such as solar and wind.4 
Consequently, a challenge of our time is to replace the use of fossil fuels with other forms of 
clean and renewable sources to considerably decrease greenhouse emissions.  
Although renewable sources already provide about 10% of the world energy consumption, 
currently, none of them could fully replace fossil fuel technologies alone, and therefore a 
combination of solutions is more likely to be the answer. However, there is one source that 
contains so much energy, that in one hour, could provide the earth with the total power 
consumed by humans in one year: the sun.5 On top of that, solar energy can be used in safe, 
clean and sustainable manners. Efficient devices for using solar energy to either produce heat 
or electricity are already commercially available, however the importance of finding efficient 
and low-cost methods for storing it must be highlighted, owing to the fact that the suitability of 
harvesting solar energy is variable in the various regions of the earth.   
The development of solar energy technology has been possible thanks to the observation of the 
photoelectric effect by Alexandre Becquerel in the mid-19th century.6 Ever since then, the idea 
of converting light into electricity or chemical fuels has been fascinating to scientists, and much 
effort has been dedicated to achieve this goal. 
Direct storage of solar energy in the form of chemical bonds is a strategy that nature has 
perfected during billions of years of evolution. In photosynthesis, the energy from the sun is 
used to create fuel in the form of carbohydrates from water and carbon dioxide; impressive 
molecular machines transforms the energy from photons into chemical energy. Several 
chemical approaches to the production of solar fuels have been studied. These are mainly 
intended to produce hydrogen from water7,8 and methane or methanol from carbon dioxide.9,10 
Special attention has been given to the creation of a synthetic, photochemical system that 
converts solar energy into a storable fuel, using the principles of natural photosynthesis.11  
A significant challenge with production of solar fuels is to accumulate multiple redox 
equivalents, in systems where only single photon absorption processes take place. A molecular 
approach could solve this problem but the difficulty of synthesizing stable molecules, capable 
of multiple charge separation events, leads to the necessity to find other strategies.10 One of 
them is to combine molecular light harvesters and selective catalysts with materials that have 
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good charge carrier and electron storage properties such as semiconductors. Although this 
offers greater stability and control over the system components, other challenges arise, such as 
understanding and controlling the complex interfacial properties and physical-chemical 
processes in these assemblies. 
This thesis concerns the study of key electron transfer processes in one molecular and one 
molecular-inorganic material assembly for solar energy conversion. In the first work, a series 
of photosensitizers were designed to be integrated to a manganese catalyst to obtain an assembly 
able to perform photochemical oxidation of water. Because this process was not successful, the 
photophysical properties of the photosensitizers, their precursors, and the photosensitizer-
catalyst assembly were investigated in detail. Steady-state and time-resolved spectroscopic 
techniques, where used to reveal the possible mechanisms that interfered with the splitting of 
water. In the second work, a molecular-inorganic material assembly, where a photosensitizer 
was attached to semiconductor nanoparticles was studied. The effect of surrounding electrolytes 
on one efficiency limiting process to solar conversion was studied by time-resolved 
spectroscopy. The aim here was to achieve longer-lived charge separation states in dye-
semiconductor assemblies, a crucial requirement for efficient solar energy conversion.    
A conclusive remark from the comparison of these studies is that purely molecular strategies 
for the conversion and storage of solar energy, are much more challenging in the sense that the 
electronic processes in complex molecules are harder to control than in hybrid organic-
inorganic material assemblies. Despite the advantages of molecular design, this tool seems to 
be insufficient to obtain all the properties needed in a solar energy conversion assembly. 
Consequently, I emphasize that a large part of the efforts toward functional assemblies for solar 
energy conversion and storage, must be directed toward the effective integration of molecular 
and inorganic materials.   
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2. Theory  
This chapter is intended to introduce essential concepts and theories of thermodynamics, 
kinetics and photophysics which are related to the work presented in this thesis. 
2.1 Thermodynamics and kinetics 
Thermodynamics is the study of the transformations of energy, that is, the capacity of a system 
to do work.17 Thermodynamics is useful to determine if a chemical reaction will spontaneously 
occur. The initial and final equilibrium states of a system have energy properties that can be 
related to the direction and extent of a reaction. The Gibbs free energy is a very important 
thermodynamic property.  For a chemical reaction to spontaneously occur the change in Gibbs 
free energy, ∆𝐺, must be negative. This means that the energy of the products has to be lower 
than that of the reactants. The larger this difference the greater the driving force for the reaction 
to occur. The following equation represents the change in Gibbs free energy at constant 
temperature and pressure: 
                   𝛥𝐺𝑇,𝑃 = ∆𝐻 − 𝑇∆𝑆                                                                (2.1)                                                                                                            
where ΔH is the change in enthalpy, T is the temperature and ΔS is the entropy change. 
Thermodynamics is useful to predict the direction and spontaneity of a chemical process, 
however, in most cases, thermodynamics do not influence how fast the reactants are converted 
into products, in other words, it is blind to what happens between the initial and final states 
(transitory states). There are however exceptions where thermodynamics actually control the 
speed of reactions, such as in the case of some electron transfer reactions which will be 
discussed in section 2.4. 
Measurable properties related to the Gibbs free energy are used to predict the direction of 
reactions, for example, in electrochemical reactions, where electrons are transferred between 
chemical entities, the electric potential difference that develops when two conducting phases 
are brought into contact can be measured.12 The simplest electrochemical system to describe is 
the galvanic cell, in which chemical energy is converted into electrical energy by oxidation-
reduction (redox) reactions. The interesting property here is the electrical work, which is related 
to the change of the Gibbs free energy as follows:  
∆𝐺𝑇,𝑃 = −𝑛𝐹𝐸                                                              (2.2)   
where n is the number of moles of electrons transferred, F is the Faraday constant and E is the 
potential difference; the negative sign implies that the system transfers energy to its 
surroundings rather than work being done on the system. 12  The Gibbs free energy of a redox 
reaction, can be calculated from the Nernst equation (2.3), a new property called the standard 
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potential is introduced by defining 𝐸° = ∆𝐺°/𝑛𝐹. For a cell operating at 25°C, the Nernst 
equation is written as follows:  
𝐸 = 𝐸° −
0.0592
𝑛
log
[𝐶]𝑐[𝐷]𝑑  
[𝐴]𝑎[𝐵]𝑏
                                              (2.3) 
 where the logarithmic fraction represents the quotient of the product’s and reactant’s activities 
of the redox reaction: aA + bB ↔ cC + dD. The standard potentials are used to predict if an 
electrochemical reaction will spontaneously occur.   
Kinetics, from the greek “kinesis” means movement or to move. Chemical kinetics is concerned 
with the study of the rate of reactions, which depends on the energy barriers existing between 
the initial and final states.13 Kinetics is about reactivity and it is also devoted to the study of the 
reaction mechanisms.  
The origins of chemical kinetics date back to the XIX century when the first empirical 
observations of the influence of the temperature on the rate of a reaction were made14  and with 
the works of Jacobus van 't Hoff and Svante Arrhenius* who mathematically described the 
relationship between temperature and the rate of chemical reactions15,16 , as represented in the 
following equation:17,18, 19 
𝑘 = 𝐴𝑒−𝐸𝑎/(𝑅𝑇)                                                               (2.4) 
Where k is the reaction rate constant, A is the frequency factor, which measures the rate of 
collisions, Ea is the activation energy, T is the temperature and R is the universal gas constant.  
The most important concept of kinetics, the activation energy, Ea, represents the height of the 
energy barrier that separates the products from the reactants (Figure 2.1). This kinetic energy is 
the minimum input energy required to transform the reactants into products. This energy could 
be in the form of heat, light or electricity. 
                                                 
* Svante August Arrhenius (1859-1927) was a Swedish physicist that made important contributions to the field of 
chemistry including his theory on ionic dissociation of electrolytes, for which he received the Chemistry Nobel 
Prize in 1903.17 He was even the first scientist to propose that the change in carbon dioxide concentration in the 
atmosphere could affect the Earth´s surface temperature.21 
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Figure 2.1. Schematic representation of the activation energy in relation to the energy of the final and initial states 
of a chemical system. 
2.2 Energy levels of molecules. 
When it comes to the description of chemical systems, quantum mechanics is essential, since 
classical mechanics fails to fully explain the physical phenomena at the atomic and sub-atomic 
scale. Quantum mechanics is used to properly describe the dual behavior (wave-particle) of 
elementary particles and to explain light-matter interactions. The description of the wave-like 
behavior of electrons in an atom is given by wave functions known as atomic orbitals. These 
functions are obtained by solving the time independent Schrödinger equation: 
      𝐻𝜑 = 𝐸𝜑                                                                   (2.5) 
where φ  is a wave function (molecular orbital) in stationary state and E is the corresponding 
eigenvalue, in this case the energy of the state φ. The values that φ can take are quantized** and 
they represent the distribution of the electron in the atom,17 that is, the probability of finding an 
electron at a certain position relative to the nuclei. The H operator corresponds to the total 
energy of the system (kinetic and potential), described by the Hamiltonian operator, which for 
n number of particles can be written as follows: 
Ĥ =  
−ћ2
   2
∑
1
𝑚𝑛
∇𝑛
2 + 𝑉(𝑟1, 𝑟2
𝑁
𝑛=1
…𝑟𝑛, 𝑡)                                        (2.6) 
where rn represents the interparticle distances and mn is the mass of the particles. By linear 
combination of the atomic wave functions, molecular orbitals (MOs) can be constructed. 
However, solving the Schrödinger equation for polyatomic molecules is a complex 
mathematical problem that gets much simpler by introducing the Born-Oppenheimer 
approximation. This approximation is derived from the great difference between the masses of 
the nuclei and electrons. Based on this, the assumption that during an electronic transition the 
                                                 
** Restricted to a discrete set of values 
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nuclei has fixed spatial coordinates is valid. This results in decoupling of the motion of electrons 
from that of nuclei. Under this approximation the total wavefunction of a molecule can be 
written as:20 
𝜑𝑡𝑜𝑡𝑎𝑙 = 𝜑𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝜑𝑛𝑢𝑐𝑙𝑒𝑎𝑟                                                  (2.7)                 
The spatial shape of the electronic wave functions is given by the probability density|𝜑2|. By 
taking its absolute value, a delimited region where the probability density is constant can be 
computed. Electrons will fill the orbitals starting with the lowest energy level before occupying 
higher levels (Aufbau-principle), see Figure 2.2.  
Orbitals with the same energy are referred to as degenerate, and they can differ from each other 
by their multiplicity, which is defined as 2S+1, where S is the angular spin*** momentum. 
According to Pauli’s exclusion principle, two electrons occupying the same orbital must have 
opposite spins and following Hund´s rule, if several degenerated orbitals are available, the 
electrons will occupy them singly first instead of in pairs. Accordingly, the more unpaired 
electrons the larger the multiplicity. A state with all electrons paired is called a singlet state (S) 
and a state with two unpaired electrons is called a triplet (T). Ground states are typically 
singlets, but there are some exceptions such as molecular oxygen whose ground state is a triplet.  
 
Figure 2.2 Molecular orbitals in the hydrogen molecule showing the sigma bonding orbital σ and the sigma anti-
bonding orbital σ*. 
The highest occupied orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) are 
of special importance since these represent the ground state and the first excited state of a 
molecule. 
  
                                                 
*** Spin quantum number (S), describes the angular momentum of the electron, that is, the 
direction in which the electron spins around an axis, it takes the values of ±1/2. 
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2.3 Light-matter interactions: photophysics 
The physical properties of photons, the elementary particles or quanta of electromagnetic 
radiation are related to the frequency of the electromagnetic wave. The energy of a photon is 
dependent on its frequency as follows: 
           𝐸 = ℎ𝑣 =
ℎ𝑐
𝜆
                                                               (2.8) 
Where h is the Planck constant and 𝑣 is the frequency of the electromagnetic wave, which is 
equal to the speed of light divided by the wavelength λ. 
The interaction of light with matter can be described as the interaction of the electric field 
component of light with the charged particles of molecules. If the magnitude of this electric 
field matches the energy difference between MOs, an electronic transition to a higher energy 
level might occur and light is said to be absorbed. The dipole moment operator R (Eq. 2.9) of 
a molecule has to be considered to describe the perturbation that light creates on the electrons, 
because for absorption to occur the dipole moment change, represented by the transition-
moment integral 𝑅𝑚𝑛 = 〈𝜑𝑚|𝑅|𝜑𝑛〉   must not be zero. 
21 
𝐑 = 𝑒∑𝑟𝑖
𝑖
                                                                 (2.9) 
A transition with R = 0 is said to be forbidden by selection rules which contain symmetric, 
spatial (overlap) and electron spin (angular momentum) requirements. For example, transitions 
between pure singlet and pure triplet states are strictly forbidden because the spin is not 
conserved. However, these forbidden transitions might become allowed by spin-orbit 
interactions. The probability of a transition to occur is proportional to the square of the 
magnitude of 𝑅𝑚𝑛.  
In quantum mechanics, the probability of a transition can be described by introducing a small 
time-dependent interaction (perturbation), V(t), to the Hamiltonian: 
Ĥ = Ĥ0 + 𝑉(𝑡)                                                             (2.10)  
An incident light wave interacting with an atom in an initial state 𝜑𝑖  could be represented by a 
harmonic potential 𝑉(𝑡) =  𝑉𝑒−𝑖𝜔𝑡 which suddenly perturbs the system at time = 0. The 
probability for the system to lie in the final state 𝜑𝑓
∗ , at time t, is given by the transition rate 
expression known as Fermi´s Golden Rule, which is implicitly dependent on the density of the 
final states: 
   𝜆𝑖𝑓 = ∫𝜑𝑓
∗ 𝑉(𝑡)𝜑𝑖                                                            (2.11)   
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Using the same principles of the Born-Oppenheimer approximation, the energy of a molecule 
in each electronic states can be described as a function of the nuclear coordinates only. The 
graphic representation of this function is known as a potential energy surface (see figure 2.3). 
Here, the ground state and first excited electronic states are represented together with the 
overlapping vibrational states, which are the energies of the quantized periodic motions of the 
molecule. Because the motion of electrons and nuclei has been decoupled, electronic transitions 
occur vertically between points in the potential energy surfaces (Franck-Condon principle).22 
This explains why some vibrational transitions are more intense than others depending on the 
overlap of the wave functions involved.  
 
Figure 2.3 Schematic representation of the Franck-Condon principle showing potential energy surfaces of ground 
state and first electronic excited state. 
To simply represent the different electronic states of a molecule and the transitions between 
them, Jablonski diagrams are often used (Figure 2.4). The main deactivation pathways of an 
excited state, and the corresponding reaction rate orders are shown.  After absorption of a 
photon (1018 s-1), rapid vibrational relaxation (1012-1013 s-1) to the lowest vibrational level of 
the lowest electronically excited state will occur. As a rule, emission occurs from this lowest 
vibrational level because of the timescale of relaxation compared to that of emission (Kasha´s 
rule). The transition between the lowest vibrational levels of the ground state is known as the 
0-0 transition.  
  When radiation is emitted during transition between singlet states the process is called 
fluorescence, typical rate constants are in the order of 107-109 s-1.  When light is emitted during 
transition between states of different multiplicity the process is called phosphorescence and 
typical lifetimes are much longer, in the order of ms, because of the forbiddance of the process 
which is translated into slow kinetics.23    
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The radiationless transition between states of the same multiplicity is known as internal 
conversion (IC) and when different multiplicities are involved the process is called intersystem 
crossing (ISC). Both IC and ISC are isoenergetic, meaning that the energy of the system is 
maintained during the transition. 
 
Figure 2.4 Jablonski diagram illustrating the electronic states of a molecule and the transitions between them. 
The shape of absorption and emission spectra of molecules is given by the distribution of 
vibrational and rotational states. Because emission occurs from the lowest vibrational energy 
level, the maximum and absorption of emission will not appear at the same wavelength, this 
difference is known as Stokes shift. As a consequence of Kasha´s rule, the shape of the emission 
spectra is typically independent of the excitation wavelength.  
The kinetics of deactivation of an excited state, A*, can be represented by the sum of the 
unimolecular rate constants for the deactivation process,21 that is: 
−𝑑[𝐴∗]
𝑑𝑡
= (𝑘𝑟 + 𝑘𝑛𝑟)[𝐴
∗]                                                      (2.12) 
where [𝐴∗] is the concentration of the excited state at time t. The mean radiative lifetime of A* 
is simply the reciprocal of the sum of the rate constants:  
  𝜏 =
1
∑ 𝑘𝑖𝑖
                                                           (2.13) 
The efficiency of a photoinduced process is measured by its quantum yield (∅), which is the 
number of molecules following a specific path per photons absorbed by the system. For 
example, the quantum yield of fluorescence is defined as the number of photons emitted divided 
by the number of photons absorbed, and in terms of the rate constants can be written as 
follows:22 
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∅ = 
𝑘𝑟
𝑘𝑟 + 𝑘𝑛𝑟
                                                          (2.14) 
The process by which the quantum yield of fluorescence decreases is known as quenching and 
it can occur by different mechanisms. Collisions with the surrounding molecules, dynamic 
quenching, or the formation of non-fluorescent complexes in the ground state, static quenching, 
are two examples. The energy of the excited molecule can also be directed to alternative 
processes such as electron transfer and energy transfer resulting in quenching of emission.23 
Therefore, the measurement of emission properties of a chemical system is an important tool 
for the investigation of reactions of interest.  
2.4 Excited state reactions 
This work is concerned with electronic processes in the excited state of molecules. Charge 
separation is a primary key process in solar energy conversion, which depends on the kinetics 
of desired reactions such as photoinduced electron transfer, and competing processes such as 
energy transfer. Here, a brief description of these processes is given. 
2.4.1 Energy transfer 
Although energy transfer is not the focus in this thesis, it must be mentioned as a possible 
quenching process in which a photon is not emitted, instead, an energy exchange between a 
donor and an acceptor occurs, quenching the emission of the donor.  Two common mechanisms 
of energy transfer are distinguished in the literature, resonance energy transfer (RET), and 
Dexter energy transfer. In the first case, a highly distance dependent dipole-dipole interaction 
results in energy transfer from a donor to an acceptor. Dexter energy transfer, is a short-range 
collisional process in which an electron is exchanged between two molecules or two parts of a 
molecule.  
2.4.2 Photoinduced electron transfer 
In photoinduced electron transfer (PET), there is an electron transfer between a donor and an 
acceptor where either one of them is in the excited state, resulting in a charge separated state. 
Because the energy of the molecule is higher in the excited state, it becomes easier for a redox 
reaction to occur due to a larger driving force. Intramolecular PET between a donor in the 
excited state and an acceptor can be represented as in equation 2.17.  The direction of the 
electron transfer is determined by the redox potentials of the ground and excited states.23  
𝐷 ∣ 𝐴
ℎ𝑣
→   𝐷∗ ∣ 𝐴
𝑘𝐸𝑇
→  𝐷+ ∣ 𝐴                                                    (2.17) 
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The Rehm-Weller equation describes the change in standard Gibbs energy for a reaction like 
the one presented above: 
∆𝐺 = 𝐸(𝐷/𝐷+) − 𝐸(𝐴/𝐴−) − ∆𝐺00 −
𝑒2
𝜀𝑑
                                      (2.18) 
where the first and second terms are the oxidation and reduction potentials of the donor and the 
acceptor respectively, and ∆𝐺00 is the energy of the 0-0- transition of the donor. The last term 
is the coulombic force in the ionic pair formed after the electron transfer, where ɛ is the 
dielectric constant of the solvent, and d is the distance between the charges.  
PET is classically described by Marcus theory by representing the potential energy surfaces of 
donor-acceptor complex and the charge-separated state as parabolic functions.24 According to 
this theory, the excited donor-acceptor complex (D*│A) moves to the charge separated state 
through a transition state, localized at the cross point of the potential surfaces, if the needed 
activation energy (ΔG≠) is supplied. Once the CS state is formed, the surrounding molecules 
need to reorganize until they reach a new equilibrium state dissipating some energy known as 
the reorganization energy λ. This energy contains contributions from nuclear configuration 
distortions (inner λ) and from polarization reorientation of the surrounding solvent molecules 
(outer λ). 
 The rate constant for the electron transfer can be described in terms of the electronic coupling 
between donor and acceptor,𝑉𝐷𝐴, the driving force, 𝛥𝐺
0, and the reorganization energy as 
follows : 
𝑘𝐸𝑇 = (
𝜋
ћ2𝑘𝐵𝑇
)
1/2
│𝑉𝐷𝐴│𝑒𝑥𝑝 − [
(𝜆 + 𝛥𝐺0)2
4𝜆𝑘𝐵𝑇
]                          (2.19) 
According to this equation, three possible cases in the Marcus model are possible25: (see Figure 
2.6)  
 The normal Marcus region where λ > ΔG0, where the rate of ET increases with the 
driving force 
 Where there is no activation barrier for the reaction, that is λ = ΔG0 
 The inverted Marcus region where λ < ΔG0, the rate of the ET decreases with driving 
force. 
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Figure 2.6 Schematic representation of Marcus theory in the normal region (left), activationless case (center) 
and inverted region (right). Adapted from reference 27 with permission from the publisher. 
Additionally, the distinction between diabatic and adiabatic reactions is made, where the 
electronic coupling is large and weak respectively and thus, the probability of crossing from the 
lower surface on the reactants side to the lower surface on the products is either large or small.26 
When ET does not occur by crossing the energy barrier, it is said to occur by tunneling, and 
then quantum effects need to be introduced in the theory. This is known as semi-classical 
Marcus theory, where the rate of electron transfer is given by the density of acceptor states and 
the electronic coupling.  
2.4.3 Interfacial electron transfer: Semiconductor-dye interactions. 
Charge separation can be achieved by photoinduced electron transfer between molecules and 
metal oxide materials such as nanocrystalline TiO2. In order to understand this process, the 
electronic properties of both molecules and semiconductors must be described. For molecules, 
the electrons are distributed in energy levels as described in section 2.2, whereas for 
semiconductors, the electrons are said to be distributed in bands. Electronic bands are 
combinations of the individual orbitals of the atoms forming the solid structure. Discrete energy 
states laying very close to each other form continuous bands. The highest occupied band form 
the valence band (VB), and the lowest unoccupied band form the conduction band (CB). 27  
The band-gap is the energy by which the valence and conduction bands are separated. 
Contrarily to electrical conductors, where the band-gap is very small or negligible, in 
semiconductors the band-gap has values between 1-4 eV.  Titanium dioxide (TiO2), the most 
widely used semiconductor in dye-sensitized photoelectrochemical applications, has a band-gap 
of 3.2 eV which is considered large, and because of this it only absorbs light in the ultraviolet 
(UV) region.28 When TiO2 is irradiated with UV-light, electrons in the VB are photoexcited 
into the CB and can freely move giving the material conductive properties.  
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Population of the CB can also be achieved by PET from a chemically bound dye on the 
semiconductor, this process is known as electron injection. For this reaction to be spontaneous 
(ΔG<0) the energy of the excited dye should be located at more negative potentials than the CB 
of the semiconductor, in other words, there will be a driving force for the electron transfer to 
occur (see Figure 2.7).  
 
Figure 2.7 Schematic representation of energy levels of dye and semiconductor and forward and back electron 
transfer reactions. 
 For efficient charge separation in dye-sensitized semiconductors, electron injection must be 
fast enough to compete with the excited state decay to the ground state. This is the case for 
many dyes where the electron injection is ultrafast (in the order of femtoseconds) and with a 
quantum yield near to one. However, electron injection rates as slow as hundreds of picoseconds 
have been measured.29 The kinetics of electron injection depends, to a great extent, on the 
structure of the dye; a good electronic coupling between the orbitals of the electronically excited 
dye and the 3d wave function manifold of the TiO2 structure is required for ultrafast electron 
injection.30 On the basis of Marcus theory, electron injection can be explained as the acceptor 
level being a continuum of available states. The charge separated state parabola then becomes 
a manifold of parabolas making each point of the reactant surface energy curve a transition state 
(see Fig 2.8). Consequently the rate ET is exclusively determined by the electronic coupling.31  
 
Figure 2.8 Interfacial electron transfer from a dye to the conduction band of a semiconductor explained by Marcus 
theory. 
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Back-electron transfer is the opposite of electron injection, where an electron is instead 
transferred from the CB of the semiconductor to the oxidized dye. As shown in Figure 2.7, the 
driving force this process is much larger than that of electron injection.  Kinetics of back-
electron transfer are typically in the order of microseconds, something that can be understood 
from Marcus inverted region.30 Because of this, the kinetically governed charge separation in 
photosensitized semiconductor devices is successful, however, back-electron transfer is never 
avoided completely and it is an efficiency limiting process. 
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3. Approaches to solar energy conversion for fuel production 
This chapter will briefly give an overview of the different approaches to solar energy conversion 
and storage in the form of chemical bonds. 
3.1 Molecular approaches 
The imitation of structure and/or functions in natural photosynthesis for the capture and storage 
of solar energy in the form of chemical bonds is a presumable strategy to produce renewable 
fuel from sun and water; this process is known as artificial photosynthesis.11 Because of the 
complexity of the systems, research in this field is very broad and multidisciplinary. Typically, 
the functions of individual components are analyzed and optimized separately before their 
integration into multi-component molecular systems.8 An example of this is presented in this 
thesis; a molecule is designed to mimic one of the functions in natural photosynthesis; the light-
driven splitting of water for the production of fuel.  
In natural photosynthesis (Eq. 3.1) the energy from the sun is harvested in the center of 
chlorophyll molecules and transferred to a distant acceptor in the form of electrons. The 
electrons are given back to the chlorophyll molecules thanks to the oxygen-evolving complex 
(OEC) which catalyzes water oxidation into protons (H+), electrons (e-) and molecular oxygen 
(O2). The OEC consists of a Mn4O5Ca complex surrounded by a protein environment that 
controls the parameters of the reaction and prevents the complex from degradation.32 The 
structure and functions of the OEC are simply fascinating because it is a key component in the 
natural process of solar energy conversion into fuel for life.  
6 H2O + 6 CO2 + ℎ𝑣 →    C6H12O6 + 6O2                               (3.1) 
Creating an artificial molecular assembly able to mimic the functions of the OEC requires 
various essential components; an entity for the efficient capture of photons with longed-lived 
excited states and performing efficient charge-separation (photosensitizer),33 an entity capable 
of catalyzing water oxidation34,35 and a smart integration of the two components to achieve 
efficient electron transfer and minimizing competing process, e.g. energy transfer. The basic 
functions of components in artificial splitting of water are illustrated in figure 3.1. The system 
consists of a photoactive unit (P), which transfers electrons to an acceptor unit (A). The oxidized 
photosensitizer gets its electron back from a donor (D), which in turn, gets electrons resulting 
from the oxidation of water into protons and oxygen. The components can either be separated 
entities or assembled into one macromolecule.  
Making an efficient water splitting system is limited by significant difficulties such as 
instability of the molecular assemblies and the very challenging coupling of single photon 
absorption events to multiple redox equivalents accumulation at a molecular site. 36 
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Figure 3.1 a typical scheme for artificial photosynthesis to produce hydrogen from water 
3.2 Inorganic materials approaches 
Conversion of solar energy to electricity was first possible by the use of semiconductor p-n 
junctions.§ The most commonly used material for inorganic solar cells is silicon, but other 
inorganic materials such as cadmium telluride and copper indium gallium selenide are used for 
commercial solar cells.37  The behavior of semiconductors under illumination and their use in 
photoelectrochemical applications is well described by using the concept of space charge region 
also called depletion layer. 38 Figure 3.2-a shows a schematic representation of a semiconductor 
p-n junction. When a n-doped and a p-doped semiconductor are brought into contact, a space 
charge region is formed at the interface, as electrons flow into the p-doped region and holes 
flow into the n-doped region to establish an equilibrium. Similarly, when a semiconductor is 
placed in contact with an electrolyte, charge carriers flow across the junction to reach 
equilibrium, where the chemical potential of electrons in the solid (Fermi energy, EF) is equal 
to the redox potential of the electrolyte (Eredox)
28, see Figure 3.2-b. In this example, electrons 
have moved from the bulk of the solid into the electrolyte, leaving a positive excess charge 
behind which produces an electric field.  
 
Figure 3.2 a) semiconductor p-n junction showing the space charge region. b) Electronic energy levels at the 
interface between an n-type semiconductor and an electrolyte containing a redox couple, showing a depletion 
layer resulting from electrons moving into the electrolyte. Figure adapted from reference 30 with permission from 
the publisher. 
Under illumination, should the incident light match the band-gap of the semiconductor, 
electron-hole pairs will be created. Charge separation will occur due to the existing electric field 
                                                 
§ An interface between an n-type and a p-type semiconductor created by introducing impurities in their structures 
to modify their electrical properties.  
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across the junction. In photovoltaics, the separated charges are extracted to an external circuit 
to generate work. The same principles can be applied to generation solar fuels by simply 
utilizing the created electrical potential difference to drive chemical reactions at a 
semiconductor-liquid interface.28,39 This is known as photoelectrochemical or photosynthethic 
cell. The first example of this was published by Fukushima and Honda in 1972.40 Here, TiO2 
was used as photoanode for water oxidation and platinum was used as cathode for the reduction 
of protons into hydrogen, see Figure 3.3-a. 
An alternative solid-material approach is to integrate the metal catalyst (co-catalyst) and the 
photocatalyst forming a metal-semiconductor composite.41-43 In this case electrons are directly 
transferred to the catalyst and both oxidation and reduction occurs at the same site (see Figure 
3.3-b). Although this approach is successful for the production of solar fuels, unfortunately, 
only a small portion of the solar radiation can be harvested by this method due to the large band-
gap of TiO2 and similar materials.  
 
Figure 3.3 Solid-state material approaches for solar fuel production. a) Photoelectrochemical cell. b) metal-
semiconductor composite  
3.3 Hybrid molecular-inorganic materials assemblies 
Hybrid organic-inorganic assemblies are promising tools to overcome several problems arising 
in both molecular and solid-state approaches. Because of the large band-gap of some 
semiconductors such as TiO2, their use is limited to the harvesting of UV light. Dye-
sensitization of semiconductors makes it possible to also harvest visible light with them.44 
Further enhancement of light-harvesting in dye-sensitized semiconductors can be achieved by 
the use of plasmonic nanoparticles for example.45 
Efficient charge separation and accumulation of multiple redox equivalents can be achieved in 
dye-sensitized semiconductors by conduction band mediation.46 Selectivity for photocatalytic 
reactions can be achieved by integrating molecules and solid inorganic materials into functional 
devices where compartmentalization of the components facilitates product obtainment and 
separation.47,48  
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Two main hybrid approaches can be distinguished in the literature. The first one is a 
photoelectrochemical cell, such as the one shown in Figure 3.3a, where the photoanode is 
instead a dye-sensitized semiconductor material;49 the cathode can either be an inorganic 
catalyst or a hybrid material similar to the photoanode.  The second approach, is intended to 
achieve accumulative charge separation and conduction band mediated (CBM) electron transfer 
across nanocrystalline semiconductor surfaces. Here, the conduction band serves as a redox 
pool for the coupling of the oxidative and reductive half-reactions.47. Figure 3.4 shows a 
schematic representation of conduction band mediation where the aim is to transfer the 
photogenerated charge to a catalyst for CO2 reduction that is only active at highly reduced 
states. Although there are several reports demonstrating conduction band mediation, 50-52 to the 
best of my knowledge, the initiation of this process with visible light has not yet been achieved.  
 
Figure 3.4 Conduction band mediated electron transfer, from dye to catalyst. 
Charge separation in hybrid systems is governed by the kinetics of the interfacial 
dye/semiconductor/electrolyte electron transfer processes. Therefore, it is of great importance 
to develop strategies to control them, and especially, the competing reactions limiting the 
efficiency of solar energy conversion, such as back-electron transfer.  
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4.  Experimental techniques 
4.1 Electrochemical methods  
4.1.1 Cyclic voltammetry 
Cyclic voltammetry (CV) is a potential sweep technique for measuring the formal redox 
potential, E0’, of a half reaction, which represents the potential differences between an electrode 
and the solution.  Typically a three electrode setup is used: a reference electrode (RE) where 
the potential is kept constant during the measurement and is used for calibration, a working 
electrode (WE) where the redox process takes place, and a counter or auxiliary electrode (CE). 
The electrodes are immersed in a supporting electrolyte with high ionic conductivity. During a 
CV experiment, the potential of the WE is varied and current flows between the WE and the 
CE but not between the RE and the WE. 53 Figure 4.1 shows the variation of the potential with 
time in a CV program and the resulting current-potential curve for a reversible redox reaction.  
 
Figure 4.1 Cyclic potential sweep (left) and resulting cyclic voltammogram (right). 
By subtracting the half-wave potentials of oxidation and reduction, the redox potential of 
chemical species can be determined. By comparing the standard redox potentials of two species, 
the driving force for a redox reaction can be determined. By convention, a positive potential 
means the reaction is spontaneous.  
4.1.2 Differential pulse voltammetry (DPV) 
DPV is a high sensitivity potential pulse technique based on the application of subsequent 
double potential pulses superimposed  on a slowly changing base potential54 as shown in figure 
4.2. Contrarily to CV where current is continuously measured as the potential is swept, in DPV 
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current is measured twice for each point; just before the pulse and at the end of the pulse. The 
values of the current at these points are subtracted and plotted against the base potential. DPV 
is especially useful to analyze small amounts of a substance and to characterize potential peaks 
whose separation is very small. 
 
Figure 4.2 Potential excitation signal (left) and voltammogram (right) for differential pulse voltammetry. 
4.1.3 Bulk electrolysis methods 
A three-electrode system can also be used to constantly oxidize or reduce a chemical species. 
This methods have many uses in analytical and synthetic chemistry. In this work, bulk 
electrolysis was used to investigate the spectroscopic properties of an oxidized dye. By setting 
the potential at the oxidation potential of the dye, and maintaining it for a certain period of time, 
complete oxidation of the dye can be achieved. The spectroscopic features can be inspected 
during the measurement by  spectroelectrochemical techniques, see section 4.3.5. 
4.2 Optical spectroscopy methods 
4.2.1 Steady state absorption spectroscopy 
Also known as UV-vis spectroscopy, this technique consists on making a beam of continuous 
light pass through a sample and measuring the amount of absorbed or transmitted light at each 
wavelength (see Figure 4.3). According to Lambert-Beer law the absorbance, A, has a linear 
dependence with the product of the molar absorptivity, ɛ, the path length of the travelling light, 
l, and the concentration of the molecules in the solution, C, as follows: 
𝐴 =  −𝑙𝑜𝑔
𝐼0
𝐼
= 𝜀 𝑙 𝐶                                                               (3.6) 
This linear dependency holds at relatively low concentrations (>0.01M) and when other optical 
phenomena such as scattering, emission or changes in refractive index are not interfering. 
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Figure 4.3 Schematic of a single beam spectrophotometer 
This technique is a very versatile tool. In this work, absorption spectroscopy was used to 
determine the wavelength of excitation for a sample in emission spectroscopy and transient 
absorption spectroscopy. It was also used to control the concentration of solutions, and the 
amount of adsorbed dyes into highly transparent TiO2 films. Finally, it was used to characterize 
oxidation reactions as described in section 4.3.5. 
4.2.2 Nanosecond-transient absorption spectroscopy 
Also known as flash photolysis or flash spectroscopy, this technique consist on the 
measurement of the absorbance of a sample, as a function of time, after excitation with a 
nanosecond light pulse. The difference between the absorption of the excited and ground states 
of the molecule is used to determine the differential absorption (ΔA).  
The measurement works as follows: a short pulse of light interacts with a sample that is in the 
optical path of a continuous (or sometimes pulsed) source of light. The absorption of the sample 
is measured at short time intervals after the excitation pulse by a charge coupled device (CCD) 
camera. This generates charge from the incoming photons, which then is turned into a digital 
signal. Negative transient absorption signals appear due to ground state depopulation, and 
positive signals due to absorption in the excited state, see Figure 4.4a. By using a 
photomultiplier tube instead of a CCD, the decay of a transient signal at a specific wavelength 
can be measured, see Figure 4.4b. Kinetics of photoinduced reactions can be studied by this 
method. Figure 4.5 illustrates the nanosecond transient absorption setup used for the 
measurements presented in this thesis.  
 
Figure 4.4. Illustration of a differential absorption spectrum (a) and a decay of a transient absorption signal (b). 
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Figure 4.5 Transient absorption spectroscopy set-up for measurement of transient absorption decay. 
4.3.3 Steady-state emission spectroscopy 
Emission from a sample can be measured with a spectrofluorometer; a typical setup is shown 
in figure 4.6. The sample is excited with a continuous intense source of light, e.g. a Xe-arc 
lamp. The desired excitation wavelength is selected by a monochromator and specific 
polarization can be optionally selected before the light is directed to the sample. A beam splitter 
before the sample directs a part of the radiation to a reference detector in order to monitor the 
excitation light intensity during the measurement. This will be used to correct for fluctuations 
in the light source. On the detection side, the emitted photons are passed through another 
monochromator and collected by a photomultiplier tube. Data of emission spectra consist of an 
emitted photon counts as a function of wavelength. The same setup can be used to measure a 
so-called excitation spectra, where the intensity of emission at a single wavelength is plotted 
against the excitation wavelength. This is useful to investigate impurities in a sample, or the 
origin of unexpected emission spectra for example. 
 
Figure 4.6 Schematic representation of right-angle spectrofluorometer setup. 
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4.3.4 Time correlated single photon counting (TCSPC) 
Time resolved emission spectroscopy refers to the techniques used to measure the dependence 
of emission intensity with time. Time correlated single photon counting (TCSPC) is one of the 
most used techniques to measure emission decays. Figure 4.7 depicts the experimental setup 
for TCSPC used in this work. The sample is excited with a monochromatic pulsed diode-laser. 
The frequency of excitation is given by either an internal trigger in the diode driver or an 
external delay generator, if the emission lifetimes are too long to be measured with the default 
frequencies. The time that takes for emitted photons to reach the detector is measured as 
follows:  a time to amplitude converter (TAC) generates a voltage ramp starting at time of the 
excitation pulse. The ramp builds up linearly with time until the arrival of an emitted photon to 
the detector. The voltage is amplified and converted to a numerical value by an analog-to-digital 
converter (ADC).  The measured values are collected in a multiple-channel analyzer (MCA). 
The measurement is finished after collecting a desired number of events and the values are used 
to build a histogram of number of counts versus time.  
Another data set is always recorded when performing a measurement, the Instrument Response 
Function (IRF). This is defined as the response of the instrument to a sample with zero lifetime8 
and it is related to the time precision of the instrument. The resulting histogram corresponds to 
the shape of the excitation pulse seen by the detector. For data analysis, the IRF is deconvoluted 
from the intensity decay to obtain the real emission decay of the sample. 
 
Figure 4.7 Schematic representation of time correlated single photon counting instrumentation. 
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4.3.5 Spectroelectrochemistry 
Spectroelectrochemical techniques refer to combined experimental methods in which 
spectroscopic and electrochemical instruments are simultaneously used to measure an optical 
response induced by an applied electric field to the system. For example, in the second work 
presented in this thesis, bulk electrolysis was used in combination with steady state absorption 
spectroscopy in order to investigate the spectroscopic properties of an oxidized molecule. In 
this experiment the potential was fixed to the oxidation potential of the dye and the absorption 
changes where constantly monitored. Figure 4.8 illustrates the spectroelechtrochemical setup 
used in this work. 
 
Figure 4.8 Schematic representation of a spectroelectrochemical experiment. WE: working electrode, RE: 
reference electrode, CE: counter electrode, abs: absorbance. 
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5. Results and discussion 
This chapter gives a description of the research work presented in the publication and 
manuscript at the end of this thesis.  
5.1 Molecular approach to photocatalytic water oxidation: a Ru-Mn2 model 
complex 
As described in section 3.1, molecular assemblies mimicking the functions of the OEC need 
efficient photosensitizers and a component capable of catalyzing the four-electron oxidation of 
water. For a long time, tris-bpy ruthenium [Ru(bpy)3]
2+ complexes have been studied as 
photosensitizers and model complexes for their interesting photophysical properties. They have 
high extinction coefficients, long excited state lifetimes and high quantum yields of emission.34 
The octahedral geometry of these complexes gives interesting properties to their electronic 
structure, the d-orbitals in ruthenium are no longer degenerate, instead, they split into a set of 
two, named t2g and eg. Upon photoexcitation, these complexes undergo different electronic 
transitions depending on the energy of the incident light and the redox potentials of the ligands 
and metal, see Figure 5.1. The long excited state in these model complexes is a result of fast 
intersystem crossing from the singlet 1MLCT state to a triplet 3MLCT state. The long lifetime 
of the excited state, makes possible for photochemical reactions of interest, such as bimolecular 
charge-separation, to occur.  
 
Figure 5.1 Electronic transitions in tris-bpy ruthenium complexes 
For water oxidation catalysis, different types of organometallic compounds have been studied. 
One of them is manganese containing complexes. In a work previous to the publication 
presented here55, an innovative bioinspired Mn2-complex was shown to be the first complex of 
its type, able of catalyzing water oxidation to oxygen, together with the [Ru(bpy)3]
3+ single-
electron oxidant. More importantly, the complex is also able to catalyze the photochemical 
oxidation of water with a [Ru(bpy)3]
2+-type photosensitizer and an external electron acceptor 
(Na2S2O8), see Figure 5.2. 
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Figure 5.2 Photochemical oxidation of water using a [Ru(bpy)3]2+-type photosensitizer and a dinuclear Mn-
complex. Reproduced from reference 57 with permission from the publisher. 
In the publication presented in this thesis, an attempt to bind together [Ru(bpy)3]
2+-type 
photosensitizers and the Mn2-complex to construct a molecular assembly capable of water 
oxidation was made. The structures of the ruthenium ligand-complexes (7a-c) and the Ru-Mn2 
dyad are shown in figure 5.3. Structures of the precursors to the ligand complexes are also 
shown. (5a-c, 6a-c). Ligand-complexes 7a and 7b were first prepared, but turned out to have 
very short excited-state lifetimes, compared to [Ru(bpy)3]
2+ which has a lifetime near to 600ns 
in aqueous solution.56  Complex 7c was therefore prepared, expecting to increase the excited-
state lifetime by introduction of the phenyl substituent on the central imidazole, decreasing the 
planarity owing to steric strain. However this complex also had very short excited-state 
lifetimes. Preparation of the Ru-Mn2 dyad was anyway interesting, to see if water oxidation 
would be catalyzed, either chemically or photochemically. The photochemical oxidation of 
water with the dyad in the presence of an external acceptor failed. However, oxygen evolution 
was observed in the presence of the [Ru(bpy)3]
3+ chemical oxidant, meaning that the 
photosensitizer did not interfere with the oxidizing ability of the Mn2-complex. In order to 
investigate the reasons why the photochemical oxidation did not work, the emission properties 
of the Ru-Mn2 complex, and its precursors, had to be investigated in detail, see section 5.1.3. 
 
Figure 5.3 Structure of the ligand complexes, the Ru-Mn2 dyad and its precursors. 
  
precursors Ligand-complexes                        Ru-Mn2 dyad 
5a: R=H, R’=H 
5b: R=H, R’=COOEt 
5a: R=Ph, R’=COOEt 
 
 
 
 
6a: R=H, R’=H 
6b: R=H, R’=COOEt 
6c: R=Ph, R’=COOEt 
 
 
 
 
7a: R=H, R’=H 
7b: R=H, R’=COOEt 
7c: R=Ph, R’=COOEt 
 
 
 
 
8c 
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5.1.2 Electrochemical characterization 
The electrochemical properties of compounds were studied by means of DPV in phosphate 
buffer (pH 7.2). Signals attributed to ligand-based and metal-based oxidation of the ruthenium 
centre where observed for the ligand complexes and the dyad, see table 5.1. 
Table 5.1 Electrochemical data for 7 a-c and 8c. 
Compound Ligand-based oxidation 
E (V vs. NHE) 
Metal-based oxidation 
E (V vs. NHE) 
7a 
7b 
7c 
8c 
0.86 
0.87 
0.97 
0.80 
1.38 
1.60 
1.56 
1.6 
 
As expected, the introduction of the electron-withdrawing imidazole-phenanthroline-type 
ligand resulted in higher metal-centered oxidation potentials in 7a-c compared to parent 
compounds based on [Ru(bpy)3]
2+ (1.26 V vs NHE). Also, for the ligand complexes containing 
electron-withdrawing ester groups on the bpy ligands, the oxidation potentials are shifted 
toward positive values. Such observation has been already reported with other [Ru(bpy)3]2
+-
type complexes (for details see Paper I). For the dyad, apart from the two oxidation signals, a 
catalytic current was observed at about 1.2 V vs NHE suggesting activity for water oxidation. 
However, upon irradiation with visible light, in the presence of an external acceptor (sodium 
persulfate), no catalytic current was observed.  
5.1.3 Photophysical characterization: absorption and emission properties 
For the photochemical water oxidation to work, photoinduced electron transfer to an external 
acceptor from the ruthenium photosensitizer, and subsequent regeneration of the oxidized 
chromophore, by electron-transfer from the attached manganese complex is needed. By 
studying the photophysical properties of the complexes, we could understand the origin of the 
photochemical water oxidation failure.  
Figures 5.4-5.5 show the absorption spectra of the ligand complexes 7a-c and the Ru-Mn2 dyad 
8c. The π- π* transitions in the bpy ligands are observed as an intense band at around 300 nm. 
Mainly the metal-to-ligand charge transfer absorption band, located at around 400 nm was 
affected by pH, which was a first indication that the electronic states of the complex ligands 
where strongly pH dependent.  
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Figure 5.4 Absorption spectra of the ligand complexes 7a-c in a mixture of acetonitrile/water (1:1 v/v) (left), and 
complex 7c in  the same mixture at different pH values. 
 
Figure 5.5 Absorption spectra of the Ru-Mn2 dyad 8c in a mixture of acetonitrile/water (1:1 v/v) at different pH 
values. 
As mentioned before, the ligand-complexes showed very short lived excited states, including 
complex 7c, which was designed to decrease the planarity and the conjugation in the system, 
see Figure 5.6 
 
Figure 5.6 Time-resolved emission decay traces for 7a-c and the dyad 8c in a deaerated 1:1 mixture of 
acetonitrile/water (v/v). 
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All compounds displayed a characteristic triplet metal-to-ligand charge transfer (3MLCT 
emission). The emission properties of all the compounds were also affected by pH (see Figure 
5.7). Interestingly, 7c clearly showed two emission peaks at neutral conditions. This peak was 
removed at acid conditions and increased at high pH. The corresponding dyad also showed two 
emission peaks at high pH conditions. The dual emission observed in these complexes could be 
explained by the pH-dependent structural characteristics arising from the introduction of the 
phenol. Different isomers, depending on the protonation states could exist in equilibrium. This 
model is supported both by literature findings59,60 and our DFT calculations.  
 It is important to mention that the peak centered around 450 nm in 7c was also removed upon 
addition of Mn(OAc)2 which is an indication of formation of the dyad 8c, where that peak is 
not present in neutral conditions. This corroborates the presence of manganese in dyad 8c. 
 
Figure 5.7 Emission spectra of 7a-c and the dyad 8c at neutral conditions (top left) and pH=1 (top right) and 
pH=10 (bottom).  
Excitation spectra of 7c at the wavelengths of the two different emission peaks suggested that 
there are two emissive species with different ground-state precursors (see Figure 5.8). 
 
Figure 5.8 Excitation spectra of 7c in a deaerated 1:1 mixture of acetonitrile/water (v/v) at two different emission 
maximum 
The ligand complexes and dyad containing electron withdrawing (COEt)2bpy ligands (7b-c and 
8c), have red-shifted emission maximum in neutral conditions compared to that of the ligand 
complex 7a. Also, contrarily to complex 7a, the emission maxima for 7b-c and 8c, were not 
significantly affected by pH. This supports the statement that the excited state is localized at 
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the (COEt)2bpy ligands for the complexes that contain them; since pH changes mainly affect 
the hydroxyl and carboxylate groups localized far away from the ruthenium moiety. It also 
indicates that the excited state of 7a more likely resides there, at the phenantroline-
bansimidazole part.  
Time-resolved emission spectra of the complexes showed complex decay patterns which are 
strongly dependent on pH and all the compounds were strongly quenched (Figure 5.9), 
including their precursors (5a-c). The quenching was more significant at high pH for the 7-
series.  
 
Figure 5.9 Time-resolved emission decay traces for 7a-c and the dyad 8c in a deaerated 1:1 mixture of 
acetonitrile/water (v/v) at different pH conditions. 
5.1.4 Undesired excited state reactions explain the unsuccessful water 
oxidation. 
The excited–state properties of the compounds are responsible for the observed photochemical 
behavior, and therefore a detailed analysis of the processes that take place in the excited state 
is needed. The short excited-state lifetimes of the ligand-complexes and the Ru-Mn2 must be a 
result of a quenching process. For the dyad, this could be explained by efficient quenching from 
the manganese, because the ruthenium and manganese centres are in very close proximity. 
However, from our measurements, it was clear that the quenching was also very efficient in the 
absence of manganese, and that the photophysical behaivoir for all compunds was complex, 
including the precursors (5a-c) and therefore it was evident that the expected emission 
properties of the (Ru[bpy]3)
2+-type ligands were already affected by the introduction of the 
phenol moiety, and this would be corroborated with the strong pH-dependence of the emission 
properties. Take the example of compound 5a, where bi-exponential decay at neutral conditions 
was observed. At low pH, the emission quantum yield increased and the long-lived components 
of the decay that could be attributed to unperturbed 3MLCT emissions were favored. By 
contrast, the short-lived components are favored at high pH. This trends were observed for all 
the studied compounds.  
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Density functional theory (DFT) theoretical calculations for compounds 5a and 7a suggested 
that a strong hydrogen bonding and even an intramolecular proton transfer from the phenol to 
the imidazole group is likely to occur. This would result in formation of a phenolate, which 
plays an important role in explaining the pH-dependent photophysical behavior of the 
compounds. If the quenching is resulting from electron-transfer from this part of the molecule, 
the quenching must be more efficient at high pH, since more negative charges would be 
accumulated around the phenol group, increasing the efficiency of electron transfer to the 
oxidized ruthenium centre. It was therefore evident, that by linking the photosensitizer moiety 
to the phenol and imidazole motifs, the quenching becomes stronger. 
The introduction of the phenyl ring in the ligand complex 7c and in dyad 8c, which was aiming 
to decrease the conjugation in the ligands to disrupt the electron transfer, did not have an 
appreciable effect in the photophysical behavior of the compounds. As mentioned before, the 
design strategy was successful in delocalizing the 3MLCT excited state around the (CO2Et)2bpy 
ligand, further away from the manganese centre. However, this was not enough to prevent the 
strong quenching.  
The dual emission observed in some of the complexes is also in agreement with the discussion 
above, since at low pH, the degree of protonation comes to saturation avoiding the formation 
of the phenolate which could explain the absence of the dual emission. In that case, the complex 
behavior of the ligand-complexes (7a-c) and the precursors (5a-c) could be explained by an 
excited state proton transfer mechanism, and it fact, it has been previously reported that 
benzimidazole derivatives can undergo this process extremely fast. However, this could be only 
confirmed by performing ultrafast transient spectroscopy studies. 
To summarize, the design of the structures was successful in creating compounds where the 
excited state is localized further away from the Mn-Mn moiety, however it was not successful 
in avoiding communication between this part of the molecule and the ruthenium center; as a 
result, strong electron-transfer quenching of the excited state takes place at neutral conditions, 
which explains why the photochemical water oxidation was not successful in dyad 8c. 
5.2 Interfacial electron transfer in dye-sensitized TiO2 nanoparticles. 
In this work, photoinduced electron transfer from TiO2 to an organic dye was studied. The 
effects of surrounding electrolytes were investigated to explore the possibility of controlling 
back-electron transfer by structural-related properties such as viscosity, polarity and steric 
effects. We selected room temperature ionic liquids (ILs) for this. Because of their high 
conductivity, neglible volatility and high thermos-and electrochemical stability, they have 
gained attention to replace organic solvents in photovoltaic applications, especially, dye-
sensitized solar cells (DSSC).57,58  The composition of ILs affects the interfacial electron 
transfer processes between the dye and the semiconductor.59,60 Because the performance of 
these devices depends on the kinetics of these interfacial processes, it is of importance to 
understand the role that ILs play at the dye-semiconductor interface. We have studied the back-
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electron transfer because it is an efficiency-limiting process in solar energy conversion, and 
also because we can gain information about how the ILs interact with the surface by studying 
this process. Should ILs have a positive effect, they could be used to obtain longer lived charge-
separated states in dye-sensitized semiconductors. This would be advantageous to solar energy 
conversion approaches where accumulative charge separation is needed, as previously 
described in section 3.3.  
An example of this, is the reduction of an iron metalloporphyrin (Fe-protoporphyrin-IX) 
through TiO2-conduction band mediation. By sensitizing TiO2 with an organic dye (D35) the 
photoinduced electron transfer is initiated with visible-light. A schematic representation of this 
is shown in Figure 5.7. The aim is to control the interfacial electron transfer kinetics to store 
electrons in the conduction band as long as possible, so that they can be transferred further to 
the porphyrin. This is a work in progress, where different processes and variables are being 
studied. Here, we solely report a study concerning the back-electron transfer.  
 
Figure 5.7 Illustration of ideal conduction band mediated electron transfer from a dye to an electron acceptor. 
5.2.1 Description of the molecular-inorganic material assembly  
The organic metal-free D35 dye has a donor-link-aceptor structure type, in which efficient 
intramolecular electron transfer occurs from the triphenylamine moiety to the cyanoacrylic acid 
acceptor group, which also functions as anchoring group for TiO2,
61 see Figure 5.8. 
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Figure 5.8 Donor-linker-acceptor structure of D35. 
The dye molecules are chemically adsorbed onto mesoporous TiO2-nanoparticulate thin films 
(4-7µm thick) by simply immersing the films in a solution of the dye. The films are typically 
semitransparent which allows for spectroscopic characterization. The high-porosity and large 
surface area of the TiO2 material is advantageous since a great amount of dyes per nanoparticle 
can be adsorbed, resulting in enhanced light harvesting. 
Upon dye excitation, electron injection to the conduction band of TiO2 occurs. If the charge is 
not extracted to an external circuit, as in the case of DSSCs, or transferred further to an acceptor, 
the electrons in the CB will eventually recombine to the oxidized dye. In efficient dye-sensitized 
solar cells (DSSC), this process is not of much importance since the regeneration of the oxidized 
dye by a redox electrolyte is much faster (~100 times) than the recombination. On the other 
hand, if the goal is to transfer the electrons to an acceptor, which is either anchored to the TiO2 
surface or in solution, back-electron transfer becomes the main competitive route.  
5.2.2 The use of ionic liquid electrolytes to control back-electron transfer 
kinetics 
There is a number of factors that can affect the kinetics of back-electron transfer in dye-
sensitized semiconductor interfaces. One of them, is the properties of the surrounding 
environment. It is known that the polarity of the solvent has an effect on the kinetics of 
recombination in DSSC.62 However, to the best of my knowledge, the influence of ILs on the 
kinetics of back-electron transfer has not been reported before. 
In this study, the possibility of using room temperature ionic liquids (ILs) to control the kinetics 
of back-electron transfer was explored. 1-alkyl-3-methyilimidazolium- based ILs where 
chosen. The rates of the back-electron transfer where compared to that in the presence of 
acetonitrile and 0.1 M LiClO4. 
                                                 
 That contains pores between 2-50 nm 
34 
 
We hypothesized that bulky cations contained in ILs can serve as a blocking layer protecting 
the dye from recombination as they will temporarily reorient and accumulate at the charged 
TiO2 surface. A shematic representation of this is shown in figure 5.9. Compared to for example 
the small lithium (Li+) ions in organic solvent electrolytes, cations in the ILs should be more 
prone to form layered structures at the charged interface.63 If this is true, the kinetics of the 
back-electron transfer should be slower in the presence of these cations compared to the kinetics 
in the presence of Li+.  
 
Figure 5.9 Schematic representation of back-electron transfer in D35-sensitized TiO2 and the effect of the 
cations in ionic liquids. 
The kinetics of back-electron transfer in D35-sensitized TiO2 thin films, were probed with 
nanosecond transient absorption spectroscopy. The spectroscopic features of the ground-state 
bleach and oxidized dye are shown in Figure 5.10. The kinetics were probed between 600-680 
nm, where the oxidized dye has the main contribution to the absorbance. The kinetics were also 
probed at the wavelength of the ground state bleach (540 nm), the resulting kinetics where 
different and somewhat more difficult to interpret, given that no specific trends were found. 
Possibly, a Stark-effect dominating contribution could explain this behavior,64 however, no 
details will be given here since this will be a separate subject for future work. As it can be seen 
in Figure 5.11, the64kinetics of back electron transfer are slower in the presence of 1-butyl-3-
methylimidazolium hexafluorophospate (BMIMPF6) compared to that in acetonitrile. The 
kinetics are even slower in the presence of an IL containing a larger cation; 1-hexyl-3-
methylimidazolium hexafluorophospate (HMIMPF6) (see Figure 5.12). Numerical values of the 
kinetic rate constants of transient absorption decays are shown in table one. The values were 
obtained by fitting the decays to double-exponential functions. 
                                                 
 “The change of spectra of atoms and molecules due to the presence of an external electric field”[64]. 
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Figure 5.10 Transient absorption spectra of 
D35- sensitized TiO2 probed after 100 ns of 
the 520 nm excitation pulse.  
  Figure 5.11. Kinetic traces of D35- 
sensitized TiO2 thin-films on glass in 
contact with acetonitrile, BMIMPF6 and 
BMIMSCN, recorded at 600 nm. 
 
 
Figure 5.12. Kinetic traces for D35-sensitized TiO2 thin-films in contact with BMIMPF6 (blue) and HMIMPF6 
(red) probed at 680 nm and corresponding double exponential fits.  
Table 1. Kinetic rate constants of transient absorption decay, in D35-sensitized TiO2, probed at 680 nm. 
Sample A1[%] kobs [105 s-1] A2[%] k’obs [105 s-1] 
HMIMPF6 50±5 1,7 ± 0.9 50±4 0,07 ± 0,01 
BMIMPF6 50±9 1,5 ± 0.5 49±9 0,14 ± 0,06 
CH3CN 60±4 2,4 ± 0,3 40±4 0,24 ± 0,05 
0.1 M LiClO4 53±3 5,9 ± 4,2 47 ± 3 0,41 ± 0,11 
 
As it can be seen in table 1, the rate constants of back-electron transfer are smaller in the 
presence of HMIMPF6 and BMIMPF6 compared to those in the presence of acetonitrile and 
LiClO4. This seemed to be in accordance to our initial hypothesis, however, this had to be 
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corroborated by the exclusion of other effects such as viscosity and differences in the efficiency 
of electron injection. As described in the manuscript, viscosity effects were excluded by 
comparing to the back-electron transfer kinetics in the presence of a quasi-solid electrolyte 
based on polyacrylonitrile, ethyl carbonate and propyl carbonate, which has a viscosity at least  
three order of magnitude higher than the viscosity of the studied ionic liquids.68 A much faster 
decay, compared to that in the presence of iodide was observed, and therefore, high viscosity 
was ruled-out as the main reason for slowed back-electron transfer. Differences in electron 
injection efficiency were neither responsible for the slower kinetics, as demonstrated by 
comparing the initial intensities of the kinetic traces. Thus, the initial hypothesis seemed to be 
adequate to explain the results. 
The faster observed decay of the oxidized dye signals in the presence of 1-butyl-3-
methylimidazolium hexafluorophospate (BMIMSCN) and 1-butyl-3-methylimidazolium 
hexafluorophospate (BMIMI) could be attributed to regeneration of the oxidized dye by the I3
-
/I- and SCN2/SCN
- redox couples, as it is reported in the literature and corroborated by 
spectroelectrochemical experiments, see Figure 5.13. 65,66  When D35 is electrochemically 
oxidized, spectral signatures of the oxidized dye are observed at around 400, 600 and from 700-
1000 nm. Upon addition of BMIMSCN and BMIMI these spectral features disappear and the 
spectroscopic signatures of the ground-state dye are observed again.  
 
Figure 5.13 Absorption spectra of D35 on TiO2 in the presence of the ILs after electrochemical oxidation. 
To summarize, the slower kinetics of back-electron transfer in the presence of ionic liquids 
containing bulky, 1-alkyk-methylimidazolium cations, and inert anions has been demonstrated. 
We propose a mechanism where the reorganization of cations near to the charged TiO2 surface 
have a temporal screening effect on the columbic attraction between the electrons in the 
conduction band and the oxidized dye. We suggest that this idea is interesting to be further 
explored as a possible strategy to obtain longer-lived charge separated states in dye-sensitized 
semiconductor assemblies for solar energy conversion.    
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6. Summary and future perspective 
This work was devoted to the understanding of excited states reactions in molecular and 
molecular-material assemblies for solar energy conversion. Two different systems were 
studied. The first one, a model complex for artificial water splitting, was showed to be 
unsuccessful due to intramolecular, competitive electron transfer processes within the 
molecular assembly.  
In the second work, it was shown that ionic liquids can be used to control interfacial electron 
transfer processes in dye-sensitized mesoporous TiO2, by taking advantage of the size and 
polarization of the ions. This idea can potentially be used to achieve longer charge separated 
states which are needed for multi-electron photocatalytical reactions to obtain solar fuels. 
By comparison of these studies, and the analysis of the studied literature, it can be concluded 
that although molecular design offers control and tuning of spectroscopic and photophysical 
properties of photosensitizers and catalysts, in general, the electron transfer processes in purely 
molecular assemblies for solar energy conversion are very difficult to understand and control 
due to their complexity. On the other hand, electron transfer processes in hybrid molecular- 
semiconductor assemblies are more easily controlled and understood, due to the existence of 
several interfaces which can be easily modified by the introduction of additives or by slightly 
modifying the structure of their components. Therefore, by combining the design potential of 
molecules, and the beneficial charge separation properties of semiconductors, hybrid 
molecular-inorganic material approaches for solar energy conversion become advantageous 
alternatives that deserve much effort in solar fuels research. 
The continuation of this project will focus in further exploration of strategies to achieve long-
lived charge separated states in dye-semiconductor interfaces. Future studies will comprise: the 
study of cation-semiconductor interface interactions through the analysis of kinetics of back-
electron transfer and the Stark effect. We will continue studying ionic liquid and gel-based 
electrolytes. In parallel, we will study conduction band mediation in molecular-semiconductor 
assemblies, where the aim is to achieve visible-light induced electron transfer from a dye to a 
model catalyst. 
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