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I NTRODUCTION . 
Dans ce travail , à cCté de la description 
de l ' implémentation d 'un interprét8ur LISP , :nous 
avons tenté de faire une étude c r i ti q u e de c e l8,!:g8,-
ge en séparant , d es n otions sans original i té vêrit e -
ble , c eJ_l es qui font du LI SP u~,. lo.:::1.gage à pe.r-t dans 
l ' e nsemble des langage s de prog ramnation évoluls co~-
r amment u tilisés . 
La. p remière parti e étu:lie J_e LISP 11 pur" le-
ciuel cont i ent toutes l e s ce,rc ctéristiques vr,,ü1:1e:r:t 
intéressantes d e c e langage , av. point de vue thf o:;:-i -
q_ue . 
Le LISP est f',us s:i. ,.m. d0s seals langages 
qui :fas se ·,;_n u se,6 e systémc.tique d ' un p:r.ogre.mme r.§cu-
p érateur pour la gest ion de la mémo ire. Pour cette 
rai s o n , la q_u2,tri' me partie , q ui traite de c e prob_è·-
me , e st une des plus i mporte:::1tes de c e trnve. i l . . 
· Le, deuxièr. e p art i e dé c rit les p:r i ncipe.les 
extensions a pportée s a,u LISP " pu . .:c " et donne lo. Ta,ison 
de leur introductio:c. . 
La troisième p artie tra ite d es progre.mmes 
d ' entrée / s o =,.~t i e et dv. supervi sev.r. :Sl1e contient sur -
tout des détails d ' implé~e ntation . 
Enfin , la c inq_u ième p art ie contient deux 
exemples de trait ements écrits on LISP et le r ésu l tat 
de leux exé c ution p ar notre inte rpréteur . El le pro uve 
le bon f oncti onnement de celui-ci . 
I. 1 
PREMIERE PARTIE LE LISP "PUR". 
Chapitre 1 Les types de valeurs et les algorithmes primitifs. 
§ 1. Types de valeurs en LISP. 
Du point de vue de son champ d' a pplication, 
le LISP est un l a.ngage de traitement de l'information non 
numérique, plus précisément, de l'information pouvant se 
traduire de façon plus ou moins commôd e par des listes. La 
dérivation formelle, la d émonstration automatique de théo-
rèmes sont des exemples de tels traitements. 
Rappelons la définit ion d'une liste: 
Une liste est une suite finie, peut-tare vide, de symboles 
atomiques ou de listes , mise entre parenthèses . 
Par symbole atomique , on entend en LISP : suite finie de J.et-
tres majuscules et de chiffres , commençant par une lettre . 
Voici un exemple de liste, 
(( F~RTRAN,ALG~L,C~B~L)( PL1 )). ( 1 ) ( ... \ -,. ; 
Nous allons chercher à mettr e en 6videnc a 
un tyr,e de repré sentation des listes en mémoire r1 1 ordinataur 
renda n t l~)S opéra tions de manipula tion de 1.ist;es l.e s moins 
cotlteus es p o s sible. ( Aux p oint s de vue place mémo i re-: et 
tempo d' exécution. ) 
Un premier mode de r eprésentation, évident , 
consisterait à r anger tout e liste en mémoire sous forme d e 
cases d e mémoire contigu~s , chaque c ase contenant la :~epré -
sentation interne du carac tère correspondent de l a l iste . 
C'est la façon de représent er les chaînes d e c a ractères d a ns 
des lange.ges tels que PL/I. Dans cette hypothèse , la. liste 
(1) occupe , en mémoire, au moins, 28 cases consé cutives. 
Toutefois, cette manière de procéder ne serait guère fécond e 
dans un l angage de manipulat i on d e l istes , car elle rend très lourt 
le trai tement. Par exemple, considérons les deux listes : 
((F0TRAN,ALG~L,C~B~L )( PL1)) et (( LISP,SLIP) ( IPLV)) 
Si l'on veut créer la liste ayant pour éléments tous les élé-
ments de ces deux listes, on devra, forcément, recopier ces 
éléments et réserver- de la place mémoire pour y mettre la liste: 
(( F~RTRAN,ALG~L , C~B~L)(PLî)(LISP,SLIP)(IPLV)) 
(*) On convient de séparer les symboles atomiques, dans les 
listes, par des blancs ou des v:ir:gules . D'une façon générale, 
on admet qu I on ne modif'.ie pas J.a nature d 1 une liste si on in-
tercale entre ses éléments un nombre arbitraire d e blancs et/ 
ou de virgules. Ainsi, la liste (CAR,CDR) est équ~valente à 
la liste (,,CAR,,CDR,). 
I.2 
La constitu:ti;onde cette liste exige : 
- réservation ù.e place pratiquement égale à 
celle occupée p a.r les liste s :l.ni tiales, 
- r e copiage quasi intégral des lis tes ini~ia-
les d ans la nouvelle zone. 
Autremen·t dit, on gaspille de la place et du temps d I exé cution . 
Nous allons, donc, chercher de meilleurs modes de représenta-
tion i nterne pour J.es listes; c'est c e·tt e déme.rche qui noue 
eJaènera à définir la S-expression , type de valeur le plus gé-
nér a l en LISP comme un corollaire du choix de la "meilleure 
r e présentation internë 11 des listes. 
Correspondance Arbre Liste. 
(n41) tel que: 
On appelle _arbre u n ensemble .A. de n noeuds 
il existe un noeud 1-,rivilég.:i.é appelé ~i.ne 
de ;I-'arbre, 
- l' ensemble des noeuds restants peut ~tre par-
t itionné en m (m );0) sous-ensembJ_e s qui son·~ , E:,1J.:x-mfüt1er.;; , des 
a rbres: A1 , ••• , A ... . m 
Les arbres A1 , • •• 1 Am sont appelés s ous-arb;c!a,.El, de A . 
Les n o euds de A1 , • • • , A sont appe lés dc c ce:r.da.n·ts de la re.-, m ----- -~ 
cine de A, et le s racines de ./1_ 1 • • • , A sont appeJ.8e3 .0..1.i..'.:S~~ 
seurs de la re,cine de A , en:fin les noG u.5\.; qui i:'1.' r.m.t pas cï.e 
descendants sont appelés noeuè s t8::i.·mir:.c.ux;..:. 
La représentation la :plus habi tueJ.le d I un arbre 0st c onstituét~ 
par un ensemble d e points, los n oeuds, reliés ent- e eux par 
des traits symb olisant les lienc:1 ent re l.es racines et leurs 
sous-arbres. 
Ceci di t, consid érons un t ype d ' arbres particulier tel que leurs 
noeuds soient tous le symbole 11 * 11 , sauf' pour les noeuds t ermi-
naux qui peuvent @tre, soit des symboles a:tomic,;_ues t s oit le .,...ym-
bole 11 -~ 11 • Il es t f'acile de se conva.incr.., de ce que l I arbre de la 
figure 1 est équivalent à l a liste ( 1) en. tenan·t compte de la 
table de correspondance suivante : 
ARBRE 
- noeud terminal:- atome 
Il* Il 
- sous-arbre non réduit 
à un noeud terminal . 
a.t ome . 
liste vid e . 
s ous-1.iste. 
I.3 
On pourrait se servir de cette équival e nce pour imaginer un 
mod e de r eprésentation des listes en mémoire : il serait natu-
rel, dans ce cas, que chaque noeud de l 'arbre soit représenté 
par une cellule de mémoire. Le<J cellules représentant des "* " 
contiendraie1t une série de pointeu.rs vers leurs suc c esseurs et 
les cellules représentant des symboles atomiques contiendraient 
les cara~tères de l a représentation externe du symbole; toute-
foi s , l'emploi d e cellules de mémoire de longueur variable ris-
que de poser des problèmes lors du traitement et nous allons 




Une struc ture, semblable à celle d'arbre , 
mais plus facile à implémenter est celle d'arbre binaire . 
On appeJle arbre binaire~ 
soit l'ensemble vide, 
soit 1 1 ensemble d I une racine e t de deux e.rbres 
binaires disjoints appelés sous-arbre binaire gauche et sous 
arbre binaire droit. 
En examinant conjointement les définitions d'arbre et d'arbre 
binaire, on se c onvaincra de ce que la struc ture d'arbre bi-
ne.ire n 'est pas un cas 120.rticulier de la structure d' arbre, 
puisque, par exemple , l'ensemble v:Lde es t un. arbre binaire, 
mais p as un arbre. Tout arbre a , en effet, au moins U..'J. noeud: 
sa r a cine . 
Comme pour les arbres , nous ne considérerons que des arbres 
binaires dont les noeuds non terminaux sont d e s"*" et J:es 
noeuds terminaux s ont s oit des symboles atomiques , soit des 11 * Il 
La figure 2 montre un exemple d ' arbre binaire. 
Figure 2. 
L'impJ_émentation de la structure d' arbre 
binaire est 1.e:, suivante: 
est 
- un atome représenté en mémoire par une 
I.4 
adresse pointant v-ers une zone qui contiGnt les caractères 
de sa représentation externe préc édés d'u_~ indicateur pré-
cisant que la zone qui suit contient d es caractères et don-
nant la longueur de la zone . 
un arbre bin!:.ire vidJl est représenté par 
une adresse particul~ère que l'on désignera par J.e syobole [2:J. 
- un arbre bina.ire ayant pour racine une 11 "'" 11 
est représenté par l ' a.dresse d'une cellule mémoire contenant 
un indica·t;eur et deu::-:: champs; l'indicateur précise que la 
zone qui suit contient deux adresses, les deux champs con-
tiennent les représentations du sous-arbre binaire gauche 
et du sous arbre binaire droit. 
En convenant de désigner J_' adresse d I une zon.E• 
de mémoire par une flèche pointant vers le début de cette 
zone, l'arbre binaire de la figure 2 donnera lieu en mémoire 
à l'assemblage de c ell.ules de la fi gure 3. 
Figure 3. 
H T R A N L 
I.5 
S-expression . 
De m8me qu'on avait établi une équivalence 
en·tre la s·t:ructure bidimensionne:1..le d I arbre et la structure 
linéaire de la liste, on peut associer, par introduc-tion des 
symboles de ponctua-tien " (" , 11 ) 11 , ". 11 , une structure li-
néaire à la structure d'arbre binaire . Il s ' agit de la struc-
ture de S-expression. 
Une S-expressi@ est 
soit un symOole a tomique , 
s oit une paire :eointée, c'est à dire l ' ensem-
b le de deux S-expressions, séparées par un poix:i:t et mises 
entre parenthèses. 
L'équivalence est réalisée par la table de correspondance sui-
vante : 
Arbre binaire 
-arbre binaire vide, 
:..arbre b inaire atomique . 
( noeud termine.l /. "*" ) 
-arbre bina.ire non atomique. 
-sous-arbre binaire gauche. 
-sous-arbre binaire droit 
S-expres s ion 
-symbole atomique 11 NIL". 
-symbole atomique. 
- paire pointée , 
premier élément d 'une paire 
pointée . 
- second élément d'une paire 
pointée. 
On peut remarquer que l I arbre bine.ire * corres-
pond à la S-expression (NIL.NIL) • 
D I après la ·t:ab le, la S-expression équ:i.vaJ.ente à l.' arbre binai-
re de la figure 2 e s t: 
(( F~RlRAN. (ALG~L.(C~B~L . NIL ))).((PLI.NIL). NIL )) ( 2 ) • 
Représentation des arbres par des arbres binaires. 
Faisons effectuer une rotation de 45 degrés 
à 1 1 arbre binaire de _le. :figure 2. Nous obtenons la figure sui-
vante: 
Figure 4 . 
:==~--)!-=~---*--\ 
F~RTRAN ALG~L PLI 
I . 6 
Si nous :fusionnons l0~ "*" situées sur un 
m~me trait horizont?.J. , nous retrouvons l ' e.rbre de l a :figure 
1; n ous avons ainsi défini une correspondance entre les ar-
b res et les arbres binaires . 
Ce ci nous permet, gri!ce aux équiv-a.lencee établies plus haut 
d e r edéî:i.nir une J.iste comme une S-expression d'un type par~ 
t i c u l ier . Comme nous avons établi un mode de représentation. 
interne pour l es arbres binaires , c ' est à dire pov.r les S-
express:ions , n ous aurons , du mgme c ou.p, u.n mode de représen-
t ati on des l istes. 
Redéfiniti on des l ~tes . 
On appelle liste, une S-expression qui est 
s oi t le s ymbole ato:nique 11 NIL" , 
s oit u ne paire ·pointée de la ~orme 
. . . ) ) ) 
où l es o<. sont d es S-express ions . De pJ,us , on con.vient d I é-
cri r e uii tel type de S- expression sous la forme 
• • • rO'- ) • n 
La S-expreaion ( 2) n ' est donc qu'u.n-s- autre 
façon d ' écri re l a liste (1) • L'énoncé de toutes les ~qui-
valences vues p l us hau.t le prouve . On peut e.ussi le vc:Î.l' 
d irectement en rema rquant que: 
( PLI . NIL ) = ( PLI) 
( F0RTRAN. ( ALGll)L . ( C y)B~L. NIL ) ) ) -- ( 1<"'0RTnAN, ALG·y)L r C 0B0L ) 
et d onc , 
(2) = (( F~RTRAN 1 ALG0L, C~B~L). ( (PLI ) . NIL ) ) 
= (( F0RTRAN , ALG~L,C~B~L )( PLI) ) = (1 ) 
Le dével oppement q_ui précède, montre que la 
n ot i on d u S- expression a é-t:é introdui·te, principalement~ 
en vue de permettre ·une implémentation efficiente des str1,i.C•• 
t ure s d e liste . Reste à. montrer que cet ·te implémen t ation est 
e f f e c t i vement effi c iente . Nous nous contenterons de la compa-
r e r à la méthode élémentaire dé crite à la page I . 1 • 
Prenons l' exemple des deux l istes , 
(( F ~RTF.AN , ALG0L, C~B~L )( PLI )) et (( LISP,SLIP )( IPLV )) • 
/ 
Faisons l ! hypothèse Cj_ue la place méH10ir·e occupée _par une 
adresse e st le double de celle occupée par un c arac tère, 
Dans ces conditions, cherchons a construire la liste 
( Fç6R'rR.AN ,ALG0L, cç6Bç6L, PLI , LISP, SLIP , IPLV) 
formée de s "'ymboles atomiques des à.eux listes . 
I.7 
Par la méthode de la page I.1, i l faut réser irer un no:nbre 
de c ellules contiguës suffisant pour y loger la nouvelle 
liste. Cela exige : 
- un examen des deux listes initiales p our 
calculer l e nombre de caractères de l a n ouvelle liste (40) . 
- le choix d ' une z one de mémoire de longueur 
égale à 40 caractères, 
- le réex amen des deux listes pour recopier 
les symboles atomiques d ans le. ncn.1.velle zone . 
Par la méthode que nous avons choisie, il suÏfit d' explorer 
tous les noeuds des arbres binaires représentant les deux 
listes ini t i ales . Chaque fois qu ' on arrive à un noeud qu i 
est un symbole at omique, on choisit une c ell.ule d e mémo i re 
constituée de deux champs d'une a dresse ( cellule équivalen-
te à 4 caractères ). Dans le premier champ, on met l 1 e.dresse 
du noeud atomique, d ans le second champ, on m~t l'e.dresse cz:J 
si c'est la première fois qu'on choisit une cellule, e t sinon, 
on y met l' adresse de la dernière cellule choisie. 
Outre le fait qu'on utilise moins de place 
·mémoire av·ec la seconde méthode, cotte place est r tipa.rti e 
en 7 c ellules de dimensions fixes, qu i une fois dev enues 
inutiles , pourront ~tre réutilisées d i rectementt alors que 
l'utilisation da zones de longueur variable, par lA. première 
méthode pose des problèmes lorsqu ' on veut r6ut~l i ser des zones 
périmées pour y mettre d ' autres liste s de longueurs diffé-
ren t es (C ompactage) • 
De plus , le traitement à effectuer ave c l a seconde méthode 
est plus simple: il s I agit seulement de pe,rcourir un a rbr e 
binaire, en suivanx des pointeurs, tester l'atomicité d ' u...~e 
zone, recopier des adresses . 
Dans le traitement par la première méthode , il :faut examiner 
l es listes caractère par carac tère , compter les c aractères, 
e xaminer chaque caractère p our voir si c' est 11 ( 11 ou 11 ) 11 ou 
", " ou " " ou une lettre . 
La copie d'un atome , par la première méthode, implique le 
transfert d' une zone de longueur variable; par. · l a seconde 
méthode , il suffit de copier une adresse . 
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Définition des types ~e valeurs en LISP. 
Nous pouvons ,maintenant, donner une définition 
des types de valeurs tra,i tées par le LISP, sans qu'il soit 
besoin d'expliquer davantage le pourquoi de cette définition. 
- Toutes les valeurs traitées par J_e LISP sont 
des S-expressions . 
- Une S~expression est 
soit un atome , c'est à dire une suite f'inie 
de lettres majuscules e t de chiffres commençant par une lettr e~ 
soit u ne paire pointée, c'est à d:i.re un ~tro 
de la forme (< S-expression> .<S-expression>). 
- Pa:rmi les S-expressions, il en est de p~ti-
culières, appelées listes . Une :Liste est 
soit le symbole atomique spécial "NIL" dési-
gné aussi par 11 () 11 et appelé "liste vide", 
soit une paire pointée du type (<S-expression>. 
<liste>). 
Il découle de cette définition que toute li s te peut s'é~rire 
sous la. forme 
• • • ( <X • NIL ) •• , ) ) ) 
n 
où les ex. sont des S-expressions; cependant , on convient de 
l'écrir~ plut8t 
( cx.1 J ,CX ) 
n 
ou encore, 
(or 1 • • • O< ) • 
n 
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§ 2. Les algorit:b..mes primitifs du LISP. 
Dans t out langage de programmation, les no-
tions de type de va.leurs et d I algorithme primitif, ou J"Jri-
mi ti ve du langage sont fortement liées . En Algpl 60 ,par 
exemple , on a les types entier et réel, et on a l es opérateurs 
primitifs "x 11 , 11 + 11 , 11 - 11 , 11 •/." , 11 / 11 , "1" qui, combinés, 
permettent d ' effectuer un traitement quelconque sur des va-
l eurs de type entier ou réel. 
En LISP "pur", on a 5 algorithmes primitifs 
qui constituent la base du traitement d es S-expressions. Ces 
. algorithmes sont définis comme des f'onretions admettant un ou 
deux arguments qui sont , évicftnment, des S•-exprQSions . 
Vo ici la d éfini tion de ces fonctions . 
Les fonc~ions 11 c ~r" et 11 cdr" sélection des éléments d'une liste. 
Convenons de désigner . une S-exprese:i.cn par une 
lettre minuscule; soit alors x, u~e S-Gxpression quelconque. 
Six est une paire pointée (~.p) , 




et, six est un symbole atomique, la valeur de l' application 
d'une de c es fonction s à x est indéfinie. 
Dans le cas d' une S-expression écrite s ous for-
me de paire pointée, o n voit bien que 11 car 11 et "cdr 11 sélec-
tionnent, respectivement , la première et la seconde S-expres•• 
sion de la paire. Examinons leur a ction dans le c as d'une 1.iste. 
Soit X = (cx ·1 , 
c ar[ x} = 
' ex ) 
n 
,une liste. On a 
car [ (0' 1 , •• • , cxn)J 
= car [( o< 1 . (C< 2 . ( ••• y 
0( 
( ex • NIL) 
n 
. .. ) ) )] 
cdr[ yJ = cdr [ (o: 1 • (o<2 • ( (cxn .NIL) ••• ) ) )] 
= (Cl{ ? .( • •• (ex . NIL ) ••• ) ) 
._ n 
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On voi t q u e I c a r 1: sélect ionne le pre1nier élément d I u ne l i ste 
e t II cdr " l a liste des élémente::: res c,· :..1.ts. On en déduit, immé-
dia temen·t, qu e , p ou r sé] .ectiom1er l e k - ième élément d I u ne 
li s te 
• ' • , 0( ) 
n 
il f a ut d I abord lui a ppliquer k-1 :fois 11 cdr" potu~ obteni r l a 
liste 
• • • , a ) 
n 
puis une foi s " c ar " ponr obt en i r o: k . 
Exemples . 
- c e.r [NI L] 
- cdr [ () ] 
} sont i ndéfini s , 
- c a r [ ( ALG~L . C ç6BpL ) ] - ALG-0L 
- cdr [ ( ALG0L. C ~B0L)] -- C 0B0L 
- cdr [( ALG~L , C0B0L)] = (C~B0L ) 
- cdr[( ALG~L) ] = () =NIL 
La fonction 11 c ons " construction d ' une paire p o intée . 
Soient x et y ,deux S- expression s quelconques; 
alors, 
con s [x ; y ] e st la pai re p o i n tée ( x .y) 
Cette :fon c tion réal ise , en que lque s orte , l' o-
p é r at i on i nverse des d e u x fon c tions pré c édentes . Plus pré ci -
sément, si x es t une pai re pointée , on peu t calculer : 
t = ce.r [ xJ 
u = c d r [ x J 
et on a , alors 
cons[t;u] = X 
Si l 'on veut con s truire une liste dont l e s élé-
ments sont l e s n S-expressions cx1 , d e la f a çon s u i v a n t e : 
• •• , d , on peut procéd e r 
n 
(ex . NIL ) = (ex ) 
n n 
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. . . . . . 
• • • 'o( ) 
n 
Les p rédi cats "at om" et 11 eq '' valeurs logiqu es en LISP . 
Lorsqu ' on effectue u n traitement sur de s va-
leu r s , il est toujours né c essaire de pouvoir t ester la. nature 
d e c e r tains résul te,ts intermédiaires pour décider de l e, sui te 
du traitement . Nous indiquer ons, dans la suite, les règles 
u tili sées en LISP pour programiner un traitement compleJc , me,is nous 
d éfinissons, ici , l es deu x p rédicats 11 a t om11 et " eq" permettant 
d ' effectuer des "tests élémentaires 11 sur des S-expressions . 
Un prédicat est une fonction "logique " , elle 
ne peut prendre qu e deux valeurs : i1vrai II ou " f'aux" . En LISP, 
on dé c i de que 
J_e symbole a-tomique " F" représente la valeur 
l ogique " faux " et que 
l e symbole atomique "T" représente l a valeur 
l ogique "vrai ". 
Ceci dit , on comprendra , sans peine, la s ignifica tion des dé--
finiti ons sui vantes . 
Exemples. 
Si X et y s ont des S-expressions, alors , 
a t omf x ] est T si X est un symbole atomique, 
a ·tom[ xJ e st F s i X est une p a ire pointée; 
s i X et y- sont des symboles atomique s , 
eq[ x ; y] 
eq[ x;y] 
est T s i x= y , 
est F si x ! y , 
sinon , l a s i gnification de eq[ x ; y ] est i ndéfinie . 
- a tom [ ( ) ] = T 
atom[F] = T 
- atom[ (( F~RTRAN, ALG0L , C0BOL )( PLI ))] = F 
- eq_ [T ;F] = F 
eq [ NIL; ()] = T 
- eq[ ( A . (B.C ) ) ; (A. (B.C) )] e st indéfini. 
l 
I. 12 
Chapitre 2 Le 11 st:y-le II d e programmation en LISP. 
§ 1. Introduction . 
En pl.us des algorithmes primitifs qui définis-
sent les traitements é lémentaires des valeurs, n 1 importe quel 
lange.ge de ;irogra.•n.mation possède un certain nombre de mécanis-
mes permettant de le s combiner en tre eux de façon à constituer 
des algorit:b.mes d ' une complexité , en principe, il-Limitée. 
Alors que l es types de valeurs et leurs pri mitives nssociécs 
définissent le II champ d ' application" du l a nge.ge, on peut dire 
que l'ensemble de ces mécanismes définit un "style" de program-
mation. 
A c e point de vue, le LISP se djstingue :fonda.-
me ntalement de la plupart des l angage s h a bituels t els que 
F~RTRAN , Algol , PL/I. Ceux-c i peuvent gtre qualifiés de 11 ség_uen-
tiel_s " pa:r ce que un programme écrit dans ces langages peut 
~tre déco• posé e n une suite d' a ctions qui seront exécutées 
]_'une après l'autre au cours du temps. Le LISP, par c ontre, 
e st ql:..ali:f i é de ":fonc tionnel II parce que l I ensemble du. p rogram-
me et de ses données y rev@t l I apparenc e de l' applica.-tion d 1v.ne 
fonction ( le programme ) à des arguments constants (J .es do:n....~6cs). 
Ce la veut dire qu 'on définit globalement le trai tement à effe c-
tuer sans le d &composer en actions dont on :fixe l'ordre d ' exé -
cution. 
Un progre.rmne, écrit en LISP, est donc U....'1.e cons~• 
truction du type 
. . . · ex ] 
' n 
où les ct. sont des S-expressions. Une telJ_e construction est 
appelé e *forne 11 • Les notions de :forme et de fonc tion jouel'lt un 
rôle très important en LISP . C ' est pourquoi nous discl.terons 
d ans le§ 2 des relations qui les lient , indépendamment de +,out 
l angage de programma tion, de façon à éviter t oute confusion à 
leur su jet. 
§ 2. Les formes e t les fonctions . 
Les notions d e forme et de fonc tion sont inti-
mement l i~es . On peut dire que: 
une forme est l'application d 1lme fonction 
(dont on connaS:t l a définition ) à des arguments déterminés, 
t andis que 
- une fonction peut être définie par l ' asso-
ciation d ' une liste de variables et d'une forme dans laquel-
le c es variables peuvent figurer . 
I.I3 
Le s variables de la. liste sont dites "liées " 
ou encore "mue ttes" , tandis que les variables appare,issant 
dans la forme mais pas dans la liste sont dite s "libres" . 
Il f'aut, p our que c es définitions ne constituent pas u...vie :;;,é-
ti tion de principe, admettre qu I il existe d es "formes p1:imi-:. 
tives", ce sont les variables et les constantes, et des 11 fonc -





, etc •••• 
Donnons un exemple , utilisant les notations 
d e l'algèbre moderne: 
f: !R-lR 
Au sens précisé plus haut , ·11 ±'" est une :fonc-
tion définie par e.ssocia.tion de l a ·11-ariable x et de la forme 
2x2+,x+4. La signification de i •association [ x ] f-=,-2x2 +3x+4 
est: 
11 Si on veut c a lculer J_a valeu.r de la fonc-
tion pour un n ombre réel donné, il fa-,xt remplacer, dans la 
:forme, tout <ë:s l.es occurences de x, par le nombre et évaluer 
le résultat" . ( Dans lequel, il n'y e. plus q_ue des c onstantes. ) 
( règle 1 ) 
La forme 2x 2+3x+4 est dé:fin.:i.e, qua nt à ell0, 
par combinai son d es formes primitives 11 2 11 , 11 3 11 , 11 4" , 11 x 11 
et des opérateurs primiti:fs 11 *" , "f" , "+" • 
Remarquons, enfin, en examinant la règ].e 1 
que le nom donné à une variable liée n ' a pas d'importanc e , 
c'est à dire qu 'on ne change pas la définition d ' une fonc t io~ 
si on r emplace le nom d 'une variable liée par un autre sym-
bole , sauf', toutefois , si c e symbole a,ppara1t dans l_a forme 
initiale. 
Ainsi l es fonctions ( 1 ) et ( 2) sont équ:i. valen-tes : 
(1) [x;y]}->-ax2 + bxy + cy2 
(2) 
(3) 
( on a r emplacé x paru . ) 
( on a remplacé x par y "liée" .) 
( on a remplacé x · par c "libre".) 
Par contre, aucune des fonctions (3) ou (4) n'est équivalente 
à (1): la fonction (3) est une fonction à un seul argument, 
alors que (1) a deux arguments ; la fonction (4 ) es t une fonc -
tion du 3ème d egré non homogène , alors que (1) est homogène 
du 2ème degré. 
l 
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Nous allons, :na.in tena nt , étudier les m.::c e.nismes 
fournis par le LISP pour construire cies formes et des fonctions . 
Comme un :progr~mme LISP est une :forme particulièr e: 
f [oc1 ; • • • ; c< ] où les C( • sont des S-expressions "données", 
n ous sauronel'.,1 du m~me coi:ip , éc:cire -tous les p rogrammes LISP 
possibles . 
§3 • Construction des formes en LISP. 
Le premier mé c a nisme du LISP pour la construc-
tion des formes est la c omPosi t iQn: 
Etant données, une forme du type f [x1 ; •• • 
où les x_. sont des va.ria.ble s et n formes e: 1 , • • • , e: , -l'expres~i.on f[g 1 ; • • • ;e:nJ el?t encore une forme. n 
Exemple. 
ca.1~[(A . B)], cdr [x] 
cdr[(A.B)], cons[x 1 ;x2 ] son t des formes e t, donc , 
; X ] 
Ti 
cons [cdr [( A.B )]; car [(A. B)]] et 
cdr[cons[cdr[(A.B)];car[(A.B)]]] sent aussi clea formes . 
On peut p o.r composition, obteni r des e.1-g ori-
thmes assez compliqués , c epe ndant , ces e.lgori thme s s--r-o:c'lt tou-
jours statiaues , c' est à dire f i xés èu~e fois pour toute s , 
indépendamment des val eurs des arguments . En vue de pouvoir 
programmer des algorithmes qui tiennent compte de la nature 
des données à traiter , on introd uit un se cond mécan:i.s,;1e : 
le s f ormes conditionnelles . 
et w1 , 
Etant données deux séries de formes é, , 
,~ , l'expression 1 
n 
[ S -> W • 
1 1 ' ;s - ~ ] n n 
,s 
n 
est aussi une forme , appel8e forme conditionnelle et dont 
l'interprétation est la suivante : on cherche la première forme 
s. qui a la valeur 11 "1/-rai 11 , plus précisement dont la valeur 
ni"est pà.s le symbol~ atomique 11 F 11 , si une telle forme ·existe, 
la valeur de la forme cond i tionnelle est la valeur de w., 
l. 
sinon sa valeur est indéfinie . 
Deu.1: remarques s 'imposent : 
- D'après l a définition d'une forme condition-
nelle, toute S-expression différente de "F'' représente la va-
leur log ique "vrai", dans l a sém8lttique du LISP. 
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- Les formes e. ne p e;.1.vent prendre, en prin-
cipe, que les valeurs 11 F 11 ou fîT '', c I est à dire q lle ce sont 
des formes prédicat ives: elles renvoient des valeurs logiques . 
Exemples de formes en LISP . 
cdr[cons[cdr [( A.B)] ;car [(A. B)]JJ 
:::: cdr[cons [ B ; A]] = cdr[ (B . A)] = A • 
[ atom[x] ~ [ e q[x;NIL] • NIL ; T• F] ; T• cdr[x]] 
Cette forme est du type 
où e 1 = atom x s s 2 = T 
w1 = [ eq_ [ x ;NIL]~ I\fIL;T"7F] r w2 = cdr[x] • 
Si nous rempla çons l a vari able x p ar l e, S-expression A, nous 
obtenons: 
[ atom [A];;.[ eq [ A; NIL] • NLL ; T~I•1] ; T• cdr [ A j] 
= [ T~ [ F • NIL ; T::.,,F] ; T• ?] 
. ' 
Nous verrons, dans T .a s uite, un grand nombre d 1 exempJ.ep,; de 
formes conditionnelles. 
§ 4; Définition d es fonc tions en LISP les nota tions 11 À 11 et "label•' 
En LISP 11 pur 11 , les :fonctions primitives s ont , 
comme nous l' avons vu., a u nombre de cinq : "car ", " cdr" , "cons " , 
" a.t om" ," e q". Toutes l es autres fonctions doivent @tre d é:f i-
nies d ' une :façon ou d'une autre par ass ociation d ' une forme et 
d'une liste de variables . 
Pour procéder à cet t e définition, on pou:r·rai t, 
d ans un programme , é crire d ' abord une expression du genre 
f: ; x ] ~ 8 où f est un identi:fice,teu.:r. 
n. 
et Ela forme associée; 
ensuite , s i on veut calculer la valeur de la fonction pour des 
arguments ~ 1 , • •• ,~, on é crira f[~,; • •• ;~] • On a donc défini la fonction aU:ant s on empJ_oi . 1 En LISP , non dé c ide de dé-
finir l a f onction " f" a u moment de son emploi e ·t au lieu d e 
procéder comm e ci-dessus , on é crira d irectement: 
; o( ] • 
n 
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L'expression \ [[x1 ; ••• ; ~ ];E] définit la fonction et la dé-Eligne en mélm0 temps . ( Ell~ joue J.e rôle de l' .: i.denti:ficateur 
"f".) C'est la façon d'écrire, en LI SP, "la fonction d éfinie 
en associant la sui te de variables x 1 , • • • , xn à la ±'orme E ". 
Voici, par exemple, la définition de la fonc-
tion qui sélectionne le trois ième élément d'une liste: 
~[[x];car[ cdr[cdr[x]]J] 
Pour sélectionne r le troisième élément de la liste ( A,B,C ) 
on peut donc écrire: 
~[ [x];car[cdr[cdr[x]]JJ[ ( A,BsC)] 
= ca::-:-[cdr[cdr[(A, B,C) ] JJ (rempJ.acement de x par sa valeur.) 
- car [cdr[(B , C) ]J 
- car [ ( C) ] 
= C 
Ce mécanisme est, toutefois, insuff'isa.nt si 
l'on veut définir des f'onëtions de façon récursive . Considé -
rons, p a r exemple, le. fonc tion, nommée "fd" qui cherche le 
dernier élément d'une liste non vidè. On peut écrire: 
fd = \[[x};[atom[cdr[x]] • car [ x ];T • :f.'d[cdr[x]]JJ 
Cet·i;e expression signifie: 11 :fd est la fonction d'un argument x, 
qui regarde si x est une liste d 'u.n seul élément, 
( en effet , dans ce cas, x = (o 1 ) = (o: 1 .NIL) e t 
atom[cdr[x]] = atom[ NIL] = T) 
si oui, elle sélectionne son u.11.ique élément, 
si non, on sélectionne la }.iste obtenue en sup-• 
primant le premier élément et on lui réapplique la fonction fd." 
On est rapidement convaincu d e ce que l'on a b ien défini la 
fonction désirée. 
Malheureusement, cette expression n' a pas de sens en LISP et 
le membre de droite de l'égalité n e suffit pas à définir fd , 
puisque la signification d.e l'identificateur 11 fd" n'y est pas 
précisée. Pour cette raison, on possède, en LISP , une règle 
particulière, perme t tant de lier un identificateur à une fonc-
tion de type~ : on définira fd par l'expression: 
label[fd;À[ [x] ;[atom[cdr [x]] • car[x ];T• fd[cdr[ x] ]J]] 
l-î définition de la fonction désignée pa..-r l' identificateur"fd" identificateur . 
symbole spécial, avertissant qu'on va trouver entre n[]n 
l'identificateur d ' une fonction suivi de sa définition en ter-
me de fonction -À. 
Une telle e xpresèion e st appelée : fonction-label. 
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Exemple . 
Cherchons le dernier élément d e la liste 
( B , C) avec la f on c tion 11 f'd 11 • Le prog .... amme à écrire est le 
suivant: 
label [ fd ;A [ [ x ]; [ a tom [ c d r [ x ] J~-c ar [ x] ; T• fd [ cdr[ x]] ]] ] .[ ( B , C )] 
( foncti on - label , argument ) 
= \[[x ]; [atom[cdr[x]},.car [ x] ; T,,..fd [cd r[x]]JJ [(B,c)] 
( fonction-À associée , argument) 
= [ atom[cdr [( B,c)] J,-ca.r [( B , C) ] ;T-f'd[cdr[(B ,c)J]] 
( r emplacement de x par sa yaleur. ) 
= [ F~B ; T~d [cdr [( B,c )]]] 
= fd[cdr[ ( B,cDJ 
= fd[ ( c )] ( i dentificateur de fonction , argument ) 
= ,\[ [ x ] ; [ a t om [cdr[x] ] • car [x ]; T:>f'd [cdr [ x ]]]] [ ( C)] 
( remplacement , de l ' identificateur par l a 
fonction-À associée. ) 
= [atom [ cdr [( C ) ]] • car [( C )J ; .T::,,fd [cdr [( C)] ]] 
= [ T-• car [( c ) ] ;T~fd [cdr[(c)]]J 
= car [ ( C)] 
-- C • 
§ 5. Arguments fonctionnels. 
Nou s n 'o.v on s considé ré, jusqu ' ici, qu6 de s 
fonc t ions aye.nt pour argumen-t s de s :for mes , ainsi dans 1 t e xemple 
car[cons [ x; y ]J , 
la fonction "car " a pour argument la forme co:n.s[x;y] consti-
tuée, elle m~me, de l'appli cation de l a fonction 11 cons:i aux 
formes élémentaires "x " et !!y". 
Il est permi s en LISP, de définir des fonctions, 
ayant p our arguments une ou p lus ieu.rs fon ctions. Un exemple 
très simple . de telle fonction · e Gt : 
A[ [x ; fn ]; fn [ x ]J 
qui est la f oncti on "' Ssociant à v..ne variab]_e et une fonction, 
l ' appli c e.ti_on de la fonc tion à l a. var i able . 
On a: 
;\ [[x;:fn] ; fn[x ]][ ( A. B );qa r ] = car [( A .B)J -- A 
- A [ [ x ; :fn] ; fn [ x J] [ A ; A [ [ x ] ; cons [x ; NI I ,J J j 
= A [[ x] ;cons [x ; NIL] ][A] = con s[A;NI L ] == ( .~) 
Le p assage des arguments fon ctionrJ.e l .s di:ff 'ère , 
en LISP, rad i calement du passage de s arguments qui s ont d es 
formes. Considérons l'ex emple suivant; d e programn1e LISP: ( *) 
~ [ [ x ; y] ; À [ [ x ; fn] ; f n [ x]] [c ons [ x ; y] ; \ [ [ x ] ; cons [ x ; y ]]] ] [A; NI L] ( 1 ) 
= A [ [x ; f'n]; :fn[x ] ] [ cons [A ; NIL]; A [ [x]; c ons [ x ; NIL]]] 
= À[[ x ; fn ] ;fn[x] ] [ (A);À[[x];cons[x;NIL]]J 
= À[[ x ];con s [ x ; NIL]][ (A) ] 
- cons [ ( A) ; NIL] = ( (A ) ) 
La séquence ( 2 ), ( 3), ( 4 ) montre que l'argu-
ment cons [ A;NIL] qui est une f orme peut ~tre éva lué : , ava nt 
d' ~tre substitué ~ d a ns l e corps de fonc tion : fn [x] , t andis 
que l'argument fonctionnel A [[x];cons [ x ; NIL]] doit Gtre sub-
stitué tel quel . 
( ·* ) La s ui te du § 5 peut @tre omise en premiere lecture, car 
l'exemple traité peu t p a r a î tre compliqué. On pourra :v- revenir 






On dit que les arguments qui e•ont des formes, son-t; passés 
32ar valeur, tandis que les argumente q_u.i s ont: des fonctions 
sont passés_par nom. 
La raison d'un tel comportement, c'est que 
des formes ne représentent , finalement, que des valeurs, 
pouv-ant @tre calcu.lées,une fois pour toutes , avant d'~tre 
passées au corps de fonction, tandis que des fonctions dé-
crivent un traitement à entreprend:i:·e et doivent donc ~tr-e 
passées telles quelles. 
Le passage des arguments fonctionnels en LISP , pose , e n gros, 
les m@mes problèmes que le passage des procédures comme para-
mètres formels en Algol 60. La façon de 1.es résoudre est, 
aussi, semblable. 
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Chapitre 3 La sy·ntaxe du LISP. 
Le ch a p:i tre p ~ écédent constituait une des--
cription du LISP où l'on mélangeait le s notions séma~tiques 
et syntaxiques; dans ce chapi t re , nous donnerons une défini-
tion rigoureuse de l1::, syntaze du la,nge.ge décrit intuitive -
ment, plus haut , et a.ppelé M-le,ngage . ( -~ ) Ensui t e , nous don-
nerons un ensemble de règles, IJermettant de transformer tout 
programme, forme ou f ne t ion LISP en S-expression. Le le,ngage 
ainsi obtenu s appeJ_le S-langae;e et son intér@t est J..ié a u 
fait que , jusqu ' à présent, c'est uniquement ce langage qu ' o~ 
utilise pour présenter des programmes LISP à une machine. 
I l semb1.e que la raison pour laquelle on n' u-
tiJ_ise pas le M-lang{;,ge pour J_e passage en machine soit qu'en 
S-la.ngage, un prograrnwe LISP est une S-expression et peut 
donc être arg1.Unent c1 'un autre programme, cet ave,ntage, for t 
théorique, pourrait ~tre utiliné :;,-iour modifier ou m~me créer 
un programme en cours d 'exécution . Il est assez r are qu'on 
utilise cei;t;e possibilité . ( ** ) A part cela, il n I y aure.i t 
aucw.1.e difficuJ_té à établir un programme de traduction a.uto-
matique du M-langage en S-langage et donc de permettre la 
programmation en M-langage. 
§ I. La syntaxe du M•-langage. 
- Une forme est 
so i t une consta nte , c'est à dire une S-expres sicn , 
soit une variable, c ' est à dire ùn id èntificat~1!:E, 
formé d I w.1.e sui te de lettres minuscules e-t de chif .fres , com-
mençant par u..~e lettre, 
soit une forme condi tiorm e lle , c'est à dire t1.ne 
expression du type [ êf?>- w1 i • • • ; E: ~ w ] où les€. et les w. 0 ont des formes et n>,,1 , 1 n n 1 1 
s oi t un argument fonctionn_tl , c I est à dire ur...e 
fonction , 
s oit l' application d ' une fonction , c'est à dire 
une expression du type rp[E:. 1 ; •• • ; e; J où ies s. sont des formes , f est une foncti on et n~O . n 1 
(*) M- langage est une abréviation de 11 Méta- l angage 11 • En fait , 
le M-langage n ' est p as différent, aux notati ons 9rès, du S-lan~-· 
gage . La raison de cette appellation est que , peu après la cré-
ation du LISP , son auteur a donné une description complète et 
concise de sa sémantique entièrement écrite en M-J.angage . D'où 
le n om d e " Mé ta-langage " . Nous ne donnerons pas ici cette des-
. cription , on la trouvera, notamment,dans les réÎérences [1],[2],[3] 
( ** ) Nous en trouverons un exemple , très simple , dans le pro-
gramme de simpl ification des fonctions algébriques de la cin-
quième partie . 
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- Une fon c tion est 
soit un de s alg ori thrnes primi t ifs: "car" 1 "cdr" , 
11 cons 11 , "a tom 11 , 11 e q n , 
soit un ident;hf'icat eu.r_, 
une fonction -~, c 1 est à soit 
sion du type A [ [x1 ; des identif icateurs et 
dire une expres-
; x ] ; e ] où r, est une 
n 
n~O , 
:forme, les x. 
2 
sont 
sion du type 
une fonction. 
soit un~ fon c tion-la.be l, c ' es t à d i re une expr ee-
labeJ_[f; 0] où f e st un i dentificateur et ù es t 
- Un programme LISP est 
une app lication de fonc t ion du typE:! 
;d] où les ci. sont de s c onsta n te s . 
n. i 
§ 2 · • Le S- langage : règles de p assage du M-la.ngage a u S-la:ngage . 
Convenons de not e r & eu w une forme d u M-langage 
et par e * ou w* sa t ransformée en S - expr 0ssi on; p a r <p , 9 on 11 
une fon ction du M-langa ge et p ar If * , 0* ou i'* sa tra nsfo :cnié f: 
en S-expression. Le s règles d e trans f ormat i on s ont les suive.n-
t 9 s: 
Règl es p ou r les f o rmes . 
(ES 1) Si e:, est une con s tante ,r:<, e,·}: est ( QU~ TE ,~) • 
(ES 2) Si e est une var i a b le, f., * est l e symbol ci ato-
mique obtenu. en rempJ_açan t t outes l e s l e ·t t r e s mi n u s c u l e s de E, 
par les ma j uscules corrcsponde,ntes. 
- Si E- e s t une f orme cond.iti o n r..elle 
;sri"~n], ~* est la liste (C~ND (& 1,~1) 
(ES 4) 
(FUNCTI9)N,f-ic- ). 
- Si 5 est un a rgument fon c t ionnel f ' 
(ES 5) 
cp[é-1; ••• 
- Si E, est l I a p plica tion d I une fonction 
;c;n] ,E,* e s t (r* ,E.f, ... ,t-~). 
Règles pour l es fonc ti ~ns. 
(e -x- ,c.1)·><· )) • 
n n 
s -r, e st 
(AS 1) 
à ES2. 
- Si f est un identificateur , règle i d e n tique 
' ; 
(AS 2) 
'f * es t 
- , Si 'f es·~ u...vie foncti on- ~ , À [[ x 1 ; ( LAMJ3DA(x1, . . . , x:) € >~) . 
... ; x j; E] , 
n 
(AS 3) - Si Cf e st une foncti on-label: label [,r; 9 ] , f~- est ( LA:BEL,r* , 0*·). 
Bègle p our les programmes LISP. (PS I) 
Puisqu' un programme LISP cp[cx 1 ; • •• ; O(_ J est 
un cas particulier de f orme du type "application d ' un~ fonction" 
sa t r ansformée est normalement (r *(QU0TE ,~l) . .. (QU0TE,~ )) . 
Nous u onviendrons , c ependant, de l.' l!crire, p us simplement, n 
('/)*,Ol. 1 , •• • ,~ ) • Il est bon de .rema rquer que c ela n ' est p ossi-b'.Le que parc e ~ue l' on sait que , dans c e cas, tou tes les formeG 
~- sont d o s constan tes . 
l. 
Exe mples de t r e.ns:for,nations : 
M-langage 
( A . (.B . C)) 
~l[x ];cons [x ; A]] 
[a t om [x ]~x ; T • car [x ]] 
(QU~~EfA .(B.C )) ) 
( LAMBDA ( X)( Cy1NS,X ( QU(tTE,A ))) 
( C ~ND ( ( AT9)M, X ) X ) ( ( QU0T:8 , T ) ( CA .. -q , X ) ) ) 
I.23 
Chapitre 4 La sémantique du LISP. . 
§ I. Introduct ion. 
P.uisq-.1e nous con...-vis.issons, maintenant, le. synta-
xe exacte du LISP, nous pouvons écrire tous les programmes 
LISP possibles, cependant, leur signification ne nous est pas 
connue, si ce n 1 est, intuitivement, grâce au chap i tre 2. 
Le but de ce chapitre est de fixer sans ambigui-
té la signification de tout programme LISP. Pour connattre cette 
signification, nous allons définir un "programme" nommé "eval.-
quote" qui, lorsqu'on lui fournit comme donnée un programme 
LISP écrit en S-la:::igage , a pour résultat une S-expression qui 
est, par définition, le résultat du programme LISP. En d'autres 
mots, "evalquote" interprète tout programme LISP. 
Le pr_ogramme "evalq_uote II se décompose, principa-
lement, en deux sous-programmes II appl;y·11 et II eval II dont le r8j_e 
est: 
- pour "apply 11 •: applica.-ti on d'une f'onction à 
une liste de constantes , 
- pour "eval" : éva luation d 'une forme . 
Ces deux progra.mmes se réappellent l'un l ' autre très souvent 
et u ·t ilisent, e n c omrnu.nf une liste de paires pointées, nommée 
"a-liste",comport ant des paires du type (<identificateur>. 
<S-expression>).Le r8le de cette liste est d'associer aux 
variables leur signification à un moment donné de l ' évaluat ion. 
Exemple de a-liste . 
( ( X ~ ( A • B) ) ( Y • ( C • D ) ) ( FN • ( LAMBDA ( X) X ) ) ) 
Une telle a-liste signifie : 
"X désigne la S-expression (A.B) 11 
"Y désigne la S-expression (c.D) " 
"FN désigne J.a S-expression (LAMBDA (X) X) " 
I· 
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§ 2. Le sous -progr e,mme " a pp l y " 
application d 1 ur1e f onc t ion à une liste de cons i;antes • 
Ce sous-progr amme a 3 a r guments 
une fonction r* (*) 
- une liste de constan t e s 
- la a-liste a 
, 0( ) 
n 
"apply" a pour action d' a ppliqu er la f onction <j' * à 
d'arguments (0( 1 , • • • !o; ) • . n On écrit: 
... • 0( J 
, n ,o< ) ; NIL] n 
la lis te 
( . par définition. ) 
ce q~i s ignifie : " la valeur de Î[o<1 ; • • • ;O(n ] es t , p a r déf'inition ,le résultat d e l ' exécu tion du s ous-programme 
"apply " a vec J.es · a r gument s 1:>·x- ,- (o( 1 , • •• ,o<n) , NIL 11 • 
. , 
Cas A1 f * _est_ l'un _ d e s_ symboles_ atomiques~ "CAR", "CDRn , " C~J:IJS H, 
"EQ Il , Il AT OM" • 
_ Le r ésul t a t de "appl Jr" es·t alors , res~ect ivemen·t, 
car [c< 1 ], c dr[o(1 ], cons [0< 1 ; c<2 ], eq [o(1 ;cx2 ] ~ a t om[o<1 J. 
Ca s A2 
Dans ce c as ,on va chercher la défini t ion de 
la fonction ~* sur l a a-liste : on examine t ou tes l es pa i res 
pointées de la a -liste, en commençan t pa.r l a gauc he . Si on 
trouve une· p aire ~u t ype (q,* ·l* l , "apply 11 se r éapp e l le , l u i-
m~me, avec les trois a rgumen t s f , (~1 , ••• ,o() , a 
et on a : ' n 
apply[f*; (ex 1 , • ·• • ,o( ) ; a] n 
( par définition) , 
Si on ne trouve aucune paire poin tée d e ce type, "apply" déli-
vre un message d'erreur et l'exécution s'arrète • 
(*) Nous convenons de 
formes,au cours de ce 
êcrites sous forme de 
note r~* & *, les fonctions et les 




Le r6le d e "apply" ,à.ans ce c a s,est de préparer 
la a-liste pour l'éva luation de&* , par " eval" : "apply" com-
mence par constitu er une nouvelle a-liste en rajoutant les 
n paires pointées (x* .~ ) •.. (xf . ci1 ) au début de a. Ensuite, "apply " pas~e Îa main au progre.nune "eval" ave c comme 
arguments& * et la nouvelle a-liste. 
En désignant par a l a a-liste initiale et 
anc 
p a r a l a a-liste transformée, on a 
nov 
,~ ); a ] = eval[e*;a ] 
n anc nov 
( par définition) • 
Cas A4 f* est une fonction -label :(LABEL,~*,e*) 
On constitue une nouvelle a-liste,en ra joutant· 
la paire pointée (f* • e* ) au d ébut de l'ancienne,de faç on à don-
ner un sens à l I identi:ficateur 't' * durant la sui te d e l 'exé cution. 
Normalement , e ·li' est une fonction-,\ ( voir page I . 1 6); 11 a pply" 
va, alors , se r éappeler lui-même ave c les argum_ents 
e* , (o: 1 , ••• ,cxn) , anov et on a : 
. . . ,0( ) ; a ] = apply [e,_ ·X· ; (o<1 1 n anc ·•• ,c<); a J n nov 
( p ar définition) • 
Lorsque , dans la sui te, on ren contrera l I identificateur de :fonc --
tion f* (cas A2 ),on ira chercher sa définition sur la a-liste 
et la présence de la paire pointé e (\f'*•e*) nous avertira de ce 
que 0 * doit remplacer f * pour la suite de l 'exécu-t:i. on. 
Cas A5 'f *· est ( FUNARG , f* , a 1 ) • 
Dans ce cas , a I est v..ne liste d e p e,i.res pointées 
semblable à la a -liste. Normalement ,c' est ,d' ailleurs,une valeQr 
antérieure de la a-liste qu'on a stockée . 
Ce cas nécessite une explication détaillée ,car c'est la premiere 
fois qu'on rencontre le symbole "FUNARG 11 dans cet exposé . 
Nous savons que lorsque une fon ction r* est argument d'une autre 
fonction, on doit écr~.re e xplicitement (FUNCTI~N, 'Y * ) • 
( règle ES 4 , page I.21 ) 
C'est pour r a ppeler deux chose s . 
ge par nom) 
- Qu'il ne faut pas essayer d'évaluer 'Y*• ( pa.s sa-
- Qu'il faut garder la tre.ce de .l I enviroiement 
au moment de l'appel :si le corps de la fonction î * contient 
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des varie.bla s :Libres , c I e s t à d i re n on liées par aucun SJ'mbole 
11 À II à l ' i ntériear d e xy *· , e.J.ors c es v a r iab l e s joue nt .le r8l '9 d. e 
constantes pour c ette fonc t ion e t iJ.. f aut qu ' à c b.aque e mp l oi 
-:-l térieur de y* , on l e ur redonne l e ur ye.leu.r au moment d e ~ 1 app el . 
~ * ) C I est la. rai s on pou r le,q u eJ. le l ' arg ument ( FUNCTI~N ,y* ) est 
passé à 11 applJ'" s o--...1s la f 'orme ( FUNARG ,'f'* , a 1 ) où a'es t J.a . a-l i sts 
au moment de l ' é v a lue.t ion de ( ~"'UNCTI0N , f * ); a I p e rmet de t rouver 
les valeurs des v ariab les libres de t* • 
"apply" doit donc, avant d 1 a ppliq_ue:r· y :+ à la lis te (cx 1 , ••• 'O(n) 
restaurer la a-l i s t e qui contie n t l es " bonnes v a leurs" d e s 
variables libres.Fi nal e ment, le traitement est le suivant 
11 a pply" se réappelle,lui-m~me, ave c l es argument s 'i'-x- , 
(q 1 , •• • ,an) et a '. On a : 
, ex ); a 1 ]. 
n 
( par définition ) 
§ 3. Le sous-progra mme "eval" évelua.·tion d 1 .une forme 
Ce s ous-prog ramm e a 2 s ,rguments ~ 
une :forme F.,* 
la a-liste : a 
11 evel II c a lcule l a Î orme obtenue à p art i r de E: -K· e n rempJ.açant 
tout es les variable s J.ib res d e ~* par leur valeur t r ouvé e 
sur la a-liste . 
Cas E1 ~* est une constante : ( QU~TE ,~) 
Dans ce cas, l e résul tfl. t de " eva l H est oc . 
Cas E2 : e* est une variable . ( un atome ) 
Dahs ce cas,le r é sul t at de 11 eval 11 est la val eur 
de&* trouvée sur la a-liste : on p a rcourt la a-liste à p artir 
de le. g a uche j u s qu ' à trouver une paire pointée du type (€- ·* . cX) 
Si une telle paire pointée exist e , le ré s ultat de "eval" est o<, 
sinon "eval " délivre un message d 'erreur et l'exécution s ' arrète . 
(*) Voir l'exemple (1) de la page I .1 8. 
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Cas E3 E* est une f or me c onditionelle : ( C~ND (e 1,w1) . .. (~~,w~ )). 
Dans c e c a s ," e v a l 11 s e réapp e l l e,lui.-même , p our 
c a lculer l es f orme s s ~ jusq_u ' à en trouver- u ne d on t l a val eur 
s oit différente de " F " ;- s o i t 6 ~ ce t te forme , alors " eval " s e ré-
a ppelle enc ore une f o is,lui- mëme , a vec l es arg uments w~ et a . 
On a : J 
e val[e*; a ] = eval [w~ ; a ] 
J 
( par d é finiti on) • 
Si t outes les f ormes E~ on t pour valeur "F'' ,alors le résu ltat 
l. de " eval" est " NI L" , Ce c as n e d oit, e n p r inc ipe , jarnais se 
produire, 
Cas E4 E* e st u n argument fonc t ionnel: ( FUNCTI~N, ~ * ). 
Dans c e c a s ,le r ésultat de " e val" est la l iste 
( FUNARG ,f* , a ). La rai s on de c e trai t ement es t e xposée à la page 
I,25 ,cas A5 . 




Dans c e c as ," e val" se r éapp ell e n 
évaluer l es n formee E, 1, . . . , S * de val.eurs 
,r:::,( ; ensui te , il appelle II app~y " avec le s 
(c:x 1 , n , cxn ) , a • On a : 
f ois, lui -m~rne, 
respect i ves 
arguments 
oc ) . aJ 
, n , ( par défin ition) , 
Nous pouvons c omparer c e mé c ani s me avec c elu i 
du p a s sage des a rgume n ts à une proc édure e n Al g ol 60 ,en con-
sidérant la n o tion de f onction c omme l' équivale nt de J.a notion 
d e proc édure , Nous voyons que l es formes e: -l: s ont éva.l,.1ées 
avant d' être p assé e s à 'f* par l'interméd i aire de " a pply", I l 
s ' agit don c · d ' un p assage par valeur . 
Ce p endant , n ous l ' avons v u plus haut , il f aut p ouvo i r p asser pa..r_ 
!1.Q.fil l es argumen ts f onc t i onnels , c ' es t pour c ette raison qu 'on 
i ntroduit la forme ( FUNCTI~N~'t'*) dont l ' évalu a tion consist e 
seulement à c r éer la liste ( FUNARG, r* , a ) , ce qui r éalise b ien 
un p assa ge par n om de r * . 
§ 4, .Le prog r amme "evalquote " 
s é man tique d'un programme LI SP , 
Ce programme a u n seul argument qui est un p r o -
gramme LISP : (cp* , 0(1 , ••. ,ex ) . Le résultat délivré par " eval-quo te " est u ne S- expr ession ~ui es t , par défini tion , la "va l eur " 
ou e ncore l'"interpré t at ion s émantiqu e" de (1* , , .. , ocn), 
La s e u le a ct i on effe c tuée par " eva lquote " e s t de p a sser l a ma in 
à "apply ", a v e c le s a r g u ments tp* , (o<1 , • , • ,o1n), NIL , On a d on c: 
evalquote [ ( ~*, t>'1 , , • • , 0< ) J = apply[ f"i (Ot' 1 , , ex ) ; NI L ] 
n = <f ~ ; qn J ( par 2téfini tion ), 
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Chapitre 5, Implémentation d e l 1 Interpréteur pour l e LI3 P npur 11 • 
§ 1. Représentation interne des 8 - expressions . 
Nous ut ilisero~s des cellules d e mémoire de 32 
bits divisées en 2 cha mps de I6 bits. Ces cellules sont numé-
rotées de 1 à 32 . 000. Leur n uméro d'ordre est appelé 11 adresse 11 • 
Lorsque l e premier champ est supposé contenir une adresse , il 
est désigné par ALINK. Dans ce cas , le premier bit du c hamp 
est un bit de signe , les 15 au-tres bits donnent la valeur abso -
lue de l' adresse . Ce c hamp peut aussi contenir deux caractères 
de huit bits , dans ces conditions , i l est désigné p ar INF0 . 
Le second champ est désigné par BLINK et doit toujours contenir 
une adresse . Sa configuration est semblabJ.e à c e lle de ALINK . 
Représentation interne d 'un atome . 
Considérons un atome formé de_ n c aractères et 
soit m l e plus grand nombre e n tier inférieur ou égal à ( n + î)/2. 
Dans notre sys tème , on utili s e m cellules de mémoir e pour re-
présenter cet at ome . 
Dans sa partie INF9), la premièr e cell.ule contient l e s deux :i;:r e -
miers c aractères d e la représenta tion e x terne de l 1 a torne , la 
deuxième c e llule contient l e s d e ux c arac•tères s uivants e t ains i 
de suite, jus qu ' à l a dernière c e llule qui conti e nt l e s d e u x 
derniers c aractère s d u s ymbole , s 1 il pos s ède un nombre p a ir d e 
c arac t ères et son d ,2rni e r c aract è re suivi d ' un bla nc, sin on . 
Dans sa partie BLINK , chaque cellule contient l 1 a,d !'esse de l e, 
c ellule suivante , s a uf la dernière qui contient ~ . 
Par exemple , l .e s y mbole atomique " AT0i•IB 11 donnera .lieu à l I a s -
semblage de c ellu le s suivant. 
IAITI -l--~01MI 
\ ... ' , i \ ..... ' 
niF0 B~'ùrn: INF~ Bir~ 
\ .,, ' 
rmfi 
C 'est l' adresse de la première cellule qui représentera l ' ato-
me partout en mémoire . 
Représentat ion interne d 'une paire pointée . 
Une paire pointée (~ .~ ) est représentée en mé-
moire par l' adresse d 1 une c ellule contenant en p ar·tie ALINK 
la représentation de d et en p artie BLIN'A la représentat ion 
de (3 • 
On schémat i se une tell e cellule de l a fa çon s uiva nte : 
(*) 
1 / 
' I 1 / 
ALINK ' I BLINK 
(*) Nous désigne rons t ou jours , dans la sui te , par le mSme 
symbole la représentation externe et la représentation interne 
d'une S- expre ssion, l orsque c ela ne c rée p as d'ambiguïté . 
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Il est évidemment capital de pouvoir tester 
l ' atomicité d ' une S-expression ~ . Or, il se fait que dans 
l 'ordinateur utilisé pour réaliser notre système , les carac-
tères ont touj ours le bit de gauche égal à 1 . Par conséquent, 
s i u ne c ellule c ontien t deux caractères en INF,0 , la configu-
ration de bits de ce champ est c8lle d'une adresse négative. 
Par c ontre , si ALINK c ontient l'adresse d'une autre S-expres-
sion , la configuration de bits est cel.le a.' une adress0 posi-
t ive . Finalement , on a l e critère suivant : 
ex est l' adresse d' un symbole atomique ssi: ALINK( ot) <O , 
Ce test est é vid emment l ié à le. machine t,tilisée . 
§ 2. Organisati on de la mémoire . 
Une partie de la mémo.ire c onstitue l.:me zone 
réservée. Elle est oc cupée par les représentations internes 
des f onctions de base : " CAR" , "CDR" , "C,0NS " , "EQ" , "AT0r.ri " 
et c ell es d ' autres at omes jouant un rêile fonçiamental clans J.e 
fonêti onnement de l'interpréteur: 11 C,0FD " nF" , "FUNARG " , 
"FUNCTI,0N11 , "LABEL" , " LAMBDA " , " NIL" , " QUi6TE " , 11 T 11 • 
De plus , elle contient encore des listes utili sées lors de 
la lecture et par le "garbage collector 11 • 
Le reste de .la mémoire est organisé eomme lli"l. e liste linéa ire 
appelée "liste libre" et qui contient, à~ moment donné tou-
tes les cellules disponib1.es. Un emplacement de mémoire appe-
lé FREE contient un pointeur vers le début de cette liste , 
FREE 
Le choix d ' une cellule disponible est dès lors très simple 
à réaliser : on utilise la cellule d'adresse FREE et on fait, 
FREE : =BLINK(FREE ); 
Lorsqu ' une c ellule de mémoire utilisée est devenue inutile, 
c' est f3, dire lorsqu ' elle n ' est plus accessible par le program-
me LISP , elle n ' est pas réintégrée immédiatement à la liste 
libre . C ' est seulement lorsqu ' on voudra extraire une cellule 
d e l a l iste libre et que c elle-ci sera vide que l'on appellera 
le p r ogramme "garbage c ollector " qui reconnaîtra t outes les 
c e l lules inaccessibles et constituera ave c C8lles-ci une nou-
v elle liste libre. Le dé t ail de ce fonctionnement est exposé 
d a n s la qu a t rième part i e c onsacrée au "garbage collec t or ", 
Nous s u pposerons pour l'instant qu ' il existe 
un s ous -pr ogramme n ommé " EXFREE" de trois arguments X , Y ,z. 
qui r e n voie dans Z l ' adresse d ' une cellule disponible , c e t te 
c e llule contient X en p art i e ALINK et Y en part i e BLINK . 
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L'interpréteur es t la réalisation de la fonc-
tion "evalquote", il s e comp o s e donc esse ntiel1.ement de deux 
sous-programmes " a.pply " et " eval 11 • Ces programmes sont récur-
sifs et s ' appellent mutuellement. Ils utilisent une pile-list e 
dont l'adresse de la première c e llule est contenue dans le 
pointeur S'rACK . 
Par piJ_e-liste , on entend une liste qui s e comporte comrne un 
stack. On a la corre s pondance suivante : 
le stac k est vid e . 
mettre Y a u s ommet 
du stack . 
- mettre dans Y l a valeur 
au s ommet du stac k . 
- supp rimer un niveau 
du stack . 
STACK=NIL 
- EXFREE ( Y, STACK , STACK); . 
- Y:=ALINK ( STACK); 
- STACK : ~BLINK ( STACK ); 
Au cours de l ' exécution 9 lorsqu'on se bre.nche récursivement 
à 11'eval II ou à "apply" , on range dans cette pile-J_iste les 
résultats partiels à préserver, les listes nécessaires à 1a 
suite de l'exécution ainsi qu 'un indicate ur p e rme ttant de 
retr ouver , par la suite , l'endroit où l'on a. eff'e c -f;;ué le 
branchement .. 
Une position de mémoire particulière n ommée 
ACCU, contient l e résultat de cha qu.e e x écution de II c val " ou 
de " apply". Ce résultat sera la plupart du temps stoc ké dans 
la pile-liste pour.@tre uti l isé dans la suite de l ' exécution. 
Il est très important d r:-) remarquer qu ' un symbole atomique ne 
possède qu ' une seule représenta.tian inte:-cne, c I e st à dire 
une seule adresse . La façon dont cela est réalisé p a r le pro-
gramme de lecture se::!:"·a. expo sée dans la troisième p a rtie con-
sacrée aux procédures d ' entrée/sortie et au superviseur . 
Signalons enf'in , l'ex istenc e des pointeurs 
suivants. 
- Le pointeur ALIST pointe vers la première 
cellule de la a -liste. 
- A chaque symbole atomique de base : 11 C0ND", 
"F" , ," T" est a ssocié un pointeur de m&me n om qu e le 
symbole,contenant sa représentation interne . 
-->lcl~I 
- Avant chaque bra n chement à 11 apply 11 , le 
pointeu r PHI contient la f onction à a ppliquer à la liste 
de constantes contenue dans le pointeur LIST. 
- Avant chaque b ranchement à "eval",le 
pointeur EPSI pointe vers la f orme à évaluer. 
- Le pointeur Q~ co • . tient l ' adr esse de la 
représentation int 8rne du progra mme :Ï~· ISP après ::.ectv.re 
par le program.me d. ' entrée . 
- Les poin t eurs P , Q, R, . . . servent à stocker 
de s r é s ultats int e rméd iaires . 
§ 3, Rema rques s u r la façon de p r é senter les algori t hme s . 
Dans la de s c ript ion de l ' i nterpréteur , nous 
utiliserons un fo rmal .isme semblable à cel i des lang.s.ges 
tel.s que Al g ol 60 . Nous supposons que toutes l es règles et 
conventions utilisées s ont évidentes . Nous d onnons toutefois 
quelques précisions con cernant des c as pouvant p~c@te::c à c on-
fusion . 
- Un tex te mis entre 11 [ ]" dans le texte d. 1 un 
a.l go::::- ithme représente un co:nmentaire . 
Une expres s ion du t ype : 
s i <:~ondi ·tion>, < instruction> 
sinon < i nstruc tion) 
a l a même sïgnificat ion que 
en Algol . 
i f. <Condition> the11; <instruction> 
else <i n struct iori> 
- Le symbole réservé fin ne r eprésent e p a :c, 
la fin d ' un bloc , ma is provoque l ' arrêt d I un sous -:pre,g r amn1e 
et le retour a u p roGramme appela.nt , 
- Une série d 'instruc ti ons situées à d:ro i te 
d'une accolade est analogue à un "co;npound statement 11 en 
Algol 60. 
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§ 4. Description d e l' implémentation de l 'interpréteur. 
---------------------------------------------------
Le programme " evalquo t0 11 • 
Un p rogramme LISP, dans notre s.>rstème , est 
une liste du type 
, ex ) 
n 
où f* et les ~- s ont d es S-express ions . Après lecture , on 
a en mémoire la1 situation suivante. 
---0." * 1 7 l o: 1 "'J.__....a 'JT _ _._ _ -_-___.--,----'">"-' 1 . ----- - - ~ 
Le travail de " evalquote" se réduit à passer la main à 
"apply" ave c pour arguments la fonction <f*s la liste à.e 
constantes (cx 1 , • • • ,o( ) et u ne a-lis t e vid e . Par censé -. n quent, " e va.lquote II e at l e p r ogramme suivant : 
sous-programme EVALQU0TE ; 
im-orirner " DEBUT DE EVALQ1i0TE"; 
PHI : =ALINK ( Qç6 ); 
LIST : =BLI NK ( Q_0 ); 
ALIS T : =NIL ; 
aller à Apply ; 
findeevalquo te : i m-orimer "FIN DE EVALQU_0TE 11 ; 
fin ; 
Le sous-progra.;ri.me 11 a ppl y" . 
Les S-expressions traitées p a r ce s ous-program-
me, lui sont pe.ssées par l I intermédia.ire des trois pointeurs 
PHI , LIST , ALIST . 
- PHI contient la représentation de la fonc-
tion cp* , 
- LIST contient la représentation de la liste 
de constantes (cx 1 , ,d.n) , 
- ALIST contient l ' adresse de la a -liste . 
Phas e de sélection . 
Selon la nature d e la fonction o/*, le trai-
tement effec tué p a r " apply" variera . Par conséquent , la pre -
mière chose à faire en entrant dans "apply", c'est de déter-
miner la nature de la fonction f * • 
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Il y a cinq cas poss ibles. 
Si f * est une f o~ction primitive : "CAR" , 
"CDR 11 ' "C~NS " , 11 A'rtr, Il ou 11 EQ 11 , alors , PHI contient une 
adresse comprise entre 1 et 5 . Car, on a décidé d 'organiser 
la mémoire de te:!ll e sorte que les représentations internes 
de "CAR" , " EQ " soient les adresse s 1 à 5. 
De plus, chacune des f onctions primitives est réalisée dans 
le corps de l 'interpréteur par un sous-programme précédé 
d ' une étiquette du type " label(i): "où i = 1, , 5. 
En conséquence , lors de la phase de sélection de 11 apply", 
on se branchera à label ( PHI)- • 
Si <f ·X· est un autre symbole atomique, on se 
branchera à apply2 • Ce cas e s t reconnu par le fait que 
ALINK(PHI)<O . 
Si aucun de ces deux cas n'est vérifié , ~* 
est s oit une fonction-À , soit une fon ction-label , soit un 
argument fonctionnel . Et dans ceE; trois cas , " apply " modi-
fiera la a-liste au cours de s on exécution . Cependant , les 
valeurs rajoutées ou supprimées par " apply" devront ~tre 
restauré es en f in d' exécution de celui-ci. 
Ce mécanisme est compara1:le à ceh:ti d 1 .AJ.gol 60 pour l •es 
blocs et les procédures~ on peut établir la table de corres-
pondance suivante. 
Algol 60 
Entré e dan s un bloc : 
c réation des variables 
locales . 
Appel d ' une procédure: 
utilisation du display 
correspondant à la dé-
claration de procédure . 
- Sortie d ' un bloc ou 
d ' une procédure : 
restauration de l ' envi-
ronnement de l ' entrée 
ou de l ' a ppel . 
- Entrée dans 11 ép-ply " avec une 
fonctio1:- À ou u n e fonction J.2.oel : 
addition de paires pointées à 
la a - liste . 
Entré e dans "a.pply 11 avec u n 
argument fonctioruiel: utilisa tion 
de la a -liste courante au moment 
de l ' évaluation de l ' argument 
f onc tionnel . 
- Fin de 11 ap-oly": restauration de 
la a -liste courante du début de 
"apply". 
Pour pouvoir restaurer la a -liste initiale à 
la fin de " apply", on la mémorisera en mettant sa v a leur ac -
tuelle dans la pile - liste et un indicateur 11 RET~UR1 " qui per-
mettra de rec onnaitre la fin de "apply" . 
STACK 
On aura d onc la situation suivante : 
-~~~RE_1eu_a1~1 _-_:--~nus T l ancienne v aleur > de la ~ile-liste. 
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Ap rès avo ir mis è jour la pile - liste , on 
p ou.rra se brancher à apply3 , epply4 , apply5 suivant que 7* 
est une fonc ti on -À, une fonction- le.bel ou un argu.ment fonc-
t ionne l . 
F i nal.ement , la pnase de sélec tion de 11 apply" 
es t r é alisée p ar l ' algorithme suivant: 
AppJ_y s i PHI~ 5 , aller à label ( PHI ); [ f ~n ction primitive] 
s i ALINK ( PHI)<O, aJ.ler à ap~ly2 ; [atome] 
EXFREE ( ALIST , STACK , STACK ); Lmise à j our d e la 
pile -lis t e .] 
EXFREE ( RET0UR1 , STACK , STACK ); 
si ALINK (PHI ) =LAMBDA , aller à apply3 ; [ f on c tion-) ] 
s i ALINK ( PHI ) =_LABEL , aller à apply4 ; [ fonc tion- la.be l 
si ALINK ( PHI ) =FUNARG , e.ller à apply5 ; [ argument 
- , fonctionnel] 
i mprimer 11 ERREUR AU DEBUT DE APPLY 11 ; [ e r reu:r ] 
ACCU: =PHI ; aller à findeevalquo te ; 
Vo ici maintenant ~a d escription du traitement 
des c inq c as préci tés . 
Cas A 1 r* est u ne foncti on primitive . 
Dans ce cas , on applique l ' opérateur primitif 
soit a u premier , soit aux deux pre miers éléments de la, l is te LIST 
et le résultat du cal c ul est mis dans le pointeur AC CU . 
Si la l iste contient plus d ' éléments que l ' opéra teur n ' entrai-
te, les autres éléments sont ignorés mais iJ_ n'en résulte aucun 
message d ' erreur . 
S i la l iste contient trop peu d ' éléments , on obtiendra u ... '1. ré-
sult at indéterminé qui risque de provoquer la détéri oration 
d e l ' i nterpré t e u r lui-mgme . 
Voi ci les c inq a l g orithmes c orrespondant aux c inq f onct ions pri -
mi t i ve s . 
l a b el ( 1 ) 
l a bel ( 2 ) 
l a bel(3 ) 
l a bel( 4 ) 
ACC U: =ALINK ( LIST ); 
s i ALINK ( ACCU )< O, 
sinon ACCU : =F ; 
aller à fi n ; 
.ACCU : =ALI NK ( LIST ); 
ACCU : =ALINK ( ACCU); 
aller à f i n ; 
[ 11 atom 11 ] 
ACCU : =T ; 
[ 11 c ar 11 J 
ACCU : =ALINK ( LIST ); [ncdr 11 J 
ACC U: =BLI NK ( ACCU ) ; 
a ller à fin ; 
ACC U: =BLINK ( LI ST ) ; [ 11 cons 11 l 
EXFREE ( .ALINK ( L I ST ) , ALI NK ( Aëcu), ACCU ); 
a l ler à _fi n ; 
label(5) 
Cas A2 
ACCU: =BLINK( LIST) ; [ 11 eq"] 
si AI,I NK ( LIST ) =ALINK(ACCU), ACCU:=T; 
.§..ill.Q.ll ACCU:=F; 
al 1er à f'in ; 
<('· est un a utre symbole atomique . 
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Dans ce cas ~ on doit chercher sur la a-liste 
la définition de p* ; si c ette définition n ' existe pas , il y 
a arr~t du programme "evalquote " tout entier , sinon on retour-
ne au début de "apply" après avoir mis dans PHI la définition 





si ACCU=NIL , r ACCU : ~PHI ; [erreur] 
himprime :r 11 F~NCTI0N N9)N DEFINIE"; al.1er à findeevaJ.quote; Q:=ALINK(ACCU; 
si ALINK ( Q) =PHI, {PHI: ==I3LI ifK ( Q); 
aJ.ler à AppJ.y; 
ACCU:=BLINK( ACCU ); 
aller à apply21; 
r* est une fonction-À , 
----------------------
Dans ce cas, on a la situation suivante dans 
la mémoire . 
~ xl1,_ : ~ •, E, * 1::::---:::J ~---~ 
l -A _ - - ' - - - - - - - - • - ~ x; j/j 
Normalement, les x:- sont des varia bles figu-
i 
rant librement dans la forme 6 * , c'est pourquoi , on va don-
ner une va.leur à c es variableG de façon à permettre l ' évi:ùu-
ation de e:.·X- par " eval'', en a joutant au début de la a -liste 
les paires pointées 
( x:j . °'1 ) , • • • , ( x* . [ . . ol . ) 
min_n;mJ min[n ; m] 
On a habi tuellement n=m, toutefois , si les deux listes sont 
de longueurs différentes , on constitue une liste de pa,ire s 
pointée s de longueur égale à celle de la plus courte , qu ' on 
concatène avec l ' ancienne a - liste . 
On aurait pu proscrire une telle éventualité et dé c lencher 
l ' arr§t de "evalquote". L 'optique util isée ici est "optimiste": 
on essaie de continuer l ' exécution le p l~s longtemps possible . 
Après mise à jeux de la a -liste, on se branche 
à "eval " pour évaluer la forme &*. 
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L ' algorithme est : 
apply3 : P : =LIST ; [P contient la liste des constantes. J 
R : :::BLINK ( PHI ); 
EPSI : =BLINK ( R) ; 
EPSI:=ALINK(ElJSI); [EPSI contient €- * .J 
R : =ALINK ( R) ; [R contient la liste des variables .J 
a pply31 si R=NIL illd; P=NIL , aller à Eval ; , 
EX:FREE(NIL , ALIST,ALIST); [mise à jour a-liste .] 
EXFREE ( ALINK( R ) , ALIWK(P) , ALINK(ALIST )); 
P : =BLINK ( P ) ; R :=BLI~TIC ( R ); 
a ller à apply3î ; 
Cas A4 cp* est une fonction-:J_abe l . 




f * est la fon~tion ~e ~éfinition de f*.et d~ 
e -~ . On va donc mettre la paire po:?..ntee (e* .~-r.- ) au debut a.e 
la e.-liste; ensui te , on retourne au début de ' apply" a.prè s 
avo ir mis dans P HI la définition de cp*, c ' est à dire f -l<- : 
apply4 ACCU: =BLINK(PHI ); 
PHI: =BLINK ( ACCU); 
• 
PHI: =ALINK ( PHI); [ PHI contient 'f* . ] 
EXFREE ( NIL , ALIST , ALIS'l' ) ; [mise à jour 
EXFREE ( ALINK ( ACCU ),PHI, ALINK ( ALIST ) ) ; 
aller à Apply ; 
a-liste.J 
Cas A5 
Dans ce cas , on a la situation suivante : 
PHI ---;,G=-tZJ 
~* e ut une fonction et a ' est la val8ur de la 
a-liste a u moment de l'évaluation de l ' argument fonc-'ci onnel 
( FUNCTI~N,'("). On met l ' ancienne a - liste a ' dans ALIST et 
'I"* d ans PHI ; ensuite , on se branche au début de " apply". 
Dès l ors, le c alcul de ( ~, 0(1 , • • . , <X ) ---· r s e fera avec les 
valeurs des variabl.e s libres de 'r° arcessibles par la a-liste 
au momen·t de l 'évalu a tion de ( F UNCTI0N ,y1"). 
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On trouve:;.~a , aï.... chap itre 6 , un e:ccmple détaillé mon trant 
J_ ' évolution de la a-liste pour un programme LISP contenant 
des argume:nts f onctionnels . 
L ' algorithme est le suivant : 
apply5 P : ==BLINK ( PHI ); 
PHI: ==ALI NK ( P ) ; [PHI contient ~. ] 
P : =BLINK ( P ); 
ALIST :=ALINY.:(P); [ALIST contient a '.] 
aller à Apply ; 
Le sous-programme " ev-al ". 
11 eval " évalue ·la forme d ont la représentation 
est contenue d a ns l e pointeur EPS I en se servant de la. lü;; ·te 
de paires p ointées ac cessible par le pointeur ALIST. 
Phase de séle c ti on . 
-------------------
Comme "apply" , "evaJ. 11 débute par une phase de 
sélec ti on: selon que la forme à évaluer est une constante, 
une variable, u ne :forme condi tionnell e , un argument fonctiorm.el 
ou l ' .ê:J)plicat ion d'une fonction , on choisit le traitement 
adéquat: 
Eval : ACCU : =ALINK ( EPSI ); 
s i ACCU <O, aller à eval2; [variable ] 
si ACCU=QU~TE, aller 9. eval1; [c onstante ] 
si ACCU=C0ND , aller à eval3; [forme condi tio:rmelle] 
si ACCU=FUNCTI0N, all~r à eval4 ;[argument 
fonctionnel] 
aller à eval5; [applicat ion d ' une fonction] 
Cas E1 ~* est u ne constante . 
vante : 
EPSI - ->IUUOTEI 
la constante: 
eval1 
Dans c e cas, on a en mémoire la situation sui-
On met dans le pointeur ACCU , la valeur c< de 
ACCU: =BLINK ( EPSI ); 
ACCU: = ALI NK (ACCU); 
aller à fin ; 
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Cas E2 : € * est une variable . 
Dans ce c as , on cherche la valeur de la va-
r ie,ble en parcourant la a - J_iste de la gauche vers la droite. 
Si on trouve une paire pointée du type (&*- ~), on met ~ 
dans le pointeur ACCU, sinon , i l y a une erreur et 11 evalquote 11 




ACCU : =ALIST ; 
si ACCU=NIL , iACCU : =EPSI ; [ erreur] imprimer ttVARIABLE SANS cüler à fi.ndeevalquote ; Q: =ALINK ( ACCU ; 
si ALINK ( Q) =EPSI , f ACCU:=BLINK(Q ); 
-
1 
· talle r à fin; 
ACCU:=BLINK\ ACCU); 
aller à eval21; 
&* est une f orme conditionnelle . 
VALEùrt 11 ; 
Dans ce cns, on a la situation suiva nte: 
EPS I ~ŒND 
__ _._ _ _, 
E: * 
n 
La premiere action que 11 eval 11 doit efÎectue r , 
c'es t d e calculer les î ormes e, -~ jusqu'à en trouver une dont 
la valeur n ' est pas "F". l 
Le c a lcul d ' u...""1.e forme . E-~ s I effectue par un branchement au 
début de 11 e val " nrécédé:i..de la mise dan s EPSI de e; -l:" ~ 
Mais, auparavant~ il fau t avoir mémorisé w~ et i-i~, pour 
. . l ' é t . ' é l 1 t · 1.+ 1 ' * pouvoir poursuivre ex cu ion apres va ua ion ae E- . • 
Cette mémorisat ion est réalisée en rajoutant trois cellàleo 
à la pile-liste comme indiqué ci-dessous . 
STACK --jRfT- UR21 ancienne valeur ~ de la pile- liste. 
Après évaluation de& ~ , on a la v a leur d e c ette 
forme d ans le pointeur ACC U et on poirsuit le traitement de 
la façon suivante : 
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Si ACCU = F , on ex9,mi ne l a nature de 
pile-liste . 
li+1 trouvé dans la 
Si l i+1 = NIL , le résulta t fine.l est " NIL". 
Sinon on remplace dans la p ile-liste 
,.,* nar , ' * wi ~ w i+ 1 , 
-,ç ~ 1 par Y~ 2 UJ.+ (I l+ , 
enfin , on va au début de " eval " pour calculer e;·~- 1 • J.+ 
Si ACCU/ F , on suppri~e les tro i s premières c ellules de l a 
pile -liste , p uis , on retourne au début de II e-val" pour c a.J. culer 
la v aleur de w~ qui est aussi c elle de v* • 
Voic i l ' algoritfime qui réalise cela : 
eval3 
retour2 
[mise à jour de la pile -liste et évalue. tien de e,1·. ] EPSI : =BLINK (Ki?SI); 
EXFREE(BLINK( EPS I) > STACK , STAC.K); [ mettre 12 clans la p ile-Iiste, ] 
ACCU : =ALINK ( EPSI); 
EPSI : =-ALINK ( ACCU); [ EPSI c ontient t1,] ACCU:=BLINK (ACCU); _ 
EXFREE (ALINK(ACCU ), STACK , STACK ); Lmettr2 wl* dans, 
la pil.e- is ·t; e . J 
EXFREE ( RET~UR2 , STACK , STACK ) ; 
§:ller à Eval ; 
[ poursuit e 
si ACCU/F, 
du t r aitement , après calcul de 6~,] 
ACCU : =BLTNK(STACK ) ; 1 
EPSI : =ALINK ( ACCU ); [EPSI contie n t w~ .J 
STACK : =BLINK (ACCU); 1 
ST.ACK : =BLINK( STACK ); [re stav..ration de 
aller à Eval ; 
P : =BLINK ( STÀCK)-; -
EPSI : =BLINK ( P); 
ACCU: =ALINK(EPSI ) ; 
la pile -liste .] 
si ACCU=NIL , fSTACK:=BLINK(EPSI) ; 
taller à fin ; [tous les&~ valent "F" . ] 
ALINK ( EPSI ): =BLI NK ( .ACCU ) ; [ mettre O. ~ dans l a 
pile-lisit . J 
ACC U: =ALINK(ACCU); 
Q: =BLINK ( ACCU ); 
ALINK ( P ) : =ALI NK ( Q) ; [ met tre W'.: 1 dans la pile~liste] EPSI : =ALINK (ACCU); [ EPSI cont½tnt ~ ~ 1 .J 
aller à Ev a l ; i+ 1 
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Cas E4 E, * est un a.rgwnent fonc..:tionnel . 
Dans c e cas , on a la situation suivante. 
Et le résultat de "eval " est : 
L'algori thme est : 
eval4 
Cas E5 
EPSI:=BLINK ( EPSI ); 
EXFREE ( ALIST , NIL,ACCU); 
EXFREE ( ALINK ( EPSI ) , ACCU , ACCU ); 
EX..l.."REE ( Fill-JARG , ACCU , ACCU) ; 
aller à fin ; 
g, -x- es t l'applicat ion d ' une f onction. 




1 •~ e::'f ·1 ~ 
suivante , er.1 
~ n 
* En ~ 
Le rôle de " eval " est , ici , d1évaluer ]_es n for-
mes f: °l: en vue de passer la main à 11 ap:;,ly " pour appliquer l a 
fonction ff-x- aux val eurs de c es n fo rmes . 11 eval II prépare c ette 
évaluat ion en effectuant les opéra,tions suivante s su:::· la pile -
lis t e : 
- r angement de f * , 
- rangement de la liste (g2, ,E. * ) n 
- préparat~on de la pile-liste pour la mémor i -
sation d es valeurs de s formes E! , 
]_ 
- positionnement de l'indi c ateur d e r etour 
" RET)ÔUR3" . 
Toute fois , s i cp * e s t une fon ction se.ns argument , la pile-liste 
n ' e st p as modifiée et on va directement au début d e "apply 11 
avec f * et u ne liste de v aleurs vide . Si c e n ' e s t p as l e cas , 
la mise à jour de la pile - liste a lieu et produit la situati on 
ci-dess ous . 
STACK 
Rlî0UR3 
---~ 2 '---+--'- --' ~-~-~ * 
valeur 
anci enne . 
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Après cela., on va au début de " eva:::_ 11 pour c a lculer la valeur 
de s1 
Lorsqu ' on a terminé d 1 .Svaluer une forme E,-~ , 
dont la valeur c::, e trouve dans ACCU, on range cette vaJ_eu:f 
dans la liste des cons tantes ; si i-/: n, on retourne au début 




l~cx,.,_...1 j_-_:---·- ---~ t _ _ ____ _ ---,-___________ __J 
o~ l es~ - sont les valeurs des E~ • Il ne reste plus alors à 
"evaJ_" q~ 1 à passer la main à "ap~ly" avec les arguments 'f* et 
(~1 , ••• , a) après avoir amputé l a pile - liste de ses cinq pre~ières cillules . 
Voici l ' algorithme qui réalise ces opé::cations: 
eval5 
retour3 
LIST : ==BLINK ( EPSI ); 
PHI: =ALINK(EPSI); 
si LIST=NIL , aller è., Apply ; [fonction 
sans e,rgument . J 
EXFRE~ ( NIL,NIL , ACCU) ; [mise à jour 
de la pile-liste . ] 
EXFREE (ACCU , STACK , STACK); 
EXFREE ( PHI , S'l:ACK , STACK ); [ rangement de 't.] 
EXFREE (BLINK(LIST ), STACK , STACK); [rangement 
de ~ 2 . ] EXFREE (ACCU , STACK , STACK ); 
EXFREE ( R~T~UR3 , STACK , STACK); 
EPSI: =ALINK (LIST ); [EP SI contient 
aller à Eval ; 
P : =BLINK ( STACK ) ; 
Q: =ALINK( STACK ); 
ALINK(Q ): =ACCU; [ranger a. dans la liste 
J.. de s constantes .] 
ACCU:=BLINK(P ); 
R : =ALINK (Accu ) ; 
[ tous les È,7 
s on t i v alués .] 
s i R=NI L , J PHI : =BLINK( ACCU); 
LIST : =BLINK ( PHI ); 
STACK : =BLINK(LIST ); [ restauration 
l 
d e l a pile - liste J 
PHI : =ALINK (PHI ); [PHI contient i*.J 
LIST : =ALINK (LIST ); [ LIST cont i ent 
(0<1, • . • , 0( ) .] 
aller à Apply ; n 
ALINK ( ACCU): =BLINK(R ); 
EPSI : =ALINK( R ) ; [EPSI 
EXF·REE ( NI L , NIL,ACCU ); 
BLINK ( Q) : =ACCU ; 
ALINK ( P ): =ACCU ; 
a ller à Eval ; 
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[évaluation de E ~ 1 .] 
. * ] l+ contient s . 1 • [ ra j outer ü~e c ellule 
à l a l iste des constantes. 
Ges t i on de l a pile-liste ,commune à " eval " et " app l y ". ( GS ) 
Lorsqu'on a fini d ' évaluer une forme ou l' appli -
cat ion d ' une f on c tion à une liste de cons tantes , on se branche à 
l' étiqu ette " f i n ". A c e moment , le pointeur ACCU c ont i ent un 
résul·tat partiel ; la s u i t e du traitement dépend de la p r emière 
c ellul e de la pile-liste . 
Si elle contient l ' indicateur "RET~UR1", ACCU 
c ont i ent le résulta t de l ' applicati on d ' une fonction-~, d ' une 
f onct ion-labeJ. ou d ' un argument fonctj onnel à une l i ste de 
conBtantes. Il faut restaurer la a-liste et la pile - l i ste tel-
l es qu' elles étaient avant ce traitement . 
Si e l le contient l ' indicateur " RET~UR2 ", ACCU 
contient la valeu r d ' une f orme préàicative qui est le premier 
élément d ' un doublet dans une forme conditi onnelle ; la suite 
d u trai tement s ' effectuera par branchement à l' étiquette 
re tour 2. 
Si elle contient l ' indicateur 11 RET,0UR3n , ACCU 
contient la val eur d ' une forme &~ argument d ' une f orme du type 
"application de fonction"; le trâitement se p oursuivra :par 
l ' exécution des i nstruct ions qui s u ivent l ' étiquette retour3 . 
Si la pile - liste es t vide , ACCU contien t le ré-
s ultat f inal de " evalqu ote ". 
On a don c l ' algorithme suivant : 
f i n si S'.I'ACK=NI L , al.ler à findeevalquote ; 
[retour au programme s uperv iseur , 
l e résultat final es t dans ACCU .] 
Q: =ALI NK ( STACK); 
s i Q=RET.0UR1, STACK : =BLIIK ( STACK ); 
ALI ST : =ALINK ( STACK ); 
STACK : =BLINK ( STACK); 
a J.ler à fin ; 
si Q=RET_0UR2, aller à retour2; 
s i Q=RET_0UR3 , aller à retour 3; 
[ restaurati on 
a -liste .] 
[ restaurati on 
pile - liste .] 
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Chapi tre 6 Deu x exemple s . 
§ 1. Premier exemple : Evolution de la pile - liste . 
Nous allons maintenant décrire l ' exé cution 
d'un programme LI SP très simple . I l s ' agit du programme 
s uivan t : 
label[ ff;)-. [[x J; [ atom [ x]- x ; T-ff [ car[ x]] ]]] [( (A. B) . c )J 
qui s ' écrit en S- langage : 
( ( LABEL t FF ( LAM:BDA (X) ( Cç6ND ( (AT0M,X ) X) 
( ( QUP'.l'E , T) ( FF ( CAR ' X) ) ) ) ) ) 
((A. B). c )) 
La ±'on ction " f:f 11 appliquée à une S-expression 
a pour v aleu r l e symbole atomique figuran-t; le plus à gauche 
d a n s la r eprésentation externe de la S-expression . Le r ésul-
t a,t .. du p r ogramme ci - dessus est donc "A". 
On a d ess i né à l a figure FIG 1 
- l a. rep résentati on d u programme dans la mé-
moire t e lle qu I ell e est constituée par le progra.rrune de l ec-• 
ture, 
- l es c ell ules extraites de la l iste libre , 
a u cour s de l I é v a l uat i on du programme , pour c onstruire J_a 
a -lis te, 
- l es c e llules extraites pour l a constitution 
de la pile-lis te . 
A cha que c ellule est assoc ié u n nu méro qui représente son 
a d resse et on a u tilisé l es deux conventions suivant e s : 
- le s a dresses d es c ellules de l a a-lis t e 
et de la pile - l i ste sui vent l 'ordre chronologique d ' extrac tion 
de la li s te libre , 
- d eux c a se s conc aténées représente~t une mêœe 
cellule con tenant des valeurs distinctes à de s moments dif-
fé r ents . 
Le t a blea u T.1 d é crit complètement l 'exécution 
_du programme. 
- Les élément s de l a col onne " Ph ase " donnent 
les différent s ces de " a pply" e t de "eval" qui se déroulent 
succ essivement . Le chif f re a c c olé à J_a phase perme t d e distin-
guer diffé r entes ut ilisa tions d 'une même phase . 
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Par exemple , " E5 7" s ignifie que c'est le c as E5 de " eval" 
qui se déroule et que ce cas a déjà été initiaJ.isé sept foie . 
On peut avoir plusieurs fois le m~me s igle , si le cas c onsidé -
ré appelle d ' autres cas avant de pov_voir continuer s on exécu-
tion. 
- En regard de la phase, on a indiqué les va-
leurs des pointeurs ACCU , LIST , PHI , EPSI, ALI ST , STACK , 
au moment où eJ.le passe la main à la phase s uivante . Si une 
v aleur n'est pas indiquée , cela s ignifie que le contenu du 
p ointe ur n ' est pas utilisé par l a phase suivante et est donc 
sans importance. La connaissance d ' une ligne du tableau p e rmet 
de c alcu ler toutes les s uivantes , c' est d ' ailleurs de cette 
façon que travaille l ' interpréteur . 
Pou r terminer , nous faisons J_a remarque sui-
vante : chaque fois qu I on évalue une forme du type E5 , la, deu-
xième c e l l u le et la cinqu ième cell.ule de la pile-liste con-
tiennent un pointeur vers la m~me c ellule, il sembJ..erai t qu I il 
y ait J_à une redondance . La raison c ' est que toutes les fonc -
tions utilisée s i ci n ' ont qu ' un seul argument ; en g énéral , ce 
nombre est supéri éur à un et le prerr.ier pointeur permet d ' at-
teindre la dernière c elJ_ule de la liste des valeurs , le second 
permet d ' atteindre la première cellule de la liste. 
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1 
Pha se ACCU LIST PHI BPSI ALIST STACK 
A4 1 4 · 2 6 NIL 29 28 
A3 1 4 2 6 10 33 32 
E3 1 14 2 6 17 33 37 
E5 1 X 33 43 
E2 1 25 33 43 
E5 1 38 AT~M 33 37 
A1 1 F 33 37 
E3 1 1 9 3 3 37 
E1 1 T 33 37 
E3 1 21 33 32 
E5 2 23 33 4 9 
E5 3 X 33 55 
E2 2 25 33 55 
E5 3 5 0 CA.i.'\ 3 3 4 9 
A1 2 26 33 4 9 
E5 2 44 FF 33 32 
.A2 1 44 6 33 32 
A3 2 10 58 57 
E3 2 . - 17 58 62 
E5 4 X 58 68 
E2 3 26 58 68 
E5 4 63 AT~M 58 62 
A1 3 F 58 62 
E3 2 1 9 58 62 
E1 2 T 58 62 
E3 2 21 58 57 
E5 5 23 58 74 E5,,y X 58 80 
E2 4 26 58 80 
E5 6 75 CAR 58 74 
A1 4 A - 58 74 
E5 5 69 FF 58 57 
A2 2 69 6 58 57 
A3 3 10 83 82 
E3 3 17 8 3 8 7 
E5 7 X 83 93 
E2 5 A 83 93 
E5 7 88 AT~M 83 8 7 
A 1 5 T 83 8 7 
E3 3 X 83 8 2 
E2 6 A 83 82 
GS 1 A 58 57 
GS 2 A 33 32 
GS 3 A 29 28 
GS 4 A NIL NIL 
1 
tablea u T. 1 





§ 2. Second exemple : Evolution de la a - liste et 
p assage des arguments fonctionnels . 
Considérons le programme LISP suivant : 
label [a; À [ [x ; y ]; 
[a tom[ y] • [ eq [y; NIL] ô>NIL ; 
T• label [Cf; À [[y; fn] ; 
[atom[y] • NIL ; _ 
T• cons [fn [car [y] J ;Cf [cdr [y J; fn]]]]] 
[x ; À [ [x]; cons [x ; y]]]]; 
T-c one [e [x ; car [y]] ; e [x ; cdr [y]]] ] J j 
[( A,B); ( C, D)] (1) 
Ce programme, -dans lequel figure une fonction 
qui admet un argument fonctionnel : À[[x];cons[x ;y]] , combine 
les listes ( A, B ) et ( C, D) pour fournir le résultat 
(((A.C)(B.C))(( A . D)( B . D))). Remarqu.0::1.s que l ' a.Ygument fonction-
nel contient une variable libre et c'est c e qui fait l'intérêt 
de .c et e xemple . 
L ' exécution de (1) a lieu de l a manière suivan-
te : 
0 [ (A, B) ; ( C , D) ] = cons [ 0 [ (,._, B) ; C]; 6 [ (A, B ) ; ( D)] ] 
1 • e[( A, B); c ] = ~[( A, B); A[[ x ];cons [ x ;y]]] 
= ~ons [fn[ca r[y]] ;f[ cdr[y] ; fn] ] 
1 • 1 • fn[AJ = )J[ x] ;cons[x ; y]][A ] 
= ( A . C) 
1 • 2. <p[( B) ; fn] = cons [fn [car [y] ];'f [cdr [y]; :fn]] 
1 2 . 1 • f n [ B ] = . (B. C) 
1 2 . 2 . r[NIL ; i n] = NIL 
1 2 • 3 • f [ ( B ) ; fn] = ( ( B • C ) ) 
1.3. e[( A, B); c] = ((A . c )( B . C)) 
2. 9[( A, B);(D)] == cons [0[( A, B); D ];0[( A, B); NIL]J' 
8[( A , B) ; D] = f[( A, B) ;,,\l[x];cons[x;y]]J 
= ((A.D)( B . D) ) ( 
2. 1 • 
2.2. 0[( A, B); NIL] = NIL 
2.3. e[( A, B);( D)] = ((( A. D)(B . D)) ) 
3. 0[( A, B) ;( C, D)] = (((A.C)(B.C))((A.D)(B.D))) 
( y = C ) 
( y = (A,B) 
( y = C ) 
( y = (B) 
( y = C ) 
( y = D ) 




Si on examine la f a çon dont le programme est 
e xé cuté , on v oit , p a r exemple à J_a ligne 1 . 1 . , que lors d u 
calcul de fn [ A] , la f orme cons[x ; y] .n'est pas évaluée avec 
la valeur de y mise en àernier l i eu s ur la a -liste , c' est à 
dire (A,B), mai s a vec la val eur d e y e xis t ant au moment du 
passage de l'argument fon c t ionn2l /\[[x ];cons [ x ;y]J, 
c'est à dire "C". 
Nous allons montrer que c'est bien ce traite-
ment qui est effectué par l 'interpréteur . Pov.r c ela , n ous 
réécrivons le programme (1) en S- langage : 
((LA.BEL , THE TA (LAMBDA ( X, Y)( C0ND 
((AT~M, Y)( CpND (( EQ , Y( QU0TE , NIL ))( QU0TE , NIL )) 
( ( QU0TE , T) ( ( LABEL , PHI ( LAMBDA ( Y , FN ) ( C y)ND 
(( ATPM , Y) ( QUç6TE , NIL )) 
(( QU~TE , T ) ( CPNS ( FN(CAR , Y)) 
( PHI (CDR , Y) 
( FUNCTI0N , FN))))))) 
X(FUNCTIPN(LA.MBDA(X ) ( Cy)NS , X, Y)))) ))) 
(( Quç6TE , T)( cç6NS ( THETA , X( CAR , Y))( THETA , X( CDH , Y))))))) 
( k , B)( C, D)) ( 2 ) -
La fi gure F IG.2 montre la repré sentation en 
mémoire de ( 2 ), a ins i que la tota lité des c ellules ut i lisées 
par l ' interpréteur pour l ' évolution de la a-liste . On a uti-
lisé les même s conventions que d ans l ' exemple précéden t . La 
pile-liste n ' a pas été de ssinée , 
Considérons alors l ' évcùuation de fn[B] confor-
mément à la ligne 12 . 1. A c e moment , on a l a situ at io~ sui -
v ante : 
PHI= FN , ALI ST = 138, LIST= ( B) 
on v a a lors chercher la définition de " FN" sur la a - liste , 
comme "FN " est un argument fonctionnel, on re tournera au début 
de " a pply". ave c: 
PHI= FN , ALIST = 128 , LIST = ( B) ; 
une nouvelle recherche de la. va.leur de "FN" provoque encore 
un b r anchement au début de "apply" avec : 
PHI= 56 , ALIST = 119, LIST= ( B ) • 
Maintenant , la première valeur de "Y" a ccessible vie, la 
a-liste est bie n "C" et l ' exécution de "apply" produira le 
résultat annoncé . 
On p eut faire la remarque suiva nte: 
Si dans la définition récurs ive de la fonction "PHI" , on 
avait écrit, a u lieu de ( FUNCTI~N, FN ) , simplement FN , t oute s 
les paires pointées de défini ti e n de "FN" dues à U...""1 app el ré-
cursif de " PHI ", aura i ent été i d e nt iques à la première paire 
pointée de définition de "FN" et l ' exécution aurait été accé-
lérée. En écrivant ( FUNCTI~N, PN ) , on doit e xplorer la a-liste 
autant de fois qu'il y a eu d'appel récursif de "PHI ", pour 




II . 1 
DEUXIEME PAR'l'IE LES ADDITIONS AU LISP "PUR". 
Introduction. 
Le LlSP tel que nous l' a vons _ défini dans 
la premi ere partie permet, en principe, n 'importe quel trai-
tement de S-express ions. Toutefois, l' écrit;u.re de ce tra ite-
ment pe-i;.t être t erriblement lourde et sonexécut-i-on extr~rne-
ment lente . Nous allons indique r trois raisons pour lesquel -
les le t raitement en LISP "pur" est inefficient e t la suite 
de cette deuxième partie contiendra l ' exposé des solutions 
apportées en LISP "é tendu". 
La premièr e raison est qu'une fonction ne peut-
~tre définie en LISP "pur" qu'au moment de s on utilisat ion, 
ce qui p r ovoque des notations e.uss i J. ourdes que ceJ.l es du se-
cond e xemple du chapitre I.6. Nous donnerons,au chapitre 1, 
le cioyen de définir de s fonctions u t ilisables, ensuit~, par 
tous l es programmes LISP suivants . Cet t e p ossibil i té nouvelle 
permettra , non seuJ.e ment d ' augmenter la lisibilité d I u n pro-
gramme , mais a u ss i sa vi tesse d'exécution. 
La deuxième raison r éside dans le nombre res -
treint de :foncti ons primitives. En ajoutant d e 11 nouvelles 
f onctions primitives " à J. ' interpréte ur, on pourra accélérer 
le ::traitemen t et gagner b eauc oup de place en mémoire, En fait» 
ces fonc tions p ourront s ' exprimer, sauf rares excepti ons, en 
termes des cinq primitive s de b ase , c e ne s ont ~ on e pas, à 
proprement parler , des "primitives" , mais , parf ois, leur e x -
pression en termes des fon c tions primitives est tellement 
laborieus e que le gain ob tenu est très considérab}.e. ( Voir 
à ce sujet, l a fonction." REVERSE ".) 
La troisième raison, c ' est que le seul méca-
nisme que l'on ait à sa disposition, en LI SP "pur" , pour écri-
re un algorithme répéti tif est la récursivité. Dans beaucoup 
de cas, l'emploi de la récursivité est extr~mement coûteu x en 
temps et, surtout, en mémoire. Pour pouvoir écrire des boucles 
et des traitements semblabJ.es à ceux des langages séquentiels, 
on introduira, au chapitre 5, les formes spéciales de type 
PR~G, dont le r6le est , intuitivement, d e dé·t;erminer une zone 
du programme dans laquelle on fait d e la programmation séquen-
tielle, L'utilisation systématique de cette troisième possibi-
lité enlève b eaucoup de son originalité au LISP : il n'est 
plus, alors,qu'un langage de manipulation de listes plus ou 
moins commode, mais il a entièreme n t perdu son caractère - fonc-
tionnel. 
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Nous verrol:ls, en outre, dans c e chapitre, 
deux autres points plus particu1.iers, d' intér~t plus limité. 
Le chapitre 3 introduit la notion de nombre, 
en LISP; l'utilité de cette extension n'est pas très considé-
rable, mais cela permet de résoudre plus élégamment certains 
problèmes . 
- Traitement de listes dont les éléments sont 
des nombres. 
Simplification de fonctions algébriques . 
( En effectuant les opérations qui ne portent que sur des 
nombres.) 
- Compteurs de boucles, en liaison avec les 
formes de type PR~G. 
- etc ••• 
Enfin, dans le chapi tre 4, nous introduirons 
un nouveau type de fonctions pour lesquelles le passage des 
arguments se fait par nom. Ceci est nécessaire lorsque l e s 
arguments ont une forme particulière et permet, notamment, de 
définir des fonctions dont le nombre d' a rguments est quelcon -
que. Cette notion permet également d'un ifier l a théorie des 
formes en LISP, conformément au§ 2 du chapitre I.2. 
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Chapitre 1 Les fonctions de type EXPR - Les constantes. 
§ 1 . "p-liste " d ' un atome - pseudo-fonctions . 
En LISP "pur", lorsque l'interpréteur renc on-
tre une variable ou un identificateur de fonction, il d oit 
parcourir la a-liste pour trouver la signification de ce sym-
bole . Ce parcourt peut prendre un temps assez long. 
Supposons que nous désirions donner à un symbole atomique une 
signification constante durant l'exécution des programmes sui-
vants . Au l .ieu de placer ce symbole sur la a - J_iste ( ou m§me, 
éventuellement, sur une " a ' -liste" contenant les "constantes"), 
il est plus efficace de procéder de la façon suivante : dans 
l a" représentation interne" de l ' atome, on place un p o inteur 
vers sa "valeur" , s I il en a un·e , et un indicateur précisant 
de quel type de valeur, il s'agi t . Le travail de l ' interpré-• 
teu.r sera, alors , modif'ié : lors de la rencontre d ' une varia-
ble ou d ' une fonction atomique, il examinera si leur représen-
tation interne c ontient 1;1n indicateur convenable, si oui , il 
accédera direct e ment à la valeur et sinon il explorera la 
a-liste . 
Nous donne rons la définition suivante: 
on appelle p-liste ( ou liste des propriétés) d ' un atome , un 
assemblage de cellules permettant d ' accéder 
(1) à la suite des carac t ères de la représen-
tation externe de l ' atome , 
( 2 ) à une S-expression qui est la "valeur" ou 
encore l a "définit i on", de l ' atome, 
( 3 ) à un indicateur , donnant la nature d e c et-
te S-expression . 
Les deux indicateurs qui nous intéresseront, ici , sont les 
symboles 
"EXPR" : indiquant q u e l'atome est un identifi-
cateur de f on c tion , 
"APVAL " : indiquant que l ' at ome est u ne constante. 
S i l a S- expression ( 2 ) et l ' indicateur (3 ) ne sont pas présents 
sur- l a p ,.:. liste du symbole , sa valeur doit être cherché e s ur la 
a-liste . 
Un symbole atomique est désigné , partout en mémoire , par l ' a -
d resse de la premi ère c e llule de sa p-liste . ( cette adresse 
r e présente l ' atome .) 
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Format de la p-liste . 
Dans notre système, 
- lorsqu ' on lit un atome pour la première fois, 
sa p-liste est créée avec le format suivant : 
----~ 
cellules contenant l es caractères de 
la représentation externe de l ' atome. 
- si , par la suite ,on a assigné au symbole une 
signification constante,le format de sa p-liste est le suivant 
. _ _.__-=.,-~! NOi[ j -i---7 valeur du symbole 
X X 
----~x lxVJ 
Un symbole atomique est représenté partout en mémoire par 
l'adresse ~ 1 de la première cellule de sa p-liste; le symbole 
"INDIC" d ésigne l'un des indicateurs 11 APVAL" ou " EXPR". 
Il est bon de remarquer que si~ est l'adresse d 'une S- expre s -
sion, il faut maintenant effectuer le test " ALINK ( ALINK (o<)) <O? ' 
pour savoir si~ est l'adresse d'un atome , au lieu de 
'ÂLINK(cx)<O ?" précédemment. 
Exemples de p-listes . 
:t: 1DPR 1 1 LRMB DAI ~ 1 ~ Vl 1 i ~Alnl ~RI L,,/1 1 X l/"1 
L'indi c ateur "EXPR" dans la deuxième cellule de la p-liste 
indique que l'atome "CAADR" représente la fonction 
(LAMBDA( X)(CAR(CAR(CDR,X)))) . 
( 1 ) 
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(2) 
N I --+---L 
L'indicateur "APVAL" dans la deuxième cellule de la p-liste 
signifie que le symbole atomique "NIL" a pour valeur cons-
tante lui-même. 
Pseudo-fonctions. 
On appelle "pseudo-fonctions 11 , en LISP, des 
fonctions qui modifient des structures en mémoire, par oppo-
sition aux a utre s fonctions qui cré ent de nouvelles structures , 
mais sans modifi e r celle s déjà existant e s. Le rôl e de ce s 
pseudo-:fonctions étan·t de modifier des structures , la valeur 
renvoyée par l'une d'entre elles est généralement sans impor-
tance. D'où le nom de "pseudo-fonctions". Pour a.ffecter une 
signification constante à un symbole, on d oit modifier sa 
p-liste, ce qui nécessite l'utilisation d'une pseudo-fonction. 
§ 2. La p seudo-fonction "DEFINE". 
de doublets: 
type À 
Cette pseudo-fonction a pour argument une J_iste 
... (x * (0 * )) 
n' 1 n' 
où les x ~ sont des symboles atomiques 
· 1 
et les 'fi sont des fonctions, généralement de 
L'effet de "DEFINE" est de placer l'indicateur " EXPR" sur la 
p-liste de chaque atome Xf ainsi que la représentation de la 
fonction <o~ correspondante. La valeur renvoyée par "DEFINE" 
est "NIL" 1• 1 
Par exemple, le Erogramme LISP suivant : 
(DEFINE((CAADR(LAMBDA( X)(CAR(CAR(CDR, X))))))) 
'--v--' ----------~--------1 
a pour effet de créer la p-liste de l ' exemple (1) de la page 
II.4. 
§ 3. La pseudo-fonction "CSET". 
Cette pseudo-fonction a deux arguments x * et~, 
x* doit être un atome et~ est une S-expression quelconque. 
L'effet de "CSET 11 est de placer sur la p-liste de x* l'indi-





a pour effet de créer la p-liste de l'exemple (2) de lapa-
ge II.5. 
§4 • Modifications de l'interpré teur LISP. 
Il faut, main tenant mod i f i e r l'inter préteur 
de façon à tenir compte de l' i ntroduc t ion de la notion d e 
p-liste. 
Les cas à modifier s ont le cas A2 page I.35 
et le cas E2 page I.38 
qui deviennent: 
Cas A2: tj'* èst un symbole atomique. 
bole· cp* et 
apply2 : 
apply21 
PHI contient l'adresse de la p-l i s te du sym-
on a: 
ACCU:=BLINK ( PHI) ; Lf* est-il déf i ni s ur sa p-liste? J 
si ALINK(ACCU)=EXPR, { PHI: =BLINK (ACCU ); 
alle r à Apply; 
ACCU:=ALIST; [sinon, recher che de la définiti on 
sur l a a-l i s te .] 
si ACCU=NIL, Jimprime r "F~NCTI0N N~N DEl"I NI E"; 
AC CU: =PHI; [ e r reur ] 
lalle r à find e evalquo te ; 
Q: =ALINK (AC CU); 
si ALINK ( Q)= PHI, {PHI: =BLI N'"L ( Q); 
. all e r à Apply; 
ACCU:=BLINK (ACCU); 
aller à appl y 21; 
Cas E2 : ~* est une variable. 
EPSI contient l'adresse de la p - liste du symbo-
le g* et on a l'e.J.gorithme suivant: 
eval2. 
eval21: 
ACCU:=BLINK( EPSI); LE.* a sa valeur sur sa p-J.iste? ] 
si ALINK(ACCU)=APVAL, jACCU:=BLINK (ACCU); 
lalle r à fin; 
ACCU:=ALIST; [sinon, reche rche de la valeur sur 
la a-liste.] 
si ACCU=NIL, iimprimer "VARIABLE SANS VALEUR"; 
ACCU:=EPSI; [erreur.] 
aller à findeevalquote; 
Q:=ALINK(ACCU; 
§i ALINK(Q)=EPSI, {ACCU:=BLINK (Q); 
aller à fin; 
ACCU:=BLINK (AC CU); 
aller à eval21; 
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§ 5. Un exemple :! la fonction "RENVERSER". 
------------------------------------
Le programme LISP suivant conduit à la défi-
nition de trois fonctions de type EXPR : "LIST1 11 , "APPEND " , 
"RE:N-vERSER Il • 
(DEFINE ( 
(LIS T1 ( LAMBDA (X)( C0NS , X( QU0TB,NIL)))) 
(APPEND (LAMBDA ( X,Y)( c0ND 
( ( AT~M, X)Y) 
( (QU0 TE ,T)(C~NS (CAR , X)(APPEND (CDR, X)Y)))))) 
(RENVERSER ( LAMBDA ( X)(C~ND 
((AT0M , X)X) 
((QU~TE ,T)(APPEND ( RENVERSER (CDR , X)) 
(LIST1 ( CAR , X))))))) 
) ) 
Si on présente alors à l'interpréteur les 3 p·rogrammes 
. 
(LIST1 , A) 
( APPEND , i(. A, B , C , D ) ( E , F ) ) 
(RENVERSER (A, B,C,D, E,F )) 
il renverra les résultats suivants: 
(A) 
(ABC DE F) 
(F E D C B A ) • 
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Chapit·re 2 Extension de la no t ion d'algorithme primitif: 
Fonctions de type SUER. 
§ I. Introduction. 
On peut, au moy en de la pseudo-fonction 11 DEFINE 11 
définir autant d e fonctions que l'on veu t, utilisa bles par tout 
programme LISP ultérieur. Cepen d a nt, lorsqu'on fait e.ppel trè s 
souvent à une f'onction dans de nombreux t;{pe s de traitements, 
il est avanta geux de la définir p a r u n s ous-programme écrit e n code 
machine , ou, dans notre cas, écr it e n PL/I puis compilé, car 
une fonction d e type EXPR est e x écutée en mode interprétatif, 
ce qui n~cessi te une occupation méœoire plus grande et, surtout, 
un temps d'exé cut ion plus long. 
Da ns la. plupart des s y s t è me s LJSP, ces fonctions 
possèdent sur l .eur p-liste l I indicat eur 11 SU13R" précisant qu' el-
les sont écrites e n code machine et u n e adresse pointa nt vers 
l e premier mot de mémoire du s ous- prog r a rrnne d éfinis sant la f'on c-
t ion. Pour cette raison, on appelle ces fonctions, f onctions 
de type SU-BR. 
Les algorithme s p r imitifs du l a ngage sont, eux-
môme, des fonc t ions de type SU::BR et c e s fon ctions p e u ,~ent € tre 
considéré e s comme une extension de l a notion d 'algof·i t hme p ri -
mi ti:f p a rce qu'on peut l e s utiliser st>-ns J_e s avoj_r, ·au. préal a-
ble, définies. Toutefois, ces fonct i ons sont eiprimables, l a 
plupa rt du ·temps, en termes des 5 p r imi t i "'feS de ba.se. 
Dans notre système, les f onctions de type SUBR 
ne sont pas recon..--iues par la prése n,.. e de l'ind i::!ateur 11 SUBR" 
sur leur p-liste. 
On procède de la façon suivan~è ; les 5 0 premières c e llules de 
la mémoire sont destinées à ::.r.eG evoir c hacu..1-,.e 1.a :première cel-
lule de la p-liste d'une :fonction d e type Su.BR. Prenons un 
exemple, pour simplifier , et c onsidérons la J:onction "EQUAL" 
définie dans l e corps d e ]. 'interp réteur p a r une séquence d'ins -
tructions précédée de J. 1 é t iquette 11 ).a bel ( I9) · : ". La première 
cellule de sa p-J_i ste p ossède l' ad.resse I9 • 
Nous modifions , en cutr e, très légèrement la première ligne de 
11 apply" ( page I.34 ) de la façon suivante: 
Apply: si PHif50, aller à label (PHI); 
Dés lors,l'utilisation de la fonction 11 EQUAL 11 dans un programme 
LISP doT'_l'l.era lieu à un branchement au début de "apply" avec 
PHI = 1 9, le test PHI~50 étant posi ti:f, on se branchera, à 
"label(19) " ,soit au début du sous-programme définissant 
11 EQUAL". 
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§ 2. Définition de quelques fonctious de type SUBR • 
Voici la définition de quelques fonctions de 
type SüBR qui existent dans notre système ; nous n'écrirons pas 
pour toutes ces :fonctions l I algorithme exact de représentation 
au sein de l'interpréteur,mais nous en donnerons,quand c'est 
possible,une définiti on en M-langage .( Celle-ci ne représentant 
pas l'alg orithme effectif d'implémentation,mais définissant, 
sans ambiguïté, la sémantique de le. fonction .) 
Dans ce qui suit nous écrir ons l'identificatem:· d'une fonction 
en lettres minuscules ou majuscules suivnnt qu'on utilise le 
M-langage ou le S-langage . Il est entendu,par exemple,que 
"null" et "NULL" désignent la m~me fonction: seules les notations 
diffèrent. 
Le. fonction 11 .APPEND " 
admet deux arguments qui doivent ~tre des listes. 
Elle a pour résultat une liste égale à la concaténation des 
deux· arguments . Ceux-ci ne sont pas modifiés . On peut définir 
"APPEND 11 en termes du M-langa.ge par l'équation: 
append[ x; y] = [ n ull [x] ?y ; T? cons [ ca.r[ x] ; append[ cdr [ x] ; y]]] • ( *) 
La fonction " APPLY 11 
est le sous-programme "apply" érigé en fonction 
utilisable par le programmeur LISP. Elle a trois arguments : 
une fonction,une liste de S-expressions et tL'Yle liste de paires 
pointées; sa. description est déta.iJ.lée dans la première partie. 
. Con~idérons une ~onction lf * dans ]_ 1 e~pression 
de laquelle interviennent n variables xt, ... ,x~ libres et 
admettant m arguments.Dans ce cas,les deux programmes LISP 
suivants sont équivalents : 
(APPLY,<f*(o<1 , ••• , e<m) ( (x:j" .cxm+ 1 ) (x;: .o:m+n))) 
( (FUNARG,'f*( (x1 •~+ 1 ) (x~ •'\i+n))) o<1 , • • • ,0<m) , 
où les o<. sont des S-expressions quelconques. 
i 
Les fonctions "CA.AR" , !'CADR" , "CDAR" , "CDDR" , "CADDRt: 
sont obtenues par composition des fonctions 
primitives "CAR 11 et 11 CDR" • La séquence de "A" et de "D" 
précise l'ordre de composition. 
On a: caar[x] = car [ car [x]] 
ce,dr [x] = car [cdr [x]] 
cdar[x] = cdr[car[x]] ,etc 
(*) La fonction "null 11 est définie ci-aprés . 
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La fonction 11 cy,pya 
a pour a r gument une S-expression que lconque. Son 
résultat e st une S-e.x.:pre s s ion d éduite de l'argument par 11 recopi-
e.ge11. On p e u t d éfin ir "C~PY" par: 
Le prédicat "EQUAL" 
teste si deux S-expressions que lconque s sont 
égales,c'est à dire ont m~me représentation e xterne. Son résul-
tat est fixé p a r l'égali t é : 
equal[ x ; .y] == [at orn [x] • [ a tom[ y) - eq[x;y] ;T~FJ; 
atom[r-h' ; _ .. 
equallca r[ x );ca r[y]]>equal[cd rl xJ;cdr[y]J; 
T• F] 
La fonc t ion " J!"']VAL" 
est l a fo n ction corre s pon d ant ,e.u sous -programme 
"eval" . Elle a normalement d e ux arguments : u .. -ie ferme et une 
liste de p a i re s point é es .( * ) 
libres x*, 
équiva lenis 
Sie* est une forme qui contient n variables 
x* ,alors les deux programmes suiva nts son t 
, n 
(EVAL,E*( (x1 .0(1 ) 
( (LAMBDA(x1, 
• • • ( x* • oc ) ) ) 
n n 
x*) c*) 0( 
J n v 1' 
Le prédicat " MEMBER" 
0( ) 
, n 
admet deux arguments: une S-expression 
quelconque et une liste. Sa vale ur est "T" si la S-expression 
est un élément de la liste,sinon sa valeur est "F".Sa défi-
nition en termes de M-langage est: 
member[x;y] = [null[y] • F• 
equal[car[y] ;x] • T; 
T • member[x;cdr[y]]] 
La fonction "LIST" 
admet un nombre indéfini d'arguments et a 
pour résultat la liste de ces arguments. On a: 
... cons[ x ; NIL] 
n 
.. .J J 
(*) En fait,on peut utiliser "EVAL" avec le seul argumente*. 
Dans ce cas,on utilise la a-liste courante de l'interpréteur. 
De m@me,on peut utiliser "APPLY" avec pour seuls arguments 
une fonction <_p* et une liste de constantes (C( 1 , • • • , oi.n) • 
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Le prédicat "N~T•; . 
Norœalement , ce prédicat a pour argument une va-
leur logique 11 T" ou 11 F 11 . En fait , sa valeur est " T" si l ' argument 
est "F" et dans tous les autres cas,sa valeur est 11 F 11 . Sa défi-
nition en termes de M-langage est: 
Le prédicat II NULL " 
a p our argument une S-expression quelconque, 
si c' est le symbole atomique " NIL" , sa valeur est "T 11 ; dans 
tous les autres c as, sa valeur est "F" . Sa définition en ter-
mes de M-langage est: 
-Le s pseudo-fonctions "RPLACA 11 et nRPLACD 11 
. 
-----------------------------------------
ne sont pas réductibles à une c ombinaison des 
cinq fonc tions primiti~es: elles modifient des structures 
préexistantes en mémoire . Elles ont deux arguments qui sont 
des S-expressions quelconques . On ne peut guère définir c es 
fonctions autrement qu'en faisant référence à la représenta-
tion interne des S-expressions , ce qui revient à dire qu'el-
les n ' auraient probablement pas été introduites telles quel-
les si on avait fait choix d I une autre imp:Lémentation pour 
les listes . 
Désignons, alors , par x le premier argument et p1:1.r y l e second 
et considérons la premiere c e llule de la représentation de x 
en mémoire, cette cellule se compose de deux champs ALINK et 
BLINK ; 
" RPLACA " met l'adresse de y dans le champ ALINK, 
"RPLACD " met l ' adresse de y dans le c hamp BLINK. 
La v a l e ur d e c es fonctions est l ' argument x modifié . 
Exemples. 
rplac a [( A , B , C, D) ; (E . F) ] = ( ( E . F ) B , C , D) 
r p l a c d [( A, B , C, D) ; (E . F) ] = (A . (E . F )) 
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La f onction "REVERSE" 
a pour argument 1.l!le liste , et pour résultat la 
liste obtE:nue en "renversant;" J.' ordre â.es éléments de la lis-
te argument . Sa définition en termes d e M-langage est : 
r everse[x] = [null[x]-+NIL;T~append[reverse[cdr[xJ];listCcar[x]J]l 
( 1 ) 
Cette façon de définir la fonction " REVERSE " 
par combinaison d' autres fonctions déjà définies n ' est pas très 
naturelle. Si n ous examin ons la faç on dont cette fonction est 
réalisée dans l 'interpréteur, n ous voyons que l'algorithme uti-
l isé est bi e n plus simple que (1) . 
Les ccnditions initiales de l'algorithme sont 
les suivantes : 
-LIST pointe vers la liste à 11 renversern, 
-ACCU pointe vers le symbole " NIL". 
Et on a l ' algorithme : 
reverse1 s i LIST=NIL , aller à fin; 
EXFREE ( ALINK ( LIST ) , ACC U , ACCU ); 
LIST·: =BLINK ( LIST ); · aller à reverse1 ; 
Cet exemple montre qu 'il est avantageux de co-
der directement c erta ines fonc tions plut 8t que de J.es définir 
à p a rtir des primitives d e base . Dans ce cas-ci , la raison 
pour laquelle la fonct i on " reverse " s ' exprime auss i malaisément 
en f onc tion des primitives de base , c' est que le chaînage d es 
c ellules de listes n ' est réalis é que dans u n sens : de la gauche 
vers la droite et que pour c onstruire la première c ellule d u 
résultat, il faut connaître la dernière cellule de la liste à 
renverser ; or , une fois qu'on connaî t c ette c ellule , on ne peut 
plus accéder aux cellules précédentes s a uf si on le s a mémo-
risées dans u__~ s tack , ce qui est réalisé dans (1) par l'appel 
récursif de " reverse''• On est obligé d ' agir ainsi parce qu'on 
ne possède pas d '"in s truction d'affectat ion" permettant de 
stocker dans une v ariable des résultats interméd i a ires ni 
d'"instruction de bra nchement" p e rmettant d'effectuer une bou-
cle. Mal.heureusement l'introduction de c es mé c anismes détruit 
le caractère fonctionnel du LISP . (Voir chapitre 5). 
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Che.pitre 3 Les ncmbres. 
Nous ne discuterons pas longuement de l'utilité 
d'intr oduire la n otion de nombre en LISP . Il est certain que 
ce langage n ' est pas bien adapté à la réalisation d 1 algori tb~es 
numériques.Toutefois,cette notion peut rendre plus élégante 
la résolution de c ertains problèmes.Nous l'utiliserons dans 
le second exemple de la cinquième partie. 
§ 1. Représentation externe d'un nombre-Représentation interne • 
Dans notre système,un nombre est une suite de 
1 à 5 chiffres représentant un entier compris entre O et 32.766. 
On décide de noter les nombres par 1.Lvie lettre 11 n 11 indicée ou 
non. 
Les nombres sont des symboles atomiques,bien que 
d'un type particulier . Cela veut dire que sin est un nombre , 
atom[rJ = T 
Pour répondrG à cette exigence , la p-liste d ' un nombre na reçu 
le format ci-de ssous : 
Nmma 
~ 1-~-,0 
où la case INUtl&Rl contient l I adresse du symbole atomique " J\TU1:VIB~R 11 
et la case[;] contient une configuration de bits qui est la 
représentation du nombre entier -n-1 dans le code de la machine . 
En définissant les nombres de cette manière ,on 
voit que le test d ' atomicité 
si oc. est l'adresse d I un atome , ALINK(ALIW.tC (o<.)) <O 
est vérifié auss i pour les nombres . 
R8le de l'identificateur "NUMBER" . 
Cet indicateur distingue un nombre d'un atome 
qui n ' es± pas 1.L""l nombre . A ce sujet,on peut faire l'importante 
remarque suivante 
Si« est l'adresse d'une p-liste , le champ 
ALINK (ALINK(o< )) doit ~tre interprété différemment suivant la 
valeur du champ BLINK(c<) 
- si BLINK(~)=NUTJIBER , ALINK(ALINK(o<)) contient 
la représentation d'un nombre n sous la forme -n-1 ,dans le code 
de la machine , 
- si BLINK(cx)tNUMBER , ALINK(ALINK(O()) contient 
la représentation des deux premiers caractères d'un at ome dans 
le code de la machine • 
§ 2. Valeur d I ur.. nombre - Modif icat ion de l ' interpréteur. 
La représentation d'un nombre est la même en 
M-langage et en S-l angage . Cela ne provoque pas d'ambigu ïté 
car un nombre considéré comme un identificateur à touj ours 
pour valeur lui-mSme,c ' est donc une consta nte semblable à 
c elles définies par la présence de l'identificateur "APVAL " 
sur leur p-liste . 
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Pour tenir compte de ce tte nouvelle notion,on modifie , encore 
une fois , le texte de l ' interpréteur.C'est le cas E2 qui d oit 
Stre transformé on introduit entre la ligne 1 et la ligne 2 
de l a page II.6 ,le texte suivant : 
si ACCU=NUMBER , { ACCU : =~PS~ ; 
. e.ller a f1.n; 
Ori peut consta ter , maintenant ,que l' évaluation 
par "eval" des deux S-expressi ons 
( QU~TE ,1 23 ) et 123 
donnera chaque f ois le résultat 11 123" • 
§ 3. Les :fonctions de type SUBR relatives aux nombres . 
Les prédicats " NUMBERP " et " EQUAL " • 
Le prédica t " NUJVIBERP H permet de distinger , 
p armi les symboles atorniques,ceux qui sont des nombres . 
Si x* est un atome , 
( NUMBERP , x* ) est T six* est un n ombre 
et F six* n 'est pas un n ombre , 
s i on applique " NUEBERP 11 à un argument qui n'est 
pas un ·ato·me , sa valeur est indéfinie . 
On peut encore définir 11 l'HJMBERP " par l'égalité du M-langage 
numberp[ x J = eq[cdr[x]; NUHBER ] 
Le p rédi cat "EQUAL" d oit t:'ltre modifié de maniere 
à tenir compte de la notion de nombre. Dans la définition anté-
rieure que nous avons donnée de " EQUAL" ,on se basait sur le 
prédicat " eq" pour établir l'égalité de deux at omes , e t " eq" se 
contente d'examiner si les adresses de ces deux atomes sont 
identiques .Or , on ver:ra , d'après les opérations définies sur les 
nombres qu'à la suite de c ertaines manipulations ,il se peut 
qu'un ml:!me n ombre soit représen-té plusieurs f oi s en mémoire . 
Il est,évidernrnent , inadmissible de considérer c es différente s 
représentations comme des êtres distincts . 
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C ' est pourquoi , nous redéf i nissons lu. foncti on " equal " par l ' équa-
ti on suivante du M- langage : 
e qual [ x ·y] = 
[ atom[ x l ~•[ atom[ y J• [ eq[ x ; y]• T • 
numberp LJ•[ numberp[ y J•[ l e ssp[ x ; y] • F ; ] ] 





equal[ c ar[ x ]; car[ y] }~equal[ cdr[ x]; cdr[ y J] ; 
, 
T• FJ , 
On trouvera ci-après les définitions des fonctions "less p" , 
" zerop " et "dif:ferenc e ". 
Pseudo-fonctions arithmétiques " ADD1 " et " SUB1 11 
Sin est un ~ombre dont~ est l'adresse de la 
p-liste , 
11 ADD1 11 décrémente ALIW.rC ( ALINK ( o< )) de 1 • 
11 SUB1 11 i n c rémente ALINK(ALINK ( cx)) de 1 • 
Dès c e moment,le nombre n n ' a plus de représentation en mémoire. 
Fonctions arithmétiques 
"PLUS " , "TIMES " ," QU0TIENT " , "DIFFERENCE 11 , "DUP 11 , "EXPT 11 • 
S i on a p nombres n 1 , , n p 
(PLUS ,n1 , +n p , 
(TIMES ,n1 , , np ) est le nombre n 1 -x- ••• -JE-n , p 
à condition que ces nombres soient compris entre O et 32.766 
Si n 1 et n 2 sont deux n ombres, 
(QU~TI ENT , n 1 ,n2 ) est la partie entière de n 1 /n2 , à condition que n 2 f O, 
(DIFFERENCE , n 1 , n 2 ) est le nombre n 1 -n2 si n 1"q n.2 
et est indéfini s inon. 
( EXPT , n 1 , n 2 ) est le n ombre n 1n2 que ce nombre s oi t inférieur à 32 .766 . 
Sin est un nombre, 
\ 
, à condition 
(Dl,rp, n) est une "copie" de ce n ombre . 
Prédicats arithmétiques "ZER0P" 11 LESSP 11 ' "GREATERP 11 
Si n 1 et n 2 sont des~1ombres, 
(ZEH~P ,n1 ) a po-._,_r vale1..1.r "T" 
et "Fn 
si n 1 == 0 
sinon 
"T" si 
et "F" sinon, 
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(GRÈATERP ,n1 ,n2 ) a p our valeur "T" si n 1>n2 
et "F" sinon. 
Les fonctions "LENGTH" et "MINUS" • 
La fonction "LENGTH" a pour a rgument une liste 
et pour vale ur le nombre d 'éléments de cette liste.On peut 
la définir par l'équation du M-lang age : 
La fonction "MINUS" a pour argument soit un 
nombre,soit une l i s te du type ( MINUS ,n).On définit cette 
fonction par l'équa tion: 
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Chapitre 4 - Le s f onctions de type J.SUEI:?. et F EXPR. 
§ 1. In-traduction : Le s ymbole " C~:N7) " cons idéré comme un 
identificateu.r de f onction. 
Jusqu'ic i , no~s avons considéré, principaler:1.ent, 
deux types de f ormes . 
- Les appl i cations de f onction , comme, p a r exem -
ple, (C~NS , X,Y) , 
- Des " formes spécia,l_e s 11 , c omme , par exemple, 
(q6ND ( (AT~M, X) X) ( ( QU0TE , T) (CDR, X))). 
Or, ce se c ond ty·pe de fo rme peut, lui aussi , être cons idér é 
comme l I appl .ication d 'une fonction à des arguinents. Ains i 
l'exemple d onné plus haut, peut @tre regar dé comme l ' a pplication 
de la f on c ti on "C~ND " aux deux argument s ( ( AT-~M, X) X) et 
(( QU~TE , T )( CDR , X)). Ce qui distingue les d eux type s de forme s , 
c'est l a façon de transme ttre les arg ument :::; à l a fonction . 
- Dans le cas de (C~NS , X, Y) , le s arguments s ont 
tous éva lués dans un pre mi e r temps , par a ppeJ. d u s ous -program -
me " eva l"; ens uite,le s val e ur s de c es a r g uments sont transmises 
au s ous - prog r a mme corre s ponda nt à ''C9'NS 11 qui le s ma nipul e de 
manière à fournir le ré s ultat. 
- Dans le cas de (c~rm ( ( AT~M, X) X) ( ( QU~TE ,T) (CDR , X))) 
les arguments s ont trans mis au s cus- progr~mme c orrespondant à 
"C~ND " sans être évalué s : c'est à l'intérieur de ce sou s-program -
me qu ' on évaluera tous ou une parti e de Ges arguments . 
En ré sumé , on p eut dire que : 
- "C~NS II est une ±'onction dont l es arg1..llllents sont 
passés par vale u r : elle est du type SUBR . 
-"C~ND" est une fonc t ion dont les arguments sont 
passés par nom . Elle est du type PSUBR . 
Nous verrons dans le paragraphe s uivant J_es fonc-
tions de type FSUBR qui existent d ans n o tre système , ce qui mon-
trera l'intérêt de cette notion. Remarquons , dès maintenant, 
qu'elle unifie la théorie des formes puisque toute forme pourra 
être cons idérée soit comme une variable, soit comr:ie l'applica -
tion d'une f onction. 
G 
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§ 2. Les f oncti ons de type FSUBR .-
On appelle fonctiora de type FSUBR , des fcnc ·t ions 
qui sont i n corporées à l'inter préteu r et qui se c a ractér i s ent 
par le fait que leu:cs argument s s ont p assé s par nom au s ous -
programme qui leur correspond. C ' est à l'intérieur de ce sous -
programme qu'on décid e de l'éva luat ion des argw!'lents . 
Dans la plupart des système s LI SP , ces fonc t ions 
sont reconnues par la pré s ence de l ' i n d i c a teur "F SUBR " dans 
leur p-li s te . Dans n otre sys t ème , on procèd e autre ment : 
6hacune des cellules de mémoire d ' adresse s 5I à 
70 est réservée à l a première c e llule d ' une p-liste de fonc-
tion de type F SUBR . Cela d onne un moyen s i mple de :r-econna1 t :re 
ces f onct ions . 
Les fonctions " QU~TE " , " C~ND ~' "FUNCTI~N~' 
sont du type F SUBR ; leur significa tion a été 
vue ·•plus haut , bien qu e d 'un point de vue différent . 
Les fonctions logiques " AND " et "0R", 
sont du type F SUBR et a dmettent u n n ombre in-
défini d'arguments qui sont ~héoriquement, des formes prédi-
catives g1, ,E~ • 
Le préd icat " AND '' éYalue suc ce ssivement le s 
argurnen:ts z*: à part ir du premier, jus qu ' à en trouve r un dont 
l a v a leur e§ t l§? symbole "F". Si on trouve un t e l argwnent, 
le résultat final est le symbole "F" e t ).es arguments resta nt s 
ne s ont pas évalués , sinon la v aleur de "AND" est le symbole 
"T". 
Le prédicat "~R" évalue successivement les ar-
guments à partir du premier jusqu 'à en trouver un dont l a va-
leur est différente de "F". Dans ce cas, le résultat final 
est le symbole "T" et sinon, "~R" renvoie la valeur "F" e.près 
évaluation de tous les arguments. 
La pseudo-fonction "CSETQ" 
a pou~ arguments, un symbole atomique x* et 
une forme e* et les deux formes 
(CSET(QU~TE,x*)e*) et (CSETQ,x*,e,*) 
sont équivalentes. 
( 
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§ 3. Les fonction s de type FEXPR . 
On i ntroduit ces fonctions pour pallier deux 
insuffisance s des fonctions de type EXPR. 
- Une fo::a.ction de type EXPR a toujours un nom-
bre d'arguments fi x é par sa définition. 
- Les arguments d'une fonction de type EXPR 
sont tous évalués avant d'~tre manipulés par la fonction. 
Une fonction de type FEXPR se c a ractérise par 
la présenc e sur sa p-liste l'indicateur "FEllR" associé à 
une fonction-A qui définit le traitement effectué par la fonc -
tion de type FEXPR . L'interprétation de cette fonction-À est 
p arfaitement différente de celle des fonctions-X de définition 
des fonctions de type EXPR . En effet , elle a t oujours exacte-
ment deux arguments : 
- le premier est la J_iste des arguments !12.!! 
évalués de la fonction de type FEXPR associée , 
- le second est une liste de p aires pointées : 
généralement, la a-liste qui servira à évaluer les élément s 
de la liste, premier argument . 
Cette différence se marque de la façon suivante 
dans le fonctionnement de l ' interpréteur: 
Considérons une forme du type (~*,Ef, ... ,g* ) où 9* est une 
fonction de type EXPR ou FEXPR et soit f* l~ f onction-~ asso-
ciée. 
Si f* est de type EXPR , 
"eval" éval'ue les n arguments E.1, ,é.~, 
constitue l a liste ( 0{1 , • • • , o< ) de leur valeurs, 
"eval" 
p asse la main à "apply" avec l~s 3 arguments 
, Cl( ) 
n 
- a 
Si~* est de type FEXPR, 
, s*) a) 
n 
constitue la liste à 2 éléments ((e1, 
recherche la fonction~* associée, 
passe la main a'apply" avec les 3 arguments 
- a 
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Ex emple . 
Si l'on a une fon ction de type FEXPR, e t qu' on 
la tra n s forme s implement en me tta n t l' ind i c a teur " EXPR" s ur 
sa p-liste , la f on c tion obtenue a ura une sign ifica tion tou·t à 
fait différ ente d e l a première et produi r a géné r a lement un 
résultat imprév is ibl e. 
Nous d onnons t out e f ois , un ex emple con s tru i t 
spéc ialement pour obtenir un résultat v a lide dan s les d eux cas 
et montrer qu ' ils s ont dis t inc ts . 
Suppo s ons qu e nou s p r é senti ons à l 'inte r préteur l a séquence 
s u iva nte de p r ogramme s LI SP: 
( DEFINE ( ( 1· ) 
( MAPLIST ( LAMBDA ( X, FN )( C0ND . 
( ( NULL , X) X) 
(( QU0TE , T)( C~NS ( FN , X) 
(MAPLIST(CDR , X) 
( FUNCT I 0N ~FN ) ) ) ))) ) 
( LI STE ( LAMBDA( X, Y)( MAPLIST , X( FUNCTI0N 
( LAMBDA ( X)( EVAL (CAR, X) Y)))))) 
) ) 
( LISTE ( QU0TE , LftJ1BDA )(( LAMBDA , NIL ( QU0TE , NIL)) (QU~TE , NIL ) ) ) ( 2) 
((L.AMBDA( X,Y)( RPLACA( CDR , X)Y)) LIS TE , FEXPR ) (3) 
(LISTE ( QU~TE , LAMBDA)(( LAMBDA , NIL ( QU0TE , NIL))( QU0TE , NIL) )) (4) 
Le p r ogramme (1) p rovoqu e la créat ion d e l a fonc tion "LISTE " 
du type EXPR . 
Le programme ( 2 ) p r ovoqu e l' évaluat ion par "LISTE " des élé -
ments de la lis te ( QU0TE , LAMBDA ) a v e c la l is t e d e p a ire s 
pointées 
((LAMBDA.(NIL(QU~ TE ,NIL)))( QU~TE .( NI L))) 
Le résultat est la liste des v a l eurs trouvé es, c'es t à dire : 
((NIL)( NI L ( QU0TE , NI L))) 
Le programme (3) a pour e f fet de trans fo r me r "LISTE " en fon c-
tion de type FEXPR . 
Le programme ( 4 ) provoque l'évaluation d e s d e ux formes 
( QU~TE, LAMBDA) et C (LAMBDA , NIL ( Qu0·I'E , NIL) ) ( QU0 TE , NIL) ) 
avec une a-lis t e vide. Le résultat est l a liste d e s valeurs 
trouvées, c'es t à dire: 
(L.AMBDA, NIL) 
Les résultats ( RI) et ( R2) sont bien d ifférents et c'e s t ce 




Che.pitre 5 . Les formes spéciales de type PR0G . 
§1. Introduction, 
Nous a llons introduire la possibilité d 'utiliser 
en LISP des mécanis:nes de :progra,mmat:i.on séquentielle : 
- séquences d ' instructions 
- a:ffec·tations 
- b ranchements 
L'avant age de cette introduction , c'est qu ' un 
grand n ombre de traitements pourront êtr e réaJ. i sé s beaucoup 
plus aisément . Mais l e prix de -cette amélioration est que le 
LISP ainsi étendu , n ' est plus un langage fonctionnel et i~ a 
p erdu sa plus grande qualité qu.i était sa simplicité . En pa~-
ticulier , la des cription entièrement formelle de sa 3émantiqus 
est certainement b eauc oup moins simple à écrire . 
En guise d ' introd.uction,nous écrirons une 
procédure Algol qui calcule le plus grand commun diviseur 
de deux nombres entiers , sui vie d'une fonct:ion LISP équi va.-
lente ·. Nous donnerons ensui te une descr iption rigoureuse des 
formes de type PR~G. 
Procédure Algol. 
integer p rocedure pgcd ( n , m); 
integer n , m; 
begin i nteger r,q ; 




if r=O then goto exit ; 




) ) ) 
L00P (SETQ,Q(QU~TI ENT , N, M)) 
( SETQ, R(DI:t.,FERENCE , N( TIMES , Q, M)) ) 
(c0ND (( ZER0P , R)( RETUR.N , M))) 
(SETQ, N, M) 
(SETQ , M, R) 
(G~Q,Ly)~P) 
La compara ison de la fonction LISP a v ec le p r ogramme Algol 
p ermet de réaliser intuitivement la signiÏication des nouvelles 
fonctions LI SP introduites. 
- " SETQ " : affe c tati on d'une valeur à une variable. 
- "G0Q" : branchement . 
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§ 2. Syntaxe d es i~crmes de type PR~G . 
Une for me de t ,TPe PR0G est une liste dont 
le premier é lément e s t le symbole "PR0G" , 
le deuxième élément est une liste de varia -
bles appelées "variables -proeramme ", 
les é léments suivants,en nombre quelconque , sont 
s oit des étiquettes ,c' est à dire des atome s , 
soi t des instructions ,c' est à dire des formes 
n on a tomiques . 
§ 3, Nature des i nstructions . 
Il y a de s restrictions s ur la nature d es formes 
admi·ssibles comme instructions . Le s formes suivantes sont des 
instructions valides. 
(1) Toute f orme n on atomique , valide en LISP avant l' intro-
duction d es forme s de type PR~G . 
(2) Des formes du type 
(G~,e* ) où E* est une forme qui n 'est p as du 
type (2), 
ou du type 
(G~Q, x* ) où x* est une é t iquette , 
ou du type 
( RE TURN, E* ) où g* est une forme qui n'est pas 
du type (2) • 
(3) Des formes du type 
(SET,~1,E2) où~* qui ne sont pas du type (2) 1 
ou du type 
et e* sont des formes 2 
(SETQ,x*,e*) où x* e s t une variable et e* 
est une forme qui n'est pas du type (2), 
ou du type 
(qi1ND (g1,c,.)1) ... (e,*,w*)) où les 5 ·~ sont des formes qui ne sont pas du typ e (2)netn lesW~ s on t àes formes 
qui sont de n'importe lequel des types (1) à 1 (5). 
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( 4) Des :formes du t ;1,,-pe PR,0G. 
(5) Des formes construite s à par tir des formes des type s 
(1) , (3) , ( 4 ) (5) et des règles habituelles de construc-
tion des fo:rmes. 
La raison pour laquelle on introduit c e s res-• 
trictions, c'e s t qu 'on a voulu éviter, au maximum, les situ-
ationsdifficiles à implémente-r . Nous verrons, dans la suite, 
une autre restriction introduite pour l a m~me rai s on . 
§ 4. " Er..trée " da.ns une forme du type PR,0G . 
Lorsque le sous--programme II eval" comrnence J_' 8-
valuation d ' une forme du type PR.0G , il e f fectue d' a bord une 
série d'opérations préliminaire s . 
- Mémorisation de la valeur actuelle de la 
a-liste et de la valeur actue lle d 'une a u~re liste de paires 
pointées appelée "G~-liste". 
- Modification de la a -liste : soit (xf, 
la liste d es variables program:ne , on ajoute l es n paire s 
pointées ( x~ .NIL), , (x1 . NIL) a u débu-t de la a .:.liste . 
x*) 
' n 
- Modification de la G,0-liste : on p arcourt 
toute la liste constituée par la forme du type PR~G , chaque 
fois qu 'on rencontre une étique ·tte , on rajoute au d.ébut de la 
G~-liste une p a ire pointée dont l e premier élément est cette 
étiquette et le second est la liste de s éléments s uivants de 
la forme de type PR,0G. 
§ 5. Evaluati on d'une forme du type PR,0G. 
Lorsque cette phase préliminaire est terminée, 
"eval" évalue les instructions en séquence jusqu'à ce qu'un 
des trois événements s uivants se produise. 
- Rencontre d'une i nstruction (G,0, 5*) ou (G~Q,x*). 
Dans ce cas, on cherche sur la G,0-liste la première paire 
pointée ayant pour premier élément x* ou eval[e*;a] . Le se-
cond élément de cette paire pointée est une liste d'instruc-
tions: on continue l'évaluation séquentielle à partir de la 
première instruct i on de cette lise . (* ) Si une telle paire 
pointée n'est pas trouvée, il y a impression d'un libellé 
d'errêur et l'exécution se termine. 
(*) Si l'on a des formes de type PR~G , imbriquées, ( comme des 
procédures en Algol) On ne peut sortir d'une f orme de type 
PR~G par un branchement vers une étiquette d'une forme de type 
PR~G extérieure. Ici encore, c'est pour simplifier l'implé-
mentation qu'on a pris cette option. 
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- Re n contre d'une ins truction d u t ype (RETURN , E;*) . 
On évalue , alors , la form e e * pa:!:' a ppe l d e "eval"; e nsui t e , 
on restaure l a a-liste et la G0-liste telles qu' e lles éta i ent 
avant J_' éva l-u.a tion d e l a. forme d e ty!) e PR0G, dont la valeur 
est , final e ment , l a valeur de e* . 
- On a fini d ' évaluer la dernière ins truc tion 
de la forme de type PR0G et ce n'est pas un branche ment . Dans 
ce cas , on effectue une action équivalent e à la r encontre de 
l ' instruc tion 
( RETURN ( QU0TE , NIL ) ) 
P our ~tre c omple t, il reste à définir les ins -
tructions d ' a ffect a t ion . 
- L ' instruction ( SET , ef , &:;p provoque l ' évalua-
tion des formes Er et g; . 
La valeur de e.1 do:i.. t 13tre un symboJ.e atomique. On cherche ensuite la première paire pointée de la a - J.iste 
dont le premier élément e st c e symbole a tomique. S i cette 
p aire est trouvée , on remplac e son second élément par la va-
leur de E-2, sinon , on imprime u___n libellé d'erreur et l I exé-
cution s I arrète . La val.eur de la forme ( SE'.r , f:j, E;) est la 
valeur de E, 2. On voit que "SET" est une p s eudo- fonction . 
- L ' instruction (SETQ , x*, s* ) a u n e a c ti on équi-
valente à l ' instruction 
( SET ( QU~TE , x*)&*) . 
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Cha.pitre 6 Deux exempl e s : addition de deux listes de chiffres, 
Dans les p ages qui suiv ent,nous d onnons d eux 
exemples de programmes LISP eÏfectv.a n t le même t;:rpe de trai-
t ement, à, savoir l ' addi tian de deux lis·tes re:p:césentant d es 
nombres entiers , 
Le premier exemple ne s e sert pas des f o n c t ions 
de manipula·ti o n d es nombres et ne comporte pas de forme de t ype 
PR~G ; d' ailleurs, les chiffres s o n t r eprfsentés ~ar les atomes 
"ZER.0 " , "UN" , , !' J>J""EUF ", Cet exemple ultra ré cursi f , néce s -
site bea1.woup de temp s et de mémoire . ( Utilisatio n du 
11Garba,ge c o:Ll .e ctor" . ) 
Le s e cond exempJ. e , utilisant les fonctions ari th-
métiques e .t construi t s ur la, base d I une forme de type PR_0G, est 
de loin plus économique en temps et en mémoire : l es listes 
traitées ont plus d ' éléments e t le Garbage colle cter n ' es t p as 
utilisé , 
Ces exemples sont tiré s de la référenc e [7 J. 
Certaines modiÏications mineur-es ont été e ÎÎectuées. 
tCEfl.H( 
{ S IJ , ( L AM e C A ( X Y ) ( f~ EV ë R Sc ( SU r,1 RE '✓ ( RE V!:: R SE ·< l (R [ \1 ER SE Y ) Z ER ll ) ) ) ) 
(SU:'1R EV ( LAM ElJ .A ( LJ V P l( CON D (( t' 0 NI 1_)( CCt~1) {( EC V f' ILJ 
{CUJC(( EC P ZERC )r\IL)( T ( CCi'JS U!\J NILJ)))(î{CCNO {(EC P ZER O)Vl 
(T(Sl- i" REV ( CCNS Z[f< O N!L) V i.J l ll)))l 
{( EQ V I U( CCNO ({ EC P ZEROlU )( T ( SUM R[V U(CC~S ZERC NIU UN ))l) 
( T ( C C N S ( S U 1 C ( C A R l. l ( C A R V l P ) ( S U ~~ K E V ( C J R. U l ( C C R V l 
<REPCRT (C ~R U)( CAR V)P))))))) 
{SU C(L M·H: CA( N}( CCI\O (( t:Q ZERO N) U ){( Et) UN N)CEUX)((El) uEUX NlTROIS) 
( ( EJ TR 0 1S N ) QUATR[)(( EJ QUATRE NlCl NQI ( {EÇ CI NQ N l SIX ) 
( ( E"~ S I X ~, ) S E PT }( l E Q SE P T ;~ J HU i T ) ( ( E '.1 HU I T N } f\ EU F ) ( C E Q Ni: U F N 
) ZE RO) ) 1 ) 
{ PR.t ( LA ME CA( N )(C O D (l EQ ZERO ;\J)NEUF) (( EQ UN N ) Zl-:RO ) 
{ ( t (J D EU X N l U l-..J ) ( ( E C. T R O I S N J D E U X l ( ( E ') Q U A T R E N }T R O I S ) ( ( :: Q C I Î\ ' N ) 
CUAT REJl(E Q SIX N lCI1\JQ )(( EW SEPT N ) SIX )(( EQ HUIT N ) SEP T){{ EC NEIJF t\) 
HL IT) J ) l 
(C IR (LM1 f: CA ( A, B){C OJL, (( ::Q ZERO A}B)((E1,1 ZER O (S UC f3 )l( PfH: A)} 
( T( ClR(PRF. A )( SUC B J))) } ) 
{I NC(LMH: [ .ll { A, ~l l( CC1'~C (( EQ ZtRO AlZ[ RGl({ EQ ZERO{SLC B)lU Nl 
(T (I NO ( P RE A l(SUC 6 ) ))Jl l 
{SLMC (L AMECA (l, B,()( CIR ( DI R A B )Cl)l 
R~PG RT(L ft~~C A( A, 2 , C l{ COND , 
{( EJ (I NC A B >UN ) Ut\ )(T(f 1 D(O l R A B)C)JJJ) 
} ) ., 
CEGLT CE EVALQ LOTE 
FIN CE !:VA L QUO T[ 
NIL 
(S UM ( CU AT RE TRO IS SEP T)(CI NQ NEUF U~}) 
CE~UT CE EVALWUO TE 
FIN CE EVALQUO TE 
( UN ZE RO CEUX HUIT ) 
(SL ~ (UN CEUX TROIS J LA TRE CI NQ SIX SEPT HU IT NcUF ) 
(DEUX QUATRE SIX HUIT "EUF SEPT CI NW TROIS UN) 
CE8UT CE EVA LQLOTE 
GARe.llGE CCLLECTQR 
FIN CE EVA L CUU TE 
( TROI S SEPT ZERO TRO IS CINQ QUATRE TROIS DEUX ZERO l 
EJ EC T 
( Dt FIN Et 
(AP PENLJ (LA M8DA (U,V J{C ON0 1 
{( NUL L U)VI, 
{T( C NS(Ci\R Ul ( APPE ~lD(CDR U)Vl) 1 )) 1 
(SU ,\HLAMBCA( X YJ (SUMüP.IRf: VFR SE Xl{R~V ER SE Y) O)ll 
{SUMOR (LI\Mt3OA{X Y Rl( l' RL1 G(U ~✓ ) 
)) 
U ( COI O ( ( NUL L X H GO ( QUO TE A ) l ) 
( ( NU L L Y ) ( GO { Q LJO TE !3 ) ) 1 
(T NIL)) 
t SET ( QUO TE U 1 ( PLUS ( CAR X J (C AR Y l R) ) 
(S ET ( QUOTE Xl( C~R XI) 
(SET( QUUTE Y)(C DR Y)) 
(S ET ( QUO TE R)(OUP Cl) 
{CONO ((L ESSP U 10 )( Gn ( QUO TE C)}) 
{T NIL) J 
(S ETlQUOTE U)(OIFFERENCE U 10)) 
( SET ( QUOTE R) (DU P 1) 1 
C (S ET (Q UOTE in {CO NS IJ ,~)) 
. ( GO ( (JLJOTE O l 1 
A (CUNü ((Z [ROP R)( RETURN ( APPENO(REVERSE Y)W))) 
(( NULL Y)(RETUnNCCONS ( DUP lHJJ) i 
{T Nlll) 
( SET ( QUO TE X ) ( LI ST ( L) U P U 1 ) 
(S ET ( QUUTE R l(OU P OlJ 
( GO ( Q UO TE D ) l 
B (CONO ({Z EROP Rl(RETURN ( APPEN O( RE VE RSE XIW) 1 l(T NI L)) 
CS ET (QUOTE YJ(L IST ( OUP 1))) 
(SET(WUOTE R )(OU P {) )) 
(GO (QUOTE D)))J) 
DEBUT DE EVAL QUOTE 
FIN DE EVALQUOTE 
NIL 
(SUM 
t 9 9 9 8 8 8 7 7 7 6 6 6 5 5 5 4 4 L~ 3 3 3 2 2 2 1 1 1 
( 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 6 9 
) 
DEBUT DE EV t,L QUOTE 
FIN DE EVALQUOTE . 
( 1 1 2 3 3 4 5 5 6 6 7 9 0 0 1 2 2 3 3 4 5 6 6 7 8 9 0 0 ) 
EJ ECT 
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TROIS I EME PARTI E LES ROUTINES D ' EITREE / SORTI E BT 
LE SUPERV I SEUR . 
Cha pi t re 1 La. no t ion de 't a b:Le d e s symbole s" -
Réa lisa tion d a n s n o tre syst è me . 
Lcrsqu' u_~ comp i lateui~ e ff e c tue l a traduction 
d ' u n programme écr i t en langa g e é v olué , u ne d e se s premi ères 
tâche s est d e cons~:ruire u ne t a ble dont chaque entrée corres -
pon d à u n i den t i f icateu r exi sta nt à.an s l e texte s ourc e . 
Généra lement , on c rée p our cet iden t if i c a t e ur une entré e d a .ns 
l a table l a premi ère fois qu ' on l e ren contre et , a u f u.r et à 
me s u re de l ' analy s e d u texte· s ourc e , on r a joute d a n s la t a b le 
de s ren s e i gne me n t s r ela tifs à sa nature . En p a r t icu lier, ~l 
est iœportant de tenir compte du fc:. i t q u e tou tes l es occuren-
ce s d ' un ide n tifi c a t eur dans le t e xte s ource s on t de s réfé -
ren c es à un m~me ê tre , il ne s ' agi t don c pa s de c ré e r une er.1.-
trée d ans l a tabl e c h a que f oi s qu'on r e n c ontre l ' ident i fi c a -
teur , ma is il faut pos séd e r u n algorithme perme t tant de dé t e r -
miner s ' il es t déj ~ r e p r é sent é dans la t able ou p a s . 
On p eut , a lor s , r e mpla c er t out e s l e s occuren c e s d e l ' identif i--
c e,t e ur dans le t e x.t e s ource par u n pointeur vers l ' entrée qu i 
lui corre spond dans la table . 
En LISP , on effec tue aus si une traduction, as -
sez élémentaire , il est vra i , du ·t e xte sour c e , puisqu'on re-
présente les S-expre ssions, en mémoire, p a r d es . arbre s binaire s . 
Lors de cette t r aduction , on cré e pour chaque a tome une e n t r ée 
dans la table des s ;ymbole s qui n ' es t r i e n d ' autre que s a p-liste . . 
Celle-ci e st unique p our un atome d onné e t , d e plus , l I a to:i1e 
est représenté dans l'arbre binaire c orre s pondant à la t raduc-
tion du texte s ource p a r un po i n teur vers l e début d e sa p-liste . 
Il est donc n écessaire d ' a voir un a l g ori thme permet t a nt de re -
trouve r la p-liste d ' un a tome connaissant s e. r epré senta tion 
externe . La te chn ique qu e nous u t ilison s e s t assez rudiment ai -
r e ma,is d'une grande simpli c ité et d ' une grande s ouplesse, c ar 
la table de s symboles n ' es t pas localisée d ans une zone fixée 
de la mémoir e . 
pos s ible 
On divise l ' ense mble d e s symbole s atomique s 
en s ept famil l es : 
leR n ombres , 
les atomes de longueur ~2,3,4,5,6,~7 c aractères . 
A cha cune de ces familles , on associe, à tout moment , une 
liste d ' a ccè s permettant d ' atteindre les p-liste s de tous l es 
at ome s de l a f a mille r e nc ontr és p r écédemment . L'adre sse de 
la première cellule de cha.que l i ste d'accè s e st connu e et fi xe . 
I• 
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Dès l o::::- s , ::)hc..qu e: f ois q_u ' on l it u n a tome d ans l. e tex t e sour-• 
ce, 
on c a l cule sa l ongueur , 
on détermine l a l i s-t e d I e.cc è s q_ui lui c or respond , 
on p a rcour t ce t t e l iste, 
on accèd e a u x p-li s t e s d es a tomes d éj à repré -
tés , 
on comp a r e , pour chaque p-l iste, l a séquence 
de c a ractères qu ' e l l e cont i ent ave c l a s é qu enc e de ca1~a c t ères 
du symbol e lu, 
s 1 i l y a i d ent i té, on a détermi né la p-li s t e 
de l'atome ; 
si on ne trouve aucun e p-li s t _e pour l e.quel l e 
il y a identité , 
on crée u n e p-liste pou r le s ymbole , 
on r a j out e un élément à l e, li.ste d I a cc ès p er-
me tta nt d ' atteindre c e tte p-lis te . 
A l 'initia li s a t ion d e l'inter prét eur, u n c er-
tain nombre de p -lis t e s s on t créées d I o f'f'ic e d ans l e, zone de 
mémoire rése rvé e e t les liste s à. 1 a ccès sont agencées suiv a nt 











Chapitre 2 Le p~ogrcmme d e l e cture . 
Ce progr amme a pou:r fonction de lire une 
S-expression sur le s uppor t d'entrée et de la représenter 
en mémoire s ous fo rme d 'arbre b inaire . Nous décriv ons , 
ci-après , l e s différente sous -programmes qui le constituer.t. 
§ 1. Le sous-programme "READ". 
Le texte source es t décompo s é phys iquement 
en blocs de 8 0 caractè re s , sur le support d ' entré e . Ce sous-
progra mme lit l'enregi s tremen t " s uivant" sur l .e support d'en -
trée , le s tocke dans une zone d e mémoire nommée BUJ<'1 et l' i m-
prime sur le s upport de s ortie . 
§ 2 . Le sous-progratr.r.1e " LIRSYMB 11 
a pour rôle de 1.i r e le "symbole s uiva nt" du 
texte source considéré comme un f l ot cont i n u de c a r a ctères. 
Il utilise la. fonction " SUBSTR" de trois a rguments X , Y , Z 
qui sélectionne d ans l a. chaîne d e c a r a ct è r e s X , l a. s ous-
c h a îne de lon gueur Z q_ui commence au Y-ième cara ctère . 
Le symbole lu est placé dans la pos ition de mémoir e S • 
sous -programme LIRS YMB ; 
si : K>80 , 
{
READ · 
K : =1 ; 
S : =SUBSTR BUF1 , K, 1, ; 
§ 3 . Le sous- programme " LIRAT,elM11 
---- .----------------------
exami ne si un symbole atomique dont la repré -
senta tion externe comme nce au K-ième caractère de BUF1 est 
d éj à ·représenté en mémoire , sinon , il crée la p - liste de ce 
symbole . Dans tous les c a s , il met dans le pointeur~~ l ' a -
dresse de la p - liste du symbole a tomique . 
Ce s ous - progra mme utilise un tableau à I6 éléments de 2 c a -
rac tère s , nommé BUF ,. destiné à recevoir les caractères du 
symbole examiné . P onr cette raison , dans notre système , un 
symbole atomique a une longueur limitée à 32 c a ractères . 
Le tableau à 6 élément s LISTI , contient les adresses des 
l i stes d ' ac c ès a u x p-listes des atomes . 
sous - programme LIRAT~M ; 
a : 
L : =K ; 
K: =K+1; [ c a lcul longueur at ome ,] 
S : ~SUBSTE ( BUP1 , K, 1 ) ; 
si " A" ~--S $.." Z11 ~ 11 0"~S ~ "9" , a.l},_fr à a ; 
N: =K-L ; K: =K- 1; N: = ( M+1 ) " / . 2 ; 
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s i M~2 , RS : =LISTI (1 ); [ choisir liste d'accè s .] 
~ n on { si. M ~7, RS : =LISTI ( 6) ; 
sinon RS : =LISTI( M- 1 ); 
I: =1 ;[ mettre dans BUF , les caractères du symbole , J 
effectuer N fois { BUF (I) : =SUBSTR ( BUF1 , L ,2); 
I : =I +1; L : =L+2 ; 
s i H;f2*N, SUBSTR ( BUJ? ( N), 2 ,1): = " "; 
C 
ca 
S~ , R : =ALINK ( RS ); [recherche du symbole dans 
la l iste d ' a ccès .] 
R: =ALINK(R ); I :=1; 
L : =BLINK(R ); . 
si INF/l (R) =BUF(I) '{ 
R : =BL:!:NK ( RS ); 
• T N { . L l\J"I L -<• • 
.§2:_ ... = , §1:. = t \ 1 ~1_ll ; 
sinon < !'5i L;fNIL , { I: =I +·J ; 
{ 
R : =L; 
a ller 2> c a ; 
si RtNIL , { RS ~=R ; 
a ller à c; 
S~: =NIL ; I: =N ; [si le symbole n ' est p e.s t rouvé, 
création de sa p-liste. ] 
effectuer N fois { E:~?E ~BW ( _r) , s~, sp); 
I , =.L-1, 
EXFREE ( S~ , NIL , S0 ); 
EXFREE ( S0 , NIL , BLINK(RS )); [ mettre le symbole 
d ans la liste d 1 accè s .] 
fin · __ , 
§ 4 • . Le sous -pr ogramme " LIRNBR " 
effectue une a ct ion s i milai re à " LIRAT0M" , 
pour les nombre s . 
§ 5, Le s ous -programme " LIREXPR" 
lit une S- e xpression qui n ' est pas un atome et 
crée s a représentation en mémoire sous forme d'arbre binaire , 
Après e xécution de c e . s ous - programme , l e pointeur Q~ contient 
l'adresse de la représentation . 
Comme le s règle s de constructi on des S-expres -
sions s ont ré cursives , l ' algorithme de traduc tion des S- expre s -
sions en arbres binaires utilise une pile - liste dans laquelle 
on stocke les noeud s de l ' arbre binaire qui sont anc~tres du 
noeud qu 'on est en train de créer et dont le contenu doit en-
core être comp l été par la lecture du reste de la S- expression . 
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Le pointei.:..r STACK dor~'1.e l ' adresse du premier 
é lément de la piJ_e-liste . La va~iable binaire ETAT vaut 11 0 11 
s i l e dernier symbole lu est 11 ( 11 et "1 " , sinon . 
On ra joute un élément à l a pile-liste chaque f ois qu ' on ren-
contre un symbole " (" et on l ui enlève un élémen-t chaque :fois 
qu'on rencontre 11 ) 11 • Si la :pile-lis te est vide , l a le:cture 
de la S- expression e t sa traduc tion sous f orme d ' arbre binaire 
sont t erminée s . 




K: =80 ; STACK : =NIL ; 
LIRSYMB ; 
s i 8= "( 11 , { E:X:1'"'REE( NIL , NIL , Q9) ); P : =Q y') ; 
EXFREE (NIL , STACK, STACK); ETAT : =0 ; 
sinon J K: =K+1 ; 
laller à ·a; 
K: =K+1 ; I.IRSYrIB ; 
si S= " ( 11 et ETAT= O, 
- -
{
EXFREE (NIL , NIL,R ); 
ALINK ( P ): =R ; 
EXFREE (P , STACK , STACK ); 
P : =R ; a ller à b ; 
si S= 11 ( 11 et ETAT= 1 , EY,..FREE (NIL , NIL , R ) ; 
BLINK (P) : =R; 
EXFREE ( R, STACK , STACK ); 
EXFRE5 ( rHL , NI L , P ) ; 
ALINK (R) : =P ; BT AT : =0 ; 
aller à b ; 
si "A".(S~" Z" et_ ETAT=Q { LIRAT y')M; 
ALINK(P ): ~Sy') ; ~TAT: =1 ; 
aller à b; 
st. "A"~ S~ 11 z1i et ETAT=1, { LI RATy.)M; 
EX:FREE ( Sç6 , NIL , R); 
BLnn-c ( p ) : ==R ; :? : = R ; 
al 7 er 2. b ; 
si 11 0 '\< 8-.<"9" et ETAT=O, { LIRNBR; 
ALINK( P ): =S9) ; ETAT: ==1 ; 
aller à b ; 
si "O"~ S~" 9" et ETAT=1, { LIRFBR; 
EXFRBE ( S0 , NI L, R); 
BLit~L ( P ): =R ; P : =R ; 
aller à b ; 
si S= "." e t ETAT= O, { i mnrimer "ERREUn A LA LECTURE " 
Qy') : =NIL ; fi~ ; 
si S= "." tl ÉTAT=_1, ba : K: =K+1 ; LIRSYT,IB ; 
si "A"~ S{(" Z", f LIP..AT9JI',. ; 
BLINK ( P ): =S0 ; 
l al1e:r à b ; 
s i II O"~ s~ 11 9" , { LI RNBR; 
BLINX ( P ) : =S9) ; 
aller à b ; 
si S= 11 ( 11 , [ EXFREE (NIL, NIL , R) ; 
BLINK ( P ): =R ; P : =R ; 
EXFREE ( P , STACK , 
STACK ); 
ETAT:=0; aller à b; 
aller à ba; 
. S- '' \" g -· / 
si 8= 11 ) 11 et ETAT=1 , 
alle:!.~ à b; 
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I P~P1 ( P , STACK); . I 1.r.. ; s i P=NIL , { ~~ : =NIL ; 
1 ALINK ( P ) : =NIL ; E ':i:AT : =1 ; 
~a l ler à b · 
f P~P1 (P , STACK?; . 
~ .§.la. P= JIL , f in , 
l aller à b; 
sous- programme P~P 1 ( X , Y); (ies e.rg1.,unents s on t :i;:,a s s s p ar ré f é rence . 
X : =ALINK( Y); 
Y : =BLI NK ( Y); 
fin; 
Chap itre 3 Le programme d ' i mpression, 
Ce p r ogramme qu i sert princ ipalem(,,nt à impri-
mei~ les résultats f ourni s p ar II e v alquo t_ " imp:cime l a :S --ex pre s --
sion équiva len te à u.n e.rbre binaire s i tué en mémoire. LeG sous -
prograrrimcs ut ilisés pour réaliser ce tte fonc t i on sont dé~rits 
dans les paragraphes suiv ants . 
§ 1. Le s ous - programme " EDIT" 
a pour effet d ' écrire sur l'imprimante J_e 
contenu d u bu:ffer BUF2 cle 1 32 ca:cactères . 
§ 2. Le s ous -pr o gramme 11 PRINTAT,0M11 
met dans le buf:fer BUF2 la suite de c arac -
t ères de l a, r e présentation externe d ' un symbole a. t omique 
dont l ' adresse est contenu e dans le point0ur P . On a : 
sous-programme 
a : 
PRI NTAT,0M ; 
si K>1 00 , { EDIT ; 
K : =2 ; 
Q : =ALI N'"i{ ( P ) ; 
si Q/.NIL , { SUBSTR (BtJF2 , -K , 2 ) : = I NF,0 ( Q); 
Q: =BLINK ( Q); K :=K+2 ; aller à a ; 
K : =K+ 1; fin ; 
§ 3. Le sous-programme " PRINTNBR" 
effectue , pour les n ombres , un traitement ana-
logue à c el.ui de " PRINTAT,0M11 pour les autres atomes . 
§ 4 . Le s ous-progra.rrune 11 PRINTCHAR2" 
met d eux c aractères dans BUF2 . 
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§ 5 . Le sous--pr ograr:une " PRIN·rE:'PR" 
i mprime la S-czpression équivalente à l ' arbre 
binaire dont l ' adresse s e trouve da.na l e p ointeur P,0 . 
Ce s ous-programme utiJ.ise deux p~les-listes a cc ess ibles par 
le s pointeurs STACK et STAET . La première pile-liste mémorise 
le s adresses d es différents noeuds de l ' arbre bina ire , ancê-
tres de celui qu ' on est en train de traiter et dont on n' a 
pas terminé l ' examen ; la seconde permet de savoir s ous quelle 
forme on va impri mer les différentes S-expre ssions correspon-
dant aux s ous - a rbres binaires restant à explorer. 
Pour mettre en évidenc e la raison d ' ~tra de 
c ette seconde pile-liste , considérons l a structure suivante : 
~~~--~----~~l--~------ ---~~~~__,_x_*~ 
où x* est un symbole atomiQue . 
Six* est le symbole "NIL" , alors cette structure doit ~tre 
imprimée rous la forme 
( oti , 0( ) ; n 
par contre , s i x * est différent je 11 l'HL", elle d oit être i m•-
p rimée sous la ~orme 
( 0( .x* ) 
n 
) ) ) . 
Il faut d onc p a rcourir une première foi s toute la structure , 
pour déterminer si c' est une liste ou une paire pointée , a -
v ant de commencer à l ' imprimer , La se conde pile - liste est 
utilisé e pour mémoriser le résultat de c e test pour toutes 
l es listes e t toute s l es paire s pointées en cours d ' impres-
sion , 
Si l'on avait décidé au départ, que les seules 
S-expressions p r ises en considération p ar le LISP s e raient 
de s at omes ou des listes , on aurait pu écrire un algorithme 
b eaucoup p l u s s imple. En particulier , une seuJ.e pile -liste 
suffit . 
Nous don...~ons d ' abord, un programme simplifié qui ne traite 
que d es liste s . 
sous - programme PRI N'J.'LI ST ; 
K:=2 ; STACK : =NIL ; R : =P~ ; 
PRINTCHAR2 ( 11 ( Il); 
a P:~ALI NK ( R); Q: =ALI NK ( P ); 
PP : =ALINK( Q); R : =BLI NK ( R ); 
si PP <O, si BLHJK(P )=l'JUEB:SR , PRINTNBR ; 
sinon PRINTAT,0M; 
b : 
si R=NIL , PRINTCHAR2 (") 11 ); 
si STACK=NIL , { EDIT ; 
fin ; 
P~P1 (R, STACK ); 
aller à b; 
s inocl f P:::INTCH.AR2 ( " ( ,: ) ; 
l EXl-;,RBE ( R ' S'J'ACK ' STACK ) ; R : =P ; 
alJ.er à. a ; 
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Voic i, mainten9.nt l ' algorithme gén éral. pour 
de s S-expressions quelconque s . 







switch ( 4 ) 
C 
K: =BO ; STACK, STAET : =NIL ; P : =P~ ; 
Q: =ALINK ( P ); PP : =ALI NK ( Q); 
si PP <O, s i BLINK ( P ) =1'TUI-'Œ:'~R , PRI NTNBR ; [ P 
sur un 
sinon PRINTAT~M; 
si STAET=NIL, aller à c; 
s i s·TACKf NI L , P~P1 ( P , STACK ) ; 
all er à b ; 
PRINTCHAR2""(7i(~Q: =P; 
Q: =BLINK ( Q) ; [ phase d'explorat ion . J 
pointe 
atome .] 
s i Q=NIL , EXFREE ( 2 , STAET , STAE'I.'); [P pointe sur 
u ne liste . ] 
sinon PP : =ALINK( Q) ; 
si ALI1\1X (PP )<0, EXFP..EE (1 , STAET , STAET ); 
[F pointe Eur 
sin on aller à aa ; 
ETAT : =ALINK(STAET ); 
u n e paire pointée. 
aller à s wi t ch ( ETAT ); 
EXFRBE ( BLINK ( P ) , STACK , STACK ) ; [ex p l orat ion sous -
arbre gauche .] 
P : =ALINK ( P ); ALINK ( STAET ): =; ; 
a ller à a ; 
si P= 'TIL , { PP..I NTCHAR2 (") ,:) ; [ explorat ion liste . ] 
s i STACK=NIL, aller à c; 
STAET : =BLI NK ( STAET ) ; P~P1( P , STACK ); 
aller à b; 
EXFREE ( BLINK ( P ), STACK , STACK); 
P : =ALINK (P) ; aller à a ; 
PRI NTCH.AR2 ( " . " ) ; ( imprimer " . " . ] 
ALINK ( STAET ) : =4 ; aller à a ; 
PRINTCHll.R2 ( " ) "); [ f i n exploration paire pointée . ] 
STAET : =BLI NK ( STA3T ); 
si STAETfNIL , _aller à b; 
EDIT ; 
fin ; 
La fonction "PRI NT" 
correspond à l a possibilité d ' utilise r expli -
c itement le sous - programme "PRI NTEXPR" dans un programme LISP . 
Elle admet un argument qui est la S-expre s s ion à imprimer . 
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Chapitre 4 Le c:,uperviseur . 
Lorsqu ' on veut tra i·c e r un problème en LISP, 
on écrit eénéralemen.-t plusieur s p r ogrammes dont les exécu-
tions succ essives p e rmetten t d 'obtenir l e ré s ultat . On peut 
aussi désirer exécuter plusieur s t r aitements en un seul p Rs-
sage machine . On o. donc créé un programme appelé 11 Superviseur" 
chargé d ' e r:c a.îner 1.es traitements d e s programmes LISP suc-
cessifs co:nstitutifs à. ' un ou plusieurs t r aitemen ts . 
En outre ,on a la poss ibilité de donne r des ordres à ce p ro-
gramme sup':?rviseur p ermettant principe.lement deüX c h ose s . 
- Gérer la mémoire cont ena nt les représentB.-
tions internes des S- expressions . 
- Gérer la mise en page des résultats . 
Ces ordres s ont fournis e.u superviseur pe.:r l ' intermédia.ire 
de "cartes contr8le" insérées dans l e deck de cartes des pro-
gre.mmes LISP . 
Lorsqu 'on veut exécuter un ou plusieurs traitements, on doit 
donc const ituer un deck contenant deux types . de cartes: 
- cartes contrôle : ord.rœ pour le superviseur 1 
- c artes programme : texte des prograrnmes LI SP 
à évaluer . 
Voici la liste des c artes contr8le disponibles 
dans n otre système et l e ur ~ c ti on . 
- î:rb'DEBUT , LISP : provoque l ·1 initialisation de 
l a mémoire : c réati on de l a liste libre . C ' est la première 
carte du deck . 
- 'bïib'b : ( carte blanche) signale que les 
c ar t es qui s uivent constituent un programme LISP . Un program-
me do i t touj ours ~tre précédé d ' au moins une carte de ce ty-
p e • 
- trbEJ ECT : la présenc e de cet te carte provo-
que un sau t d e page à l ' imprimante . 
- trb'RECLAI M, LISP : ce tte car te provoque une 
réorganisati on de la mémoire : on appelle le "ga.rbage c ollecter" . 
(voir quatrième p artie .) Les p - listes de tous les at ome s lus 
p récéd emment sont pré1?ervées àins i que les listes d'accè s . 
Toutes J.es cutres cellules s ont rangées dans une n ouvelle 
liste libre . L ' emploi judicieux de c ette c a rte peut , dans 
c ert ains cas , faire éviter l'appel du garbage collector dans 
les programmes qui suivent et comme le nombre de c ellules à 
marque~ est moins grar-d , faire gagner du temp s d ' exécution. _ 
III . 1 0 
- tfbRE INIT , LISP : cette carte provoque la 
mi se d ans l a liste libre de toutes J.es cellules utilisées 
d epui s le début de l ' exé cution . Se u lEs les l istes pré s ente s 
à l ' i n i tialisat io!l de la mémoire sont préser vées . 
Ce tte carte permet de récupérer le maximum de mémoire . 
Toutefois , s on emploi est délicat : si on a modifié , précé -
d emment , la p - liste d ' un atome de b a se , par exemple , par le 
p r og r amme 
( CSET , NIL , NIL ) , 
il faudra prendre des précautions , c a:r cette p - liste sera 
dé téri orée . On peut , par exemple 1 c.p rès la car-te "db'RE I NIT , LI SP , 
pla cer i mmédiatement des p r ogram:nes " CSETH ou "DEFINE " pour 
tous ce s atomes . 
- "bi:l'J:<'IN , LISP c ette carte est l a è.ernièrc 
du d e c k , elle p r ovoque l ' arrêt du programme s uperviseur . 
Le fon c t ionneQent du superviseur e s t décrit 




' Créo.:t ion des 
p-listes d es 
a tome s de b ase .' 
' lire une carte .' 
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'"btDEBUT , LISP 11 >------..------,;> crée r J_iste li b:r. e . ' --
' restaurer les 









>--------~~' sauter u ne p age .'------:~ 
1 erreur.' 
fin 
Un test vérifié provoq_ue un bra.nchement vers 
la droit e ,u.vi test non vérifié . p r ovoque \Ul branchement vers 
le bas. 
IV . î 
QUA 'J~RIEME PARTlE LE GARBAG:i!J CpLL}~CTJDR. 
Chapitre 1 Le problème de la récupéra. tian des zones inutiles. 
Nous avons supposé jusqu 'à pré sent que lamé-
moire qui se trouvait à notre disposition était il.limitée. 
En effe t , chaque fois qu ' un traitement né cessitait l ' utilisa -
ti on d ' une nouvelle c ellule de mémoire, nous app eJ_ions le sous-
programrne 11 EXFREE " qui fournissa.i t la cellule désirée , en sup-
posant que c'était t oujours possible . 0~ la mémoire à notre 
disposition est au maximum de 32 K et c ertains traitements né-
cessitent l'obtention de plus de 32 . 000 cellules, l ' interpré-
teur étant très récursif . Toutefois , si un traitement nécessi -
te l ' obtention de plus de 32 , 000 cellules , cela ne veut pas 
dire que ces cellules s ont toutes actives à un moment donné .de 
l ' exécution . ( Auquel cas , la poursuite du traitement est impos-
sible .) Au contraire , généralement , un grand nombre de ces c e l-
lules contiennent des renseignement s périmés et on peut donc 
les récupérer pour effectuer d ' autres t§.ches . 
P our s ' en convaincre , on peut examiner l ' exemple suivant . 
Considérons l ' évaluation de la f orme 
( ce>* c* \ ) ' v1 , t;* ) , n 
par II eval 11 : ce sous-programme va se rappeler n fois, · :Lui - même, 
p our calculer les n formes &f, ... , E* • Le traitement de c es 
n f ormes provoquera l ' addition de nouVel~Les cell.ules à la 
pile - liste et à la a - liste . Une fois que les valeurs 
~ 1 , ... , ~ des n f ormes s ont c al~ulées , la pile-liste et la 
a - liste soiit restaurées à leur valeur initiale et toutes les 
cellules utilisées pour leur évolution entre le début et la 
fin de l ' évaluat ion de g f , e* sont non seulement inu-
1 ' n tiles mai s même inac c essibles . 
On p e u t imaginer deux méthodes pour effec tuer 
l a ré cupération d e mémoire . 
- Ré i n tégrer les c ellules à l.a liste l i bre ai...;. 
moment m@me où elle s deviennen t inut iles . 
- Ré cupérer t outes l es cellules i n u til e s a u 
moment où l a l is te l i bre est vide. 
La pre miere méthode est s ouven t u ti l isé e pour 
l a ges tion d e la mémoire dans des langages tels q u e Alg ol 60 , 
mai s i l faut remarquer que , da.ns c e cas , les zones de mémoire 
ac tiv é e s e n dernier l i e u s ont les premières à être lib érées 
e t qu ' en conséquenc e , l a r é cupérati on des z ones inut iles ne 
nécess i te pratiquement auc un traitement ; seule, la mise à 
j our d ' un po inteur est , éven tuellement , nécessaire . Il en v a 
t out autrement en LISP où l ' on crée des structures de formes 
très v ariées dont certaines parties peuvent devenir inutiles 
et c e l a d e fa çon t out à fait imprévisible . 
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En LIS::' , J_e, s econde n6thode offre les avanta-
ges suivants : 
- le seul évènement sus c eptible de provoquer 
la récupération es t l.' absence d e c e llule dans l a liste libre . 
Cet évène ment peu~c se produire n ' importe q_u and , lors de l ' éva-• 
luation, mais sera touj ours détt~cté à J_' intér i eur du s ou"' -pro-
gra.mme "EXFREE" , on ne doit don c pas se p réo ccuper de savoir 
quelles cellules devi ennent inutiles à un moment donné, ni 
programmer expli.ci tement leur réintégrat ion à la J_iste libre 
ce qui nécessiterait la création d ' un s ous-progr amme "RETURNFREE ". 
Ce programme d evrait être appe l é un peu partou·t dan s l'inter-
pré teur ; de plus, et ceci est très impor tant , il n 'est pas 
toujours simple d ' établir le moment ou des cellules devi er>....nent 
inaccessibles . En LISP , c'est pra tiquement impossible d~ns 
bien des cas. C ' est c e dernier point qui est décisif da~s le 
choix de la méthode . 
- Si le traitement nécessite l'obtention de 
moins de 32. 000 celJ_ules de mémoi:ce, la récu:pération des cel-
lu:Les est inutile et on g agne du temps . 
On utilisera donc toujours l a seconde méthode , en LISP . 
L ' algorithme de récupération procède en deux 
phases . 
( 1 ) "Marquage" de toutes les c e llules a ctives, 
par parcourt de tous les arbres binaires accessibles à partir 
de certaines adresses de base judicieusement choisies . 
( 2 ) Parcourt séquentiel de la mémoire durant 
lequel on effectue deux choses : 
- con s titution d'une nouvelle J.iste libre avec 
les cellules n on marquées , 
- "démarquage" des cellules actives. 
Av ant de décrire en détail, au chapitre 2 , · le 
"garbage collecter" (c'est à dire : programme ré c upérateur . ) 
utilisé dans notre système , nous donnons une description som-
maire d ' une méthode existant dans beaucoup de systèmes LISP 
et basée sur une organisation différent e de la mémoire . 
Supposons qu ' a u lieu d ' une pile-liste , on uti -
l i se un stack linéaire placé à une extrémité de la mémoire , 
tandis que la zone con tenant les S- expressions est pla.cée à 
l ' autre extrémité de la mémoire . ( Voir figure IV . 1 ) 
Entre c es deux zone s , on a une zone de mémoire tenant lieu 
de liste libre bien que dépourvue de toute struc ture de liste . 
De ux pointeurs PTI et PTS délimitent ce t te zone . L ' extraction 
d ' une c ellule pour le stack c orrespond à l ' opération 
PTS : =PTS - 1 ; 
l I extra.c.:~;i ~1 d 1 "..t!lP- c e llu le pour l a 801·10 t :cuction d.es 
S- expressions correspond à 
PTI : =PTI+1; 
l 'op érat i on 
PTS : =P']1 S+ 1 ; 
correspond à la suppress ion d ' un niveau a u stack. 
IV . 3 
On voit que la récupér.,.ti c,n des cellules inutiles du stack 
peut se fair e suivant la première méthode pr6coni s6 e p lus 
haut, c ela es t a.û à s a · structure 11 l a st-in , fi1:st-out 11 • 
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Par contre , la récupération de s cellule s const itutives des 
S- expressions ne p eut se faire que par utilisation d ' ur1 
garbage colle cter . Celui-ci e s t activé lorsque PTI =PTS , 
c'est à dire l ors qu e la zone libre est vide . Il d oit compac-
ter toutes les S-expre ss ions actives au début de la mémoire 
car la zone libre qu ' il doit re s tituer doit @tre formée de 
cellules contiguës. Cette opération est assez délicate , c ar 
si on recopie une S- expression au début de la mémoire , il 
faut a u ssi modifier toutes les référ ences à celle-ci faites 
d ans les autres S- expressions et dans l ' interpréteu r . 
Un tel garbage collecter est appelé "à compactage" . Son écri-
ture est plus compl~quée que celle du g arbage collecter em-
ployé dans notre système . Son exé c ution es t aussi plus l ente . 
Cependant , il faut rema.rquer que l 'ut ilisation d ' un stac k 
linéaire est moi~s coü t euse en temps et en place que c ell e 
d I une pile-liste . Nous a vons cb.oisi une gestion par pile - J.iste , 
p arc e qu e , é t ant plus homogène , elle permet une écriture p l .us 
aisé e de s program.T.es . 
Pour plus de renseignements sur un garbage collecter LISP à 
compactage , on pourra consulter , par exemple , la référence [6]. 
IV. 4 
Enfin , avan"i::: de décrire n otre programme récu-
p érateur , disons encore que le problème est fort s implifié 
en LISP du f ait que les c ellules de mémoire utilisées ont 
une structure s imple et rig ide : d e ux po inteurs e t que l 'on 
peut aisément d é terminer u n petit nombre d'adresses de base 
permettaDt d ' a ccéaer à toutes les cellule s active s . Le pro-
blème général de l a récupération l orsque les cellules chaî-
né es ont une structure tout à f a it quelconque, est beaucoup 
plus compl i qué . 1 ce su j et , on pourra cons ulter, p a r e xemple, 
la référe n ce [9], 
Chapitr e 2 Le garba ge collector et le sous-programme " EXFREE ". 
La p-liste d'un a tome a la structure suivant e : 
'---+--'----' ----1 1 N OI [I --->~valeur . 
X X - - -----wiJZ] 
Lors du marquage d ' un at ome par le garbage 
colle c tor, il est clair qu'il faut marquer toute sa p-liste . 
Mais nous a llons définir un s ous -programrne " MARKAT,0M " qui 
marque seulement la liste contenant les carac tères de lare-
présentation externe d e l ' atome , le reste de la p-•l iste é tant 
marqué par le s ous - programme généra]. de marquage des 
S-ex pre ssior.s: " rl'1AR.KTREE " . 
Remarquons qu e la p-liste d'un atome ne pré s ente pas t oujours 
u...~e struc ture d ' arbre binaire et peut comporter des cycles . 
Pour c ett e raison , " I1.A..."RKTREE " doit toujours mar quer U..'Yle cel-
J_ule avant de marquer ses descenda nts , sinon il risquera it 
de bouc l er ; ainsi , un a lgorithme de marquag e e n "en dorder" 
risquerait_ d ' échouer . Il faut un algorithme du t ype 11 pre order 11 • 
Le marquage d ' une cell.ule cons iste a inve rser 
le signe de l ' adre sse contenue dans l e champ BLI NK de la c el-
lule : 
s i~ est l ' adres s e d ' une cellule et 
s i BLI~"K ( d ) <0 , 
la c ellule est considérée comme marquée . 
Rappelon s que si le test 
ALINK ( ~ ) <O 
e st positif , c ela veut dire que la c ellule contient d es c a-
rac tèr es dans s on champ INF,0 . 
, \ 
IV.5 
I .e s ou s -urogr mm e " ·IAR.X'r REB 11 ms.r qu~ une s t ruc -
ture dont l I adre s se est con t enu e da1c.s l e pointeu r PP0 . C'est 
une combinaison ùe d eux a lgori t hmes . 
Le premier utilis e un s tack de dimen s ion ma-
ximwn réduite , d estiné a cont e nir le s a d :ce s s e s d es str uctures 
re s tant à marquer . 
Si ce sta ck e s t p le i n , on utilis e un second 
algorithme , plus compliqué , qui n ' e mploie p as d e stack ou, 
plut8t, qui constitue son s t a c k à l'int éri e u r m@me de la s t r uc-
tuYe à marquer en l a modifiant tempo~airement. 
Ces deux algori t h.111es s ont du type "pre order" pour l a raison 
expo s ée plu s haut . 
Voici le t exte des sous - programme s " MA..-~_KAT~M11 et " MARKi'REE ". 
sous-pr ogramme MARK...4.T,0M; [ Q point e v ers la l i ste à marqugr . ] 
a : PPQ: =BLINK ( Q); 
BLINK( Q): =- PPQ; 
si PPQ=NIL , fi n ; 
Q:=PPQ; 
aller à a ; 
s ou s -programme Ml'i..RKTP~ E ; 
PS:=O; PR : :::PP,0 ; . 
P T: =NUL ; [ r-n.JL contient une configuration 
de bits non utili s ée aille~rs . J 
a PZ:=BLINK(PR); PZZ : =ALINK (PR); 
si PZ<O, a l .1er à b; [cellul e déjà ma rquée . J 
si PZZ<O, { Q: =PR ; [ lis t e de caractères .] 
MARK.AT0M; aller à b ; 




si PS<N , {PS ! =PS+1 ; Lsauver s ous-arbre droit.] 
PS TACK(PS ) : =PZ ; 
PR: =PZZ ; ( ma r qu e r s ous - arbre gauche .] 
alJ_er à a ; 
PP : =PR ; aller à c; [stack plein .] 
si PS==O , fi n ; 
PR : =PS TACK (PS ); [ marquer un nouvel arbre .] 
PS:=PS-1; 
a ler à a; 
[se cond algorithme .] 
PQ: =ALINK ( PP) ; [ marque r sous- &,rbre gauche .] 
PZ : =BLINK(PQ); 
si P Z<O, aller à d; 
si , ALINK ( PQ )< O, { Q: =PQ; 
M.ARKAT~M; aller à d ; 
BLINK (PQ): =- PZ ; ALINK (PP): =- P T; 
PT:=PP ; PP : =PQ; 
PQ: = - BLINK (PP) ; 
PZ : =BLINK( PQ) ; 
aller à c; 
[marque r sous - arbre droi t .] 
si PZ <O, a ller à e; 
BLIHK ( PQ):=-?Z ; BLINK (PP ):=-PT; 
PT:=PP ; PP : =PQ; aJ.ler à c; 
e 
IV . 6 
si PT=l\J"UL , aller à b ; f :i;etou..r a 1-, pl"emier 
algorithme .] 
PQ:=PT ; PZ : =ALINK(PQ ); 
si PZ <'O, f PT : =- PZ ; .fl_I:TNK ( PQ ): =PP ; 
l PP : =PQ ; aller à d ; 
PT:=-BLINK ( PQ ); BLINK(PQ ): =- PP ; 
PP : =PQ ; aller à e ; 
On a indiqué, ci-de s sous , l es pointeurs d on -
nant accès à toutes les cellules a ctives, s uivant l ' endroi t 
où il es t fait appel au garbage collector. 
-
au cours de la lecture . Q0 , s0 , STACK , ACCU . . 
-
au cours de l ' impression . P0 , STAET , STACK , AC CU . . 
-
au. cours de " apply '' . PHI , LIST , ALI ST , STACK . . 
-
au cours de "eval" . EPSI , ALIST, STACK , ACCU . . 
A ces pointeurs , il faut r a jouter les six pointeurs LISTI et 
le pointeur LISTN permettant de sauvega rder toutes les 
p-listes et leur listes d'ac cès . Ces sep t pointe-:..irs sont ran-
gés en permanence dans une liste fixe s ituée d ans la zone 
de mémoi2:·e ré s ervé e et dont l 'adresse est contenu e dans le 
pointeur PP~ . 
Au moment de l'appe l du garbage colle ctor, la v·aleur 1 , 2 , 
3 , 4 de l ' indicateur I NDIC permet de savoir dans l aq~elle 
des quatre situations ci-dessus , on se trouve . On range alors , 
dans la liste fixe , les a dresses convenables , ensui t e on ap-
pelle le s ous-programme " I"lARKTREE " qui marque tout es l es cel-
lules actives ; après cela, on reconstitue une liste libre et 
on p eut retourner à l ' e ndroit d e l ' appel du garbage collector. 
Exemple . Si INDIC=3 , avant l ' appel de "M.ARKTREE " , on 
a la s ituation ci-dessous . 
jus,--n{1_)1_-::::_-_-_-_-_-_-==-~L_,sr_,(6_)1 __ ~ 
[ 
_ILI_ST_l~:-~AUSrj - -~SîACK j -~LISTN[ZJ 
Nous pouvons maintenant écrire le s ous-program-
me " EXFREE" d 'obtention d ' une nouvelle cellule , 
sous-programme 
a 
switch ( 1 ) 
switch ( 2 ) 
switch ( 3) 
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par réf§rence .J 
Bi E'REE=NIL , aller à ssfitch(HillIC ) ; 
Q: =:F'REE ; FREE : =BLINK ( Q) ; 
ALIITK(Q) : =X ; BLINK(Q. ): =Y ; Z: =Q ; 
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f in ; 
ALIIJK ( PP~+6 ) : = <.c"10 ; ALIHK ( PP0+ 7) : =S0 ; [ lectura,j 
ALINK ( PP0+8 ) : =8 T.P_CK ; ALI NK ( PP~+9) : =L CCU; aJ. l e : & b; 
ALI.NK ( PP0+6 ) ; =P0 ; ALINK(PP0+7 ) : =STACK ; [ impres s ion.) 
ALINK ( PPy)+8 ) : =STAET ; ALINK ( PPfD+9 ) :=ACCT..: ; Ftlle1:· è. b; 
ALINK(PP0+6) : =PHI ; ALINK ( PP0+ 7) : =SI'ACK ; [ "apply 11 . ] 
ALINK(PP0+8) : =LIST ; ALINK ( PP0+9 ) : =ALIST; aJ_J.er ~ b; 
ALINK ( PP0+6 ) : =EPSI; ALINK ( PP9)+ 7 ) : =STACK ; [ " evs.l " . ] 
ALINK ( PPf)+ S ): =ACCU ; ALI NK ( PP9)+9 ) : =ALI ST ; 
MARKTREE ; [ marquage des cellules a ct i-ves . J 
imp:".'imer " GARBAGE COLLECTOR"; 
PI: =MAXFREE ; [ ·recherche dernière c ellule libre.] 
PK : =BLINK(PI); 
,2..~ PK <O, BLINK(PI) : =-PK; 
si PI=MINFREE '{ i1!1,Primer " Ivl.E!•:pIRE 
I NSUFFISANTE "; 
Ïin anormale ; 
PI : =PI- 1 ; aller à c ; 
BLII\TK ( PI) : =NIL; 
FREE : =MINFREE ; [ recherche première cellule libre.] 
P J : =BLINK ( :E'REE) ; 
si PJ<O, { BLINK ( FREE ) :=-·P,J ; 
FREE : =FREE+1 ; aller à d ; 
PK : =FREE ; [ constitution liste libre . ] 
PL : :::: PK ; 
si PL~PI , aller à a ; 
P J: =BLINK(PK); 
si PJ< O, BLI NX (PK) : == - PJ ; 
cinon { ELINK(PL ): =PK ; 
, PL : ==PK ; 
PK : =PK+ 1 ; aller à e ; 
Premier exemple 
CINQUIEM'E PAR'L'IE DEUX EXEMPLES . 
L ' algorithme de Wang , 
H ~ 
y • 1 
Cet exemple est un grand classiqu e du LISP 
puisqu ' il figur a it déjà dans J.a référence [ 2 ]paru e peu 
après l a créat ion d u LI SP . Nous ne dé c rirons d on c pas la 
méthode utilis ée, nou s contentant de donner les indications 
nécessaire s à la compr éhens ion des exemples traités . 
Etan~ donné deux ensembles de te rmes de la 
logique des propositions , l ' a lgorithme d e Wang détermine 
si on peut déduire le s e cond ensemble du premie r . 
Les opérateurs de la logique des p:r·cposi tians -
sont représentés par les &ymboles atomiques "AND" , " ~R" , 
" N~T " , " I MPLI ES " , " EQUIV " ; les termes éJ.émentaires s ont 
représentés par d ' autres symboles at omi ques et l es termes 
composés sont construits , sous forme p réf i xée , par composi-
t ion des opérateurs et de termes plus simples . 
Exemples. 
(~R , A,B) désigne le terme A VB ' , 
( AND , A, B ) Il Il Il Af\B 
' 
( N9-'T , A) Il " If l A 
' 
(IMPLIES , A , B) Il Il Il A-:!>B 
( EQUIV,A , B ) Il Il Il A~ B 
' 
Convenons , alors , de désigner par s1, , E: 
et wf, ... ,<..>* deux ensembles de terme s de la logique des 
propositions nécri ts dans la n otation indiqué e ci-dessu s . 
La fonction " THE9-'REM" , 
écrite en mod e récursif uniquement, délivre 
le résulta t " T" si on peut déduire le s termes w*, , w* 
des ter mes €1, , e:  , et le résultat "F" , slnon. n 
Le programme à présenter à l ' interpréteur est : 
(THE~REM ( ARR~W (e1, 'W* )) ) n 
( Cl::Fit\H 
<T hEUREt-'{L.0'-IBCA{S )( THi l'J IL HL<CAlJR S) (CAt)O R S l))) 
(T Hl ( LA~E[ .O {Al A2 ~ C )( CC~ D{{r-,ULL A) 
( T H2 A 1 A 2 N IL N I L C l } { T 
{ 0 R ( "I E ~ E ER ( CA R A l C H C CW ( ( ,H ;J:,A ( C..\ R A ) l 
( TH l( CC NC ( ( ,"1 ,"le ER ( CAR A ) Al ) t,l l 
( T {CC f~ S ( CtR Al Al l ll A2 ( CDk A) C )) 
{T l T~ l Al(C OND ( ( ~EMB~R (CA R JA2 J A2 l 
(T( CCNS ( CAR A ) A2 Ji)( CDR AlC l} i lJ))) 
(T H2 ( LAME CA ( Al A2 Cl C2 C )( CCNO 
( ( NUL L C ) (Th Al A2 Cl C2 )) 
{ ( A TC M ( Cid{ C ) ) ( T H 2 · A l A 2 ( C ON D 
( {MEf/>EERlC.AR C )Cl lCll ( T 
(CONS ( CAR C )Cl l l l C2 ( CJR Cl)l 
( T( Tl-·2 Al A2 Cl( CC ~D ( ("'1 f:MBER 
CC.A R C l C, lC 2 )( T( C(N S ( C.~R C ) C2 )ll 
( C OK C J ) J ) J ) 
( THL (L AM0 CA ( U Al t2 C l C2 i{ CC D 
l l [Q (C AK L )( UOTE NO T)l( Tlll R ( CAùR U)!..11 A2 Cl C2)) 
(( E ( CA R UlJ QUOTE ANO ) J ( TH2L(C OR U)AL 2 C l C2) ) 
• ( Eu ( CA R L )( UOTE O. ll( A~D I THl l( CADR Ul Al AZ Cl C2 ) 
(T Hl L ( CACCR Ul Al A2 Cl C2 ll l 
l ( tQ {C .AR L l( QUOT E W PL I ES l)( Mrn ( TH l l(CADDR U) Al A2 Cl C2 ) 
(T HlR(CAC U) 1 2 Cl C2 ) J J 
(( EQ (C .A R L )( WUOTE E UI V) ) ( ANO {T H2 Ll CDR U) Al A2 Cl C21 
lT 12R ( CC R U) Al A2 Cl C2 ) )) 
(T( PR l NT I LIST ( Ll OH TH LI U Al AZ Cl C2 l)) 
, ) ) 
(T lR (L A~BCA {V Al A2 C l C2 l( CCND , 
( ( AT CM V ) ( 0 R ( , EM BER V A l ) 
(Tr .Al .ti2 ( CONS V Cl ) C2 ))} 
(T(OR {t-JE~E[ R V A2 )( TH Al A2 Cl( CONS V C.2 )) )) 
) ) ) 
(T H2 L(L AM3 CA (V Al A2 Cl C2 l( CC~D 
(( ATC:"I ( CA R V} )( OR IME I' t3 ER( CAK V) Cl) 
<T Hl L(C J\CR Vl( CO tS ( CAR. V) l) A2 Cl C2 l )) 
(T( OR ( ME~eER lC AR 'v) C2 )lT HlL( CAOR V) Al ( CON S {C AR V) 
A2 J Cl C2 lll 
l l l 
{T Hl l(LA ~BC.A (V Al A2 C l C2 l( CC ND 
(( ATC ~ Vl( OR ( MEMBfR V Cl) 
(T H(C CNS V .ti ll A2 Cl C2 l)) 
(T(OR ( ME MBER V C2)( TH Al (C O~ S V A2 }Cl C2 ))) 
, } ) 
) ) 
CE BU T CE EVAL UO TE 
FI N CE E'v .A LQLOTE 
NIL 
EJ EC T 
! DEFINE( 
( TH ( L.AM l3[A ( Al A2 Cl C.2 )( COND { UJULl. A2 l ( COW (H,lJLL C2 ) F) ( T 
1T Hf ( C t R C 2 ) A 1 A 2 C l ( COR C 2 ) ) ) ) l ( T ( T 11 L. _( C R ,.\ 2 l Al ( CD R A 2 ) 
Cl C2 l l ll) 
IT HR ( LM'ECA ( U Al P2 Cl C2 ) (CCrJD 
( { E,, ( C~R Ll ( . UO TE N'J T ll( Tt-l lLC-A OR Ul Al A2 Cl CZ )) 
(( E" ( CA L)( QUOT E AND ) )( A!\ù { TH lR l CA üR U!A l A2 Cl C2 ) 
{THlR ( C CCR U l Al A2 Cl C2 ) )) 
(( E-J ( Ct l{ L) ( ~ UCTE OR J) (T H2 ( COR L) Al .:\2 C l C2 l ) 
(( EQ { C.A R L) ( UOTE Ir1PLI E S l l(THll ( CIH)R Ul(CADDR U) 
Al 1\2ClC2 ll 
(( E ' (C tR Ll ( QUJ T E QLJ I 1J) ) ( ANû ( THll ( CADR UI ( CACDR U ) 
/.i l A2 Cl C2 )( THll ( C/-\J DR U) CC.t.D R U) Al 2 Cl C21 ll 
(T (PRINT(LIST ( QU01E TliR )U Al AZ Cl CZ )l } 
J ) ) 
( TH2R(L.A MECA (V A l A2 Cl CZ ) {CCND 
( ( AT CM ( C .A V l ) ( 0 R ( ,'·1 E r~ 8 E R ( C AR V l A 1 ) 
( T H 1 R ( C .A CR V l /\ 1 :.. 2 ( C C N S ( C ~ ? \J l C l l c;~ l )· ) 
( T ( OR( MEMEER ( CA R \ )A2 )( TH1 ( CAuR VJ Al AZ Cl 
( CCNS ( C.A R VJC2 ) ) ) l 
)) ) 
<T Hl l< LAMeCA ( Vl V2 Al AZ Cl CZ ) ( CCNO 
{( ATCM Vll ( CR { MEMeER Vl Cl )( THlR V2 ( CGN S Vl Al)A2 Cl C2 l ) 1 
( T ( OR (~ EMBER Vl C2 J( TH1 R V2 Al ( CONS Vl A2)Cl C2 l)) 
) } ) 
) ) 
c Eeu1 CE EVA L QUOTE 
FI N CE EVtLQUO TE 
NIL 






( /JRRCr {( µf\C ( NO T P H i'W T J )) l{ ( [OuIJ P '.) ) l l) 
CEEU î CE EVA L~UOTE 
FI N CE EVAL QUO TE 
(TI- ECREM 
( ARRCW ((I MP LIES P Q ) )(( I MPL I ES Q PJ}l l 
CEGUî CE EVA LQUOTE 
FIN CE [V/JLQUOTE 
(H·E CREtJ 
( ARRC W(( OH /:i ( NO T B))l(( I MP LI -S ( MW P Q)( EQ l.iIV P Q ))})) 
-EBUT CE EVALQUOTE 
FI CE EV/lLGUOT E 
(T H[ORE1~ 
< M-rnrJ1,,; 
( C,(I MP LI ES P Q l ,CI MPLI ES :i Rl,(I , PLI ES R S),{I MPLI ES S,Pl,UdJT Al) 
( (A ù P ( ANDQ ( ANCR }))s(I MPLl ESA 1 )) 
l 1 
CE BUT Ct EVAL QUOTE 
FI N CE [VA LCUO TE 
EJ EC î 
V. 2 
La fonc tion " WANG " , 
é c rite sur la base d ' une forme de type PR~G, 
est t irée de la référence [ 7), Elle délivre le même résultat 
que "THE~REM" et imprime , en plus , des résultats intermé-
dia i res . 
Le programme doit être présenté à l ' int er-
préteur sous la f orme : 
( WANG ( NIL , ARRy)W ( 
(IMPLIES 
(AND ,ei (AND ,E?( 
( AND ,<ù1 (AND ,w2 ( ) ) ) ) . 
) ) ) 
) ) ) 
( C[FlîH ( 
( ri A C ( L A ,~i e L 1\ ( X l ( H A O ( C A R X l ( C A C O R X l l l l 
( AUX I(L A"lc:C/l (A 8 C O l( \·JM~G ( PRifJT (LI S T( APPEND A ù ) 
( QUO T E fi R R O \·/ l ( A PP E l'J C L1 ) l l l i ) 
( T/JIL(LA/" ECA (X)( CC O (( ATGM(CAK Xl)( TAIL(CDR X)ll(T(COR X))l)) 
1 HE AC ( L /l 1 t:3 CA ( X l ( C C N, ( ( AT CM ( C /'d~. X ) l ( CON S ( CA R X l 
( hE/iC ! CCi< X}) ll(T , Illlll 
( W ( L t M e C A < x ) ( C C ND ( ( A r O ,\1 ( C A I{ X l ) ( 'ri ( C D R X ) l l ( T ( C AR X l l l l l 
( CC MM 01 (L M1B CA(X 'f)( CGNù( ( NULL XlF l(( MEMBER ( CAR XI Y)T) 
(T{ C• ~MCN ( CDR X) YJl l) l 
t A TO t,1 I C ( L .0 ,'-18 CA ( X ) ( CC ND ( ( NUL L X l î l 
. (( ATOM I CA R X))( ATfJM IC! COR X)ll(T F )))) 
(H AO (L A~BCA (X Yl(P ROG ( S l S2 CU Vl 
( CCNC (( ATCMIC Xl( GC( CUOT E Al}l 
(T NIL)) 
( SE T( QL0 1 E Sl l( HEAC Xl) 
( SE T( QUOTE S2 )(T AIL X) )( Si: T ( ,) UOT t: UJ( CDP. ( W X))) 
( SET ( QLOTE C)(CA R ( Xl )) 
( CCN C (C EQ C ( QU0 1 E NO T)l ( RET LJ R;J( AU 'l Sl S2 YU))} 
( ( E W C { QUO T E AN O l J ( RE TL, fU-J ( AU XI S l ( A P P END U S 2 ) N I L Y ) l l 
(( EQ C ( QUOTE tQ UIV)){l{EîUR N I A 0 ( UXI U ( APPEND Sl S2 ) 
NIL Y)( AUXI Sl S2 YU)) )J 
.. (T NI L)) 
(S ET ( QLOT ~ V l( CACR U I) 
( StT ( QL01E Ul(CA R Ull 
(C ON C( ( EC C( QUOTE Oh ) )( RC TURN ( MJD (.'.IU XI Sl {CCNS U S2 ) NIL Yl 
(AU XI S 1 {C C N S V S 2 ) 1n L Y l } ) ) 
(( E~ C(QUOT E I ~P LI ES ))( RETURN(ANC ( AUX I S1 {CC NS V S 2l 
· NIL Y) ( AUX I Sl S2 Y(C Or~s U NI L)))) l 
(Tt RETURN ( CLOT[ ERR ORlllll 
A (CC ND((AT OM IC Yl { RE TU Rf J(C OMMON X Y)))) 
( SëT ( QUOTE Sil{H E.ti u Yll(S ET(~U OTE SZ)(TAIL Y)) 
( SET ( QUO T E: UHCOR (I Y)l) 
( SET ( QLOTE C)(CA R ( h Y))) 
( CON C((E Q cc · u o TE NOT))( RE TU RN(ALXI U X Sl S2))} 
(( El,) C( WUOTE CR ))( RETURl'l{AlJXI NIL X Sl(APPE N:J U S2 )})) 
(T NIL)) 
(S ET ( QLCî E Vl(CA OR U )) 
( SET( QuO T E U)(CA R Ll)( 
CO ND ( ( E C ( U O T E A ND ) l ( RE TU k ( A, 0 ( A !J X I N 1 L X S l ( CC S U S 2 ) ) 
( AUXI NIL X S1 (C ONS V S2Jll l) 
((E C C(QUOTE I MPLIES)) ( RETL.JfHJ { AU-XI N IL (CO NS U X) Sl 
(C ONS V S2 ) ) ) l 
((E Q C(QUOT E CUIV)l{RETUR N{ANü ( AUXI Nll{CC~S U X)Sl 
(C ONS V S2))(AUXI 1l l l(C ONS V X)Sl(CJNS U S2))))) 
(TCKETU RN ( QUOTE ERROR2) )) )) )) 
) ) 
CE BUT CE EV AL QUOTE 
FIN CE E\i.ôLQUOTE 
NIL . 
EJ EC T 
( 1~ AN G 








CE BUT DE EVA L UOTE 
( ( A C ( NCT p ) ( CT Q ) 
( ( NOT p ) ( CT Q ) ) AF: ROW 
( ( t\C T C ) ) ARRO W ( ( ECU IV 
NIL ARRU'tJ ( ( ECUIV p Q ) p 
( p ) Mrncw ( Q p Q ) ) 
( Q ) ARRO \~ ( p p Q J ) 
FIN CE E VAL QUO TE 
( W ô"J G 
{NI L ARROh ((l f'J.PL J ES P( NO T P)))l) 
D~BU T CE EV,LQUOTE 
( ( P ) ARRC w ( ( NO T P ) ) ) 
( ( P P } ARROW ~IL ) 






Q )){ Et) LIV p Q ))})) 
) ARRC11 ( EQU IV p G ) ) ) 
( E r)U [ V p Q ) ) ) 

























( 11I L tr-.RO i 
((l ,'1P LI ES 
(A , C ( ! ~PLIES P Q} (A 10 (OR P R) ! NOT R))l 
t ,'l N l) p Q ) 
) } ) ) 
CE !3U T CE E\IAL QU UTE 
( ( AND ( IMPLIES p Q ) ( ArJIJ ( OR p R 
{ ( I MP L 11::: S p Q ) ( AN D ( OH p R ) ( NOT 
{ Q { AND ( UR p R l ( l'JU T R ) ) ) ARRO\\ 
( Cl-?. p R l ( NOT H ) l ARROW ( ( AND 
û p ( ~IC T R ) ) f< RO vJ ( ( AN p Q ) 
u p ,'.IH RrJW ( ( AI\JD p Q 3 R ) ) 
u p M•ROrl ( p R ) ) 
{ J p ) A 0 1✓ ( w R , ) 
{ 1) R ( NC T R ) ) AF: ROvJ { ( AND p Q } 
t R ) ARKlJ ·,J ( ( AN D p Q ) R l l 
( ..,J R ) Al,ROW ( p R ) ) 
( R ) ARR0 1--. ( w R l ) 
( ( AND ( UR p R ) ( NO T R , ) ) ARROI-. ( 
( ( OR p R ) ( 1\ 0T R ) ) AR ow ( ( AND p 
( p ( ~JG T R ) ) A:~RmJ ( ( ANù p (J ) p 
( ,-> ) il p ,~ J w ( ( AND p Q l p R ) ) 
( p ) /l f.' :~ C t~ ( p p R ) ) 
( p ) fit: i C w ( w p R ) l 
( R ( NO T R ) } RRm ( ( AND p Q ) p 
( R ) .ôRROh ( ( AND p Q ) p R ) , 
( R. ) ARRCw < p p R ) ) 
( R } ARRG~ { Q p R ) ) \ 
FIN CE EVAL~UOTE 
EJECT 
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) ( NOT R ) ) ) } ARROW ( { ANO p Q ) ) ) 
R ) ) ) .A~RCW ( ( AND p Q } ) ) 
( { AND p ç l ) ) 
p Q , ) ) 
} ) 
) ) 
{ AND p Q } p } , 




Second exemple Un programme de dérivation :forme lle 
d' express i ons polynomiales . 
Nous allons décr i re un ensemble de f onctions 
p erme ttant d ' effec tuer la dérivati on formelle d ' expr essions 
polynomiales éc r ites s uivant la syntax e du F~RTRAN . Cet ex-
empl e d onne une idée de c e qu 'on peut réaliser , du p oint de 
vue pratique , a v e c le LI SP . 
Le LISP e st bien adapté à la d érive.ti e n d ' ex-
p ress ions arithmét i ques s i e lles sont écri t es suivant l a 
syntaxe suivante : 
<expression>: : = ( <opér ateur diadique><e x p ression><expre ss i on> ) 
( <op érat~ur monadi que><expression>)I 
<s ymbole a t omi que> 
Tout efois , c et t e n o tat ion , préfixée et complètement p arenthé -
t isée , est très p eu nat urelle , c' es t pourquoi -nous a vons choi -
s i la notati on ( i nfixée ) du 1',~RTRAN , esti mant qu I e lle est 
" s u ff i samment l i s i b l e ". 







11 ** 11 u tilisés p ar le F~RTRAN , ne sont pas des 
s ymbole s manipülables p a r l e LISP . 
Ces constat ati ons montr ent que la s ui te d 'opérat ions~ effec -
tuer sur ]. ' expre s sion poly nomial e i n i tial e devra être l a sui -
v a n t e. 
(1) Remplacer l es opérateu r s F ~RTRAN p ar de s s ymboles 
atomique s . 
(2) Passer d e l a notation infix é e à l a nota tion préfixée . 
(3) Dér ive r l'expre s sion obtenue, 
(4) Simplifier . le résultat. 
(5) Passer de la notation préfixée à l a nota tion infixée. 
(6) Rempla cer l es symboles a tomi que s représentant des 
opérateurs par les s ignes F~RTRAN corre s pondants. 
Nous décrivons , ci-dess ous , des fonctions LISP 
réalisant ce s actions . 
V.4 
La fonction ''LIRE ". 
Comme le programme standard de lecture des 
S- expressions ne re c onnai t aucun des symboles " * " , "+" , 
"-" , "/" , "** " , nous avons écrit en ?L/I un sous- program-
me nommé " LIREF0RM " quf3 nous avons incorporé à l'interpréteur 
pour constituer l a f onction " LIRE" de type SUBR . Cette fonc-
tion lit sur le s upport d ' entrée , une expression polynomiale 
mis e entre parenthèses , en remplaçant les opérateurs F0RTRAN 










Par exemple, l'exécution du programme 
( LIRE ) , 
suivi sur le support d ' entrée de 
( 3*X + 2 ) , 
délivre le résultat : 
( 3,TIMES , X, PLUS , 2) . 
V. 5 
La fonction t! EXPRESSI~N" 
traduit en forme préfixée une expressi on 
construi te d'après la grammaire ci-dessous. 
( expression):: = <terme>l< express ion>PLUS ( terme>I 
( expression)DI??ERENCE <terme ). 
(terme):: =< secondaire ) 1 ( second.aire >TIMES ( terme>I 
( se condaire ) QU~TI EN T( terme) . 
( secondaire) : : = ( primaire> 1 < primaire) EXPT(nombre> . 
( primaire): : = <atome/ 1 (( expressi on )). ( * ) 
Les fonctions "3XPRESSI~N" , "TERME " , 
11 SEC~NDAIRE " se basent sur c ette grarrunaire pour tra duire 
des expre ssions lues par "LIR3" en forme infixée. 
Par. exemple , s i g * es t une expression construite d' a prè s 
la grammaire ci-dessus et mise entre parenthèses, 
s i ~* peut s ' écrire (~* , PLUS ,~* ) où ~ * est 
une expressi on et ~ * est un terme , 
expression[~* ] est 
li s t [ PLUS ; expression [ (w* Y]; terme [ ( ,r -r.• ) ]] 
si g * peut s ' écrire (w* , DI FFERENCE ,~* ), 
expression[& * ] est 
list [ DIFFERENC3 ; expr ess ion [(w*) ]; terme [ C-r * )]] 
sinon, 
expres s ion [f; *] est terme [6 * ] . 
Il est · faci le de définir de m~me les f onc tions 11 TERME 11 et 
" SEC~NDAIRE " en examinant la grammaire. 
Si on présente à l'interpréteur le programme 
LISP 
( EXPRESS I~N( 3 , TIMES , X, PLUS ,2)) , 
il renverra pour r é s ultat : 
(PLUS ( TIMES , 3 , X)2) • 
(*) Dans cett e grammaire, il n'y a pas d'opérateur 11 - 11 
mon.adique , 
(DEFINE( 
(SECONDAIRE {LAMBOA{X)(CO ND, 
) , ) 
{{NULL(COR Xl){CONDt(AT DM (CAR X)l(CAR X)) 
{T (EXPRESSI ON (CAR X))Jl) 
(T (LIST{QUOTE EXPT) 




(SETQ U X) 
( SETQ V ( C DR U) ) 
A (SETQ W {CAR V)) 
(COND {(NULL V)(RETURN(SECONDAIRE X))) 
((TERMP W)(GOQ B) )) 
(SETQ UV) 
(SETQ V(CDR V)) 
(GOQ Al 
8 (RPLACD U NIL) 
(RETURN {LIST W(SECONDAIRE X)(TERME(CDR V)))} 
) )) 
(EXPRESSION(lAMBOA(X)(PROG(U,V,W,Y,Z,YZ) 
(SETQ U X) 
(SETQ V(CDR U}) 
A (SETQ W(CAR V}) 
(COND ((NULL V){RETURN(TERME X))) 
((EXPRP W)(GOQ 8))) 
(SETQ UV) 
( S ET Q V ( C DR V } ) 
(GOQ A) 
B (SETQ YU) 
(SETQ Z V) 
(SETQ YZ W) 
C (SETQ UV) 
lSETQ V(CDR V)} 
(SETQ W(CAR V)) 
(COND{(NULL V)(GOQ D)) 
( (EXPRP W) (GOQ 6)) 
( T ( GOQ C) ) ) 
D (RPLACD Y NIL} 
(RETURN(LIST YZ(EXPRESSION X)(TERME (COR Z)))) 
)) j 
(EXPRP(LAMBDA(X){OR(EQ X(QUOTE PLUS)l(EQ X(QUOTE DIFFERENCE))))) 
(TERMP(LAMBOA(X){OR(EQ X(QUOTE TIMES))(EQ XlQUOTE QUOTIENT))))) 
(PLUSP{LAMBDA(X)(OR(EQ X(QUOTE PLUS))(EQ X(QUOTE MINUS))))) 
)) 
DEBUT DE EVALQUDTE 




La fonction "DERIV" 
cons titue un des exemples les plus connus 
d'utilisa tion du LISP , elle est la traduction en LISP , 
pour de s expressi ons écrites d'après la grammaire de la 
page V . 3 des règles de dérivation ci-dessous . 
Etant donnés l a constante a 
' 
la variable 
le nombre n et les e xp ressi ons polynomiales y 
' 
y1 et y2 
si y = a D xy = 0 
si y = X , D y = 1 
X 
si y = y1+y2 D xy = D xy1+Dxy2 
si y = Y1 -y2 D xy = D xy1 - Dxy2 
si y = y 1*y2 D y = Y1*Dxy2+Dxy1*Y2 X 
si y = y 1/y 2 D y = X (D xy 1 *y 2--;y~ 1 *D xy 2) /y 2** 2 
si y = y1 **n D xy = n*y1 ·* ·* ( n-1 ) *Dxy1 
X 
' 
Par exemple , le résultat du programme LISP: 
( DERI V( PLUS ( TIMES , 3 , X) 2 )) 
est 




(C ON D((ATGM E){COND(~EQ EX) l)(T O)l) 
( { EXPRP ( CAR E) 1 (LIST(CAR E)(DERIVCCAOR E}Xl(OERIV(CAOOR E)X))l 
( tEQ (CAR El (QUOTE TIMES)) 
(LIST {QUOTE PLUS) 
{LIST{CAR E)lCADDR EllDERIVCCADR E}X}) 
(LlST(C AR E) (CADR E> lDERIV (CADD R E)X)))) 
((EQ (CAR E)( QUOTE QUOTIE NT)l 
(LIST(CAR .E) 
(LISTtQUOTE DIFFERENCE} 
(LIST(QUOTE TI MES )(CADDR E)(DERIV(CADR E)X )} 
(LIST~ QUOTE TIMESHCADR EHDERIV(CADDR E)X))) 
CLIST(QUOTE TI MES )(CADDR E)lCADDR E)))} 
((EQCCAR E)(QUOTE EXPT)) 
(LIST(QUOTE T1MES) 
(LIST(QUOTE TI MES)(CADDR E) 
(CONO((EQUAL(CADDR E)2)(CAOR Eli 
(T{LIST(CAR E)(CADR E)CDIFFER ENCE (CADDR E)l))))) 
( OERIV CCADR E) X))) 
(T NIL)))) 
DEBUT DE EVALQUOTE 




La fon ction " SIMPLIFY". 
Cett e fonction est tirée de la référenc e [5} 
Nous ·nous s omme s d ' a illeurs basés sur cette référenc e tout 
au long d e cet exemple . 
Le but de " SI MPLI FY" es t de s implifier le résultat fourni 
par "DERIV" qui comporte généralemen t un grand nombre de ter -
mes redondants , à tel point que l a dériva tion aut omatique non 
suivie de simplificati on est d 'un i ntér~t quasi nul . Malheu-
reusement , le problème de la s implificat ion a u tomatique des 
express ions a lgébriques e s t très compliqué ; d ' ailleurs , la 
notion de " f orme l a plus s implifiée " d'une expression algé -
brique n ' est m~me pas bien définie . 
On trouvera d ans la référence [5] , les rè-
gles de s i mplification utili_sées par " SI MPLI FY". Bn gros , 
on peut dire qu ' on simplifie l ' expression "loca lement " en ce 
sens qu ' étant don..~é u n n oeud de l'arbre équivalent à l' expre s -
sion écrit e en mode préfixé , on s implifie d ' abord ses s ou s -
a rbres , pui s on essaie de donne r une forme plus s i mple à l ' en-
semble du n o eud et des s ous - arbres simplifiés , mais on ne com-
p are pas des sous-arbres non ad jacent s . 
Si on considère , par exemple , l es deux express ions équivalentes : 
( 1 ) 
(2) 
( DIFFERENCE ( TIMES (TIMES ,2, X)1 )0) , 
( PLUS(TIMES ( PLUS , X, A)( DIFFERENCE ,1 , 0 )) 
( TIMES ( DIFFERENCE , X, A)( PLUS ,1 , 0 ))) , 
la première sera s implifiée de la façon s uivante : 
( 1 ) 
(PLUS ( TIMES(':rnms ,2, x )1) ( MINUS ,O)) 
(PLUS ( TIMES ,2, X)O) 
( TIMES , 2 , X) 
et la seconde sera traitée comme suit 
(2) 
(PLUS (TIMES ( PLUS , X, A)( PLUS ,1 ( MINUS ,O))) 
(TIMES (PLUS , X( MI NUS , A))(PLUS,1 ,0))) 
(PLUS ( TIMES ( PLUS , X, A)(PLUS ,1 ,0)) 
.( TIMES (PLUS , X( MI NUS,A) )1)) 
(PLUS (TIMES ( PLUS , X, A)1) 
(PLUS , X( MINUS , A))) 
( PLUS ( PLUS , X, A) 
(PLUS , X, ( MINUS ,A))) . 
Cette dernière forme ne sera pas simplifiée davantage . 
,. 
1 . 
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Remarques, 
- " SI MPLIFY" remplace partout l'opérateur 
diadique "DIFFERENCE " par une combinaison des opérateurs 
"PLUS" et "MINUS " qui est monadique , 
- Lorsque " SL ,PLIFY" rencontre une e xpression 
qui ne contient que des nombres comme opérandes, elle l ' exé-
cute, ( Par utilisation de la fonction 11 EVAL", ) Par exemple , 
si elle renc ontre 
(TIMES,3 , 5 ) , 
"SIMPLIFY" fait appel à "EVAL" pour évaluer cette expression, 
qui est u ne forme LISP valide, et trouver le résultat " ·1 5" , 
C'est l'exemple de progra.mme _LISP , créé ( éventuellement ) puis 
évalué par un autre programme LI SP , annoncé au bas de lapa-
ge I ,20, 
{DEFINE( 
(SIMPLIFY(LAMBDA(E) 
{PROG(A , B,C,D) 
tCONO((ATOM E)(RETURN E))) 
(SETQ A(SI MPLIFY(CAD R E ))) 
{CONO{{ EQ (SETQ CCCA R El)(QUOTE MINUS)) 
{RETURN(SMI NUS(LIST CA})))) 
(SETQ B (SI MPLCFY(CADD R E)l) 
CCONO((EQ C(QUOTE DIFFERE NCE)} 
(RETURN(SPLUSILIST(QUOTE PLUS} 
(SMI NUS(LISH QUOTE MINUS)B))A))))) 
(SETQ O( LIST CAB)) 
(RETURNtCOND((EQ C( QUOTE PLUS))(SPLUS D)l 
(.(EQ C{ QUOTE TI MES)}(STI MES 0)) 
J, n, 
((EQ C( QUOTE QUOTIENT)) ($ QUOTI ENT Dl) 
((EQ C (QUOTE EXPT))(SEXPT D)) 
(T 0) 
(EVENP(LAMBDA(X)(EQUAL X (TI MES(QUOTIENT X 2) 2 )))) 
)) 
O[BUT DE EVALQUDTE 





(C ONO((NUMBERP(CADDR El) 
(CONO((NUMBERP(CADR EtJ(EVAL E)) 
l(Z EROP(CADDR E))(CA DR E)) 
((AND(EQ (CA R{CADR E)l{QUOTE MINUS)) 
tNU MBERP(CADR(CAOR E)} )) 
(CONO((GREATERP (C AOR(CADR E))(CADOR E)) 
(MI NUS( DIFFERENCE ( CADR ( CAOR E)) ( CADOR E)))) 
(T (DIFFERE NCEîCADDR E}(CAOR(CADR E)))))) 
t T ( COLLECT( l. IST( CAR E) ( CADOR EH CAOR E 1))))) 
( { Z ERO P ( C A OR E ) ) ( CA D DR E ) ) 
((EQUAL(CADR E)(CADDR E)) 
{COLL ECT (LIST( QUOTE TIMES)2 (CADR EJ))} 
((AND(NOTl ATOM (C ADR E)))(EQ(CAAR(CDR E))(QUOTE MINUS))) 
(CONO(( ANDtNOT(ATOM(CADDR El)) 
{EQ(CAAR(COOR E))(QUOTE .MINU S))) 
(LIST(QUOTE MINUS ) 
(COLLECTILIST(CAR E) 
(CADR(CADR E)) 
(CAOR(CA ODR E)l)))) 
· ((EQUAUCAOR(CADR E))ICAODR E))O) 
(T{COLLECTtLIST(CAR E) (CAD DR E}{CADR E)))) )) 
((ANO(NOT(ATOM(C AODR E)))(EQ(CAAR(CODR E))(QUOTE MINUS))} 
(CONO((E QUAL (CAD R{CADDR E)){CADR E))O) 
(T{COLLECT El))) 
(T(COLLECT E))})l 
tSTI MES( LAMBO A( E) 
(CONO((NUMBERP (CADDR E)J 
)) 
(CONO((NU MBERP (CADR E))(EVAL El) 
((ZEROP(CADD R E))O) 
(tEQUAL l(CA DDR E)){CAOR E)) 
(T(COLLECT(LIST(CAR EHCADOR EHCAOR E>l)))) 
((NUMBERP(CADR E)} 
(COND((ZcROP(CADR E)}O) 
({EQUAL l(CADR E))(CADDR E)) 
(T(COLLECT E)))) 
((EQUAL(CAOR E)(CADDR E)) 
(SEXPT(LIST{ QUO TE EXPT)(CADR E)2))) 
((AND(NOT{ATOM(CADR E))){E Q(CAR (CADR E))(QUOTE MINUS))) 
(COND( (AND( NO T( AT OM (CADDR E))) 
(EQ(CAAR(CJDR E))(QUOTE MIN-U S)t) 
(COLLECT{LIST{CAR E)tCADR(CADR EJ)(CADR(CADDR E))))) 
(( EQUAL( CADR ( CADR E 1) ( CAD OR E)) 
(LIST(QUOTE MlNUSHLISTtQUOTE EXPT) (CA DOR E)2))) 
(T(COLLECT(LIST(CAR EH CADOR E) (CADR El))) tl 
((ANO(NOT(ATOM(CA DDR El)) (EQ(CAAR(COD R E))(QUOTE MINUS))t 
(CONO{(E QUAUCADR(CA '.30 R E))(CADR E)) 
(LIST{QUOTE MINJS)(LIST( QUO TE EXPT)(CAOR E)2))) 
(T(COLLECT El))) 
(Tt COLL EC T E) ) ) ) ) 
OEBUT DE EVALQUOTE 







(CONO((ATOM(CADR ElJE l 
(T(C OLLECT(L IST(CAR E) (C ADOR E) (CADR E)))))) 
({AND{EQ(CAR EJ(CAAR{CDDR E))}( NUMBERP CCAD R(CADD R E)))} 
(CONO(( NUMBERP (C AOR El) 
(LIST(CA R E) 
(EVAL(LIST(CAR E)(CADR E){CADR{CADDR E)ll) 
(CADDR(CADDR E)l )) 
{(ATO M(CADR E l) E ) 
((ANO(EQCCAR E}(CAR(CAOR E)))(NUMBERP(CADR(CAOR E}))) 
(LIST(CAR E) 
{EVAL(LIST(CAR E}(CAOR(CAOR E)J(CAOR(CADOR El))) 





(CONO{{E QUAL{CA OR E}(CADDR E)}l) 
({Z~ROP(CADR E))O) 
( ( EQUAL 1 ( CAD R Et ) E) 
((NUMBERP(CA DDR E)) 
(CONOl(NUMBERP(CADR E))( .EVAL E)) 
((EQUAL l(CADOk E))(CADR E)) 
(TE))) 
((ANO{NOT(ATOM (CADDR E)))(EQ{CAAR(COOR E))(QUOTE MINUS})) 
(SMINUS(LIST( QU• î E MI NUS) 
(SQUOTI EN T{LIST(QUOTE QUOTIENT)(CADR E)(CADR(CADDR El)))}) ) 
((AND(NOT(ATOM (CA DR E)))(EQ(CAAR(CDR E)J(QUOTE MINUS))} 
(LIST{QUOTE MINUS) 
(LIST{QUOTE QUOTIENT)(CADR(CAOR E))(CADOR E))}) 
(T E)))j 
C SEXPT( LAMBDA( E) 
(CONO((ZEROP(CADOR E)) 1) 
((EQUAL l(CAD OR E )){CADR E)) 
((NUMBERP{CADR E))(EVAL E)} 
((ATOM(CAOR E))E) 
({EQ{CAR(CADR E)){QUOTE EXPT)) 
(LIST(QUOTE EXPT){CADR{CAOR E)) 
(TIMES(CAOO R E)(C ADDR(CADR E))))) 
((NOT(EQ(CAR{CADR E)J(QUOTE MI NUS))) E) 
((EVENP(CADDR E)) 
(SEXPT(LIST(QUOTE EXPT}(CADR(CADR E))(CAOOR Et))) 
(T{LIST(QUOTE MINUS) 
(SEXPT(LIST ( QUOTE EXPT}(CADR(CÀDR E))(CAOOR E)))))))) 
(SMINUS(LAMBOA(XJ{COND, 




DEBUT DE EVALQUOTE 
FIN DE EVALQUOTE 
NIL 
EJECT 
V , 9 
La fonction "INFIXER " 
transforme une expression écrite en notation 
préfixée , en u ne expressi on écrite e n n ota·tion infixée, d I a -
près une s yntaxe identique à celle de la page V , 5 , sauf que 
l ' opérateur diad i que "DI FFERENCE " est remplacé par l'opéra-
t eur " f"IINUS " qui est mon adique ou diadique s uivant les c as . 
Cette fonction tra1;.sforme les expressions en essayant d I ob-
tenir un résultat contenant le moins de parenthèses possible . 
Toutefois , c e rtains cas mal conditionné s seront transformé s 
ave c des parenthèses inutiles car on a voulu écrire un algo-
rithme rela t i v e men t s i mple . 
Remarques . 
- " I NFI XER " u tili se la pseudo-fonction "C9-)NC " 
qui c oncatène un nombre quelconque de l istes , c e qui d onne 
u n exempl e d ' utilisation des f onctions de type FEXPR . 
"C9-)NC" , elle - même , se sert de la fonctionnelle " MAPC9-)N" c e 
qui donne un exemple d ' utilisation de s arguments f onctionnels . 
" NC.9-)NC" est une fonc~ion qui concatène deux listes . 
- La fonction " C9-)NC " est définie a u moyen de 
la pseudo-fon ction "DEFLI ST " qui joue le même rôle que 
11 DEFI NE " à part qu'elle peut mettre sur la p-liste des atomes 
qu ' elle définit , n ' i mport e quel i nd icateur . - ( Mais les seuls 
c as ayant u ne signification s ont " EXPR" , " APVAL" , 11 FEXPR 11 . ) 
Exemple : 
Le tra.i tement du programme LISP 
(INFI Y..ER ( PLUS(PLUS , X, A) 
( PLUS , X( MINUS , A) ) )) 
donnera le. ré s ultat suivant : 






tT (NCONC{FN X)(MAPCON(CDR X){FUNCTION FN)))) 
, , ) 
{NCONCtLAMBCA(X,Y)(PROG(U} 
)) ) 
(SETQ U X) 
A (COND (( NULL(CDR U))(RPLACD U Y))(T(GOQ B))) 
tRETURN X) 
B (SETQ U (COR U)) 
(GOQ A) 
(OEFLIST(LA MBDA{X Y)(PROG(U), 
) ) ) 
)) 
A (CONO ({ NULL X)(RETURN X)Jl 
( SET Q U {CAR X) ) 
(RPLACD (CAR Ul (CONS Y{CADR Vlll 
(SETQ X tCOR X)) 
(GOQ A) 
DEBUT DE EVALQUOTE 




(MAPCON X(FUNCTIDN (LAMBDA{X)(EVAL(CAR X} Y))}) 
) ) 
)FEXPR , 
DEBUT DE EVALQUOTE 







((ATOM X)tLIST X)) 
{(EQ{SETQ U{CAR X))( QUOTE MINUS}){IMINUS X)) 
((EQ U(QU OTE PLUS))(IPLUS X)t 
( (TERMP UI ( ITERM Xl) 
(T (ISECO X)))) 
) )) 
tIMINUS(LAMBOA (X)(CO ND , 
l(ATOM (CAD R Xl)XI 
(T {LIST(QUOTE MINUS)(INFIXER(CADR X}))} 
) )t 
(ISECO(LA MBDA(X )(LIST , 
{COND({AT OM (CAOR X}l(CAOR X)) 




) ) ) 
{CONDt(PLUSP(CARCC ADR X)))(LIST{INF!XERCCADR X))}} 
(T{INFIXER(CADR X)))) 
{ L I ST ( CAR· X ) l 
(CONO((PLUSP{CAR{CADDR X))){LJST{INFIXERCCADDR X)))) 
(T (INFIXER(CADDR X)))) 
( IPLUS{LAMBDA (X)(PROG(U,V) 
(SETQ U, 
(CONO((EQ(CAR(CADDR X))(QUOTE MINUS))(QUOTE MINUS)) 
tT (QUOTE PLUSllll 
(COND((EQ U(QUOlE MINUS)} 
(COND, 
((OR(MEMBER(QUOTE PLUS)(SETQ V(INFIXER(CAOR(CADDR X)))Jl 
(MEMBER(QUOTE MINUS)V}) 
(SETQ V (LIST V))) 
(T NIUl) 
(TtSETQ V(INFIXER(CAODR X))))) 
{RETURN(CONC(INFIXER(CADR X))(LIST U}Vl) 
J J ) 
)) 
DEBUT DE EVALQUOTE 
FIN DE EVALQUOTE 
NIL 
EJECT 
V. 1 0 
La f onct ion "ECRIRE 11 • 
Cet t e f on ction perme t d 'imprimer , d a n s u ne 
notation semblable à c e lle d u F~RTRAN , la liste fourn i e 
par "INFI XER " . Elle es t du t y p e SUBR pour la même r a ison 
que " LIF.E 11 ; elle corre s pond au s ous -pr ogramme 11 PRI NTF~RM 11 
qui est b e aucoup plus s imple que 11 PRI NTEXPR 11 parce q_u ' il 
ne traite que de s l istes . 
La table d e correspondance opéra t eur F ~RTRAN / symbole 
atomique, est id entique à c e lle utilisée p a r " LI RE " s a uf 
que le s y mbole " DI FFERENCE " e st r e mplacé par " MI NUS " . 
La fonction "DERI V~NS " 
dérive une e x pression polynomia le écrite 
dans la nota tion du F ~RTRAN . Comme l e programme sta nda rd 
de l e cture n e peut p as lire d e t e lle s exp re s.s ions , le pro-
blème à tra iter doit ~tre pré senté à l'interpréteur a utre-
ment que sous l a forme h a bituelle : il faut lui fournir les 
trois expressi ons ci - dessous . 
( DERIV~NS ) 
( e* ) 
( x* ) 
fonction s ans argument . 
expression à d ériver. 
variable par r a pport à laquelle 
la dérivation s ' effectue . 
La f onction "DERIV~NS " lit l ' expression poly-
n omiale et la v ariable , effectue la s uite d 'opérations décri-
te pré ë édemment et imprime le résultat et q_uelques c ommentaires. 
Finalement , on ob~ient l e résultat suivant sur le listing de 
sortie . 
(DERIV~NS ) 
DEBUT DE EVALQU0TE 
( LA DERI VEE DE ) 
( g * ) 
( PAR RAPP~RT A ) 
( x* ) 
( EST) 
( ~' * ) 




(PRINT(QUOTE(LA DERIVEE DE))) 
(SETQ U{LlRE)) 
(PRINT(QUOTE(PAR RAPPORT A))t 
(SETQ V(CAR( LIRE))) 
(PRINT(QUOTE{EST)l} 
(ECRIRE(INFIXER(SIMPLIFY{DERIV(EXPRESSION U)V)))l 
( R ET UR N N IL ) 
)) , ) } 
DEBUT DE EVALQUOTE 




( DER IV ONS) 
DEB UT DE EVALQUOTE 
( LA DERIVEE DE) 
( X** 4 - lO*X**3 + 35*X**2 - · l7*X + 24) 
t PAR RAPPORT A ) 
( X J 
t EST ) 
( 4 * X **3 - 30 * X **2 + 70 * X 17) 
FIN DE EVALQUOTE 
NIL 
RECLAIM,LISP 
GA RB AGE COLLECTOR 
(OER[VONS) 
DEB UT DE EVAL QUOTE 
( LA DERI VEE DE ) 
{ ( X** 4 + 3*X**2 + 4)/(1 + X**2) ) 
{ PAR RAPPORT A ) 
( X ) 
( EST > 
( ( 1 l + X **2) * { 4 * X **3 + 6 * X ) - ( 4 + X **4 + 3 * X **2) * 2 * X ) / ( 1 + X **2 ) **2) 





DE BUT DE EVALQUOTE 
( LA DERIVEE DE) 
(X**2 + 2 + 2/{l + X**2) } 
( PAR RAPPORT A ) 
{ X ) 
{ EST 




X - 4 * X / ( 1 + X 
DE EVALQUOTE 
EJECT 
**2) **2 ) 
V. 11 
La fonction "DIFF" 
effectue les mêmes opérations que "DERIV~NS" , 
mais impr ime aussi tous les résultats intermédiaires . 
La fonction "DERIV2" 
calcule la dérivée seconde d ' une expression , 
par rapport à deux variables à spécifier , distinctes ou non . 
Son exécution est très lente car on ne simplif i e pas l'expres -
sion obtenue avant de dériver pour la seconde fois . ( Parce 
que "DERIV " ne reconnatt pas l'atome "MINUS" . ) 
1 
tDEFlNE( 
(OIFF(LAMBDA NIL (PROG(U,V) 
(PRINTlQUOTE(LA DERIVEE DE))) 
(SETQ UtLI REll 
(PRINT(QUOTE{PAR RAPPORT A))) 




(SETQ U(PRINTtEXPRESSION U)}) 
{SETQ U{PRINT(DERIV UV))) 
{SETQ U(PRI NT(SI MPLIFY Ul)l 




DEBUT DE EVALQUOTE 




DEBUT DE EVALQUOTE 
{ LA DERIVEE DE) 
( { A - ( X - B - ( X- C - ( X + D} ) ) l } 
( PAR RAPPORT A } 
( X ) 
UNIVERSITE0 DE LIEG•,:: 
Centra da Calcul e t da Traitement de l'Information 
( ( A DIFFERENCE { X DIFFERENCE B DIFFERENCE ( X _DIFFERENCE C DIFFERENCE ( X PLUS D ) ) ) ) ) 
i DI FFEREN CE A { DIFFERENCE ( DI FFE REN CE X 8 ) ( DIFFERENCE ( DIFFERENCE X C ) ( PLUS X D ) ) ) t 
t DIFFERENCE O ( DIFFERENCE ( DIFFERENCE 1 0) (, DIFFERENCE(! DIFFERENCE l O) ( PLUS l O)) ) t: 
( MINUS 1 ) 
( MINUS l } 
( EST ) 
! - l ) 
FiN DE EVALQUOTE 
NIL 
RECLAIM_:,Ll SP 
GARBAGE COLLEC TOR 
lDIFF) 
OEOUT DE EVALQUOTE 
t LA DERIVEE DE) 
i 3**3*(A + B)**3 + 2**2*(A + 8)**2 - (A+ Bl ) 
( PAR RAPPORT A ) 
( A ) 
A PLUS 8 ) EXPT 3 PLUS 2 EXPT 2 TIMES 
( TIMES ( EXP T 3 3 ) { EXP T ( PLUS A B 
f, B ) } 
( A PLUS B ) EXPT 2 DIFFERENCE { A PLUS B ) ) 
) 3 ) l ( TIMES ( EXPT 2 2) 1 EXPT ( PLUS A 
l 3 EXPT 3 TIMES ( 
( DIFFERENCE ( PLU S 
B } 2 ) } ) ( PLUS 
i DIFFERENCE t PLUS ( PLUS t TIMES EXPT ( PLUS A 8 ) 3 ) ( TIMES ( TI MES 3 ( EXPT 3 2 ) ) 0 ) ) ( TIMES ( 
EXPT 3 3 b ( TIME S ( TIMES 3 t EXPT ( PLUS A B ) 2) ) ( PLUS l O l ) ) ) ( ?LUS { TIMES ( EXPT ( PLUS A 
B ) 2 ) l TIMES t 
{ Pt.US l O } ) 
TIMES 2 2 ) 0) l ( TIMES ( EXPT 2 2 ) ( TIMES ( TIMES 2 ( PLUS A B ) ) ( PLUS l O t ) ) t t 
t PLUS ( PLUS ( TI ME S 81 ( EXPT ( PLUS A B ' ) 2 ) ) ( TI ME S 8 ( PLUS A 
i 81 TIMES { A PLUS . B EXPT 2 PLUS 8 TIMES ( A PLUS B ) MIN US 1) 
( EST ) 
( 81 * 1 A + B ) **2 + 8 * { A + B ) - 1) 





B > ) ) ( MINUS l f. t 
• 
( DE FI NE ( 
( DE R I V 2 ( L A '-1 8 0 A IIJI L ( PR () G ( l'. , \J , W l
( PR I NT ( QUDTE ( LA DE I VEF SECOND F CE ) ) l 
( S EHJ U( L IRE l l 
( PRI NT ( QUCTE ( PAR R/I PP CR T ~LX C[UX \JA RI ~B LES))l 
( SFTQ \/ ( C/I F ( SET,.:) W( L IRF ) l l) 
( SET W ( C M)R ~J l ) 
( PRI NT ( QUCTE ( N EST AU T RE OIJ E ) )) 
( ECRI RE ( I NFIXEP ( S I MP LI FY{O~~ TV(OER IV( E)PRES SI ON U) VJ W) )) l 
( RE TURN {QUn T~ OK )) 
> l l l l 
DEBUT DE EV~LQUO TE 
F I N OE EV/',L GUO TE 
NIL 
RECLAI M,LI SP 
GA RBAGE CO LL ECT OR 
EJ ECT 
( OER IV2) 
DEBUT DE EVALQUùTf 
( LA DEP IVEE S[CO ND DE ) 
( 1 + X - Y • X• ~2 - 2* X~Y + Y** Z + X* ~3 - 3~X=* 2* Y + 3* X* Y* a 2 - Y**3 l 
{ PAR RAPP OR T AUX ü EUX VA RIA BLES ) 
( >: ' X ) 
( ,l EST AUT RE QU[ 
GAP BAG E COLL ECT OR 
GA R BAGE COLL ECTO R 
( 2+6 ·~ X - 6 -!,: Y 
OK 
FHl DE EVALQUOT E 
F.CLAI M,LI SP 
GARBAGF CCL LECTOR 
( OER IV 2 ) 
DE BUT DE EVAL QUOTE 
( LA DERI VEE SECO NDE DE ) 
( 1 + X - Y + X ,iq : 2 - 2 * X ,q + Y :r * 2 + X* * 3 - 3 * X * * 2 * Y + . 3 ,;: X.:: Y,;-:* 2 - Y~: ~ 3 ) 
( PAR RAPP OR T AUX DE UX VA ~ IA GU: S ) 
( X, y l 
( N EST AUTRE QUE 
, GAR5AGE COLL ~CTO R 
GA R5AG F COLL c CTO R 
{ 6 ~ Y - ( 2 + 6 1;: X ) ) 
OK 
FI N DE EVA LCUOTE 
REC LA it-A ,L ISP 
GARBAGE COLL ECTOR 
( DER IV2) 
DEBUT DE FVA I. QUOTE 
( LA DER IV EE SCCON n E DE ) 
( 1 + X - Y+ X** 2 - 2* X* Y + v~~ z + X*~3 - 3*X** 2 ~ Y + 3* X* Y** 2 - Y**3 ) 
( PAR RAPPO RT AUX DE UX VARI Ab LES ) 
( y' X ) 
( N EST /IIJTP.E QllE 
GARBAGE CUL LECTOR 
GA RBAGE COLL ECTOR 
( 6~ Y -{ 2 + 6 * X )) 
OK 
FIN DE EVAL QUOT E 
RECLl\I M, LISP 
GARBAGE COL LECTnR 
( OER IV 2 ) 
DEB UT DE EVAL QUOT E 
( LA O~R JV EE SECuNnE 
( 1 + X - Y+ x~~z -
( PA R PAPP OP T AtJX 
( (' y ) 
( N EST AUT PE QUE 
GA0 BAGE CO LL ~CTO R 
GA RdAG E CO LL ECTOR 
{ 2 + 6 * X - 6 * Y 
FI N DE EVAL CUOTE 
OK 
EJ ECT . 
DE ) 
z~X * Y + Y*• 2 + x• ~3 - 3*X*~2 ~Y + 3 * X• Y*~ 2 - Y*• 3 ) 
DEU X VA P IA HLES ) 
' 
VI. 1 
APPENDICE LISTING DE L 'INTERPRETEUR , 
On trouvera, d ans les pages qui sui vent le 
listing complet d e n otre interpréteur écrit en PL/I , 
PPLl •• PROCEOURE OPTIONS(MAIN},. 
LISPPLl •• PROCEDURE OPTIONS(MAIN),. 
DCL INPUT FILE RECORD SE QUENTIAL INPUT BUFFEREO 
ENV{CONSECUTIVE) ,. 
DCL PRINT FILE RECORD SEQUENTIAL OUTPUT BUFFERED 
ENV!CONSECUTIVE),. 
DCL ALI 1K{30000) BIN F I XED{15) STATIC INIT( 
201,203,205,207,209,210,2 13,347,350,218, 
220,222,224,226,228,230,232,234,237,240,243,246,249,253,257, 













































338,339 1 80,341,80,343,B0,345,346,80,348,349,80,351,352,80, 
354,355,80,357,80,359,80,361,362,80 







INFO (30000) CHAR{2) BASEO(POINTER),. 
STRING CHAR(400) BAS ED(POINTER),. 
BUF3 CHAR(30) STATIC,. 
(FREE,MINFREE) BIN FIXEO(l5) STATIC INIT{401),. 
MAXFREE BIN FIXED(lS) STATIC INIT(30000),. 
PSTACKl50} BIN FIXED(l5) STATICt• 




































UN BIN FIXE0{15? STATrc INIT(l},. 
DEUX BIN F IXE D( 15) STATIC INIT(2),. 
LAB f LL BIN F I XED(l5) STATIC INIT(70),. 
LAMBDA BIN F IX ED{ l 5} STAT fC INITl71),. 
fUNARG BIN FIXED(l.5) STATIC IN I T( 72) , . 
NIL BIN F I XE0(15) STATIC INI T( BO ),. 
T Bir' fIXED(l5) STATIC INITt8U1e 
F BIN FI XE D{l5) STATIC INIT(82),. 
EXPR BIN FIXE D(1 5) STATIC INIT(83),w 
FEXPR BIN F IXED{ l 5 ) STATIC 1NIT{84),. 
APVAL BIN FlX ED(lS ) STATIC INiî(85)!• 
NUMBER BIN FIXED(l5l STA TIC INIT(86),. 
GO BIN FIXEDC15} STATIC INIT{25),. 
SET BIN FIXED(l5) STATIC I NIT(27), . 
CSET BIN FIXED(15) STATIC INtT(7),. 
QUOTE BIN FIXE D!lS) STATIC INIT{56),. 
RETOUR3 BIN FIXEDtl5) STATIC I NIT(3) ,. 
RETOU R4 BIN FIXE D(l5) STATIC INIT(4),o 
RETOURS BIN FIXED(l5} STAT I C INlT{S),. 
RETDUR6 BIN FIXE D(15) STATIC tNIT(6),. 
PPO BIN FIXED{l5) STATIC lNIT( 90),. 
MAXLINE BIN FIXEO(l5) STATIC INIT(60),ft 
LISTN BIN FIXEDl15) STATIC INIT(BOl,. 
NUL BIN FIXED(15) STATIC TNIT(320 0ll,. 
PLUS BIN FIXED(l5) STATIC I NIT(30), . 
TIMES 81N F!XED(l5) STATIC INIT(32),. 
QUOTIENT BIN FIXE0(15) STATIC INITC38l,o 
DIFFERENCE BIN FIXED(lS) STATIC I NI T(40),. 
EXPT BIN FIXED(l5) STATIC IN!T( 44),. 
MINUS BIN FIXED(l5) STATIC INIT(45),. 
LISTI(6) BIN FIXEDC15) STATIC IN!T(lOl,111,126,151,171,1 86), . 
LISTJ(6) BIN FIXED(lS) STATIC INIT(l05,118,143,162,1B0,1 92lt. 
BUFl CHAR(80) STATIC,. 
BUF2 CHAR(l30) STATI C,. 
l BOF2 DEFINED BUF2, 
2 CTL BIT(8), 
2 REST CHAR{l29),. 
CTL='0000100l'B,. 
DCL SAUT CHAR(B) STATIC,. 
DCL 1 SOT DEFINED SAUT, 
2 SKIP. BIT(B), 
2 REST CHAR(7),. 
SKIP='lOOOlOll'B~. 
DCL BUF(l6) CHAR(Z) STATIC,. 





BIN F I XED{lS) STATIC,. 
DCL S CHAR(l) STATIC,. 
POI NTER=AODR ( AL INK( 201) >,. 
STRING='ATOMCAR COR CONSE QO EFINECSETORAND NOT CAARCAORCOARCOPYCDD 
RLISTNULLCADDR EQUAL RPLACARPLACD MEMBERRECLAI M REVERSE GODUP SET ADDlSU 
BlPLUSEVALTIMES LESSP ZERO P PRINT APPLY RETURNQUOTIENTNUMBERP DIFFERENC 
EGREATERPNUMBERF T NIL CON DEXPRP RO GLABEL QUOTE APVAL FUNARGLAMBDAFUNCTI 
ONFEXPR GOQ SETQCSETQ APPENDLENGTHECRIREllREEXPTMINUS •,. 
·POINTER== .ADDR(ALINKt , . 
OPEN FILE{INPUT),.DPEN FILE(PRINTl,. 
I* SUPERVISEUR *I 
EJECT •• LINE=MAXLINE,. 
DEBUTLISP •• CALL READ,. 
PPLl •• ~ROCEDURE OPTICNS {MA I N) ,. 
IF BUFl=' 'THEN DO,~ 
CALL L!IREXPR, . 
CA LL EVALQUOTE,.PO=ACCU,. 
ACCU=NIL , ~CALL PRINTEXPR1 . END,. 
ELS E DO., . 
IF BUFl=' EJECT' THEN GO TO EJECT,. 
ELSE DO., . 
IF BUFl=' RECLAIM, LlSP' THEN DO, . 
DO 1=97 TO 100,. ALINK (I) =NIL ,.E ND ,. 
CALL GARBCOL,.END,. 
ELSE DO,. 
IF BUFl=' FIN,LISP' THE N GOT• FINLISP,. 
ELSE DO,. 
IF BUFl=' DEBUT,LISP' THEN ,. 
ELSE DO,. 
IF BU Fl= ' RE1NIT ,LISP'TH EN DO,. 
DO I=l TO 6 ,.J=LISTJ(I), .BLINK tJ) =NIL , .END,. 
LISTN= NIL,. FREE=MINFREE ,.END,. 
ELSE DO,. 
CALL PRINTC OMMENT (' ERREUR,CARTE CO NTROLE '),. 
GOT• -• EBUTLISP,.E D,.END,e 
DO I=MINF REE TO MAXFR EE,.BLINK(I) =I +l,.END, . 
BLINKIMAXFREEl=NIL,. 
END,.EN• ,.END,.END,.GOTO DEBUTLISP,~ 
EXFR=Ec.PROC EDURE (X ,Y ,Z) , . 
DCL lX,Y,Z} BIN FIXED{l5),. 
DCL S\.:ITÇH(4 ) LABEL,. 
A.. IF FREE NE NIL THEN DO,. 
Q=FR EE ,.FREE=BLINK (Ql,. 
ALINK( Q) =X, .BLI NK(Q )=Y,.Z =Q,.RETUR N,. ENO ,. 
GOTO SWITCH(INDI C), . 




ALINK(97)=PO,.ALINK(98)=STAET,.ALI NK {99l=STACK,.AllNK(lOO)=ACCU,. 
GOTO B,. 
SWI TC H( 3) •• 
ALINK(97)=PHt,.ALINK(98)=ALIST,.ALINK(99)=STACK,.ALINK(lOO)=LIST,. 
GOTO B,. 
SWI TC Hl 4) • • 
ALINK(97)=EPSI,.ALINK{98l=AllST,.ALINK(99l=STACK,.ALlNK(lOO)=ACCU,. 
B.. CALL GARBCOL,.GOTO A,. 
END EXFREE,. 
POPl •• PROCEDUREiX,V),. 
DCL (X,V) BIN FIXED(15),. 
X=AllNK(Y),.Y=BLINK(Yt,. 
END POPl,. 
I* GARBAGE COLLECTOR *I 
MARKATO M •• PRDCEDURE,. 
A.. PPQ=BLINK( Q},. 
IF PPQ NE NIL THEN DO,. 
BLI NK(Q)=-PPQ,.Q=PPQ,.GOTO A,.END,. 
BLINK( Q)=-PPQ,. 
END MARKATOM ,. 
GARBCOL •• PROCEDUP.E ,. 
DCL TEST BIN FIXED, • 
. TEST=l,. 
CALL PRI NTC OMMENT(' GARBAGt: COLLECT OR '1,. 
PS=O,.PR=PPO,.PTT=NUL,. 
A.. PZ=BLINK(P R),.PZZ=ALINK(PR),. 
lF PZ LT O THEN,. 
~PPLl •• PROCED URE OPTIONS( MAIN),. 
ELSE DO,. 
IF PZZ LT O THEN oo,~Q=PR1.CALL MAR KATO M,.END,. 
ELSE DO,. 
BLINKtPR)=-PZ,. 
IF PS LT 50 TH EN DO,. 
PS=PS+l,.PST ACK{PS)=PZ,.PR=PZZ,,GOTO A,.END,c 
ELSE DO,. 
C.. PQ=ALI NK(PR),.PZ= BLINK(PQ),. 
IF PZ LT O THE Nt• 
ELSE DO,. 
IF ALINK(PQ) LT O THEN 00,o 
Q=PQ,.CALL MARKATOM,.END,G 
ELSE DO,. 
BLINK(PQ)=-PZ,.ALINK{PRl=-PTT 1 .PTT=PR,.PR=PQ,eGDTO C,. 
END,.E NO,-
D.. PQ=-BLINK{PR) ,.PZ=BL!NK(PQ) ,. 
IF Pl LT O THEN,. 
ELSE DO,. 
BLINK{PJ}=-PZ,.BLINK(PR)=-PTT,.PTT=PR,.PR=PQ, ·.G OTO C,. 
ENDn 
E.. IF PTT=NUL THEN,. 
ELSE DO,. 
PQ=PTT,.PZ=ALI NK(P Q),. 
IF PZ LT O THEN DO,. 
PTT=-PZ,.ALINK(PQ)= PR,.PR=PQ,.GOTO D,.ENO,. 
PTT=-BLINKlPQ),.BLI NK{PQ)=-PR,.PR=PQ,.GOTO E,.ENO,. 
ENO,.ENO,.ENO,. 
,. IF PS GT O THEN DO,. 
PR=PSTACK(PS),.PS=PS-1,.GOTO A,.END,. 
DO PI=MAXFREE TO MINFREE BY -1,. 
PK=BLINK{PI),. 
IF PK LT O THEN BLINK(PI)=-PK,. 
El.SE DO,. 
TEST=O,. 
PK=PI,.BLINK(PI)= NI L,.GOTO H,.ENO,.ENO,. 
H.. DO PI=MINFREE TD MAY.F REE,. 
PQ=BLINK{PI),. 




DO PI=FREE TO PK,. 
PS=BLINK(PI) ,. 
IF PS LT O THEN BLINK(Pl)=-PS,. 
ELSE DO,. 
BLINK(PJ)=PI,.PJ=PI,.ENO,.END,. 
DO PI=l TO MINFREE,. 
PS=BLINK(Pl ),. 
IF PS LT O THEN BLINK{Pll=-PS,.ENO,. 
IF TEST NEO THEN DO,. 
CALL PRINTCOMMENT{' MEMOIRE INSUFFISANTE •t,. 
STOP,.END,. 
END GARBCOL,,. 
/* ROUTINE DE SORTIE *I 
PRINTFOR M •• PR OCEDURE,. 
INDIC,K=2,.STACK,STAET=NIL,.R=PO,. 
CALL PR1NTCHAR2('( •),. 
A •• · P=ALINK(Rl,.Q=ALINK ( P),.PP=ALlNKtQ),.R=BLINK(R),. 
IF PP LT O THEN DO,. 
IF P=PLUS THEN CALL PR[NTCHAR2('+ '),. 
ELSE DO,. 
IF P=MINUS THEN CALL PRlNTCHAR2( 1 - '),. 
PPLl •• PROCEDURE OPTIONS{MA!N),. 
ELSE DO,. 
IF P=QUOTIENT THEN CALL PRI NTC HAR21' / ' ), . 
ELS E DO,. 
IF P= T! ME S THEN CALL PR INTCHAR2('* 'l,. 
ELSE DO,. 
IF P=EXPT THEN CALL PRINTCHAR2('**'l, . 
ELSE DO,. 
IF BLINK(P)=NUMBER THEN CALL PRINTNBR,. ELSE CALL PRINTATOM,. 
END,.END,.END,.END •• END ,. 
B.. IF R=NIL THEN DO,. 
CALL PRI NTCHAR2 ( • ) '),. 
IF STAET=NIL THEN DO,.CALL EDIT,. RET URN , . END, . 
CALL POPl(R,STAET},.GOTO B,. END,.END, . 
ELSE DO ,. 




P~INTEXP R •• PROCEDURE,. 
DCL SWA TCH(4) LABEL,. 
INDIC, K=2, .STACK,ST AET=N IL,.P=PO,. 
A.. Q=AL!NK(P),.PP=A LINK( Ql,. 
IF PP LT O THEN DO, . 
IF BLINK(P)=NUMBER THEN CALL PRINTN8R,.ELSE CALL PRINTATOM,. 
IF STAET=NIL THEN GOT• C,. 
IF STAC K NE NI L THE N CA LL POPl{P,STACK},aENDt• 
ELSE DO,. 
CALL PRINTCHAR2('( '),.Q=P,. 
AA •• Q=BLINK(Q,,. 
IF Q=NI L THEN CALL EXFREE(OEUX,STAET,STAET),. 
ELS E DO,. 
PP=ALI NK (Q),. 
IF AL!NK(PP) LT O THEN CALL EXFREE(UN,STAET,STAET),. 
ELSE GOTO AA,.END,.END,. 
B.. ETAT=ALINK{STAET> ,.GOTO SWATCH( ETAT), • 
SWATCH{ l) •• 
CALL EXFREE(BLINK(P),STACK,STACK},. 
P=ALI NK (PJ,.ALI NK (STAET}= 3 ,.GOTO A,. 
SWATCH(2) •• 
IF P=NIL THEN DO,. 
CALL PRINTCHAR2(') '),. 






CALL PRINTCHAR2('• '),.AL1NK(ST AET)=4,.GOTO A,. 
SWATCHl4) •• 
CALL PRINTCHA R2(') '),.STAET= BLINK (STAET),. 
IF STAET NE NIL THEN GOTO B,. 
C.. CALL EDIT,. 
END PRINTEXPR,. 
PRINTCHAR2 •• PROCEDURE{CHAR2),. 
DCL CHA R2 CHAR (2),. 
IF K GE 120 THE N 00,.CALL EDIT,.K=2,.ENO,. 
· SUBSTR(BU F2,K,2)=CHAR2,.K=K+2, • 
. EN D PRINTCHA R2 ,. 
PRINTATOM •• PROCEDURE,. 
IF K GT 110 THEN 00,.CALL EDIT,.K=2,.END,. 
A.. IF Q NE NIL THEN DO,. 
SUBSTR(BUF2,K,2)=INFO(Q),.Q=BLINK(Q),. K=K+2,.GOTO A,.ENO,. 
PPLl •• PROCEDURE OPTIONS ( MAIN) ,. 
K=K+l,. 
END PRINTATOM,. 
PRINTNBR •• PRO CE DURE, . 
DCL IJ PJCtzzzz9• ,. 
DCL GNB CHAR{5) ,. 
I=-PP-1,.IJ=I,.GNB=IJ,. 
IF K GT 110 THEN oo,.CALL EDIT,. K=2 , .ENO,. 
IF I LT 10 THEN DO,. 
SUBSTR(BUF2,K,l)=SUBSTR(GNB,5,l)s•K=K+2,.ENO~ . 
ELSE DO ,. 
IF I GT 999 THEN DO,. 
SUBSTR(BUF2,K,5}=GNB,.K=K+6t•END,. 
ELSE DO,. 
SUBSTR(BUF2,K,3)= SU ST R(GNB ,3,3) ,.K=K+4,.END,. 
END,. 
END PRINTNBR,. 
EOIT •• PROCEDURE,. 
IF LINE GE MAXL!NE THEN 00,e 
WRITE FILE{PRINT} FROM(SAUT), . LINE=l, . ENO, . 
WRITE FILE(PRINT ) FROM(BUF2}, . LINE=LINE+l, . 
BOF2.REST=' 't • 
END EDIT,. 
PRINTCO MMENT •• PROCF.OURE(X ),. 
DCL X CHAR (30),. 
BUF3=X,. 
IF LlNE GE MAXLINE THEN DO ,. 
WRITE FILE(PRINT) FROM{SAUT), .L INE=l,.ENO , e 
WRITE FILE(PRINT) F OMIBUF3),.LINE=l!NE+l,. 
END PRINTCOMMENT,e 
I* ROUT I NE DE LECTURE*/ 
LIRFORM •• PROCEOURE,. 
K=BO,.STACK=NIL,.INOIC=l,. 
A.. CALL LIRSYMB,. 
IF S='l' THEN DO,. 
CALL EXFREE(NIL,NIL,QD> ,.P=QO,. 
CALL EXFREE{NIL ,STACK,ST ACK), . 
ETAT=O,.ENO,. 
ELSE 00,.K=K+l,.GOTO A,.END,. 
B.. K=K+l,.CALL LI RSYMB,. 
IFS='(' TH EN 00,e 
IF ETAT=O THEN DO,. 






ETAT=O,.END,. END ,. 
ELSE DO,. 
IF 'A' LES AND S LE '9' THEN DO ,. 
IF 5 GE'O' TH EN CALL LIR NBR,.ELSE GALL LIRATOM,. 
IF ETAT=l THEN DO,. 
CALL EXFREE(SO,NIL,Rl,.BLINK(P)=R,.P=R,.END,. 
ELSE DO,. 
ALI NK(P)= SO,.ETAT=l,.END,.END,. 
ELSE DO,. 
IFS='*' OR S=•-• OR S='+'OR S='/' THEN DO,. 
"IFS='*' TH EN DO,. 
K=K+l,.CALL LIRSYMB,. 
IF S='*' TH EN CALL EXFREE(EXPT,NIL,R),. 
ELSE oo,.K=K-1,.CALL EXFREE(TI ME S, NIL,R),.ENO,. 
END,. 
;PPLl •• PROCEDURE OPTIONS(HAIN), . 
ELSE DO,. 
IF S='+' THEN CALL EXFREE(PLUS,NIL,R ) ,. 
ELSE DO ., . 
IF S=• -• THEN CALL EXFRE E(O!FF ERENCE~N TL,R),. 
ELSE CALL EXF REE (QU OTIENT,NIL,R),.E ND,.EN D,. 
BLINK{P)=R,.P=R,.EN D,. 
ELSE DO ,. 
IFS=')' THEN 00, . 
CALL POPl( P ,STACK),. 
IF P=NIL THEN RETURN,. 
IF ETAT=O THE N oo ,. ALI NK ( P)= NIL,.ETAT=l, .END, .END,. 
END,.END,.ENO,., 
GOTO B, . 
END LIRFORM, . 
LI REXPR •• PROC EDURE , . 
K=BO,.STACK=IHL,. !NDIC=l,. 
A.. CALL LI RSY MB ,. 
I F S= '(' THEN 00,o 
CALL EXFREE ( NIL,NIL , QO),.P=QO,. 
CALL EXFREE (N I L,STACK,STACKt , . 
ETAT=0:1.END ,. 
ELSE D• ,.K=K+ l t. GOTO A,.END,. 
B.. K=K+l,.CALL LIR SYMB1. 
IF S='l'THEN DO,. 
IF ETAT=O THEN DO ,o 
CALL EXFREE(NIL,NIL , R) , . ALI NK(P}=R, . 
CALL EXFREE{P,STACK,STACK),.P=R,.END,. 
ELSE DO,. 
CALL EXFREE(N I L,NIL,R),.BLINK(Pl=R,. 




IF 'A' LES AND S LE '9' TH EN DO,. 
IFS GE 1 0' THEN CA LL LIRNBR ,.ELS E CALL LIRATOM,. 





I F S= • • ' nt E N DO , • 
IF ETAT= l THEN DO,. 
BA •• K=K+l,.CALL LIRSYMB,. 
IF 'A' LE S AND S LE •g• THEN DO,. 
lF S GE '0' THE N CALL LIR NBR,.ELSE CALL LIRATOM,. 
BLI NK (P)=SD,.E ND ,. 
ELSE DO,. 
IFS='(' THEN DO,. 
CALL EXFREE(NIL,NIL,R),.BLINK(P)=R,.P=R,.ETAT=O,. 
CALL EXFREE(P,STACK,STACK),.END,. 
ELSE GOTO BA ,.E ND,.ENO,. 
ELSE DO,. 
CALL PRINTC OMMEN T(' ERREUR A LA LECTURE '),. 
QO=NIL,.RETURN,.END,.END,. 
ELSE DO,. 
IF S=')' THEN DO,. 
CALL POPl(P,STACKJ, • 
. JF P=Nll THE N RETURN,. 




PPLl •• PROCEDURE OPTIONS(MAIN,,. 
LIRNBR •• PROCEDURE,. 
I=O,. 
NBRl •• S=SUBSTR(BUFl,K,1),. 
IFS GE'O' AND S LE•9• THEN 00,. 
I=lO*I+S,.K= K+l,.GOTO NRR1,8END,. 
K=K-l,.I=-1-1,. RS=LISTN,. 
NBR2 •• IF RS NE NIL THE N DO t• 
SO=ALINK(RS),.N=A LI NK(SOl,. 
IF ALINK( N) =I TH EN RETURN,. 
RS=BLIN/(RSl,.GOTO NBR2,.ENO,. 
CALL EXFREE(I,NIL,S0}1• 
CALL EXFREE{SO,NUMBER,SO) ,. 
CALL EXFREE{SD,LISTN,LISTN>, . 
ALINK(PPOl =L ISTN,. 
END LIRNBR,. 
LIRATOM •• PROCEOURE,. 
L=K,. 
A.. K=K+l,.S=SUBSTRCBUF l ,K,1),. 
IF 'A' LES AND S LE '9' THEN GOTO A,. 
M=K-L,.K=K-1,.N=( ~~ l l/2,. 
IF M LE 2 THEN RS=L I STI{ll,. 
ELSE DO,. 
IF M GE 7 THEN RS=L I STI(6),. 
ELSE RS=LISTI{M-1),.END,. 
DO l=l TON,. 
BUF(I}=SUBSTR(BUFl,l,2),.L=l+2,.END,. 
IF M NE (2*N) THEN SUBSTR(BUF(N),2,lt=' ' •• 
c.. SO,R=ALINK(RS),. 
R=ALINK(R),.I=l,. 
CA •• L=BLINK1R),. 
IF INFO(R )=BUF(I ) THEN DO,. 
IF I=N THEN DO,. 
IF L=NIL THEN RETURN,.END,. 
ELSE DO,. 
IF L NE NIL THEN DO,. 
I=I+l,. R= L,.GOTO CA,.END,.END,.END,. 
R=BLI NK ( RS },. 
IF R NE NIL ' THEN DO,.RS=R,.GOTO C,.END,. 
SO=NIL,. 






llRSYMB •• PROCEOURE,. 
IF K GE 80 THEN DD,.CALL READ,.K=l,.END,. 
S=SUBSTRtBUFl,K,1),. 
END LIRSYMB,. 
REAO •• PROCEDURE,. 
READ FILE(INPUT) INTO(BUFl),. 
SUBSTR(BUF2,2)=BUF1,.CALL EDIT,. 
END READ,. 
EVALQUOTE •• PROCEDURE,. 
DCL LABEU45) LABEL,. 
DCL FLABEL(9) LABEL,. 
DCL SLABEL(6) LABEL,. 
· ocL LABX LABEL,. 
ALIST,GOLIST,STACK=NIL,. 
CALL PRINTCOMMENT(• DEBUT DE EVALQUOTE •>,. 
PHl=ALINK{QO) ,. 
IF PHI GT 50 AND PHI LT 70 THEN DO,. 
,PPLl •• PROCEDURE OPTIONS~ MAIN),. 
EPSI=QO,.GDTO EVAL,.END,. 
R=BLI NK( PHI),. 
IF ALINK(Rl=FEXPR THEN DO,. 
PHI=BUNK(R} ,. 
CALL EXFR EE{NI L,NIL,LIST) ,. 
CALL EXFREE(BLINK(~Ol ,LIST,LISrl,.ENO,. 
ELSE LIST=BLI NK ( QO ),. 
APPLY •• INDIC=3,. 
IF PHI LE 50 THEN GOT• LABEL(PHI),. 
ACCU=ALINK(PHI) , . 
IF ALINK(ACCU) LT O THEN GOTO APPLY2,. 
CALL EXFREE(ALIST,STACK,STACK),. 
CALL EXFREE(RETOUR5,STACK,STACK),. 
IF ACCU=LA MBO A THEN GOTO APPLY3,. 
IF ACCU=LAl3ELL THEN GOTO APPLY_4,. 
IF ACCU=FU NAR G THEN GOT • APPLYS,. 
CALL PRINTC OMMENT(' ERREUR AU DEBUT DE APPLY 1 ),. 
GOTO ENDEVALQUOTE,. 
/* ATOM *I 
LABEL(l) •• 
ACCU=ALINK(LIST),.ACCU=ALINKtACCU),. 
IF ALINK(ACCUJ LT O THEN ACCU=T,. EL SE ACCU=F,. 
GOTO FIN,. 
I* CAR *I 
LABEL(2) ... 
ACCU=ALINK(LIST),.ACCU=ALINK( AC CU),.GOTO FIN,. 
I* COR *I 
LABEL(3) ... 
ACCU=ALINK(LISTl,sACCU=BLINK(ACCU),.GOTO FIN,. 




I* EQ */ 
LABEL(5) •• 
ACCU=DLINK(LIST),. 
IF ALINK(LIST)=ALINK(ACCUJ THEN ACCU=T,.ELSE ACCU=F,. 
GOT• FIN,. 
I* OEFINE *I 
LABEL(6) •• 
ACCU=ALINK(LIST),. 
APPLY16 •• P=ALINK(ACCU),.R=BLINK(P),.P=ALINK(P),. 
CALL EXFREE(EXPR,Al!NK(R) ,BLINK(P)) ,. 
ACCU=BLINK(ACCU),. 
IF ACCU NE NIL THEN GOTO APPLY16,. 
GOTO FIN,. 





I* APPEND *I 
LABEL(8) •• 
R=ALINK(LIST),.ACCU=BLINK(LIST),.ACCU=ALINK(ACCU),. · 
IF R NE NIL THEN DO,. 
CALL EXFREE(ALINK(R),ACCU,P),.PHI=P,. 
APPE~Dl •• R=BLINK(R),. 
IF R NE NIL THE N 00,. 
CALL EXFREE(ALI NK{R),ACCU,Mt,.BLINK(Pt=M,.P=M,. 
GOTO APPENDl,.E ND ,. 
ELSE ACCU=PHI,.END,. 
GOTO FIN,. 
·- .. ··- -· -==-:--==-=-.,.,,.._,--
____________________________ 
_ 
??ll •• PROCEOURE OPTIONS ( MAINi ,. 
I* LE NG TH *I 
LABEL(9) •• 
l=- 1 ,. R= ALINKIL IST),. 
LENGTHl •• IF R NE NI L THEN DO ,. 
I = 1 - 1 , • R = B L I f\l K ( R 1 , • GOT O L EN G TH l , o END t • 
CALL EXFREE(I , NIL,PHI)t• 
CALL EXFREE(PHI,NUMBER1ACCU),. 
GOTO FIN,. 
I* NOT *I 
LA BE L(lO) •• 
IF ALINK {LIST ) =F THEN ACCU=T,.ELS E ACCU~F,. 
GOTO FIN, . 
/* CAA R *I 
LABEL (11) ._ 
ACCU=ALINK(LIST),.ACCU= ALINK ( ACCU} ,. 
ACCU=AL!NK(ACC U) , .GOTO FIN,. 
I* CAD R *I 
LABEL(l2) •• 
ACCU=ALINK(L!ST),.ACCU=BLINK(ACCU),u 
ACCU~ALINK ( ACCUl,.GOTO FIN, . 
I* COAR *I 
LABEL<13) •• 
ACCU=ALI NK{L IST)go AC CU= ALINK(AC CU) ,. 
ACCU=ALINK(ACC U), .GOTO FIN,. 
I* COPY *I 
LABEL{l4) •• 
P=ALINK( LIST),. M=ALI NK(P),. 
IF ALI NK {M) GT O THEN DO,. 
CALL EXFREE [ P,S TACK1STAC K), . 
CALL EXFRE E( NI L,NIL,PHIJ,. 
CALL EXFREE(PHI,STACK,STACK),. 
ACCU-,N=PHI,. 
LIST= Nl l,. 
COPYl •• M=ALINK(Pl,.R=ALINK(M},. 
IF ALI NK(R ) GE O THEN D010 
CALL EXFREECP,LIST,LIST),. 
CALL EXFREE(N,PHI ,PHI),. 
CALL EXFREE(NIL,NIL,K),. 
ALINK( N)=K,. N=K, .P=M,. 
GOTO COPYl,.END,. 
ALINK( N)=M,. 
COPY2 •• M=BLINK(P),.R=ALINK(M),. 
IF ALJ NK ( R) GE O THEN DO,. 
CALL EXFREE( NIL, NIL, K),. 
BLINK(N)=K,.N=K,.P=M,. 
GOTO COPYl,.END,. 
BLINK( N) =M,. 
IF LIST NE NIL THEN DO,. 











I* LIST *I 
LABEL(l6) •• 
ACCU=LIST,.GOTO FIN,. 
; PLl •• PROCEDURE O?TIONS(MAIN}g. 
/* NULL */ 
LA BE L ( l 7t •• 
IF ALINK(LIST)=NIL THE N ACCU=T,.ELSE ACCU=F,. 
GOTO FIN,. 
I* CADOR *I 
LABEL(l8l •• 
ACCU=ALINK(LIST),.ACCU=B LINK(ACCU) , . 
ACCU=BLINK(ACCU),.ACCU=ALJ NK (ACCU),. 
GOTO FIN,. 
/* EQ UAL */ 
LABELll9l •• 
P=ALINK(LIST) ,. N=BLINK(LIST),.N=AL I NK ( Nt,. 
LABX=FIN,. 
EQUALO •• M=AL I NK (Pl,. Q=A LINK(N),. 
PR=ALINK(M),.PQ=AL!NK{ Q),. 
IF PR LT O OR PQ LT O THEN 00 ,. 
IF P NE N AND ( BLINK{P) NE NUMBER OR PR NE PQ OR BLINK{N) NE 
NUMBER) THEN ACCU= F,.ELSE ACCU=T,~END,. 
ELSE DO ,. 
CALL EXFREEIP,STACK,STACK),. 
CALL .EXFREE(N,STACK,STACK) ,. 
PHI,LIST=NI L,. 
EQUALl •• M=ALINK(Pl,.J=ALINK{N),. 
R=ALINK{M),.Q=ALINK(J),. 
PR=ALINK{R),.P Q=A LINK(QI,. 
IF PR LT O OR PQ LT O THEN DO,. 
IF M NE J AND (BL[ NK (M) NE NUMBER OR PR NE PQ OR BLINKi J) NE 
NUMBER) THEN ACCU=F,. 
ELSE DO,. 
EQUAL2 •• M=BLINK{P),.J=BLfNK(N),. 
R=ALINK(M),.Q=ALINK(Jl,. 
PR=ALINK(R),.PQ=ALIN K(Q),. 
IF PR LT O OR PQ LT O THEN DOs• 
IF M NE J AND (BLINK( M) NE NUMBER OR PR NE PQ OR BLINK(J) NE 
NUMBER) THEN ACCU=F,. 
ELSE 00,. 
IF LIST=Nll THEN ACCU=T,. 
ELSE DO,. 






CALL EXFREE(P,LIST,LIST),.CALL EXFRE E(N,PHI,PHIJ,. 
P=M,.N=.J,.G OTO EQUALl,.END,. 
STACK= BLINKtSTACK),.STACK=BLINK(STACK),. 
END,.GOTO LABX,. 








I* MEMBER */ 




MEMBERl •• IF K NE Nil THEN DO,. 
PPLl •• PROCEDURE OPTIONS(MAIN},. 
P=I,.N=ALINK(K) ,.K=BLINK(K),. 
GOTO EQUALO,. 
MEMBER2 •• IF ACCU=F THEN GOT• MEMBERl,.END,. 
STACK=BLINK(STACK),.GOTO FIN,. 
I* RECLAIM *I 
LABEL(23) •• 
ALI NK(97) =STAC K,.ALINK(98)=ALIST,.ALINK(99),ALINK(lOO)=NIL,. 
CALL GARBCOL,.GOTO FIN,. 
I* REVERSE*/ 
LABEL ( 24). t 
PHI=NIL,.LIST=ALINK(LIST),. 
REVERSEl •• IF LIS T NE NIL THEN DO,. 
CALL EXFRE E(ALI NK{LIST),P.Hl,PHI),.LIST=BLINK(LIST),. 
GOTO REVE RSEl,.ENO,e 
ACCU=PHI,.G OTO FIN,. 
I* GO *I 
LABEL(25),.. 
P=GOLIST,.Q=ALI NK(LIST),.ACCU=NIL,. 
GOl •• IF P=NIL TH EN 
CALL PRINTCOMMENT(• ETIQUETTE INEXISTANTE 'l,. 
ELSE .. 00,. 
R=ALINK{P),. 
IF ALINK(R)=Q THEN DO,. 
J=BLINK(R) 1 .. 
IF ALINK(STACK}=RETOUR& THEN GOTO PROG5,. 
CALL PRINTCO MM ENT(q EMPLOI ILLICITE DE GO 1 ) 1 • 
END,. 
ELSE DO,. 
P=BLINK(PJ, . GOTO GOl,~END,.ENO,. 
GOTO ENDEVALOUOTE,. 
I* DUP *I 
LABEL( 26) •• 








SETl •• IF P = NIL THEN DO,. 
CALL PRINTCDMMENT(' VARIABLE INEXISTANTE •),. 
GOTO ENDEVALQUOTE,.END,. 
R=ALINK(P),. 
IF ALINKCR)=ACCU THEN DO,. 
ACCU,BLINK( R)=ALINK(J),.GOTO FIN,.END,. 
P=BLINK(P},.GOTO SETl,. 




/* SUBl */ 
LABEL( 29) •• 
ACCU=ALINK(LISTl,.P=ALINK(ACCU),. 
ALINK(Pl=ALINK(P)+l,.GOTO FIN,. 
I* PLUS *I 
LABEL(30) •• 
. I =O,. 
PLUSl •• IF LIST=Nll THEN GOTO FINARITH,. 
P=ALINK(LIST),.P=ALINK(P},.I=I-ALINK(P)-1,. 
LIST=BLINK(llST),.GOTO PLUSl,. 
I* TIMES *I 
PPLl •• PROCEDURE OPTIONS( MAIN),. 
LABEU32) •• 
I=l,. 
TIMES 1 •• IF LIST=NIL TI-IEN GOT• FINARITH,. 
P=ALINK(LIST),.P=ALI NK (P),.l=(-ALINK(P)-l)*I,. 
LIST =BLINKl LIST),.GO TO TIMESl,. 
FINARITH •• I=-I-1,. 
CALL EXFREE(I,NIL,P HI),. 
CALL EXFREElPHI,NUMBER,ACCUl,. 
GO TO FIN, . 
I* LESSP * / 
LABEL(33) •• 
P=ALI NK (LIST) ,.L IST =B LI NK {LIST> , .R=ALINK(LIST ),. 
LESSPl •• P=ALINK(P) ,.R=ALINK(R),. 
IF ALINK(P) GT ALI NK(Rl THE N ACCU=T,.ELSE ACCW=F,. 
GOTO FIN ,. 
I* ZE ROP */ 
LAB EL(34) •• 
R=ALI NK (LIST),.R=ALINK( R),. 
IF ALI NK (R)=-1 THEN ACCU=T,.ELSE ACCU=F, . 
GOTO FIN,. 
I* PIÙ NT * I 
LABEL(35) •• 
CALL EXFREE(STACK,ALIST,ACCU),. 
PO= ALI N K ( LI ST) , • 
CALL PAI NT EXPR, . 
STACK=ALI NK (ACCU) ,.ALIS T=Bll NK (AC CU ),. 
ACCU=PO,.GOTO FIN,. 
/* EVAL */ 
LABEL(31) •• 
EPSI=ALINK(LIST),.P=BLINK(LIST),. 





/* APPLY */ 
LABEL(36) •• 
PHl=ALI NK (LfST),.LIST=BLINK(LIST),. 
P=BLI NK (LIST) ,. 
IF P NE NIL TH EN DO,. 
CALL EXFREE(ALIST,STACK,STACK),. 
CALL EXFREECRETOUR5,STACK,STACK),. 
ALIST=ALI NK (P),.END,. 
LIST=ALI NK (LIST),.GOTO APPLY,. 
/* RETURN *I 
LABEL(37) •• 
ACCU=ALINK(LIST),. 
IF ALINK(STACKl=RETOURo THEN DO,. 
P=BLIN K(STAC K),.GOTO PROG7,.E ND ,. 
CALL PRINTC OMMENT(' EMPLOI ILL[CITE DE RETURN '),. 
GOTO ENDEVALQUOTE,. 
/* QUOTIENT * / 
LABELl38) •• 
I=~LI NKCLIST) ,. I=ALINK( Il,. 
1=-ALI NK lI)-1,.LIST= BLI NK{ LISTl,. 
P=ALI NK (LIST},.P=ALINK(P),. 
I=I/(-ALINK(P)-1),.GOTO FINARITH,. 
· /* NUMBERP */ 
LABELt39) •• 
ACCU=ALINK(LIST),. 
IF BLINK(ACCU)=NUMBER THEN ACCU=T,.ELSE ACCU=F,. 
GOTO FIN,. 
PPLl. • ROCEDURE OPHON S( MAH) •. 
/ *DIFFERENCE*/ 
LA BE Lt40l •• 
I =ALI NK ( LIST} 1 • I = l\ L I NK ( I l , • 
I=-ALINK(1) ,-LI ST=BLI JK(LIS T>,. 
P=ALI NK (L1S T) ,. P=ALI NK(P) , . 
I=I+ALI NK(P),.GOTO FI NAR I TH,. 
/* GREA TE RP * / 
LA BE L(4ll •• 
R=ALI NK(LlST),.LIST=BLI NK (llST),. 
P=ALJ NK (LJST),. GO TO LESSPl,. 
/* PRINTF ORM * / 
LA BEL (42) •• 
CALL EXFR EE {STACK , ALIST , AC CUli• 
PO=A LINK ( LI ST),. 
CAL L PRINTFOP-.M, . 
STAC K= ALINK(ACCU), . AllST=BLlNK{ACCU},. 
ACC U=P.O ,. 
GOTO FI N,. 
/* LI RFO RM * / 
LABEU43) •• 
CALL .. EXFREE (S TA CK, ALIST ,AC CU) ,. 
CALL URFOR M,. 
STAC K=AL I NK (ACCUJ, . ALIS T=B LINK(ACCUJ, . 
ACCU=QO ,. 
GOTO FIN,. 
I* EXPT */ 
LABEL( 44) •• 
1=1 ,. 
L=AtI NK (LIST) ,.L= AL I NK ( Ll ,.L=-ALINK(L )-1,. 
LIST= BL INK(LIST) ,. 
J =ALI NK(LIST) ,.J=ALINK( J ), . J =-AL I NK {J)-1,. 
DO K=l TO J,.I=I*L,.END 1 • 
GOTO FINARITH,. 
/* MINUS *I 
LABEL(45) •• 
LIST= AL TNK (LI ST }s • 
IF ALINK(LIST)= MlNUS THEN DO,. 
ACCU=BLI NK (LIST),.AC CU=ALI NK (ACCU),.E ND,. 
EL SE DO,. 
CALL EXFREE(LIST,Nll,LIST),. 
CALL EXFREE(MI NUS,LIST,ACCU),.END,. 
GOTO FIN,. 
/* AUTRE ATOME*/ 
APPLY2 •• 
ACCU=BLINK(PHJ) ,. 
IF ALI NK lACCU)=EXPR THEN PHI=BLI NK (ACCU),. 
ELSE DO,. 
ACCU=ALIST,. 
APPLY21 •• Q=A LI NK( ACCU),. • 
IF ALINK(Q)=PHI THEN PHI=BLI NK(Qt,. 
ELSE DO,. 
ACCU= BLINK(ACCU),. 
IF ACCU NE NIL THEN GOTO APPLY21,. 
CALL PRINTCO MMENT(' FONCTION NON DEFINIE •),. 
ACC U=PH I, • 
GOT• ENDE VALQUOTE,.ENO,.END,. 
GOTO APPLY, • 
. / * LA MB DA * / 
APPLY3 •• 
EPSI=BLINK(PHI),.R=ALINK(EPSI),. 
APPLY31 •• IF R=Nll OR LIST =N IL THEN DO,. 
EPSI=BLINK(EPSI),.E PSI=ALINK(E?SI),.GOTO EVAL,.END,. 
PPU .•• PROCEOUR.E OPTIONS{ 1AIN),. 
CALL EXFR EE( NIL, ALI ST,ALIST) ,. 
CALL EXFR EE {ALI NK(R),ALI NK(LISTJ, At lNK(ALIST>),. 
LIST=BLINK{LIST),.R=BLINK(R),. 
GOTO APPLY3lj. 
/*LA BE L*/ 
APPLY4 •• 
P=BLINK(PHl),.R=BLI NK(Pt,.R=ALINK(Rl,. 
CALL EXFRE E(NIL,ALIST,ALISTJ,. 
CALL EX FRE E(ALINK(P},R,ALINK(ALIST)),.PHI=R,. 
GOTO APPLY,. 
/* FUNARG */ 
APPLYS •• 
P= B LI NK ( PHI } , • PHI =ALI NK ( P) , • P= BL I NK { P) , G 
ALIST=ALI NK (P),.GOTO APPLY,. 
EVAL •• I NDIC=4,. ACCU=ALI NK(E PSI),. 
IF ACCU GT 50 TH EN DO,. 
IF ACCU LT 70 TH EN GOT• FLABEL(ACCU-50),. 
IF ALINK{ AC CU» LT O THEN DO,. 
ACCU=BLIN K(EPSIJ,. 
EVAL21 •• IF ACCU= NIL THEN DO,. 
ACCU~·ALIST,. 
EVAL22 •• Q=ALINK(ACCU) ,. 
IF ALINK(Q)=EPSI THEN ACCU=BLINK(Ql,. 
ELSE DO,. 
ACCU=BLINK(ACCUl,. 
IF ACCU NE NIL THEN GOT• EVAL22,. 
CALL PRINTCOMMENTi' VARIABLE SANS VALEUR '),. 
AC C U= E P S I , • 
GOîO ENDEVALQUOTE,.END,.END,. 
ELSE DO,. 
IF ACCU=NU MBER THEN ACCU=EPSI,. 
ELSE DO,. 
IF ALINK(ACCU)=APVAL THEN ACCU=BLINKlACCU),. 
ELSE DO,. 
ACCU=Nll,.GOTO EVAL21,.END,.END,. END,. 
GOTO FIN,.END,. 
R=BLINK(ACCU),. 
IF ALINK(R)=FEXPR THEN DO,. 




I* APPLICATION DE FONCTION *I 
EVAL4 •• 
PHI=ALINK(EPSl),.LIST=RLINK(EPSI),. 








SLABEL( 4) •• 
P=BLINK{STACK),.M=ALINK(P),.ALINK(M)=ACCU,. 
ACCU=Bll NK( P), • R=ALINK{ ACCU),• 







PPLl •• PROCEDURE OPTIONS{MAIN),. 
I* OR *II* AND *I 
FLABEU l l •• 
FLABEU2) •• 
ACCU= ACCU-5 0,. 
R=BLI NK {EPSI) ,. 
CAL L EXFRFE{BLINK{Rl,STACK,STACK},. 
CALL EXFREE(ACCU,ST~CK,STACK),. 
EPSI=ALINK(R) ,.GOT• EVAL,. 
SLABEUl) • ., 
EPSI= BLINK(ST ACK) ,. 
IF ACCU=F THEN DO,. 
R=ALINK( EPSI) ,. 
IF R NE Nll TH EN 00,Gt• 
ALI NK ( EP SI) =BL I NK (R> •• EP SI=ALIN K(RJ,. 
GOTO EVAL,.END,.END,. 
ELSE ACCU=T, . 
STACl<'.=B LI NK ( EPSI) ,.GOTO FIN, ,. 
SLABEU2) •• 
EPSI= BLINK( STACK) ,. 
IF ACCU NEF THEN DO ,. 
R =AL lN K ( E P S 1 ) , ,. 
IF R NE NIL THEN 00,G 
ALINK(EPSI)= BLINK(R),.EPSI=ALINK(R),. 
GOT O EVAL,.END,. 
ELSE ACCU=T, .END ,. 
STACK=Bll NK (EPSI),.GOTO FIN,. 
I* CSETQ *I 
FLABEU7) •• 
ALINK{EPSI)=CSET,.GOTO QUOTEl,. 
I* GOQ *I 
FLABEU3) •• 
ALINK(EPSI)=GO,.GOTO QUOTEl,. 
I* SETQ *I 
FLABEU4) •• 
ALI NK (EPSI}=SF.T,. 
QUOTEl •• R=BLINK(EPSI),. 
CALL EXFREE( ALINK(R),NIL,ACCU),. 
CALL EXFREE( QUO TE,A CCU,ALINK(R)),. 
GOTO EVAL4,. 
I* COND *I 
F LABE U 5) •• 
EPSI=BLINK(EPSI),. 





$LABEL( 3) •• 
IF ACCU NEF Tl!EN DO, . 
STACK=BLINK(STACK),. 




IF P=NIL THEN DO, • . 
STACK=BLI NK (EPSI) ,.ACCU=NIL,.GOTO FIN,.END,. 
ALINK(EPSI)= BLINK(P ) ,.P=ALINKIP),.Q=BLI NK(P), • 
. ALINK(ACCU)=ALINK(Q l ,.EPSI=ALINK(Pl,.END,. 
GOTO EVAL,. 
I* QUOTE *I 
FLABEU 6 l •• 
ACCU=BLINK(EPSI),.ACCU=ALINK(ACCU),.GOTO FIN,. 
PPLl •• PROCEDURE OPTIONS(MAINl,. 
I* FONCTION *I 
FLABEU8) •• 
EPSI=BLINK(EPSI),. 










PROGl •• IF P NE NIL THEN DO,. 
CALL EXFREE( .lll,ALIST,ALIST) .. 
CALL EXFREE(ALI NK(P) ,NIL,ALINK(ALIST) l,. 
P=BLINK{P),.GOTO PROGl,vENO,. 
R=J,. 
PROG3 •• IF R NE NIL THEN DO,. 
P=ALJ NK{R),.I=ALINK{P),.R=BLINK{R),. 
IF ALINK(I) LT O THEN on,. 
CALL ~XFREE(NIL,ACCU,ACCU),. 




CALL EXFREE(BLINK(Jl,STACK,STACK) , . 
CALL EXFREE{RETOUR6,STACK,STACK},. 
PROG5 •• EPSI=ALINK{J),.R=ALINK(EPSI),. 
IF Al INK( R) l T O THEN DO,• 
J=BLINK(Jl,.GOTO PROG5,.END,. 
R=BLINK(STACK) 1 oAL[NK(R)=BLINK(J),.GOTO EVAL,. 
SLABEU6) •• 
P=BLINK{STACK),.J=AL[NK{Pl,. 
IF J NE NIL THEN GOTO PROG5,. 









IF STACK=NIL THEN,. 
ELSE DO,. Q=ALINK(STACK),.GOTO SLABEL{Q),.END,. 
ENDEVALQLJOTE.. 
CALL PRINTCOMMENT(' FIN DE EVALQUOTE 
END EVALQUOTE,. 
FINLISP •• CLOSE FILE{INPUT),.CLOSE FILE{PR!NT), . 
END LISPPLl,. 
• ) t • 
[ 1 ] D . 
[2] J. 
[3] H . 
[ 4] B . 
BIBLI OGF.APllIE . 
Ribbens , Programm.at_ion nm, numérigu e_, LISJ? 1 .5 , Dunod , 
Paris ( 1969 ). 
flic Carthy et autres , LISP 1 . 5 P:ro;;ra::;irr..e r ' s ?1'icnual , 
The M. I. T . Pres s , Co.mbridge , l·Iass . ( 1 962 ) • 
Leroy, J?~ogra.mmat ion :fonctionnelle , LISP , note s de 
cours , F . N . D . P ., Narr,v_r(1972 ). 
Berke l ey , D . Bobrow ( Eds) , '.!'he pror;r amming len,0:v.~~ 
LISP : Its Oue:cations a:r::.d }_-oolic2.t ion s , In:forir.ati on 
Internati one.l , Inc ., Can bridge , r-~ass . ( 1 964) . 
(5) C. We issrnan , LISP 1 .5 _P.,,.:i..mer , Di ckenson Publishing Company, 
[6] T .P. 
[7] p . Ji , 
[eJ D. E . 
Inc., Belmont , Cali~ornia( 1967). 
Hart and T . G. Evans , Notes on I n .:ùorne.ntiP.;~ LrTP for 
the T,1- 1160 Corrmuter , d2.n s 4 • 
~·J'odon , l i LI3P 1 . 5 Tnt erpreteur for tl',.c ?3 C_ü:"'.."'..lut0:!'.', 
M.B . L . E . Laboratoires de recherches , Rep ort R5 2 , 
(19 66 ). 
[9] B . 
F~~u.th , The .f_rt of Co:11-ou.t e:rl P--ograr11rn ing , 1lol , 1 
F1..mùe.nen tal J\lgori ti:i:ns , _\ dd i son- \•: er.-3ley . 
1lfegbre i-'; , A gene re,lised c omp e,ct; -f'y ; ::.-ig 5 o,r"o2-:E,§ c..9:i_J .e c tor , 
Th e Compu ter J ournal , Vcl , 'l 5, Hv~Tib . j . 
