We prove an improvement for the sharp Adams inequality in W m, n m 0
(Ω) where Ω is a bounded domain in R n inspired by (Ω) recently established by doÓ and Macedo. Moreover, when m is odd, we obtain an improvement for their result by finding the best exponent in this principle. Our approach also is successfully applied to whole space R n to establish an improvement for the sharp Adams inequalities in W m,
Introduction
Let Ω be a bounded domain (i.e., open subset) in R n , n ≥ 2. The Sobolev embedding theorems assert that W k,p 0 (Ω) ֒→ L q (Ω) where k is a positive integer, p ∈ (1, n/k), and 1 ≤ q ≤ np/(n − kp). Such theorems play an important role and are the central tools in many areas such as analysis, differential geometry, partial differential equations, calculus of variations, etc. However, in the limit case, kp = n, it is well-known that W k,
. In this case, the Moser-Trudinger and Adams inequalities are the perfect replacement. The Moser-Trudinger inequality was established independently by Yudovič [48] , Pohožaev [38] and Trudinger [45] which asserts the existence of a constant α > 0 such that W 1,n 0 (Ω) ֒→ L φ (Ω), where L φ (Ω) is the Orlicz space determined by the Young function φ(t) = e α|t| n/(n−1) − 1. Later, Moser sharpened this result by finding the best constant α in the embedding above. More precisely, he proved that for any α ≤ α n := n for any α ≤ α n , and any bounded domain Ω in R n . Moreover, the constant α n is sharp in the sense that if α > α n , then the supremum above will become infinity.
Moser-Trudinger inequality (1.1) has played the important roles and has been widely applied in geometric analysis and PDEs, see for examples [8, 21, 22, 25, 41, 44] and references therein. In recent years, it has been generalized in many directions, for instance, the singular Moser-Trudinger inequality [3] , or the sharp Moser-Trudinger inequality on domains of finite measure on the Heisenberg groups [9, 26] , on spheres [4] , on CR spheres [9, 10] , on the compact Riemannian manifolds [15, 28] , and on the hyperbolic spaces [31] . It was also extended to higher order of derivatives by Adams [2] . To state Adams inequality, let us introduce some notations. We will use the symbol ∇ m with m is a positive integer to denote the m−th order gradient of functions u ∈ C m (Ω), i.e. We also use ∇ m u p to denote the L p −norm, 1 ≤ p < ∞, of ∇ m u. For m < n and 1 ≤ p < ∞, we define the Sobolev space W Note that α n = β(n, 1). Moreover, the constant β(n, m) in (1.2) is sharp in the sense that if we replace it by any β > β(n, m) then the supremum above will become infinite.
The Adams approach to (1.2) consists of some main steps. First, he represented u in terms of ∇ m u via convolution with the Riesz potential, then applying O'Neil lemma [37] to obtain a bound for the rearrangement function of u via a the rearrangement function of ∇ m u, and finally he applied Adams-Garsia lemma [2] to obtain (1.2). Adams approach recently was used with some modifications to obtain the sharp Adams inequality in measure space by Fontana and Morpurgo [16] .
It was observed by Lions [30] that the embedding W 1,n 0 (Ω) ֒→ L φ (Ω) is not compact. He also proved in [30] that except for "small weak neighborhoods of zero function" this embedding is compact by improving the best constant α n . His result now is known as a Concentration-Compactness principle. To state this principle, let us denote M(Ω) the space of all Radon measures on R n whose support is Ω, and u ♯ the spherically symmetric decreasing rearrangement of u (see Section §2 below for its definition). The Lions Concentration-Compactness principle states that Theorem A. (Lions [30] ) Let {u j } j ⊂ W 1,n 0 (Ω) such that ∇u j n ≤ 1, u j ⇀ u in W (ii) If u ≡ 0 and µ is not Dirac measure, then there exist constant p > 1 and C > 0 depending only on p and Ω such that It is clear that Lions Theorem gives more informations than Moser-Trudinger inequality when u j ⇀ u weakly in W 1,n 0 (Ω) with u ≡ 0. We remark that the upper bound η for the value of p in the case (iii) of Lions Theorem is not sharp. In [7] ,Černy, Cianchi and Hencl presented a new approach to Lions Theorem, and yield a sharp upper bound for these values of p. Their resut reads as follows.
Theorem B. (Černy, Cianchi and Hencl [7] ) Under the same assumptions as in the case (iii) of Lions Theorem, define P = (1 − ∇u n n ) − 1 n−1 , then for any p ∈ [1, P ) there exists constant C depending only on p and Ω such that
Moreover, the upper bound P for p is sharp.
Note that one always has η ≤ P in general because of Pólya-Szegö principle, and the inequality is strict unless u has a very special form (see [5] ).
It is also true that the embedding W m,
(Ω) ֒→ L φ (Ω) with φ(t) = e β(n,m)|t| n n−m − 1 is not compact. Motivated by Lions Theorem, doÓ and Macedo studied the compactness of this embedding in [14] and established a Concentration-Compactness principle of Lions type for the sharp Adams inequality (1.2) by improving the best constant β(n, m) in this inequality. For a function u ∈ W m,
Theorem C. (doÓ and Macedo [14] ) Let m be a positive integer with m < n and n/m ≥ 2n/(n + 2). Let
If u ≡ 0 and µ = δ x 0 the Dirac measure concentrated at some point x 0 ∈ Ω, then up to a subsequence e
(ii) If u ≡ 0 and µ is not Dirac measure, then there exist constant p > 1 and C > 0 depending only on p and Ω such that
(iii) If u ≡ 0, then for any p ∈ [1, η n,m (u)), there exists constant C depending only on p and Ω such that sup
It is worth to mention here that in the case n = 2m, one can prove (1.3) for any 1 ≤ p < (1 − ∇ m u 2 2 ) −1 by using the same argument in [30] exploiting the Hilbert structure of the space W m,2 0
(Ω). This fact and the result ofČerny, Cianchi and Hencl suggest us that in the case m odd, the inequality (1.3) also holds for any 1
We remark that the proof of doÓ and Macedo given in [14] follows the method of Lions [30] based on the symmetrization argument. More precisely, they use the symmetrization argument over function ∆ m−1 2 u when m is odd, the Talenti comparison principle [43] and maximum principle to prove (1.3) . This approach prevents us to reach the value ( 
of η n,m (u) when m is odd. In this paper, by making a further development for the method ofČerny, Cianchi and Hencl, we give another proof of (1.3). We also prove that in the case m odd, we can attain the value ( 
We will prove the following result.
Theorem 1.1. Assume that m is an integer less than n. Under the same assumptions in the case (iii) of doÓ and Macedo Theorem, we have
for any p ∈ [1, P n,m (u)). Moreover, the upper bound P n,m (u) is sharp.
The Moser-Trudinger inequality was first extended to unbounded domains by Cao [6] in R 2 , and then for any dimension n ≥ 2 by doÓ [11] . Later, Adachi and Tanaka [1] established a sharp version for the result of Cao and doÓ. Note that all these inequalities were proved by taking the supremum with respect to the Dirichlet norm of gradient and assumed in some sense a subcritical growth e α|u| n n−1 with α < α n . More precisely, we have the following inequality [1] : for any α < α n , there exists a constant C(n, α) depending only on n and α such that 5) where Φ n,1 (t) = e t − n−2 k=0
. Moreover, the constant α n is sharp in the sense that the supremum above will become infinite if α ≥ α n . In recent paper [27] , Lam, Lu and Zhang proved that the constant C(n, α) satisfies C(n, α) ≤ C(n)/(α n − α) for some constant C(n) depending only on n. Recently, Li and Ruf [29, 39] showed that the Moser-Trudinger inequality can be extended to any bounded domains (and thus to all of R n ) with the critical exponent α n if we replace the Dirichlet norm of gradient by the full Sobolev norm
It is very strange and interesting that the inequalities (1.5) and (1.6) are equivalent, in general, as shown in [27] . Inspired by the Concentration-Compactness principle due to Lions (Theorem A above), doÓ, de Souza, de Medeiros and Severo [13] recently proved the following result.
Theorem D. (doÓ, de Souza, de Medeiros, and Severo [13] 
for any p ∈ [1, Q n,1 (u)). Moreover, the upper bound Q n,1 (u) for p is sharp.
It is clear that Theorem D improves the Moser-Trudinger inequality (1.6). It completes some results in [21, 46] where the authors established a singular versions of Theorem D under the additional assumptions that ∇u j converges a.e to ∇u in R n . Obviously, this assumption is restrictive and we emphasize that it was crucial for the arguments in [21, 46] which follows the lines of Lions [30] . The proof of Theorem D given in [13] follows the lines ofČerny, Cianchi and Hencl [7] . In the dimension two, the proof of Theorem D is easy by exploiting the Hilbert structure of the space W 1,2 (R 2 ) (see [12] ). Extending the Adams inequality (1.2) to unbounded domains in R n is an interesting problem. This problem was first done by Ruf and Sani [40] for m even, and then by Lam and Lu [23] for an arbitrary m. To state their inequality, let us denote a norm · , for
Then the following inequality was proved in [40, 23] ,
The constant β(n, m) in (1.7) is sharp in the sense that the supremum in (1.7) will become infinite if we replace β(n, m) by any larger constant. We refer the reader to the paper [24] for a sharp Adams type inequality of fractional order α ∈ (0, n) where a rearrangement-free argument was found. It was asked in [14] that proving a Lions type improvement of the Adams inequality (1.7), like Theorem D, is an interesting question. We remark that this question is still open except a few cases in dimension four given in [47] where the author exploited the Hilbert structure of the space W 2,2 (R 4 ). Our next result provides such an improvement for the Adams inequality (1.7) in full generality.
We next introduce the Ruf norm on W m,
Recently, Fontana and Morpurgo established in [17] a sharp Adams inequality under the Ruf condition u ≤ 1. Their inequality reads as follows
The constant β(n, m) in (1.7) is sharp in the sense that the supremum in (1.7) will become infinite if we replace β(n, m) by any larger constant. We emphasize that the Ruf condition is in some sense minimal, in regarding to the number of derivatives to obtain the sharp Adams inequality. Such a type of this inequality when m = 2 was recently proved by Lam and Lu [24] by the domain decomposition method which is completely with the one of Fontana and Morpurgo. Our next result gives us an improvement of the sharp Adams inequality (1.9) under the Ruf condition by improving the constant β(n, m) in the light of the Lions ConcentrationCompactness principle. More precisely, we prove the following theorem.
Let us make some comments on the proofs of our main Theorems 1.1, 1.2 and 1.3. Our approach is based on the method ofČerny, Cianchi and Hencl in [7] where the authors improved the Lions Concentration-Compactness principle for the sharp Moser-Trudinger inequality by finding the best exponent in this principle. To apply the method ofČerny, Cianchi and Hencl, we need to establish some estimates for the decreasing rearrangement of a function in terms of the one of its derivatives in higher order. These estimates generalize a recent estimate of Masmoudi and Sani [34] to higher order derivatives, and seem to be new. It is worth to mention here that our method used in this paper recently was applied in [36] to establish a Concentration-Compactness principle of Lions type in the Hyperbolic space. This result extends the recent results of Karmakar [20] for m = 1, 2 to higher order of derivatives (i.e, m ≥ 3), and gives a alternative proof for the result of Karmakar when m = 2.
We finish this introduction by recalling an elementary inequality which is used frequently in this paper. Given p > 1 and ǫ > 0 then the following estimate holds
with C ǫ = (1 − (1 + ǫ)
The rest of this paper is organized as follows. In the next section §2, we recall the notions of the decreasing rearrangement and the spherically decreasing rearrangement functions of a given function. We also prove in this section some useful estimates involving the rearrangement of solutions of the polyharmonic equations which will be crucial in the proofs of our main Theorems. Section §3 is devoted to prove Theorem 1.1 and the sharpness of this theorem. The proof of Theorem 1.2 and Theorem 1.3 are given in Section §4.
2 Some preliminaries
Rearrangement
We start this section by recalling the notion of the decreasing rearrangement function of a given function u defined in a subset of R n . Let Ω ⊂ R n be a measurable set, we denote Ω ♯ the open ball B R centered at origin of radius R > 0 such that
Let u : Ω → R be a real-valued measurable function in Ω. Then the distribution function of u is the function
and the decreasing rearrangement of u is the right-continuous, non-increasing function
Note that the support of u * satisfies supp (u * ) ⊂ [0, |Ω|]. Since u * is non-increasing, the maximal function u * * of the rearrangement u * , defined by
is also non-increasing and u * ≤ u * * . Moreover, we have the following inequality.
Finally, we will denote by u
The function u ♯ has the same distribution of u, hence for any p ∈ [1, ∞), we have
and
by Pólya-Szegö principle.
Some useful inequalities involving the rearrangement
Let us start this section by recalling an useful and interesting result of Masmoudi and Sani [34] . Let f ∈ L 2 (Ω), we consider the following Dirichlet problem
0 (Ω) be the unique weak solution to (2.1), then
for any 0 < t 1 < t 2 < |Ω|. Since u * (|Ω|) = 0, then by integration by parts, we obtain that
3) for any 0 < t < |Ω|, here we use the simple fact
The inequality (2.2) is a crucial ingredient in the proof of the Adams inequality with exact growth condition in [34] for dimension 4 and in [32] for any dimension n ≥ 3. Our first aim of this section is to generalize the inequality (2.2) to higher order of derivatives. Such a generalization is as follows
and let k be a positive integer less than
, then there exists a constant C(n, k) > 0 depending only on n, k such that
where
We make a remark here that the estimate (2.4) seems to be not good because of the appearance of the term C(n, k) f n 2k in its right hand side. However, this estimate is enough for us to prove Theorems 1.1 and 1.3. It is worth to emphasize that if this term is dropped in (2.4), we can obtain the Adams inequality for higher derivatives k > 1 with exact growth condition under the condition ∆ k u n 2k ≤ 1. Let us go to the proof of Proposition 2.2, for simplicity, we define the function g in R + × R + by
We next define consecutively the sequence of functions g i (t, s) for i = 1, 2, . . . by
Then we have the following estimates for g i . Lemma 2.3. There exists a constant C > 0 depending only on n and k such that
Proof. We denote, in this proof, by C a positive constant which depends only on n and k, and can be changed from line to line. We prove by induction argument. The conclusion is obviously true for i = 1. We next suppose that the conclusion is true for 1 ≤ i < k − 1, we then have to prove that it is true for i + 1. Indeed, if t < s, an easy computation shows that
which immediately implies that
If t > s, as above we have
which then easily implies
when t > s. This finishes the proof of Lemma 2.3.
We also need the following result in the proof of Proposition 2.2.
Proof. It is evident that
which then implies our desired result.
Proof of Proposition 2.2:
If k = 1 then (2.4) is an easy consequence of (2.2), hence we only prove (2.4) for k ≥ 2 in the rest of proof. Denote
for any 0 < t < ∞, and for i = 0, 1, . . . , k − 1. Using the latter inequality and Fubini theorem hence implies that
Consequently, for any 0 < t 1 < t 2 < ∞, we obtain (nω
We next claim that there exist the functions F i (t 1 , t 2 , s) for any i = 1, 2, . . . , k − 1 and 0 < t 1 < t 2 < ∞ and constant C > 0 depending only on n, k such that
Using integration by parts and Lemma 2.4, we obtain
we obtain (2.6). It follows easily from Lemma 2.3 that
It also follows from Lemma 2.3 that if s > t then
Combining these two estimates, we get
Our desired estimate (2.8) for i = 1, 2, . . . , k − 2 now is an immediate consequence of the estimates (2.9) and (2.10). It remains to check (2.7). Indeed, using again integration by parts, we have
we obtain (2.7). It also follows from Lemma 2.3 that
which then immediately implies (2.8). Our claim is completely proved. It is obvious that
We then have from (2.5), (2.6), (2.7) and (2.11) that (nω
Because of our claim above, we have
with C depends only on n, k. Hölder inequality and Proposition 2.1 together implies
with C depends only on n, k. Thanks to (2.12), (2.13), (2.14), Hölder inequality and Proposition 2.1, we obtain (2.4), and hence finish our proof of Proposition 2.2.
The following result is an analogue result of Proposition 2.2 for the polyharmonic operator (−∆ + I) k . This will be point out to be crucial in the proof of Theorem 1.2 below.
Proposition 2.5. Let u ∈ C ∞ 0 (R n ) and let k be a positive integer less than n 2
, denote f = (−∆ + I) k u, then there exists a constant C(n, k) depending only on n, k such that
To prove Proposition 2.5, we need the following Lemma which is an analogue of (2.2) for the operator −∆ + I. More precisely, we prove the following estimate
With Lemma 2.6 in hand, we can repeat the arguments in the proof of Proposition 2.2 to prove Proposition 2.5. Hence we only have to prove Lemma 2.6. Our proof below follows the same lines in the proof of (2.2) given in [34] , then we only sketch the proof and point out the differences.
Proof of Lemma 2.6: For any t, h > 0, considering the test function φ defined in the proof of [34, Lemma 3 .3], we have
Dividing both side of the latter inequality by h, letting h ↓ 0 + , and then using HardyLittlewood inequality, we obtain
Thanks to the latter estimate and [34, Lemma 3.2], by repeating the argument in the rest of the proof of (2.2) in [34] , we get the desired result in Lemma 2.6. Let us conclude this section by mentioning here that Proposition 2.2 incidentally gives a generalization of the Adachi-Tanaka inequality (1.5) to the space W m, n m (R n ) for any integer m ∈ [1, n). This can be seen as the subcritical Adams inequality in W m, n m (R n ). We can state it as follows: for any α ∈ (0, β(n, m)), there exists a constant C(n, m, α) depending only on n, m and α such that
This inequality recently was proved in [17] . Moreover, an upper bound for the constant C(n, m, α) can be found in that paper, i.e, C(n, m, α) ≤ C/(β n,m − α), with C depends only on n and m. We can readily show that the inequality (2.17) with the previous upper bounds for C(n, m, α) is equivalent to the sharp Adams inequality (1.9). We refer the reader to the paper [27] for this interesting observation in the case m = 1, 2. Let us go to the proof of (2.17). It is enough to prove it for compactly supported smooth functions.
We first consider the case m even, i.e, m = 2k for some k ≥ 1.
. For s > s 0 then u * (s) ≤ 1 which then implies
Therefore we get
For s < s 0 we then have from Proposition 2.2 that
with C(n, k) depends only on n, k. Using the elementary inequality (1.11) for p = n n−2k , we have |u
Choose ǫ > 0 small enough such that α(1 + ǫ) < β(n, 2k), then we easily see that
This finishes the proof when m is even. We next consider the case m odd,i.e, m = 2k +1 for some k ≥ 0. It remains to prove for
≤ C with C depends only on n, kby Sobolev inequality. Using (3.12) below and the previous arguments we obtain (2.17) in this case.
3 Proof of Theorem 1.1
With Proposition 2.2 in hand, we can follow the strategy ofČerny, Cianchi and Hencl [7] to prove Theorem 1.1. We first reduce the proof of Theorem 1.1 to compactly supported smooth functions. This will be done by two following lemmas. The first one asserts that any function in W m, n m 0 (Ω) will satisfy an exponential integrability property. 
for any j. Then for any p 2 ∈ (p 1 , P n,m (u)) there exists a constant C which is independent of j such that , we have
Using Hölder inequality for r = ≤ C sup
Combining (3.2) and Lemma 3.1 implies our desired estimate.
We continue our proof of Theorem 1.1 by contradiction argument. Because of Lemma 3.2. It is enough to prove Theorem 1.1 for compactly supported smooth functions. Suppose that there exists {u j } j ⊂ C (Ω), and p 1 ∈ (1, P n,m (u)) such that
Our aim is to look for a contradiction. Using Rellich-Kondrachov theorem, we can additionally assume, up to a subsequence if necessary, that u j converges to u almost everywhere in Ω and in L p (Ω) for any p < ∞, and if m is odd, we can make the same assumptions on functions ∆
Lemma 2.2 and integration by parts imply that
for any 0 < t 1 < t 2 < |Ω|. Hölder inequality shows that
We have proved the existence of a constant C > 0 depending only on n, k such that
for any 0 < t 1 < t 2 < |Ω|. Especially for t 2 = |Ω|, we obtain by using again Hölder inequality that
Applying the elementary inequality (1.11) for p = n n−2k
, we obtain
Note that (3.6) yields the Adams inequality (1.2) with β(n, 2k) replaced by any smaller constant by choosing ǫ small enough.
We next claim that given any p 2 ∈ (p 1 , P n,2k (u)), for every j 0 ∈ N and every s 0 ∈ (0, |Ω|), there is j > j 0 and s ∈ (0, s 0 ) such that
Indeed, if this claim does not hold true, then there exist j 0 and s 0 such that
for every s ∈ (0, s 0 ) and j ≥ j 0 . It implies from (3.8) and (3.6) that for any j ≥ j 0 we have
Therefore, we obtain
which contradicts with (3.3). This proves our claim. Thus, possibly passing to a subsequence, there exists a sequence {s j } such that
, and
Now, given L > 0 let us define the truncation operator T L and T L acting on any function v by
It is easy to check that
e in (0, |Ω|). For any L > 0, there exists a j 0 such that u * j (s j ) > L for any j ≥ j 0 because of (3.9). This implies the existence of r j ∈ (s j , |Ω|) such that u * j (r j ) = L. Moreover, it follows from (3.5) and (3.9) that there exists C 1 depending only on n, k such that
This shows that lim j→∞ f * j (s j ) = ∞. Hence, there exists j 1 ≥ j 0 such that f * j (s j ) > L for any j ≥ j 1 . Therefore, there exist t j ∈ (s j , |Ω|) such that f * j (t j ) = L and f * j (s) < L for any s > t j . Define a j = min{t j , r j } for j ≥ j 1 , we have
Using Hölder inequality, we obtain
For any p 3 ∈ (p 2 , P n,2k (u)), there exists j 2 ≥ j 1 such that for any j ≥ j 2
Consequently, we have
Since f * j → g, and
n 2k is nonnegative functions, let j tend to infinity and using Fatou lemma, we arrive
ds, for any L > 0 and . Letting L tend to infinity, we obtain
for any p 3 ∈ (p 2 , P n,2k (u)). This is impossible.
Case 2: Suppose that m is odd. In this case, we can express m = 2k + 1 for some k ≥ 0. Since the case m = 1 (or k = 0) was proved in [7] , hence we only prove for the case m > 1, i.e, k ≥ 1.
Denote f j = ∆ k u j and f = ∆ k u, then we have f j ∈ W 1, n 2k+1
0
(Ω) and ∇f j n 2k+1 ≤ 1. The Sobolev inequality implies that f j n 2k ≤ C with C is independent of j. It follows from Proposition 2.2 that
with C 1 is independent of j, and for any 0 < t 1 < t 2 < |Ω|. The Pólya-Szegö principle implies that
Since f * j (|Ω|) = 0 and f * j is locally absolutely continuous, then
for s ∈ (0, |Ω|). Hölder inequality and (3.11) show that
with C depends only on n, k. This shows that lim s→0 sf * j (s) = 0. Using integration by parts, we obtain
for any s ∈ (0, |Ω|). Using again integration by parts we have
It is easy, by using Hölder inequality and (3.11), to show that for any t ∈ (0, |Ω|)
with C is independent of j. Consequently, we have 12) for any 0 < t 1 < t 2 < |Ω|, with C 2 independent of j. Especially when t 2 = |Ω|, by using again Hölder inequality and (3.11), we obtain
Using the elementary inequality (1.11) for p = n n−2k−1 , we get
(3.13)
Note that (3.13) yields the Adams inequality (1.2) with β(n, 2k+1) replaced by any smaller constant by choosing ǫ small enough. As in the case m even, we next claim that given any p 2 ∈ (p 1 , P n,2k+1 (u)), for every j 0 ∈ N and every s 0 ∈ (0, |Ω|), there is j > j 0 and s ∈ (0, s 0 ) such that
Indeed, if this claim does not hold, by repeating the argument in the case m even and using (3.13), we will get a contradiction of (3.3). Thus, possibly passing to a subsequence, there exists a sequence {s j } such that
Given L > 0, let us again use the truncation operators T L and T L defined above. It is easy to check that
We next claim that for any L > 0, ), so the weak limit function must be T L (f ). This proves our claim. It is obvious that
For any L > 0, there exists j 0 > 0 such that u * j (s j ) > L for every j ≥ j 0 because of (3.15). Consequently, there exists r j ∈ (s j , |Ω|) such that u * j (r j ) = L. It follows from (3.12) and (3.15) that
here we use the fact that if t j < r j then f *
Hence , for any p 3 ∈ (p 2 , P n,2k+1 (u)), there exists j 2 ≥ j 1 such that
This inequality and (3.16) imply that
or equivalently,
Letting j → ∞ in (3.17) and using the weak lower semicontinuity of L n 2k+1 −norm of gradient, we obtain
for any p 3 ∈ (p 2 , P n,2k+1 (u) and any L > 0. Letting L to infinity, we get
for any p 3 ∈ (p 2 , P n,2k+1 (u)). This is impossible. It remains to check the sharpness of the exponent P n,m (u). We will show that for any α ∈ (0, 1), there exists a sequence
By scaling, we can assume that B 2 ⊂ Ω. For j ≥ 2, define
where ξ j ∈ C ∞ 0 (B 2 ) are radial functions which are chosen such that ξ j = 0 on ∂B 1 and ∂B 2 , and for l = 1, 2, . . . , m − 1
The choice of these functions is inspired from [49] .
An easy computation shows that 
for some C > 0 which is independent of j. It is easy to see that there exists a constant 0 < C 1 < C and j 0 such that for any j ≥ j 0 , we have We use again the contradiction argument to prove Theorem 1.2. We first show that we can reduce the proof to the compactly supported smooth functions in R n . This step is done by two following lemmas. Let us divide R n into two parts as follows
On Ω 1 , we have |u| ≤ 1 + max{|v(x)| :
for some C(n, m, p, v) > 0 depending on n, m, p and v, hence
here we use the inequality (2.15).
For the integral on Ω 2 , using the elementary inequality (1.11) for ǫ = 1 and p = n n−m , we have
here we use the fact |u − v| ≥ 1 on Ω 2 and v is bounded. Choosing ǫ small enough such that 2pǫ n n−m ≤ β(n, m) and using the Adams inequality (1.9), we get
which then implies
The proof of Lemma 4.1 hence is finished. 
for any j. Then for any p 2 ∈ (p 1 , P n,m (u)) there exists a constant C which is independent of j such that
Proof. It is easy to see that
where C is independent of j, here we use again the inequality (2.15). We next divide the set {|u j | > 2} into two parts as follows
On Ω j,1 we have |ṽ j | ≥ |u j | − |u j −ṽ j | > 1. Then using elementary inequality (1.11) for δ =
here we use the fact that |ṽ j | ≥ 1 on Ω j,1 . We next estimate the integral on Ω j,2 . To do this, we divide it into two parts as follows
On Ω 1 j,2 , using the elementary inequality (1.11) for ǫ = 1, we have
It is obvious that u j −ṽ j m,
These estimates and Lemma 4.1 imply that
On Ω 2 j,2 , using the elementary inequality (1.11) for ǫ =
, we have
Denote r = , using Hölder inequality, we have
n−m n , by using Adams inequality as above, we then have for any j ≥ J 0
Combining (4.1), (4.2), (4.3) and (4.4) we obtain the conclusion of this lemma.
In the proof of Theorem 1.2 below, we will need the following technical lemmas. The first one is a radial lemma which asserts that
The second lemma reads as follows
, then for any p > 0, and R > 0 there exists constant C(n, m, p, R) depending only on n, m, p, and R such that
Proof. By Radial lemma, we have for any |x| ≥ R that
It is easy to see that for any A > 0, the exists a constant C n,m,A such that
hence there exists C(n, m, p, R) such that
By this inequality, we obtain the conclusion of Lemma 4.4.
We proceed our proof by contradiction argument as in the proof of Theorem 1.1. Suppose that there exists a sequence {u j } j ⊂ C Our aim is to look for a contradiction to (4.5). Using Rellich-Kondrachov theorem, by passing to a subsequence if necessary, we can assume that u j converges a.e to u in R n and also converges in L p loc (R n ) for any p < ∞. In the case m odd, we can additionally assume that (−∆ + I) m−1 2 u j converges a.e to (−∆ + I)
We write the integral in (4.5) as Note that, for l < n m − 1 we have
These latter inequalities and (4.6) imply
We divide our proof into two cases: Case 1: Suppose that m is even. We can express m = 2k for some k ≥ 1. Denote
It follows from Lemma 2 in [14] that, by passing to a subsequence, we can assume that f * j converges a.e to a function g in (0, ∞) and
Arguing as in the proof of Theorem 1.1 for m even by using Proposition 2.5, we obtain that
for any 0 < t 1 < t 2 < ∞, with C depends only on n, k. Define the function v j on (0, |B R |] by
we then have v j (|B R |) = 0, and
with C(n, k, R) depends only on n, k, and R. Choose ǫ > 0 small enough such that p 1 = (1 + ǫ)p 1 < Q(n, 2k)(u), and applying elementary inequality (1.11) for p = n n−2k
, we obtain (u *
Consequently, we must have from (4.7) that
On the other hand, using Hölder inequality, we have for any s ∈ (0, |B R |)
Using the same argument in the proof of Theorem 1.1 (the case m even), we obtain that for each p 2 ∈ (p 1 , Q n,2k (u)), for eack j 0 ∈ N and s 0 ∈ (0, |B R |), there exist j ≥ j 0 and s ∈ (0, s 0 ) such that
Thus, up to a subsequence, we can further assume that there exists s j ∈ (0, |B R |) such that
For any L > 0, considering again the truncation operators T L and T L defined as above. We then have
This shows that lim j→∞ f * j (s j ) = ∞, hence there is
here we apply Hölder inequality.
For any p 3 ∈ (p 2 , Q n,2k (u)), there exists j 2 ≥ j 1 such that
For such j, we have
Let j → ∞ and using Fatou lemma, we get
Let L tend to ∞, we obtain
for any p 3 ∈ (p 2 , Q n,2k (u)), which is impossible. Case 2: Suppose that m is odd. In this case we can express m = 2k + 1 for some k ≥ 0. Since the case m = 1 was proved in [13] , hence we will treat only the case m = 2k + 1, k ≥ 1. Denote f j = (−∆ + I) k u j and f = (−∆ + I) k u. We then have
and f j converges a.e to f in R n . It implies from Sobolev inequality that f j n 2k
≤ C for some constant C depending only on n, k.
Repeating the proof of (3.12) and using again Lemma 2.5 imply the existence of a positive constant C 1 depending only on n, k such that 12) for any 0 < t 1 < t 2 < ∞. Define the function v j on (0, |B R |) by
then v j (|B R |) = 0, and by Radial lemma, we get u * j (t) ≤ v j (t) + C(n, k, R) with C(n, k, R) depends only on n, k, R. The same arguments in the proof of (4.9) imply that for any
Fix a p 1 ∈ (p 1 , Q n,2k+1 (u)). The same arguments in the proof of Theorem 1.1 shows that for each p 2 ∈ (p 1 , Q n,2k+1 (u)), for each j 0 ∈ N and s 0 ∈ (0, |B R |), there exist j ≥ j 0 and s ∈ (0, s 0 ) such that
Thus, up to a subsequence, we can assume that there exists s j ∈ (0, |B R |) such that
For any L > 0, let us reconsider the truncation operators T L and T L defined above, we then have
, respectively (see the proof of the case m odd in Theorem 1.1).
It follows from (4.14) that there exists j 0 such that v j (s j ) > L for any j ≥ j 0 , hence there exists r j ∈ (s j , |B R |) such that v j (r j ) = L. On the other hand, we have
Then we must have lim j→∞ f * j (s j ) = ∞ by (4.14). So there exists
Let a j = min{t j , r j }, we then have
here we use the facts that if t j < r j then f *
For any p 3 ∈ (p 2 , Q n,2k+1 (u)), it follows from (4.14), (4.15) and the fact v j (r j ) = L for any j ≥ j 1 that there exists j 2 ≥ j 1 such that
, hence by Pólya-Szegö principle, we have
or equivalently
for any j ≥ j 2 . Let j tend to infinity, using Fatou lemma and the weak semicontinuity of the L n 2k+1 − norm of gradient, we then have
for any p 3 ∈ (p 2 , Q n,2k+1 (u)) and L > 0. Note that , for any p 3 ∈ (p 2 , Q n,2k+1 (u)) which is impossible.
Proof of Theorem 1.3
The proof of Theorem 1.3 follows the same lines in the proof of Theorem 1.2. In the following, we will sketch this proof. It is enough to prove Theorem 1.3 for compactly supported smooth functions. We argue by contradiction argument. Suppose there exist {u j } j ⊂ C ∞ 0 (R n ) such that u j ≤ 1, u j converges weakly to a nonzero function u in W We divide our proof into two cases. Case 1: Suppose that m is even. In this case, we can write m = 2k for some k ≥ 1. Denote f j = ∆ k u j and f = ∆ k u, then f j converges weakly to f in L n 2k (R n ). Using Rellich-Kondrachov theorem, we can assume that u j converges a.e to u in R n and also converges in L p loc (R n ) for any p < ∞. Possibly passing to a subsequence, we can assume further that f * j converges a.e to a function g in (0, ∞) with 11) ) and that for any L > 0 and p 3 ∈ (p 2 , R n,2k (u)) with some p 2 ∈ (p 1 , R n,2k (u)), there exists j 0 depending only on p 2 , p 3 and L such that
Let L tend to ∞, we obtain 1 − p for any p 3 ∈ (p 2 , R n,2k (u)), which is impossible. Case 2: Suppose that m is odd. In this case, we can write m = 2k + 1 for some k ≥ 0. We only have to prove for k > 1. Denote f j = ∆ k u j and f = ∆ k u. We then have f j converges weakly to f in W 1, n 2k+1 (R n ) and f j n 2k
≤ C for some constant C depending only on n and k by the Sobolev inequality. Using Rellich-Kondrachov theorem, we can assume further that u j and f j converge a.e to u and f in R n , respectively (also that f j converges to f in L and that for any L > 0 and p 3 ∈ (p 2 , R n,2k+1 (u)) with some p 2 ∈ (p 1 , R n,2k+1 (u)), there exists j 0 depending only on p 2 , p 3 and L such that
Then by Pólya-Szegö principle, we have
for any j ≥ j 2 . Note that T L (f j ) converges weakly to T L (f ) in W 1, n 2k+1 (R n ) (using the same argument in the proof of Theorem 1.1 in the case m odd). Let j tend to infinity, using Fatou lemma and the weak semicontinuity of the L for any p 3 ∈ (p 2 , R n,2k+1 (u)) which is impossible.
