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Abstract
As an important iteration, the Mann and Ishikawa iteration has extensive application in fixed point theory.
In 1991, David Borwein and Jonathan Borwein proved the convergence of the Mann iteration on a closed
bounded interval in their paper. In this paper, we will extend their result to an arbitrary interval and to
the Ishikawa iteration, indicating the necessary and sufficient condition for the convergence of Ishikawa
iteration of continuous functions on an arbitrary interval.
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In 1991, David Borwein and Jonathan Borwein studied the convergence of the Mann itera-
tion [3] on a closed bounded interval in their paper. The following theorem is proved:
Theorem. [2] Let f : [a, b] → [a, b] be a continuous real function. Define the iteration as fol-
lows:
x1 ∈ [a, b], xn+1 = (1 − tn)xn + f (xn)tn,
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In this paper, we will extend David Borwein and Jonathan Borwein [2] theorem and proved
the following results:
Theorem 1. Let E be a closed interval on the real line (can be unbounded). f (x) is a continuous
function on E, and f :E → E.
Let 0 αn,βn  1, limn→∞ αn = 0, ∑∞n=1 αn = +∞, limn→∞ βn = 0,
x1 ∈ E, xn+1 = (1 − αn)xn + αnf (yn), yn = (1 − βn)xn + βnf (xn).
If (xn)∞n=1 is bounded, then Ishikawa iteration [1] (xn)∞n=1 converges to a fixed point of f (x).
Theorem 2. Let E be a closed interval on the real line (can be unbounded). f (x) is a continuous
function on E, and f :E → E.
Let 0 αn,βn  1, limn→∞ αn = 0, ∑∞n=1 αn = +∞, limn→∞ βn = 0,
x1 ∈ E, xn+1 = (1 − αn)xn + αnf (yn), yn = (1 − βn)xn + βnf (xn).
Then Ishikawa iteration (xn)∞n=1 converges to a fixed point of f (x) if and only if (xn)∞n=1 is
bounded.
Theorem 3. Let E be a closed interval on the real line (can be unbounded). f (x) is a continuous
function on E, and f :E → E.
Let 0 αn  1, limn→∞ αn = 0, ∑∞n=1 αn = +∞,
x1 ∈ E, xn+1 = (1 − αn)xn + αnf (xn).
Then Mann iteration (xn)∞n=1 converges to a fixed point of f (x) if and only if (xn)∞n=1 is bounded.
Corollary. Let f (x) be a continuous function on E, and f : [a, b] → [a, b].
Let 0 αn  1, limn→∞ αn = 0, ∑∞n=1 αn = +∞,
x1 ∈ [a, b], xn+1 = (1 − αn)xn + αnf (xn).
Then Mann iteration (xn)∞n=1 converges to a fixed point of f (x).
This corollary is just David Borwein and Jonathan Borwein theorem [2].
We need to prove the following 2 lemmas in order to prove the theorems above.
Lemma 1. Let E be a closed interval on the real line (can be unbounded). f (x) is a continuous
function on E, and f :E → E.
Let 0 αn,βn  1, limn→∞ αn = 0, ∑∞n=1 αn = +∞, limn→∞ βn = 0,
x1 ∈ E, xn+1 = (1 − αn)xn + αnf (yn), yn = (1 − βn)xn + βnf (xn).
If xn → a, then a is a fixed point of f (x).
Proof. Suppose f (a) = a. Since xn → a, and f (x) is continuous, f (xn) is bounded,
yn = (1 − βn)xn + βnf (xn) and βn → 0,
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Let pk = f (yk) − xk , then
lim
k→∞pk = limk→∞
[
f (yk) − xk
]= f (a) − a = 0.
Let limk→∞ pk = f (a) − a = p, then p = 0.
Using xn+1 = (1 − αn)xn + αnf (xn), we get xn+1 − xn = αn[f (yn) − xn], thus
xn =
n−1∑
k=1
αk
[
f (yk) − xk
]+ x1 =
n−1∑
k=1
αkpk + x1.
Then must diverge since pk → p = 0 and ∑∞k=1 αk = +∞, which is a contradiction with
xn → a.
Thus f (a) = a.
Proof is complete. 
Lemma 2. If the sequence (xn)∞n=1 satisfying the conditions of Theorem 1 is bounded, then it is
convergent.
Proof. Suppose (xn)∞n=1 is not convergent. Let a = lim infn xn and b = lim supn xn. Then a < b.
First, we prove that if a < m < b, then f (m) = m.
Suppose f (m) = m. Without loss of generality, we suppose f (m) − m > 0. Because f (x) is
a continuous function, there exists δ, 0 < δ < b − a, such that:
f (x) − x > 0, for |x − m| δ. (1)
Since (xn)∞n=1 is bounded, (xn)∞n=1 belongs to a bounded closed interval, f (x) is continuous,
thus f (xn) belongs to another bounded closed interval, so f (xn) is bounded, and since yn =
(1 − βn)xn + βnf (xn), so (yn)∞n=1 is bounded, and thus f (yn) is bounded. Using xn+1 − xn =
αn[f (yn) − xn], yn − xn = βn[f (xn) − xn], and limn→∞ αn = 0, limn→∞ βn = 0, we get:
|xn+1 − xn| → 0, |yn − xn| → 0.
Thus there exists N , such that:
|xn+1 − xn| < δ2 , |yn − xn| <
δ
2
, for all n > N. (2)
Since b = lim supn xn > m, we know there exists k1 > N , such that xnk1 > m. Let nk1 = k, then
xk > m. For xk , there exist only two cases:
(i) xk > m + δ2 , then xk+1 > xk − δ2 m using (2). So xk+1 > m.
(ii) m < xk < m + δ2 , then m − δ2 < yk < m + δ using (2). So we have: |xk − m| < δ2 < δ,|yk − m| < δ. Using (1), we get:
f (xk) − xk > 0, f (yk) − yk > 0. (3)
Since
xk+1 = (1 − αk)xk + αkf (yk) = xk − αkxk + αkf (yk)
= xk + αk
[
f (yk) − yk
]+ αk(yk − xk)
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xk+1 = xk + αk
(
f (yk) − yk
)+ αkβn
[
f (xk) − xk
]
> xk, by (3).
Thus xk+1 > xk > m.
In conclusion by (i), (ii), we have xk+1 > m.
Analogously, we have xk+2 > m, xk+3 > m, . . . .
Thus we get xn > m, for all n > k = nk1 . So a = limk→∞ xnk m, which is a contradiction
with a < m. Thus f (m) = m.
For (xn)∞n=1 there exist only two cases:
(i) There exists xM such that a < xM < b.
Then f (xM) = xM by the proof above. Thus:
yM = (1 − βM)xM + βMf (xM) = xM,
xM+1 = (1 − αM)xM + αMf (yM) = (1 − αM)xM + αMf (xM) = xM.
Analogously, we have xM = xM+1 = xM+2 = · · · , so xn → xM . And because there exists
xnk → a, thus xM = a and xn → a which is a contradiction with the assumption.
(ii) For all n, xn  a or xn  b.
Because b − a > 0, and limn→∞(xn+1 − xn) = 0, so there exists N¯ such that |xn+1 − xn| <
(b − a)/2, for n > N¯ . So it is always that xn  a for n > N¯ ; or it is always that xn  b for
n > N¯ . If xn  a for n > N¯ , then b = liml→∞ xnl  a, which is a contradiction with a < b.
If xn  b for n > N¯ , so we have a = limk→∞ xnk  b, which is a contradiction with a < b.
So the assumption is not true. Thus xn → a (n → +∞).
Proof is complete. 
Proof of Theorem 1. Using Lemma 2 we get (xn)∞n=1 is convergent. Let xn → a (n → +∞),
then we get f (a) = a by Lemma 1. That is (xn)∞n=1 converges to a fixed point of f (x). 
Proof of Theorem 2. If (xn)∞n=1 is bounded, then (xn)∞n=1 converges to a fixed point of f (x) by
Theorem 1.
If (xn)∞n=1 is unbounded, then (xn)∞n=1 is not convergent.
Proof is complete. 
Proof of Theorem 3. It is the special case βn ≡ 0 in Theorem 2. 
Proof of Corollary. It is the more special case E = [a, b] in Theorem 3. 
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