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Abstract
We obtain necessary and sufficient conditions for an initial data set for the conformal
Einstein field equations to give rise to a spacetime development in possession of a Killing
spinor. This constitutes the conformal analogue of the Killing spinor initial data equations
derived in [16]. The fact that the conformal Einstein field equations are used in our derivation
allows for the possibility that the initial hypersurface be (part of) the conformal boundary
I . For conciseness, these conditions are derived assuming that the initial hypersurface
is spacelike. Consequently, these equations encode necessary and sufficient conditions for
the existence of a Killing spinor in the development of asymptotic initial data on spacelike
components of I .
1 Introduction
The discussion of symmetries in General Relativity is ubiquitous. From the question of integra-
bility of the geodesic equations to the existence of explicit solutions to the Einstein field equations
and the black hole uniqueness problem, symmetries always play an important role. Symmetry
assumptions are usually incorporated into the Einstein field equations —which in vacuum read
R˜ab = λg˜ab, (1)
through the use of Killing vectors. From the spacetime point of view, the existence of Killing
vectors allows one to perform symmetry reductions of the Einstein field equations —see for in-
stance [33]. This approach has been exploited in classical uniqueness results such as [27]. Closely
related to the black hole uniqueness problem, characterisations and classifications of solutions to
the Einstein field equations usually exploit the symmetries of the spacetime in one way or another,
e.g., in the characterisations of the Kerr spacetime via the Mars-Simon tensor —see [17, 18, 28].
On the other hand, from the point of view of the Cauchy problem, symmetry assumptions should
be imposed only at the level of initial data. In this regard, symmetry assumptions can be phrased
in terms of the Killing vector initial data. The Killing vector initial data equations constitute a
set of conditions that an initial data set (S˜, h˜, K˜) for the Einstein field equations has to satisfy to
ensure that the development will contain a Killing vector —see [6]. Nevertheless, despite the fact
that the existence of Killing vector plays a central role in the discussion of the symmetries, the
existence of Killing vectors is sometimes not enough to encode all the symmetries and conserved
quantities that a spacetime can posses, e.g., the Carter constant in the Kerr spacetime. To un-
ravel some of these hidden symmetries one has analyse the existence of a more fundamental type
of objects; Killing spinors κ˜AB —in vacuum spacetimes, the existence of a Killing spinor directly
implies the existence of a Killing vector. The Killing spinor initial data equations have been
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derived in the physical framework —governed by the Einstein field equations— in [16]. These
equations have been successfully employed in the construction of a geometric invariant which
detects whether or not an initial data set corresponds to initial data for the Kerr spacetime —see
[2, 3, 4]. This analysis has also been extended to include suitable classes of matter —see [7] for an
analogous characterisation of initial data for the Kerr-Newman spacetime. In these characterisa-
tions, some asymptotic conditions on the initial data are required. These conditions usually take
the form of decay assumptions on h˜, K˜ and κ˜ on S˜, given in terms of asymptotically Cartesian
coordinates. Nonetheless, in other approaches, the asymptotic behaviour of the spacetime can be
studied in a geometric way through conformal compactifications. The latter is sometimes referred
as the Penrose proposal. In this approach one starts with a physical spacetime (M˜, g˜) where M˜
is a 4-dimensional manifold and g˜ is a Lorentzian metric which is a solution to the Einstein field
equations. Then, one introduces a unphysical spacetime (M, g) into which (M˜, g˜) is conformally
embedded. Accordingly, there exists an embedding ϕ : M˜ →M such that
ϕ∗g = Ξ2g˜. (2)
By suitably choosing the conformal factor Ξ the metric g may be well defined at the points where
Ξ = 0. In such cases, the set of points for where the conformal factor vanishes is at infinity from
the physical spacetime perspective. The set
I ≡
{
p ∈M | Ξ(p) = 0, dΞ(p) 6= 0
}
is called the conformal boundary. However, it can be readily verified that the Einstein field
equations are not conformally invariant. Moreover, a direct computation using the conformal
transformation formula for the Ricci tensor shows that the vacuum Einstein field equations (1),
lead to an equation which is formally singular at the conformal boundary. An approach to deal
with this problem was given in [9] where a regular set of equations for the unphysical metric
was derived. These equations are known as the conformal Einstein field equations. The crucial
property of these equations is that they are regular at the points where Ξ = 0 and a solution
thereof implies whenever Ξ 6= 0 a solution to the Einstein field equations —see [9, 11] and [32] for
an comprehensive discussion. There are three ways in which these equations can be presented,
the metric, the frame and spinorial formulations. These equations have been mainly used in
the stability analysis of spacetimes —see for instance [13, 12] for the proof of the global and
semiglobal non-linear stability of the de Sitter and Minkowski spacetimes, respectively.
A conformal version of the Killing vector initial data equations using the metric formulation of
the conformal Einstein field equations has been obtained in [24]. In the latter reference, intrinsic
conditions on an initial hypersurface S ⊂M of the unphysical spacetime are found such that the
development of the data —in the unphysical setting the evolution is governed by the conformal
Einstein field equations— gives rise to a conformal Killing vector of the unphysical spacetime
(M, g) which, in turn, corresponds to a Killing vector of the physical spacetime (M˜, g˜). Notice
that this approach, in particular, allows S to be determined by Ξ = 0 so that it to corresponds
to the conformal boundary I . The unphysical Killing vector initial data equations have been
derived for the characteristic initial value problem on a cone in [24] and on a spacelike conformal
boundary in [23].
For applications involving the the conformal Einstein field equations —say in its spinorial
formulation, one frequently has to fix the gauge and write the equations in components. Despite
the fact that, at first glance, the conformal Einstein field equations expressed in components
with respect to an arbitrary spin frame seem to be overwhelmingly complicated, as shown in
[15], symmetry assumptions (spherical symmetry in the latter case) greatly reduce the number
of equations to be analysed. In the case of Petrov type D spacetimes, e.g.the Kerr-de Sitter
spacetime, the symmetries of the spacetime are closely related to the existence of Killing spinors.
Therefore, a natural question in this setting is whether a conformal version of the Killing spinor
initial data equations introduced in [16] can be found. In other words, what are the extra
conditions that one has to impose on an initial data set for the conformal Einstein field equations
so that the arising development contains a Killing spinor? This question is answered in this article
by deriving such conditions which we call the conformal Killing spinor initial data equations
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Despite the fact that the Killing spinor equation is conformally invariant, it is not a priori
clear whether the conditions of [16, 3] may be translated directly into the unphysical setting.
Indeed, one expects this not to be the case, since the Einstein field equations are not conformally
invariant. Moreover, one consideration that is exploited in the discussion of [16] is based on the
fact that, on an Einstein spacetime (M˜, g˜), a Killing spinor κ˜AB gives rise to a Killing vector
ξ˜a whose spinorial counterpart is given by ξ˜AA′ = ∇˜A′
Qκ˜QA. Nevertheless, this property does
not hold in general. In other words, if (M, g), where g is not assumed to satisfy the Einstein
field equations, possess a Killing spinor κAB, then the analogous concomitant ξAA′ = ∇A′
QκQA
does not correspond to a Killing vector —not even a conformal Killing vector. This situation
is not ameliorated if one assumes that (M, g) satisfies the conformal Einstein field equations.
Nevertheless, as discussed in this article, in the latter case one can show that using the conformal
factor Ξ, the Killing spinor κAB and the auxiliary vector ξa, one can construct a conformal Killing
vector Xa associated to a Killing vector X˜a of the physical spacetime (M˜, g˜). The conditions of
[16, 3] may be recovered from the results presented here by setting Ξ = 1.
An interesting feature of our analysis is the fact that we make use of an alternative repre-
sentation of the conformal Einstein field equations. In principle, one could use the standard
representation of the conformal Einstein field equations, however, some experimentation reveals
that the latter approach leads to Fuchsian systems of equations —formally singular at the con-
formal boundary— for quantities associated to the Killing spinor. For conciseness, the conformal
Killing initial data equations are obtained on a spacelike hypersurface S. Nonetheless, a similar
computation can be performed on an hypersurface S with a different causal character. The con-
ditions found in this article have potential applications for the black hole uniqueness problem. In
particular, they can be used for an asymptotic characterisation of the Kerr-de Sitter spacetime
analogous to [19] in terms of the existence of Killing spinors at the conformal boundary I .
The main results of this article are summarised informally in the following:
Theorem. If the conformal Killing spinor initial data equations (C1)-(C3) are satisfied on an
open set U ⊂ S, where S is a spacelike hypersurface on which initial data for the (alternative)
conformal Einstein field equations has been prescribed, then, the domain of dependence of U
possesses a Killing spinor. Moreover, assuming conditions (C1), (C2) to hold, condition (C3) is
equivalent to the vanishing of certain components of the Cotton spinor, with respect to a suitably-
adapted spin dyad.
A precise formulation is the content of Theorem 2 and Proposition 2.
Involved computations throughout this article were facilitated through the suite xAct in
Mathematica. Note that since the existence of a spinor structure is guaranteed for globally-
hyperbolic spacetimes —see Proposition 4 in [32]— the use of spinors is not overly restrictive.
Overview of the article
Section 2 gives an overview of Killing spinors along with their conformal properties. In Section 3
we describe the conformal Einstein field equations in two different representations, for later use;
Section 4 introduces the main objects of interest in the propagation of Killing spinor data, namely
the Killing spinor zero-quantities. In Section 5 we construct conformally-regular wave equations
for the zero-quantities, leading to necessary and sufficient conditions for the existence of a Killing
spinor —see Proposition 1. In Section 6 the latter conditions and the space spinor formalism are
used to obtain the conformal Killing spinor initial data equations on spacelike hypersurfaces—see
Theorem 2. Finally, in Section 7 the latter equations are analysed with respect to an adapted
spin dyad and the implied restrictions on the Cotton spinor are presented —see Proposition 2.
Notation and conventions
Upper case Latin indices ABC···A′B′C′ will be used as abstract indices of the spacetime spinor
algebra, and the bold numerals 012··· denote components with respect to a fixed spin dyad
oA ≡ ǫ0
A, ιA ≡ ǫ1
A —see Penrose & Rindler [25] for further details. Although spinor notation
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will be preferred, for certain computations tensors will be employed. Lower case Latin indices
a,b,c... will be used as abstract tensor indices. For tensors, our curvature conventions are fixed by
∇a∇bκ
c −∇b∇aκ
c = Rab
c
dκ
d.
For spinors, the curvature conventions are fixed via the spinorial Ricci identities which will be
written in accordance with the above convention for tensors. To see this, recall that the commu-
tator of covariant derivatives [∇AA′ ,∇BB′ ] can be expressed in terms of the symmetric operator
AB as
[∇AA′ ,∇BB′ ] = ǫABA′B′ + ǫA′B′AB
where
AB ≡ ∇Q′(A∇B)
Q′ .
The action of the symmetric operator AB on valence-1 spinors is encoded in the spinorial Ricci
identities
ABξC = −ΨABCDξ
D + 2Λξ(AǫB)C , (3a)
A′B′ξC = −ξ
AΦCAA′B′ , (3b)
where ΨABCD and ΦAA′BB′ and Λ are curvature spinors. The above identities can be extended
to higher valence spinors in an analogous way —see [30] for further discussion on these identities
using different conventions to the ones used in this article. A related identity which will be
systematically used in the following discussion is
∇AQ′∇B
Q′ = AB +
1
2
ǫAB, (4)
where AB is the symmetric operator defined above and  ≡ ∇AA′∇
AA′ .
2 Killing spinors
To start the discussion it is convenient to introduce some notation and definitions. Let (M˜, g˜)
be a 4-dimensional manifold equipped with a Lorentzian metric g˜ and denote by ∇˜ its associated
Levi-Civita connection. For the time being g˜ is not assumed to be a solution to the Einstein field
equations (1). A symmetric valence−2 spinor, κ˜AB = κ˜(AB), is a Killing spinor if it satisfies the
equation
∇˜A′(Aκ˜BC) = 0. (5)
The Killing spinor equation is, in general, overdetermined; in particular, it implies the so-called
Buchdahl constraint :
κ˜Q(AΨBCD)Q = 0,
where ΨABCD denotes the conformally invariant Weyl spinor. The latter condition restricts
ΨABCD to be algebraically special —Petrov type D, N or O. Another relevant property of the
Killing spinor equation is that it is conformally-invariant, in other words if g is conformally related
to g˜, namely g = Ξ2g˜ then κAB = Ξ
2κ˜AB satisfies
∇A′(AκBC) = 0,
where ∇ is the Levi–Civita connection of g. For general (M˜, g˜) the existence of a Killing spinor
is, however, not related directly to the existence of a Killing vector. Nevertheless, if one assumes
that g˜ satisfies the vacuum Einstein field equations (1) then the concomitant
ξ˜AA′ ≡ ∇˜
B
A′ κ˜AB,
represents the spinorial counterpart of a complex Killing vector of the spacetime (M˜, g˜) —see [16]
for further discussion. Moreover, if ξ˜AA′ is Hermitian, i.e.,
¯˜
ξAA′ = ξ˜AA′ , then one can construct the
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spinorial counterpart of a Killing–Yano tensor Υ˜ab —i.e. an antisymmetric 2−tensor satisfying
∇˜(aΥ˜b)c = 0— as follows
Υ˜AA′BB′ = i(κ˜AB ¯˜ǫA′B′ − ¯˜κA′B′ ǫ˜AB).
Conversely, given a Killing–Yano tensor, one can construct a Killing spinor —see [7, 20, 26].
In the sequel (M˜, g˜) will be reserved to denote the physical spacetime, in other words, the
symbol ˜ will be added to those fields associated with a solution g˜ to the vacuum Einstein field
equations (1). Similarly (M, g) will be used to represent the unphysical spacetime related to
(M˜, g˜) via g = Ξ2g˜. —in a slight abuse of notation ϕ(M˜) and M will be identified so that the
mapping ϕ : M˜ →M can be omitted.
3 The conformal Einstein field equations
As discussed in the introduction, for the derivation of the conformal Killing initial data equations,
an appropriate formulation of the conformal Einstein field equations will be required. In this
section we begin, for the sake of completeness, with a discussion of the standard conformal field
equations (CFEs) originally introduced in [9] by H. Friedrich —see also [32]. Then, an alternative
formulation to these equations are presented. The main benefit of these equations, which we refer
to as the alternative CFEs, in our context is that the so-called rescaled Weyl tensor is replaced by
the Weyl tensor through the introduction of the Cotton tensor as an additional unknown. This
latter approach was first proposed in [24] by T. Paetz.
The use of the alternative CFEs is vindicated by our final result which indicates that the
existence of a Killing spinor necessarily places restrictions on the components of the Cotton
spinor at the level of the initial data —see Theorem 1, Proposition 2.
3.1 The standard conformal Einstein field equations
The conformal Einstein field equations are a conformal formulation of the Einstein field equations.
In other words, given a spacetime (M˜, g˜) satisfying the Einstein field equations, the conformal
Einstein field equations encode a system of differential conditions for the curvature and con-
comitants of the conformal factor associated with (M, g) where g = Ξ2g˜. The key property of
these equations is that they are regular even at the conformal boundary I , where Ξ = 0. This
formulation of the conformal Einstein field equations was first given in [9] —see also [32] for a
comprehensive discussion.
The metric version of the standard vacuum conformal Einstein field equations are encoded in
the following zero-quantities —see [9, 8, 10, 11]:
Zab ≡ ∇a∇bΞ + ΞLab − sgab = 0, (6a)
Za ≡ ∇as+ Lac∇
cΞ = 0, (6b)
δbac ≡ ∇bLac −∇aLbc − dabcd∇
dΞ = 0, (6c)
λabc ≡ ∇edabc
e = 0, (6d)
Z ≡ λ− 6Ξs+ 3∇aΞ∇
aΞ (6e)
where Ξ is the conformal factor, Lab is the Schouten tensor, defined in terms of the Ricci tensor
Rab and the Ricci scalar R via
Lab =
1
2
Rab −
1
12
Rgab, (7)
s is the so-called Friedrich scalar defined as
s ≡ 14∇a∇
aΞ + 124RΞ (8)
and dabcd denotes the rescaled Weyl tensor, defined as
dabcd = Ξ
−1Cabcd,
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where Cabcd denotes the Weyl tensor. The geometric meaning of these zero-quantities is the
following: The equation Zab = 0 encodes the conformal transformation law between Rab and
R˜ab. The equation Za = 0 is obtained considering ∇
aZab and commuting covariant derivatives.
Equations δabc = 0 and λabc = 0 encode the contracted second Bianchi identity. Finally, Z = 0 is
a constraint in the sense that if it is verified at one point p ∈M then Z = 0 holds inM by virtue
of the previous equations. A solution to the metric conformal Einstein field equations consist of
a collection of fields
{gab, Ξ, ∇aΞ, s , Lab, dabcd}
satisfying
Zab = 0, Za = 0, δabc = 0, λabc = 0, Z = 0.
Remark 1. In the metric formulation of the standard conformal Einstein field equations one
needs to supplement the system encoded in the zero quantities defined above with an equation
for the unphysical metric gab. To do so, one considers equation (7) expressed in some local
coordinates (xµ). Recalling that in local coordinates the components of the Ricci tensor can
be written as second order derivatives of the metric, one obtains the required equation for the
unphysical metric. This observation applies also for the subsequent discussion of the alternative
conformal Einstein field equations.
3.2 The alternative conformal Einstein field equations
In the current formulations of the conformal Einstein field equations the rescaled Weyl tensor
dabcd plays a central role in the discussion. Nevertheless in [22] an alternative approach was
outlined, whereby the central object of interest is the Weyl tensor itself. In doing so, one must
also introduce the Cotton tensor as an unknown. In [22] a set of wave equations for these
unknowns is constructed. Here we follow a similar approach, but rather than deriving second-
order equations for the conformal fields, we will obtain a closed system of equations which are
(apart from the equation for the conformal factor, (14a)) of first-order. We will call the resulting
equations, along with their spinorial equivalent, the alternative CFEs.
Considering ∇aδabc = 0, with δabc as given in in expression (6c), one obtains the following
wave equation for the Schouten tensor
Lbc = 4Lb
aLca − LadL
adgbc − 2L
adCbacd +
1
6∇c∇bR. (9)
Recalling the definition of the Cotton tensor in terms of the Schouten tensor
Yabc = 2(−∇aLbc +∇bLac) (10)
and using equations (9) and (10) a computation shows that
∇aYb
a
c = −2L
adCbacd. (11)
Therefore, to close the system one needs to find an equation for the Weyl tensor. To do so, one
can use the second Bianchi identity
∇[aRbf ]c
d = 0
and the decomposition of the Riemann tensor in terms of the Weyl and Schouten tensors
Rabc
d = δb
dLac − δa
dLbc + Lb
dgac − La
dgbc + Cabc
d,
to obtain
∇[aCbf ]c
d − 2g[a|c|∇bLf ]
d + 2g[a
d∇bLf ]c = 0. (12)
Using equations (12) and (10) one can rewrite equation (12) as
∇[aCbf ]c
d = 12Y[ab|c|gf ]
d − 12Y[ab
dgf ]c. (13)
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Consequently, one can replace the zero-quantities associated with the rescaled Weyl tensor using
equations (13), (10) and (11), obtaining then an alternative version of the conformal Einstein field
equations. The equations so obtained are encoded in the vanishing of the following zero-quantities.
Zab ≡ ∇a∇bΞ + ΞLab − sgab = 0, (14a)
Za ≡ ∇as+ Lac∇
cΞ = 0, (14b)
Z ≡ λ− 6Ξs+ 3∇aΞ∇
aΞ, (14c)
∆bac ≡ ∇bLac −∇aLbc −
1
2
Yabc, (14d)
Πbc ≡ ∇aYb
a
c + 2L
adCbacd, (14e)
Λabcd
e = 2∇[aCbc]d
e − Y[ab|d|gc]
e + Y[ab
egc]d (14f)
Notice that in this alternative representation of the conformal Einstein field equations the rescaled
Weyl tensor does not appear. Instead, the Weyl tensor Cabcd and the Cotton tensor Yabc are now
part of the unknowns. Observe that the definition of the Cotton tensor in terms of derivatives
of the Schouten tensor is encoded in equation (14d). A solution to the alternative conformal
Einstein field equations consists of a collection of fields
{gab, Ξ, ∇aΞ , s , Lab, Cabcd, Yabc} (15)
satisfying
Zab = 0, Za = 0, ∆abc = 0, Πbc = 0, Λabcde = 0.
Remark 2. Note that, by construction, any solution to the (alternative) CFEs with Ξ = 1 cor-
responds to a solution of the Einstein field equations. Conversely, given a solution to the Einstein
field equations, there corresponds a family of conformally-related solutions to the (alternative)
CFEs.
In view of the subsequent analysis of the Killing spinor equation it is convenient to formulate
the above system in spinorial form. Similar to the case of the standard conformal Einstein field
equations, the spinorial formulation allows one to identify in a clearer way the structure of the
equations. To obtain the spinorial formulation of the the zero-quantities (14a)-(14f) recall that
the spinorial counterpart of the Weyl tensor can be decomposed as
CAA′BB′CC′DD′ = Ψ¯A′B′C′D′ǫABǫCD +ΨABCDǫ¯A′B′ ǫ¯C′D′ ,
where ΨABCD is the Weyl spinor. Similarly, the irreducible decomposition of the Cotton spinor
YAA′BB′CC′ given by
YAA′BB′CC′ = Y¯A′B′C′CǫAB + YABCC′ ǫ¯A′B′ , (16)
where
YABCC′ =
1
2Y(A|Q′|B
Q′
C)C′ . (17)
Additionally, the Schouten spinor LAA′BB′ can be expressed in terms of the tracefree Ricci spinor
ΦAA′BB′ and Λ =
1
24R;
LAA′BB′ = −ΦABA′B′ + ΛǫABǫA′B′ . (18)
With these decompositions at hand, the spinorial formulation of the above equations can be
expressed as
ZAA′BB′ = 0, ZAA′ = 0, ∆ABCC′ = 0, ΠBB′CC′ , ΛC′BCF = 0, (19)
where
ZAA′BB′ ≡ ∇BB′∇AA′Ξ− ΞΦABA′B′ǫA′B′ + ΞΛǫABǫA′B′ − sǫABǫA′B′ , (20a)
ZAA′ ≡ ∇AA′s− ΦAA′
BB′∇BB′Ξ + Λ∇AA′Ξ, (20b)
∆ABCC′ ≡ −YABCC′ +∇AA′ΦBCC′
A′ + ǫBC∇AC′Λ +∇BA′ΦACC′
A′ + ǫAC∇BC′Λ, (20c)
ΠAA′BB′ ≡ −2Φ
CD
A′B′ΨABCD +−2ΦAB
C′D′ΨA′B′C′D′ +∇CC′YAA′
CC′
BB′ , (20d)
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ΛC′BCF ≡ −
1
2YBCFC′ +∇AC′ΨBCF
A. (20e)
Notice that the zero-quantity ΠAA′BB′ can alternatively be written in terms of the reduced Cotton
spinor YABCC′ as
ΠAA′BB′ = −2Φ
CD
A′B′ΨABCD − 2ΦAB
C′D′Ψ¯A′B′C′D′ +∇AC′ Y¯A′
C′
B′B +∇CA′YA
C
BB′ .
Furthermore, observe that a trace of the latter equation implies
ΠAA′AB′ = −∇AC′ Y¯A′B′
C′A.
Its worth noticing that in the formulation of the conformal Einstein field equations, the Ricci scalar
Λ is not part of the unknowns as it represents, the so-called, the conformal gauge source function
—see [11, 14, 32] for further discussion. The geometric meaning of the zero-quantities (20a)-
(20e) is analogous to their tensorial counterparts. In particular, the Bianchi identities may be
recovered from the alternative conformal Einstein field equations by taking suitable contractions
of the zero-quantities ∆ABCC′ and ΛABB′C :
∇AA′ΦBC′
AA′ + 3∇BC′Λ = −∆B
A
AC′ (21a)
∇AC′ΨBCF
A +∇(B
Q′ΦCF )C′Q′ = −
1
2∆(BCF )C′ + ΛC′(BCF ) (21b)
By initial data for the alternative CFEs we mean the restriction to an hypersurface S ⊂ M
of a collection of fields (15), satisfying the constraint equations implied by (19). It will not be
necessary for our purposes to study the constraints equations in detail; indeed, the only constraint
that will be of interest —see Section 6— is the following
DPQΨABPQ −
1
2YAB
Q
Q = 0
which follows from ΛA′ABC = 0. Since the (alternative) conformal Einstein field equations imply
a solution to the Einstein field equations (1) whenever Ξ 6= 0, we will refer to the development
such an initial data set simply as a spacetime development.
4 Killing spinor zero-quantities
For the subsequent discussion it is convenient to introduce the following spinors
HA′ABC ≡ 3∇A′(AκBC), (22a)
SAA′BB′ ≡ ∇QA′HB′
Q
AB, (22b)
BABCD ≡ −
1
6
∇Q′(AH
Q′
BCD). (22c)
Observe that if (M, g) admits a Killing spinor κAB then, by definition, one has
HA′ABC = 0, SAA′BB′ = 0, BABCD = 0.
To see the geometric significance of the above defined zero-quantities it is convenient to introduce
the Hermitian spinor
ξAA′ ≡ ∇
B
A′κAB. (23)
Observe that the zero-quantity SAA′BB′ can be written in terms of ξAA′ as
SCC′DD′ = −6κ(D
AΦC)AC′D′ −∇CC′ξDD′ −∇DD′ξCC′ . (24)
Notice that, if ΦABA′B′ vanishes then SAA′BB′ reduces to the Killing vector equation and ξAA′
corresponds to the spinorial counterpart of a Killing vector. To clarify this point further observe
that, as a consequence of the conformal properties of the Killing spinor equation, if κAB is a
Killing spinor in the unphysical spacetime then
κ˜AB =
1
Ξ2
κAB
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is a Killing spinor of the physical spacetime whenever Ξ is not vanishing. As discussed before,
the physical Killing spinor κ˜AB gives rise to a Killing vector ξ˜a whose spinorial counterpart is
ξ˜AA′ ≡ ∇˜
B
A′ κ˜AB. (25)
Furthermore, if ξ˜a is a Killing vector in the physical spacetime then,
Xa ≡ Ξ
2ξ˜a (26)
corresponds to a conformal Killing vector for the unphysical spacetime, namely, it can be verified
that
∇aXb +∇bXa =
1
2
∇aXagab. (27)
This conformal Killing vector additionally satisfy
Xa∇aΞ =
1
4
∇aX
a. (28)
Equations (27)-(28) are the so-called unphysical Killing equations —see [23] for a discussion on
the unphysical Killing equations. A direct computation shows that given a Killing spinor in the
unphysical spacetime κAB, the concomitant
XAA′ ≡ ΞξAA′ − 3κAQ∇A′
QΞ (29)
corresponds to the spinorial counterpart of a conformal Killing vector satisfying equations (27)
and (28). However, in general, the spinor ξAA′ has no straightforward interpretation and will
be regarded as an auxiliary variable for the subsequent discussion. Additionally, observe that
the introduction of ξAA′ allows one to write the irreducible decomposition of the gradient of the
Killing spinor as
∇AA′κBC =
1
3
HA′ABC −
1
3
ξCA′ǫAB −
1
3
ξBA′ǫAC . (30)
On the other hand, a direct computation using the definition of HA′ABC shows that the zero-
quantity BABCD encodes the Buchdahl constraint, namely
BABCD = κ(D
FΨABC)F . (31)
To complete the discussion observe that if the Killing spinor equation HA′ABC = 0 is satisfied,
the Killing spinor κAB and the auxiliary spinor ξAA′ satisfy the following wave equations:
κBC = −4ΛκBC + κ
ADΨBCAD, (32)
ξAA′ = −
4
3∆
BC
BA′κAC − 2ΛA′A
BCκBC − 6ξAA′Λ− 2ξ
BB′ΦABA′B′
− 32κ
BCYABCA′ +ΨABCDHA′
BCD − 12κAB∇
B
A′Λ−
1
2κ
BC∆(ABC)A′ (33)
The wave equation (32) is derived considering the integrability condition ∇AA
′
HA′ABC = 0,
substituting equation (22a) and exploiting the spinorial Ricci identities (3a)-(3b). To obtain
equation (33) observe that from equation (23) one has
ξAA′ = ∇CC′∇
CC′∇BA′κAB. (34)
Commuting covariant derivatives in the last expression renders
ξAA′ = A′B′∇
BB′κAB +
C
B∇
B
A′κAC −∇BA′
CDκAC +∇
B
A′κAB −∇
B
B′A′
B′κAB.
Then, a lengthy computation using the decomposition of the auxiliary vector as given in equation
(30), the Bianchi identities (21a)-(21b) and the spinorial Ricci identities (3a)-(3b) render equation
(33). The above discussion is summarised in the following
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Lemma 1. Let (M, g) represent a solution to the conformal Einstein field equations admitting
a Killing spinor κAB; namely suppose that
HA′ABC = 0, ZAA′BB′ = 0, ZAA′ = 0, ∆ABCC′ = 0, ΠAA′BB′ = 0, ΛAB′BC = 0.
Let ξAA′ denote the auxiliary vector defined as in equation (23), then
∇CC′ξDD′ +∇DD′ξCC′ + 6κ(D
AΦC)AC′D′ = 0, κ(D
FΨABC)F = 0.
Moreover
XAA′ = ΞξAA′ − 3κAQ∇A′
QΞ
is the spinorial counterpart of a conformal Killing vector Xa satisfying the unphysical Killing
vector equations (27)–(28). In addition, the Killing spinor κAB and the auxiliary vector ξAA′
satisfy the following wave equations
κBC = −4ΛκBC + κ
ADΨBCAD, (35)
ξAA′ = −6ξAA′Λ− 2ξ
BB′ΦABA′B′ −
3
2κ
BCYABCA′ − 12κAB∇
B
A′Λ. (36)
In the following, we aim to identify the initial data for κAB which, when propagated according
to (35) gives rise to a Killing spinor on the spacetime development. It is important to note that,
since κAB solves equation (35) by construction, equation (35) can be assumed to hold throughout
M.
5 Propagation equations
In this section we construct, given a solution to equations (35)-(36) onM, a set of wave equations
for the zero-quantities HA′ABC and SAA′BB′ which are homogeneous in these zero-quantities and
their first derivatives.
5.1 The general strategy
As discussed in detail in Sections 5.3-5.5, deriving the required wave equation for SA′ABC is more
involved than the one forHA′ABC . In order to obtain an homogeneous wave equation for SAA′BB′ ,
we first derive separately two inhomogeneous equations, which when combined yield the desired
homogeneous wave equation. The first inhomogeneous equation, derived in Section 5.3, makes
use of the definition of SAA′BB′ in terms of the auxiliary vector (24). The second inhomogeneous
equation, derived in Section 5.5, is obtained through the use of equations (22b)-(22c) and (31).
The procedure is summarised in the schematic of Figure 1.
Once the desired wave equations are obtained the following result for homogeneous wave
equations will be used:
Theorem 1. Let M be a smooth manifold equipped with a Lorentzian metric g and consider the
wave equation
u = h (u, ∂u)
where u ∈ Cm is a complex vector-valued function onM, h : C2m → Cm is a smooth homogeneous
function of its arguments and  = gab∇a∇b. Let U ⊂ S be an open set and S ⊂M be a spacelike
hypersurface with normal τa respect to g. Then the Cauchy problem
u = h (u, ∂u) ,
u |U = u0, Pu |U = u1,
where u0 and u1 are smooth on U and P ≡ τ
µ∇µ, has a unique solution u in the domain of
dependence of U .
We refer the reader to [32, 31] for a proof —see also Theorem 1 in [16].
10
S = Φ× κ+∇× ξ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−→S = Isym + h1
∇×H = B+ S −→ (∇×∇×B)sym = Ssym + h2 sym
B = Ψ× κ−−−−−−→ (∇×∇×B)sym = Esym + h3 sym


Ssym = Esym + hsym


S = h
Figure 1: Schematic description of the derivation of the wave equation for SAA′BB′ , given in
Sections 5.3-5.5. In this diagram spinors are represented simply by their kernel letters, e.g.,
TAB...F,C′D′...H′ is denoted by T. In addition, the symbol × has been used to denote, in a
schematic way, contractions between spinors. The subscript sym has been added to indicate that
a given expression is symmetric. The quantities h1, h2 and h3 denote homogeneous expressions
in H, ∇×H, S and ∇× S. The quantities Isym and Esym encode the inhomogeneous terms
appearing in the corresponding equations.
Remark 3. Recall that an equation of the above form are said to be homogeneous in u and its
first derivatives if h (λu, λ∂u) = λh (u, ∂u) for all λ ∈ C.
Observe that it follows from the uniqueness property of Theorem 1 that the zero-quantities
are propagated ; that is to say that if the initial conditions
HA′ABC = 0,
PHA′ABC = 0,
SAA′BB′ = 0,
PSAA′BB′ = 0,
hold on U ⊂ S, then HA′ABC and SAA′BB′ vanish identically on the domain of dependence of U .
The above initial conditions may then be translated into necessary and sufficient conditions for
the Killing spinor candidate, κAB, restricted to a Cauchy hypersurface S; this is done in Section
6.
5.2 Wave equation for HA′ABC
To construct the wave equation for HA′ABC one starts from the identity
HA′ABC = ∇DD′∇A
D′HA′BC
D −∇AD′∇D
D′HA′
D
BC .
Substituting the definition of SAA′BB′ , as given in equation (22b), in the second term of the last
expression and using equations (3a)-(3b) one obtains
HA′ABC = 10ΛHA′ABC − 4ΨADF (BH|A′|C)
DF − 2ΦA
D
A′
D′HD′BCD − 2∇AD′SB
D′
CA′ . (37)
Exploiting the symmetries of HA′ABC one obtains
HA′ABC = 10ΛHA′ABC + 2∇(A
D′SB|D′|C)A′ − 2Φ(A
D
|A′
D′HD′|BC)D − 4Ψ(AB
DFH|A′|C)DF .
(38)
Observe that equations (38) and (37) contain the same information as the traces of equation (37)
represent identities which follow from the definition of SAA′BB′ in terms of HA′ABC as given in
equation (22b). These identities will be useful for the subsequent discussion.
∇AD′S
AD′
CA′ = −ΨCADBHA′
ADB +ΦADA′
D′HD′CAD, (39a)
∇AD′SB
D′A
A′ = −ΨBADCHA′
ADC +ΦADA′
D′HD′BAD, (39b)
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∇AD′S
BD′
BA′ = 0. (39c)
Notice that equation (38) is a wave equation homogeneous in HA′ABCD, SAA′BB′ and their first
derivatives.
5.3 Inhomogeneous wave equation for SAA′BB′
The purpose of this section is to derive the first of two inhomogeneous wave equations for SAA′BB′ ,
which, when combined, will yield the desired homogeneous equation. To proceed, some ancillary
spinorial decompositions will be required.
5.3.1 Ancillary decompositions
This section collects some ancillary decompositions which will prove useful for the derivation of
the wave equation for SAA′BB′ . To start the discussion, observe that from expression (22b) it
follows that
∇CC′ξ
CC′ = −
1
2
SCC′
CC′ , ∇(A|(A′ξB′)|B) = −
1
2
S(AB)(A′B′) − 3κ(A
CΦB)CA′B′ . (40)
Using the above expressions the gradient of the auxiliary vector ξAA′ can be decomposed as
∇AA′ξBB′ = −3κ(B
CΦA)CA′C′ −
1
8
SCC
′
CC′ǫABǫA′B′ −
1
2
S(AB)(A′B′)
−
1
2
ǫA′B′∇(A
C′ξB)C′ −
1
2
ǫAB∇
C
(A′ξB′)C . (41)
Using the definitions of HA′ABC and ξAA′ encoded in equations (22a) and (23) respectively, one
can reexpress the gradient of the Killing spinor as
∇AA′κBC =
1
3HA′ABC −
1
3ξCA′ǫAB −
1
3ξBA′ǫAC . (42)
The irreducible decomposition of the gradient of the trace-free Ricci spinor the second Bianchi
identity as expressed in (21a) and the equation encoded in the zero-quantity (20c) implies
∇AA′ΦBCB′C′ =
1
6 Y¯A′B′C′C ǫAB +
1
6 Y¯A′B′C′BǫAC +
1
6YABCC′ ǫ¯A′B′ +
1
6YABCB′ ǫ¯A′C′
− 23 ǫ¯A′C′ǫA(C∇B)B′Λ−
2
3 ǫ¯A′B′ǫA(C∇B)C′Λ +∇(A′|(AΦBC)|B′C′). (43)
Another identity that will be used involving second derivatives of the tracefree Ricci spinor is
derived as follows: Applying ∇AB′ to the zero-quantity encoded in (20c), and after a lengthy
computation using equations (21a)-(21b) and (20a)-(20e), one obtains the identity
ΦBCC′D′ = 8ΛΦBCB′C′ − 2 ΦB
A
C′
A′ΦCAB′A′ − 2 ΦB
A
B′
A′ΦCAC′A′ − 2ΦBC
A′D′ ΨB′C′A′D′
+ 32ǫBC ǫ¯B′C′Λ− 2 ∇(B|(B′∇C′)|C)Λ +∇AB′YB
A′A
A′CC′ + 2∇AB′∇BA′ΦC
A
C′
A′ .
(44)
Additionally, the following decompositions will be used in the subsequent discussion
∇AA′∇BB′Λ =
1
4ǫAB ǫ¯A′B′Λ +∇(A′|(A∇B)|B′)Λ, (45)
ξDD′∇CC′Λ =
1
4ξ
AA′ǫCDǫ¯C′D′∇AA′Λ + ξ(C|(C′∇D′)|D)Λ
+ 12 ǫ¯C′D′ξ(C
A′∇D)A′Λ +
1
2 ǫCDξ
A
(C′∇|A|D′)Λ. (46)
5.3.2 Wave equation for SAA′BB′
Applying ∇PP ′∇
PP ′ to the expression for SAA′BB′ in terms of first derivatives of the auxiliary
vector as encoded in equation (24) one obtains
SCC′DD′ = −6∇PP ′∇
PP ′(κ(C
QΦD)QC′D′)−∇PP ′∇
PP ′∇CC′ξDD′ −∇PP ′∇
PP ′∇DD′ξCC′ .
(47)
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Commuting covariant derivatives renders
SCC′DD′ = −6ΦC′D′A(CκD)
A − 6κ(C
A
ΦD)AC′D′ −∇CC′ξDD′ −∇DD′ξCC′
−CA∇
A
C′ξDD′ −C′A′∇C
A′ξDD′ −DA∇
A
D′ξCC′ −D′A′∇D
A′ξCC′
+∇AC′C
AξDD′ +∇AD′D
AξCC′ +∇CA′C′
A′ξDD′ +∇DA′D′
A′ξCC′
− 6∇BA′ΦDAC′D′∇
BA′κC
A − 6∇BA′ΦCAC′D′∇
BA′κD
A.
At this point one can substitute the wave equation for the Killing spinor, the auxiliary spinor
and the tracefree Ricci spinor as given in equations (35), (36) and (44) respectively. Additionally,
observe that the the spinorial Ricci identities (3a)-(3b) can be employed to replace the operator
AB by curvature terms. Substituting equations (35), (36), (44), (31), the conformal Einstein
field equations as encoded in (19) and the auxiliary results collected in Section 5.3.1, one obtains
the following wave equation for SCC′DD′
SCC′DD′ = 12BCDABΦ
AB
C′D′ − 3ξ
A
D′YCDAC′ − 3ξ
A
C′YCDAD′
+ 3κD
A∇BC′YCA
B
D′ + 3κC
A∇BC′YDA
B
D′ +
3
2κ
AB∇DD′YCABC′ +
3
2κ
AB∇CC′YDABD′
+ 16YD
AB
D′HC′CAB +
1
6YC
AB
C′HD′DAB −
1
3YC
AB
D′HC′DAB −
1
3YD
AB
C′HD′CAB
+ 83HD′CDA∇
A
C′Λ +
8
3HC′CDA∇
A
D′Λ−
2
3 Y¯C′D′
A′AHA′CDA − 3ΛS
AA′
AA′ǫCDǫ¯C′D′
−∇CC′
(
HD′
ABFΨDABF
)
−∇DD′
(
HC′
ABFΨCABF
)
− 2ΨCDABS
(A
(C′
B)
D′) − 2Ψ¯C′D′A′B′S(C
(A′
D)
B′) + 4ΛS(C|(C′|D)D′)
− 2ΦD
A
D′
A′(S(C|(C′|A)A′) − 2ΦD
A
C′
A′S(C|(D′|A)A)′ − 2ΦC
A
D′
A′S(D|C′|A)A′)
− 2ΦC
A
C′
A′S(D|D′|A)A′) − 2H
A′
D
AB∇C′|(CΦAB)|D′A′)
− 2HA
′
C
AB∇(C′|(DΦAB)|D′A′). (48)
Observe that the latter is an homogeneous expression in HA′ABC , SAA′BB′ and its first derivatives
except for the term
ICC′DD′ ≡ 12BCDABΦ
AB
C′D′ − 3ξ
A
D′YCDAC′ − 3ξ
A
C′YCDAD′ + 3κD
A∇BC′YCA
B
D′
+ 3κC
A∇BC′YDA
B
D′ +
3
2κ
AB∇CC′YDABD′ +
3
2κ
AB∇DD′YCABC′ .
As an additional remark observe that taking a trace of equation (48) one obtains
SCC′
C
D′ =
1
2 Y¯D′
A′B′AH¯AC′A′B′ −
1
2 Y¯C′
A′B′AH¯AD′A′B′ − 6ΛS¯
A′A
A′Aǫ¯C′D′
−∇AC′
(
H¯AA
′B′F ′Ψ¯D′A′B′F ′
)
+∇AD′
(
H¯AA
′B′F ′Ψ¯C′A′B′F ′
)
. (49)
Observe that the right-hand side of the last equation is an homogeneous expression in HA′ABC ,
SAA′BB′ and its first derivatives. Consequently, exploiting the irreducible decomposition of
SAA′BB′ to write
SCC′DD′ = S(CD)(C′D′) −
1
2 ǫ¯C′D′S(C
A′
D)A′
− 12ǫCDS
A
(C′|A|D′) +
1
4ǫCDǫ¯C′D′S
AA′
AA′ , (50)
one can re-express equation (48) as
SCC′DD′ = I(CD)(C′D′) + FCC′DD′ , (51)
where FCC′DD′ is an homogeneous expression depending onHA′ABC , SAA′BB′ and its first deriva-
tives. Notice that the inhomogeneous term I(CD)(C′D′) contains the Buchdahl constraint BABCD.
Consequently, one needs to analyse more closely this quantity. An immediate but important ob-
servation for the latter discussion is that the main obstruction to obtaining an homogeneous wave
equation is contained in the symmetric part of SCDC′D′ :
S(CD)(C′D′) = I(CD)(C′D′) + F(CD)(C′D)′ . (52)
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5.4 Derivatives of the Buchdahl zero-quantity
The presence of the Buchdahl zero-quantity in the inhomogeneous term of equation (52) suggests
that it is necessary to find auxiliary identities associated to the Buchdahl constraint. The aim of
this section is to derive such identities by expressing ∇CC′∇
A
A′BABCD in two different ways by
exploiting equations (22b)-(22c) and (31).
5.4.1 First approach to express second derivatives of the Buchdahl constraint
The irreducible decomposition of ∇AA′H
A′
BCD and definitions (22b)-(22c) give
∇AA′H
A′
BCD = −6BABCD −
3
4ǫA(BSC
A′
D)A′ . (53)
Applying ∇AQ′ to the last expression one obtains
∇AQ′∇AA′H
A′
BCD = 6∇AQ′BBCD
A − 34∇Q′(BSC
A′
D)A′ . (54)
Exploiting the spinorial Ricci identities (3a)-(3b) in equation (54) and rearranging one derives
the following expression
∇AQ′BBCD
A = 112HQ′BCD −
1
2ΛHQ′BCD
+ 16ΦD
A
Q′
A′HA′BCA +
1
6ΦC
A
Q′
A′HA′BDA +
1
6ΦB
A
Q′
A′HA′CDA
+ 124∇BQ′SC
A′
DA′ +
1
24∇CQ′SB
A′
DA′ +
1
24∇DQ′SB
A′
CA′ .
At this point we can substitute for the D’Alembertian of the zero quantity HA′ABC using the
wave equation (38). Having done so, one can apply a further derivative to the above equation to
obtain
∇CC′∇
A
A′BABCD =
1
36S(B|C′|D)A′ −
1
48SB
B′
DB′ ǫ¯A′C′ +ΣC′A′BD + PC′A′BD (55)
where PC′A′BD is an homogeneous expression in on HA′ABC , SAA′BB′ and its first derivatives,
given in appendix 8, and where ΣC′A′BD is given by
ΣC′A′BD ≡
1
24∇AC′∇BA′S
AB′
DB′ −
1
36∇AC′∇BB′S
AB′
DA′ −
1
36∇AC′∇BB′SD
B′A
A′
+ 124∇AC′∇DA′SB
B′A
B′ −
1
36∇AC′∇DB′S
AB′
BA′ −
1
36∇AC′∇DB′SB
B′A
A′ .
Commuting covariant derivatives and using the identities (39a)-(39c) one can rewrite the above
expression as follows
ΣC′A′BD =
1
18S(B|C′|D)A′ +QC′A′BD (56)
where QC′A′BD is an homogeneous expression in on HA′ABC , SAA′BB′ and its first derivatives,
given in Appendix 8. Consequently, one has
∇CC′∇
A
A′BABCD =
1
12S(B|C′|D)A′ −
1
48SB
B′
DB′ ǫ¯A′C′ + PC′A′BD +QC′A′BD (57)
5.4.2 Second approach to express second derivatives of the Buchdahl constraint
An alternative way to obtain an expression for ∇CC′∇
A
A′BABCD is to start from equation
equation (31) to obtain
∇AA′BABCD = ΨF (BCD∇
A
|A′|κA)
F + κ(D
F∇A|A′|ΨABC)F .
Exploiting the decomposition (42) and the conformal Einstein field equations as encoded in (19)
gives
∇AA′BABCD =
1
2ξ
A
A′ΨBCDA −
3
8κ(B
AYCD)AA′ +
1
4ΨAF (BCHD)A′
AF − 14κ
AF∇FA′ΨBCDA.
(58)
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Applying ∇CC′ to equation (58), a long calculation exploiting the irreducible decomposition of
∇AA′κBC and ∇AA′ξBB′ , commuting covariant derivatives and using the conformal Einstein field
equations as given in (19) renders
∇CC′∇
A
A′BABCD =
1
4
(
ΦD
F
A′C′ΨBACF − 4ΦA
F
A′C′ΨBDCF +ΦB
F
A′C′ΨDACF
)
κAC
+ 14 ǫ¯A′C′
(
ΨACFGΨBD
FG + 2ΨBA
FGΨDCFG − 6ΛΨBDAC
)
κAC
+ 18κ
AC∇CA′YBDAC′ +
1
8κD
A∇CC′YBA
C
A′ −
1
4ξ
A
C′YBDAA′
+ 18κ
AC∇CC′YBDAA′ +
1
8κB
A∇CC′YDA
C
A′ −
1
4ξ
A
A′YBDAC′
+ 14ΨBDAC ǫ¯A′C′∇
(A|B′|ξC)B′ + UA′BC′D, (59)
where UA′BC′D is an homogeneous expression in on HA′ABC , SAA′BB′ and its first derivatives,
given in Appendix 8.
5.5 Wave equation for S(AB)(A′B′)
In Section 5.4 two different expressions for ∇CC′∇
A
A′BABCD were computed. Observe that the
right-hand side of equation (57) contains S(B|C′|D)A′ while (59) does not. Consequently, one
can use equations (57) and (59) to obtain a wave equation for S(B|C′|D)A′ . A direct computation
using equations (57), (59) and (31) renders
S(AB)(A′B′) = IABA′B′ +WABA′B′ , (60)
where WABA′B′ = W(AB)(A′B′) and IABA′B′ = I(AB)(A′B′) are homogeneous expressions in
HA′ABC , SAA′BB′ and their first derivatives, given by
WABA′B′ ≡12
(
U(AB)(A′B′) − P(AB)(A′B′) −Q(AB)(A′B′)
)
,
IABA′B′ ≡− 12BABCDΦ
CD
A′B′ + 3ξ
C
B′YABCA′ + 3ξ
C
A′YABCB′
− 34κB
C∇DA′YAC
D
B′ −
3
4κA
C∇DA′YBC
D
B′ −
3
2κ
CD∇DB′YABCA′
− 34κB
C∇DB′YAC
D
A′ −
3
4κA
C∇DB′YBC
D
A′ −
3
2κ
CD∇DA′YABCB′ .
Through use of the following identity
κCD∇AA′YBCDB′ = κ
CD∇DA′YABCB′ − κA
C∇DA′YBC
D
B′
it may be shown that in fact
IABA′B′ = −
1
2I(AB)(A′B′).
5.6 Homogeneous wave equation for SAA′BB′
As discussed before, the main obstruction to obtaining an homogeneous wave equation is contained
to the symmetric part of SABA′B′ . More specifically, the obstruction is contained in the terms
denoted by IAA′BB′ and IAA′BB′ in equations (52) and (60) respectively. However, one can take
linear combinations of equations (52) and (60) to remove the inhomogeneous terms. In particular
one has
3S(AB)(A′B′) = I(AB)(A′B′) + 2IABA′B′ + F(AB)(A′B′) + 2WABA′B′ .
After a direct computation using the explicit form of IABA′B′ and IABA′B′ one concludes that
S(AB)(A′B′) =
1
3
F(AB)(A′B′) +
2
3
WABA′B′ . (61)
Finally, using equation (61), (50) and (51) one obtains
SAA′BB′ =
1
3
F(AB)(A′B′) −
1
2 ǫ¯A′B′F(A
Q′
B)Q′ −
1
2 ǫABF
Q
(A′|Q|B′)
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+ 14ǫAB ǫ¯A′B′F
QQ′
QQ′ +
2
3
WABA′B′ . (62)
Notice that latter encodes an homogeneous expressions for SAA′BB′ as F(AB)(A′B′) and WABA′B′
represent homogeneous expressions on HA′ABC , SAA′BB′ and its first derivatives.
We are now in a position to state the following proposition:
Proposition 1. Given initial data for the alternative conformal field equations on a spacelike
hypersurface S with normal vector τAA
′
, and associated normal derivative P ≡ τAA
′
∇AA′ , the
corresponding spacetime development admits a Killing spinor in the domain of dependence of
U ⊂ S if and only if
HA′ABC = 0, (63a)
PHA′ABC = 0, (63b)
SAA′BB′ = 0, (63c)
PSAA′BB′ = 0 (63d)
hold on U .
Proof. The only if direction is immediate. Suppose, on the other hand, that (63a)–(63d) hold
on some U ⊂ S —that is to say, there exist spinor fields κAB, ξAA′ for which (63a)–(63d) are
satisfied on U . The latter is then used as initial data for the wave equations
κBC = −4ΛκBC + κ
ADΨBCAD,
ξAA′ = −6ξAA′Λ− 2ξ
BB′ΦABA′B′ −
3
2κ
BCYABCA′ − 12κAB∇
B
A′Λ.
As the zero-quantities HA′ABC , SAA′BB′ satisfy the homogeneous wave equations (38), (62) then
the uniqueness result for homogeneous wave equations discussed in Section 5.1 ensures that
HA′ABC = 0, SAA′BB′ = 0,
in the domain of dependence of U . In other words, κAB solves the Killing spinor equation on the
domain of dependence of U .
Remark 4. At first glance one might assume that the standard formulation of the conformal
Einstein field equations is the appropriate setting for deriving the conditions obtained in this
article. Nevertheless some experimentation reveals that instead of a conformally regular system
of wave equations for HA′ABC and SAA′BB′ one is confronted with an homogeneous Fuchsian sys-
tem —formally singular at Ξ = 0. Although one could potentially still analyse this system and
obtain an analogous result to Proposition 1, one would require a uniqueness result for solutions
to Fuchsian systems of wave equations. Moreover, following the original spirit of the derivation
of the conformal Einstein field equations in [9] one is interested in finding conformally regular
equations instead of analysing Fuchsian systems. Fortunately, as shown in Section 5 the alterna-
tive formulation of the conformal Einstein field equations given in Section 3.2 leads to a regular
set of wave equations for HA′ABC and SAA′BB′ .
6 The intrinsic conditions
In this section the conditions (63b)-(63d) are written in terms of intrinsic quantities on S. To do
so, the space spinor formalism will be exploited. The discussion given in this section is similar to
that of [3]. Notice that, nevertheless, in the discussion given in [3] the Einstein field equations
are used to simplify expressions associated with the curvature spinors. In the present analysis the
curvature spinors are subject to the alternative conformal Einstein field equations as encoded in
the zero-quantities (20a)-(20e).
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6.1 Space spinor formalism
To have a self-contained discussion in this section the space spinor formalism, originally introduced
in [29], is briefly recalled —see also [16, 3, 32]. Let τAA
′
denote the spinorial counterpart of a
timelike vector τa, normal to a spacelike hypersurface S and normalised so that τaτ
a = 2. Then,
it follows that τAA′τ
AA′ = 2 and, consequently,
τAA′τB
A′ = ǫAB.
The covariant derivative ∇AA′ is then decomposed into the normal and Sen derivatives:
P ≡ τAA
′
∇AA′ ,
DAB ≡ τ(A
A′∇B)A′ .
The Weingarten spinor and the acceleration of the congruence are then defined by
KABCD ≡ τD
C′DABτCC′ ,
KAB ≡ τB
C′PτAC′ .
The above can be inverted to obtain the following formulae which will prove useful in the sequel
PτCC′ = −KCDτ
D
C′ ,
DABτCA′ = −KABCDτ
D
A′ .
The distribution induced by τAA′ is integrable if and only K
D
(AB)D = 0, in which case KABCD
describes the extrinsic curvature of the resulting foliation. Nevertheless, this is not required for
our subsequent discussion. In other words, we will allow the possibility that the distribution is
non-integrable —i.e. the spinor KD(AB)D will not be assumed to vanish.
Defining the spinors χAB ≡ K
D
(AB)D, χABCD ≡ K(ABCD) and χ ≡ KAB
AB, the Weingarten
spinor decomposes as follows
KABCD = χABCD −
1
2ǫA(CχD)B −
1
2ǫB(CχD)A −
1
3χǫA(CǫD)B. (64)
For the following discussion we will also need the commutators form with P , DAB. To write
these commutators in a succinct way, first define
̂AB ≡ τA
A′τB
B′
A′B′
from which, proceeding analogously as in [3], one obtains
[P ,DAB] = −
1
2χAB −AB + ̂AB +K(A
DDB)D −KAB
FGDFG, (65)
[DAB,DCD] =
1
2
(
ǫA(CD)B + ǫB(CD)A
)
+ 12
(
ǫA(C̂D)B + ǫB(C̂D)A
)
+ 12 (KCDABP −KABCDP) +KCDF (ADB)
F −KABF (CDD)
F (66)
It will also prove convenient to decompose the tracefree Ricci spinor, ΦAA′BB′ in space spinor
form. To do so, introduce its space spinor counterpart ΦABCD ≡ τB
B′τD
D′ΦACB′D′ . The latter
can be decomposed as
ΦABCD = ΘABCD +
1
2
(
ǫC(BΦD)A + ǫA(BΦD)C
)
− 13ΦǫA(BǫD)C (67)
where
Φ ≡ ΦA
A
B
B, ΦAB ≡ Φ(AB)C
C , ΘABCD ≡ Φ(ABCD)
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6.2 Space spinor decompositions and ancillary identities
To obtain intrinsic conditions on S from equations (63a)-(63d) we start defining the space spinorial
counterpart of the zero quantities HA′ABC , SAA′BB′ :
HABCD ≡ τA
A′HA′BCD, (68a)
SABCD ≡ τA
B′τC
D′SBB′DD′ . (68b)
Next, we define the following spinors
ξAB ≡ D(A
DκB)D,
ξ ≡ DABκAB,
ξABCD ≡ D(ABκCD),
in terms of which we have the following irreducible decomposition
HCABD = 3ξABCD +
1
2 (PκBD + ξBD) ǫAC +
1
2 (PκAD + ξAD) ǫBC −
1
2 (PκAB + ξAB) ǫCD.
Additionally, the following decompositions will prove useful
DABκCD = ξABCD −
1
2ǫA(CξD)B −
1
2ǫB(CξD)A −
1
3ξǫA(CǫD)B, (69)
DABξCD =
1
6ǫADǫBCDFGξ
FG + 16ǫACǫBDDFGξ
FG − 14ǫBDD(A
F ξC)F
− 14ǫBCD(A
F ξD)F −
1
4ǫADD(B
F ξC)F −
1
4ǫACD(B
F ξD)F +D(ABξCD). (70)
Using the definition of ξAB, and by commuting derivatives, one obtains the following identities:
DABξ
AB = − 13χξ +
1
2χ
ABξAB −
1
2χ
ABPκAB − κ
ABΦAB +
1
2ξ
ABCDχABCD, (71a)
DA(BξD)
A = − 23DBDξ +DACξBD
AC + χ(B
APκD)A +
1
3ξχBD
+ 23χξBD −
1
2χ(B
AξD)A +
1
2ξ
ACχBDAC −
1
2χ
ACξBDAC + ξ(B
ACFχD)ACF
−4κBDΛ−
2
3κBDΦ− κ(B
AΦD)A + κ
ACΘBDAC + κ
ACΨBDAC , (71b)
D(ABξCD) = 2D(A
F ξBCD)F + χ(ABPκCD)
+ 23χξABCD −
1
3ξχABCD +
1
2χ(ABξCD) − χ(A
F ξBCD)F − ξ(A
FχBCD)F
−ξ(AB
FGχCD)FG − 2κ(A
FΘBCD)F − κ(ABΦCD) − 2κ(A
FΨBCD)F , (71c)
and similarly,
Pξ = − 12K
ABPκAB +D
ABPκAB −
1
3χξ +K
ABξAB
+χABξAB + 2κ
ABΦAB − ξ
ABCDχABCD, (72a)
PξAB = 4κABΛ−
2
3κABΦ− κ
CDΨABCD −
1
3KABξ −
1
3ξχAB −
1
3χξAB +
1
2K
CDξABCD
+ 12χ
CDξABCD + κ
CDΘABCD +
1
2ξ
CDχABCD +
1
2K(A
CξB)C − κ(A
CΦB)C
+ 12χ(A
CξB)C + ξ(A
CDFχB)CDF + D(A
CPκB)C −
1
2K(A
CPκ(B)C , (72b)
PξABCD = D(ABPκCD) −
1
2K(ABPκCD) −
1
3χξABCD −
1
3ξχABCD −
1
2K(ABξCD)
+K(A
F ξBCD)F + 2κ(A
FΨBCD)F − 2κ(A
FΘBCD)F − κ(ABΦCD)
− 12χ(ABξCD) + χ(A
F ξBCD)F − ξ(A
FχBCD)F − ξ(AB
FGχCD)FG. (72c)
Remark 5. If the tracefree Ricci spinor ΦAA′BB′ is made to vanish, then the above identities
reduce to those given in [3]. This corresponds to setting Ξ = 1 in the alternative CFEs.
6.3 The conditions HA′ABC = PHA′ABC = 0
Given the irreducible decomposition of the zero quantity HA′ABC , provided above, the condition
HA′ABC = 0 is equivalent to
ξABCD = 0, (73a)
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PκAB = −ξAB, (73b)
and the condition PHA′ABC = 0 is equivalent to
PHABCD = χA
FHFBCD,
which, in turn is equivalent to
PξABCD = 0, (74a)
P2κAB = −PξAB. (74b)
The wave equation for κAB, given in equation (35), can be rewritten in terms of the quantities
ξ, ξAB, ξABCD as follows
P2κBC =− 2DADξBC
AD − 23DBCξ + 2D(B
AξC)A − χPκBC − 8κBCΛ + 2κ
ADΨBCAD
+ 13KBCξ +
2
3ξχBC +K
ADξBCAD + 2χ
ADξBCAD −K(B
AξC)A − 2χ(B
AξC)A. (75)
It is important to note that the Killing spinor satisfies equation (35) by construction, and therefore
(75) can be assumed to hold throughout the domain of dependence of U ; in particular, we are free
to take further P−derivatives of the equation. Through repeated use of the identities (71a)-(71c),
(72a)-(72c), along with (73a)–(73b), the above wave equation can be seen to imply (74b), which
is therefore trivially satisfied. For future reference note that, using equation (72b), the wave
equation for κAB can alternatively be expressed as
P2κAB + PξAB =− 4κABΛ− χPκAB −
2
3κABΦ+ κ
CDΨABCD +
1
3ξχAB −
1
3χξAB +
3
2K
CDξABCD
+ 52χ
CDξABCD + κ
CDΘABCD +
1
2ξ
CDχABCD −
2
3DABξ − 2DCDξAB
CD
+ 2D(A
CξB)C − 2D(A
CPκB)C −
1
2KA
CPκB)C − κ(A
CΦB)C −
3
2χ(A
CξB)C
+ ξ(A
CDFχB)CDF . (76)
Finally, using equations (72c), and (71c) along with (73a)–(73b), one obtains
PξABCD = κ(A
FΨBCD)F .
Therefore, equation (74a) is equivalent to imposing the Buchdahl constraint, κ(A
FΨBCD)F = 0,
on U .
6.4 The conditions SAA′BB′ = PSAA′BB′ = 0
Using the definition of SABCD given in expression (68b) and the expression for SAA′BB′ as given
in equation (24), a direct computation using the space spinor formalism introduced in Section 6.1
renders
SABCD = KC(D|AF |PκB)
F − 6κ(D
FΦB)FAC −
1
2KABCDξ −
1
2KCDABξ −KCDAF ξB
F
−KABCF ξD
F + 14KC
FPκDF ǫAB −
1
4P
2κCDǫAB +
1
2PξCDǫAB +
1
4KCDξǫAB
− 12KC
F ξDF ǫAB +
1
4KA
FPκBF ǫCD −
1
4P
2κABǫCD +
1
2PξABǫCD +
1
4KABξǫCD
− 12KA
F ξBF ǫCD −
1
2PξǫABǫCD +
1
2DABPκCD +
1
2DCDPκAB +
1
2ǫCDDABξ
+ 12ǫABDCDξ −DABξCD −DCDξAB. (77)
Using the decompositions (64), (67) for KABCD and ΦABCD, equation (77) can decomposed
in irreducible components. The non-vanishing components (or combinations thereof) of this
decomposition are:
S(ABCD) = −ξχABCD − 2D(ABξCD) +D(ABPκCD) − 6κ(A
FΘBCD)F
− 3κ(ABΦCD) − χ(ABξCD) +
1
2χ(ABPκCD) − 2ξ(A
FχBCD)F
− χ(ABC
FPκD)F , (78a)
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S(AB)
F
F − S(A
F
|F |B) = −
1
2PκAB + P
2κAB − 2PξAB − 4κABΦ−KABξ +
2
3χξAB
+ 6κFCΘABFC − Pκ
FCχABFC + 2ξ
FCχABFC − 2DABξ
+ 2K(A
F ξB)F −K(A
FDABκB)F − 6κ(A
FΦB)F − 2χ(A
F ξB)F
+ χ(A
FPκB)F , (78b)
SFGFG + S
FG
GF = −2χξ − 2χ
FGPκFG + 4χ
FGξFG − 6κ
FGΦFG + 2DFGPκ
FG
− 4DFGξ
FG, (78c)
SFGFG − S
FG
GF = −K
FGPκFG − 2Pξ + 2K
FGξFG + 6κ
FGΦFG. (78d)
Note that in deriving expressions (78a)-(78d) the HABCD|S = 0 and PHABCD|S = 0 conditions
have not been used. Taking into account the HABCD|S = 0 conditions, encoded in equations
(73a)-(73b) and (74a)-(74b), and exploiting equations (71a)-(71c), the conditions encoded in
(78a)-(78d) reduce to
Pξ = 32K
FGξFG + 3κ
FGΦFG, (79a)
PξAB =
2
3DABξ −
4
3κABΦ−
1
3KABξ +
1
3χξAB +K(A
F ξB)F
−χ(A
F ξB)F + 2κ
FCΘABFC − 2κ(A
FΦB)F + ξ
FCχABFC , (79b)
κ(A
FΨBCD)F = 0. (79c)
Furthermore, one can verify, using the identities (72a)-(72b), that equations (79a)-(79b) are
identically satisfied if the intrinsic conditions (73a)-(73b) and (74a) -(74b) hold. Additionally,
observe that, as discussed in Section 6.3, the vanishing of the Buchdahl constraint (79c) is obtained
through condition (74a). In other words, the SABCD|S = 0 requirement does not impose any
extra conditions than those already encoded in HABCD|S = 0 and PHABCD|S = 0.
Now, to analyse the conditions imposed by requiring PSABCD = 0, observe that
τA
B′τC
D′PSBB′DD′ = PSABCD −K
F
CSABFD −K
F
ASCDFB. (80)
Consequently, if the conditions SABCD|S = 0 hold, then, it is enough to analyse the restriction
imposed by PSABCD|S = 0. Taking a P-derivative of equations (78a)-(78d) and exploiting the
space spinor formalism one obtains
PS(ABCD) = −ξPχABCD − χABCDPξ − 2PD(ABξCD) + PD(ABPκCD)
− 6κ(A
FPΘBCD)F − 3κ(ABPΦCD) − χ(ABPξCD) +
1
2χ(ABP
2κCD)
− ξ(ABPχCD) − 2ξ(A
FPχBCD)F + 6Θ(ABC
FPκD)F − 3Φ(ABPκCD)
+ 2χ(ABC
FPξD)F − χ(ABC
FP2κD)F +
1
2Pκ(ABPχCD)
+ PκA
FPχBCD)F , (81a)
P(S(AB)
F
F − S(A
F
|F |B)) = P
3κAB − 2P
2ξAB −
1
3PκABPχ−
1
3χP
2κAB − 4κABPΦ−KABPξ
+ 23χPξAB + 6κ
FCPΘABFC − Pκ
FCPχABFC − 2PDABξ − 4ΦPκAB
−ξPKAB+
2
3ξABPχ+2ξ
FCPχABFC + 6ΘABFCPκ
FC−χABFCPξ
FC
+ 2K(A
FPξB)F −K(A
FP2κB)F − 6κ(A
FPΦB)F − 2χ(A
FPξB)F
+ χ(A
FP2κB)F − 2ξ(A
FPKB)F + 2ξ(A
FPχB)F + 6Φ(A
FPκB)F
− PK(A
FPκB)F − Pκ(A
FPχB)F , (81b)
P(SFGFG + S
FG
GF ) = −2χPξ−2Pκ
FGPχFG−6κ
FGPΦFG + 2PDFGPκ
FG−4PDFGξ
FG
− 2ξPχ− 2χFGP2κFG + 4χ
FGPξFG + 4ξ
FGPχFG − 6Φ
FGPκFG,
(81c)
P(SFGFG − S
FG
GF ) = −PK
FGPκFG −K
FGP2κFG − 2P
2ξ + 2KFGPξFG + 6κ
FGPΦFG
+ 2ξFGPKFG + 6Φ
FGPκFG. (81d)
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Observe that, in deriving equations (81a)-(81d), the conditionsHABCD|S = 0 and PHABCD|S = 0
were not used. Similar to the discussion leading to equations (79a)-(79c), exploitingHABCD|S = 0
and PHABCD|S = 0 leads to simpler expressions. To implement this computation it will proof
convenient to derive some ancillary results first. This is done in the following.
Applying the commutator (65) to PκCD and exploiting the intrinsic conditions encoded in
(73b) and (74b) one obtains
PDABPκCD+DABPξCD =
1
2KABPξCD+ABξCD−̂ABξCD−K(A
FDB)F ξCD+KABFGD
FGξCD.
Similarly, using again the commutator (65) applied now to ξCD and exploiting the intrinsic
conditions encoded in (73b) and (74b) one obtains
PDABξCD−DABPξCD = −
1
2KABPξCD−ABξCD+̂ABξCD+K(A
FDB)F ξCD−KABFGD
FGξCD.
Comparing the last two expressions one concludes that
PDABPκCD + PDABξCD = 0. (82)
Additionally, observe that taking a P−derivative to equations (72a)-(72b) and exploiting equa-
tions (71a)-(71b) along with conditions (73a)-(73b) and (74a)-(74b) we obtain
P2ξ =32K
ABPξAB + 3κ
ABPΦAB +
3
2ξ
ABPKAB − 3ξ
ABΦAB, (83)
P2ξAB =−
4
3κABPΦ−
1
3KABPξ +
1
3χPξAB +K(B
CPξA)C + 2κ
CDPΘABCD
− 2κ(B
CPΦA)C −
2
3PDABξ +
1
3ξPKAB − χ(A
CPξB)C +
1
3ξABPχ+
4
3ΦξAB
− ξ(A
CPKB)C + ξ(A
CPχB)C + ξ
CDPχABCD − 2ξ
CDΘABCD + ξA
CΦBC
+ χABCDPξ
CD. (84)
Using the above expressions along with equations (82), (70), (71a)-(71c), (72a)-(72c), and the
HABCD|S and PHABCD|S = 0 conditions encoded in equations (73a)-(73b) and (74a)-(74b) we
obtain
6κ(A
FPΨBCD)F + 6Ψ(ABC
F ξD)F = 0, (85a)
P3κAB + P
2ξAB = 0. (85b)
To simplify equation (85b) we can exploit the wave equation for κAB as expressed in equation
(76). Taking a P−derivative of the latter equations and using the identities (71a)-(71c) (72a)-
(72c), and the HABCD|S and PHABCD|S = 0 conditions encoded in equations (73a)-(73b) and
(74a)-(74b) one obtains
P3κAB + P
2ξAB = 0.
Consequently, equation (85a) contains the only independent condition encoded by PSAA′BB′ |S =
0. Finally, one can exploit the conformal field equation encoded in the zero-quantity (20e) to
express the P derivative of the Weyl spinor in terms of intrinsic quantities at S. To do so, let
ΛABCD ≡ τA
A′ΛA′BCD,
YABCD ≡ τD
D′YABCD′ .
Exploiting the space spinor formalism one obtains
ΛABCD =
1
2PΨABCD −
1
2YABCD +DQDΨABC
Q,
from which one obtains evolution and constraint equations encoded in
Λ(ABCD) = 0, ΛAB
Q
Q = 0,
given explicitly by
PΨABCD + 2DQ(DΨABC)
Q − YABCD = 0, (86a)
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DPQΨPQAB −
1
2YAB
Q
Q = 0. (86b)
Using the evolution equation encoded in expression (86a), the condition given in equation
(85a) reads
PS(ABCD) = 6κ(A
FYBCD)F + 12κ(A
FD|F |
GΨBCD)G + 6Ψ(ABC
F ξD)F (87)
We are now in a position to formulate the main Theorem of this article:
Theorem 2. Consider an initial data set for the (alternative) conformal Einstein field equations,
as encoded in the zero-quantities (20a)-(20e), on a spacelike hypersurface S and let U ⊂ S denote
an open set. The development of the initial data set will have a Killing spinor in the domain of
dependence of U if and only if
D(ABκCD) = 0, (C1)
κ(A
FΨBCD)F = 0, (C2)
κ(A
FYBCD)F + 2κ(A
FD|F |
GΨBCD)G +Ψ(ABC
F ξD)F = 0, (C3)
are satisfied on U . The Killing spinor is obtained evolving according to the wave equation (35)
with initial data satisfying conditions (C1)-(C3) and
PκAB = −ξAB. (89)
Proof. The prior discussion of this section establishes that the conditions
HA′ABC = 0,
PHA′ABC = 0,
SAA′BB′ = 0,
PSAA′BB′ = 0
on U ⊂ S are equivalent to (C1)–(C3). Hence, appealing to Proposition 1, we see that if (C1)–
(C3) hold on U , then the domain of dependence of U is endowed with a Killing spinor.
Definition. The equations (C1)-(C3) will be referred to as the conformal Killing spinor initial
data equations, and a solution, κAB, thereof a Killing spinor candidate.
Remark 6. The conditions (C1)-(C3) are a highly-overdetermined system of equations. It there-
fore follows that, while they are to be read as equations for the Killing spinor candidate, κAB, the
existence of a non-trivial solution to the these equations places strong restrictions on the initial
data and, consequently, on the resulting spacetime. Observe that (C2) implies that the restriction
of the Weyl spinor to S is algebraically special. It will be seen in Section 7 that, equation, (C3)
places further constraints on curvature associated to initial data for the (alternative) CFEs, in
the sense of restricting various components of the Cotton spinor, when expressed in terms of a
suitably-adapted spin dyad.
Remark 7. While the analysis in this article is carried out via the spinor formalism, we remark
here that the main results could alternatively be rewritten in tensorial terms; the above Theorem
may be reframed in terms of the existence of a Killing–Yano tensor (rather than of a Killing
spinor) on the spacetime development.
The conditions (C1)-(C3) were derived from (63a)-(63d) exploiting the space spinor formalism
adapted to a timelike Hermitian spinor τAA
′
corresponding to the normal vector to the initial
hypersurface S. Nevertheless, conditions (63a)-(63d) are irrespective of the causal nature of S ,
consequently, a similar analysis to that given in Section 6 can be used to identify spinorial Killing
initial data for the conformal Einstein field equations on a timelike or null hypersurface as well.
The initial hypersurface S can be chosen to determined by the condition Ξ = 0 so that S corre-
sponds to the conformal boundary I . In this case, conditions (C1)-(C3) provide with conditions
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on asymptotic initial data that ensure the existence of a Killing spinor in the development of this
data. This Killing spinor can be used to construct a conformal Killing vector in the unphysical
spacetime (M, g) corresponding to a Killing vector of the physical spacetime (M˜, g˜) —see Lemma
1. On the other hand, setting Ξ = 1, so that we have Cauchy data for the Einstein field equations,
the Cotton tensor (spinor) vanishes and conditions (C1)-(C3) reduce to the conditions given in
[2, 3, 4]. Note that, while condition (C3) trivialises in this case as it to follow as a consequence
of (C1)-(C2) —see [5] for a detailed discussion of this. Nevertheless, in the general case (Ξ 6= 1),
(C3) encodes non-trivial information about the Cotton spinor and cannot be eliminated by virtue
of the conditions (C1)-(C2) alone —see Remark 6.
7 Further analysis of the conformal Killing spinor initial
data equations
In this section the conditions (C1)-(C3) are further analysed by expressing them in components
with respect to a spin dyad adapted to the Killing spinor κAB. The ultimate goal of this section
is to show that, in contrast to the Ξ = 1 case —see [5], the condition (C3) is in general non-
trivial; that is to say that it does not follow as a consequence of conditions (C1)-(C2). Rather,
we will see that (C3) captures essential information about the Cotton spinor, and may only be
eliminated from the conformal Killing spinor initial data equations by additionally constraining
certain components of the Cotton spinor.
Recalling that YABCD = Y(ABC)D let Yi with i = 0, ...,7 denote the components of YABCD
respect to a spin dyad, {oA, ιA}, normalised as oAι
A = 1. In other words, let
Y0 = ι
AιBιCιDYABCD, Y4 = ι
AoBoCιDYABCD,
Y1 = ι
AιBιCoDYABCD, Y5 = ι
AoBoCoDYABCD,
Y2 = ι
AιBoCιDYABCD, Y6 = o
AoBoCιDYABCD,
Y3 = ι
AιBoCoDYABCD, Y7 = o
AoBoCoDYABCD.
Using the latter notation YABCD is expressed as follows
YABCD = Y0oAoBoCoD − Y1oAoBoCιD − 3Y2oDo(AoBιC) + 3Y3ιDo(AoBιC)
+ 3Y4oDo(AιBιC) − 3Y5ιDo(AιBιC) − Y6oDιAιBιC + Y7ιAιBιC ιD. (90)
The results of this section are summarised in the following Proposition:
Proposition 2. If κABκ
AB 6= 0 then there exists a dyad, {o, ι}, and some real-valued function
κ for which
κAB = e
κo(AιB).
In terms of this adapted dyad, and assuming (C1)–(C2), the condition (C3) is then equivalent to
Y0 = Y1 = Y6 = Y7 = 0.
On the other hand, if κABκ
AB = 0 then there exists a dyad, {o, ι}, for which κAB = oAoB , in
terms of which condition (C3) is equivalent to
Y2 = Y3 = Y4 = Y5 = Y6 = Y7 = 0.
Cases i) and ii) are dealt with separately in the remainder of this section.
Remark 8. Note that if the spacetime is of Type O, i.e. ΨABCD = 0, then it follows from the
conformal field equations (namely, the equation ΛA′ABC = 0) that YABCC′ = 0 and hence that
(C2), (C3) trivialise, leaving only (C1).
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7.1 Type D Case: κABκ
AB 6= 0
If κABκ
AB 6= 0 then one can choose a normalised spin dyad {oA, ιB} with oAι
A = 1, adapted to
κAB. In other words, such that
κAB = e
κo(AιB), (91)
where κ is a scalar field. Similarly, condition (C2) implies that
ΨABCD = ψo(AoBιCιD), (92)
where ψ is a scalar field. Using these expressions condition (C1) implies the following equations
oAoBoCDBCoA = 0, (93a)
oAoBDABκ = −2o
AoBιCDBCoA, (93b)
oAιBDABκ =
1
2o
AoBιCDABιC −
1
2o
AιBιCDBCoA, (93c)
ιAιBDABκ = 2o
AιBιCDACιB, (93d)
ιAιBιCDBCιA = 0. (93e)
Additionally, using equation (91) the spinor ξAB can be expressed as
e−κξAB =
1
2o(ADB)
CιC −
1
2o
CD(A|C|ιB) +
1
2 ι(ADB)
CoC −
1
2 ι
CD(A|C|oB)
− 12o(Aι
CDB)Cκ −
1
2o
Cι(ADB)Cκ. (94)
Using equations (92) and (90) the constraint equations encoded in ΛAB
Q
Q = 0 as given by (86b)
imply
oAoBDABψ = 3Y5 − 3Y6 − 2o
AψDABo
B + 4oAoBψιCDBCoA + 2o
AoBoCψDBCιA,(95a)
oAιBDABψ = −
3
2Y3 +
3
2Y4 − ψι
ADABo
B − oAψDABι
B − 12o
AoBψιCDABιC
−oAψιBιCDACoB +
1
2o
AψιBιCDBCoA + o
AoBψιCDBCιA, (95b)
ιAιBDABψ = 3Y1 − 3Y2 − 2ψι
ADABι
B − 4oAψιBιCDACιB − 2ψι
AιBιCDBCoA, (95c)
while condition (C3) is equivalent to
ψoAoBoCDBCoA − Y7 = 0, (96a)
ψoAoBιCDABoC − ψo
ADABo
B − 16o
AoBDABψ +
1
2Y5 −
1
6Y6 = 0, (96b)
ψoAoBιCDABιC−ψo
AιBιCDBCoA−4ψDAB(o
AιB)−2oAιBDABψ−3Y3+3Y4 = 0, (96c)
ψιAιBιCDBCoA + ψι
ADABι
B + 16 ι
AιBDABψ +
1
2Y2 −
1
6Y1 = 0, (96d)
ψιAιBιCDBCιA − Y0 = 0. (96e)
A computation using equations (94) with (93a)-(93e) and (95a)-(95c), shows that the condition
(C3) implies
Y0 = Y1 = Y6 = Y7 = 0. (97)
The converse also holds. That is to say, if equation (97) along with (C1)-(C2) are satisfied, and
assuming one has initial data for the alternative CFEs —so that, in particular, ΛAB
Q
Q = 0—
then condition (C3) holds.
7.2 Type N Case: κABκ
AB = 0
If κABκ
AB = 0 then one can choose a normalised spin dyad {oA, ιB} such that
κAB = oAoB. (98)
Condition (C2) in this adapted dyad implies
ΨABCD = ψo(AoBoCoD). (99)
24
Using equation (98) one observes that condition (C1) implies
oAoBoCDABoC = 0, (100a)
oAoBιCD(ABoC) = 0, (100b)
oAιBιCD(ABoC) = 0, (100c)
ιAιBιCDABoC = 0. (100d)
Additionally, using equation (98) the spinor ξAB can be expressed as
ξAB = −
1
2o
CDACoB −
1
2oBDACo
C − 12o
CDBCoA −
1
2oADBCo
C . (101)
Using equations (99) and (90) the constraint equations encoded in ΛAB
Q
Q = 0 as given by
equation (86b) imply
Y5 − Y6 = 0, (102a)
Y3 − Y4 = 0, (102b)
oAoBDABψ =
1
2Y1 −
1
2Y2 − 2o
AψDABo
B − 2oAoBιCψDABoC , (102c)
Observe that in contrast with the case discussed in Section 7.1, constraints (102a)-(102b) imme-
diately imply algebraic dependence of various components of the Cotton spinor. In this case (C3)
is equivalent to
Y5 = Y7 = 0, (103a)
oAoBoCψDBCoA −
1
2Y3 = 0, (103b)
oAoBψιCD(ABoC) −
1
2Y2 = 0. (103c)
A computation using equations (101), (100a)-(100d) and (102b)-(102c) shows that condition (C3)
implies
Y2 = Y3 = Y4 = Y5 = Y6 = Y7 = 0. (104)
Again, the converse holds so that condition (C3) may be replaced with equation (104). Collecting
together both cases, Proposition 2 follows immediately.
Conclusions
In this article a conformal version of the Killing spinor initial data equations given in [16] are
derived. By conformal it is understood that (M, g) is conformally related to an Einstein spacetime
(M˜, g˜). Consequently, we call these conditions the conformal Killing spinor initial data equations.
The existence of a non-trivial solution of this system of equations is a necessary and sufficient
condition for the existence of a Killing spinor on the development. The conditions are intrinsic to
a spacelike hypersurface S ⊂M. In the case where the conformal rescaling is trivial, Ξ = 1, the
conditions reduce to those given in [3]. These conditions contain one differential condition and two
algebraic conditions. The differential condition corresponds to the so-called spatial Killing spinor
equation. The first algebraic condition corresponds to the restriction of the Buchdahl constraint on
the initial hypersurface and the second imposes restrictions on the Cotton spinor of the initial data
set. Moreover, it was shown that, in a spin dyad adapted to the Killing spinor, these conditions
can be used along with the conformal Einstein field equations to show that certain components
(at least half of them) of the Cotton spinor YABCA′ have to vanish on the initial hypersurface
S. Notice that the conformal approach followed in this article —i.e., use of the (alternative)
conformal Einstein field equations— opens the possibility to allow S to be determined by Ξ = 0
so that it to corresponds to the conformal boundary I . The analysis given in this article already
shows that in a potential characterisation of the Kerr-de Sitter spacetime, via the existence of
Killing spinors at the conformal boundary, the Cotton spinor will play a replant role. This is
not unexpected since the conformal boundary of the Kerr-de Sitter spacetime is conformally flat
—see [1, 21]. Therefore, the Cotton tensor associated with asymptotic initial data corresponding
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to the Kerr-de Sitter spacetime vanishes. Nonetheless, future applications are not restricted to
the analysis of de-Sitter like spacetimes. To see this, notice that, the most delicate part of the
analysis consisted on finding a system of homogeneous wave equations for HA′ABC and SAA′BB′ .
This system of wave equations in turn, leads to conditions (63a)-(63d) which are irrespective of
the causal nature of S. Consequently, one could investigate the analogous conditions to those
derived in Section 6 considering a timelike or null hypersurface S instead. In the latter case
one could consider the conformal boundary of an asymptotically flat spacetime. In the case of a
timelike hypersurface S, the analogous conditions could be useful for the analysis of anti-de Sitter
like spacetimes.
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8 Appendix
PC′A′BD ≡ −
1
18YD
AC
C′HA′BAC −
1
18YB
AC
C′HA′DAC +
1
36ΦDAC′B′S
AB′
BA′
+ 136ΦBAC′B′S
AB′
DA′ −
1
24ΦBAA′C′S
AB′
DB′ −
1
36ΛSBA′DC′ +
1
36ΦDAC′B′SB
B′A
A′
− 124ΦDAA′C′SB
B′A
B′ +
1
36 Ψ¯A′C′B′D′SB
B′
D
D′ − 112ΛSBC′DA′ −
1
36ΛSDA′BC′
+ 136ΦBAC′B′SD
B′A
A′ +
1
36 Ψ¯A′C′B′D′SD
B′
B
D′ − 112ΛSDC′BA′ +
1
36ΛSB
B′
DB′ ǫ¯A′C′+
1
36ΛSD
B′
BB′ ǫ¯A′C′ +
1
9HB′BDC∇AC′Φ
AC
A′
B′ − 19ΨBDCF∇AC′HA′
ACF
+ 13Λ∇AC′HA′BD
A − 13HA′BDA∇
A
C′Λ +
1
9ΦD
A
A′
B′∇CC′HB′BA
C
+ 19Φ
AC
A′
B′∇CC′HB′BDA +
1
9ΦB
A
A′
B′∇CC′HB′DA
C − 19HB′DAC∇
C
C′ΦB
A
A′
B′
− 19HB′BAC∇
C
C′ΦD
A
A′
B′ − 19HA′
ACF∇FC′ΨBDAC +
1
9ΨDACF∇
F
C′HA′B
AC
+ 19ΨBACF∇
F
C′HA′D
AC
QC′A′BD ≡
1
18ΦDAC′B′S
AB′
BA′ +
1
18ΦBAC′B′S
AB′
DA′ −
1
12ΦBAA′C′S
AB′
DB′ −
1
18ΛSBA′DC′
+ 118ΦDAC′B′SB
B′A
A′ −
1
12ΦDAA′C′SB
B′A
B′ +
1
18 Ψ¯A′C′B′D′SB
B′
D
D′ − 16ΛSBC′DA′
− 118ΛSDA′BC′ +
1
18ΦBAC′B′SD
B′A
A′ +
1
18 Ψ¯A′C′B′D′SD
B′
B
D′ − 16ΛSDC′BA′
+ 112ΨBDACS
AB′C
B′ ǫ¯A′C′ −
7
36ΛSB
B′
DB′ ǫ¯A′C′ −
1
36ΛSD
B′
BB′ ǫ¯A′C′
− 112ΛS
AB′
AB′ǫBD ǫ¯A′C′ −
1
18HB′DAC∇BC′Φ
AC
A′
B′ + 118HA′
ACF∇BC′ΨDACF
+ 118ΨDACF∇BC′HA′
ACF − 118Φ
AC
A′
B′∇BC′HB′DAC −
1
18HB′BAC∇DC′Φ
AC
A′
B′
+ 118HA′
ACF∇DC′ΨBACF +
1
18ΨBACF∇DC′HA′
ACF − 118Φ
AC
A′
B′∇DC′HB′BAC
UA′BC′D ≡ −
1
24YD
AC
C′HA′BAC −
1
24YB
AC
C′HA′DAC −
1
24YD
AC
A′HC′BAC −
1
24YB
AC
A′HC′DAC
− 112ΨBDCF∇AC′HA′
ACF − 112HC′
ACF∇FA′ΨBDAC −
1
12HA′
ACF∇FC′ΨBDAC
+ 112ΨDACF∇
F
C′HA′B
AC + 112ΨBACF∇
F
C′HA′D
AC − 14ΨBDACS
(A
(A′
C)
C′)
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