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Abstract
We call a semigroup in the set of non-negative integers minimally generated by n1, n2, n3, n4 with
n1 + n4 = n2 + n3 a balanced semigroup. We prove that the monomial curves associated with balanced
semigroups are set-theoretic complete intersections.
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It is a very interesting problem to find a system of equations for an algebraic set. In the
area of computer algebra, the methods to find it have been improved. On the other hand, the
problem of determining the minimal number of equations to define an algebraic set still remains.
In particular, for curves in affine n-space, it is conjectured that this number must be n − 1. Even
for monomial curves, whose coordinates are the powers of a parameter, the conjecture is currently
open. There are partial results for this, see [1–3,8,11,12,14]. Let I be the defining ideal of a
monomial curve. We note that if the characteristic of the base field is positive, then there are n−1
binomials which define I up to radical [10], so we consider the conjecture under the assumption
that the characteristic of the base field is zero. Recently, Thoma [13] proved that I is a complete
intersection if it is generated by n− 1 binomials up to radical. A binomial is a polynomial of the
form, a monomial minus a monomial. This implies that we have to give up on finding a system
of n − 1 binomials to define I up to radical, if I is not a complete intersection. Note that there
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in which I is generated by n − 2 binomials and one polynomial up to radical is given and it is
shown that the monomial curve {(t17, t19, t25, t27): t ∈ k} does not satisfy this condition, where
k is a field of characteristic zero. And, in [5], it is proved that curve’s defining ideal is generated
by one binomial and two polynomials up to radical. In this paper, we show that the defining
ideals of the monomial curves associated with balanced semigroups, {(tn1 , tn2, tn3, tn4): t ∈ k}
satisfying n1 + n4 = n2 + n3, are set-theoretic complete intersections. These curves includes the
above concrete monomial curve. In fact, we show that the defining ideal of a monomial curve is a
set-theoretic complete intersection if it is associated with an extended balance semigroup, which
belongs to slightly wider class than that of balanced semigroups.
Now we begin with the notation of lattice ideals.
1. Lattice ideals and lattice divisors
In this section, we recall notions and definitions for lattice ideals and lattice divisors. We refer
to [4]. Let Z be the ring of integers and A = k[X1, . . . ,XN ] a polynomial ring over a field k
where N > 0. We denote the characteristic of k by chark. For v ∈ ZN =⊕Ni=1 Zei , we denote
the monomial
∏N
i=1 X
σi(v)
i in the Laurent ring k[X±11 , . . . ,X±1N ] by Xv , where σi(v) is the ith
entry of v for each i. And we set
v+ =
N∑
i=1
max
{
σi(v),0
}
ei, v
− =
N∑
i=1
max
{−σi(v),0}ei .
Then v = v+ − v−. We associate v ∈ ZN with a binomial
F(v) = Xv− −Xv+ .
For a monomial M , we denote the support of M by suppM , and for v ∈ ZN , we write suppv =
{i: σi(v) = 0}. For a submodule V in ZN , we call the binomial ideal
I (V ) = (1 −Xv)
v∈V ∩A
the lattice ideal associated with V , where (1 − Xv)v∈V is a binomial ideal in the Laurent ring.
By definition, I (V ) is generated by all binomials of the form F(v) where v ∈ V and its height
is equal to the rank of V . And each monomial Xi is a non-zero-divisor on A/I (V ). For natural
numbers n1, . . . , nN , the 1×N -matrix (n1, . . . , nN) defines a map ZN → Z which sends v ∈ ZN
to
∑N
i=1 niσi(v). We usually assume that V is contained in
Ker(n1, . . . , nN) =
{
v ∈ ZN :
N∑
i=1
niσi(v) = 0
}
,
the kernel of the map defined by (n1, . . . , nN) for some natural numbers n1, . . . , nN . In this case,
we say that V is positive. If V is positive, I (V ) is a homogeneous ideal when we put degXi = ni
for each i.
K. Eto / Journal of Algebra 319 (2008) 1355–1367 1357Definition 1.1. (See [4, Definition 1.1], cf. [8, Definition 3.4].) Let V be a positive submodule of
rank r and W a proper submodule of V of rank r ′. If I (V )/I (W) is generated by r − r ′ elements
in A/I (W) up to radical, then we say that I (V ) is set-theoretic complete intersection (in short,
s.t.c.i.) on I (W).
Definition 1.2. (See [4, Definition 1.2].) Let V be a positive submodule in ZN of rank r . For a
non-empty subset S of [1,N], suppose that the following two conditions are satisfied;
(1) for each v ∈ V , either F(v) ∈ (Xi)i∈S or suppv ∩ S = ∅ holds,
(2) rankVS = r + 1 − |S| where VS = {v ∈ V : suppv ∩ S = ∅}.
Then we say that the ideal pS = (Xi)i∈S + I (VS) is a lattice divisor of I (V ).
We note that the maximal ideal (Xi)i=1,...,N is the only lattice divisor of I (V ) if rankV =
N − 1 and that there are exactly two lattice divisors of I (V ) if rankV = N − 2 where N > 2
[4, Lemma 1.3].
Definition 1.3. (See [4, Definition 1.4].) Let V be a positive submodule and pS1 , . . . ,pSs all
lattice divisors of I (V ). For each l, consider the projection ρl :ZN =⊕Ni=1 Zei →⊕i∈Sl Zei .
Then ρl(V ) is positive of rank |Sl | − 1, since ρ˜l(pSl ) is a maximal ideal in k[Xi]i∈Sl , where
ρ˜l is the induced algebra map by ρl , and since ht ρ˜l(pSl ) − ht ρ˜l(I (V )) = 1. Then there are
unique natural numbers {nli}i∈Sl whose gcd is 1 such that ρl(V ) is contained in the kernel of
the map Z|Sl | → Z defined by {nli}i∈Sl . We put nli = 0 if i /∈ Sl . Then, from the s × N -matrix
(nli)1ls,1iN , we obtain the Z-homomorphism τ :ZN → Zs , called the defining map of V .
Indeed, Ker τ contains V and has the same rank as V . When ZN/V is torsion free, they are
equal.
Further, τ induces an algebra map τ˜ :A → k[t1, . . . , ts]. By definition, τ˜ (pSl ) ⊂ (tl) and
τ˜−1((tl)) = pSl for each l.
2. Intersection of lattice ideals
We give two results proved in [4].
Proposition 2.1. (See [4, Proposition 2.3], cf. [8, Theorem 3.1].) Let V be a positive sub-
module in ZN of rank r and W ⊂ V a submodule of rank r − 1. Assume that there is w ∈ V
with V = W + Zw (equivalently V/W is torsion free). Let τ be the defining map of W and
τ˜ :A → k[t1, . . . , ts] the induced algebra map by τ . Then the following are equivalent;
(1) I (V ) is s.t.c.i. on I (W),
(2) there is a d > 0 satisfying F(τ(w))d ∈ τ˜ (I (V )).
Theorem 2.2. (See [4, Theorem 3.1].) Assume chark = 0 and N > 2. Let n1, . . . , nN be posi-
tive integers, V = Ker(n1, . . . , nN) and W a submodule of rank N − 2. Then the following are
equivalent:
(1) I (V ) is s.t.c.i. on I (W),
(2) there are w1,w2 ∈ V satisfying w1 +w2 ∈ W and I (V ) = √I (W)+ (F (w1),F (w2)).
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Proposition 2.3. (Cf. [4, Proposition 2.3].) Let W1,W2 be positive submodules in ZN of rank
r > 1. Assume that W1/(W1 ∩ W2) and W2/(W1 ∩ W2) are torsion free and rank(W1 ∩ W2) =
r −1. Let τ be the defining map of W1 ∩W2 and wi ∈ τ(Wi) with τ(Wi) = Zwi for i = 1,2. Then
I (W1) ∩ I (W2) is s.t.c.i. on I (W1 ∩ W2) if and only if there is G ∈ I (W1) ∩ I (W2) satisfying
τ˜ (G) = F(w1)a1F(w2)a2 for some a1, a2 > 0.
Proof. If I (W1)∩I (W2) is s.t.c.i. on I (W1)∩I (W2), then there is G ∈ I (W1)∩I (W2) satisfying
I (W1)∩ I (W2) =
√
(G)+ I (W1 ∩W2).
Then there are a1, a2 > 0 with F(w1)a1F(w2)a2 ∈ (τ˜ (G)). Since I (τ (W1)) = (F (w1)) and
I (τ (W2)) = (F (w2)), we have I (τ (W1)) ∩ I (τ (W2)) = (F (w1)F (w2)), thus
√
(τ˜ (G)) =√
(F (w1)F (w2)). Since rank(τ (W1)+ τ(W2)) = 2, w1 and w2 are linearly independent over Q,
hence F(w1) and F(w2) do not have a common factor. By considering the irreducible decompo-
sition of τ˜ (G), we see that there are a1, a2 > 0 with F(w1)a1F(w2)a2 ∈ τ˜ (I (W1)∩ I (W2)).
The proof of the reverse implication is similar to that of [4, Proposition 2.3]. 
Proposition 2.4. Let d1, d2, d3, d4 be pairwise coprime natural numbers,
v =
⎛⎜⎝
d1
−d2
−d3
d4
⎞⎟⎠ ,
and v1, v2, v3 ∈ Z4 with suppv+j = {j} for j = 1,2,3, suppv−1 ⊂ {2,3}, suppv−2 = {1,3},
suppv−3 = {2,3}. Further assume that di divides σi(vj ) for i = 1,2,3,4 and j = 1,2,3. Put
Wj = Zv + Zvj for j = 1,2,3. Then
(1) If (X1,X2,X4) and (X1,X3,X4) are lattice divisors of I (W1), and if (X1,X3,X4) and
(X2,X3,X4) are lattice divisors of I (W3), and if σ2(v1)/d2 < σ3(v1)/d3, then I (W1) ∩
I (W3) is a set-theoretic complete intersection.
(2) If (X1,X3,X4) and (X2,X3,X4) are lattice divisors of I (W3), then I (W2) ∩ I (W3) is a
set-theoretic complete intersection.
Proof. Let τ :Z4 → Z4 be the defining map of Zv and τ˜ :A → k[Yj ]j=1,2,3,4 the map induced
by τ . We may assume that τ is defined by the matrix
⎛⎜⎝
d2 d1 0 0
d3 0 d1 0
0 d4 0 d2
⎞⎟⎠ .
0 0 d4 d3
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τ(v) =
⎛⎜⎝
d2σ1(v)+ d1σ2(v)
d3σ1(v)+ d1σ3(v)
d4σ2(v)
d4σ3(v)
⎞⎟⎠
for v ∈ V satisfying σ4(v) = 0. Note that Y τ(v)− (respectively Y τ(v)+ ) divides τ˜ (Xv−) (re-
spectively τ˜ (Xv+)) for v ∈ V , and supp τ(v)− ⊂ supp τ˜ (Xv−) (respectively supp τ(v)− ⊂
supp τ˜ (Xv−)). Thus supp τ(v1)+ ⊂ {1,2} since suppv+1 = {1}. In case (1), by the assumption
of the lattice divisors, there is a v ∈ W1 with suppv− = {4}, thus supp τ(v1)− ⊂ {3,4}, since
τ(W1) = Zτ(v1). Hence
F
(
τ(v1)
)= Y−d4σ2(v1)3 Y−d4σ3(v1)4 − Yd2σ1(v1)+d1σ2(v1)1 Yd3σ1(v1)+d1σ3(v1)2 .
Similarly,
F
(
τ(v2)
)=
⎧⎪⎪⎨⎪⎪⎩
Y
−d3σ1(v2)−d1σ3(v2)
2 Y
−d4σ3(v2)
4 − Yd2σ1(v2)+d1σ2(v2)1 Yd4σ2(v2)3 ,
if (X1,X2,X3), (X2,X3,X4) are lattice divisors of I (W2),
Y
−d2σ1(v2)−d1σ2(v2)
1 Y
−d3σ1(v2)−d1σ3(v2)
2 Y
−d4σ3(v2)
4 − Yd4σ2(v2)3 ,
if (X1,X2,X4), (X2,X3,X4) are lattice divisors of I (W2),
F
(
τ(v3)
)= Y−d2σ1(v3)−d1σ2(v3)1 Y−d3σ1(v3)−d1σ3(v3)2 Y−d4σ2(v3)3 − Yd4σ3(v3)4 .
Since τ˜ (I (Wj )) = I (τ (Wj ))∩ Im τ˜ for j = 1,2,3, we have
τ˜
(
I (W1)
)= (Yd1d21 , Y d3d44 )c1(F (τ(v1))) · Im τ˜ ,
τ˜
(
I (W2)
)=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(Y
d1d3
1 , Y
d2d4
4 )
c2(F (τ(v2))) · Im τ˜ ,
if (X1,X2,X3) is a lattice divisor,
(Y
d1d2
1 , Y
d3d4
4 )
c2(F (τ(v2))) · Im τ˜ ,
if (X1,X2,X4) is a lattice divisor,
τ˜
(
I (W3)
)= (Yd1d32 , Y d2d43 )c3(F (τ(v3))) · Im τ˜ ,
where c1 = σ3(v1)/d3 − σ2(v1)/d2, c2 = −σ1(v2)/d1 in the former case, σ2(v2)/d2 in the latter
case, and c3 = σ3(v3)/d3. Note F(τ(vj )) ∈ (Y d1d32 , Y d2d43 )cj · Im τ˜ for j = 1,2 and F(τ(v3)) ∈
(Y
d1d2
2 , Y
d3d4
3 )
c3 · Im τ˜ . Let c′j be the lcm of cj and c3 for j = 1,2. Then
F
(
τ(vj )
)c′j /cj F (τ(v3))c′j /c3 ∈ (Yd1d32 , Y d2d43 )c′j (F (τ(v3))c′j /c3) Im τ˜ = τ˜(I (Wj )c′j /c3)
for j = 1,2. By Proposition 2.3, I (Wj )∩ I (W3) is s.t.c.i. on (F (v)), hence a set-theoretic com-
plete intersection for j = 1,2. 
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We first make an elementary observation. Let R be a ring, I an ideal in R and J1, J2 subideals
of I . Assume that there is gi ∈ I with
√
I = √(gi)+ Ji for i = 1,2. If g1 − g2 ∈ J1 + J2, i.e.
there are h1 ∈ J1 and h2 ∈ J2 with g1 − g2 = h1 + h2, then we put g = g1 − h1 = g2 + h2 and
obtain
√
I =√(g)+ J1 ∩ J2.
Proposition 3.1. Let R be a finitely generated graded k-algebra with maximal ideal m. And let
m > 0, I a homogeneous ideal in R of height N − 1 and J1, . . . , Jm homogeneous subideals of I
of height N − 2 such that
(1) there is a gi ∈ I with
√
I = √(gi)+ Ji for each i,
(2) √Jl + Jl′ =
√
I if l = l′.
Then there is a g ∈ I satisfying
√
I =√(g)+ J1 ∩ · · · ∩ Jm.
Proof. For any n > 0, there is l > 0 such that mn contains the lth component Rl of R. Thus, if a
is an ideal with
√
a = m, then a contains Rl for l 
 0.
We may assume I = √I and that gi is homogeneous for each i. We prove the assertion by
induction on m. If m = 1, we have nothing to prove. Assume m > 1. Put J ′ = J2 ∩ · · · ∩ Jm. By
the induction hypothesis, there is g ∈ J ′ with I =√(g)+ J ′. We also have √J1 + J ′ = I by the
assumption. Since J1 + J ′ is a homogeneous ideal of height N − 1, there is an m-primary ideal
a with J1 + J ′ = I ∩ a. Consider gn1 − gn for n > 0. By taking the power, we may assume that
g1 and g have the same degree, then gn1 − gn is homogeneous. Since mn ⊂ a for n 
 0, we have
gn1 − gn ∈ a, thus in J1 + J ′ if n 
 0. By the previous argument, we have a desired g. 
From Proposition 3.1, we immediately have
Theorem 3.2. Assume chark = 0 and N > 2. Let V be a positive submodule in ZN of rank
N − 1. Assume that there are submodules W1,W2 ⊂ V of rank N − 2 satisfying I (V ) =√
I (W1)+ I (W2), such that I (V ) is s.t.c.i. on both I (W1) and I (W2). Then I (V ) is s.t.c.i.
on I (W1)∩ I (W2).
4. Extended balanced semigroups
We first define a balanced semigroup. We refer to [7].
Definition 4.1. Let S be an additive subsemigroup in the set of all non-negative integers. If there
are natural numbers n1, . . . , nN satisfying
S =
{
N∑
aini : ai ∈ Z, ai  0 for each i
}
,i=1
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the number N is minimal, we say that S is minimally generated by n1, . . . , nN .
If S is generated by integers whose gcd is 1, then we say that S is numerical. Assume that S is
numerical and minimally generated by 4 integers, say n1 < n2 < n3 < n4. If n1 + n4 = n2 + n3,
then S is called balanced.
We generalize this concept to that of an extended balanced semigroup.
Definition 4.2. Let S be a numerical semigroup minimally generated by n1, n2, n3, n4 and di the
gcd of {n1, n2, n3, n4} − {ni} for each i. If d1n1 + d4n4 = d2n2 + d3n3, then we say that S is
extended balanced.
Example 4.3. H(14,15,20,21) is a balanced semigroup. On the other hand, both H(7,16,
18,20) and H(20,21,48,54) are extended balanced semigroups.
Note 4.4. If a semigroup S is balanced, then it is extended balanced. For, if S is balanced and
generated by n1, n2, n3, n4 with n1 + n4 = n2 + n3, then di = 1 for each i.
Definition 4.5. Let S be a semigroup generated by n1, n2, n3, n4. Put V (S) = Ker(n1, n2,
n3, n4) ⊂ Z4. Then we can define the lattice ideal I (V (S)) in A = k[X1,X2,X3,X4] associ-
ated with V (S).
Note 4.6. Let S be a numerical semigroup minimally generated by n1, n2, n3, n4. Then S is
extended balanced if and only if Xd11 X
d4
4 − Xd22 Xd33 is a part of an minimal generating system
of I (V (S)), where di is the number defined in Definition 4.2 for each i.
Further,
Proposition 4.7.
d1n1 + d4n4 = d2n2 + d3n3 = gcd(n1, n4) · gcd(n2, n3)
holds if and only if I (V (S)) is a complete intersection.
Before we prove it, we present Gastinger’s theorem:
Theorem 4.8. (See [6].) Let A = k[X1, . . . ,XN ], S a numerical semigroup generated by
n1, . . . , nN , and J ⊂ I (V (S)) ideals. Then J = I (V (S)) if and only if
dimk A/
(
J + (X1)
)= n1.
Proof of Proposition 4.7. Put a1 = n4/gcd(n1, n4), a2 = n3/gcd(n2, n3), a3 = n2/gcd(n2, n3)
and a4 = n1/gcd(n1, n4). Then
f = Xd11 Xd44 −Xd22 Xd33 , f1 = Xa11 −Xa44 , f2 = Xa22 −Xa33 ∈ I
(
V (S)
)
.
Put J = (f,f1, f2). Then J is a complete intersection lattice ideal and
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(
J + (X1)
)= ∣∣∣∣∣ 0 −a2 d20 a3 d3−a4 0 −d4
∣∣∣∣∣= a4(a2d3 + a3d2)
= n1(d2n2 + d3n3)/
(
gcd(n1, n4) · gcd(n2, n3)
)
.
By Theorem 4.8, J = I (V (S)) if and only if
d2n2 + d3n3 = gcd(n1, n4) · gcd(n2, n3).
Note that J = I (V (S)) if and only if I (V (S)) is a complete intersection for an extended balanced
semigroup S. 
Note 4.9. In [7], a balanced semigroup S is called unitary, if the equality in Proposition 4.7 holds.
We conclude that S is a unitary semigroup if and only if I (V (S)) is a complete intersection and
contains X1X4 −X2X3.
We give another characterization of unitary semigroups.
Proposition 4.10. (cf. [7, Theorem 2.1].) Let S be a numerical semigroup. Then the following
are equivalent;
(1) S is unitary,
(2) there is a d > 0 such that for the ideal I = (0, d) of S, i.e. I = S ∪ (d + S) where d + S =
{d + a: a ∈ S}, the ideal S − I = {a ∈ S: a + I ⊂ S} is minimally generated by 2 elements
and S\{0} = I + (S − I ) is minimally generated by 4 elements.
Proof. In [7], the assertion (1) ⇒ (2) is proved. We give another proof here. If S satisfies
the condition (2), and if S − I is generated by b1, b2, then it is generated by b1, b2, b1 + d,
b2 + d . Since S is minimally generated by 4 elements, it is balanced. Hence we may as-
sume S = H(n1, n2, n3, n4) with n1 < n2 < n3 < n4 and n1 + n4 = n2 + n3 in any case. Then
I + (S − I ) = S\{0}, where d = n2 − n1 or n3 − n1 in case (1). Note d = n4 − n2 or n4 − n3
in case (2). Then we assume d = n4 − n3 and do not assume n2 < n3. We will show that S is
unitary if and only if S − I is generated by 2 elements.
Consider the ideal I ′ = (n1, n2 = n1 + d) of S. It is isomorphic to I and contained in S. Then
it defines a monomial ideal J = (tn1 , tn2) in R = k[tn1, tn2 , tn3, tn4]. Consider an exact sequence
0 → J/(tn1)→ R/(tn1)→ R/J → 0.
Let ϕ :A → R be a ring homomorphism which sends Xi to tni for each i. Then I (V (S)) = Kerϕ
and it contains the complete intersection lattice ideal(
X1X4 −X2X3,Xa11 −Xa44 ,Xa22 −Xa33
)
,
where a1 = n4/gcd(n1, n4), a2 = n3/gcd(n2, n3), a3 = n2/gcd(n2, n3) and a4 = n1/
gcd(n1, n4). Put V = V (S). Then
dimk R/J = dimk A/ϕ−1(J ) dimk A/
(
X1,X2,X
a3,X
a4
)= a3a4.3 4
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X1X4)+ I (V ) ⊂ ((X1)+ I (V ))∩ ((X2)+ I (V )),
a2a4  dimk(X2)+ I (V )/
(
(X1X2,X1X4)+ I (V )
)
 dimk(X2)+ I (V )/
(
(X1)+ I (V )
)∩ ((X2)+ I (V )) n1 − a3a4.
Then S is unitary if and only if a2a4 = n1 − a3a4, equivalently
(X1X2,X1X4)+ I (V ) =
(
(X1)+ I (V )
)∩ ((X2)+ I (V )),
i.e. (tn1+n2 , tn1+n4) = (tn1) ∩ (tn2) in R. Note, if S is unitary, I (V ) = (X1X4 − X2X3,
X
a1
1 − Xa44 ,Xa22 − Xa33 ), hence the above inequalities are all equalities. In the semigroup sense,
(n1 + S) ∩ (n2 + S) = (n1 + n2, n1 + n4), equivalently d + (S − I ) = S ∩ (d + S) = (n2, n4).
Hence S is unitary if and only if S − I is generated by n1 and n3. 
Note 4.11. If we define unitary semigroups for extended balanced semigroups, then Proposi-
tion 4.10 is still valid for these unitary semigroups. To prove it, consider the ideal (d1n1, d2n2)
in the semigroup in place of (n1, n2), where d1 = gcd(n2, n3, n4) and d2 = gcd(n1, n3, n4).
5. Balanced semigroups
In this section, we give a proof in which lattice ideals associated with extended balanced
semigroups are set-theoretic complete intersections as an application of Theorem 3.2.
Let N > 2 and V a positive submodule in ZN contained in Ker(n1, . . . , nN) where n1, . . . , nN
are natural numbers. Let
αi(V ) = min
{
σi(v) > 0: v ∈ V, suppv+ = {i}
}
,
for i = 1, . . . ,N , if it exists. By the result of monomial curves in affine 3-space (e.g. [9]), if
V = Ker(n1, n2, n3), then
I (V ) = (F(v1),F (v2),F (v3)),
where vj ∈ V with suppv+j = {j} and σj (vj ) = αj (V ) for each j . In particular, I (V ) is a com-
plete intersection if αini = αi′ni′ for some i = i′, or an almost complete intersection otherwise.
If it is an almost complete intersection, we have suppvj = {1,2,3} for each j .
Lemma 5.1. Let n1, n2, n3, n4 be natural numbers, d4 = gcd(n1, n2, n3), V = Ker(n1, n2, n3, n4)
and v ∈ V with σ4(v) = d4. Assume suppv+ = {1,4}, suppv− = {2,3} and −σj (v)nj < d4n4
for j = 2,3. Put v1 ∈ V such that F(v1) is a part of a minimal generating system of I (V ′) with
suppv+1 = {1}. Then
(1) If σ1(v) divides σ1(v1), then there is v4 ∈ V with v4 ≡ v1 mod v and suppv−4 = {4}. And
I (V ) is s.t.c.i. on I (W) for a submodule W satisfying V = Zv1 + W , such that the lattice
divisors of I (W) are (X1,X2,X3) and (X2,X3,X4).
(2) I (V ) is s.t.c.i. on I (W1) where W1 = Zv + Zv1.
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σ1(v1)/σ1(v) = −σ2(v1)n2/σ1(v)n1 − σ3(v1)n3/σ1(v)n1
> σ2(v1)/σ2(v)+ σ3(v1)/σ3(v).
Thus σ1(v1)/σ1(v) − σi(v1)/σi(v)  0 and σi(v1 − (σ1(v1)/σ1(v))v)  0 for i = 2,3. Hence
supp(v1 − (σ1(v1)/σ1(v))v)− = {4}. If σ1(v) divides σ1(v1), then v4 = v1 − (σ1(v1)/σ1(v))v
satisfies the condition in (1). Further, we have I (V ) = √I (W)+ (F (v1),F (v4)), thus I (V ) is
s.t.c.i. on I (W) by Theorem 2.2.
In general, supp(v1−(σ1(v1)/σ1(v))v)− = {4} implies that there is w ∈ W1 with suppw = {4}
(note that W1 is a submodule in Z4). Then the lattice divisors of I (W1) contain X1 and X4. Let
V ′ = Ker(n1, n2, n3) ⊂ V and v2, v3 ∈ V ′ with suppv+j = {j}, and
I (V ′) = (F(v1),F (v2),F (v3)).
If v2 = −v1, we have I (V ) = √(F (v3))+ I (W1). Similarly, I (V ) = √(F (v2))+ I (W1), if
v3 = −v1. If vj = v1 for j = 1,2, we have v2 ≡ −v3 mod v1 and
I (V ) =
√(
F(v2),F (v3)
)+ I (W1).
By Theorem 2.2, I (V ) is s.t.c.i. on I (W1) in any case. 
Theorem 5.2. Let V = Ker(n1, n2, n3, n4) where n1, n2, n3, n4 are natural numbers defining an
extended balanced semigroup. Then I (V ) is a set-theoretic complete intersection.
Proof. By [10], I (V ) is a set-theoretic complete intersection if chark > 0. So we may assume
chark = 0 and dini  d4n4 for i = 1,2,3 and d1n1 +d4n4 = d2n2 +d3n3 where di = gcd(nj )j =i
for each i, since they define an extended balanced semigroup. Put V ′ = Ker(n1, n2, n3) and we
can naturally regard V ′ as a submodule of V . Let v1, v2, v3 ∈ V ′ satisfying σi(vi) = αi(V ′) for
i = 1,2,3, Wi = Zv + Zvi for i = 1,2,3,
v =
⎛⎜⎝
d1
−d2
−d3
d4
⎞⎟⎠
and m = (Xi)i=1,2,3,4. If d3n3 = d4n4, then di = αi(V ′) for i = 1,2 and I (V ) = (F (v3),Xd11 −
X
d2
2 ,X
d3
3 −Xd44 ) is a complete intersection. Hence we may assume dini < d4n4 for i = 1,2,3.
(Step 1) Assume v2 = −v3. Then both I (V ′) and I (W2) are complete intersections. Note
V = Zv1 + W2. Since the lattice divisors of I (W2) are (X1,X2,X3) and (X2,X3,X4), I (V ) is
s.t.c.i. on I (W2) by Lemma 5.1(1), and I (V ) is a set-theoretic complete intersection.
Assume v2 = −v3 and I (V ′) is a complete intersection. Then, by interchanging n2 with n3 if
necessary, we may assume v1 = −v2. By Lemma 5.1(2), I (V ) is s.t.c.i. on I (W1). Consider the
ideal I (W3)+ (F (v1)). If suppv3 = {1,3}, then Xα22 −Xα33 = F(v1)+ F(v3) and this is treated
in the previous case. Thus we may assume suppv3 = {1,2,3}. Then the lattice divisors of I (W3)
are (X2,X3,X4) and one of (X1,X2,X3) and (X1,X3,X4). If (X1,X3,X4) is a lattice divisor
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√
I (W3)+ (F (v1)) = I (V ). If (X1,X2,X3) is a lattice divisor of I (W3),
then, by Lemma 5.1(1), I (V ) is s.t.c.i. on I (W3). Since
√
I (W1)+ I (W3) = m, I (V ) is s.t.c.i.
on I (W1)∩ I (W3), by Corollary 3.2. On the other hand, by Proposition 2.4, I (W1)∩ I (W3) is a
set-theoretic complete intersection, hence so is I (V ).
(Step 2) Assume that I (V ′) is an almost complete intersection. Then v1 + v2 + v3 = 0 and
suppvj = {1,2,3} for each j . We may assume σ2(v1)/d2  σ3(v1)/d3, by interchanging n2 with
n3 if necessary. By Lemma 5.1(2), I (V ) is s.t.c.i. on I (W1). If σ2(v1)/d2 = σ3(v1)/d3, then
I (W1) is a complete intersection, hence I (V ) is a set-theoretic complete intersection. From now,
we assume σ2(v1)/d2 < σ3(v1)/d3.
The lattice divisors of I (W3) are (X2,X3,X4) and one of (X1,X2,X3) and (X1,X3,X4). If
(X1,X2,X3) is a lattice divisor of I (W3), I (V ) is s.t.c.i. on I (W3), by Lemma 5.1(1). Since√
I (W1)+ I (W3) = m, I (V ) is s.t.c.i. on I (W1)∩ I (W3), by Corollary 3.2. By Proposition 2.4,
I (W1)∩ I (W3) is a set-theoretic complete intersection, hence so is I (V ).
(Step 3) Assume that I (V ′) is an almost complete intersection and that (X1,X3,X4) is a
lattice divisor of I (W3). Then I (V ) is s.t.c.i. on I (W3), since v1 ≡ −v2 mod W3. Further assume
σ3(v2)  σ3(v1). Since I (V ) is s.t.c.i. on both I (W1) and I (W3), there are g1, g2 ∈ V with
I (V ) = √(g1)+ I (W1) = √(g2)+ I (W3). We may assume that their degrees are the same and
that both of them contain the term Xd2 for d > 0. Note g
n
1 − gn2 ∈ (X1,X3,X4) for any n and
contained in mda for any d if n 
 0, where a is the ideal generated by all polynomials in I (V )∩
(X1,X3,X4) whose degree are multiples of n2. We claim mda ⊂ I (W1)+I (W3) for some d > 0.
If this were proved, there is n > 0 satisfying gn1 − gn2 ∈ I (W1) + I (W3) and we write gn1 −
gn2 = h1 + h3 where hi ∈ I (Wi) for i = 1,3, then I (V ) =
√
(gn1 − h1)+ I (W1)∩ I (W3). By
Proposition 2.4, I (W1)∩ I (W3) is a set-theoretic complete intersection hence so is I (V ).
We show the claim. Let ρ1 :Z4 → Z2 and ρ3 :Z4 → Z2 be the map defined by the matrices(−d4σ2(v1) d4σ1(v1) 0 d2σ1(v1)+ d1σ2(v1)
−d4σ3(v1) 0 d4σ1(v1) d3σ1(v1)+ d1σ3(v1)
)
,(
0 d4σ3(v3) −d4σ2(v3) d2σ3(v3)− d3σ2(v3)
d4σ3(v3) 0 −d4σ1(v3) −d3σ1(v3)− d1σ3(v3)
)
,
respectively. Put ρ = ρ1 ⊕ ρ3 :Z4 → Z4, and let ρ˜1 :A → k[s1, s2] (respectively ρ˜3 :A →
k[t1, t2], ρ˜ :A → k[s1, s2, t1, t2]) the map induced by ρ1 (respectively ρ3, ρ). Then Kerρ1 = W1,
ρ1(V ) = Z
(
n3−n2
)
, Kerρ3 = W3 and ρ3(V ) = Z
(
n1−n2
)
. Hence we have ρ˜1(I (V )) ⊂ (sn22 − sn31 ),
and ρ˜3(I (V )) ⊂ (tn22 − tn11 ). We also have
ρ˜
(
F(v1)
)= s−d4σ1(v1)σ2(v1)1 s−d4σ1(v1)σ3(v1)2 td4σ1(v3)σ3(v1)2 (tn11 − tn22 ).
Since σ3(v2)  σ3(v1) and n2/d4 = σ3(v2)σ1(v3) − σ1(v2)σ3(v3) = σ3(v1)σ1(v2) −
σ1(v1)σ3(v2), we have n2/d4  σ3(v1)σ1(v3) and n2/d4  −σ1(v1)σ3(v1),
thus (ρ˜(F (v1)))k[s±11 , s2, t±11 , t2] contains sn22 tn22 (tn22 − tn11 ). Similarly, we have
ρ˜
(
F(v3)
)= t−d4σ2(v3)σ3(v3)1 t−d4σ1(v3)σ3(v3)2 sd4σ3(v1)σ1(v3)2 (sn31 − sn22 )
and 2n2/d4 −σ1(v3)σ3(v3). Hence (ρ˜(F (v3)))k[s±11 , s2, t±11 , t2] contains sn22 t2n22 (sn31 − sn22 ).
Let M1 −M2 be a binomial contained in a with degM1 = degM2 = n2n. Since M1 −M2 ∈ a,
the support of M1 (respectively M2) is not {2}. Consider the binomials M1 − Xn and M2 − Xn,2 2
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degs2 ρ˜1(M1)  n2. By the same argument, we have degs2 ρ˜1(M2)  n2 and ρ˜1(M1 − M2) ∈
(s
n2
2 )(s
n2
2 − sn31 ). Similarly, ρ˜3(M1 −M2) ∈ (tn22 )(tn22 − tn11 ), thus, in k[s±11 , s2, t±11 , t2],
ρ˜(M1 −M2) ∈
(
s
n2
2 t
n2
2
)(
s
n2
2 t
n2
2 − sn31 tn11
)
⊂ (sn22 t2n22 )(sn22 − sn31 )+ (ρ˜(F(v1)))⊂ (ρ˜(F(v1)), ρ˜(F(v3))).
Hence ρ˜(aX2) ⊂ ρ˜((I (W1) + I (W3))X2) and aX2 ⊂ (I (W1) + I (W3))X2 , by the definition of a.
Then there is a d > 0 with Xd2a ⊂ I (W1) + I (W3). It follows that there is a d > 0 with mda ⊂
I (W1)+ I (W3), since √(X2)+ I (W1)+ I (W3) = m.
(Step 4) Assume that I (V ′) is an almost complete intersection and that (X1,X3,X4) is a
lattice divisor of I (W3). Further assume σ3(v2) > σ3(v1). Note that the lattice divisors of I (W2)
are (X2,X3,X4) and one of (X1,X2,X3) and (X1,X2,X4). If (X1,X2,X3) is a lattice divisor
of I (W2), then I (V ) is s.t.c.i. on I (W2) by Lemma 5.1(1). If (X1,X2,X4) is a lattice divisor
of I (W2), then I (V ) is s.t.c.i. on I (W2) since V = W2 + Zv1 and v3 ≡ −v1 mod v2. In any
case, there are g1, g2 ∈ V with I (V ) = √(g1)+ I (W2) = √(g2)+ I (W3). We may assume that
their degree are the same and that both of them contain the term Xd1 for d > 0. Note g
n
1 −
gn2 ∈ (X2,X3,X4) for any n and contained in mda for any d if n 
 0, where a is the ideal
generated by all polynomials in I (V ) ∩ (X2,X3,X4) whose degree are multiples of n2. We
claim mda ⊂ I (W2) + I (W3) for some d > 0. If this were proved, there is n > 0 satisfying
gn1 − gn2 ∈ I (W2) + I (W3) and we write gn1 − gn2 = h2 + h3 where hi ∈ I (Wi) for i = 2,3, then
I (V ) = √(gn1 − h2)+ I (W2)∩ I (W3). By Proposition 2.4, I (W2) ∩ I (W3) is a set-theoretic
complete intersection hence so is I (V ).
We show the claim. It is proved in the similar manner to the claim in (Step 3). Note that the
lattice divisors of I (W2) are (X2,X3,X4) and one of (X1,X2,X3) and (X1,X2,X4). Then there
is a map ρ2 :Z4 → Z2 defined by the matrix of the form(
0 −d4σ3(v2) d4σ2(v2) ∗
∗ ∗ ∗ ∗
)
satisfying Kerρ2 = W2 and ρ2(V ) = Z
(
n1−n4
)
if (X1,X2,X3) is a lattice divisor of W2, ρ2(V ) =
Z
(
n1−n3
)
if (X1,X2,X4) is a lattice divisor of W2. Put ρ = ρ2 ⊕ ρ3, ρ˜ :A → k[s1, s2, t1, t2] the
map induced by ρ and m = n4 if (X1,X2,X3) is a lattice divisor of W2, m = n3 if (X1,X2,X3)
is a lattice divisor of W2. Then
ρ˜
(
F(v2)
)= s−d4σ2(v3)σ3(v2)1 sa12 td4σ2(v3)σ3(v2)1 (tn22 − tn11 ),
ρ˜
(
F(v3)
)= sd4σ2(v3)σ3(v2)1 sa22 t−d4σ2(v3)σ3(v3)1 ta32 (sm2 − sn11 ),
where a1, a2, a3, a4 are certain numbers. Since σ3(v2) > σ3(v1), we have inequalities
n1/d4  σ2(v3)σ3(v2), n1/d4 −σ2(v2)σ3(v2), and 2n1/d4 −σ2(v3)σ3(v3).
Hence in k[s1, s±12 , t1, t±12 ] we have sn11 tn11 (tn22 − tn11 ) ∈ (ρ˜(F (v2))) and sn11 t2n11 (sm2 − sn11 ) ∈
(ρ˜(F (v3))). By the same argument in the proof of the claim in (Step 3), if M1 −M2 is a binomial
K. Eto / Journal of Algebra 319 (2008) 1355–1367 1367in a, then ρ˜(M1 −M2) ∈ (sn11 tn11 (sn11 tn11 −sm2 tn22 )), hence it is contained in (ρ˜(F (v2)), ρ˜(F (v3))).
Therefore the claim follows from
√
(X1)+ I (W2)+ I (W3) = m. 
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