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Abstract. The Dial-a-Ride problem may contain various constraints for
pickup-delivery requests, such as time windows and ride time constraints.
For a tour, given as a sequence of pickup and delivery stops, there ex-
ist polynomial time algorithms to find a schedule respecting these con-
straints, provided that there exists one. However, if no feasible schedule
exists, the natural question is to find a schedule minimising constraint vi-
olations. We model a generic fixed-sequence scheduling problem, allowing
lateness and ride time violations with linear penalty functions and prove
its APX-hardness. We also present an approach leading to a polynomial
time algorithm if only the time window constraints can be violated (by
late visits). Then, we show that the problem can be solved in polynomial
time if all the ride time constraints are bounded by a constant. Lastly, we
give a polynomial time algorithm for the instances where all the pickups
precede all the deliveries in the sequence of stops.
Keywords: dial-a-ride · scheduling · Vehicle Routing Problem · NP-
hardness · ride times · time windows
1 Introduction
The Dial-A-Ride Problem (DARP) is a well studied variant of the Vehicle Rout-
ing Problem. The DARP, with its various restrictions, serves as a model for many
real-world problems from logistics, e.g. passenger transportation, or pickup-
delivery of perishable goods. For a review of DARPs, we refer the readers to [2].
The study of the Dial-A-Ride Problem can be split into three main subprob-
lems: the clustering of the requests into tours, the routing of the stops within
each tour into a sequence, and the scheduling of the stops inside the tours [4].
These problems are the source of major research topics in operation research,
each of them intensively studied. To get a better understanding of the inher-
ent complexity of the problems, and eventually obtain faster algorithms, many
restricted models have been studied.
In this paper, we focus on the scheduling subproblem, where the input of the
problem is a tour with fixed sequence of stops, a set of pickup-delivery requests,
and time constraints with their corresponding penalty functions. Each pickup-
delivery request is represented by two stops, the first one as a pickup, and the
2 J. Chleb´ıkova, C. Dallard, N. Paulsen
second one as a delivery. The visit of each stop has to be performed within a
given time window. Furthermore, the time between the scheduled pickup and
delivery of a same request is bounded by a given ride time.
Time windows and ride times constraints are naturally arising when schedul-
ing pickups and deliveries. When both constraints must be respected in the so-
lution, there exist efficient algorithms [6,9,11]. However, in all these approaches,
ride time and time window constraints are hard in the sense that a solution must
respect all the constraints.
In case there is no feasible schedule, one may look for a schedule “close” to a
feasible one with minimal penalties. Therefore, variants of the problem with soft
constraints, in which the violation of constraints is allowed but penalised, have
been introduced. Depending on the type of constraints and their corresponding
penalty functions, various results can be obtained. For instance, when the only
constraints are time windows for the stops, Dumas et al. [5] proposed a linear
programming approach for convex penalty functions with a linear time complex-
ity, but their algorithm does not incorporate ride time constraints. To the best
of our knowledge, the complexity of the problem with soft ride times constraints
was previously unknown.
In this paper, we propose a systematic study of the complexity of the problem
when allowing lateness at stops (scheduling after the time windows) and ride time
violation.
2 Problem Statement
In the following, we assume that 0 ∈ N. For 4 ∈ {≤, <,≥, >}, and X a well
ordered set, let X4x := {y ∈ X : y 4 x} and X[i] be the i-th smallest element
of X.
We are given a sequence S = (1, 2, . . . , 2n), n ∈ N, of 2n stops in the order
in which their visits must be scheduled (in case of no ambiguity s ∈ S also
represents an integer). Each stop s ∈ S is associated with a time interval (as, bs),
0 ≤ as ≤ bs, representing a time window in which a visit of the stop s should
take place (without loss of generality we suppose that a1 = 0). Furthermore, we
have a set P of n requests representing the pairs (p, d) of stops from S, p < d,
where p is a pickup and d is a delivery stop. Each request (p, d) has a time
constraint rp,d (rp,d ≥ 0) on the ride time: a visit at stop d should be scheduled
at most rp,d time units after the visit at stop p. Each stop s serves exactly one
request (either as a pickup or as a delivery stop) and all times are represented
as non-negative integers.
As it has been mentioned in Section 1, it is not always possible to schedule
the visits for all stops (in a given order) with respect to their time windows
and ride time constraints. Therefore we introduce the model in which the time
window and ride time constraints can be violated for penalties (soft constraints).
In order to model soft constraints: (i) each stop s ∈ S is associated with a
penalty function σLs : N→ Q, mapping visit times which are later than the time
window bounds to a non-negative penalty, and (ii) each request (p, d) ∈ P is
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associated with a penalty function σRTp,d : N→ Q, mapping ride times exceeding
ride time constraints to a non-negative penalty.
In this paper we suppose that all penalty functions are linear non-decreasing
functions. We consider a restricted model where earliness at stops is not allowed,
hence a stop must be either scheduled within or after its time window. Therefore,
for each stop s ∈ S and the visit time x at stop s, then x ≥ as. Moreover,
we have the function σLs (x) such that σ
L
s (x) = 0 for x ≤ bs and otherwise
σLs (x) = αs · (x− bs) + βs for given αs, βs ∈ Q≥0. Analogously, for each request
(p, d) ∈ P we have the function σRTp,d with σRTp,d (x) = 0 for x ≤ rp,d and otherwise
σRTp,d (x) = αp,d · (x− rp,d) + βp,d for given αp,d, βp,d ∈ Q≥0.
A schedule t = (t1, . . . , t2n) is a sequence of visit times for all the stops in S
(in the given order), where we say that t schedules a stop s ∈ S at time ts. We
say that a schedule t is feasible if and only if for all stops s ∈ S, ts ≥ as and for
any s ∈ S<2n, ts ≤ ts+1. Obviously, each time window and ride time constraint
is either violated or satisfied by a schedule t. The cost c(t) of a schedule t is the
sum of the penalties of violated constraints:
c(t) =
∑
s∈S
σLs (ts) +
∑
(p,d)∈P
σRTp,d (td − tp) . (1)
When we solve the Min Pickup-Delivery Scheduling problem, we look
for a feasible schedule t with a minimum cost.
Min Pickup-Delivery Scheduling(Min PDS)
Input An instance I of Min PDS.
Task Find a feasible schedule t of I such that c(t) is minimum.
We also consider two special cases of the main problem:
Min Pickup-Delivery Scheduling with Hard Ride Time Constraints(Min
PDS-HRT)
Input An instance I of Min PDS.
Task Find a feasible schedule t of I respecting all ride time constraints and
minimising c(t).
Min Pickup-Delivery Scheduling with Hard Time Windows(Min PDS-
HTW)
Input An instance I of Min PDS.
Task Find a feasible schedule t of I respecting all time windows constraints
and minimising c(t).
Throughout the paper, we label by (∗) the statements for which the omitted
proofs can be found in Appendix.
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Table 1. Overview of complexity results classified by constraints. Arrows mean results
are inferred.
Ride time constraints Time window constraints
Hard Soft
Hard O(n) [6] O(n) [Section 3.2]
0, βp,d = 0 O(n) ← O(n) [Section 4, from [5]]
Soft, bounded values P ← P [Section 4]
Soft, unbounded values NP-hard, APX-hard → NP-hard, APX-hard
[Section 3.1]
2.1 Our Contribution
The paper investigates how penalisation of the time window and ride time con-
straints contributes to the computational complexity of the problem. We show
that an essential factor for the complexity are soft maximum ride time con-
straints. In Subsection 2.2, we give some remarks on our model. An overview
of complexity results is shown in Table 1. We prove the NP-hardness of the
main problem Min Pickup-Delivery Scheduling and its special case with
hard time window constraints, Min PDS-HTW (Section 3.1). Nevertheless, we
show that the problem can be solved in polynomial time in case of hard ride
time constraints, Min PDS-HRT (Section 3.2). Further underlining the role
of ride time constraints, we give a parameterised algorithm that solves Min
Pickup-Delivery Scheduling in polynomial time if all ride time constraints
are bounded by a constant (Section 4). In Section 5 we show that some struc-
tural properties in the sequence of the stops can be exploited to find a polynomial
time algorithm. Namely, we present an O(n4) time algorithm when all pickups
precede all the deliveries in the sequence.
2.2 Remarks on the Model
Driving times, (un)loading times (∗). In favour of simplicity, our model
neglects times needed to travel between stops as well as loading or unload-
ing times. We emphasise that this is not restrictive, since we focus on the
scheduling of fixed sequences. An instance with given driving and (un)loading
times can be transformed to an equivalent instance of our form with a simple
preprocessing.
Waiting times. Constraints ws on the time to wait between two consecutive
stops s and s + 1 (as in [6]) are omitted in our model since they can be
expressed by ride time constraints: assume for s ∈ S<2n the constraint ts +
ws ≥ ts+1 is given for schedules t, ws ≥ 0. Simply insert two additional stops:
the stop p immediately before s and the stop d immediately after s+ 1 into
S and add a request (p, d) to P with rp,d = ws. Replacing all waiting time
constraints leads to an equivalent instance with at most 6n − 2 ∈ O(n)
requests.
Increasing time windows opening times. Since earliness is not allowed in
our model, we expect that any instance of 2n stops has as ≤ as+1 for all
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s ∈ S<2n. If for a stop s, s ∈ S<2n, we have as > as+1, for any feasible
schedule t it holds ts ≥ as and ts+1 ≥ ts and therefore ts+1 < as cannot
hold for any feasible scheduling. We can therefore preprocess the instance in
such a way that for all s ∈ S<2n, as+1 ← max{as, as+1}. Notice that due to
this property and the fact that the last stop 2n is a delivery stop, it always
exists an optimal schedule t∗ such that t∗2n = a2n.
As soon as possible deliveries. All deliveries can be scheduled at a time as
soon as possible without increasing costs. Let d be a delivery of a request
(p, d) ∈ P and t a feasible schedule. We define a schedule t′ with t′s := ts
for all stops s ∈ S \ {d} and t′d := max{ad, td−1}. Clearly, t′ is feasible.
Obviously, t′d can only decrease the lateness at d as well as the ride time for
(p, d) ∈ P with no changes in scheduling of the other stops.
3 Complexity study
3.1 Min Pickup-Delivery Scheduling with Hard Time Windows
In this subsection we study the variant of Min Pickup-Delivery Scheduling
in which ride time constraints may be violated in return for a penalty (soft
constraints), but the time windows must be respected (hard constraints). We
show that such a problem, called Min Pickup-Delivery Scheduling with
Hard Time Windows (Min PDS-HTW), is NP-hard and APX-hard even in
case of restricted time windows and very circumscribed penalty functions. The
proof is based on a reduction from the Maximum Dicut problem which is
known to be NP-hard and APX-hard when restricted to directed acyclic graphs
(DAG) [7,10].
A directed cut (A,B) of a directed graph G = (V,E) is a partition of V
into two subsets A, B. Its size s(A,B) := |{(u, v) ∈ E : u ∈ A, v ∈ B}| is the
number of outgoing arcs from A to B. The Maximum Dicut problem is defined
as follows:
Maximum Dicut
Input A directed graph G = (V,E).
Task Find a directed cut (A,B) of maximum size in G.
Theorem 1. Min Pickup-Delivery Scheduling with Hard Time Win-
dows is NP-hard.
Proof. Firstly, the decision version of Min PDS-HTW is clearly in NP. Let
G = (V,E) be a connected DAG such that |V | = n, |E| = m. Since G is a DAG,
the vertices of G can be labelled by 1, 2, . . . , n in a topological ordering in such a
way that for any arc (u, v) ∈ E it holds lab(u) < lab(v), where lab(z) represents
the number used for labelling the vertex z [12].
In the following we show how the graphG can be transformed into an instance
I of Min PDS-HTW. The sequence of stops for I is defined as the concatenation
S := S1S2 . . . Sn, where each Sv represents a gadget of stops for each vertex v ∈ V .
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Let v ∈ V be fixed, then the gadget Sv contains the stop sve for each arc e of
G incident to v, i.e. e = (v, u) or e = (u, v) for u ∈ V . An example of such a
gadget is depicted in Figure 1.
1 2
3 4
w
z
yx
s1w
s1x
s2y
s2w
s3z
s3x
s3y
s4z
’w’
’x’
’y’
’z’
Fig. 1. A DAG (left) transformed into an instance of PDS (right). Gray boxes are time
windows of length 1. Note there are two stops for every arc of G and the stops are
grouped in gadgets for each vertex of G.
The stops within the gadget Sv are ordered in such a way that all stops
belonging to outgoing arcs precede all stops belonging to ingoing arcs. Note that
S has 2m stops. For each vertex v ∈ V the time windows of all stops s ∈ Sv
are set to as := lab(v) − 1 and bs := lab(v). The requests correspond to the
arcs in G, hence P = {(sue , sve) : e = (u, v) ∈ E} and for each (p, d) ∈ P the
ride time is set to be rp,d = ad − bp. Due to the specific numbering of vertices
and sizes of windows, the stop p always precedes the stop d and rp,d ≥ 0 for all
(p, d) ∈ P. Setting the penalty coefficients αp,d = 0 and βp,d = 1, the cost of a
schedule corresponds to the number of violated ride time constraints. Obviously,
the transformation from G to the instance I can be done in polynomial time.
Now we show that G has a directed cut of size at least (m− k) if and only if
there exists a schedule t violating at most k ride time constraints, for any k ∈ N.
⇒ Suppose there exists a directed cut (A,B) in G of size at least (m − k).
Define a schedule t such that for every vertex v ∈ A and every stop s ∈ Sv we
set ts := bs and for all other stops ts := as. Clearly, t is a feasible schedule. Each
arc (u, v) ∈ E corresponds to the unique (p, d) ∈ P with p ∈ Su and d ∈ Sv. If
u ∈ A and v ∈ B, then td− tp = bd− ap ≤ rp,d, hence the ride time constraint is
respected. As we suppose s(A,B) ≥ m−k, the previous holds for at least (m−k)
requests. With |P| = m, it implies t violates at most k ride time constraints.
⇐ Now suppose there exists a schedule t for I violating at most k ride time
constraints. For each vertex v ∈ V let s[v] be the first delivery stop in Sv and
if there is no such stop, then s[v] be the last pickup stop in Sv. This allows
us to define a partition of V in the following way: for each vertex v ∈ V , if
ts[v] = bs[v] then v ∈ A, otherwise v ∈ B. Fix a (p, d) ∈ P and let u, v ∈ V be
such vertices that p (resp. d) is from the gadget Su (resp. Sv). If t satisfies the
ride time constraint of (p, d), then by the definition of I it must hold tp = bp and
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td = ad. Since p is from the gadget S
u and t is feasible, ts[v] ≥ bp and necessarily
bs[u] = bp, hence ts[u] = bs[u]. Analogously, ts[v] = as[v]. Therefore, u ∈ A and
v ∈ B. As we suppose that in the schedule t at most k ride time constraints are
violated, then at least |P| − k = m − k are satisfied. Since each satisfied ride
time leads to a distinct arc going from A to B, s(A,B) ≥ m− k.
The reduction defined in Theorem 1 is in fact a Strict-reduction [3] between
the optimisation problems. As Lampis et al. [10] proved the Maximum Dicut
problem is APX-hard even when restricted on DAGs, the following result follows:
Corollary 1. Min Pickup-Delivery Scheduling with Hard Time Win-
dows is APX-hard.
Now we argue that the main problem Min Pickup-Delivery Scheduling
is NP-hard and APX-hard too. The idea is to set the penalties for lateness at each
stop to such values that any optimal schedule must respect the time windows.
Let I be an instance of Min PDS-HTW with n requests. As mentioned in
Subsection 2.2, there exists an optimal schedule t of I such that t2n = a2n.
Therefore the actual ride time of each request is bounded by the value a2n.
Let k = max(p,d)∈P σRTp,d (a2n). Then the instance I can be transformed into an
instance I ′ of Min PDS by setting αs = 0 and βs = nk + 1 for all s ∈ S (hence
σLs (x) = kn + 1 for x > bs). The cost of any schedule respecting time windows
is at most nk, hence there exists an optimal schedule of I ′ with cost strictly less
than nk + 1. Such a schedule must respect time windows and therefore is also
valid for the instance I of Min PDS-HTW, hence Min PDS-HTW can be seen
as a special case of Min PDS. Therefore we can conclude
Corollary 2. Min Pickup-Delivery Scheduling is NP-hard and APX-hard.
3.2 Min Pickup-Delivery Scheduling with Hard Ride Time
Constraints
In this subsection we study the variant of Min Pickup-Delivery Scheduling
in which the ride time constraints must be respected (hard constraints), while
time windows may be violated in return for penalty (soft constraints). As it
was mentioned in Section 1, we consider a model in which lateness is the only
possible way to violate a time window restriction. We prove that this variant
of the problem, called Min Pickup-Delivery Scheduling with Hard Ride
Time Constraints (Min PDS-HRT), can be solved in linear time, compared
to NP-hardness of Min Pickup-Delivery Scheduling with Hard Time
Windows shown in Section 3.1.
When both ride times and time window constraints are hard, a linear time
algorithm was proposed by Firat and Woeginger in [6]. It has also been adapted
to handle additional minimum ride time constraints in [8]. We show how the same
approach can be used to minimise lateness penalties in Min Pickup-Delivery
Scheduling with Hard Ride Time Constraints.
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Our idea, similarly to the one used in [6, 8], is to formulate a difference
constraint system (DCS) with variables of the schedule and interpret it as a graph
in which the existence of negative weight cycles is equivalent to infeasibility of
the DCS. In these papers it is shown how to apply the single-source shortest path
algorithm for interval graphs presented in [1] to test the existence of negative
weight cycles in linear time. In case of feasible instances, a solution can be
extracted in linear time as well. We point out that this approach will lead to
a schedule visiting every stop as late as possible: the scheduled time of each
stop is chosen by the length of a shortest path from the start vertex. This path
corresponds to a chain of difference equations and can be seen as the tightest
upper bound on the timing value. Since the shortest path lengths are upper
bounds this implies that no feasible schedule can visit any of the stops later.
Theorem 2 (∗). Min Pickup-Delivery Scheduling with Hard Ride
Time Constraints can be solved in linear time.
4 Bounded Ride Time Constraints
The Min Pickup-Delivery Scheduling problem is NP-hard as it follows from
Section 3.1. In this section we show that some restrictions on the parameters of
the problem improve the complexity of the problem.
Given an instance of Min PDS, let W be the set of all time window bounds
for all stops, i.e. W = ⋃s∈S{as, bs}, and Js := {(p, d) ∈ P : d > s and p ≤ s} be
the set of the loaded requests after the stop s ∈ S, and its size load(s) := |Js|.
We suppose that µ ∈ N is a fixed constant. Let µ-Min Pickup-Delivery
Scheduling (µ-Min PDS) be the restriction of the Min Pickup-Delivery
Scheduling problem to the instances with the ride time constraints bounded
by µ, i.e. rp,d ≤ µ for all (p, d) ∈ P. In the following we propose a polynomial-
time algorithm for µ-Min PDS.
Firstly we observe that the visit times of an optimal solution can be chosen
from a restricted set of time values. We define the set
W˜ := (
⋃
w∈W
[w − nµ,w + nµ])≥a1,≤a2n .
Note that W˜ =W in case of 0−Min PDS.
We say that a schedule t is defined in W˜ if and only if ts ∈ W˜ for all s ∈ S.
The following lemma states that in fact there is an optimal schedule defined in
W˜ (see the details in Subsection 7.3).
Lemma 1 (∗). For a given instance of µ-Min PDS there is an optimal schedule
t defined in W˜.
Definition 1. For a given schedule t of an instance of µ-Min PDS and a stop
` ∈ S we define the partial cost c˜(t, `) of t up to the stop ` ∈ S as
c˜(t, `) :=
∑
s∈S≤`
σLs (ts) +
∑
(p,d)∈J`
σRTp,d (t` − tp) +
∑
(p,d)∈P
d≤`
σRTp,d (td − tp) .
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In the following lemma we prove some observations regarding the partial cost
function.
Lemma 2 (∗). For a given schedule t of the instance µ-Min PDS and the stop
` ∈ S the following hold
(i) c˜(t, 1) = σL1 (t1);
(ii) c˜(t, `+ 1) = c˜(t, `) + σL`+1(t`+1) +
∑
(p,d)∈J` f
`
p,d(t)
with f `p,d(t) :=
{
αp,d(t`+1 − t`), if t` − tp > rp,d
σRTp,d (t`+1 − tp), if t` − tp ≤ rp,d ,
(iii) c˜(t, 2n) = c(t),
Let I be an instance of µ-Min PDS. For each stop l, l = 1, 2, . . . , 2n we
define so called l-labels to capture the structure of ‘similar’ schedules for I. The
labels enable to restrict the number of schedules for I in each step and therefore
to use the ideas of dynamic programming.
As it follows from Lemma 1, we can focus on schedules defined in W˜ only.
For a schedule t defined in W˜ and ` ∈ S, the `-label of t is defined as
Label`(t) =
(
t`, s
0, s1, . . . , sµ, c˜(t, `)
)
,
where sm := min{s ∈ S such that ts ≥ t` −m}, i.e. sm is the first stop of the
schedule t visited at or after time (t` −m) for any m, 0 ≤ m ≤ µ.
Note that every schedule has one such label for each ` ∈ S, but a label may
describe more (different) schedules. We say that a label L ∈ W˜ × Sµ+1 ×Q+ is
a feasible `-label if there exists a feasible schedule t for I with Label`(t) = L.
In the following lemma we prove that in each stop there is a restriction on
the number of labels to consider to find an optimal schedule.
Lemma 3 (Domination rule(∗)). Let I be an instance of µ-Min PDS and
the stop ` ∈ S be fixed. Let L1 = (τ, s0, s1, . . . , sµ, c˜1) and L2 = (τ, s0, s1, . . . , sµ, c˜2)
be feasible `-labels with c˜1 ≤ c˜2. Then there is a feasible schedule t with Label`(t) =
L1 such that c(t) ≤ c(t′) for any feasible schedule t′ with Label`(t′) = L2. We
say that the label L1 dominates the label L2.
Now, according to Lemma 3, we can give an upper bound on the number of
non-dominated labels for any fixed stop l ∈ S. There are at most |W˜| possibilities
for the first item of the label, hence O(µ ·n2) if µ > 0 (in case µ = 0 only O(n)),
and O(n) choices for each of the next (µ+ 1) items of the label.
Remark 1. For each instance of µ-Min PDS and a stop ` ∈ S the number of
non-dominated `-labels is bounded by O(µ · nµ+3) if µ > 0 and by O(n2) if
µ = 0.
This leads to the following results:
Lemma 4. An instance of µ-Min PDS with µ > 0 can be solved in time O(µ2 ·
nµ · poly(n)).
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Proof. Starting with the initial labels
(
τ, 1, . . . , 1, σL1 (τ)
)
for each τ ∈ W˜≥a1 we
have all the labels for the first stop for any feasible schedule defined on W˜, by
Lemma 2 (i). The labels for the stop ` ∈ S>1 can be calculated from the labels
of the stop (`−1). For a non-dominated label (τ, s0, . . . , sµ, c˜) of the stop (`−1)
(there are O(µ ·nµ+3) such labels) do the following: for every possible visit time
τ ′ ∈ W˜≥τ at the stop ` (there are O(µ · n2) such possible time visits), generate
a new label:
– the first item of the label is τ ′;
– the s∗ items are defined in the following way: (τ ′ − τ) items have the value
` (truncate to at most µ + 1 items), if (τ ′ − τ) < µ + 1, then start to add
the items s0, . . . , sµ from the previous (l − 1)-label until there are (µ + 1)
s∗-items,
– the new cost can be calculated in a linear time from the given label using
Lemma 2 (ii).
Overall each new label is generated in time O(n). Any label at the stop 2n
minimising the last item of the label (cost) represents only optimal schedules by
Lemma 2 (iii).
Lemma 5. An instance of 0−Min PDS can be solved in time O(n5).
Proof. The result follows from the proof of Lemma 4 considering W˜ = W and
the fact that the number of non-dominated labels per stop is bounded by O(n2).
We consider another specific case, when the goal is to minimise the sum of the
lateness penalties and the sum of the ride times. This implies that µ = 0. Since
driving times are excluded from instances of our model (see Subsection 2.2),
all ride times can be seen as excess ride times (excess ride times are defined as
the actual ride time minus the driving time). The problem can be solved with
the algorithm of Dumas et al. [5] in linear time (∗). The ride times can also be
minimised in a weighted manner, using αp,d ≥ 0 for (p, d) ∈ P. The waiting time
before a stop s ∈ S>1 is then simply weighted by
∑
(p,d)∈Js−1 αp,d.
5 Special Patterns in the Sequence of Stops
In this section we study a class of polynomial time solvable instance of Min
Pickup-Delivery Scheduling. We introduce the First Pickup Then Deliver-
ies (FPTD) instances in which all the stops 1, . . . , n are pickup stops, and the
stops n + 1, . . . , 2n are delivery stops. We show that Min Pickup-Delivery
Scheduling can be solved in polynomial time in the class of FPTD instances
despite the NP-hardness of the problem (Section 3.1).
Firstly, we prove that for each stop we can reduce the set of potential schedul-
ing times to a subset polynomial in size. Each time in this subset is calculated
from the time windows and maximal ride time values of the instance.
Lemma 6 (∗). Let I be an FPTD instance with 2n stops. Then there exists
an optimal schedule t of I such that for each s ∈ S:
Complexity of scheduling for DARP with soft ride times 11
– if ts < tn, then ts ∈ Bs(tn) :=
(
{bs′ : s′ ∈ S, s ≤ s′ ≤ n}<tn∪⋃
(p,d)∈P, p≤s
{
max{tn, ad} − rp,d
})
≥as
;
– if ts = tn, then
ts ∈ C := {an}∪
⋃
(p,d)∈P
{
{bp, ad−rp,d}∪
⋃
(p′,d′)∈P
{bp+rp′,d′ , ad−rp,d+rp′,d′}
}
;
– if ts > tn, then ts = as.
According to Lemma 6, there is an optimal schedule t with tn ∈ C, and |C| is
quadratic in the instance size. Moreover, when tn is fixed, each stop s ∈ S<n
with ts < tn belongs to Bs(tn), linear in size. Obviously, when tn is fixed, one
can schedule all deliveries d ∈ S>n at td := max{tn, ad}. In the following, we
show how one can efficiently calculate an optimal schedule for a fixed tn.
Let p ∈ S≤n be a pickup stop and (p, d) ∈ P its corresponding request. We
define the function σkp as the partial cost of scheduling p when tn = k such that
if p is scheduled at l then σkp(l) = σ
L
p (l)+σ
RT
p,d (max{k, ad}− l). In order to define
a recursive equation for calculating the cost of the optimal schedule, we define
for each pickup stop s ∈ S≤n the function T ks : N→ N:
T ks (j) :=
{
max (Bs(k) ∪ {k})≤j if (Bs(k) ∪ {k})≤j 6= ∅,
−1 otherwise.
The call of T ks (j) yields the largest time of the set Bs(k) ∪ {k} which is smaller
than j, or returns −1 if there is no such time. Thus, given tn = k and a bound
j on the visit time for the pickup s, we are able to iterate over the candidate
times for s in Bs(k) ∪ {k}.
Thereby, we can define a recursion table calculating the minimum cost of a
schedule t when the value of tn is fixed.
Lemma 7 (∗). Let I be an FPTD instance, k ∈ C, and t a schedule of I such
that tn = k and t has minimum cost. Then, c(t) = C[n, k]+
∑
d∈S>n σ
L
d (max{k, ad})
C[i, j] =

min
{
C[i− 1, T ki−1(j)] + σki (j),
C[i, T ki (j − 1)]
}
if i ≥ 1, j ≥ ai,
0 if i = 0,
∞ otherwise.
(2)
Finally, to find the cost of an optimal schedule, we have to compute the value
C[n, k] for each k ∈ C. A dynamic programming algorithm (∗) can solve it in
O(n4) time.
Theorem 3 (∗). An FPTD instance I with 2n stops can be solved in O(n4).
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6 Conclusion
We study a new model of the Dial-A-Ride Problem for the scheduling of fixed
sequences with several time constraints typical in the Pickup-and-Delivery sce-
nario. We highlight the key role of soft maximal ride time constraints in the
combinatorial complexity of the problem, as they induce the NP-hardness of
the problem. Then, we prove that if the maximal ride times are bounded by
a constant, we can obtain a polynomial-time algorithm. Finally, we show that
instances of the problem with a special structure can be solved efficiently, inde-
pendently of the timing constraints. We believe that this result can be generalised
whenever the number of times a pickup is followed by a delivery in the sequence
is bounded.
To get a better understanding of the overall complexity of the problem further
research may consider other constraints, e.g. allow earliness at stops, and more
complex penalty functions.
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7 Additional proofs
7.1 Driving and (Un)Loading Times
In favour of simplicity, our model neglects times needed to travel between stops as
well as loading or unloading times. We show in the following that incorporating
these into an extended problem definition is not more expressive. Suppose X
is an instance of the extended Min PDS, where for each stop s ∈ S we are
additionally given a driving time ds to reach stop s+ 1 (assume d2n = 0 for the
last stop) and (un)loading time vs at stop s. Further a schedule for X is only
feasible if for s ∈ S<2n it holds the strengthened inequality ts + vs + ds ≤ ts+1.
Lastly, lateness penalties and ride time penalties factor in the visiting times,
such that the cost ĉ(t) of a schedule t of X is defined as
ĉ(t) :=
∑
s∈S
σLs (ts + vs) +
∑
(p,d)∈P
σRTp,d (td + vd − tp) . (3)
Lemma 8. Let X be an instance of the extended Min PDSand IX its corre-
sponding instance of Min PDS. Then there exists an one-to-one cost-preserving
mapping between the schedules of X and IX . IX can be constructed in linear time.
Proof. For a stop ` ∈ S denote Γ` :=
∑
s<`(ds + vs). Define an instance IX of
Min PDS with the same sequence S of the stops, the same set of requests, and
the same penalty function coefficients as X. For all s ∈ S set time windows as
a′s := as − Γs and b′s := bs − Γs − vs. The maximal ride times are defined as
r′p,d := rp,d − Γd + Γp − vd for all (p, d) ∈ P. Note that all adjustments of this
kind can be performed in a single preprocessing pass over the extended instance
X in linear time.
Now we show there is a one-to-one correspondence between schedules of X
and IX . For t a schedule of X, let f(t) map to a schedule t
′ = f(t) of IX such
that for s ∈ S, t′s = ts − Γs. Note that f is bijective.
First, we show that t is feasible for X exactly when t′ is feasible for IX . For
s ∈ S we have ts ≥ as ⇔ ts − Γs ≥ as − Γs ⇔ t′s ≥ a′s; for s ∈ S<2n we have
ts + vs + ds ≤ ts+1 ⇔ ts − Γs = ts + vs + ds − Γs+1 ≤ ts+1 − Γs+1 ⇔ t′s ≤ t′s+1 .
Now, we show that the penalty cost of t for X equals the penalty cost of t′
for IX . We have
ĉ(t) =
∑
s∈S
σLs (ts + vs) +
∑
(p,d)∈P
σRTp,d (td + vd − tp)
=
∑
s∈S
ts+vs>bs
αs(ts + vs − bs) + βs +
∑
(p,d)∈P
td+vd−tp>rp,d
αp,d(td + vd − tp − rp,d) + βp,d
=
∑
s∈S
t′s>b
′
s
αs(t
′
s − b′s) + βs +
∑
(p,d)∈P
t′d−t′p>r′p,d
αp,d(t
′
d − t′p − r′p,d) + βp,d (4)
=
∑
s∈S
σLs (t
′
s) +
∑
(p,d)∈P
σRTp,d (t
′
d − t′p) = c(t)
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To see Eq. (4), note that ts+vs−bs = t′s−b′s and td+vd−tp−rp,d = t′d−t′p−r′p,d
hold. These can be applied to the penalty function arguments as well as the sum
ranges.
7.2 Proof of Theorem 2
Proof (Theorem 2). For a given instance I of Min PDS-HRT consider the
bijection f : x 7→ 2n−x+ 1 on S. Define the backward instance I ′ with the same
sequence of stops and with requests P ′ := {(f(d), f(p)) : (p, d) ∈ P}. The time
windows are defined by a′s := 0 and b
′
s := a2n − af(s) for all s ∈ S. The ride
time constraints are r′f(d),f(p) := rp,d. Notice that a feasible schedule of I
′ always
exists, e.g. (0, · · · , 0) is a feasible solution. However, solving the instance I ′ with
Firat and Woeginger’s algorithm [6] yields a feasible schedule t′ of I ′ such that
every stop is scheduled as late as possible to be still feasible. We can translate t′
to a schedule t of I by setting ts := a2n − t′f(s) for all s ∈ S. Then t may violate
lateness constraints of I, but we will show that it is feasible for I. Firstly, for
s ∈ S, we get ts = a2n−t′f(s) ≥ a2n−b′f(s) = a2n−a2n+as = as. When s ∈ S<2n,
we get ts = a2n − t′f(s) = a2n − t′2n−s+1 ≤ a2n − t′2n−s = a2n − t′f(s+1) = ts+1.
Lastly, for (p, d) ∈ P, we have td− tp = t′f(p)− t′f(d) ≤ r′f(p),f(d) = rp,d. Therefore
t is a feasible schedule for I. As it was noted earlier, t′ visits every stop ‘as late
as possible’ to be still feasible. Since all lateness penalties are non-decreasing, t
is an optimal schedule for I.
7.3 Proof of Lemma 1
The essential idea of the proof is shifting of the visit times in a schedule without
increasing its cost until the schedule is defined in W˜. For this purpose we define
a so called closure of each stop. The closure is a subset of stops for which the
timings will be adjusted together.
Definition 2. Let I be an instance of Min PDS and t be a feasible schedule
of I. For a stop s ∈ S the closure Gts is the minimal subset of S fulfilling the
following:
(a) s ∈ Gts,
(b) for x ∈ Gts and y ∈ S with tx = ty also y ∈ Gts,
(c) for each (p, d) ∈ P such that td− tp ≤ rp,d and {p, d}∩Gts 6= ∅ then all stops
x ∈ S with p ≤ x ≤ d must be in Gts.
Now we show that we can modify the visit times of all stops included in a
closure without violating any new ride time constraints.
Lemma 9. Let t be a feasible schedule of an instance I of Min PDS and ` ∈ S
be a stop with closure Gt`. For a fixed δ ∈ {−1, 1} let t′ be a schedule such that
t′s = ts + δ for all s ∈ Gts and t′s = ts for all s ∈ S \ Gts. Then:
(i) t′ satisfies all ride time constraints satisfied by t and
(ii) for all stops s ∈ S<2n it holds t′s ≤ t′s+1.
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Proof. (i) As it follows from Definition 2(c), for all (p, d) ∈ P with td− tp ≤ rp,d,
either both p and d are contained in Gt` or neither of them. If p, d 6∈ Gt` then
t′d− t′p = td− tp ≤ rp,d. If p, d ∈ Gt` then t′d− t′p = td + δ− tp− δ = td− tp ≤ rp,d.
Hence in both cases t′ respects the ride time constraints.
(ii) Fix s ∈ S<2n. Since t is feasible it holds ts ≤ ts+1. By δ ∈ {−1, 1},
t′s > t
′
s+1 would imply ts = ts+1 and {s, s+ 1}∩Gt` = 1, which conflicts with the
Definition 2(b).
Using Lemma 9 we can shift all visit times of stops in a closure until one of the
stops reaches a time window border. As it follows from the following lemma this
implies that all stops in the closures are close to this border and thus in W˜.
Lemma 10. Let t be a feasible schedule of an instance I of µ-Min PDS and
let s ∈ S. If Gts contains at least two stops, say x, y, and the stop x precedes y,
i.e. x < y, then:
(i) if the stop y immediately follows the stop x, i.e. y = x+1, then ty ≤ tx+µ,
and
(ii) ty ≤ tx + nµ.
Proof. (i) Let y = x + 1. By the definition of Gts, either tx = ty, in which case
(i) follows, or there exists p, d ∈ Gts such that (p, d) ∈ P, td − tp ≤ rp,d, and
p ≤ x < y ≤ d. By the feasibility of t we have tp ≤ tx and ty ≤ td and
td − tp ≤ rp,d ≤ µ. Therefore, ty ≤ td ≤ tp + µ ≤ tx + µ.
(ii) If all stops in Gts are scheduled at the same time, the claim obviously
holds. Otherwise, we consider the partition of Gts into nonempty sets G1, . . . , Gk,
where for all i ≤ k and all x, y ∈ Gi it holds tx = ty =: t(Gi) and for i < j ≤ k
it holds t(Gi) < t(Gj). Due to the properties of Gts, for each i < k there exists
i < j ≤ k such that there is a (p, d) ∈ P with p ∈ Gi, d ∈ Gj , and t(Gj) ≤
t(Gi) + rp,d ≤ t(Gi) +µ. This leads to the observation, that for all i < k we have
t(Gi+1) ≤ t(Gi)+µ. Thus, we get t(Gk) ≤ t(G1)+kµ. We note that since for each
i < k there is a pickup stop in Gi, it is k ≤ n+ 1 and thus t(Gk) ≤ t(G1) + nµ.
Obviously tx ≥ t(G1) and ty ≤ t(Gk) which completes the proof.
Definition 3. Let I be an instance of µ-Min Pickup-Delivery Schedul-
ing and t be a schedule of I. Let Lt := {s ∈ S : ts > bs} be the set containing
all stops of S in which t violates the lateness constraint. Similarly, let Rt :=
{(p, d) ∈ P : td − tp > rp,d} be the set of all requests from P for which t violates
the ride time constraints.
Proof (Lemma 1). We prove by contradiction. Assume the lemma does not hold,
then for every optimal schedule t of I there is a stop ` ∈ S such that t` 6∈ W˜.
Let t∗ be an optimal schedule maximising ` ∈ S such that t∗s ∈ W˜ for all s < `
and among all such schedulings t∗s is chosen to maximise t
∗
` .
Let G := Gt∗` be the closure of the stop `. If there is g ∈ G with t∗g ∈ W, then
by Lemma 10 (ii), |t∗` − t∗g| ≤ nµ and therefore also t∗` ∈ W˜ which contradicts the
choice of `. Therefore for all g ∈ G necessarily t∗g 6∈ W and since t∗ is feasible,
also t∗g > ag.
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Now define a schedule t− such that we set t−s := t
∗
s − 1 for s ∈ G and
t−s := t
∗
s otherwise. Note that t
− is feasible since for all g ∈ G it holds t∗g > ag
and for each stop s, t−s ≤ t−s+1 due to Lemma 9 (ii). Due to Lemma 9 (i)
Rt− ⊆ Rt∗ . Denote L := Lt∗ ∩ G, R1 := {(p, d) ∈ Rt∗ : p 6∈ G, d ∈ G}, and
R2 := {(p, d) ∈ Rt∗ : p ∈ G, d 6∈ G}, then
c(t−) = c(t∗) +
∑
x∈R2
αx −
∑
x∈R1
αx −
∑
x∈Rt∗\Rt−
βx −
∑
s∈L
αs −
∑
s∈Lt∗\Lt−
βs
By the optimality of t∗ and feasibility of t− we have c(t−) ≥ c(t∗), yielding∑
x∈R2
αx ≥
∑
s∈L
αs +
∑
x∈R1
αx (5)
Now define the schedule t+ as t+s := t
∗
s + 1 for s ∈ G and t+s := t∗s otherwise.
According to Lemma 9 (ii), t+ is feasible. Since t∗g 6= bg ∈ W for all g ∈ G,
no new late stop visit is introduced in t+. Also no new ride time violations are
introduced as it follows from Lemma 9 (i). Therefore we have
c(t+) ≤ c(t∗) +
∑
x∈R1
αx +
∑
s∈L
αs −
∑
x∈R2
αx
by Eq. (5)
≤ c(t∗).
This means t+ is also optimal. Furthermore for all stops s ∈ S for which s <
minG it holds t+s = t∗s ∈ W˜. Now due to the choice of t∗ and `, t+` 6∈ W˜. But
t+` > t
∗
` which contradicts the choice of t
∗ regarding the maximum value t∗` .
7.4 Proof of Lemma 2
Proof (Lemma 2). (i) and (iii) follow directly from the definition of the partial
cost c˜.
Regarding (ii), we note that for ` ∈ S<2n it is J`+1 = J` ∪ {(` + 1, d)} if
(`+ 1) is a pickup stop and (`+ 1, d) ∈ P, or J`+1 = J` \ {(p, `+ 1)} if (l + 1)
is a delivery stop, (p, `+ 1) ∈ P. Therefore,∑
(p,d)∈J`+1
σRTp,d (t`+1 − tp) =
∑
(p,d)∈J`
σRTp,d (t`+1 − tp) + σRT`+1,d(t`+1 − t`+1)
=
∑
(p,d)∈J`
σRTp,d (t`+1 − tp)
or ∑
(p,d)∈J`+1
σRTp,d (t`+1 − tp) =
∑
(p,d)∈J`
σRTp,d (t`+1 − tp)− σRTp,`+1(t`+1 − tp) .
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Thus
c˜(t, `+ 1) =
∑
s∈S≤`+1
σLs (ts) +
∑
(p,d)∈J`+1
σRTp,d (t`+1 − tp) +
∑
(p,d)∈P
d≤`+1
σRTp,d (td − tp)
=
∑
s∈S≤`+1
σLs (ts) +
∑
(p,d)∈J`
σRTp,d (t`+1 − tp) +
∑
(p,d)∈P
d≤`
σRTp,d (td − tp)
= c˜(t, `) + σL`+1(t`+1) +
∑
(p,d)∈J`
(σRTp,d (t`+1 − tp)− σRTp,d (t` − tp)) .
For (p, d) ∈ J` we have σRTp,d (t` − tp) = 0 if t` − tp ≤ rp,d, otherwise σRTp,d (t`+1 −
tp)−σRTp,d (t`− tp) = αp,d(t`+1− tp) +βp,d−αp,d(t`− tp)−βp,d = αp,d(t`+1− t`).
Thus ∑
(p,d)∈J`
(σRTp,d (t`+1 − tp)− σRTp,d (t` − tp)) =
∑
(p,d)∈J`
f `p,d(t) ,
which concludes the proof.
7.5 Proof of Lemma 3
Proof (Lemma 3). Let t2 be a feasible schedule with Label`(t
2) = L2 which
minimises c(t2). Let t1 be a feasible schedule with Label`(t
1) = L1. Let t be
the schedule defined as ts := t
1
s for s ∈ S<` and ts := t2s for s ∈ S≥`. By this
definition (and t` = t
2
` = τ = t
1
`), Label`(t) = L
1.
Now we show inductively that c˜(t, i) ≤ c˜(t2, i) for all i, ` ≤ i ≤ 2n. The case
i = ` holds due to c˜1 ≤ c˜2. For the induction step we assume c˜(t, i) ≤ c˜(t2, i)
holds for every i, ` ≤ i < 2n and now we show also validity for i + 1. Using
Lemma 2 (ii) we have
c˜(t, i+ 1) = c˜(t, i) + σLi+1(ti+1) +
∑
(p,d)∈Ji
f ip,d(t) .
By the definition of t we have ti = t
2
i and ti+1 = t
2
i+1. Clearly σ
L
i+1(ti+1) =
σLi+1(t
2
i+1). Next, we show f
i
p,d(t) = f
i
p,d(t
2) for all (p, d) ∈ Ji. Let (p, d) ∈ Ji.
– If p ≥ sµ we show that tp = t2p. For contradiction we suppose tp 6= t2p
and without loss of generality tp > t
2
p. If m := t` − tp, then following the
schedule t it must hold sm ≤ p, but following the schedule t2 also sm > p, a
contradiction. Since t and t2 schedule such stop p at the same time, f ip,d(t) =
f ip,d(t
2).
– If p < sµ, it means tp < t` − µ ≤ ti − rp,d and this leads to f ip,d(t) =
αp,d(ti+1 − ti). The same arguments ensure f ip,d(t2) = αp,d(t2i+1 − t2i ). Due
to ti = t
2
i and ti+1 = t
2
i+1 we conclude f
i
p,d(t) = f
i
p,d(t
2).
Together with the induction hypothesis we can see that c˜(t, i+1) ≤ c˜(t2, i+1)
and together with Lemma 2 (iii), the case i = 2n concludes the proof.
18 J. Chleb´ıkova, C. Dallard, N. Paulsen
7.6 Proof of the application of Dumas et al. algorithm [5] for
minimising lateness penalties and sum of the ride times
Let I be an instance of Min PDS. The cost of a schedule t of I minimising the
sum of the lateness penalties and the sum of the ride times is
c(t) =
∑
s∈S
σLs (ts) +
∑
(p,d)∈P
(td − tp) . (6)
Since there is no dependence with the ride time constraint, we can set σRTp,d (l) = l,
for all (p, d) ∈ P, and then Equations 1 and 6 are equivalent. Notice that this
is a special case of µ-Min PDS where µ = rp,d = 0, αp,d = 1 and βp,d = 0
for all request (p, d) ∈ P. We point out that, since the ride time constraints are
zero, the cost of a waiting time is directly dependent on the number of requests
affected by it, which is exactly the load of the vehicle. Then for a schedule t, we
have ∑
(p,d)∈P
td − tp =
∑
s∈S<2n
load(s) · (ts+1 − ts) . (7)
Since this can be seen as penalised waiting times the problem can be solved with
the algorithm of Dumas et al. [5] in linear time.
7.7 Proof of Lemma 6
Definition 4. Let t be a schedule of an instance I of Min PDS and X ⊆ S.
We say that X is extended if for all s, s′ ∈ S, if s ∈ X and ts = ts′ then s′ ∈ X.
Definition 5. Let t be a schedule of an instance I of Min PDS and X ⊆ S be
extended. Let t(X) := {ts : s ∈ X} be the set of different visit times for the stops
in X by t. We define altered schedules tX+ and tX− by setting tX+s = ts + 1 and
tX−s = max{as, ts − 1} if ts ∈ t(X) and tX+s = tX−s = ts otherwise. Note that if
t is a feasible schedule then both tX+ and tX− are feasible schedules.
We also write ts+ and ts− as shorthands for tX+ and tX− with X = {x ∈ S :
tx = ts}.
Lemma 11. Let I be an FPTD instance with 2n stops, t a feasible schedule
for I, and s ≤ n a pickup stop with ts < tn+1. Then ts+ violates no ride time
constraint respected by t.
The above lemma is straightforward to see since no pickups are scheduled earlier
and no deliveries are scheduled later in ts+ compared to t.
Lemma 12. Let I be an instance of Min PDS, t be a schedule of I, and X ⊆ S
be extended and such that ts > as for all s ∈ X. If 2c(t) < c(tX−) + c(tX+) then
tX− or tX+ must violate a constraint satisfied by t.
Proof. To prove a contradiction, we suppose that tX− and tX+ only violate a
subset of the constraints violated in t and that 2c(t) < c(tX−) + c(tX+). We
define the following sets:
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– XL := {x ∈ X : tx > bx},
– XP := {(p, d) ∈ P : p ∈ X, d /∈ X, td − tp > rp,d},
– XD := {(p, d) ∈ P : d ∈ X, p /∈ X, td − tp > rp,d}.
Let
∆ :=
∑
x∈XL
αLx −
∑
(p,d)∈XP
αRTp,d +
∑
(p,d)∈XD
αRTp,d .
Since we suppose that tX− and tX+ only violate subsets of constraints compared
to t, we have c(tX−) ≤ c(t)−∆ (note that this makes use of ts > as for all s ∈ X
since otherwise tX−s = ts) and c(t
X+) ≤ c(t)+∆. By summing these inequalities,
we obtain 2c(t) ≥ c(tX−) + c(tX+), a contradiction.
Proof (Lemma 6). We consider an optimal schedule t of an FPTD instance I.
Among all optimal schedules of I, t is chosen
(a) to minimise
∑
(p,d)∈P td, the sum of the delivery times, and such that
(b) for all s ∈ S≤n with ts < tn+1, any feasible schedule t′ with t′s > ts has
c(t′) > c(t).
In the following we show that the schedule t has the requested properties.
Due to assumptions about our model discussed in Subsection 2.2, we obviously
have t2n = a2n and following (a) the scheduling must use ‘as soon as possible
delivery’ strategy, i.e. ts = max{tn, as}, for every s ∈ S>n.
Let s ∈ S. Notice that both ts− and ts+ are feasible schedules. Since t is
optimal, obviously c(ts−) ≥ c(t). We discuss separately the different options
how ts, tn, and tn+1 can be related and make a conclusion in each case.
Firstly, we assume ts < tn, thus ts < tn ≤ tn+1 Consider the following:
– if ts+ violates a constraint satisfied in t, then according to Lemma 11, it
must be a time window constraint and thus there is a stop s′ ∈ S≥s with
bs′ = ts, hence ts ∈ {bs′ : s′ ∈ S, s ≤ s′ ≤ n}<tn,≥as ⊆ Bs(tn);
– if ts− violates a constraint satisfied in t, then it must be a ride time con-
straint, and there is a stop p ∈ S, (p, d) ∈ P, such that td − rp,d = tp = ts,
hence ts ∈
⋃
(p,d)∈P, p≤s
{
max{tn, ad} − rp,d
}
≥as ⊆ Bs(tn).
Secondly, assume that ts = tn = tn+1. Let K such that {s}∪{p : (p, d) ∈ P, tp =
td − rp,d, td = ts} ⊆ K and extend it if necessary. If t` = a` = tn for ` ∈ K,
we also have tn = an ∈ C. If on the other hand tp = ap < tn for some p ∈ K,
then p is a pickup. By (b) c(tp+) > c(t), which means there is a stop ` ≥ p with
t` = tp and t` ≥ b`. Also t` = tp = ap ≤ a` ≤ b`, concluding t` = b`. Then
tn = b`+rp,d ∈ C. On the other hand, when all ` ∈ K have t` > a`, we can make
use of Lemma 12. By (a) and (n+1) ∈ K, it must hold c(tK−) > c(t). Further, by
optimality of t, c(t) ≤ c(tK+), and according to Lemma 12 a constraint satisfied
in t is violated by tK− or tK+:
– if tK− violates a constraint satisfied in t, then it must be a maximal ride
time constraint of a request (p, d) ∈ P with p ∈ K, d 6∈ K. Then td > tn and
by (a) it is td = ad and tp = ad − rp,d. Further, by definition of K, either
tn = tp or tn = tp + rp′,d′ for some (p
′, d′) ∈ P. We conclude ts = tn ∈ C.
– if tK+ violates a constraint satisfied in t we can see that it cannot be a ride
time constraint, since for all (p, d) ∈ P with d ∈ K and td = tp + rp,d, also
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p ∈ K. Therefore, it is a time window constraint, and ts = b` for an ` ∈ S or
ts = bp + rp,d for a (p, d) ∈ P, thus ts ∈ C.
Thirdly, assume ts = tn < tn+1, then s a is pickup stop. Obviously, tn < an+1
and due to (a) td = ad for every delivery d ∈ S>n. If ts = a` for some ` ≤ n,
then by an ≥ a` and feasibility of t it is ts = an ∈ C. Otherwise it follows from
Lemma 12 that ts− or ts+ violates a constraint satisfied in t:
– if ts+ violates a constraint satisfied in t, then according to Lemma 11, it
must be a time window constraint, and tn = bn, hence ts ∈ C;
– if ts− violates a constraint satisfied in t, then it must be a ride time con-
straint, and ts = tn = ad − rp,d, (p, d) ∈ P, hence ts ∈ C.
Finally, assume that ts > tn. Then the stop s must be a delivery stop, i.e.
s ∈ S>n and the deliveries being scheduled using ‘as soon as possible’ strategy
according to (a) ts = as.
7.8 Proof of Lemma 7
Proof (Lemma 7). We consider that t schedules the deliveries as soon as pos-
sible, i.e. td = max{k, ad}, for all d ∈ S>n. We have c(t) =
∑
s∈S σ
L
s (ts) +∑
(p,d)∈P σ
RT
p,d (td − tp). In our situation, we can write c(t) =
∑
s∈S σ
L
s (ts) +∑
(p,d)∈P σ
RT
(p,d)(max{k, ad} − tp). Thus, by rewriting the sum, we obtain c(t) =∑
(p,d)∈P [σ
L
p (tp) + σ
RT
p,d (max{k, ad} − tp)] +
∑
d∈S>n σ
L
d (max{k, ad}). Hence, we
need to prove C[n,m] =
∑
(p,d)∈P [σ
L
p (tp)+σ
RT
p,d (max{k, ad}−tp)] =
∑
p∈S≤n σ
k
p(tp).
It is easy to notice that C[i, j] = 0+σk1 (T
k
1 (j1))+· · ·+σki (T ki (j)) =
∑i
l=1 σ
k
l (T
k
l (jl))
with 0 ≤ j1 ≤ j2 ≤ · · · ≤ j. Moreover, we can assume that T kl (jl) ≥ al for l ≤ i,
otherwise C[i, jl] =∞, which cannot be a minimum. So the equation only con-
siders times which respect the feasibility of a corresponding schedule. Hence,
C[n, k] = c(t)−∑d∈S>n σLd (max{k, ad}).
7.9 FPTD algorithm
Algorithm 1: Dynamic programming algorithm for FPTD instances.
Input: I: an FPTD instance.
Output: an optimal schedule of I.
1 best :=∞;
2 C∗ := two-dimensional array;
3 for k ∈ C do // O(n2)
4 Compute C[n, k] with Eq. (2) and save the values in C; // O(n2)
5 score := C[n, k] +
∑
d∈S>n σ
L
d (max{k, ad});
6 if score < best then
7 C∗ ← C;
8 best← score;
9 Backtrack C∗ to get the schedule t and set td := max{tn, ad}, ∀d ∈ S>n;
// O(n)
10 Return t;
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Proof (Theorem 3). According to Lemma 7, Eq. (2) calculates the cost of an
optimal schedule. The proof shows that each time used by Eq. (2) to compute
C[n, k] can be used to create a feasible schedule. Then, by backtracking the com-
puted table C∗, one can obtain an optimal schedule of I in linear time. Compute
C[n, k] for a fixed k takes O(nm) for m = maxs∈S |Bs(k)|. Since |Bs(k)| = O(n)
for all s ∈ S, independently of k, one can calculate the optimal schedule for a
fixed tn = k in O(n2). This step has to be done for each k in C, thus O(n2)
times. Hence the O(n4) time complexity.
