We introduce a new regularizer for optimal transport (OT) which is tailored to better preserve the class structure. We give the first theoretical guarantees for an OT scheme that respects class structure. We give an accelerated proximal-projection scheme for this formulation with the proximal operator in closed form to give a highly scalable algorithm for computing optimal transport plans. We give a novel argument for the uniqueness of the optimum even in the absence of strong convexity. Our experiments show that the new regularizer preserves class structure better and is more robust compared to previous regularizers.
Introduction
Optimal Transport (OT) is a classic area in probability and statistics for transferring mass from one probability distribution to another [19, 16] . The optimal transport problem seeks to find a transport map from the source distribution to the target distribution to minimize the cost of the transport (see section 2 for a precise statement). Recently optimal transport has been very successfully used in many applications in computer vision, texture analysis, tomographic reconstruction and clustering, see the recent surveys [11] and [18] .
In many of these applications, OT allows the geometry of the underlying spaces to be exploited effectively leading to improved performance compared with methods that are oblivious to the geometry. Unfortunately, this advantage comes at a computational cost of solving the OT problem. Attention has focused recently on efficient computational and numerical algorithms for OT, and a monograph focusing on this aspect is soon forthcoming [15] .
Recently, there have been several advances in computational approaches to OT and applications to domain adaptation. In [4] , a generalized conditional gradient method is used to compute OT together with a couple of regularizers. A computational breakthrough was achieved by [9] who gave a stochastic incremental algorithm to solve the OT problem. However, their algorithm works on the dual and semi-dual formulations and while it computes the optimal value, it is not clear how to recover the corresponding optimal coupling. The explicit coupling is needed in order to compute the transport map necessary for many applications such as domain adaptation as in [14] . Their formulation uses an entropic regularization that has attracted a lot of attention. Despite its considerable merits, entropy-regularized OT has some limitations. The entropy term introduces blurring in the optimal transportation plan. While this can be ameliorated by using small regularization, it requires a carefully engineered implementation. More importantly, the entropy term keeps the transportation plan strictly positive and therefore completely dense, unlike unregularized OT. This lack of sparsity can be problematic for applications where the optimal transportation plan itself is of interest as in domain adaptation [5] . For these applications, the principle of parsimony suggests that we should prefer to transfer one source class to as few target classes as possible.
SON Regularizer Benefits for OT:
We use a class-based regularization as emphasized in [5] introducing a novel regularizer for OT: the sum of norms (SON) regularization. This allows one to exploit the class structure and keep the transport plan sparse. We show both theoretically and experimentally that this formulation allows one to compute a transport plan respecting class structure. In the source domain, the class structure is given via the labels but in the target domain, this structure is latent (hidden). We show that our formulation leads to the discovery of the underlying hidden class structure in the target domain. We give the first rigorous guarantees on the recovery of class structure, no such results are known for other regularizers. We also show experimentally that our regularizer preserves class structure better and is more robust than the other class based regularizers in [4] .
Computational Benefits of Stochastic Proximal Algorithm: Our formulation with the SON regulariser also has computational benefits -we give a highly scalable stochastic incremental algorithm that works in the primal formulation and explicitly produces the optimal coupling. In contrast to [4] who use full gradients, our algorithm is in the stochastic incremental framework. First we give an abstract framework for a proximal-projection scheme that is based on a combination of proximal and projection iterations -since projection is a special case of proximal operators, this is a very natural combination which we believe is novel. Then we specialize this general scheme by computing the proximal operator corresponding to our OT formulation in closed form. We give sparse variants of our algorithms that exploit the fact that each term in the optimization depends only on very few coordinates. Together with using efficient projections to the simplex, this leads to an algorithm with very cheap iterations. For gradient based methods, there is recent evidence of convergence difficulties and instability for unappropriate choice of parameters [13] . These difficulties are avoided or ameliorated with our proximal scheme. We also use the optimal coupling to compute a transport map which can be used to map out-of-sample points as suggested in [14] .
The main contributions of this paper are:
• We give in section 3 a new regularized formulation of OT that promotes sparsity of the transport plan corresponding to class structure such as those present in domain adaptation problems.
• We give the first rigorous results for an OT plan that respects class structure, section 4.
• We investigate in section 6 the algorithm on several synthetic and benchmark datasets and demonstrate the benefits of the new regularizer.
• We give in section 5 a general accelerated stochastic incremental proximal-projection optimization scheme that combines proximal and projection iterations. We give a novel acceleration scheme for variance reduction in the stochastic projection steps.
• We specialize the general scheme with explicit closed form of proximal operators and fast projections to simplexes to give highly scalable stochastic incremental algorithm for computing our OT formulation, producing the optimal coupling explicitly.
• We give in section 3.1 a new proof of the uniqueness of the optimum in our convex formulation in spite of the absence of strong convexity with a technique that may have wider applicability.
Background on Optimal Transport
Let Ω s and Ω t denote two measure spaces. Given two probability measures µ ∈ P(Ω s ) and ν ∈ P(Ω t ), and a distance (cost) function d : Ω s × Ω t → [0, +∞], the Monge problem [19, 16] is defined as:
where T is a transport map and ν = T#µ is the pushforward measure such that ν(A) = µ(T −1 (A)) ∀ A ⊂ Ω t . The Kantorovich relaxation [10] is a convex relaxation of the above problem given by:
where Π(µ, ν) is the set of transport plans or couplings of the two measures given by: Π(µ, ν) = {x ∈ P(Ω s × Ω t ) : (π s )#x = µ, (π t )#x = ν} and π s and π t are the projections of Ω s × Ω t onto Ω s and Ω t , respectively, leading to marginal distributions as their pushforward measures. We consider a case where the source and target measures µ and ν are discrete distributions,
where δ denotes the Dirac measure. Then, the Kantarovich relaxation can be formulated as a linear program:
where µ, ν respectively denote the vectors of the elements µ i , ν j .
Optimal Transport with SON regularization
Let D = (D ij = d(x i , x j )) be the m × n distance matrix of the transportation problem. We denote the i th row and j th column of D by d i and d j , respectively. Then, the Kantarovich relaxation can also be written as min
where in this case Π(µ, ν) is identified by the set of all matrices in [0 1] n×m such that j x ij = µ i and i x ij = ν j . In other words,
We introduce the following unified convex optimization framework for various regularized optimal transport: min X∈Π(µ,ν)
where x l and x k denote the (the transpose of) l th row and k th column of X, respectively, and S l,k , R l,k are positive kernel coefficients on rows and columns of X, respectively. λ is also a tuning parameter.
The framework in (1) is especially useful when the source samples y s i are assigned to different classes and the optimal transport is additionally required to map the points within each class to identical or similar points in the source domain. In this case, we may set R l,k = 0 if x l and x k are in different classes and if they are in the same class, we set R l,k = k s (y s l , y s k ) for a suitable (differentiable) kernel k s . On the target side where usually no class information is provided, we may set S l,k = k t (x l , x k ) for a suitable kernel k t of choice. Intuitively, the effect of this regularization will be to uncover underlying cluster structure in the target, and each target class will have the optimal transport flow from one of the source classes. This is made precise and proved in Section 4.
Uniqueness
Even though the objective in (1) is not strongly convex, its solution may remain unique. We show this by an alternative approach, which is not only useful in our framework, but can also be used in many similar problems such as linear programming (LP) relaxations. Our approach is based on the following definition: Accordingly, we have the following lemma, the proof of which is given in the supplement: Lemma 1. A resistant optimal point of a convex optimization is its unique optimal point.
One special case of resistant optimal points, which is useful in our analysis, is when there exists a neighborhood M of 0 such that
We call such a resistant optimal point an extremal optimal point. Our strategy for uniqueness in the Theorem 1 is to show that the desired optimal point is extremal and hence unique, according to lemma 1. In the case of the problem in (1), adding the term D , X modifies the cost matrix D to D +D. Hence, being an extremal optimal point, in this case, means that the solution X 0 is maintained by perturbing the matrix D in a sufficiently small open neighborhood. This is often easy to check, because in many cases, including our results in Section 4, the optimality of X 0 is guaranteed by a set of inequalities on D, which remain valid under small perturbations, simply by requiring the inequalities to be strict. As seen, Lemma 1 and extremal optimality, in particular, can be powerful tools for establishing uniqueness beyond strong convexity. It is also simple to show that strong convexity is also a special case of the concept of resistant optimal solution, but indeed the latter can be used even if strong convexity does not hold, e.g. in (1).
Computing a general non-linear transport map
Given the optimal coupling x 0 , the transport map on the source points is the Barycentric mapping:
Thus a non-linear transport map T for an arbitrary differentiable cost function can be computed to minimize the average transport cost for all source samples:
For a differentiable cost function C, we can easily compute a gradient for the ith term and solve the optimization gradient descent.
Class Based Regularization: Guarantees
We show that our SON regularizer is able to provably compute transport plans that respect the class structure. In the source domain we have the class structure given explicitly via the labels. In the target domain, it is reasonable to assume that a latent or hidden class structure exists. We show that our algorithm can discover this hidden class structure in the target domain and compute a transport plan that respects the class structure in the two domains. Our approach is to consider a planted model: for simplicity, we describe here a model in which the data points in each of the source and target domains are both partitioned into K parts each of size n. We respectively denote the partitions in the source and target domains by {C α }, {D β }. The cardinalities of both partitions C α , D β is m = n /K (these assumptions are relaxed in the supplement). Further, there exists a natural bijective assignment between the clusters in the source and target domain, which we denote by a permutation π on [K]. We investigate that the plan obtained by solving (1) recovers both sets of clusters {C α }, {D β } and the assignment π, by ensuring that X ij remains zero for the i th data point in the source domain and j th data point in the target domain, belonging to unassociated clusters by π. In this case, the pair of associated clusters by π can be easily obtained by treating X ij as the nonzero part of the (weighted) adjacency matrix of a bipartite graph (with source and target data points as the nodes in the two parts) and applying a graph clustering technique. We further require the ideal solution to be the one with
For simplicity, we take S j,j = 1 everywhere and study two cases where R i,i = 1 holds true either everywhere (no kernel) or for i, i belonging to the same cluster and R i,i = 0 otherwise (perfect kernels in the source domain). The general case is presented in the supplement. Introducing an indicator variable R, the first case is referred to by R = 0 and the second one by R = 1. Note also that we assume the optimization in (1) to be feasible for our ideal solution, which requires for every i, i ∈ C α and j, j ∈ D π(α) that µ i = µ i = ν j = ν j . In the supplement, we treat the general infeasible cases by considering a relaxation of (1).
In the context of the recovery of the assignment π by the Kantorovich relaxation, a key concepts is cyclical monotonicity [19] , which we slightly modify and state below: Definition 2. We say that a set of coefficientsD α,α for α, α ∈ [K] satisfies the δ−strong cyclical monotonicity condition if for each simple loop
Compared to the standard notion of cyclic monotonicity, we introduce a constant δ ≥ 0 in the right hand side of (2), which can be nonzero only when D has a discrete or discontinuous nature. Since π is a cluster assignment, we apply this condition to the average distance of clusters given by
Then, larger values of δ reflect better separation between clusters with respect to detecting the assignment π. Hence δ can be used as an empirical measure of separation between clusters (see the example below). It is natural to expect an ideal solution only when the clusters are well-separated and δ is large, but the exact condition also requires a notion of metric in the two domains, which is not provided in the description of our problem. Our analysis introduces two different metrics: the first one is based on the geometric distance (cost) matrix D and is used to provide the diameter of each cluster. The second one is based on the distributions µ, ν and is used to assign a probabilistic distance or discrepancy between clusters. Our condition simply requires the maximal diameter of clusters to be relatively smaller than the product of the probabilistic and empirical (δ) distance between the clusters in each domain.
The geometric distance is simply obtained by respectively using the rows and columns of D as embedding vectors for the data points in the source and target domain, and employing 2 distance. This leads to di−d i / √ n and d j −d j / √ n as the distance between source points i, i and target points j, j , where again d i , d j respectively refer to the rows and columns of D. The diameter of each cluster is the maximum distance between the points in that cluster and we denote by ∆ the maximum diameter of the clusters in both domains.
For the distributional distance, we first define σ α := i∈Cα µ i = j∈D π(α) ν j . and then take
and take Λ as its maximum over α = β. This number reflects the amount of "unbalancedness" in the measure σ α (See the example below). Then, we have the following result:
Then, the solution of (1) is given by X ij = X α,β for i ∈ C α and j ∈ D β satisfying one of the following two conditions:
Furthermore, the solution is unique in part 1 if all inequalities are strict.
Proof. Proof can be found in the supplement.
The first part of theorem 1 establishes ideal recovery under the condition that the cluster diameters ∆ is relatively smaller than the product of the cluster separations Λδ. The second part gives an upper bound on the error β =π(α) X α,β . Also, note that ∆ is always smaller with R = 1 compared to R = 0, which makes the conditions loser. This reflects the intuitive fact that introducing kernels simplifies the estimation process.
Example: Suppose that each domain consists of two clusters of data points on R b each generated by a Gaussian distribution with equal variance σ 2 . We denote the mean of the α th cluster from k th domain for α = 1, 2 and k = 1, 2 by µ j α . We take π(1) = 1, π(2) = 2 and define the distance matrix as the square 2 distance of the points in two different domains. We denote by ρ the minimum of mean point distances in similar domains, i.e µ k 1 − µ k 2 , and take d as their maximum between domains, i.e. d α,β = µ 1 α − µ 2 β . By triangle inequality, ρ ≤ 2d. We take no kernel, i.e. R = 1.
In this case, we observe that Λ = √ σ 2 1 +σ 2 2/3(σ1 +σ2) and hence 1/3 √ 2 ≤ Λ ≤ 1/3, where Λ reaches its maximum value for highly unbalanced measures σ 2 /σ 1 → 0 or ∞. This confirms that Λ is a figure of variability among clusters. We observe that ∆ = O( √ d 2 + σ 2 log n) with a probability of at east 1 − 1 /n 10 1 . Theorem 1 in this case implies that there exists a constant C such that with the same probability our approach recovers the clusters and π if
We notice that δ is the difference between the average distance d 2 11 +d 2 22 of corresponding clusters by π and the average distance d 2 12 + d 2 21 of unassociated ones. Hence, the above condition means that each cluster in the target domain is substantially closer, on average, to its corresponding cluster in the source domain. This condition also imposes the clusters to be geometrically well-separated in each domain. To see this from triangle inequality, we observe that δ ≤ 2dρ − ρ 2 and hence, we also require that 2dρ − ρ 2 ≥ C √ d 2 + σ 2 log n, implying ρ ≥ C/2 log n, i.e. well-separated centers.
Stochastic Incremental Algorithms

Accelerated Proximal-Projection Scheme
Proximal methods are a very effective class of methods for optimizing non-smooth functions [12, 3] . Defazio [6] gives a stochastic acceleration technique using proximal operators for unconstrained problems. We have a constrained optimization problem:
Bertsekas [1] and Wang and Bertsekas [20] and [13] give general stochastic incremental schemes that combine gradient, proximal and projected schemes for optimizing such finite sum problems with convex constraints. However, these don't use acceleration and their convergence are guaranteed with a vanishing step size, which is practically difficult to control and often leads to extremely slow convergence. Here, we combine the two ideas to give an accelerated proximal scheme. Further, we show in Section 5.3 that the proximal operator can be computed in closed form for our problem. Together with the projection to the simplex from [7] , this gives a stochastic incremental algorithm with very cheap iterations. We extend the acceleration techniques for unconstrained optimization as in Point-SAGA to the constrained setting by introducing memory vectors to constraints. Each memory vector h m for a constraint S m stores the last observed normal (separating) vector to S m . Then, we propose an updating rule of the following form:
Depending on the choice of φ nt or S mt , either g nt ← g nt + a t or h mt ← h mt + a t , where
where ρ ∈ (0 1) and α > 0 are design constants. Our algorithm has crucial differences to Point-SAGA. The average vector of memory terms is moved from the update rule of x t to the update rule of g t . Also, the design parameters ρ and α are introduced to improve convergence.
Just-in-Time Update: In our problem of interest in (1), the number of variables quadratically grows with the problem size. For such problems, incremental algorithms may become infeasible in large-scale. However, we observe that in our problem, each term φ n (x) and constraint S m only involves a small subset x In := (x i , i ∈ I n of the variables, where I n ⊆ [d]. Hence, the projection and proximal operators alter only a small subset of variables, dramatically reducing the amount of computation. We exploit this to give an algorithm that has much cheaper per-iteration cost. Note that the vanilla algorithm explained in (4),(5) still operates on the full set of variables as the memory vectors become non-sparse by the updating rule in (5) . We resolve this issue by following the Just-it-Time approach in [17] and modifying
where I t denotes the set of variables involved in the t th iteration and we define (y) I for a vector y = (y 1 , y 2 , . . . , y d ) as a vector y = (y 1 , y 2 , . . . , y d ) such that
where K = M + N and K i is the number of objective terms φ n and constraint sets S m including the i th variable x i . In the projection step, we can use the sparse projection from [8] .
Unconstrained Scheme with Penalties
For an unconstrained formulation, one can pass to a Lagrangian scheme:
where ω is a design parameter and dist(x, S n ) denotes the 2 distance between x, S n : dist(x, S n ) = min y∈Sn x − y 2 . Defazio's scheme [6] can be directly applied to the problem in (6) . In general the optimization in (6) leads to a super-optimal infeasible solution with infeasibility gap of O( 1 ω ), but may, in many case, provide the exact solution. Hence, by choosing a sufficiently large ω, we may obtain a satisfactory result.
Proximal Operator for the SON-Regularized Kantorovich Relaxation
We show here that we can explicitly compute the proximal operator for our problem. We give the main point here and defer more details about the specific realization of them for (1) to the supplement. Notice that the objective (1) can be written as
where φ ρ,ζ,η (x, y) = x, ζ + y, η + ρ x − y 2 .
We explicitly calculate the proximal operator:
The proximal operator of the function φ ρ,ζ,η is given by
and
Proof. The proximal operator Π µ,k,ζ,η of φ k,ζ,η is defined as
A change of variables u = (x+y) /2, v = (x−y) /2 leads to a separable optimization over u and v, which can be analytically solved and gives the result.
The explicit description of the proximal operator for the second algorithm is provided in the supplement.
Experiments
In this section, we experimentally investigate the various aspects of different optimal transport domain adaptation models on several synthetic and real-world data. In order to study the properties of different optimal transport (OT) methods for unsupervised domain adaptation, we first investigate the models on a simple dataset, shown in Fig. 1 . We illustrate the behavior of each model with respect to two different values of its regularization parameter (low and high) respectively at the first and the second row. The source data, the target data and the transported source data are respectively shown by yellow, blue and red points. Each column in Fig. 1 corresponds to a particular model, in order, OT-l1l2, OT-lpl1, OT-Sinkhorn and OT-SON (our model). We observe that OT-SON yields stable and consistent results for different values of its parameter. Moreover, the data transported by this model is always informative providing a good representative of the underlying classes. Whereas, the other OT models are sensitive to the values of their regularization parameters and thus might transport the source data to somewhere in the middle of the actual target data, far from the classes in the target domain.
Effects of SON-Regularizer
In the following, we study the interesting case where the source and target domain do not include the same number of classes, as shown in Fig. 2 . In this experiment we assume that the source data contains three classes, whereas the target domain has only two classes. Similar to the previous study, the columns respectively correspond to the OT-l1l2, OT-lpl1, OT-Sinkhorn and OT-SON models. We observe that among all different models, only OT-SON with an appropriate parameter is able to identify that the source and the target domains have different number of classes and then it matches the corresponding classes correctly. It maps the superfluous class to a space between the two matched classes. However, the other models assign the superfluous class to the two other classes and do not distinguish the presence of such an extra class in the source domain. This observation is consistent with the assumptions made in [4] .
Experiments on path-based data
Here, we investigate the different OT-based domain adaptation models on a synthetic and commonly used dataset, wherein the three classes have diverse shapes and forms [2] . In particular, we consider the case where one of the source classes is absent in the target domain. 2 Fig. 3 shows the source data (by yellow points) and the target data (by blue points), where, compared to the source domain, the left Gaussian data cloud has been eliminated in the target domain. Fig. 4 shows the two source and target datasets, as well as the transported data by our model (OT-SON). The transported data are shown in red. Consistent to the previous study, we observe that our method avoids mapping the source data of the non-present class to any of the present classes of the target domain. This leads to obtain a better predication for the target data. In Table  1 , we compare the accuracy scores of different models on the target data, where our model yields the highest score.
Real-world experiments
Finally, we investigate the different models on the real-world application of classification of images of digits. For this, we consider the MNIST data as the source and the USPS data at the target. However, to make the problem even harder, we use all the 10 classes of the source (MNIST) data, but we discard the classes corresponding to 0, 4, 9 from the target (USPS) data. Each object (image) is represented with 256 features. The transformed source samples are used to train a 1-nearest neighbor classifier. We then use this (parameter-free) classier to estimate the class labels of the target data and then compute the respective accuracy. Fig. 5 shows the accuracy results for different OT-based models. We report the scores for different values of the regularization parameter, in order to investigate the robustness of the methods with respect to such a non-trivial parameter. We observe, (i) OT-SON yields the highest accuracy scores, and (ii) it is significantly more robust to the regularization parameter (λ), compared to the other class-based regularization approaches. 3 
Conclusion
We developed a regularized optimal transport scheme which produces sparse maps and is suitable for problems with class specifications and geometric kernels. We provided theoretical guarantees for the sparsity of the resulting transform and developed constrained incremental algorithms which are generally suitable for non-smooth problems and have theoretical guaranteed convergence. Our experimental studies demonstrated the effectiveness of our methods in different settings and datasets.
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Supplementary Material -Proofs
We consider the analysis of our proposed method for general kernel coefficient and cluster sizes. Hence, we respectively consider two partitions {C α }, {D β } of [n], [m] with the same number of parts K. We denote the cardinalities of C α and D β by n α and m β , respectively. Further, we consider a permutation π on [K] as the target of OT. Also, we address infeasibility by consider the following optimization:
where θ > 0 is a design parameter and we remind that x i = (X i,j ) j , x j = (X i,j ) i , and R i,i and S j,j are positive kernel coefficients. Now, we introduce few intermediate optimizations to carry out the analysis. Define the following more general characteristic optimization:
where
x O = √ x T Ox, N, M are diagonal matrices with n α m β as diagonals, resepectively, x α = (X α,β ) β and x β = (X α,β ) α , and a M = (m α ) α , a N = (n α ) α .
Further, define the ideal optimization:
where σ α = (n α µ α +m π(α) ν π(α) )/2, σ β = σ π −1 (β) = (n π −1 (β) µ π −1 (β) +m β ν β )/2, and {p α }, {q β } are dual variables. Also, define δ α = (µ α n α − m π(α) ν π(α) )/2, δ β = −δ π −1 (β) = (m β ν β − n π −1 (β) µ π −1 (β) )/2 and δ = (δ α ). Finally, take
Then, we have the following more general result:
1. Suppose thatD α,α = D α,π(α ) satisfies the strong cyclical monotonicity condition, where for each simple loop
The solution X α,β of the characteristic optimization in (13) satisfies the following condition:
The solution of (12) is given by X ij = X α,β if there exist positive constants a, c, d such that 2a + c + d ≤ 1 and for all i, i ∈ C α and j, j ∈ D β ,
Proof. Denote the optimal value of (14) and (13) by C 0 and C 1 , respectively. Also, notice that sinceD α,α satisfyies the strong cyclical monotonicity condition, Y α,β = δ β,π(α) σ α is the solution of (14) and there exist dual variables p α , q β such that
Hence for the solution X α,β of (13),
where F (. ) denotes the objective function in (13) . On the other hand for X α,β = Y α,β nαm β = δ β,π(α) σα nαm β , we have that
We conclude that δ
Lemma 1 gives the result in part 1. For part 2, notice that the optimality condition of X α,β yields
Also for i ∈ C α , i ∈ C α and j ∈ D β , j ∈ D β , where α = α and β = β , take (z ii ) j = (z α,α ) β , (z jj ) i = (z β,β ) α . Then, it simple to check that X ij = X α,β satisfies the optimality conditions of (12) under conditions of the theorem and noticing that by the root-means-square and arithmetic mean (RMS-AM) inequality, we also have
Lemma 3. Suppose that the ideal optimization in (14) has a solution where X α,π(α) > 0 holds for every α. For every δ = (δ α ) α satisfying 1 T δ = 0 and any choice of the optimal dual parameters {p α , q β } we have that
where δ β = −δ π −1 (β) . As a result in this case, (14) has optimal dual parameters {p α , q β } satisfying |p α | ≤ ∆ 1 , |q β | ≤ ∆ 1 Proof. Denote the minimum value of X α,π(α) by . Without loss of generality, we assume that δ 1 − δ ∞ ≤ . Take α 0 ∈ arg min α |δ α |. Hence, δ 1 − δ ∞ = α =α0 |δ α |.
Denote the optimal value of (14) by C 0 . From the strong duality theorem we have that
We notice that {p α , q β } are feasible dual vectors for (16). Hence, from the weak duality theorem we have
Now take the solution
It is simple to check that Y α,β is feasible in (16). Moreover, we have
which proves the first part. Now, notice that for any pair (α 1 , α 2 ) of distinct indices, taking δ α1 = 1 and δ α1 = −1 gives p α1 − p α2 − q α1 + q α2 ≤ ∆ 0 switching α 1 , α 2 yield |p α1 − p α2 − q α1 + q α2 | ≤ ∆ 0
Now, notice that from the optimality of (14) we have p α + q α = D α,α , which leads to 2|p α1 − p α2 | ≤ ∆ 0 + |D α1,α1 − D α2,α2 | which yield
The result is obtained by noticing that the set of optimal dual solutions is invariant under shift, i.e. p i + λ and q i − λ are also solutions for any λ ∈ R. Hence, we may take λ such that
Triangle inequality gives the result.
