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We investigate experimentally and theoretically the spin-orbit effects on the weak localization in a
(110) GaAs 2-dimensional electron gas (2DEG). We analyze the role of two different terms in the
spin splitting of the conduction band: the Dresselhaus terms, which arise due to the lack of inversion
center in the bulk GaAs, and the Rashba terms, which are caused by the asymmetry of the quantum
well. It is shown that in A3B5 quantum wells the magnetoresistance due to the weak localization
depends qualitatively on the orientation of the well. In particular, it is demonstrated that the (110)
geometry has a distinctive feature that in the absence of the Rashba terms the “antilocalization”
effect, i.e. the positive magnetoresistance, does not exist. Calculation of the weak anti-localization
magnetoresistance is found to be in excellent agreement with experiments.
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I. INTRODUCTION
The effect of the negative magnetoresistance observed
in high-density 2d electron gas in semiconductor quan-
tum wells is known to be caused by the weak local-
ization, which results from the constructive interference
of two electron waves propagating along a closed path
in opposite directions, and leads to suppression of the
conductivity. In a magnetic field the interference condi-
tions are violated, which causes the effect of the negative
magnetoresistance1.
It was shown in2 that the triplet states with the to-
tal momentum of both electron wavefunctions J = 1
give a positive contribution into the resistance, while the
singlet state with J = 0 gives a negative contribution
(antilocalization). Then, the interference conditions can
also be changed by the spin relaxation, which, depending
on the relaxation mechanism, can suppress the contribu-
tion of either triplet or (mainly) singlet states2,3. In the
non-centrosymmetric semiconductors and semiconductor
structures the dominant spin relaxation mechanism is the
Dyakonov–Perel mechanism, which is caused by the spin
splitting of the conduction band4,5. If this splitting is
not very small, in weak magnetic fields the antilocaliza-
tion effect prevails, and the resistance increases with the
magnetic field B. Therefore, the nature and strength of
the spin relaxation determines not just the magnitude
of the negative magnetoresistance effect, but even the
qualitative behavior of the magnetoconductivity σ(B).
Furthermore, it was recently shown6–8 that if the con-
duction band spin splitting is linear in the wave vector,
which is always the case in 2d structures, the theory of
the weak localization must take into account the correla-
tion between the electron motion in co-ordinate and spin
spaces. The effects of the spin relaxation on the mag-
netoresistance were recently investigated experimentally
by Knap et al.8 and by Pedersen et al.9 and a very good
agreement was obtained with the theory for the (100) ori-
ented GaAs quantum wells. In this paper we report for
the first time on a study of magnetoresistance in (110)-
oriented quantum wells and present the theory of the
weak localization for this particular case.
II. THEORY
In asymmetric A3B5 quantum wells the spin splitting
of the conduction band has two terms. The first, Dres-
selhaus term10, arises from the asymmetry of the crystal
itself and in the bulk crystal is described by the following
Hamiltonian:
H1 = γ
∑
σiki
(
k2i+1 − k2i+2
)
, (1)
where i = x, y, z, i+3→ i, γ is the spin-orbit coefficient
for the bulk semiconductor, σi are the Pauli matrices
and ~k is the electron wave vector (in this paper we take
h¯ = 1 everywhere except in final formulas). We take the
coordinate system z ‖ 110, x ‖ 11¯0, and y ‖ 001. In a
(110) quantum well the kz is quantized: 〈kz〉 = 0, 〈k2z〉 =∫ |∇ψ|2 dz, where ψ(z) is the electron wave function in
the well. Consequently, the Hamiltonian (1) becomes
H1 = −γσzkx
[
1
2
〈k2z〉 −
1
2
(
k2x − 2k2y
)]
. (2)
It is convenient to write this Hamiltonian as a sum of
harmonics6–8:
1
H1 = σz (Ω1z +Ω3z) , (3)
where
Ω1z = Ω1 cosφ, Ω3z = Ω3 cos 3φ,
Ω1 = −1
2
γk
(
〈k2z〉 −
1
4
k2
)
, Ω3 =
3
8
γk3, (4)
k2 = k2x + k
2
y , tanφ =
ky
kx
.
The other term in the conduction band spin splitting,
the Rashba term, is caused by the asymmetry of the
quantum well11. Its Hamiltonian does not depend on the
orientation of the quantum well:
H2 =
(
~σ · ~Ω2
)
, (5)
where Ω2x = Ω2 sinφ,Ω2y = −Ω2 cosφ, Ω2 = αk. In
a uniform electric field E (triangular well) α = α0eE ;
the coefficient α0 may depend on the properties of the
heterointerface.
Using the formalism similar to that of Refs.6–8 one can
show that the correction to the conductivity σ caused by
the weak localization is determined by the zero harmonic
of the Cooperon C0(~q), which obeys the following equa-
tion:
HC0 = 1
2πν0τ20
, (6)
where ν0 is the density of states at the Fermi level, τ0
is the elastic lifetime and v is the Fermi velocity. In
the basis of the eigenfunctions φ0 (antisymmetric singlet
state) and φml with l = 1,m = −1, 0, 1 (symmetric triplet
state) the operator H consists of two blocks, H0 for the
singlet states and H˜ for the triplet states:
H0 = D(q2x + q2y) +
1
τϕ
, H˜ = D(q2x + q2y) +
1
τϕ
(7)
+2
[
2Ω22 + J
2
z
(
Ω21 − Ω22 +Ω23
τ3
τ1
)
− 2JyJzΩ1Ω2
]
τ1
+2vτ1
[
qx (Ω1Jz − Ω2Jy) + qyΩ2Jx
]
.
Here Ji are the matrices of the angular momentum opera-
tor with total momentum J = 1, τϕ is the phase-breaking
time, D = v2τ1/2 is the diffusion coefficient, τn, n = 1, 3,
is the relaxation time of the respective component of the
distribution function.
In a magnetic field B ‖ z the wave vector q becomes
an operator with the commutation relations
[q+q−] =
δ
D
, δ =
4eBD
h¯c
, (8)
where q± = qx ± iqy.
This allows us to introduce creation and annihilation op-
erators a† and a, respectively, for which [aa†] = 1:
D1/2q+ = δ
1/2a, D1/2q− = δ
1/2a†, Dq2 = δ{aa†}.
(9)
The weak localization correction to the conductivity in a
magnetic field can now be written as
∆σ = − e
2δ
4π2h¯
nmax∑
n=0
(
− 1E0n +
1∑
m=−1
1
Emn
)
, (10)
where nmax = 1/δτ1. The eigenvalues E0n ofH0 are given
by the following equation:
E0n = δ
(
n+
1
2
)
+
1
τϕ
. (11)
The expression for the operator H˜, of which Emn are the
eigenvalues, follows from Eqs. (7, 9):
H˜ = δ{aa†}+ 1
τϕ
+ 2
(
Ω21τ1 +Ω
2
3τ3
)
J2z
+2
(
2− J2z
)
Ω22τ1 − 4Ω1Ω2τ1JyJz (12)
+2(δτ1)
1/2
[
1√
2
Ω1Jz
(
a† + a
)
+ iΩ2
(
a†J+ − aJ−
)]
.
where J± = (Jx ± iJy)/
√
2.
If we keep only the Dresselhaus terms in Eq. (7), i.e.
put Ω2 = 0, the matrix H˜ becomes diagonal in the basis
of the eigenfunctions of Jz, and its non-zero matrix el-
ements for arbitrary n and m = −1, 0, 1 can be written
as
H˜mm = D
[
q2y + (qx + qm)
2
]
+ 2Ω23τ3m
2 +
1
τϕ
, (13)
where qm = (2Ω1/v)m. Since the shift by qm does not
change the commutation relations (8) for the operators
qy and q
′
x ≡ qx + qm, the energies Emn depend only on
the cubic Dresselhaus term:
Emn = δ
(
n+
1
2
)
+ 2Ω23τ3m
2 +
1
τϕ
, (14)
while the spin relaxation rate is determined by the sum
of all terms: τ−1s = 2
(
Ω21τ1 +Ω
2
3τ3
)
. One can see from
Eqs. (10, 11, 14) that the term with m = 0 cancels
the contribution of E0n in the conductivity, and, there-
fore, the magnetoconductivity ∆σ(B) is given by the
expression2:
∆σ(B) −∆σ(0) =
e2
2π2h¯
{
Ψ
(
1
2
+
Hϕ
B
+
H
(3)
SO
B
)
− ln Hϕ
B
}
, (15)
where
Hϕ =
ch¯
4eDτϕ
, H
(3)
SO =
ch¯
4eD
2Ω23τ3. (16)
2
Therefore, in absence of the Rashba terms in a (110)
quantum well the negative magnetoresistance cannot be
observed.
When both Dresselhaus and Rashba terms are present,
the eigenvalues of H˜ can be found only numerically. In
practice it is more convenient to compute directly the
sum of the inverse eigenvalues, using the expression8,12:
∑
n
1∑
m=−1
1
Enm
=
∑
i
|Dii|
|D| , (17)
where |D| is the determinant of the matrix H˜ and |Dii|
is the minor of its diagonal element i, i. The detailed
description of the numerical procedure will be published
elsewhere.
III. EXPERIMENT
The samples used in our work were grown by Molec-
ular Beam Epitaxy (MBE) technique. The layer se-
quence was of the standard high mobility transistor type.
The 2d electron gas was formed in GaAs at the (110)
GaAs/Ga0.7Al0.3As interface. The sample was δ-doped
with silicon in two planes at 10 nm and 50 nm from the
interface The individual samples were mesa-etched into
rectangular Hall bars with the width of 0.2 mm and the
total length of 4.2 mm. 3 voltage contacts on each side
were placed at a distance of 0.8 mm to avoid perturb-
ing significantly the 4-point measurements. Ohmic con-
tacts to the 2DEG was made by an annealed AuGeNiAu
composite film in 0.6× 0.6 mm2 contact areas. The con-
tacted areas were subsequently bonded to the legs of a
non-magnetic chip carrier.
Our 4-point measurements of the resistivity were car-
ried out by standard low-frequency lock-in technique.
Typically the sample resistance was few kΩ and with
an AC current amplitude below 200 nA we have avoided
significant Joule heating of the sample at our lowest tem-
perature, 0.3 K. To generate low stable magnetic fields
we used two highly stable current sources (Keithley 220);
the first was used to out-compensate the magnetic flux
trapped in the superconducting magnet, whereas the sec-
ond was used for the magnetic field sweep around the zero
value. The peak in the weak localization resistivity (or,
for antilocalization, conductance) defines the zero value.
Incidentally, this method is accurate enough to determine
this zero point within about 1 µT13.
IV. RESULTS AND DISCUSSION
In Fig. 1 we show the results of the magnetoconduc-
tivity measurements for a sample with electron density
n = 5 · 1011 cm−2 and mobility µ = 7 · 104 cm2/Vs at
T = 0.36 K. Also shown are the best fits as obtained
from our theory, and from the theory of Hikami, Larkin,
FIG. 1. Magnetoconductivity ∆σ(B) − ∆σ(0) in (110)
quantum well. Experimental results are shown by solid line,
theoretical best fit – by dashed line The dots show the best
fit by the Hikami-Larkin-Nagaoka theory. Sample character-
istics and parameters of the theory are given in the text. The
vertical lines show the interval |B| ≤ Htr = 4.5 Gs.
and Nagaoka (HLN)2, which assumes that all terms of
the spin splitting give additive contributions into magne-
toconductivity. The fitting was done by weighted explicit
orthogonal distance regression using the software package
ODRPACK14. The weights were selected to increase the
importance of the low-field (B ≤ 3Gs) part of the mag-
netoconductivity curve. Only the experimental points at
|B| ≤ Htr = ch¯4eDτ1 = 4.5Gs we used for fitting, since
the above theories use the diffusion approximation, and,
therefore, are only valid for B small compared to Htr.
The parameters of our theory are τϕ and Ωi, i = 1, 2, 3.
It is convenient to convert them into characteristic mag-
netic fields Hϕ, H
(3)
SO ( see Eq. (16)), and H
(1,2)
SO :
H
(1)
SO =
ch¯
4eD
2Ω21τ1, H
(2)
SO =
ch¯
4eD
2Ω22τ1. (18)
The parameters of the best fit are Hϕ = 0.02 Gs, H
(1)
SO =
0.12 Gs, H
(2)
SO = 1.3 Gs, and H
(3)
SO = 0.04 Gs for our the-
ory and Hϕ = 0.014 Gs, HSO = 0.33 Gs for the HLN the-
ory. One can clearly see that the HLN theory is unable
to describe the experimental data. The disagreement be-
tween the experiment and the HLN theory in our case is
much more severe than for (001) quantum wells7,8, since
the effects of the correlations between the electron motion
in co-ordinate and spin spaces is much stronger here: as
we have shown above, in a (110) quantum well the linear
Dresselhaus terms have no effect on the magnetoconduc-
tivity (in the absence of the Rashba term), whereas in a
(001) well such a dramatic cancellation is only possible
when both Rashba and Dresselhaus terms exist and are
nearly equal.
3
From the above values of the parameters H
(i)
SO we can
determine the values of the constants γ and α0, using
Eqs. (4, 16, 18), kF =
√
2πNs, and the following ex-
pressions for 〈k2z〉15 and α, which are obtained using the
standard variational wavefunction for electrons at the
heterointerface16:
〈k2z〉 =
1
4
(
16.5πe2mNs
κh¯2
)1/3
, α = eE¯α0, E¯ = 2πeNs
κ
, (19)
where Ns is the electron density, κ is the dielectric con-
stant, m is the effective electron mass, and E¯ is the aver-
age electric field in the well. The resulting values of the
coefficients are γ ≈ 22 eVA˚3 and α0 ≈ 14 A˚2. The value
of γ is very close to the previously reported values, both
measured and calculated,5,17–21,7,8, including those mea-
sured in weak localization experiments in (001) quantum
wells7,8. The value of α0 was only measured in the latter
experiments and reported to be about 7.2 A˚2. However,
unlike γ, which is the bulk material coefficient, α0 may
contributions from the interface22,23. Their magnitude is
not reliably known; therefore, we do not view the discrep-
ancy between our value of α0 and the one measured in
(001) wells as alarming. Also, from the value of H
(3)
SO we
can determine the ratio τ3/τ1 ≈ 1/8. This ratio can vary
from 1 for short-range scattering to 1/9 for scattering on
remote impurities, and the experiment shows that in our
samples those are practically the only source of scatter-
ing. Lastly, we can determine the phase relaxation time
τϕ ≈ 6 · 10−10 s.
V. CONCLUSIONS
In conclusion, we have presented new experimental and
theoretical studies of magnetoconductivity caused by the
weak localization in (110) GaAs quantum wells. It is
demonstrated that if the spin splitting of the conduction
band is linear in the wave vector it is necessary to take
into account the correlation between the electron motion
in co-ordinate and spin spaces. This correlation leads
to the special feature of the (110) geometry: in a per-
fectly symmetric quantum well, when the Rashba terms
are absent, the weak antilocalization effect, which leads
to positive magnetoresistance, does not exist. The pres-
ence of the positive magnetoresistance in our samples is
a clear signature of the Rashba terms in the conduction
band spin splitting. Our new theory achieves a good
agreement with the experiment and gives the values for
the parameters of the spin splitting which are in agree-
ment with previous optical and transport experiments
and theoretical calculations.
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