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The hyperplanes of the near hexagon related to the extended ternary Golay code
Introduction
The extended ternary Golay code is an important object in several areas of mathematics like coding theory, group theory and combinatorics. The ternary Golay code which is obtained from the extended ternary Golay code by deleting one coordinate position is an example of a so-called perfect code (for which not many examples and families are known to exist). The importance of this code is also shown by the several finite simple groups and combinatorial objects that are somehow related to it. This paper regards one such combinatorial object, namely one of the "exceptional" near hexagons. This particular near hexagon is very regular in the sense that its collinearity graph is a so-called distance-regular graph.
Our aim is to classify all hyperplanes of this near hexagon. Hyperplanes are very important objects in Incidence Geometry and are often studied in connection with projective representations (embeddings) of the geometry under consideration. They play for instance a crucial role in Tits' classification of polar spaces. The problem of classifying hyperplanes of geometries is often equivalent with classifying orbits of certain group modules. Although the hyperplanes of the near hexagon related to the extended ternary Golay code can be determined computationally, we also present an entirely theoretical treatment and this for two reasons: (1) This treatment offers extra insight into the structure of certain modules for the group 2 · M 12 ; (2) The treatment also allows to give computer free descriptions of the hyperplanes.
We now proceed to giving the definitions of the basic objects occurring in this paper, and to describing our main results. We denote by W = F , called the extended ternary Golay code. By deleting one coordinate position, the 11-dimensional perfect linear code is obtained which was discovered by Golay in [14] .
In [19] , Shult and Yanushka constructed a near hexagon from the code C. By a near hexagon, we mean a point-line geometry of diameter 3 such that for every point x and every line L there exists a unique point on L nearest to x, i.e., there exists a unique point y on L for which the distance d(x, y) between x and y in the collinearity graph is minimal.
Let E 1 be the point-line geometry whose points are all the cosets of C (in W ) and whose lines are all the triples of the form {w+C,w+ē i +C,w−ē i +C}, with incidence being containment. Here,w ∈ W andē i with i ∈ {1, 2, . . . , 12} denotes the row matrix all whose entries are 0 except for the ith one which is equal to 1. Shult and Yanushka [19, pp. 30-33] proved that E 1 is a near hexagon. The near hexagon E 1 is dense which means that every line contains at least three points and every two points at distance 2 have at least two common neighbours. In fact, every line of E 1 is incident with precisely three points, every point is incident with exactly 12 lines and every two points at distance 2 have exactly two common neighbours. By the result of Brouwer [1] , we know that E 1 is, up to isomorphism, the unique near hexagon having these three properties. The A hyperplane of a point-line geometry S is a set H of points, distinct from the whole point set, such that every line of S has either one or all its points in H. Two hyperplanes of S are called isomorphic if there exists an automorphism of S mapping one hyperplane to the other. This paper is part of a project to classify the hyperplanes of all dense near hexagons with three points on each line. By [2] , there are 11 such near hexagons. For some of them, a complete classification of the hyperplanes is already available, see e.g. [3] for the M 24 near hexagon E 2 . Also classification results have been obtained for hyperplanes of non-dense near hexagons with three points per line, see e.g. [12] for the generalized hexagons of order (2, 2). The following is the main result of this paper.
Theorem 1 Up to isomorphism, the near hexagon E 1 has 25 hyperplanes.
The 25 hyperplanes together with some of their basic combinatorial properties are listed in Table 1 . For a given hyperplane H of E 1 , we mention the total number of hyperplanes isomorphic to H (column 3) and the total number of points H has (column 4). A hyperplane H is said to have line distribution n e1 1 n e2 2 . . . n e k k , where n 1 , n 2 , . . . , n k are nonnegative integers satisfying n 1 < n 2 < · · · < n k , if |H| = e 1 + e 2 + · · · + e k and if for every i ∈ {1, 2, . . . , k}, H contains exactly e i ≥ 1 points which are incident with precisely n i lines that are completely contained in H. The line distribution is mentioned in the fifth column of the table.
The near hexagon E 1 has 5346 subgeometries that are (3 × 3)-grids, the so-called quads. If H is a hyperplane of E 1 and Q is a quad, then either Q ⊆ H, Q ∩ H is a union of two intersecting lines or Q ∩ H is a set of three pairwise noncollinear points. We say that Q is deep, singular or ovoidal depending on whether the first, second or third possibility occurs. The table also mentions the number De of deep quads, the number Si of singular quads and the number Ov of ovoidal quads for each of the 25 hyperplanes.
In a sense, two of the 25 hyperplanes of E 1 are special. If x is a point of E 1 , then the set of points of E 1 at distance at most 2 from x is a hyperplane of E 1 , the so-called singular hyperplane with center x. The singular hyperplanes are precisely the hyperplanes of type 22 in the table. Another special hyperplane is the so-called ovoid, a set of points meeting each line in a singleton. The ovoids of E 1 have been classified by De Bruyn [6, Theorem 4.2] . There are 36 of them and they occur as hyperplanes of type 1 in the table. The set of 36 ovoids of E 1 can be divided into 12 equivalence classes of size 3, by calling two ovoids equivalent whenever they are equal or disjoint.
If X 1 and X 2 are two sets of points of E 1 , then we denote by X 1 + X 2 the complement of the symmetric difference of X 1 and X 2 (with respect to the whole point set P of E 1 ). The "addition" turns the set of all subsets of P into an elementary abelian 2-group with neutral element P. If H 1 and H 2 are two distinct hyperplanes of E 1 , then H 1 + H 2 is again a hyperplane of E 1 . In Section 6, we indicate how each hyperplane of E 1 can be written as a sum of ovoids and/or singular hyperplanes.
We will prove in Section 3 that for every hyperplane H of E 1 , there exists a unique set {O 1 , O 2 , . . . , O k } of mutually non-equivalent ovoids such that
The number k of ovoids in this set is called the ovoid index of the hyperplane H and is mentioned in the second column of the table.
The full automorphism group K of the extended ternary Golay code C is a non-split double cover 2·M 12 of M 12 . For every subset S ⊆ I, we denote by W S the subspace ē i | i ∈ S of W , by W S the subspace ē i | i ∈ I \ S of W , and by K S the stabiliser of W S inside K. In case S is a singleton {i}, we denote W S and W S also by W i and W i . The group K S stabilises the subspace W S + C of W and so naturally acts on the quotient vector space W/(W S + C). In Section 4, we show that enumerating the isomorphism classes of hyperplanes of E 1 is equivalent with enumerating the orbits (on vectors) of the action of K S on W/(W S + C), for nonempty subsets S ⊆ I. The latter fact is then used in Section 5 to classify all hyperplanes of E 1 . We show that there are 25 of them (up to isomorphism) and determine all orbit sizes. These goals will be achieved without the aid of a computer.
In Section 6, we show that every hyperplane of E 1 can be obtained as a sum of singular hyperplanes. As singular hyperplanes are easily implemented, this fact then allows us to enumerate all hyperplanes of E 1 by means of a computer. Our computer computations confirm the classification of the hyperplanes obtained in Section 5. The combinatorial information mentioned in Table 1 (columns 4-8) has been obtained from the computer models of the hyperplanes.
Preliminaries
In Section 1, we described a model for the near hexagon E 1 using the cosets of the extended ternary Golay code C. It turns out that some of the results of this paper will be more easily proved if we use an equivalent model for E 1 , discussed in De Bruyn and De Clerck [8] .
Let PG(5, 3) be a hyperplane of the projective space PG (6, 3) . After fixing some reference system in PG (5, 3) , the twelve columns of the matrix M considered in Section 1 define a set K of twelve points of PG (5, 3) . This set K of twelve points satisfies several nice properties, see e.g. Coxeter [5] . The stabiliser J of K inside the automorphism group P GL(6, 3) of PG(5, 3) is isomorphic to M 12 and acts sharply 5-transitive on K. Every k ∈ {1, 2, 3, 4, 5} points of K generate a (k −1)-dimensional subspace of PG(5, 3) which contains precisely k points of K if k ≤ 4 and precisely 6 points of K if k = 5. The sets of six points that arise by intersecting K with hyperplanes of PG(5, 3) define a Steiner system S(5, 6, 12) on the set K. This Steiner system, which is uniquely determined by its parameters, is one of the (small) Witt designs. It has the property that the complement of any block is again a block.
We denote by E 1 the point-line geometry whose points are the points of the affine space AG(6, 3) := PG(6, 3) \ PG(5, 3) and whose lines are the lines of PG(6, 3) not contained in PG(5, 3) that intersect PG(5, 3) in a point of K (natural incidence). By [8] , E 1 is a near hexagon isomorphic to E 1 .
For every point p of PG(5, 3), let i K (p) denote the smallest number of points of K that generate a subspace containing p. We call i K (p) the K-index of p. By [8] , we have i K (p) ∈ {1, 2, 3}. Clearly, i K (p) = 1 if and only if p ∈ K. If x and y are two distinct points of AG (6, 3) and p is the unique point of PG(5, 3) on the line xy, then the distance d(x, y) between x and y in E 1 is equal to i K (p) by [8, Lemma 4.2] .
Suppose α is a plane of PG(6, 3) that intersects PG(5, 3) in a line L such that |L ∩ K| = 2. Then α \ L is a subspace of E 1 on which the induced subgeometry is a (3 × 3)-grid, i.e., α \ L is a quad. By [6, Section 4.2] , every quad of E 1 can be obtained in this way. If {x 1 , x 2 , x 3 } is an ovoid of a quad, then {x 1 , x 2 , x 3 } is a line of AG (6, 3) by [6, p. 28] . We call any such line a quad line of AG (6, 3) .
Suppose β is a 3-dimensional subspace of PG(6, 3) that intersects PG(5, 3) in a plane α such that |α ∩ K| = 3. Then β \ α is a subspace of E 1 on which the induced subgeometry is a (3 × 3 × 3)-cube (i.e., a direct product of three lines of size 3). If {x 1 , x 2 , x 3 } is a set of mutually opposite points in such a (3 × 3 × 3)-cube, then {x 1 , x 2 , x 3 } is a line of AG (6, 3) by [6, p. 28] . We call any such line a cube line of AG(6, 3).
The lines of AG (6, 3) that are contained in lines of E 1 will be called hexagon lines. Any line of AG(6, 3) with corresponding point p ∈ PG(5, 3) at infinity is either a hexagon line (if p ∈ K), a quad line (if i K (p) = 2) or a cube line (if i K (p) = 3). Every automorphism θ of E 1 should map hexagon lines to hexagon lines, quad lines to quad lines, and cube lines to cube lines, implying that θ is induced by a (unique) automorphism of PG(6, 3) that stabilises the hyperplane PG (5, 3) . In the sequel, we regard G := Aut( E 1 ) as a subgroup of the group of automorphisms of PG(6, 3) that stabilise PG (5, 3) . G is then precisely the group of automorphisms of PG(6, 3) that stabilise the set K (and hence also PG(5, 3)). From this fact, it can be seen that G is the semidirect product
6 is the subgroup of G induced by the translations of AG(6, 3) and K ∼ = 2 · M 12 is the subgroup of G that fixes a distinguished point o of AG (6, 3) , called the origin of AG (6, 3) . Note also that the group of dilations of AG (6, hyperplanes intersecting K in precisely six points and points with K-index 3 to hyperplanes intersecting K in precisely three points. This implies the following:
Lemma 1 No point of K is contained in an element of K * , through every point of PG(5, 3) with K-index 2 there are precisely six elements of K * and through every point of PG(5, 3) with K-index 3, there are precisely three hyperplanes of K * . Every k ∈ {1, 2, 3, 4, 5} elements of K * intersect in a subspace of dimension 5 − k.
The subgroup J ∼ = M 12 of P GL(6, 3) stabilising K thus coincides with the subgroup of PG(6, 3) stabilising K * and acts sharply 5-transitively on K * . In fact, a Steiner system S * (5, 6, 12) ∼ = S(5, 6, 12) can be defined on the set K * such that every set of six elements of K * through a given point with K-index 2 is a block.
The ovoid index of a hyperplane
The intention of this section is to show that each hyperplane of E 1 can be expressed in a unique way as a sum of mutually non-equivalent ovoids.
Lemma 2 Let Π ∈ K * and let O 1 , O 2 and O 3 be the three mutually distinct ovoids of
Proof The ovoids O 1 and O 2 are disjoint and O 3 is the complement of O 1 ∪O 2 .
Lemma 3 If four mutually distinct hyperplanes α 1 , α 2 , α 3 and α 4 of PG(6, 3) cover the whole point set of PG(6, 3), then they are the four hyperplanes through a given subspace of co-dimension 2.
Proof We have |α 1 | =
and |α i \ α 1 | = 3 5 for every i ∈ {2, 3, 4}. So,
Proof Clearly, this is the case if k = 1 and k = 2 (as O 1 = O 2 ). Suppose therefore that k ≥ 3 and that
By Lemma 1, there exists a point p that is contained in precisely three elements Π 1 , Π 2 and Π 3 of K * . Since J ∼ = M 12 acts 3-transitively on K * , we may without loss of generality suppose that Π O1 = Π 1 , Π O2 = Π 2 and Π O3 = Π 3 . Since Π 1 , Π 2 and Π 3 are mutually distinct, they intersect in a plane (by Lemma 1) and hence
and every O j with j ∈ {4, 5, . . . , k} contains precisely one x i . Since O 1 + O 2 + . . . + O k = P, the number k − n i of ovoids of {O 1 , O 2 , . . . , O k } missing x i is even for every i ∈ {1, 2, 3}. Hence, also (k − n 1 ) + (k − n 2 ) + (k − n 3 ) = 2k + 3 would be even, an obvious contradiction.
Lemma 5 The number of hyperplanes of E 1 that can be written as a sum of ovoids is equal to 2 24 − 1. If H is such a hyperplane, there there exists a unique nonempty set
Proof By Lemma 2, every hyperplane of E 1 that can be written as the sum of ovoids can be written as
. . , O k are mutually non-equivalent ovoids. By Lemmas 2 and 4, the representation of the hyperplane as a sum
So, the total number of hyperplanes that can be written as the sum of ovoids is equal to
Proposition 1 For every hyperplane H of E 1 there exists a unique k ∈ {1, 2, . . . , 12} and a unique set
Proof In view of Lemma 5, it suffices to show that E 1 has precisely 2 24 − 1 hyperplanes. As any dense near polygon with three points per line, E 1 has a full projective embedding ([18, Corollary 2, page 183]). Hence, E 1 also has a universal full projective embedding, see again [18] . Every hyperplane α of the universal embedding space PG( V ) naturally gives rise to a hyperplane H α of E 1 . The set H α consists of those points of E 1 whose images under the universal embedding are contained in α. By Ronan [18] , this natural correspondence defines a bijection between the hyperplanes of E 1 and those of PG( V ). So, the total number of hyperplanes of E 1 is equal to 2 d − 1, where d is the dimension of the The number k mentioned in Proposition 1 is called the ovoid index of the hyperplane H.
Rephrasing of the classification problem
As mentioned above, we will regard the automorphisms of E 1 as automorphisms of PG(6, 3), and we consider a special point o in AG(6, 3), the origin of AG (6, 3) . We put K * = {Π 1 , Π 2 , . . . , Π 12 }. Every automorphism θ ∈ G of E 1 stabilises K * and so there exists a permutation π(θ) of I := {1, 2, . . . , 12} such that (
For every i ∈ I, we denote by O 
Lemma 6 For every vectorv of AG(6, 3), the vector Ω(v) ∈ W has weight 0, 6, 9 or 12. The vector Ω(v) has weight 0 if and only ifv =ō.
Proof Ifv =ō, then Ω(v) is the zero vector. We suppose therefore thatv =ō. Let p be the point at infinity of the line v of AG (6, 3) . Note that if i ∈ I, thenv + O
0 if and only if p ∈ Π i . So, by Lemma 1, Ω(v) has weight 12−0 = 12 if p ∈ K, weight 12−6 = 6 if p has K-index 2 and weight 12−3 = 9 if p has K-index 3. 
for every λ ∈ F 3 . Hence,
The following is an immediate consequence of Lemma 7.
Corollary 1 Let C ⊆ W denote the set of all elements of the form Ω(v), wherev is some vector of AG (6, 3) . Then C is a 6-dimensional subspace of W , every vector of which has weight 0, 6, 9 or 12.
By Delsarte & Goethals [11] or Pless [16, 17] , we know that every 6-dimensional subspace of F 12 3 with the property that every nonzero vector has weight at least 6 is equivalent with the extended ternary Golay code. So, we have:
The subspace C is equivalent to the extended ternary Golay code C ⊆ W .
for every ∈ F 3 . Note that if θ is the nontrivial central collineation σ of PG(6, 3) with center o and axis PG(5, 3), then λ θ (i) = −1 for every i ∈ I. A straightforward calculation shows that
for all θ, θ ∈ K and every i ∈ I, hereby following the convention that permutations and automorphisms are composed from left to right. For each θ ∈ K, we associate the elementθ of GL(W ) defined byēθ i := λ θ (i) ·ē i π(θ) , i ∈ I. The condition ( * ) implies that θθ =θθ for all θ, θ ∈ K. Ifθ is the trivial element of GL(W ) for a certain θ ∈ K, then i π(θ) = i and λ θ (i) = 1 for every i ∈ I. The former implies that π(θ) = 1 and thus that θ ∈ K ∩ T , σ = σ . The latter implies that θ = σ, so that θ is the trivial automorphism.
We conclude that the map K → GL(W ) defined by θ →θ is a faithful representation. We denote the image of K in GL(W ) by K ∼ = 2 · M 12 .
Lemma 8 K leaves the subspace C of W invariant.
Proof Let θ be an arbitrary element of K. It suffices to show that Cθ = C, or equivalently that Ω(v)θ ∈ C for every vectorv of AG(6, 3). The translation by the vectorv determines an automorphism t ∈ T . As T ¢ G, we have T K = K T and so there exist (unique) θ ∈ K and t ∈ T such that tθ = θ t . Suppose that t is induced by the translation by a vectorv . Then for every i ∈ I and every ∈ F 3 , we have
The left hand side of this equation is equal to
while the right hand side is equal to
The former two of these equations imply that θ = θ (since θ → θ is faithful), and the third then implies that Ω i (v) · λ θ (i) = Ω i π(θ) (v ) for every i ∈ I. So, we have that
This is precisely what we needed to prove.
The following is an immediate consequence of Lemma 8.
Corollary 3 The automorphism group of the "extended ternary Golay code"
If H is a hyperplane of E 1 , then there exists a unique set {O 1 , O 2 , . . . , O k } of mutually non-equivalent ovoids such that H = O 1 + O 2 + . . . + O k . Set S := {s 1 , s 2 , . . . , s k }, where Π Oi = Π si , i ∈ {1, 2, . . . , k}. We call S the support of the hyperplane H. For every nonempty S ⊆ I, we denote by H(S) the set of all hyperplanes of E 1 whose support is S. Then the set H of all hyperplanes of E 1 is equal to H = ∅ =S⊆I
H(S).
A subset {s 1 , s 2 , . . . , s 6 } of size 6 of I is called a hexad if {Π s1 , Π s2 , . . . , Π s6 } is a block of the Steiner system S * (5, 6, 12) . By the proof of Lemma 6, we know that the supports of the weight 6 vectors of C are precisely the hexads. We call two nonempty subsets S 1 and S 2 of I equivalent if either |S 1 | = |S 2 | = 6, |S 1 | = |S 2 | = 6 and S 1 , S 2 are both hexads, or |S 1 | = |S 2 | = 6 and none of S 1 , S 2 are hexads.
As mentioned above, every θ ∈ G determines a permutation π(θ) of I. The group G thus has an induced action on the set 2 I \ {∅} of all nonempty subsets of I, and two nonempty subsets of I lie in the same orbit if they are equivalent. If ∅ = S ⊆ I, then G S denotes the subgroup of G consisting of all θ ∈ G for which S π(θ) = S. Observe also that if H is a hyperplane with support S and θ ∈ G, then H θ is a hyperplane with support S π(θ) . This allows to conclude the following.
Lemma 9 -If H 1 and H 2 are two hyperplanes of E 1 whose supports are nonequivalent, then H 1 and H 2 cannot be isomorphic. -If S 1 and S 2 are two equivalent nonempty subsets of I, then every hyperplane of H(S 1 ) is isomorphic to a hyperplane of H(S 2 ).
In view of Lemma 9, the classification of the isomorphism classes of hyperplanes of E 1 is equivalent to the following problem.
Let ∅ = S ⊆ I. Determine the orbits of the group G S on the set H(S).
, where 1 , 2 , . . . , k ∈ F 3 . We associated with H the vector ∆ H := 1ēs1 + 2ēs2 + · · · + kēs k + W S of the quotient space W/W S . The map φ : H → ∆ H defines a bijection between H(S) and W/W S . Note that T ⊆ G S . If we define K S := G S ∩ K, then G S is the semidirect product T : K S . The element of T corresponding to the translation by the vectorv maps the hyperplane H to the hyperplane H for which ∆ H = ∆ H + Ω(v) + W S . Since the Ω(v)'s generate C, we see that the orbits of T on the set H(S) are in one-to-one correspondence with the vectors of the quotient space W/(W S + C). If θ ∈ K S , thenθ fixes W S and C and hence also W S + C. If H = H θ , then by the definition of the mapθ ∈ GL(W ), we know that
The set {θ | θ ∈ K S } consists of all elements of K that leave the subspace W S = ē i | i ∈ S invariant. We denote this set by K S . We thus have the following.
Proposition 2 The orbits of G S on the set H(S) are in one-to-one correspondence with the orbits of K S on W/(W S + C).
Consider now an orbit for the action of K S on W/(W S + C). With every vectorw + (W S + C) of this orbit, there corresponds 3
hyperplanes of H(S) that lie in the same G S -orbit, namely the hyperplanes φ −1 (w +w + W S ), wherew ∈ W S + C. Taking into account Lemma 9, we thus have:
Proposition 3 Let S be a nonempty subset of I. Then there exists a bijective correspondence between the isomorphism classes of hyperplanes of E 1 whose supports are equivalent with S and the orbits of K S on W/(W S + C). Specifically, with each K S -orbit of size M , there corresponds an isomorphism class of hyperplanes of size
In Proposition 3, N S denotes the number of nonempty subsets of I equivalent with S. We have N S =
12
|S| if |S| = 6, 
Classification of the hyperplanes
In this section, we invoke Proposition 3 to determine all isomorphism classes of hyperplanes of E 1 and their sizes. We first prove a number of lemmas that provide more information on the subspaces W S + C of W .
Lemma 10 Let S ⊆ I be of size 5 or 6. Then dim(W S ∩ C) ∈ {0, 1} and dim(W S ∩ C) = 0 if and only if |S| = 6 and S is a not a hexad.
Proof If |S| = 5, then let S be the unique hexad containing S. If |S| = 6, then set S := S. Supposev is a nonzero vector of W S ∩ C. Since the support Sv of v is contained in I \ S and |I \ S| ∈ {6, 7}, the weight |Sv| of the vectorv ∈ C is equal to 6, i.e., Sv is a hexad. In case |S| = 6, this hexad Sv necessarily coincides with I \ S = I \ S , implying that both S and I \ S are hexads. In case |S| = 5, the hexads Sv and I \ S intersect in at least five elements and hence coincide.
In case |S| = 6 and S a not a hexad, the above argument implies that W S ∩ C = 0. Suppose therefore that |S| = 5 or that S is a hexad. Then the above discussion implies that dim(W S ∩ C) = 1, since there are two vectors of C whose supports are equal to I \ S , and one of them is the opposite of the other.
Lemma 11 Suppose S is a nonempty subset of size at most 6 of I such that S is not a hexad. Then W S + C = W .
Proof If |S| ≤ 5, then let S be a subset of size 5 of I containing S, and if |S| = 6, let S := S. As W S ⊆ W S , it suffices to show that W S + C = W . By Lemma 10, we have dim( Proof By Lemma 10, we have dim(
Proof Every vector of W S has weight at most 12 − k ≤ 5. As every nonzero vector of C has weight at least 6, we have
Proposition 3 implies that if S is a nonempty subset of I such that W = W S + C, then there exists a unique isomorphism class of hyperplanes of E 1 whose support is equivalent to S. This isomorphism class contains N S · 3
Taking into account Lemma 11, we thus have:
Proposition 4 -For every k ∈ {1, 2, . . . , 5}, there is a unique isomorphism class of hyperplanes of E 1 whose supports have size k. This isomorphism class contains
-There is a unique isomorphism class of hyperplanes of E 1 whose supports have size 6 and are not hexads. This isomorphism class contains 792 · 3
One of the orbits of K S on W/(W S + C) is the singleton {W S + C}. We call this the trivial K S -orbit. Since −1 ∈ K S , we see that the vectorsv + (W S + C) and −v + (W S + C) belong to the same orbit. Thus, there exists a bijective correspondence between the nontrivial orbits of K S on the vectors of W/(W S + C) and the orbits of K S on the 1-spaces of W/(W S + C). So, by Proposition 3, we know that if S is a nonempty subset of I such that W/(W S + C) has dimension 1, then there are two isomorphism classes of hyperplanes whose supports are equivalent with S. The sizes of these isomorphism classes are respectively equal to N S · 3 In the sequel, we will suppose that k := |S| ∈ {8, 9, 10, 11, 12}. Then N S = 12 k and dim(W S ) = 12 − k. By Lemma 13, we know that dim(W S + C) = 18 − k. So, by Proposition 3, with each orbit of size M for the action of K S on W/(W S + C), there corresponds an isomorphism class of hyperplanes of E 1 whose size is Proof Let S be a given subset of size 8 of I, and set S := I \ S. Then W/(W S + C) is 2-dimensional by Lemma 13. Clearly, the first isomorphism class comes from the trivial K S -orbit on W/(W S + C). Hence, we just need to show that all non-zero vectors of W/(W S + C) are in the same K S -orbit. Equivalently, we can show that K S is transitive on the four 1-spaces from W/(W S + C). The group K acts 5-transitively on {W i | i ∈ I} and so K S transitively permutes the subspaces W i , i ∈ S. Consider the K S -orbit consisting of the images in W/(W S + C) of the 1-spaces W i , i ∈ S. First of all, note that
The latter is however impossible, as the elements of W i + W S = W S\{i} have weight at most 5. Thus, W i ≤ W S + C, and so we indeed have such a K S -orbit. Next, consider the possibility that the images of W i and W j in W/(W S +C) coincide, for two distinct i, j ∈ S. This happens exactly when (
Hence, the intersection is nontrivial if and only if S ∪ {i, j} is a hexad. As the 5-set S ∪ {i} is contained in a unique hexad, we conclude that every W i , i ∈ S, has the same image in W/(W S + C) as just one other W j , j ∈ S. Thus, the images of the eight 1-subspaces W i , i ∈ S, constitute a K S -orbit of size 4, and so indeed all four 1-spaces of W/(W S + C) are in the same K S -orbit.
The cases k ≥ 9 again have a common feature. Namely, the images of the 1-spaces W i , i ∈ S, in W/(W S + C) are pairwise distinct and form a K S -orbit of size k. The argument is similar to the above. First of all, K S acts transitively on these W i , since the group K acts 5-transitively on {W i | i ∈ I}. For the main claim, suppose the images of W i and W j coincide for distinct i, j ∈ S. Then
Since |S ∪ {i, j}| < 6, we have a contradiction. So indeed, the images of the 1-spaces W i , i ∈ S, form a K S -orbit of size k, and this leads to a hyperplane class of size 2k 12 k 3
6 . This is in addition to the hyperplane class of size 12 k 3 6 coming from the trivial orbit of K S on W/(W S + C).
Proposition 7
There are three isomorphism classes of hyperplanes of E 1 whose supports have size 9. Their sizes are Proof Let S be a given subset of size 9 of I, and set S := I \ S. The first isomorphism class comes from the trivial K S -orbit, and the second one comes from the K S -orbit consisting of the images of
is of dimension 3 (by Lemma 13) and so it has
= 13 1-spaces in total. The second orbit accounts for nine of these 1-spaces. So, we just need to show that the remaining four 1-spaces form a single K S -orbit.
Take distinct i, j ∈ S, and consider T = W {i,j} . Clearly, the image of T in W/(W S + C) contains the images of W i and W j . Does it contain the image of W s for any third s ∈ S? This happens if and only if W s ≤ T + W S + C, or equivalently, (W s + T + W S ) ∩ C = 0. Note that W s + T + W S = W {i,j,s}∪S and the set {i, j, s} ∪ S has size 6. Hence the intersection is nontrivial if and only if this set is a hexad. Since the 5-set {i, j}∪S lies in a unique hexad, such s is unique for given i and j. Hence, out of the four 1-spaces in the image of T , three 1-spaces are the images of W i , W j , and W s , and the fourth one is not of this kind. Let us denote this 1-space by
We claim that all the 1-spaces Y i,j , i, j ∈ S, i = j, are conjugate under K S . Indeed, by 5-transitivity of K on {W i | i ∈ I}, K S is 2-transitive on the set {W i | i ∈ S}. Hence we get here a new orbit, and it suffices now to show that there are at least four different 1-spaces Y i,j . For this, fix i and consider possible pairs {j, s}. Such pairs (where the order of j and s is not important) form a partition of S \{i}, and so we have exactly Proof Let S be a given subset of size 10 of I, and set S := I \ S. The first isomorphism class comes from the trivial K S -orbit and the second isomorphism class comes from the K S -orbit of the images of W i , i ∈ S, in W/(W S + C).
Note that the total number of 1-spaces in W/(W S + C) is
= 40. Hence we have thirty 1-spaces unaccounted for. We claim that they form a single K S -orbit.
To prove this, let us look again, as in the preceding proposition, at the 1-spaces of W with support of size 2. Let us call them double 1-spaces. Recall that each 2-subspace W {i,j} , i, j ∈ S with i = j, contains two such subspaces, in addition to the subspaces W i and W j . This gives us the set X of 2 10 2 = 90 double 1-spaces with support in S. Since the Schur multiplier of M 11 is trivial, the stabiliser of any W i , i ∈ I, in K ∼ = 2 · M 12 is isomorphic to M 11 × C 2 and so the subgroup of K S stabilising each W i with i ∈ S is isomorphic to M 10 × C 2 . We will see that M 10 (regarded as subgroup of K S ) acts transitively on X. Since M 10 is 3-transitive on {W i | i ∈ S}, it is transitive on the 45 sets W {i,j} , where i and j are two distinct elements of S, and so the only other possibility is that M 10 has two orbits of length 45 on X and, for any 2-subset {i, j} of S, the two double 1-spaces from W {i,j} belong to different orbits.
Let us fix two distinct i, j ∈ S and let Y = ē i +ē j and Y = ē i −ē j be the two elements of X with support {i, j}. As the images of W i = ē i and Proof Let S ⊆ I be of size 11, and set S := I \ S. Clearly, the first isomorphism class comes from the trivial K S -orbit on W/(W S + C), and the second isomorphism class comes from the orbit consisting of the images of the 1-spaces W i , i ∈ S. We have shown in the preceding proposition that a certain group isomorphic to M 10 acts transitively on the 90 double 1-spaces in W with support in the suitable 10-element subset of I. It follows that K S is also transitive on the set X of 2 11 2 = 110 double 1-spaces with support in S. We show that two of such 1-spaces, with supports {i, j} and {s, t}, cannot have the same image in W/(W S + C). In the case {i, j} = {s, t}, this is (similarly as in Proposition 8) a consequence of the fact that W i and W j have distinct images in W/(W S +C). In the case where {i, j} and {s, t} intersect in a singleton, say {j} = {t}, this is a consequence of the fact that |S ∪{i, j, s}| = 4, which implies that W S + W {i,j,s} = W S ∪{i,j,s} has trivial intersection with C. In the case where {i, j} and {s, t} are disjoint, this is a consequence of the fact that |S ∪{i, j, s, t}| = 5, which implies that W S +W {i,j} +W {s,t} = W S ∪{i,j,s,t} has trivial intersection with C. It follows that the set X maps into the set of 1-spaces from W/(W S + C) injectively, giving an orbit of length |X| = 110.
Since the total number of 1-spaces in W/(W S + C) is
= 121 and the latter is 11 + 110, the enumeration of K S -orbits is complete.
For the last case k = 12, we will rely on the known fact that the automorphism group K of the "extended ternary Golay code" C ⊂ W has four orbits on W/C, the trivial orbit {C}, an orbit containing all 24 vectors of the formv +C wherē v has weight 1, an orbit containing all 264 vectors of the formv + C wherev has weight 2 and an orbit of size 440 containing all vectors of the formv + C wherev has weight 3.
If k = |S| = 12, then K S = K, W S + C = C, and so we have:
One type of hyperplane can easily be implemented, namely the singular hyperplanes, as it consists of all points at distance at most 2 from a given point. Once we have implemented the singular hyperplanes, it is easy to implement all remaining hyperplanes. Indeed, the following proposition says that every hyperplane of E 1 can be obtained as sum of singular hyperplanes.
Proposition 11
For every hyperplane H of E 1 , there exist singular hyperplanes
Proof In view of Proposition 1, it suffices to prove this in the case where H is an ovoid. Set H = {z 1 , z 2 , . . . , z 243 }. If x ∈ H, then the straightforward counting shows that |Γ 0 (x) ∩ H| = 1, |Γ 1 (x) ∩ H| = 0, |Γ 2 (x) ∩ H| = 132 and |Γ 3 (x) ∩ H| = 110. If y is a point not belonging to H, then |Γ 0 (y) ∩ H| = 0, |Γ 1 (y) ∩ H| = 12, |Γ 2 (y) ∩ H| = 66 and |Γ 3 (y) ∩ H| = 165. For every z ∈ {z 1 , z 2 , . . . , z 243 }, we denote by H z the singular hyperplane with center z. Then H z1 + H z2 + · · · + H z243 contains all points u that lie outside an even number of the singular hyperplanes H z1 , H z2 , . . . , H z243 , i.e., all points u for which |Γ 3 (u) ∩ H| is even. It follows that
The complete GAP code of our computation can be found online [9] .
As previously mentioned, some of the hyperplanes of E 1 are special, like the ovoids (which occur as hyperplanes of type 1 in Table 1 ) and the singular hyperplanes. Based on the discussion given in Sections 4 and 5, we now give explicit constructions for all 25 hyperplanes as sums of ovoids and/or singular hyperplanes. We have also verified these constructions by means of GAP computations. Let O 1 , O 2 , . . . , O k be a collection of k ∈ I mutually nonequivalent ovoids of E 1 such that O 1 , O 2 , . . . , O k− contain a given point, say, the origin o of AG (6, 3) , and O k− +1 , O k− +2 , . . . , O k do not contain o. Here, = 0 if k ∈ {1, 2, 3, 4, 5}, ∈ {0, 1} if k ∈ {6, 7, 8}, ∈ {0, 1, 2} if k ∈ {9, 10, 11} and ∈ {0, 1, 2, 3} if k = 12. Set S = {s 1 , s 2 , . . . , s k }, where {Π s1 , Π s2 , . . . , Π s k } = {Π O1 , Π O2 , . . . , Π O k }, and S := I \ S. We moreover assume that -= 0 if k = |S| = 6 and S is not a hexad; -{Π O1 , Π O2 , . . . , Π O6 } is not a block of S * (5, 6, 12) if k = 7 and = 1;
-if k = 9, = 2 and
λj , where i, j are two distinct elements of S and λ i , λ j ∈ F 3 \{0}, then λ iēi +λ jēj ,ē s ,ē k | k ∈ S ∩C = 0, where s is the unique element of S such that {i, j, s} ∪ S is a hexad.
If either k = 6 or S is a hexad, then we denote the hyperplane H := O 1 + O 2 + · · · + O k also by H k, . If k = 6 and S is not a hexad (and so, = 0), then we denote H also by H 6 ,0 . The type of the hyperplane H k, is denoted by T k, and the type of H 6 ,0 by T 6 ,0 .
From the discussion in Sections 4 and 5, it follows that the hyperplane H is associated with the trivial K S -orbit if = 0, the K S -orbit consisting of the images of W i , i ∈ S if = 1 (with i not belonging to the unique hexad containing I \ S if k = 7), the K S -orbit consisting of the images of the double 1-spaces of W S if = 2 and k = 9, the images of certain double 1-spaces of W S if = 2 and k = 9, and the K-orbit consisting of all vectorsv + C wherē v ∈ W has weight 3 if = 3 (then k = 12, K S = K and W S + C = C). So, we have the following values for T k, and T 6 ,0 : Remarks:
-If we choose = 1 in the case that |S| = 6 and S is not a hexad, then the corresponding hyperplane also has type T 6 ,0 . -Suppose k = 7 and = 1. If we had chosen the ovoids O 1 , O 2 , . . . , O 7 in such a way that {Π O1 , Π O2 , . . . , Π O6 } is a block of S * (5, 6, 12) , then the corresponding hyperplane has type T 7,0 (instead of T 7,1 ).
-Suppose k = 9, = 2 and
λj , where i, j are two distinct elements of S and λ i , λ j ∈ F 3 \ {0} such that λ iēi + λ jēj ,ē s ,ē k | k ∈ S ∩ C = 0, where s is the unique element of S such that {i, j, s} ∪ S is a hexad. Then λ iēi −λ jēj ,ē s ,ē k | k ∈ S ∩C = 0 and O 1 +O 2 +· · ·+O 7 +O Suppose y ∈ Γ 1 (x). Then y ∈ O i for every i ∈ {1, 2, . . . , 12} and hence
Suppose y ∈ Γ 2 (x). Then xy meets PG(5, 3) in a point p with K-index 2. Through p there are precisely six elements of K * . As y does not belong to an even number of ovoids in the set {O 1 , O 2 , . . . , O 12 }, we have y ∈ O 1 + O 2 + · · · + O 12 .
Suppose y ∈ Γ 3 (x). Then xy meets PG(5, 3) in a point p with K-index 3. Through p there are precisely three elements of K * . As y does not belong to an odd number of the ovoids in the set {O 1 , O 2 , . . . , O 12 }, we have y ∈ O 1 + O 2 + · · · + O 12 .
So, O 1 + O 2 + · · · + O 12 equals the singular hyperplane with center x.
Proposition 13 Let x 1 and x 2 be two points of E 1 and let H i with i ∈ {1, 2} denote the singular hyperplane with center x i .
