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ON DERIVATIVES OF SIEGEL-EISENSTEIN SERIES OVER GLOBAL
FUNCTION FIELDS
FU-TSUN WEI
Abstract. The aim of this article is to study the derivative of “incoherent” Siegel-
Eisenstein series on symplectic groups over function fields. By the Siegel-Weil formula
for “coherent” Siegel-Eisenstein series, we can relate the non-singular Fourier coefficients
of the derivative in question to the arithmetic of quadratic forms. Restricting to the spe-
cial case when the incoherent quadratic space has dimension 2, we explicitly compute all
the Fourier coefficients, and connect the derivative with the special cycles on the coarse
moduli schemes of rank 2 Drinfeld modules with “complex multiplication.”
Introduction
The Siegel-Eisenstein series on symplectic groups are closely related to the arithmetic of
quadratic forms. By the Siegel-Weil formula (cf. [22], [11], and [20]), certain special values
of “coherent” Siegel-Eisenstein series are expressed in terms of the theta series associated
with coherent quadratic spaces. This can be applied to the special values of automorphic L-
functions via integral representations, e.g. Rankin-Selberg method or the Garrett-type repre-
sentation for triple product L-functions (cf. [24], [6], and [19]). Using the Siegel-Weil formula,
the central critical derivatives of “incoherent” Siegel-Eisenstein series can be also understood
by theta series. Furthermore, in the number field case, the work of Kudla, Rapoport, and
Yang (cf. [8], [9], and [13]) provides evidences of the relations between the derivatives in
question and arithmetic cycles on Shimura varieties of orthogonal type. More precisely, the
non-singular Fourier coefficients of such derivatives are essentially the “degree” of the corre-
sponding cycles. This observation can be viewed as an analogue of the Siegel-Weil formula
for the derivatives, which is a key ingredient in the work of Yuan-Zhang-Zhang [23] on the
central critical derivatives of triple product L-functions. The aim of this article is to study
the derivatives of incoherent Siegel-Eisenstein series over function fields, and connect the non-
singular Fourier coefficients with arithmetic cycles on the moduli space of Drinfeld modules
in a simple case. The result obtained in this paper provides an evidence in the function field
setting of the phenomenon first observed by Kudla.
Let k be a global function field with constant field Fq. Suppose q is odd. Take a positive odd
integer n and let C = {Cv}v be an incoherent quadratic space over k (defined in Section 1.2)
with dimension n+ 1. For each Schwartz function ϕ on Cn, the associated Siegel-Eisenstein
series E(·, s,Φϕ) on the symplectic group Spn(Ak) (where Ak is the adele ring of k) always
vanishes at the central critical point s = 0 (cf. Theorem 3.2). To explore the central critical
derivative, we first restrict ourselves to the special case when n = 1. Then the associated
quadratic character χC of C on k×\A×k must be non-trivial. Let K be the quadratic extension
of k corresponding to the kernel of χC via class field theory. We take a place ∞ of k not split
in K and α ∈ k× such that Cv is isomorphic to (Kv, α ·NK/k) for every place v 6= ∞. Here
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Kv = K⊗k kv and kv is the completion of k at v; NK/k is the norm form of K over k. Choose
a particular Schwartz function ϕ(α) ∈ S(C(Ak)) so that the associated “Siegel section” Φϕ(α)
is a “new” vector in the space R1(C) consisting all of the sections Φϕ for ϕ ∈ S(C(Ak)) (see
(6.1) for the precise definition of ϕ(α)). We are interested in the central critical derivative
η(α) :=
∂
∂s
E˜(·, s,Φϕ(α))
∣∣∣
s=0
,
where E˜(·, s,Φϕ(α)) is the Siegel-Eisenstein series associated with ϕ(α) modified by the Hecke
L-function of χC (see (6.2)). Via Rankin-Selberg method, E˜(·, s,Φϕ(α)) shows up in the study
of Rankin-type L-functions associated with “Drinfeld type” automorphic forms on GL2(Ak)
(cf. [2]). This is our motivation to first target at this particular function η(α). For each
β ∈ k×, we show that the β-th Fourier coefficients of η(α) are expressed by representation
numbers of β as the corresponding norm forms (cf. Proposition 6.9). In particular, these
non-zero Fourier coefficients of η(α) are related to special cycles on the “compactification”
XOK of the coarse moduli scheme of rank one Drinfeld OK -modules (where OK is the ring of
functions in K regular outside ∞). To be more concrete, the main result of this paper is in
the following.
Theorem 0.1. (cf. Theorem 7.14) For each y ∈ A×k and β 6= 0, there exists an algebraic
0-cycle z(y, β) on XOK such that the Fourier coefficient η(α),∗β (y) is equal to:
− χC(y)|y|Ak
f∞ ·#Pic(A) · deg z(y, β),
where f∞ is the residue degree of ∞ in K/k, and A is the ring of functions in k regular
outside ∞.
The above theorem can be viewed as a function field analogue of Kudla-Rapoport-Yang’s
result in [13]. The moduli problem of Drinfeld modules are recalled in Section 7.1, and we
refer the readers to [3] and [14] for further details. The algebraic cycle z(y, β) is constructed
via “special morphisms” defined in the following. Let (L, φ) and (L′, φ′) be rank one Drinfeld
OK-modules over a scheme S. Then φ (resp. φ
′) induces a left action of Mat2(OK) on L
⊕2
(resp. L′⊕2). Let Dα be the quaternion algebraK+Kjα over k where j2α = −α and jαa = a¯jα
(here (a 7→ a¯) is the non-trivial automorphism on K over k). The reduced norm form on Dα
can be expressed by NK/k⊕(α ·NK/k). We fix a K-algebra isomorphismK⊗kDα ∼= Mat2(K)
defined by:
a⊗ 1 7−→
(
a 0
0 a
)
, ∀a ∈ K,
1⊗ (a1 + a2jα) 7−→
(
a1 a2
−αa2 a1
)
, ∀a1 + a2jα ∈ Dα.
A special morphism f : (L⊕2, φ) → (L′⊕2, φ′) is a morphism from L⊕2 to L′⊕2 (as group
schemes over S) satisfying
fφ1⊗d = φ
′
1⊗df and fφa⊗1 = φ
′
a⊗1f, ∀a ∈ OK and d ∈ ODα := Dα ∩Mat2(OK).
When Dα splits at ∞ (i.e. Dα ⊗k k∞ ∼= Mat2(k∞)), one can associate (L⊕2, φ) (resp.
(L′⊕2, φ′)) a Dα-elliptic sheave Eφ (resp. Eφ′) with “complex multiplication” by OK via φ
(resp. φ′, cf. [15] and [16]). Then the set of special morphisms can be identified with
{f ∈ Hom(Eφ, Eφ′) : fφa = φaf, ∀a ∈ OK}.
Here the homomorphisms between Dα-elliptic sheaves is allowed to “shift the indices” (cf. [16]
Definition 4.2). Moreover, when S = Spec(κ) where κ is a perfect field, (L⊕2, φ) and L′⊕2, φ′)
are Anderson’s “pure abelian A-modules” (cf. [1]) with OK⊗AODα multiplication, which can
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be viewed as analogue of abelian surfaces with quaternion and complex multiplication. In
particular when α = −1, we have Dα ∼= Mat2(k) and the set of special morphisms can be
realized by
{f ∈ HomA
(
(L, φ), (L′, φ′)
) | fφa⊗1 = φ′a⊗1f, ∀a ∈ OK}.
We remark that the constant Fourier coefficient η
(α),∗
0 (y) are related to the “Taguchi
height” of rank 2 Drinfeld A-modules with “complex mulitplication” by OK . The Taguchi
height of a Drinfeld module (cf. [18] and [21]) is viewed as a natural analogue of the Faltings
height of abelian varieties over number fields. Let φ be a Drinfeld module over k of rank 2
with complex mulitplication by OK . Comparing the formula of η
(α),∗
0 (y) in Lemma 6.2 and
the Taguchi height of φ in [21, Corollary 0.2], we then express η
(α),∗
0 (y) as (cf. Lemma 7.15):
η
(α),∗
0 (y) =
2χK(y)|y|Ak#Pic(OK)
f∞#Pic(A)
·
[
ln |y|Ak − 2h˜Tag(φ) − (gk − 1) ln q −
ζ′A(0)
ζA(0)
+
(−1)f∞qdeg∞ + 1− 2f∞
f∞(qdeg∞ + 1)
· deg∞ ln q
]
.
Here ζA(s) :=
∏
v 6=∞(1 − q−s deg v)−1 is the zeta function of A. This provides a geometric
intepretation of the constant Fourier coefficient η
(α),∗
0 (y).
The description of the non-zero Fourier coefficients of η(α) in Proposition 6.9 is in fact
derived from a general pattern in Theorem 5.1. We give a short discussion in the following.
Let n be an arbitrary positive odd integer and C be an incoherent quadratic space with
dimension n+ 1. for each β ∈ Symn(k) (i.e. β is symmetric) with detβ 6= 0, let
Diff(β, C) := {place v of k ∣∣ Hassev(C) 6= χCv (detβ) · (detβ,−(−1)(n+1)/2)v · Hassev(β)},
where Hassev(C) (resp. Hassev(β)) is the Hasse invariant of C (resp. β) at the place v of k,
and (·, ·)v is the local Hilbert quadratic symbol at v. It can be shown that the cardinality
of Diff(β, C) provides a lower bound for the vanishing order of β-th Fourier coefficient of
E(·, s,Φϕ) at s = 0 (cf. Proposition 4.6). When Diff(β, C) = {v0}, let Vβ be the coher-
ent quadratic space over k whose associated character χVβ = χC and the Hasse invariant
Hassev(Vβ) = Hassev(C) for every place v 6= v0. Then the β-th Fourier coefficient of the
central critical derivative can be understood by the theta series associated with Vβ :
Theorem 0.2. (cf. Theorem 5.1) Let C be an incoherent quadratic space over k with even
dimension m and take n = m−1. For β ∈ Symn(k) with detβ 6= 0, suppose Diff(β, C) = {v0}
and the associated quadratic space Vβ is anisotropic. Then for each pure-tensor Schwartz
function ϕ = ⊗vϕv ∈ S(C(Ak)n) and a ∈ GLn(Ak), the Fourier coefficient
∂
∂s
E∗β(a, s,Φϕ)
∣∣∣∣
s=0
= 2 ·
W ′v0,av0∗β
(0,Φv0,ϕv0 )
Wv0,av0∗β(0,Φv0,ϕ˜v0 )
·Θ∗β(a, ϕ˜),
where av0 ∗ β = tav0βav0 , ϕ˜ = ⊗vϕ˜v ∈ S(Vβ(Ak)n) is any pure-tensor Schwartz function so
that:
(i) for v 6= v0, ϕ˜v = ϕv (here we identify Vβ,v with Cv);
(ii) the Whittaker function Wv0,av0∗β(s,Φv0,ϕ˜v0 ) associated with ϕ˜v0 ∈ S(V nβ,v0) does not
vanish at s = 0;
and Θ∗β(a, ϕ˜) are Fourier coefficients of the theta series Θ(g, ϕ˜) introduced in Theorem 3.1.
We refer the readers to Section 5 for further details. The flexibility of the choice of ϕ˜v0 is
beneficial to the calculation of the values Wv0,av0∗β(0,Φv0,ϕ˜v0 ) and Θ
∗
β(a, ϕ˜). Moreover, one
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has
Θ∗β(a, ϕ˜) = χC(det a)| det a|
n+1
2
Ak
·
∫
O(Vβ)(k)\O(Vβ)(Ak)
∑
x∈V n
β
,
QVβ
(x)=β
ϕ˜(h−1xa)dh,
where O(Vβ) is the orthogonal group of Vβ , QVβ denotes the quadratic form on Vβ , and dh
is the O(Vβ)(Ak)-invariant measure having total mass 1. This observation says that the β-th
Fourier coefficients of the central critical derivative is essentially the representation number of
β as the quadratic form QVβ . The assumption of Vβ being anisotropic in Theorem 0.2 is due
to the restriction of the function field analogue of Siegel-Weil formula in [20]. We can remove
this assumption if a stronger version of Siegel-Weil formula over function fields is verified,
which will be explored in a future work.
The structure of this article is organized as follows. We fix our basic notations in Section 1.1
and review the concept of the incoherent quadratic spaces in Section 1.2. In Section 2, we
recall the Weil representation on the spaces of Schwartz functions on quadratic spaces over
k and the relevant results we need. In Section 3, we introduce the Siegel-Eisenstein series
on symplectic groups, and recall their analytic properties. Also included in Section 3 is the
Siegel-Weil formula for the anisotropic case over function fields. In Section 4, we focus on the
non-singular Fourier coefficients of incoherent Siegel-Eisenstein series, and determine their
vanishing order at the central critical point by Whittaker functions. In Section 5, we study
the derivative of the non-singular Fourier coefficients of incoherent Siegel-Eisenstein series,
and prove Theorem 0.2 via the Siegel-Weil formula. In Section 6, we concentrate on the
special case when the incoherent quadratic space C has dimension 2, and compute explicitly
all the Fourier coefficients of η(α). Finally, the algebraio-geometric aspects of η(α) is discussed
in Section 7. We recall the moduli problem of Drinfeld modules in Section 7.1, and introduce
the special morphisms between Drinfeld modules in Section 7.2. The proof of Theorem 0.1
and the formula of the constant Fourier coefficient η
(α),∗
0 (y) are given in Section 7.3.
1. Preliminary
1.1. Basic setting. Let Fq be the finite field with q = p
r0 elements. Let k be a global
function field with constant field Fq, i.e. k is a finitely generated field extension over Fq with
transcendence degree one and Fq is algebraically closed in k. In this article we always assume
that q is odd. For each place v of k, let kv be the completion of k at v, and Ov denotes the
valuation ring in kv. Choosing a uniformizer πv in Ov, we set Fv := Ov/πvOv, the residue
field at v, and qv to be the cardinality of Fv. Put deg v := [Fv : Fq], called the degree of v.
The absolute value on kv is normalized to be:
|av|v := q− ordv(av)v = q− deg v ordv(av), ∀av ∈ kv.
Let Ak be the adele ring of k and set OAk :=
∏
v Ov, the maximal compact subring of Ak.
For each element a = (av)v in the idele group A
×
k , the norm |a|Ak is defined as:
|a|Ak :=
∏
v
|av|v.
Embedding k (resp. k×) into Ak (resp. A
×
k ) diagonally, we have the product formula: |α|Ak = 1
for every α ∈ k×. Throughout this article, fix a non-trivial additive character ψ : Ak → C×
which is trivial on k. For each place v of k, let ψv be the additive character on kv defined by
ψv(av) := ψ(0, ..., 0, av, 0, ...) for each av in kv. We denote δv to be the “conductor of ψ at
v,” i.e. the maximal integer r such that π−rv Ov is contained in the kernel of ψv. It is known
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that
∑
v δv deg v = 2gk − 2, where gk is the genus of k.
Take a place v of k. Let (V,QV ) be a non-degenerate quadratic space of dimension m over
kv. The bilinear form on V × V is
〈x, y〉V := QV (x + y)−QV (x) −QV (y), ∀x, y ∈ V.
The associated quadratic character χV on k
×
v is defined by
χV (αv) := (αv, (−1)
m(m+1)
2 detV )v, ∀αv ∈ k×v .
Here (·, ·)v : k×v /(k×v )2 × k×v /(k×v )2 → {±1} is the Hilbert quadratic symbol, i.e.
(av, bv)v =
{
1, if avX
2 + bvY
2 = Z2 has non-trivial solutions,
−1, otherwise;
and detV ∈ k×v /(k×v )2 is the discriminant of V , i.e.
detV := det(〈xi, xj〉V )1≤i,j≤m for every basis {x1, ..., xm} of V .
Take a basis {x1, ..., xm} of V such that the quadratic form becomes
QV (x) =
m∑
i=1
cia
2
i , ∀x =
m∑
i=1
aixi ∈ V,
where ci ∈ k×v for i = 1, ...,m. The Hasse invariant of V is:
Hassev(V ) :=
∏
1≤i<j≤m
(ci, cj)v.
For a global non-degenerate quadratic spaceW over k, set χW := ⊗χWv : k×\A×k → {±1},
where Wv =W ⊗k kv, and call Hassev(Wv) the Hasse invariant of W at v.
1.2. Incoherent quadratic spaces. Fix a character χ = ⊗vχv : k×\A×k → {±1}. An
incoherent quadratic space C = {Cv}v over k of dimension m with character χ is a collection
of non-degenerate quadratic spaces Cv over kv, indexed by the places of k, such that
(i) dimkv Cv = m and χCv = χv for every place v.
(ii) There exists a global non-degenerate quadratic space W of dimension m over k with
character χW = χ such that Wv ∼= Cv for almost all v.
(iii) (Incoherence condition) The product formula fails for the Hasse invariants:∏
v
Hassev(Cv) = −1.
Remark 1.1. Let C be an incoherent quadratic space over k. Due to the incoherence condi-
tion, there is no quadratic spaces W over k satisfying that Wv ∼= Cv for all v. Conversely,
suppose a “coherent” collection C of quadratic spaces is given, i.e. C satisfies (i), (ii), and∏
v Hassev(Cv) = 1. Then we can find a unique (up to isomorphism) quadratic space W over
k such that Wv ∼= Cv for every v. Thus a non-degenerate quadratic space over k is also called
a coherent quadratic space.
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2. Weil representation on Schwartz spaces
Given a positive integer n, let Spn be the symplectic group of degree n, i.e.
Spn :=
{
g ∈ GL2n
∣∣∣∣∣ tg
(
0 In
−In 0
)
g =
(
0 In
−In 0
)}
.
We view Spn as an affine algebraic group over Fq. The Siegel-parabolic subgroup Pn is the
parabolic subgroup Mn ·Nn, where
Mn :=
{
m(a) =
(
a 0
0 ta−1
) ∣∣∣∣ a ∈ GLn} and Nn := {n(b) = (In b0 In
) ∣∣∣∣ b = tb ∈Matn} .
Set Symn := {b = tb ∈ Matn}. By the map m and n, GLn and Symn are isomorphic to Mn
and Nn respectively.
Take a place v of k. Let (V,QV ) be a non-degenerate quadratic space over kv with even
dimension m. The orthogonal group of V is denoted by O(V ), i.e.
O(V ) = {h ∈ GL(V ) | QV (hx) = QV (x), ∀x ∈ V }.
Let S(V n) be the space of Schwartz functions on V n, i.e. the space of C-valued functions
on V n which are locally constant and compactly supported. The (local) Weil representation
ωv(= ωv,ψv) of Spn(kv)×O(V ) on S(V n) is determined by the following: for every ϕv ∈ S(V n)
and x ∈ V n,
(ωv(h)ϕv)(x) := ϕv(h
−1x1, ..., h
−1xn), ∀h ∈ O(V );(
ωv
(
a 0
0 ta−1
)
ϕv
)
(x) := χV (det a)| det a|m/2v · ϕv(x · a), ∀a ∈ GLn(kv);(
ωv
(
In b
0 In
)
ϕv
)
(x) := ψv
(
Trace
(
b ·Q(n)V (x)
)) · ϕv(x), ∀b ∈ Symn(kv);(
ωv
(
0 In
−In 0
)
ϕv
)
(x) := εv(V )
n · ϕ̂v(x).
Here:
• Q(n)V : V n → Symn(kv) is the moment map, i.e. for any x = (x1, ..., xn) ∈ V n,
Q
(n)
V (x) =
(
1
2
〈xi, xj〉V
)
1≤i,j≤n
.
• ϕ̂v is the Fourier transform of ϕv:
ϕ̂v(x) :=
∫
V n
ϕv(y) · ψv(
n∑
i=1
〈xi, yi〉V )dy, ∀x = (x1, ..., xn) ∈ V n.
The Haar measure dy = dy1 · · · dyn is chosen to be self dual, i.e.̂̂ϕv(x) = ϕv(−x), ∀x ∈ V n.
• εv(V ) is the Weil index of V , i.e.
εv(V ) :=
∫
L
ψv
(
QV (x)
)
dx
for any sufficiently large Ov-lattice L in V . The Haar measure dx is also chosen to
be self dual with respect to the pairing ψv(〈·, ·〉V ).
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Given a character χv : k
×
v → C×, let Iv(s, χv) be the space of locally constant C-valued
functions fv on Spn(kv) satisfying that
fv(n(b)m(a)g) = χv(det a)|a|s+
n+1
2
v fv(g), ∀a ∈ GLn(kv), b ∈ Symn(kv), g ∈ Spn(kv).
The action of Spn(kv) on I(s, χv) is defined by right translation. Let Φv be the following
Spn(kv)-equivariant homomorphism from S(V
n) to Iv((m− n− 1)/2, χV ):
ϕv 7−→ Φv,ϕv :=
(
g 7→ (ωv(g)ϕv)(0)).
Denote by Rn(V ) the image of Φv. We then have:
Theorem 2.1. (1) Let V be a non-degenerate quadratic space over kv with even dimension.
Then Rn(V ) is isomorphic to S(V
n
0 ), where V
n
0 = {x ∈ V n : Q(n)V (x) = 0}. Moreover, the
isomorphism is induced from the restriction of Φv on S(V
n
0 ).
(2) Let χv : k
×
v → {±1} be a quadratic character and n is a positive odd integer. Then
Iv(0, χv) = Rn(V
+)⊕Rn(V −)
where V ± is the non-degenerate quadratic space over kv of dimension n+1 such that χv = χV ±
and Hassev(V
±) = ±1.
Proof. (1) follows from [20, Proposition B.1] and (2) follows from [10, Corollary 3.7]. Although
the characteristic of the base local field is assumed to be 0 in [10], the argument actually works
for the case of odd characteristic. We recall the steps of the proof for (2) in the following.
By the Frobenius reciprocity theorem, we know dimC EndSpn(kv)
(
I(0, χv)
) ≤ 2. In par-
ticular, dimC Endspn(kv)
(
I(0, χv)
)
= 1 if χv ≡ 1 and dimV = 2. Using the twisted Jacquet
functor on Rn(V
+) and Rn(V
−), we obtain that Rn(V
+) and Rn(V
−) are inequivalent sub-
modules of I(0, χv) and
Rn(V
+) 6⊂ Rn(V −), Rn(V −) 6⊂ Rn(V +).
Moreover, using the inner product
(f1, f2) :=
∫
Pn(kv)\ Spn(kv)
f1(g)f2(g)dg
on I(0, χv), we obtain that I(0, χv) is completely reducible. Therefore the result holds. 
Now, let W (resp. C) be a coherent (resp. incoherent) quadratic space over k with even
dimension m. We have the global Weil representation ω := ⊗vωv on the Schwartz space
S(W (Ak)
n) (resp. S(C(Ak)n)). Here W (Ak) :=W ⊗k Ak =
∏′
vWv and C(Ak) :=
∏′
v Cv. Let
χ = χW (resp. χC) and I(s, χ) denotes the space of locally constant C-valued functions f on
Spn(Ak) satisfying that
f(n(b)m(a)g) = χ(det a)|a|s+
n+1
2
Ak
f(g), ∀a ∈ GLn(Ak), b ∈ Symn(Ak), g ∈ Spn(Ak).
Let Φ be the Spn(Ak)-equivariant homomorphism from S(W (Ak)
n) (resp. S(C(Ak)n) to
Iv((m− n− 1)/2, χ) defined by:
ϕ 7−→ Φϕ :=
(
g 7→ (ω(g)ϕ)(0)).
Denote by Rn(W ) (resp. Rn(C)) the image of Φ. Then Theorem 2.1 (2) implies that
Corollary 2.2. Let χ : k×\A×k → {±1} be a quadratic character and n is a positive odd
integer. Then
I(0, χ) =
(⊕
W
Rn(W )
)
⊕
(⊕
C
Rn(C)
)
,
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where W (resp. C) runs through all the coherent (resp. incoherent) quadratic spaces of dimen-
sion n+ 1 over k with χ = χW (resp. χC).
3. Siegel-Eisenstein series
Fix a quadratic character χ : k×\A×k → {±1} and a positive integer n. Let f(·, s) ∈ I(s, χ)
be a flat section, i.e. for every κ ∈ Spn(OAk), f(κ, s) is independent of the chosen s. The
Siegel-Eisenstein series associated with f is defined by the following:
E(g, s, f) :=
∑
γ∈Pn(k)\ Spn(k)
f(γg, s), ∀g ∈ Spn(Ak).
It is known that this series converges absolutely for Re(s) > (n+ 1)/2 and can be extended
to a rational function in q−s . Moreover, we have the following functional equation
E(g, s, f) = E(g,−s,M(s)(f)), ∀g ∈ Spn(Ak).
Here M(s) : I(χ, s)→ I(χ,−s) is the following intertwining operator:
M(s)(f)(g) :=
∫
Symn(Ak)
f(wnn(b)g, s)db, wn :=
(
0 In
−In 0
)
,
and the Haar measure db is “self-dual with respect to ψ,” i.e. viewing Symn(Ak) as A
n(n+1)
2
k
and write db as
∏
1≤i≤j≤n dbij , the Haar measure dbij on Ak for each pair (i, j) is self-dual
with respect to ψ. Detecting the possible poles of E(g, s, f) (cf. [7]), we have that E(g, s, f)
is always holomorphic at the central critical value s = 0.
Let W be an anisotropic quadratic space over k with even dimension m (then m ≤ 4). Let
χ = χW and n = m−1. For each Schwartz function ϕ ∈ S(W (Ak)n), we extend Φϕ ∈ I(0, χ)
to be a flat section Φϕ(·, s) ∈ I(s, χ) (called the Siegel section associated with ϕ) by setting
Φϕ(g, s) = | det a|sAkΦϕ(g)
for every g = n(b)m(a)κ where a ∈ GLn(Ak), b ∈ Symn(Ak), and κ ∈ Spn(OAk). The Siegel-
Weil formula connects the central critical value E(g, 0,Φϕ) with the theta series associated
with the quadratic form on W :
Theorem 3.1. (cf. [20]) For every Schwartz function ϕ ∈ S(W (Ak)n) where W is an
anisotropic quadratic space over k with even dimension m = n+ 1, set
Θ(g, ϕ) :=
∫
O(W )(k)\O(W )(Ak)
∑
x∈Wn
(
ω(g, h)ϕ
)
(x)dh.
The measure dh is normalized so that vol(O(W )(k)\O(W )(Ak), dh) = 1. Then
E(g, 0,Φϕ) = 2 ·Θ(g, ϕ) ∀g ∈ Spn(Ak),
where Φϕ(·, s) ∈ I(s, χW ) is the Siegel section associated with ϕ.
On the other hand, let C be an incoherent quadratic space over k with even dimension
m. For every ϕ ∈ S(C(Ak)n), by the same way we can also extend Φϕ to a flat section
Φϕ(·, s) ∈ I(s, χC).
Theorem 3.2. For every Schwartz function ϕ ∈ S(C(Ak)n) where C is an incoherent qua-
dratic space over k with even dimension m = n+ 1, we have
E(g, 0,Φϕ) = 0, ∀g ∈ Spn(Ak).
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Proof. Note that
(
ϕ 7→ E(·, 0,Φϕ)
)
is a Spn(Ak)-equivariant homomorphism from Rn(C) to
the space of automorphic forms on Spn(Ak). In the next section, we show that every non-
singular Fourier coefficients of E(g, 0,Φϕ) must be zero (see Proposition 4.6). Therefore the
result follows from a similar argument of [12, Lemma 2.5]. 
4. Fourier coefficients of Siegel-Eisenstein series
Take a positive integer n and a character χ : k×\A×k → {±1}. Let f(·, s) ∈ I(s, χ) be a
flat section. Consider the Fourier expansion of E(g, s, f):
E(g, s, f) =
∑
β∈Symn(k)
Eβ(g, s, f),
where Eβ(g, s, f), called the β-th Fourier coefficient of E(g, s, f), is defined by
Eβ(g, s, f) :=
∫
Symn(k)\ Symn(Ak)
E(n(b)g, s, f)ψ
(− Trace(bβ))db.
The Haar measure db is normalized so that vol
(
Symn(k)\ Symn(Ak), db
)
= 1. We can choose
db to be induced from the Haar measure on Symn(Ak) which is self-dual with respect to ψ.
It is clear that
Eβ(n(b)g, s, f) = ψβ(b) · Eβ(g, s, f), ∀b ∈ Symn(Ak),
where ψβ(b) := ψ
(
Trace(bβ)
)
.
Lemma 4.1. (cf. [20, Lemma A.3]) Given β ∈ Symn(k) with detβ 6= 0,
Eβ(g, s, f) =
∫
Symn(Ak)
f(wnn(b)g, s)ψβ(−b)db.
Note that Spn(k)Pn(Ak) is dense in Spn(Ak). For g = n(b)m(a) where a ∈ GLn(Ak) and
b ∈ Symn(Ak),
E(g, s, f) =
∑
β∈Symn(k)
Eβ(m(a), s, f)ψβ(b).
We can focus on the Fourier coefficients E∗β(a, s, f) := Eβ(m(a), s, f) for a ∈ GLn(Ak) and
β ∈ Symn(k). It is clear that
E∗β(a, s, f) = E
∗
α⋆β(α
−1a, s, f), ∀α ∈ GLn(k),
where α ⋆ β := tαβα.
4.1. Whittaker functions. Fix a place v of k and a quadratic character χv : k
×
v → {±1}.
Take a flat section fv(·, s) ∈ Iv(s, χv). For βv ∈ Symn(kv), the local Whittaker function
Wv,βv(s, fv) is defined by
Wv,βv (s, fv) :=
∫
Symn(kv)
fv(wnn(bv), s)ψv,βv (−bv)dbv.
Here the Haar measure dbv is self-dual with respect to ψv, and ψv,βv(bv) := ψv
(
Trace(bvβv)
)
.
Let ρv be the left action of Spn(kv) on Iv(s, χv) by right translation. Then it is clear that
Wv,βv
(
s, ρv(n(bv))fv
)
= ψv,βv(bv) ·Wv,βv (s, fv), ∀bv ∈ Symn(kv).
Proposition 4.2. (cf. [17, p. 102]) Let βv ∈ Symn(kv) with detβv 6= 0 and take a flat section
fv(·, s) ∈ Iv(s, χv).
(1) Wv,βv (s, fv) can be extended to an entire function on the whole s-plane.
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(2) When v is “good”, i.e. χv is unramified, βv ∈ Symn(kv)∩GLn(Ov), the conductor of
ψv is trivial, and fv(κv) = 1 for every κv ∈ Spn(Ov), we have
Wv,βv (s, fv) =

Lv(s+ (n+ 1)/2, χv)
−1
(n−1)/2∏
i=1
ζv(2s+ n+ 1− 2i)−1, if n is odd,
n/2∏
i=1
ζv(2s+ n+ 2− 2i)−1, if n is even.
Here
ζv(s) := (1− q−sv )−1 and Lv(s, χv) :=
{
(1− χv(πv)q−sv )−1 if χv is unramified,
1 otherwise.
Let χ : k×\A×k → {±1} be a quadratic character. Given b0 ∈ Symn(Ak) and a flat section
f(·, s) ∈ I(s, χ), the global Whittaker function Wb0(s, f) is defined by
Wb0(s, f) :=
∫
Symn(Ak)
f(wnn(b), s)ψb0(−b)db.
Suppose b0 is also in GLn(Ak) and f is a pure-tensor, i.e. f = ⊗vfv. Let S = S(χ, ψ, b0, f)
be the finite subset of places of k minimal so that v is “good” for v /∈ S (i.e. when v /∈ S, χv
is unramified, the conductor of ψv is trivial, b0,v ∈ Symn(kv) ∩GLn(Ov), and fv(κv) = 1 for
every κv ∈ Spn(Ov)). Define
ΛSn(s, χ) :=

LS(s+ (n+ 1)/2, χ)−1
(n−1)/2∏
i=1
ζS(2s+ n+ 1− 2i)−1, if n is odd,
n/2∏
i=1
ζS(2s+ n+ 2− 2i)−1, if n is even,
where
LS(s, χ) :=
∏
v/∈S
Lv(s, χv) and ζ
S(s) :=
∏
v/∈S
ζv(s).
Then ΛSn(s, χ) is holomorphic at s = 0 and non-vanishing unless n = 1 and χ ≡ 1. Moreover,
(4.1) Wb0(s, f) = Λ
S
n(s, χ)
∏
v∈S
Wv,b0,v (s, fv),
This gives the meromorphic continuation of the Whittaker function Wb0 (s, f).
Given β ∈ Symn(k) and a ∈ GLn(Ak), we set a ⋆ β := taβa. Lemma 4.1 tells us that when
detβ 6= 0, the Fourier coefficient
E∗β(a, s, f) = χC(det a)| det a|−s+
n+1
2
Ak
·
∫
Symn(Ak)
f(wnn(b), s)ψa⋆β(−b)db
= χC(det a)| det a|−s+
n+1
2
Ak
·Wa⋆β(s, f),(4.2)
Therefore the equations (4.1) and (4.2) implies the following.
Proposition 4.3. Let n be positive integer and χ : k×\A×k → {±1} a quadratic character.
Given a pure-tensor flat section f = ⊗vfv ∈ I(s, χ), we have that for β ∈ Symn(k) with
detβ 6= 0 and a ∈ GLn(Ak),
ords=0 E
∗
β(a, s, f) =
∑
v∈S
ords=0Wv,av⋆β(s, fv) + ǫn,χ,
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where S = S(χ, ψ, a ⋆ β, f) is the finite subset of places of k minimal so that v is “good” for
v /∈ S; ǫn,χ = 1 if n = 1 and χ ≡ 1, and ǫn,χ = 0 otherwise.
4.2. The vanishing order of non-singular Fourier coefficients at s = 0. Take a place
v of k. Let V be a non-degenerate quadratic space over kv with even dimension, and take
n = dimk(V )− 1. For βv ∈ Symn(kv), we set
Ωβv(V ) := {x ∈ V n : Q(n)V (x) = βv},
where Q
(n)
V is the moment map introduced in Section 2.
Lemma 4.4. (cf. [20, Lemma A.1])
(1) For βv ∈ Symn(kv) with detβv 6= 0, we have Wv,βv (0,Φv,ϕv) = 0 for all ϕv ∈ S(V n)
unless Ωβv(V ) is non-empty.
(2) When Ωβv (V ) is non-empty, O(V ) acts on Ωβv (V ) transitively, and there exists a
constant c such that for ϕv ∈ S(V n),
Wv,βv(0,Φv,ϕv ) = c ·
∫
Ωβv (V )
ϕv(xv)dxv,
where dxv is an O(V )-invariant measure on Ωβv(V ).
The following ”dichotomy” plays a fundamental role.
Lemma 4.5. (cf. [8, Proposition 1.3]) For βv ∈ Symn(kv) with detβv 6= 0, we have that
Ωβv(V ) is non-empty if and only if
(4.3) Hassev(V ) = χV (detβv) · (detβv,−(−1)(n+1)/2)v · Hassev(βv).
Here Hassev(βv) is the Hasse invariant of the quadratic space over kv associated to βv.
Let C be an incoherent quadratic space over k with even dimension and n = dimk(C)− 1.
For β ∈ Symn(k) with detβ 6= 0, We set
Diff(β, C) := {place v of k | Hassev(C) 6= χCv (detβ) · (detβ,−(−1)(n+1)/2)v · Hassev(β)}.
The incoherence of C implies that the cardinality of Diff(β, C) must be odd. Moreover, by
Proposition 4.3, Lemma 4.4 and 4.5 we have
Proposition 4.6. Let C be an incoherent quadratic space over k with even dimension and
n = dimk(C) − 1. Given a ∈ GLn(Ak) and β ∈ Symn(k) with det β 6= 0, we have that for
every Schwartz function ϕ ∈ S(C(Ak)n)
ords=0E
∗
β(a, s,Φϕ) ≥ #Diff(β, C) ≥ 1.
5. Derivatives of non-singular Fourier coefficients
Let C be an incoherent quadratic space C over k with even dimension and n = dimk(C)−1.
Given β ∈ Symn(k) with detβ 6= 0, by Proposition 4.6 we know that for a ∈ GLn(Ak) and
ϕ ∈ S(C(Ak)n),
∂
∂s
E∗β(a, s,Φϕ)
∣∣∣∣
s=0
= 0 if #Diff(β, C) > 1.
Suppose Diff(β, C) = {v0}. Let Vβ be the non-degenerate quadratic space of dimension m
over k such that χVβ = χC and
Hassev(Vβ) =
{
Hassev(C), if v 6= v0,
−Hassev(C), if v = v0.
Then for every place v of k different from v0, we have Vβ,v ∼= Cv. Moreover, Hasse-Minkowski
principle and Lemma 4.5 imply that Vβ represents β, i.e. Ωβ(Vβ) is non-empty.
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Theorem 5.1. Let C be an incoherent quadratic space over k with even dimension m and take
n = m− 1. Given β ∈ Symn(k) with detβ 6= 0, suppose Diff(β, C) = {v0} and the associated
quadratic space Vβ is anisotropic. Then for each pure-tensor ϕ = ⊗vϕv ∈ S(C(Ak)n) and
a ∈ GLn(Ak), we have
∂
∂s
E∗β(a, s,Φϕ)
∣∣∣∣
s=0
= 2 ·
W ′v0,av0⋆β
(0,Φv0,ϕv0 )
Wv0,av0⋆β(0,Φv0,ϕ˜v0 )
·Θ∗β(a, ϕ˜),
where av0 ⋆ β =
tav0βav0 , ϕ˜ = ⊗vϕ˜v ∈ S(Vβ(Ak)n) is any pure-tensor so that:
(i) for v 6= v0, ϕ˜v = ϕv (here we identify Vβ,v with Cv);
(ii) ϕ˜v0 ∈ S(V nβ,v0) is a Schwartz function satisfying that Wv0,av0⋆β(0,Φv0,ϕ˜v0 ) 6= 0;
and
Θ∗β(a, ϕ˜) =
∫
Symn(k)\ Symn(Ak)
Θ
(
n(b)m(a), ϕ˜
)
ψβ(−b)db,
where Θ(g, ϕ˜) is the theta series introduced in Theorem 3.1.
Proof. Take a pure-tensor ϕ˜ = ⊗vϕ˜v ∈ S(Vβ(Ak)n) satisfying (i) and (ii). By the Siegel-Weil
formula (Theorem 3.1) we have
E(g, 0,Φϕ˜) = 2 ·Θ(g, ϕ˜), ∀g ∈ Spn(Ak).
Then from the equation (4.2) we obtain that for a ∈ GLn(Ak)
∂
∂s
E∗β(a, s,Φϕ)
∣∣∣∣
s=0
= χC(det a)| det a|−s+
n+1
2
Ak
W ′v0,av0⋆β(0,Φv0,ϕv0 ) ·
(
Wa⋆β(0,Φϕ˜)
Wv0,av0⋆β(0,Φv0,ϕ˜v0 )
)
=
W ′v0,av0⋆β
(0,Φv0,ϕv0 )
Wv0,av0⋆β(0,Φv0,Φv0,ϕ˜v0
)
·E∗β(a, 0,Φϕ˜)
= 2 ·
W ′v0,av0⋆β
(0,Φv0,ϕv0 )
Wv0,av0⋆β(0,Φv0,ϕ˜v0 )
·Θ∗β(a, ϕ˜).

Remark 5.2. The assumption on Vβ being anisotropic is due to the restriction of Theorem 3.1,
which can be removed as long as a stronger version of the Siegel-Weil formula is verified.
In the remaining sections, we concentrate on the special case when the incoherent quadratic
space C has dimension 2, and explore the geometric interpretation of the central critical
derivative of the Siegel-Eisenstein series on SL2(Ak).
6. Special case: dimk(C) = 2
Fix a place∞ of k, referred as the place at infinity, and other places are called finite places
of k. Let K be a quadratic field over k which is “imaginary,” i.e. ∞ does not split in K.
Take D ∈ k such that K = k(√D). Choose ǫ∞ ∈ k×∞ so that the Hilbert quadratic symbol
(ǫ∞, D)∞ = −1, and put ǫv := 1 for every finite place v of k. For each α ∈ k×, the collection
C(α)K = {C(α)K,v}v, where C(α)K,v := (Kv, ǫvαNK/k), is an incoherent quadratic space over k with
dimension 2. It is clear that
χC(a) = χK(a) :=
∏
v
(av, D)v, ∀a = (av)v ∈ A×k ,
and Hassev(Cv) = (ǫvα,D)v for every place v of k. We point out that given an arbitrary
incoherent quadratic space C over k with dimension 2, there always exists a triple (K,∞, α)
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such that C ∼= C(α)K .
Let A be the ring of functions in k regular away from ∞, and OK be the integral closure
of A in K. For each place v of k, set OKv := OK ⊗A Ov when v 6= ∞; and OK∞ denotes
the integral closure of O∞ in K∞. If v is ramified or split in K, we assume that the chosen
uniformizer πv is in NK/k(Kv), and pick Πv ∈ Kv such that NK/k(Πv) = πv once and for all.
For each place v of k, set
ev = ev(α, ψ) := −δv − ordv(αǫv),
where δv is the “conductor” of ψ at v introduced in Section 1.1. Choose a particular Schwartz
function ϕ
(α)
v ∈ S(C(α)K,v) which is the characteristic function of the following Ov-lattice:
(6.1)
{
Πevv OKv , if v is ramified or split in K,
π
⌈ev/2⌉
v OKv , if v is inert in K.
Here ⌈λ⌉ := min{m ∈ Z : m ≥ λ} for λ ∈ R.
Lemma 6.1. For every κv =
(
a b
c d
)
∈ SL2(Ov) with c ≡ 0 mod πvOv,
ωv(κv)ϕ
(α)
v = χF,v(d)ϕ
(α)
v .
In particular, suppose (i) v is inert in F and ev is even; or (ii) v splits in F , we get further
that
ωv(κv)ϕ
(α)
v = ϕ
(α)
v , ∀κv ∈ SL2(Ov).
Proof. One observes that the Fourier transform of ϕ
(α)
v is
ϕ̂(α)v =

1Πevv OFv , if v is split in k,
q−1/2 · 1Πev−1v OFv , if v is ramified in k,
q((−1)
ev−1)/2 · 1
π
⌊ev/2⌋
v OFv
, if v is inert in k.
Here ⌊λ⌋ := max{m ∈ Z : m ≤ λ} for λ ∈ R. By the decomposition(
a b
πvc d
)
=
(
1 bd−1
0 1
)(
d−1 0
0 d
)(
0 1
−1 0
)(
1 −πvd−1c
0 1
)(
0 −1
1 0
)
∈ SL2(Ov),
the result is then straightforward. 
Let ϕ(α) be the pure-tensor ⊗vϕ(α)v ∈ S
(C(α)K (Ak)). By the above lemma, Φϕ(α) is viewed
as a “new vector” in the representation R1(C(α)K ) of SL2(Ak). Denote by FK and gK the
constant field and the genus of K respectively. Set
L(s, χK) :=
∏
v
Lv(s, χK,v) and L˜(s, χK) := q
(
[FK :Fq](gK−1)−(gk−1)
)
sL(s, χK),
which are extended to rational functions in q−s with the functional equation
L˜(s, χK) = L˜(1− s, χK).
Consider the following (modified) Eisenstein series:
(6.2) E˜(g, s,Φϕ(α)) := L˜(s+ 1, χF ) · E(g, s,Φϕ(α)).
It is observed that for g ∈ SL2(Ak), E˜(g, s,Φϕ(α)) is a rational function in q−s satisfying:
E˜(g, s,Φϕ(α)) = −E˜(g,−s,Φϕ(α)) ·
 ∏
v is inert
and ev is odd
q−sv
Lv(1 + s, χF,v)
Lv(1− s, χF,v)
 .
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We are interested in its central critical derivative
η(α)(g) :=
∂
∂s
E˜(g, s,Φϕ(α))
∣∣∣
s=0
, ∀g ∈ SL2(Ak).
Let N = N(ψ,K, α) be the positive divisor of k such that
ordv(N) =
{
1, if either v is ramified in k or v is inert in k and ev is odd,
0, otherwise.
Lemma 6.1 implies that η(α) is uniquely determined by its values on the representatives of
the double cosets in SL2(k)\ SL2(Ak)/K0(N), where
K0(N) =
{(
a b
c d
)
∈ SL2(OAk)
∣∣∣∣ cv ≡ 0 mod πordv(N)v Ov for all v} .
Let B be the standard Borel subgroup of SL2, i.e.
B = P1 = {n(x)m(y) | x ∈ Ga, y ∈ GL1}.
The canonical map from B(Ak) to the double coset space SL2(k)\ SL2(Ak)/K0(N) is surjec-
tive. Therefore to explore the derivative η(α), it suffices to compute the Fourier coefficients
η
(α),∗
β (y) for y ∈ A×k and β ∈ k.
6.1. The constant term η
(α),∗
0 . We first compute the constant term η
(α),∗
0 in the following:
Lemma 6.2. For y ∈ A×k , we have
η
(α),∗
0 (y) = 2χK(y)|y|AkL(0, χK)
·
ln |y|Ak − ([FK : Fq](gK − 1)− (gk − 1)) ln q − L′(0, χK)L(0, χK) + 12 ∑v is inert
and ev is odd
qv − 1
qv + 1
ln qv
 .
Proof. For y ∈ A×k , we claim that the constant term E˜∗0 (y, s,Φϕ(α)) is equal to
(6.3) χK(y)|y|Ak
|y|sAk L˜(−s, χK)− |y|−sAk L˜(s, χK) · ∏
v is inert
and ev is odd
q−sv
Lv(1 + s, χK,v)
Lv(1− s, χK,v)
 .
Then the result follows.
To prove the equality (6.3), we recall the fact that
E∗0 (y, s,Φϕ(α)) = Φϕ(α)(m(y), s) +
∫
Ak
Φϕ(α)
((
0 1
−1 0
)(
1 b
0 1
)(
y 0
0 y−1
)
, s
)
db.
The Haar measure db is normalized to be self-dual with respect to ψ. More precisely, if
we write db as
∏
v dbv, the Haar measure dbv on kv for each place v is choosed so that
vol(Ov, dbv) = q
−δv/2
v . One observes that Φϕ(α)(m(y), s) = χK(y)|y|s+1Ak , and for each place v
of k, the local integral∫
kv
Φ
v,ϕ
(α)
v
((
0 1
−1 0
)(
1 bv
0 1
)(
yv 0
0 y−1v
)
, s
)
dbv
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is equal to
q−δv/2v χK,v(yv)|yv|−s+1v εv(C(α)K,v) ·

q
−1/2
v , if v is ramified in K,
Lv(s, χK,v)
Lv(s+ 1, χK,v)
, if v splits in K,
q
(−1)ev−1
2
v
Lv(s, χK,v)
Lv(s+ (−1)ev , χK,v) , if v is inert in K.
Since C(α)K is incoherent, Weil’s reciprocity (cf. [22]) implies that∏
v
ε(Cv) = −1.
Recall that
∑
v δv deg v = 2gk − 2, where gk is the genus of k. By Hurwitz formula we get
(gk − 1) +
∑
v is ramfied in K
deg v/2 = [FK : Fq](gK − 1)− (gk − 1).
Hence the constant term E∗0 (y, s,Φϕ(α)) is equal to
χK(y)|y|s+1Ak −χK(y)|y|−s+1Ak q−[FK :Fq](gK−1)+(gk−1)
L(s, χK)
L(s+ 1, χK)
·
∏
v is inert in K
and ev is odd
q−1v
Lv(s+ 1, χK)
Lv(s− 1, χK) .
The equality (6.3) holds immediately. 
Remark 6.3. 1. The “symmetry” of the constant term described in the equality (6.3) agrees
with the functional equation of E˜(g, s,Φϕ(α)). In particular, when ev is even for every inert
place v and K/k is not a constant field extension, E˜(g, s,Φϕ(α)) is actually a polynomial in
C[qs, q−s] satisfying
E˜(g, s,Φϕ(α)) = −E˜(g,−s,Φϕ(α)).
2. Let f∞ be the residue degree of ∞ in K/k. The following equality
L(0, χK) =
#Pic(OK)
f∞ ·#Pic(A)
will be used later.
6.2. Non-constant Fourier coefficient η
(α),∗
β . Given β ∈ k×, we know that (by Proposi-
tion 4.6) when #Diff(β, C(α)K ) > 1,
η
(α),∗
β (y) = 0 ∀y ∈ A×k .
Suppose Diff(β, C(α)K ) = {v0}. Then v0 must be ramified or inert in K. The quadratic space
Vβ := (K,βNK/k) over k represents β, i.e. Ωβ(Vβ) is non-empty. Moreover, χVβ = χK and
Hassev(Vβ,v) =
{
Hassev(C(α)K,v), if v 6= v0,
−Hassev(C(α)K,v), if v = v0.
For each place v of k, let e′v = −δv − ordv(β). Take ϕ˜(β) = ⊗vϕ˜(β)v ∈ S(Vβ(Ak)) where for
every place v of k, ϕ˜
(β)
v is the characteristic function of the Ov-lattice{
Π
e′v
v OFv , if v is ramified or split in F ,
π
⌈e′v/2⌉
v OFv , if v is inert in F .
For v 6= v0, one observes that ϕ˜(β)v = ϕ(α)v (when identifying Vβ,v with C(α)K,v). To know
η
(α),∗
β (y), by Theorem 5.1 it suffices to compute Wv0,y2v0β
(0,Φ
v0,ϕ˜
(β)
v0
), W ′v0,y2v0β
(0,Φ
v0,ϕ
(α)
v0
),
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and Θ∗β(y, ϕ˜
(β)).
Note that
Wv0,y2v0β
(s,Φ
v0,ϕ˜
(β)
v0
) =
∫
kv0
Φ
v0,ϕ˜
(β)
v0
((
0 1
−1 0
)(
1 b
0 1
)
, s
)
ψv0(−y2v0βb)db
= εv0(Vβ,v0)
̂˜
ϕ
(β)
v0 (0) ·
∫
Ov0
ψv(−y2v0βb)db(6.4)
+
∞∑
r=1
(
χK,v0(πv0)q
−s
v0
)r · ∫
O×v0
χK,v0(u)ψv(y
2
v0βπ
−r
v0 u)d
×u.
It is clear that ∫
Ov0
ψv(−y2v0βb)db =
{
vol(Ov0 ), if ordv0(y
2
v0β) + δv0 ≥ 0,
0, otherwise.
6.2.1. The case when v0 is inert in K. One has
∫
O×v0
ψv(y
2
v0βπ
−r
v0 u)d
×u = vol(Ov) ·

(1 − q−1v0 ), if r ≤ ordv0(y2v0β) + δv0 ,
−q−1v0 , if r = ordv0(y2v0β) + δv0 + 1,
0, if r > ordv0(y
2
v0β) + δv0 + 1.
Since
εv0(Vβ,v0)
̂˜
ϕ
(β)
v0 (0) =
{
1, if e′v is even,
−q−1v , if e′v is odd,
we obtain the following result.
Lemma 6.4. Suppose v0 is inert in K. Wv0,y2v0β
(s,Φ
v0,ϕ˜
(β)
v0
) = 0 if ordv0(y
2
v0β) + δv0 < 0.
When ordv0(y
2
v0β) + δv0 ≥ 0, Wv0,y2v0β(s,Φv0,ϕ˜(β)v0 ) is equal to
vol(Ov0)·

(
1− (−q−sv0 )ordv0 (y
2
v0
β)+δv0+1
)
Lv0(s, χK)
Lv0(s+ 1, χK)
, if e′v0 is even,
−
q−sv0
(
1− (−q−sv0 )ordv0(y
2
v0
β)+δv0
)
+ q−1v0
(
1− (−q−sv0 )ordv0(y
2
v0
β)+δv0+2
)
1 + q−sv0
, if e′v0 is odd.
In particular, when ordv0(y
2
v0β) + δv0 ≥ 0, Wv0,y2v0β(0,Φv0,ϕ˜(β)v0 ) = q
−δv0/2
v0 (−1)e
′
v0 (1 + q−1v0 ).
When v0 is inert in K, by our assumption we have
(αǫv0 , D)v0 = −(β,D)v0 ,
which means that the parity of ev0 and e
′
v0 must be different. Similarly, we can get:
Lemma 6.5. Suppose v0 is inert in K, Wv0,y2v0β
(s,Φ
v0,ϕ
(α)
v0
) = 0 if ordv0(y
2
v0β) + δv0 < 0.
When ordv0(y
2
v0β) + δv0 ≥ 0, Wv0,y2v0β(s,Φv0,ϕ(α)v0 ) is equal to
vol(Ov0)·

(
1− (−q−sv0 )ordv0 (y
2
v0
β)+δv0+1
)
Lv0(s, χK)
Lv0(s+ 1, χK)
, if e′v0 is odd,
−
q−sv0
(
1− (−q−sv0 )ordv0(y
2
v0
β)+δv0
)
+ q−1v0
(
1− (−q−sv0 )ordv0(y
2
v0
β)+δv0+2
)
1 + q−sv0
, if e′v0 is even.
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In particular, when ordv0(y
2
v0β) + δv0 ≥ 0,
W ′v0,y2v0α
(0,Φ
v0,ϕ
(α)
v0
) = q
−δv0/2
v0
(−1)(e′v0−1)
2
ln qv0 ·
[(
ordv0(y
2
v0β) + δv0 + 1−
1 + (−1)e′v0
2
)
+ q−1v0
(
ordv0(y
2
v0β) + δv0 + 1 +
1 + (−1)e′v0
2
)]
.
6.2.2. The case when v0 is ramified in K. By our assumption we have χK,v0(πv0) = 1. One
observes that∫
O×v0
χK,v0(u)ψv(y
2
v0βπ
−r
v0 u)d
×u = vol(Ov0 )·
{
εv0(Vβ,v0)q
−1/2
v0 , if r = ordv0(y
2
v0β) + δv0 + 1,
0, otherwise.
Moreover,
̂˜
ϕ
(β)
v0 (0) = q
−1/2
v0 . Therefore from the equation (6.4) we get:
Lemma 6.6. Suppose v0 is ramified in F , Wv0,y2v0β
(s,Φ
v0,ϕ˜
(β)
v0
) = 0 if ordv0(y
2
v0β) + δv0 < 0.
When ordv0(y
2
v0β) + δv0 ≥ 0, Wv0,y2v0β(s,Φv0,ϕ˜(β)v0 ) is equal to
vol(Ov0) · εv0(Vβ,v0)q−1/2v0 (1 + q
−(ordv0 (y
2
v0
β)+δv0+1)s
v0 ).
In particular, Wv0,y2v0β
(0,Φ
v0,ϕ̂
(β)
v0
) = 2εv0(Vβ,v0)q
−(δv0+1)/2
v0 .
Since εv0(C(α)K,v0) = −εv0(Vβ,v0), we obtain that:
Lemma 6.7. Suppose v0 is ramified in K, Wv0,y2v0β
(s,Φ
v0,ϕ
(α)
v0
) = 0 if ordv0(y
2
v0β)+ δv0 < 0.
When ordv0(y
2
v0β) + δv0 ≥ 0, Wv0,y2v0β(s,Φv0,ϕ(α)v0 ) is equal to
−vol(Ov0 ) · εv0(Vβ,v0)q−1/2v0 (1− q
−(ordv0(y
2
v0
β)+δv0+1)s
v0 ).
In particular, W ′v0,y2v0β
(0,Φ
v0,ϕ
(α)
v0
) = −εv0(Vβ,v0)q−(δv0+1)/2v0 ln qv0(ordv0(y2v0β) + δv0 + 1).
6.2.3. Computing Θ∗β(y, ϕ˜
(β)). Note that
Θ∗β(y, ϕ˜
(β)) = χF (y)|y|Ak ·
∫
O(Vβ)(k)\O(Vβ)(Ak)
∑
x∈F,
NF/k(x)=1
ϕ˜(β)(h−1xy)dh.
For each place v of k, we identify O(Vβ)(kv) with K
1
v × 〈τv〉, where τv is the non-trivial
kv-automorphism on Kv and K
1
v = {x ∈ Kv : NK/k(x) = 1}. By Hilbert’s theorem 90, the
map
(
a 7→ a/τv(a)
)
: K×v → K1v is surjective. It is clear that ϕ˜(β)v (h−1xy) = ϕ˜(β)v (xy) when
h is of the form u/τv(u) for u ∈ O×v . Moreover, when v does not split in K, ϕ˜(β)v is fixed by
the action of τv. Hence we can express Θ
∗
β(y, ϕ˜
(β)) as follows.
Lemma 6.8. Suppose ordv(y
2
vβ) + δv ≥ 0 for every place v of k. Then
Θ∗β(y, ϕ˜
(β)) =
χK(y)|y|Ak
#Pic(OK)
∑
[A]∈Pic(OK)
#{x ∈ AA¯−1y−1D−1β : NK/k(x) = 1}.
Here y is the ideal of OK such that yv = yvOKv for every finite place v of k; and Dβ is the
ideal of OK such that for each finite place v of k,
Dβ,v = Dβ ⊗A Ov =
{
Π
δv+ordv(β)
v OKv , if v is ramified or split in K,
π
⌊
δv+ordv(β)
2 ⌋
v OKv , if v is inert in K.
We summarize what we got so far in the following.
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Proposition 6.9. Let β ∈ k× with Diff(β, C(α)K ) = {v0}. For y ∈ A×k , η(α)β (y) = 0 if there
exists a place v such that ordv(y
2
vβ) + δv < 0. Suppose ordv(y
2
vβ) + δv ≥ 0 for every place v
of k.
(1) When v0 is inert in K, η
(α),∗
β (y) is equal to
− χK(y)|y|Ak
f∞#Pic(A)
(
ln qv0
1 + qv0
)
·
[
qv0
(
ordv0(y
2
v0β) + δv0 + 1−
1 + (−1)e′v0
2
)
+
(
ordv0(y
2
v0β) + δv0 + 1 +
1 + (−1)e′v0
2
)]
·
∑
[A]∈Pic(OK)
#{x ∈ AA¯−1y−1D−1β : NK/k(x) = 1}.
(2) When v0 is ramified in K, η
(α),∗
β (y) is equal to
−χK(y)|y|Ak ln qv0
f∞#Pic(A)
·( ordv0(y2v0β)+ δv0 +1) · ∑
[A]∈Pic(OK)
#{x ∈ AA¯−1y−1D−1β : NK/k(x) = 1}.
Here y and Dβ are the ideals of OK introduced in Lemma 6.8.
Remark 6.10. For our purpose in the next section, we shall express the counting number
#{x ∈ AA¯−1y−1D−1β : NK/k(x) = 1} by a different form. Given an arbitrary γ ∈ k×,
consider the quaternion algebra Dγ := K +Kjγ over k, where j2γ = −γ and jγa = a¯jγ for
every a ∈ K. Then Dγ splits at v if and only if χK,v(−γ) = 1. Moreover, the reduced norm
form on Dγ is NK/k ⊕ (γKF/k). For each finite place v of k which is ramified in K, let Pv
be the prime ideal of OK lying above v. Set
dK,γ :=
∏
v 6=∞,v is ramified in K,
χK,v(−γ)=1
Pv.
Take an ideal C of OK such that for each finite place v of k,
ordv
(
NK/k(C)
)
=
{
ordv(γ), if v is ramified or split in K,
2 · ⌊ ordv(γ)2 ⌋, if v is inert in K.
For each place v of k where χK,v(−γ) = 1, take ξv ∈ K×v such that NK/k(ξv) = −γ. Set
R(γ) := {a+bjγ | a ∈ d−1K,γ , b ∈ d−1K,γC−1, a ≡ ξvb mod OKv ∀v ramified in K and χK,v(−γ) = 1}.
It is observed that R(γ) is a maximal A-order in Dγ (by computing the discriminant of R(γ)
over A).
(1) Given β ∈ k× with Diff(β, C(α)K ) = {v0} and v0 6= ∞, take γ = γ(α, β) = −β/α.
Then Dγ is ramified precisely at v0 and ∞. Moreover, we have the following isomorphism (of
central simple algebras over k):
(6.5)
Dβ ⊗k Dα ∼= Mat2(Dγ)
1⊗ (a1 + a2jα) 7−→
(
a1 a2
−αa2 a1
)
(a3 + a4jβ)⊗ 1 7−→
(
a3 a4jγ
−αa4jγ a3
)
Viewing Dα and Dβ as subalgebras in Mat2(Dγ) via the above isomorphism, let
R˜ := {M ∈Mat2(R(γ)) :Mu = uM, ∀u ∈ Dα} = Mat2(R(γ)) ∩ Dβ ⊂ Dβ .
Set R˜A := AR˜A
−1 for each fractional ideal A of OK .
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Without loss of generality, assume α ∈ A. Choose a suitable additive character ψ so that
ordv(α) + δv is even for every place v of k inert in K. Then sending x to xjβ for x ∈ K
induces a bijection between {x ∈ AA¯−1y−1D−1β : NK/k(x) = 1} and
{M ∈ R˜Ay−1D−1α :Mu = uM, ∀u ∈ Dα; M · a = a ·M, ∀a ∈ K; and M2 = −β}.
Here we embed K →֒ Dγ →֒ Mat2(Dγ).
(2) When Diff(β, C(α)K ) = {∞}, we have β/α ∈ NK/k(K×) and a bijection
{x ∈ AA¯−1y−1D−1β : NK/k(x) = 1} ∼= {x ∈ AA¯−1y−1D−1α : NK/k = β/α}.
7. Algebro-geometric aspects
In this section, we assume (without loss of generality) α ∈ A with ordv(α) + δv is even for
every place v of k inert in K, and connect the non-zero Fourier coefficients of η(α) with the
degree of special cycles on the coarse moduli scheme of rank one Drinfeld OK-modules.
7.1. Drinfeld modules and the moduli schemes. First of all, we recall briefly the prop-
erties of Drinfeld modules which we need, and refer the readers to [3] and [14] for further
details. Fix a place ∞ of the global function field k (with odd characteristic p). Denote by
A the ring of functions in k regular outside ∞. Let F be an A-field, i.e. F is a field together
with a ring homomorphism ι : A→ F . We can identify End(Ga/F ) with the twisted polyno-
mial ring F{τ}, where τ : Ga/F → Ga/F is the Frobenius map (x 7→ xp) and τa = apτ for
every a ∈ F . We have two homomorphisms ǫ : F → F{τ}, ǫ(a) := a, and Dτ : F{τ} → F ,
Dτ (
∑
i aiτ
i) := a0.
Definition 7.1. Suppose an A-field F and a positive integer r is given.
(1) A Drinfeld A-module over F of rank r is a ring homomorphism φ : A→ F{τ} such that
ι = Dτ ◦ φ, φ 6= ǫ ◦ ι, and pdegτ φa = |a|r∞ for every a ∈ A.
(2) Let S be a scheme over A. A Drinfeld A-module over S of rank r is a line bundle L over S
together with a homomorphism φ : A→ End(L) (where End(L) is the ring of endomorphisms
of L as a group scheme over S) such that
(i) for any a ∈ A the differential of φa is multiplication by a;
(ii) given a field F with a morphism Spec(F ) → S, the corresponding homomorphism
A→ F{τ} is a Drinfeld A-module over F of rank r.
(3) A morphism f : (L, φ) → (L′, φ′) is a homomorphism from L to L′ (as group schemes
over S) satisfying that f · φa = φ′a · f for every a ∈ A.
Let (L, φ) be a Drinfeld A-module over S of rank r. For a non-zero ideal I ⊳A, let
φ[I] :=
⋂
a∈I
ker
(
φa
)
,
which is a finite flat group scheme over S. Let charA(S) be the image of S in Spec(A)
(called the A-characteristic of S). Then φ[I] is e´tale over S if charA(S) does not intersect
V (I) := {prime p⊳A | p ⊃ I}.
Definition 7.2. Given a Drinfeld A-module (L, φ) over S of rank r, a structure of level I on L
is an A-module homomorphism ℓ : (I−1/A)r → Mor(S,L) such that for every p ∈ V (I), φ[p]
(as a divisor of L) coincides with the sum of the divisors ℓ(a), a ∈ (p−1/A)r.
Remark 7.3. If charA(S) does not intersect V (I), then a structure of level I gives an isomor-
phism from the constant group scheme (I−1/A)r over S to φ[I].
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Fix a positive integer r and a non-zero ideal I of A. For each scheme S over A, letMrA,I(S)
be the category whose objects are the triples (L, φ, ℓ), where (L, φ) is a Drinfeld A-module
over S of rank r and ℓ is a structure of level I on L, and the morphisms are the isomorphism
between triples. We then obtain a fibered categoryMrA,I over the category Sch/A of schemes
over A.
Theorem 7.4. (cf. [3] and [14]) (1) When 0 6= I and V (I) contains more than one element,
MrA,I is represented by a scheme of finite type over A.
(2) MrA,A is representable by a Deligne-Mumford algebraic stack of finite type over A.
(3) Denote by M1A the corresponding set-valued functor of isomorphism classes of objects of
M1A,A. Then M1A has a coarse moduli scheme MA = Spec(OHA), where HA is the Hilbert
class field of A (i.e. HA is the maximal unramified abelian extension over k in which ∞ splits
completely) and OHA is the integral closure of A in HA.
7.2. Special morphism. Let K be an imaginary (with respect to ∞) quadratic field over k
and OK denotes the integral closure of A in K. Let S be a scheme over OK . Given a Drinfeld
OK-module (L, φ) over S of rank one and a non-zero ideal I of OK , one can associate a rank
one DrinfeldOK-module structure φ
I on LI := L/φ[I] such that the canonical homomorphism
uI : L → LI is a morphism of Drinfeld modules (i.e. uI · φa = φIa · uI for every a ∈ A).
Note that φ and φI can be viewed as Drinfeld A-modules of rank 2 over S “with complex
multiplication by OK .”
Recall that Dα = K + Kjα where j2α = −α and jαa = a¯jα for every a ∈ K. Fix an
embedding Dα →֒ Mat2(K) defined by
(7.1) a1 + a2jα 7−→
(
a1 a2
−αa2 a1
)
.
Let
ODα := Dα ∩Mat2(OK).
We extend φ (resp. φI) to a homomorphism fromMat2(OK) into End(L
⊕2) (resp. End(LI,⊕2))
in the canonical way, and set
HomDα
(
(LI,⊕2, φI), (L⊕2, φ)
)
:= {f ∈ Hom(LI,⊕2, L⊕2) : fφId = φdf, ∀d ∈ ODα}.
Every f ∈ HomDα
(
(LI,⊕2, φI), (L⊕2, φ)
)
is called aDα-morphism from (LI,⊕2, φI) to (L⊕2, φ).
Definition 7.5. A Dα-morphism f : (LI,⊕2, φI)→ (L⊕2, φ) is called special if f ·φIa = φa¯ · f
for every a ∈ OK , where a 7→ a¯ is the non-trivial automorphism of K over k, and OK embeds
into Mat2(OK) by a 7→
(
a 0
0 a
)
.
Remark 7.6. Given a Drinfeld OK-module (L, φ) over S of rank one and a non-zero ideal I of
OK , let SP
(α)
S (L, φ, I) be the set of special Dα-morphisms from (LI,⊕2, φI) to (L⊕2, φ). Let
u⊕2I : L
⊕2 → LI,⊕2 be the morphism induced by uI. Then SP(α)S (L, φ, I) · u⊕2I is contained
in the ring EndDα(L
⊕2, φ) of Dα-endomorphisms of (L⊕2, φ) and
(f · u⊕2I ) · φa = φa¯ · (f · u⊕2I )
for every f ∈ SP(α)S (L, φ, I) and a ∈ OK . Take S = Spec(κ) where κ is an algebraically closed
OK-field.
(1) When charA(κ) = (0), it is known that EndA(L, φ) = OK . Therefore we get
EndDα(L
⊕2, φ) = OK and SP
(α)
κ (L, φ, I) = 0.
(2) Suppose charA(κ) = p splits in K. Then (L, φ) is not supersingular (as a Drinfeld
A-module over κ). Therefore EndA(L, φ) ⊗A k = K (cf. [4], also see [3, Proposition
1.7]) and SP(α)κ (L, φ, I) = 0.
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(3) When charA(κ) = p does not split in K, (L, φ) is supersingular and EndA(L, φ) = R
is a maximal A-order of the quarternion algebra Dp over k ramified precisely at p and
∞. Write Dp = K + Kj where j2 ∈ k× and ja = a¯j for every a in F . We embed
Mat2(K) into Mat2(Dp) via K →֒ K +Kj = Dp. Together with (7.1), we obtain an
embedding from Dα into Mat2(Dp). Let
D˜ := {M ∈ Mat2(Dp) : Md = dM, ∀d ∈ Dα} and R˜ := Mat2(R) ∩ D˜.
Writing D˜ = K +Kj˜ where j˜2 ∈ k× and j˜a = a¯j˜ for every a ∈ F , we then have
SP(α)κ (L, φ, I) · u⊕2I = R˜I ∩Kj˜.
Moreover, for every non-zero ideal A of OK ,
EndD(L
A,⊕2, φA) = AR˜A−1(=: R˜A)
and
SP(α)κ (L
A,⊕2, φA, I) · uA,⊕2I = R˜AI ∩Kj˜,
where uAI is the canonical morphism from (L
A, φA) to (LAI, φAI).
Definition 7.7. Given a non-zero ideal I⊳OK and 0 6= β ∈ A, we define the fibered category
Z(I, β) over Sch/A as follows: for each scheme S over A, Z(I, β)(S) is the category of triples
(L, φ, b) where (L, φ) is a Drinfeld OK-module over S of rank one and b ∈ SP(α)S (L, φ, I) such
that
b˜2 = φ−β ∈ EndA(L, φ), where b˜ := b · u⊕2I .
The morphisms in the category Z(I, β)(S) are the isomorphisms between triples. We denote
by pr : Z(I, β)→M1OK ,OK the forgetful functor.
Proposition 7.8. The forgetful functor pr : Z(I, β) →M1OK ,OK is relatively representable,
finite, and unramified.
Proof. Given a scheme U over OK and a Drinfeld OK-module (L, φ) over U of rank one, we
consider the set-valued functor FU on the category Sch/U of schemes over U defined by
(7.2)
(f : S → U) 7−→ {(L′, φ′, b;λ) | (L′, φ′, b) ∈ Ob (Z(I, β)(S)), λ : (f∗L, f∗φ) ∼= (L′, φ′)}/ ∼,
where f∗L := L×US, f∗φ : OK → End(L)→ End(f∗L), and (L′1, φ′1, b1;λ1) ∼ (L′2, φ′2, b2;λ2)
if and only if there exists an isomorphism ξ : (L′1, φ
′
1, b1)
∼= (L′2, φ′2, b2) over S such that
ξ ◦ λ1 = λ2. The right-hand-side of (7.2) can be identified with{
b ∈ SP(α)S (f∗L, f∗φ, I) | b˜2 = −β
}
.
Hence it can be shown that FU is representable (by a scheme SFU over U), which says that
pr is relatively representable.
To prove that pr is finite and unramified, it is equivalent to show fU : SFU → U is finite
and unramified for every scheme U over OK . First of all, we observe that fU is locally of
finite presentation, quasi-finite, quasi-separated, and quasi-compact. By the rigidity theorem
(cf. [3, Proposition 4.1]), the sheaf of relative differentials ΩSFU /U = 0. Moreover, from
the discussion in Remark 7.6, we are able to show that fU satisfies the existence and the
uniqueness of valuative criterion. Therefore fU is finite and unramified. 
The above proposition implies that Z(I, β) is representable by a Deligne-Mumford alge-
braic stack. Moreover, let Z(I, β) be the corresponding set-valued functor of isomorphism
classes of objects of Z(I, β). Then Z(I, β) has a coarse moduli scheme Z(I, β). In fact, if
we let U = MOK = Spec(OHOK ) and take a Drinfeld OK-module (L, φ) over OHOK of rank
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one, then Z(I, β) is exactly the scheme SFK in the proof of Proposition 7.8, and the induced
morphism pr : Z(I, β)→MOK is finite and unramified.
Proposition 7.9. Let κ be an algebraically closed field together with a ring homomorphism
ι : A→ κ.
(1) When ker(ι) = (0), Z(I, β)(κ) is empty. In particular, Z(I, β) is an artinian scheme.
(2) When ker(ι) = p where p is a prime ideal of A split in K, Z(I, β)(κ) is empty.
(3) When ker(ι) = p where p is a prime ideal of A non-split in K,
#
(
Z(I, β)(κ)
)
=
∑
[A]∈Pic(OK)
#{b ∈ SP(α)κ (LA, φA, I) | b˜2 = φA−β},
where (L, φ) is a (any) chosen Drinfeld OK-module over κ of rank one, b˜ := b ·uA,⊕2I and uAI
is the canonical morphism from (LA, φA) to (LAI, φAI).
Proof. Take a Drinfeld OK -module (L, φ) over κ of rank one. We can identify MOK (κ) with
the set {(LA, φA) | A ∈ Pic(OK)}, and the fiber of pr : Z(I, β)(κ) → MOK (κ) of the point
corresponding to (LA, φA) can be identified with
{b ∈ SPκ(LA, φA, I) | b˜2 = φA−β}.
Therefore the result follows from Remark 7.6. 
Let p be a prime ideal of A which does not split in K. Let Fp be an algebraic closure of
Fp. For ξ ∈MOK (Fp), it is known that (cf. [3, Proposition 4.2]) the local ring OˆMOK ,ξ (with
respect to the e´tale topology) is isomorphic to the ring W (Fp) of Witt vectors.
Proposition 7.10. Let I be a non-zero ideal of OK and 0 6= β ∈ A. Let p be a prime ideal
of A which is not split in K. For each point ξ ∈ MOK (Fp) and ξ˜ ∈ Z(I, β)(=: Z) with
pr(ξ˜) = ξ, we have
Oˆ
Z,ξ˜ =W (Fp)/(̟
ν
p),
where ̟p is a uniformizer in W (Fp), ν = νp :=
(
ordp(β/αNK/k(I)) + 1
)
/fp, and fp is the
residue degree [FP : Fp] of the unique prime P of OK lying above p.
Proof. Proposition 7.9 (1) says that Oˆ
Z,ξ˜ is an artinian local ring. Since pr : Z(I, β)→MOK
is finite and unramified, we must have
Oˆ
Z,ξ˜ =W (Fp)/(̟
ν
p),
and ν can be determined by [5, Proposition 4.3]. 
Define the degree of Z(I, β) as: degZ(I, β) :=
∑
ξ˜∈Z(I,β)
ln
(
#(O
Z,ξ˜)
)
. Then Proposition 7.8
and 7.9 lead us to the following result.
Theorem 7.11. For each non-zero ideal I of OK and 0 6= β ∈ A, degZ(I, β) is equal to
∑
06=p∈Spec(A)
ln qp · ( ordp(β/αNK/k(I)) + 1) · ∑
[A]∈Pic(OK)
#{b ∈ SP
Fp
(LA, φA, I) | b˜2 = φA−β}
 .
Remark 7.12. degZ(I, β) = 0 unless there exists a finite place v0 of k non-split in K such
that χK,v0(β/α) = −1 and χK,v(β/α) = 1 for every v 6= v0,∞. In this case,
degZ(I, β) = ln qv0 ·
(
ordv0(β/αNK/k(I))+1
)· ∑
[A]∈Pic(OK)
#{b ∈ SP(α)
Fv0
(LA, φA, I) | b˜2 = φA−β}.
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7.3. Geometric interpretation of the Fourier coefficients of η(α). Recall that in the
beginning of this section we assumed that the additive character ψ : Ak → C× is chosen so
that ordv(α) + δv is even for every place v inert in K. By Proposition 4.6, we know that for
y ∈ A×k and 0 6= β ∈ k with ordv(y2vβ) + δv ≥ 0, the Fourier coefficient η(α),∗β (y) vanishes
unless there exists a place v0 of k such that Diff(β, C(α)K ) = {v0}.
Suppose v0 6= ∞. We then have χK,v0(−γ) = −1 and χK,v(−γ) = 1 for every place
v 6= v0,∞. Since η(α),∗β (y) = η(α),∗a2β (a−1y) for every a ∈ k×, it suffices to consider that
Iy := y
−1D
−1
(α) (where y and Dα are introduced in Lemma 6.8 and Remark 6.10 respectively)
is an integral ideal of OK and β ∈ A. Then Proposition 6.9 and Remark 6.10 imply that
η
(α),∗
β (y) = −
χF (y)|y|Ak ln qv0
f∞ ·#Pic(A) ·
(
ordv0(y
2
v0β) + δv0 + 1
)
·
∑
[A]∈Pic(OF )
{b ∈ R˜AIy ∩ Fj | b2 = −β}.
Therefore by Remark 7.6 and Theorem 7.11 we have:
Corollary 7.13. Take 0 6= β ∈ A with Diff(β, C(α)K ) = {v0}, v0 6= ∞, and y ∈ Ak such that
ordv(y
2
vβ) + δv ≥ 0 for every place v of k. Suppose further that Iy = y−1D
−1
(α) is an integral
ideal of OK . Then
η
(α),∗
β (y) = −
χK(y)|y|Ak
f∞ ·#Pic(A) · degZ(Iy, β),
where f∞ is the residue degree of ∞ in K/k.
Let XOK be the “compactification” of MOK , that is, XOK is the projective smooth model
of the function field HOK . In particular, MOK = Spec(OHOK ) is an affine piece of XOK , and
XOK\MOK = {∞′A : [A] ∈ Pic(OK)},
where ∞′A, [A] ∈ Pic(OK), are the closed points lying above ∞.
Now, given a pair (y, β) where y ∈ A×k and β ∈ k×, we define the special cycle z(y, β) on
XOK as follows:
• When (y, β) satisfies the assumption in Corollary 7.13, we let z(y, β) := Z(Iy, β).
• When v0 =∞, we have β/α ∈ NK/k(K×). Set
λ∞ :=
(
3 + (−1)f∞ + q∞(1 − (−1)f∞)
)
2(1 + q∞)
and
z(y, β) := f−1∞ ·
(
ord∞(y
2
∞β) + δ∞ + λ∞
)
·
∑
[A]∈Pic(OK)
#{x ∈ AA¯−1Iy : NK/k(x) = β/α} · ∞′A,
which is a divisor (with rational coefficients) on XOK .
• For a general pair (y, β) where y ∈ A×k and β ∈ k×, put z(y, β) := 0 if there exists a
place v of k such that ordv(y
2
vβ)+δv < 0. Suppose ordv(y
2
vβ)+δv ≥ 0 for every place
v, choose a ∈ k× such that β′ := a2β ∈ A and Iy′ , where y′ := ya−1, is an integral
ideal of OK . Thus (y
′, β′) satisfies the assumption in Corollary 7.13. We then put
z(y, β) := z(y′, β′).
Finally, by Remark 6.10 (2) and Corollary 7.13 we arrive at:
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Theorem 7.14. For every y ∈ A×k and β ∈ k×, we have
η
(α),∗
β (y) = −
χF (y)|y|Ak
f∞ ·#Pic(A) · deg z(y, β).
7.3.1. Geometric interpretation of η
(α),∗
0 (y). Under the assumption that ordv(α) + δv is even
for every place v of k, the formula of η
(α),∗
0 (y) in Lemma 6.2 becomes:
η
(α),∗
0 (y) = 2χK(y)|y|AkL(0, χK)
·
[
ln |y|Ak −
(
[FK : Fq](gK − 1)− (gk − 1)
)
ln q − L
′(0, χK)
L(0, χK)
+
q
(f∞−1)
∞ − 1
q∞ + 1
ln q∞
]
.
On the other hand, let φ be a Drinfeld A-modules over k¯ of rank 2 with complex multiplication
by OK . The logarithmic derivative of L(s, χK) at s = 0 is connected with the “Taguchi
height” h˜Tag(φ) of φ (cf. [21, Corollary 0.2]):
L′(0, χK)
L(0, χK)
= ln q ·
[
2(gk − 1)− [FK : Fk](gK − 1) + deg∞
f∞
]
ln q − ζ
′
A(0)
ζA(0)
− 2h˜Tag(φ).
Here ζA(s) is the zeta function of A:
ζA(s) =
∏
v 6=∞
1
1− q−sv
, Re(s) > 1.
Recall the formula of L(0, χK) in Remark 6.3 (2):
L(0, χK) =
#Pic(OK)
f∞#Pic(A)
.
Therefore we obtain that
Lemma 7.15.
η
(α),∗
0 (y) =
2χK(y)|y|Ak#Pic(OK)
f∞#Pic(A)
·
[
ln |y|Ak − 2h˜Tag(φ) − (gk − 1) ln q −
ζ′A(0)
ζA(0)
+
(−1)f∞q∞ + 1− 2f∞
f∞(q∞ + 1)
ln q∞
]
.
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