careful comparisons of the performance of a large number of radiation codes were carried out, and the results compared with those of benchmark calculations. In this paper, we document the performance of a number of parameterized models which have been heavily used in climate and numerical prediction research at three institutions: Geophysical Fluid Dynamics Laboratory (GFDL), National Center for Atmospheric Research (NCAR), and Goddard Institute for Space Studies (GISS). detailed discussion of the cooling rates as well as of the fluxes calculated by radiative models used in a number of operational general circulation models, together with a brief description of their construction and shortcomings. It is the purpose of this paper to provide these. Radiation models discussed in this study have been used over a period of time in general circulation models (GCMs), and there exists a body of hterature describing applications of these GCMs to diverse climate problems. We are chiefly interested in documenting the behavior, even if less accurate, of older "production" GCMs including these radiative models, rather than in evaluating the performance of more detailed "off-fine" models or newer models, which are currently under development. The models to be described are fisted in Table 1 It is important to recognize that very often radiative algorithms undergo revision during their working fifetime. While this is often due to a desire to include new physics or to increase computational speed, it is also occasionally due to the discovery of a code error. In the descriptions which follow, a conscientious effort has been made to discuss such changes if they make a significant difference in the performance of the code.
The article by Ellingson et al. [this issue] discusses some
of these results. In addition to fluxes at the top and bottom of the atmosphere, however, the infrared cooling rates themselves play an important part in determining the chmatology of the model atmosphere. It has been suggested, for example, that the "cold bias" observed in the upper troposphere of a number of climate models might be due to deficiencies in the treatment of radiative cooling there. In addition to such direct chmatological effects, there is some evidence [Ramanathan et al., 1983] that subtle changes in the treatment of radiative transfer can also have important effects on the model dynamics.
It is therefore desirable to have available a rather detailed discussion of the cooling rates as well as of the fluxes calculated by radiative models used in a number of operational general circulation models, together with a brief description of their construction and shortcomings. It is the purpose of this paper to provide these. Radiation models discussed in this study have been used over a period of time in general circulation models (GCMs), and there exists a body of hterature describing applications of these GCMs to diverse climate problems. We are chiefly interested in documenting the behavior, even if less accurate, of older "production" GCMs including these radiative models, rather than in evaluating the performance of more detailed "off-fine" models or newer models, which are currently under development. The models to be described are fisted in Table 1, along with their chief architects and period of active use. It is interesting to notice that in several instances, more than one distinct radiation code has been in use at a given institution. We believe that the models discussed cover a significant fraction of the GCM climate and numerical weather prediction literature of the past decade.
.
It is important to recognize that very often radiative algorithms undergo revision during their working fifetime. While this is often due to a desire to include new physics or to increase computational speed, it is also occasionally due to the discovery of a code error. In the descriptions which follow, a conscientious effort has been made to discuss such changes if they make a significant difference in the performance of the code.
The organization of the paper is extremely simple. In the next section, we briefly describe the standard ICRCCM cases that all of the models use. In subsequent sections, the performance of each of the models is documented. The tropopause is at 93.7 mbar for the T case; 179 mbar for the MLS case; 282.9 mbar for the SAW case.
At the top of the atmosphere and at the tropopause, the three parameterized models obtain fluxes for the 300 ppmv 
Flux Results
Flux results for CCM1 are presented in Table 5 . Net fluxes at the tropopause from the CCM1 agree with the LBL values to within approximately 3% in the tropics.
As we will see, most of this discrepancy is due to level structure differences; agreement at the top is somewhat better, to within ~3 W m -2. In particular, the greatest discrepancy, 4.6 W m -2 occurs in the tropics where the tropopause structure is sharper than at other latitudes. 
A More Detailed Comparison
In order to better understand the differences shown in Tables 4 and 5 and Figures 6 and 7 , we will consider a number of quantities that could affect these results. In particular, we carry out a more detailed comparison of CCM1 and CCM0. We also consider the effects of vertical resolution on the comparison of CCM1 with the LBL results, and furthermore the contribution of individual gases to the total fluxes. Table 6 summarizes the comparison of the outgoing flux at 9 mbar, the downward flux at the surface, and the mass weighted heating rates and their differences. These results confirm that there is good agreement between the top-of-atmosphere fluxes, but they also point to large differences in the downward flux at the surface. The largest difference is in the tropics and indicates the importance in the changes in the water vapor scheme between CCM0 and CCM1. The mass-weighted cooling rate differences are insignificant, but there are dramatic Table 7 compares the net fluxes at three levels of the two models for the tropical profile; also included are the mass-weighted atmospheric heating rates from the models.
The agreement between these two models is now much better at the tropopause than was found in Table 5 . This indicates that differences in vertical resolution are the main source of differences between CCM1 and LBL absolute fluxes. To further understand the differences in Table 7 , the total fluxes have been broken down into contributions from individual gases. Table 8 
Summary
These results indicate that a significant improvement in modehng longwave radiative processes in the CCM Rind [1987a and of paleoclimate simulations by Rind and Peteet [1985] and Rind [1986 Rind [ , 1987b the same set of k-distribution absorption coefficient tables. 
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SUMMARY
This study has focused on the relative accuracy of radiation parameterizations used in operational general circulation models at three institutions.
The general conclusion from this study is that the most recent versions of the radiation parameterizations agree quite well with the benchmark LBL model results. In particular, the coohug rate profiles from these models are in fairly good agreement with the benchmark cooling rates. In some ways this is not surprising, since these parameterizations have been developed with the use of these benchmark results.
Uncertainties with regard to the parameterization of the water vapor continuum are still of major concern. The importance of this process to tropical and midlatitude lower tropospheric cooling is significant and can be important in the simulation of convective activity in the general circulation models. It is important that our knowledge of this process be extended in the next few years. It is also apparent from this study that an attempt should be made to parameterize the weaker absorption bands of CO2 and 03, in order to obtain more accurate agreement with the LBL results. As with any parameterization process, the development of radiation codes is not static. We hope that as newer versions of operational model radiation codes become available, they are continually compared with benchmark calculations and improved observational data, and that the results of these comparisons be made available to the general circulation modeling community.
