We study the collisionless dynamics of two classes of nonintegrable pairing models. One is a BCS model with separable energy-dependent interactions, the other -a 2D topological superconductor with spin-orbit coupling and a band-splitting external field. The long-time quantum quench dynamics at integrable points of these models are well understood. Namely, the squared magnitude of the time-dependent order parameter ∆(t) can either vanish (Phase I), reach a nonzero constant (Phase II), or periodically oscillate as an elliptic function (Phase III). We demonstrate that nonintegrable models too exhibit some or all of these nonequilibrium phases. Remarkably, elliptic periodic oscillations persist, even though both their amplitude and functional form change drastically with integrability breaking. Striking new phenomena accompany loss of integrability. First, an extremely long time scale emerges in the relaxation to Phase III, such that short-time numerical simulations risk erroneously classifying the asymptotic state. This time scale diverges near integrable points. Second, an entirely new Phase IV of quasiperiodic oscillations of |∆| emerges in the quantum quench phase diagrams of nonintegrable pairing models. As integrability techniques do not apply for the models we study, we develop the concept of asymptotic self-consistency and a linear stability analysis of the asymptotic phases. With the help of these new tools, we determine the phase boundaries, characterize the asymptotic state, and clarify the physical meaning of the quantum quench phase diagrams of BCS superconductors. We also propose an explanation of these diagrams in terms of bifurcation theory.
The past fifteen years have borne witness to impressive advances in the ability to experimentally control manybody systems where dissipative and decoherence effects are strongly suppressed. Studies of cold atomic gases [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , solid state pump-probe experiments [11] [12] [13] [14] [15] and quantum information processing [16] [17] [18] [19] [20] [21] [22] [23] can now explore coherent many-body dynamics for long time scales, paving the way for the characterization of new phenomena. In particular, cold atomic gases with tunable interactions [24] [25] [26] [27] [28] [29] are an instrumental experimental tool in the quest to understand previously inaccessible aspects of far from equilibrium many-body dynamics.
A major focus of recent theory and experiment has been the unitary time evolution of a system, initially in the ground state, subject to a sudden perturbation [30] [31] [32] . This experimental protocol, known as a quantum quench, can induce long-lived states with properties strikingly different from those of equilibrium states at similar energy scales. In this work, we focus on the quench dynamics of various superconducting models, which is a modern reformulation of the longstanding problem of nonequilibrium superconductivity in the collisionless regime [33] [34] [35] [36] . A canonical result is that the infinitesimal perturbation of a Bardeen-Cooper-Schrieffer (BCS) s-wave superconductor leads to power law oscillatory relaxation of the order parameter amplitude |∆| to a constant value 35 .
Decades later, it was discovered that larger deviations could give rise to different dynamical phases identified by the asymptotic behavior of the amplitude of the order parameter [37] [38] [39] [40] [41] [42] [43] [44] . Consider the dynamics of ∆ after quenches of the coupling g in various superconducting models. When the final coupling g f is small enough, ∆ vanishes rapidly in time; this behavior characterizes what we call Phase I. For intermediate g f , |∆| exhibits oscillatory power law decay to a nonzero constant (Phase II). For larger g f , |∆| exhibits persistent periodic oscillations (Phase III) -a nonlinear manifestation of what is known in the literature as the Higgs or amplitude mode [45] [46] [47] [48] [49] [50] [51] [52] .
The exact quantum quench phase diagrams of the s-wave superconductor were eventually constructed using a sophisticated analytical method that relies on the model's integrability 53 . It turns out that the integrable p+ip topological superconductor exhibits the same three phases, and similar analytical tools lead to the construction of its phase diagrams 54 . Thus, there may appear to be some profound connection between integrability and these three dynamical phases, but nonintegrable models also have Phases I and II 40, 45, [55] [56] [57] and Phase III-like behavior is thought to persist in some nonintegrable models as well. On the other hand, the existence of Phase III in such models has not been convincingly established beyond the linear regime and aspects of quench dynamics unique to the nonintegrable case have not been explored.
Overall, the description of these nonequilibrium dynamical phases lacks a unifying mechanism applicable to finite quenches of nonintegrable pairing models. Here we present an in-depth study of the nonequilibrium phases of various nonintegrable superconducting models with and without spin-orbit coupling. A common feature of models we consider is that the order parameter takes the form of a single complex number. We establish that Phase III persists when integrability is broken 58 and give strong numerical evidence that the persistent oscillations are always elliptic, which generalizes the known behavior of integrable models 37, 53, 54 .
Although the integrable and nonintegrable phenomenology are similar, we find that integrability breaking has profound consequences. Unique to nonintegrable models is an extremely long relaxation time scale τ which diverges as one approaches integrable points and is most prominent in quenches to Phase III. One must analyze dynamics beyond τ to truly observe Phase III, which has not been done in other studies. As illustrated in Fig. 1 , for t < τ , |∆| may oscillate with several frequencies and a slowly evolving amplitude, both of which undermine naive analyses restricted to t < τ . One may incorrectly conclude from the transient dynamics that the asymptotic nonequilibrium phase has several undamped frequencies, or that |∆| is oscillating periodically while in fact the amplitude is still changing. Nonintegrable Phase III oscillations further require comparatively more elaborate elliptic functions to describe the oscillations.
To complicate the picture even further, certain quantum quenches of nonintegrable pairing models genuinely do not fit into any of the Phases I, II and III. Here the asymptotic |∆| is truly quasiperiodic, leading us to conclude that there are regions of quasiperiodicity -a new Phase IV -in the quantum quench phase diagrams of these models.
Another consequence of integrability breaking arises in the analytical description of the three nonequilibrium phases. In the integrable case, there is a dynamical reduction in the number of degrees of freedom of the system 53, 54 such that Phases I, II and III correspond to an effective classical spin Hamiltonian with 0, 1 and 2 spins, respectively. Phase III in the general case, however, does not admit such a 2-spin representation. As a surrogate to this analytical method, we propose a stability analysis of Phases I and II that applies generally to finite quenches. The stability analysis is based on linearizing around the asymptotic solutions to the equations of motion in each of the phases. We can then nonperturbatively determine the phase I-II boundary as well as the phase II-III boundary in nonintegrable pairing models. Finally, we return to Phase III and argue that the selfconsistency condition (gap equation) is responsible not only for the existence of persistent periodic oscillations of |∆|, but also for selecting elliptic functions amongst all possible periodic functions. FIG. 1. Illustration of the large time scale τ that emerges in Phase III quenches gi → g f of nonintegrable pairing models. In all plots, the equilibrium gap corresponding to the initial coupling gi is ∆0i = 1.33 × 10 −3 W, while that for the final coupling g f is ∆ 0f = 0.4W, and we took N = 2 × 10 5 equally spaced single-particle energy levels on the interval [−W/2, W/2]. The lines in the plots on the right are the local minima and maxima of the oscillations. In terms of the single-particle level spacing δ, the evolution in the right column goes out to tmax = 0.94δ −1 . In (a) and (b), we see that the persistent elliptic oscillations in the integrable s-wave case stabilize after a small number of oscillations. In (c) and (d), the amplitude of the oscillations takes roughly a thousand times longer to stop changing. In (e) and (f), integrability is strongly broken and it is not even clear whether the oscillations stabilize to a constant amplitude. The nonintegrable model used was the separable BCS model (2.9) with f (ε) from Eq. (5.1). The nearly integrable version uses γ = W, while the far from integrable one has γ = 1.33 × 10 −2 W.
II. MODELS AND PSEUDOSPIN REPRESENTATION
In this paper, we consider quantum quenches in two types of nonintegrable pairing modelŝ
The HamiltonianĤ f is a separable BCS Hamiltonian where the ε j are N single-particle energy levels,ĉ † jλ (ĉ jλ ) is a fermion creation (annihilation) operator for an electron with energy ε j and spin index λ, g > 0 is the pairing interaction strength and f j ≡ f (ε j ) is a generic function of ε j . The HamiltonianĤ so describes a 2D topological spin-orbit coupled superconductor with s-wave interactions 59, 60 . Here k = (k x , k y ) is a two-dimensional momentum vector, σ j are Pauli matrices, h is a Zeeman field and α is the Rashba spin-orbit coupling. We will take the density of states to be constant for both models, which is the case in 2D or at weak coupling, so that the single-particle energy levels are distributed uniformly on an interval of length W , called the bandwidth.
Apart from certain choices of f (x), the separable BCS HamiltonianĤ f is a toy model for breaking integrability. The choice of f 2 (x) = C 1 + C 2 x produces a quantum integrable Hamiltonian 61, 62 ; for example, f (x) = 1 and f (x) = √ x correspond to the s-wave 39 and p + ip 63, 64 BCS models, respectively. A notable nonintegrable case is the d + id model 65 , where f (x) = x. The spin-orbit HamiltonianĤ so , on the other hand, can be realized with cold Fermi gases [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] . As both Hamiltonians in Eq. (2.1) have infinite range interactions, the mean-field approximation is expected to be exact in the thermodynamic (N → ∞) limit. We therefore replace 2-body operators as followsĉ †ĉ †ĉĉ ≈ ĉ †ĉ † ĉĉ +ĉ †ĉ † ĉĉ − ĉ †ĉ † ĉĉ in the equations of motion. We also diagonalize the noninteracting part ofĤ so through a unitary transformation U k which is detailed in Appendix A. Up to additive constants, the effective mean-field Hamiltonians of Eq. (2.1) arê
2)
The new parameters inĤ so are
Note that both α = 0 and h = 0 correspond to integrable points of the spin-orbit model; in both cases,Ĥ so becomes a Hamiltonian for two bands of independent swave BCS models. Most importantly, the mean-field order parameters ∆ ≡ ∆(t) are defined in terms of expectation values
for their respective models. We will discuss the mean-field dynamics generated by Hamiltonians (2.2) in terms of Anderson pseudospinŝ s j = (ŝ (2.5) In the spin-orbit case the pseudospin representation requires an additional set of auxiliary variables. For the sake of brevity, we relegate the derivations of the pseudospin equations of motion to Appendix A and simply state them here.
In the mean-field equations of motion that follow, s = ŝ are to be understood as classical variables satisfying the angular momentum Poisson brackets {s a j , s
In the separable BCS model, we havė
where self-consistency requires
The spin-length s j = 1/2 is conserved by Eqs. (2.6), which together with Eq. (2.7) are the equations of motion of the following classical spin Hamiltonian:
Note that without loss of generality, we can choose f j to be real and nonnegative as we have done above. Indeed, let f j = |f j |e −iθj be general complex numbers and
We redefine the spins by making local rotations around the z-axis, s
In terms of the new spins the Hamiltonian becomes 10) and the order parameter is ∆ = j |f j |s − j . This transformation does not affect spin (angular momentum) Poisson brackets and therefore the equations of motion retain their form. We thus arrive at the same problem only with f j → |f j |.
We use capital letters S kλ to denote the classical pseudospins in the spin-orbit model and must introduce (see Appendix A) a set of auxiliary variables: the scalars T k and vectors L k± , where L k+ and L k− differ only in sign of the z-component. The equations of motion arė 11) where the momentum dependent fields B kλ and m k are defined in terms of the order parameter ∆
The first of these equations is the self-consistency relationship for the spin-orbit model. The equation forṠ kλ in Eq. (2.11) corrects an error in a previous paper 56 , which is missing the last term. For each k, there is a conserved quantity analogous to pseudospin length
Similar to Eq. (2.8), the classical spin-orbit Hamiltonian in pseudospin notation has a simple and compact expression
Because of the simple relationship connecting L k+ to L k− , each momentum vector k corresponds to ten dynamical variables (S k+ , S k− , L k+ , T k ) constrained by Eq. (2.13). Note that T k and L z kλ do not appear in (2.14), but as discussed in Appendix A, they are necessary for the closure of the equations of motion. From now on we simplify notation to L k ≡ L k+ and define the 10-dimensional vector
Finally, the conservation of the total number of fermions N f in each model corresponds to the conservation of total z-component in the pseudospin language 15) for the separable BCS model and 16) for the spin-orbit model.
III. MAIN RESULTS
The main purpose of this work is to compare the nonequilibrium phases of quenches from the ground state of nonintegrable pairing Hamiltonians, such as those in Eq. (2.1), to those of the integrable s-wave 53 and pwave 54 models. Some qualitative aspects of the primary phases are independent of integrability insofar as the squared modulus of the order parameter ∆ may exhibit any of three distinct asymptotic behaviors in the continuum limit: it can relax to zero (Phase I), relax to a nonzero constant value (Phase II), or display persistent periodic elliptic oscillations (Phase III).
We first show the existence of these three phases in Sects. V A-V C through direct numerical simulation of the dynamics. In Sect. V B we present a stability analysis of the phases of the separable BCS models which leads to conditions for nonequilibrium phase transitions. The stability analysis applied to integrable cases reduces to the known results that relied on exact solvability 53, 54 . Our analysis provides a physical explanation for the transitions in terms of the frequencies of linearized perturbations δ∆(t) of the asymptotic ∆. The transition from Phase I to Phase II occurs through an exponential instability characterized by a pair of conjugate imaginary frequencies in the linearization spectrum, while that of Phase II to III occurs either when small harmonic oscillations fail to dephase or when an exponential instability occurs.
The appearance of some or all of Phases I-III in nonintegrable models suggests an underlying universality to quench dynamics, but we show that the story is less straightforward. One the one hand, these phases are understood in the integrable cases 53, 54 . There is a dynamical reduction of the number of effective degrees of freedom, so that at large times the dynamics are governed by a Hamiltonian of the same form, but which has just a few collective degrees of freedom. The three phases correspond to 0, 1 or 2 effective spins for each phase, respectively. On the other hand, the nonintegrable dynamics admit no known analogous reduction because the 2-spin solutions to the equations of motion do not reproduce the observed asymptotic behavior of ∆ in Phase III. If such a reducing "flow" in time of the Hamiltonian occurs in the nonintegrable case, then the form of the Hamiltonian itself must change. For specifics on this latter point, see Appendix C.
Importantly, nonintegrable pairing models also display dynamics markedly different from those in the main three phases. We illustrate this behavior with two examples in Sect. VII -one for the spin-orbit Hamiltonian and one for a particle-hole symmetric separable BCS Hamiltonian -where the magnitude of the order parameter oscillates quasiperiodically. We interpret this observation as an indication of a new quasiperiodic phase (Phase IV) unique to quantum quench phase diagrams of these models.
More subtle details of the dynamics in the main three phases change drastically once integrability is broken. We show in Sect. V C 2 that nonintegrable models take an extremely long time to relax to Phase III. This time scale is absent in the integrable case, yet it diverges when one approaches the integrable limit. One must take this time scale into account when studying Phase III on the basis of numerical simulation alone. For example, in the weak coupling regime, the nonintegrable d + id model may appear to quickly enter Phase III 76 while in fact the minima of |∆| oscillations have not converged to a fixed value. The further into the weak coupling regime one explores, the longer the relaxation time. Quenches outside of weak coupling have faster dynamics, but exhibit behavior that markedly contrasts with Phase III, and above a certain energy threshold the asymptotic state collapses rapidly to Phase II. This long relaxation time is typical in the nonintegrable case.
Despite these consequences of breaking integrability, our mixed strategy of simulation and stability analysis applies to the two rather different classes of nonintegrable pairing models found in Eq. (2.1). The separable BCS permits a standard Anderson pseudospin representation and is a single band model, while the spin-orbit model requires an expanded pseudospin representation, has multiple bands and a topological quantum phase transition. Yet both models have a single complex order parameter, which we believe is the essential characteristic that leads to the three phases.
The self-consistency relationship (2.7) for the order parameter is central to both our stability analysis of Phases I and II in Sect. V B and our investigations of Phase III in Sect. VI. In the former case, the frequencies of harmonic perturbations of a given nonequilibrium phase are constrained by the self-consistency requirement. As for Phase III, we show in Sect. VI that there is always a periodic solution to the spin equations of motion when ∆(t) is periodic, and that the general spin solution precesses around the periodic one. We then argue through numerical examples that further imposing the self-consistency requirement on ∆(t) selects elliptic functions amongst all possible periodic ∆(t).
IV. GROUND STATE AND QUENCH PROTOCOL
In a quantum quench, we prepare the system in the ground state with an initial order parameter ∆ = ∆ 0 e −2iµt , which corresponds to system parameters such as the interaction strength g, the equilibrium chemical potential µ, the magnetic field h and the spin-orbit strength α. The amplitude ∆ 0 is constant in the ground state. At time t = 0, we suddenly change one of these parameters, which throws the system out of equilibrium.
In the separable BCS model we will consider quenches g i → g f , but we will label the initial and final states by the coordinates ∆ 0i ≡ ∆ 0 (g i ) and ∆ 0f ≡ ∆ 0 (g f ). In the spin-orbit model, we will consider quenches of the magnetic field h i → h f . The fermion number N f is fixed across the quench in both cases, which implies that the equilibrium chemical potential µ changes with h.
For a given ∆ 0 and µ, we express the ground state configuration of the separable BCS model in a frame that rotates around the z-axis with frequency 2µ. We then orient each s j against the magnetic b j , the z-component of which is shifted by 2µ,
The relationship between ∆ 0 , g, N f and µ obtains from the application of the definition of ∆ in (2.7) to (2.15) and the configuration in (4.1),
We will assert without loss of generality that ∆ 0i is real in both models, which can always be achieved by a time-independent rotation in the xy-plane in pseudospin space.
Unless otherwise stated, we will simplify the analysis of the separable BCS model by restricting ourselves to cases where the order parameter ∆ remains real for all time, i.e., ∆ y (t) = 0. To achieve this, we will consider the particle-hole symmetric case where the energies ε j are symmetrically distributed around the chemical potential µ, which is set to zero without loss of generality. We will also only consider even functions f (x) = f (−x). Under these conditions, any initial spin configuration that satisfies the symmetry conditions
, as does the ground state (4.1), will do so for all time. This fact can be verified with the equations of motion (2.6) by considering time derivatives of quantities such as s z (ε j ) + s z (−ε j ), which vanish under the aforementioned assumptions. We will not use particle-hole symmetry in the d + id model, where f (x) = x and ε j will be distributed on a positive interval. Further, Eqs. (2.6) and (2.7) are invariant under the time-reversal transformation
Since the initial conditions (4.1) at t = 0 also have this property, it holds at all times. The ground state of the spin-orbit model is less obvious
The quantities 2E j (∆) and 2E kλ (∆) in (4.1) and (4.4) are the excitation energies obtained by diagonalization of the quadratic mean-field Hamiltonians in Eqs. (2.2) at a given ∆.
For given values of g, N f , α and h, one can simultaneously solve Eq. (2.16) and Eq. (4.5) using the ground state configurations to obtain the corresponding chemical potential µ and ground state gap ∆ 0 . As the ground state is rotationally symmetric in k, and the equations of motion preserve this symmetry, in our numerics we always replace sums over momenta with sums over energies with a flat density of states k → ε . The level spacing δ is related to the number of spins N and the bandwidth W through N f = 0.325W . These spin-orbit model parameters remain the same for the remainder of this work, up to adjusting the value of N . We do not consider a similar plot for the separable BCS model because in the particle-hole symmetric case considered, the fermion number N f = N and thus µ = 0.
Formally, in 2D this means N − 1 = W 2π A, where A is the physical area of the system. Fig. 2 shows an example of the relationship between different parameters for the spin-orbit model.
V. SIMULATIONS OF NONEQUILIBRIUM PHASES AND STABILITY ANALYSIS
Now we numerically simulate the equations of motion (2.6) and (2.11) and plot the behavior of ∆(t) for each of the three phases in Sects. V A and V C. In Sect. V C, we also characterize the long time scale of nonintegrable models in Phase III. In Sect. V B, we introduce a stability analysis for the Phases I and II that gives the conditions under which a nonequilibrium phase transition occurs.
We will consider several integrability-breaking functions for f (ε), which appears in the separable BCS equations of motion Eq. (2.6). All f (ε) considered here will be even functions, and as we discuss in Sect. V B, the particular form of f (ε) affects which phases occur. With this in mind, we consider the "Lorentzian" coupling
the "sine" coupling,
and the "cube root" coupling,
The parameter γ is fixed for any particular Hamiltonian, and it characterizes how strongly integrability is broken. For γ W , we have f (ε, γ) ∼ 1 in all three cases, which we consider to be "nearly integrable". For γ W , integrability is strongly broken.
We control for finite size effects in our simulations by increasing N until ∆(t) in the time window of interest no longer changes when N is doubled. In practice, we find that finite size effects become significant at times t > t fs , where
is the inverse single-particle level spacing, see also Ref. 53 .
To observe the asymptotic dynamics, N has to be sufficiently large, so that the relaxation time τ < t fs .
A. Phases I and II
Figs. 3-5 contain examples of Phase I and Phase II quenches in both the separable BCS and spin-orbit models. To heuristically understand the emergence of these two phases, one can insert the prescribed behavior of ∆ into the equations of motion (2.6) and (2.11). This examination of the asymptotic solutions to the equations of motion in each phase will be important for the stability analyses of Sect. V B.
The following applies to the separable BCS models in the particle-hole symmetric limit, but the analysis is analogous when this symmetry is broken and in the spinorbit case. In Phase I, we set ∆ to zerȯ
The most general solution that conserves both s 
where z j is the Phase I steady state spin-profile. In order for (5.6) to make sense as a solution to the actual equations of motion, Eq. (2.7) must hold, i.e., we must have that ∆ = g f j f j s − j equals zero, which is called the self-consistency condition. Strictly speaking, the solution (5.6) violates the self-consistency condition
but as the number of single-particle energies N goes to infinity, i.e., in the continuum limit when the sum in Eq. (5.7) turns into an integral, ∆ from Eq. (5.7) vanishes through dephasing for 1 t 1/δ = (N − 1)/W . This description is invalid for t ∼ N/W . In this sense, we refer to the solution (5.6) as asymptotically self-consistent, which is a concept we will often use in the remainder of this paper.
Let us now replace ∆ with ∆ ∞ = 0 in Eq. (2.6) to ex- amine the asymptotic solutions corresponding to Phase Iİ
The solution which preserves spin length and the timereversal symmetry is then
where Z j is the Phase II steady state spin profile, which, 4 . The oscillatory power law decay to a constant value takes a rather long time, and we have verified out to tδ = 2 in (a) and tδ = 0.5 in (b) that the amplitude of the oscillations is indeed decreasing to zero with power-law decay. In both plots, ∆0 and γ are expressed in units of the bandwidth.
along with ∆ ∞ , determines the other constants
The solution (5.9) must be asymptotically self-consistent, i.e., for N → ∞, lim t→∞ ∆ = ∆ ∞ , which implies 11) which is the nonequilibrium analogue of the ground state self-consistency requirement (4.2).
B. Stability analysis
Now we consider the stability of Phases I and II for the separable BCS model by linearizing the equations of motion (5.5) and (5.8) about the asymptotic states given in (5.6) and (5.9), respectively. The main result is Eq. (5.20), which is the equation for frequencies of linearized perturbations to the asymptotic ∆(t) of either Phase I or Phase II. For Phase I, the appearance of a complex conjugate pair of imaginary frequencies signals an exponential instability. For Phase II, a solution ω 0 to Eq. (5.20) may enter the band gap, or a complex conjugate pair of frequencies may appear. The former case, which occurs in the integrable s-wave and p + ip models, signifies a transition to Phase III because the linearized gap δ∆(t) oscillates persistently, i.e., it does not dephase. In Appendix D, we show that the nonequilibrium phase transitions predicted by this stability analysis both match and give a physical interpretation to the results obtained in integrable models 53, 54 using tools inextricably linked to exact solvability.
Although the final result (5.20) applies generally, we limit the discussion to the particle-hole symmetric case to simplify the presentation. Let s j = s j0 + δs j , where s j0 is the Phase I asymptotic solution from Eq. (5.6). Neglecting second and higher order terms, the linearized equations for the spin components are
Expanding s j (t) in Fourier components 13) and using the Fourier space version of the self-consistency relation in Eq. (5.12), we find the following equation for the allowable frequencies ω
(5.14)
The following discussion uses particle-hole symmetry along with the empirical fact that for quenches from the ground state, z j ε j < 0 in Phase I. Upon inspecting Eq. (5.14), one determines that there are N/2 unique ω where now s j0 is the Phase II asymptotic solution from Eq. (5.9). Again changing to the Fourier basis, we solve for δ s x j (ω) and apply the self-consistency condition for δ ∆(ω), which reads 
. We neglect higher order harmonics because the Phase III oscillations near the II-III boundary are small. Under this ansatz, δs x j (t) has six frequencies: ±ω 0 and ±ω 0 ± b j . If ω 0 is a real frequency isolated from the continuum of b j defined in Eq. (5.10), then the constant ∆ ∞ of Phase II is "unstable" in the sense that oscillatory perturbations do not dephase. The self-consistent equation for this harmonic δ∆(t) is
This relation cannot hold for arbitrary t, but it will in the continuum limit if we require ω 2 0 < b 2 min and t → ∞, which allows the harmonic ansatz to be asymptotically self-consistent due to dephasing. Thus the equation for ω 0 , the frequency of a harmonic perturbation to ∆ ∞ in Phase II, is 45 . In order to understand whether the finite quench dynamics admit such an isolated ω 0 , consider the implications of (5.18) combined with (5.11) for the ∆ ∞ of Phase II. We find continuum. In this case, the harmonic ansatz for δ∆(t) is not asymptotically self-consistent, and there are no persistent small oscillations about Phase II. The integrable s-wave model is defined by f j = f (0) = 1, in which case ω 2 0 = 4∆ 2 ∞ is the only solution to Eq. (5.19), which is not isolated. On the other hand, Phase III exists in the s-wave case 53 . Therefore, f j ≥ f (0) does not imply that such models will always reach Phase II. Indeed, the relaxation to Phase II is always accompanied by nonperturbative oscillations which persist in the case of Phase III.
Thus, even under the simplifying assumptions of particle-hole symmetry and Z j /ε j < 0, the stability analysis of Phase II reveals a variety of possible behaviors in the separable BCS models. The nature of f (ε) near ε = 0 (the Fermi surface) is especially crucial to determining whether oscillations fully dephase to Phase II -a statement which extends to the non-particle-hole symmetric case in the weak coupling regime.
Upon relaxing the restriction Z j /ε j < 0, isolated solutions to Eq. (5.19) can have nonzero imaginary part, thereby allowing for the possibility of exponential instabilities to Phase II solutions (see Fig. 10 ). In the non-particle-hole symmetric case, ∆(t) = ∆ ∞ e −2iµ∞t in Phase II, and the equation for the frequencies of harmonic δ∆(t) can be expressed in the form
where
The self-consistency equation for ∆(t) in Phase II has the same form as Eq. (5.11), with the substitution ε j → ε j .
In the particle-hole symmetric limit, S 2 (ω 0 ) = 0 and the correct solution to Eq. C. Phase III
Universality of elliptic oscillations
The asymptotic Phase III solution is significantly more complicated than its Phase I and Phase II counterparts (5.6) and (5.9). We derive this solution in Sect. VI. Presently we provide evidence that the asymptotic behavior of ∆(t) can always be described by Jacobi elliptic functions. Consider first the particle-hole symmetric limit, for which we finḋ
where P 4 [∆(t)] is a generic fourth-order polynomial in ∆(t). Now parametrize P 4 [∆(t)] as
where the real coefficients ∆ ± are the maximum and minimum values of ∆(t), while ∆ ± are either complex conjugate or independent real numbers. This parametrization leads to the following solution for ∆(t) Fig. 8 shows the same for the spin-orbit model.
As a general rule of thumb, most spin-orbit quenches that superficially appear to relax to Phase III really have not. Fig. 8 is the result of a thorough search of the parameter space in order to find a true Phase III quench within a computationally achievable time. On the one hand, the final field h f has to be large enough so as to nonperturbatively break integrability, for small perturbations lead to long relaxation times. On the other hand, the fields cannot be so large as to suppress the equilibrium gap ∆ 0 scale, which is the scale of the oscillation as pictured. In terms of the level spacing δ, the time domain pictured is 0.405 < tδ < 0.40525.
frequency. The value of α must also break integrability nonperturbatively, but a larger α also requires a larger number of spins to reach the thermodynamic limit. Finally, it turns out that a smaller Fermi energy relative to the bandwidth promotes a faster relaxation time. We discuss this Phase III relaxation time further in Sect. V C 2 in the context of the separable BCS models.
For the integrable s-wave case it can be shown analytically 53 that ∆ ± = ∆ ± and a = 1, which greatly
]. The mechanism behind the emergence of the three phases in the s-wave Hamiltonian is a dynamical reduction in the number of degrees of freedom. The Phase III asymptotic solution for ∆(t) is identical with that of a 2-spin s-wave Hamiltonian, while Phases II and I correspond to 1-spin and 0-spin solutions, respectively. In Phase III, this technique does not work for the separable BCS models. In Appendix C, we show that the 2-spin solution for these nonintegrable models is identical to that of the integrable case, up to a rescaling of time, while the general asymptotic solution that we observe is Eq. (5.24) . Thus, if a reduction mechanism exists in the nonintegrable cases, the form of the m-spin Hamiltonian must also change.
Relaxation time
In Sect. V B we saw that there are examples of nonintegrable separable BCS models where the constant ∆ ∞ of Phase II is unstable to harmonic perturbations, and in 0f as pictured. In terms of the level spacing δ, the time domain pictured is 1.472 < tδ < 1.473, shortly after which finite size effects take over.
Sect. V C 1 we gave evidence that the Phase III oscillations of these models are elliptic functions. This behavior is typical of integrable models as well, although the form of the elliptic functions changes once integrability is broken. A more important difference, however, is that a long relaxation time scale τ emerges before the system truly reaches Phase III. Fig. 9 gives an example of the long relaxation time in the d + id model, which is the separable BCS model with f (ε) = ε. The initial dynamics at weak coupling seem to indicate 76 that |∆(t)| oscillates with a single frequency reminiscent of Phase III. Upon closer inspection, however, the amplitude of the oscillations slowly changes with no indication of stabilizing. In Fig. 10 , quenches at higher energies provide further evidence that the longtime asymptotic state is difficult to determine based on the short-time dynamics.
Let us now explore the dependence of the relaxation time τ on ∆ 0i , ∆ 0f and γ in the Lorentzian separable BCS model defined in Eq. (5.1). We define τ as the minimum time after which the minimum of |∆(t)| oscillations stays within η = 10 −4 of its asymptotic value. This definition of τ and the precise value of η are somewhat arbitrary, but empirically we find that the minima of |∆(t)| take longer to relax to the stationary value than the maxima. Typically, the minimum will increase for a time until it begins to oscillate with decreasing amplitude about a final value. Most importantly, this definition of τ delineates clearly the difference between integrable and nonintegrable behavior. Fig. 11 shows the dependence of τ on the values of ∆ 0i and ∆ 0f , with one or the other fixed. Generally speaking, we find that quenches at lower energy scales increase τ .
More interesting is the dependence of τ on γ, the integrability-breaking parameter, at fixed (∆ 0i , ∆ 0f ). First, let us examine quenches that lead to Phase III in both the Lorentzian and integrable s-wave models. Fig. 12 shows that τ has single minimum for γ ∼ 0.4W and increases away from this point both as γ → 0 and as γ → ∞. In all cases, the relaxation time of quenches in the integrable s-wave model, which is the γ → ∞ limit of our separable BCS Hamiltonians, is far smaller. We believe that the increase of τ as γ → ∞ is indicative of nonperturbative behavior of the dynamics in the vicinity of the integrable limit, see Sect. VIII.
The behavior of f (ε) as γ → 0 is model dependent; in the case of the Lorentzian model, the stability analysis of Sect. V B indicates that Phase II is unstable to harmonic perturbations if γ > ∆ ∞ ; otherwise, Phase II could be stable. We observe in Fig. 12 large oscillations in the evolution of the minimum of ∆(t) at γ = 0.2W , behavior which occurs in the range 0.13W γ 0.26W For γ 0.13W , the minima oscillations disappear and τ begins to dramatically increase. Despite this qualitative change in the evolution of |∆(t)|, down to at least γ = 0.11W we still find that the system eventually enters Phase III with a reduced amplitude of oscillation. Fig. 13 is similar to Fig. 12 , except we now choose ∆ 0i and ∆ 0f such that the (integrable) s-wave model enters Phase II. The behavior of τ with respect to γ is qualitatively similar, except there is no regime where the minimum of ∆(t) undergoes large oscillations.
The spin-orbit model also has a very long relaxation time to Phase III. In order to observe this asymptotic state, as is shown in Fig. 8 , one must carefully choose model and quench parameters, otherwise τ is simply too large for our present numerical study.
VI. PHASE III ASYMPTOTIC SOLUTION
We now explore the structure of the Phase III asymptotic state. First, we treat ∆(t) as a periodic external driving and show that there is always a periodic solution for the classical pseudospins (and auxiliary functions in the spin-orbit model), and then we provide evidence that the class of periodic ∆(t) that are also self-consistent are elliptic functions.
A. External driving
In the separable BCS model, the mean-field dynamics can be described alternatively by a Gaussian wave func- . We keep the same parameters and the same ratio ∆0i/∆ 0f = 0.05 while varying ∆ 0f . Pictured are the maxima and minima of oscillations of |∆|. Part (a) shows that below a certain critical ∆ 0f ∼ 0.0845W , the amplitude of |∆| oscillations evolves over an extremely long time scale. When ∆ 0f = 0.05W , there are also multiple incommensurate frequencies, and it is unclear whether the asymptotic state is Phase II, III, or something else entirely. When ∆ 0f = 0.075W , the decay in amplitude of |∆| resembles typical decays to Phase II seen in other models (see Fig. 5 ). At ∆ 0f = 0.1W , the system rapidly enters Phase II at a smaller ∆∞ than would be inferred from the other two cases, indicating that we have crossed a transition point. Part (b) shows a quench at this transition point, where the Phase II state seen for ∆ 0f = 0.1W exhibits an exponential instability and moves to an oscillatory state with unknown asymptotic behavior. The integrable s-wave BCS model, f (ε) = 1, is deep in Phase III for all these values of ∆ 0f and ∆0i.
tion with complex Bogoliubov amplitudes u j (t) and v j (t)
where normalization requires |v j | 2 + |u j | 2 = 1. The equations of motion for u(t) and v(t) follow from the timedependent Schrödinger equation i ∂ ∂t |ψ =Ĥ|ψ applied to (6.1) with the mean-field Hamiltonian from (2.2),
where we shifted the Hamiltonian by a constantĤ = H f − j ε j in order to make it traceless. The mapping to the classical pseudospins is
We shall discuss the nature of the asymptotic Phase III ∆(t) in terms of v(t) and u(t). To do so, consider first Eq. (6.2) with a periodic ∆(t) = ∆(t + T ) that is not necessarily self-consistent, which decouples each pair of (u j , v j ) from all the others. The abstract form of Eq. (6.2) is
where u and v are m-dimensional vectors, A is a constant real symmetric m × m matrix, B(t) is a complex m × m matrix periodic in t with period T , and we dropped the index j for simplicity. The forthcoming discussion is valid for all systems of this form, see also Ref. 53 . For example, the spin-orbit dynamics admit such a representation with m = 4, while m = 1 in the separable BCS model. As h(t) is periodic by assumption, the Floquet theorem applies. There are thus 2m independent solutions ψ i (t) to Eq. (6.4) of the form
where the U i (t) and V i (t) are periodic with the same period as h(t) and the δ i are complex numbers known as Floquet exponents. The solutions ψ i (t) therefore have the property
where the ρ i are known as Floquet multipliers. Because h(t) is Hermitian, Eq. (6.4) conserves the norm of the solutions ψ i (t), which implies |ρ i | = 1 and δ i = iν i for ν i real. Furthermore, the particular form of h(t) implies that if ψ = (u, v) T is a solution then so is ψ = (v * , −u * ) T . This pairing of solutions implies that if δ i is a Floquet exponent, then so is −δ i . In Sect. VI B, we will use this latter fact to prove that there is always a periodic spin solution to Eq. (2.6) for a given periodic ∆(t).
Before continuing, we note that the Phase III asymptotic ∆(t) is only periodic in the particle-hole limit of the separable BCS model. In the general case, ∆(t) = F (t)e −2iµ∞t , where F (t) is periodic. Nonetheless, we can still reduce this problem, where h(t) is not periodic, to the periodic case by absorbing the phase 2µ ∞ t in the following manner:
so that the time evolution of (u , v ) T is described by Eq. (6.4) with periodic h(t) of the form given in Eq. (6.5) where A is replaced by A . In terms of the pseudospin representation of the dynamics, this transformation amounts to an overall time-dependent rotation about the z-axis with frequency 2µ ∞ .
B. Phase III spin solution in the separable BCS model
Now we draw our attention to the behavior of the spin solutions to the separable BCS model for the periodic external ∆(t) considered in the previous section. The dimension of the matrix h(t) is now 2m = 2 and there are two independent solutions to the Floquet problem
, where U j (t) and V j (t) are periodic and we restored the index j. Using ψ 1j (t) and Eq. (6.3), we can construct a periodic spin solution σ j (t) [i.e., a periodic solution of Eq. (2.6) for the given external ∆(t) that does not necessarily satisfy Eq. (2.7)],
(6.9)
We will now show that the most general spin solution s j (t) precesses about the periodic solution σ j (t) with a variable angular velocity. First we write the general solution Ψ j (t) as a linear combination of ψ 1j (t) and ψ 2j (t)
Although the coefficients of linear combination are in principle complex, we can drop the constant overall phase of Ψ j (t) as well as absorb 1 2 ×the remaining constant relative phase into the definitions of U j (t) and V j (t). Once again using (6.3), we now write Ψ j (t) in terms of spin variables. It is helpful to first parametrize U j (t) and V j (t) as
Note that θ j is the only time-independent quantity in Eq. (6.12). A geometric interpretation of the motion of the general solution s j (t) with respect to the periodic solution σ j (t) becomes clear once we use Eq. (6.12) to express s j (t) in the body coordinate system of σ j (t). Let z j =σ j , whilex j lies along the line defined by the intersection of the plane spanned by {ẑ j ,ẑ j } and that perpendicular toẑ j . Finally,ŷ j satisfiesŷ j ·x j =ŷ j ·ẑ j = 0 andx j ×ŷ j =ẑ j . These definitions lead tô
The general spin solution s j (t) in this new coordinate system is then s j (t) = cos θ j σ j (t) + sin θ j σ j⊥ (t),
14)
where σ j · σ j⊥ = 0 and σ j⊥ is not periodic. We see from Eq. (6.14) that s j (t) makes a constant angle θ j with the periodic solution and rotates about it with a variable angular frequencyα j (t). From Eq. (6.11) and the periodicity of U j (t) and V j (t), we conclude that α j (t) − 2ν j t is also periodic with the same period as the external ∆(t) driving the system.
C. Asymptotic self-consistency
Thus far, we have considered ∆(t) to be an external periodic driving that is not necessarily self-consistent. We showed for any such external driving, there is a corresponding periodic spin solution σ j (t) with the same period as ∆(t). Furthermore, we derived in Eq. (6.14) that the general spin solution s j (t) precesses in a simple manner about σ j (t). In the true quench dynamics, however, ∆(t) must be self-consistent, and we now show that this requirement implies that there always exists a set of constants θ j , such that the following integral equation holds for the asymptotic periodic ∆(t):
The notation σ j = σ j [∆] emphasizes that the periodic spin solution is some complicated nonlocal function of ∆(t). An analogous expression to Eq. (6.15) exists for the spin-orbit model. Eq. (6.15) is simply asymptotic self-consistency, as introduced in Sect. V, applied to the Floquet problem studied in Sects. VI A and VI B. To see this, suppose that we observe some Phase III asymptotic periodic ∆(t) after a quench from the ground state of the separable BCS model, as discussed in Sect. V C. This ∆(t) is selfconsistent by definition, i.e.,
which we write in terms of the underlying periodic spin solution σ j by using Eq. (6.12) (6.17) where ν j is the imaginary part of the Floquet exponent as introduced in Eq. (6.6). As in our analysis of selfconsistency in Phases I and II, Eq. (6.17) cannot hold exactly, this time because the sum over σ − j⊥ [∆] is the only non-periodic term. Nonetheless, under the reasonable assumption that ν j+1 − ν j ∼ δ, where δ is the level spacing, the sum over σ − j⊥ [∆] dephases in N → ∞ limit as t → ∞ (the N → ∞ limit comes first), leading to Eq. (6.15).
D. Self-consistent solutions in the separable BCS model
We have seen that an asymptotically self-consistent periodic ∆(t) satisfies the functional equation (6.15) in the separable BCS model. We now will give evidence that solutions to Eq. (6.15) are elliptic functions. In order to generate such solutions, fix a period T and write ∆(t) as a Fourier series
which we truncate to some n max , such that c n = 0 if |n| > n max . In the particle-hole symmetric limit, ∆(t) is a real quantity that satisfies ∆(t) = ∆(−t) [see Eq. (4.
3)], so that c n is real and equals c −n . For a fixed set of coefficients c n , we determine σ x j [∆(t)] by solving the equations of motion (2.6) from t = 0 to t = T with ∆(t) given by (6.18) . If the choice of c n produces a self-consistent ∆(t), then it will be equal to 
22). If a ∆
5 coefficient is included in the fits, it is several orders of magnitude smaller than those for the 4th order fit shown here, providing strong evidence that∆ 2 (t) is indeed a 4th order polynomial in ∆(t). In this plot, γ is given in units of W and ∆ in units of ∆ 0f the quantity ∆ comp (t) defined as 19) for some set of θ j . For most choices of c n , however, Eq. (6.19) will not hold. As both ∆(t) and ∆ comp (t) are periodic functions of time with the same period, we define a distance r({c n }) as
A given ∆(t) is asymptotically self-consistent if and only if r({c n }) = 0. We now explore the results of this procedure for the Lorentzian coupling of the separable BCS model for various values of the integrability breaking parameter γ. It turns out that this procedure works when we fix cos θ j = 1, i.e., we find exactly (and not just asymptotically) self-consistent solutions. In order to find such solutions, we start from the known values of the Fourier coefficients of the s-wave (γ = ∞) solution, which are close to the Fourier coefficients of the γ 1 solutions. We then progressively lower γ while finding Fourier coefficients that minimize r({c n }). Typically we obtain values of r ∼ 10 −12 − 10 −11 before declaring the solution self-consistent. Fig. 14 gives of examples of such solutions at fixed ∆ 0f and period T . Notably, there is a minimum γ = γ min below which the amplitude of oscillation vanishes. As γ is increased from this minimum, the amplitude of oscillations increases to a maximum and then decreases to a nonzero limiting value as γ → ∞. Fig. 14 also shows the fast convergence of γ min as a function of N for two examples of this procedure.
In Sect. V C, we argued through example quenches that the ∆(t) of Phase III are always elliptic functions, i.e., they satisfy Eq. (5.22). We show in Fig. 15 that the exactly self-consistent ∆(t) from Fig. 14 also satisfy Eq. (5.22) to a high degree of accuracy. The Floquet analysis of the equations of motion from Sect. VI A applies to any periodic ∆(t). From Fig. 15 , we conclude that the self-consistency requirement (6.15) is essential to selecting elliptic functions amongst all possible periodic functions. 
VII. QUASIPERIODIC PHASE IV
Quenches that do not conform to Phases I-III are another intriguing consequence of integrability breaking. We present two such examples in Figs. 16 and  17 . Figs. 16a and 17a show a particle-hole symmetric quench of the separable BCS Hamiltonian with sine coupling from Eq. (5.2). Figs. 16b and 17b depict a quench of the Zeeman field in the spin-orbit model (2.14). The quasiperiodic behavior of ∆(t) in Fig. 16a sets in very early on, as corroborated by Fig. 17a , and persists with no appreciable changes at least until the times shown in the figure. Similarly, Fig. 16b is representative of the long-time spin-orbit |∆(t)| 2 as evidenced by Fig. 17b . Based on our preliminary analysis of the Fourier spectrum of |∆(t)| 2 for this quench and of the maximal Lyapunov exponent with the method of local divergence rates 78 , we believe that it too is quasiperiodic. However, a more careful study is needed to unambigously distinguish between quasiperiodicity and chaos in this case. Such a study is beyond the scope of the present paper, where we mainly focus on the properties of Phases I-III.
Note that the simulation times in Figs. 16 and 17 are enormous compared to the characteristic time of a single oscillation and even to typical Phase III relaxation times τ ∆ 0f ∼ 10 3 we observed in Sect. V C 2, cf. Fig. 12 and the caption to Fig. 8 . Thus, both of these examples do not belong to Phases I, II, or III. We therefore conclude that there are regions of quasiperiodicity in the quantum quench phase diagrams of nonintegrable pairing models, which we call Phase IV.
VIII. CONCLUSION
The far-from-equilibrium steady states reached by nonintegrable pairing models after a quantum quench admit a similar taxonomy as do the integrable cases. We have shown that some or all of Phases I-III may occur in the separable BCS models and spin-orbit model defined in Eq. (2.1). The persistent periodic oscillations characterizing Phase III are always elliptic functions, regardless of whether the model is integrable. Moreover, we have developed a stability analysis of the three phases, summarized in Eq. (5.20), which generalizes known results in the integrable cases and elucidates the mechanism of nonequilibrium phase transitions using the language of linear analysis.
Despite these striking similarities, important consequences accompany integrability breaking. As argued in Sect. V B, some nonintegrable models may not exhibit all three phases. At the same time, an entirely new quasiperiodic Phase IV emerges in certain models. Another key byproduct of integrability breaking is the emergence of a new, extremely long relaxation time scale τ when the asymptotic state either is or appears to be Phase III. For t < τ , ∆ can oscillate with more than one fundamental frequency and a slowly varying amplitude. This time scale is a generic feature of nonintegrable models, and its existence renders short-time analyses inadequate for determining the long-time dynamics. Moreover, τ diverges as we approach integrable points (e.g., as γ −1 → 0 in the separable pairing models of Sect. V), and it is often too large for the practical determination of the true asymptotic state.
While the squared modulus of ∆(t) [and ∆(t) itself in the particle-hole symmetric case] is always an elliptic function in Phase III, its parametrization is more complicated in nonintegrable models. As a result, the reduction mechanism discussed in Appendix C, which explains how Phase III manifests itself in the integrable models, does not apply to nonintegrable models. Nonetheless, we demonstrated in Sect. VI that the common structure of the nonintegrable models implies the existence of a periodic solution to the classical pseudospin equations of motion if ∆(t) is taken to be a generic periodic external driving. Using numerical examples, we argued that further requiring ∆(t) to be self-consistent selects elliptic functions amongst all possible periodic functions.
It is instructive to discuss the BCS quench dynamics in terms of bifurcation theory [79] [80] [81] . For example, consider the particle-hole symmetric separable BCS models with real ∆. For fixed initial conditions (4.1) and any function ∆(t) with fixed ∆(0), the equations of motion (2.6) have a unique solution s j [∆(t)] ≡ s[ε j , ∆(t)]. Eq. (2.7) then provides a closed nonlinear integral equation for ∆(t) [cf. Eq. (6.15)],
Phase I is a fixed point, ∆ = 0, of this equation 82 , while Phase II corresponds to two fixed points ∆ ∞ and e iπ ∆ ∞ = −∆ ∞ . In Phase III we end up on one of two limit cycles related to each other by a rotation by π around the z-axis [change of sign of ∆(t)]. The Phase I to II and II to III transitions correspond to supercritical pitchfork and Hopf bifurcations, respectively, in this language 83 . The same results apply to the spin-orbit model (2.14). We also note that this quantum quench phase diagram is surprisingly similar to the nonequilibrium phase diagram of two atomic condensates coupled to a heavily damped cavity mode 84, 85 . The meanfield dynamics of the latter system are described by the driven-dissipative variant of the Bloch equations (2.6) for two classical spins representing individual condensates. Moreover, there are islands of quasiperiodicity in the phase diagram of the two coupled condensates, where the dynamics are very similar to that shown in Figs. 16 and 17.
Bifurcation theory also offers a plausible explanation for the divergence of the relaxation time τ near integrable points. Consider Phase III for an integrable pairing Hamiltonian, such as the particle-hole symmetric swave BCS model. Suppose the corresponding limit cycle loses stability as soon as integrability is broken and another limit cycle emerges as an attractor. An example of such behavior is the transcritical bifurcation [79] [80] [81] . Because the instability is weak for weak integrability breaking and because the evolution starts near the unstable limit cycle, the system takes a very long time τ to reach the attractor. The weaker the integrability breaking, the closer we are to the bifurcation and the longer the time τ .
An interesting open problem is to explore the newly discovered quasiperiodic Phase IV. In particular, one needs to investigate the possibility that asymptotic oscillations of |∆(t)| for certain quenches may be chaotic, rather than quasiperiodic, i.e., the potential existence of a chaotic phase in addition to the quasiperiodic one. Let us also mention that quasiperiodic |∆(t)| also occurs in integrable models, but only when the initial (pre-quench) state is a highly excited state instead of the ground state 86 .
In this paper, we employed reduced BCS Hamiltonians (2.1) to model pairing dynamics. This description is valid only at times t Γ −1 , where Γ is the highest among the rates of processes such Hamiltonians neglect. These processes include pair-breaking collisions [35] [36] [37] 53 , threebody losses in ultracold gases 87 , thermal fluctuations 88 , etc. Thus, to reach the asymptotic state before these effects influence the dynamics, we need Γ −1 τ . In Phases II and III, this requirement is much more stringent than Γ −1 T ∆ typically quoted in the literature on collisionless pairing dynamics. Here T ∆ is the characteristic period of ∆(t) oscillations (T ∆ is of the order of the inverse equilibrium gap ∆ 0f in our separable BCS models). Another limitation is the parametric instability of Phase III with respect to spontaneous eruptions of spatial inhomogeneities [89] [90] [91] [92] . To avoid this instability, the system size has to be smaller than the superconducting coherence length. The generalized pseudospin representation of the spinorbit HamiltonianĤ so from Eq. (2.1) requires more work 56 . First, we diagonalize the kinetic part ofĤ so through the following unitary transformation to new fermionic operatorsâ k±
where k = ke iθ k and φ k is defined in terms of the model parameters in Eq. (2.3). One can check that the new elementary excitation energies are
Upon summing over k, the last two terms in parentheses cancel with momenta of opposite sign. Therefore, the interaction term of (2.1) in this new basis becomes
and upon taking the mean-field approximationĉ †ĉ †ĉĉ ≈ ĉ †ĉ † ĉĉ +ĉ †ĉ † ĉĉ − ĉ †ĉ † ĉĉ , the interaction term be-
Neglecting the constant term ∆ * ∆/g, we arrive at the mean-field spin-orbit HamiltonianĤ so in theâ basis found in (2.2). Similar to the separable BCS model, we now search for a set of quadratic fermionic operators whose equations of motion are closed. Define the following operatorŝ
where η k = e i θ k = −η −k and, as usual,
One can check thatŜ kλ ,L kλ andT k are Hermitian operators. There is reflection symmetry in k-space: A −kλ =Â kλ for all operatorsÂ kλ in (A5), as well as the following band symmetry forL kλ :L
We apply the Heisenberg equations of motion to (A5) andĤ so from (2.2) and then take expectation values to arrive at the generalized pseudospin equations of motion (2.11). The time-dependent order parameter ∆ = ∆ as a function of the new variables can be found in Eq. (2.12). The factor η k does not appear in Eq. (2.11), implying that the dynamics preserve any radial symmetry found in the initial state. As all initial states considered in this work are radially symmetric, one can opt to label the generalized pseudospin variables by their singleparticle energies rather than their momentum vector. When the external field h is set to zero, H so from (2.14) becomes equivalent to the integrable s-wave model with a dispersion relation ε kλ = In what follows, the initial state of the system will be the ground state for some h i ≥ 0 given by (4.4), and the Hamiltonian for t ≥ 0 is
We use the integrability of H to construct the exact phase diagram using a technique imported from Refs. 53 which we now summarize briefly. The analysis centers around a quantity L(u) called the Lax vector (not to be confused with the variables L kλ )
The integrability of H follows from the fact that L 2 (u) is conserved by the time evolution for arbitrary u, which implies conservation of the 2N roots of L 2 (u), which we call u j . As demonstrated in Ref. 53 , each of the asymptotic nonequilibrium phases corresponds a unique number of isolated complex pairs of u j in the continuum limit. Phase I corresponds to zero isolated u j , Phase II corresponds to one pair, and Phase III corresponds to two pairs. As the u j are constants of the motion, we can evaluate L 2 (u) at t = 0 to determine the number of isolated pairs of u j and thus generate the phase diagram for a given h i .
Let us first start with the case when h i = 0 and we quench the interaction g i → g f . In this case the ground state self-consistency relationship is
Using Eq. (B3) along with the initial state given by Eq. (4.1), we find that the initial Lax vector has the form
If g f = g i , i.e., the zero quench, then β = 0 and the only complex pair of roots is u ± = ±i ∆ 0i + µ. This is the degenerate Phase II case, where
We now construct the phase diagram shown in Fig. 18 for the h i = h f = 0, g i → g f quenches in the spin-orbit model. As we will not utilize particle-hole symmetry, the chemical potential µ must be calculated from the fermion number Eq. (2.16), which in the present case reads
In the continuum limit, we have the following translation from sums over kλ to integrals over the continuum for arbitrary functions
Thus, the spin-orbit coupling α at h = 0 has the simple effect of introducing a peculiar density of states ν α (x) to the s-wave problem. Let B = lim N →∞ β/N and n = lim N →∞ N f /N , the latter of which is fixed for the entire phase diagram. For a given pair (∆ 0f , ∆ 0i ), we first solve for (µ f , µ i ) and then for B through the following integral equations:
We then use B and µ i as input for the following integral equation:
which we solve for u. The number of complex pairs of roots to Eq. (B9) determines which nonequilibrium phase the system enters. Quenches from h i = 0 to h f = 0 still undergo integrable dynamics, except now the initial state is no longer the s-wave ground state. We consider the behavior of the zeros of L 2 (u) with respect to h i in the continuum limit with the spin-orbit parameters given in Fig. 2 . The Lax vector is still as defined in Eq. (B2), but we now enter the spin-orbit ground state (4.4) into the equation
The spin components of the h i = 0 ground state are functions of the form F λ (ε k ) instead of F (ε kλ ); we therefore do not use (B7) for the continuum limit, but rather
Behavior of the roots of L 2 (u) for quenches from the ground state of hi = 0 to h f = 0 in the continuum limit with spin-orbit parameters as given in Fig. 2 . Each solid line is the absolute value of the imaginary part of a pair of complex conjugate roots. Regions of hi with one such line indicate that the asymptotic state is Phase II, while the region where there are two separate lines indicate Phase III. The vertical dashed lines indicate various critical values of hi where the system undergoes a phase transition or crossover. From left to right, h1 = 0.7813εF is the topological transition of the ground state, h2 = 0.9938εF is a Phase II-III transition, h3 = 1.6625εF is the BCS-BEC crossover, and h4 = 2.2938εF is a Phase III-II transition which also appears to correspond to ∆0i = 0 being the only self-consistent initial equilibrium gap. These critical values of hi depend in general on the various spin-orbit model parameters.
The result of the root calculation is given in Fig. 19 , where we plot the absolute value of the imaginary part of each root pair. For small h i , there is only one pair of complex roots, i.e., the asymptotic phase is Phase II. At a certain critical h i , a second pair of complex roots appears, and the system enters Phase III. For larger h i , the two pairs of roots merge into one and the system reenters Phase II. Phase I does not occur in h f = 0 quenches for the parameters we used.
Conservation of the energy
and of
We write the Bloch equations for the separable BCS Hamiltonian asṡ
Since the equations of motion and Eqs. (C5) and (C6) for the reduced solution and the 2-spin problem have the same form, we can treat both of them simultaneously. Substituting Eq. (C6) into Eq. (C9), we find
Next, we multiply Eq. (C10) by e iΦ and add the resulting equation to its complex conjugate,
where we made use of Eq. (C11). Integrating and adding the resulting equation and Eq. (C11), we obtain
where aj cj fj is the integration constant and A = dtΦΩ. The self-consistency condition ∆ = g j f j s − j , combined with Eq. (C8), implies j a j c j = 0.
The analogous expressions for the 2-spin problem are
and a 1 c 1 + a 2 c 2 = a 1 ( c 1 − c 2 ) = 0. Therefore, c 1 = c 2 and the last term in Eq. (C14) can be absorbed into A, which is defined up to a constant anyway, i.e.,
Since s − j is related to S − 1 and S − 2 via Eq. (C1), this also eliminates the last term in Eq. (C13), i.e.,
Combining the conservation of the spin norm, s 
or, equivalently,
This equation implies, among other things, that A is a function of Ω. Indeed, consider a set of numbers x j , such that j x j = 0. Multiplying Eq. (C18) by x j and summing over j, we find
where λ, µ and κ are real constants. Substituting this back into Eq. (C18), we obtaiṅ
where w = Ω 2 and ξ j = ε j − µ. These equations are consistent only when the coefficients of powers of w are j-independent. In particular, we must have f 2 j = 4λξ j + const., i.e.,
where C 1 and C 2 are real constants. This is the most general form of f j for which the separable BCS Hamiltonian (2.8) is known to be integrable 61, 62 . In particular, C 2 =0 corresponds to the s-wave and C 1 = 0 to the (p + ip)-wave models. Conversely, when Eq. (C21) holds and the separable Hamiltonian is therefore integrable, the j-independence of coefficients at w 2 and w determines a j and b j , and Eq. (C20) means that w = |∆| 2 is a certain elliptic function of time. In Sect. V C we numerically determined ∆(t) in two nonintegrable separable BCS Hamiltonians, see Eq. (5.24). Here we show that ∆(t) for the most general separable 2-spin Hamiltonian (C3) cannot match Eq. (5.24).
Since ∆(t) in Eq. (5.24) is real, we take ∆ in the 2-spin problem to be real as well, though we do not a priori assume particle-hole symmetry in the 2-spin problem. All we need is to specialize the derivation of the previous subsection to the case of real ∆. Then, the Bloch equations becomeṠ
Substituting Eq. (C5) into the first two equations of motion, we obtain
and
is the integration constant. As before, the self-consistency condition g(
2 ) = ∆ together with a 1 = − a 2 imply c 1 = c 2 ≡ c, and the conservation of spin length (S
Equating the coefficients at different powers of ∆ for k = 1 and 2, we find c( ε 1 − ε 2 ) = 0 ⇒ c = 0,
and two more relationships that constrain a k and b k . The constraint (C26) is a consequence of the requirement that ∆ be real. Now Eq. (C25) is of the forṁ
This is the same as the equation for the asymptotic ∆(t) for the integrable s-wave BCS Hamiltonian in the particle-hole symmetric case up to rescaling ∆ new = f ∆. This is not surprising because f 1 = f 2 = f and the factor of f 2 in Eq. (C3) can be absorbed into the coupling constant, g new = f 2 g resulting in an integrable s-wave BCS Hamiltonian for two spins with
]. As we saw in Sect. V C, in the nonintegrable case we find instead a more general differential equation Eq. As mentioned above, the separable BCS model is integrable when f 2 j = C 1 ε j + C 2 . Two important cases are the s-wave model where f j = 1 and the p + ip model where f j = √ ε j . In past work 53, 54 , integrability has been exploited to determine the nonequilibrium asymptotic phases through the use of Lax constructions. These techniques are useful for constructing phase diagrams, but the physical interpretation of the phase transitions is obscured by the use of exact solvability. We demonstrate here that the stability equation Eq. (5.20), which applies to the nonintegrable cases as well, both predicts the same transition points and clarifies the physical meaning of the Lax construction.
In the following, we will assume the quantities Z j , ∆ ∞ and µ ∞ are given. They are functions of the quench parameters ∆ 0i , ∆ 0f , the particle number N f , and the Fermi energy ε F .
Lax norms
In the s-wave model, the Lax vector is
while in the p + ip model its components are
where u is a complex (spectral) parameter. We focus on the norms of these quantities, defined as
Integrability follows from the fact that the L 2 (u) and L 2 (u) are conserved by the time evolution for arbitrary u, which implies conservation of their roots u j . As demonstrated in Refs. 53 and 54 and discussed in Appendix B, each of the asymptotic nonequilibrium phases corresponds a unique number of isolated complex pairs of u j in the continuum limit. Phase I corresponds to zero isolated u j , Phase II corresponds to one pair, and Phase III corresponds to two pairs.
The main result of this Appendix is that the roots of the Lax norm u and the frequencies ω of δ∆(t) are related by u − u r = ± 1 2 ω 2 − b 2 min , where u r is the real part of the root (cf. Refs. 42 and 53) , and b min is the band edge in the frequency spectrum (b min = 0 in Phase I). Thus, the new pair of complex conjugate Lax roots appears at the same time that ω emerges into the band gap (i.e., ω 2 < b 2 min in Phase II and ω 2 < 0 in Phase I). Here and below in this Appendix, we use the same notation u for the roots and for generic values of the spectral parameter.
One may plug into the Lax norms the asymptotic spin solution (5.9) for Phase II, but we shall use solutions that do not impose particle-hole symmetry. Letting ε j = ε j − µ ∞ , and noting that sums over the time-dependent terms dephase in the t → ∞ limit, we find
Eq. (D3) reduces to the Phase I Lax norms when ∆ ∞ = 0 and by convention Z j → z j . In Phase II, Eq. (D3) is supplemented by the self-consistency relationship
Phase I-II transition
In the s-wave case, and in Phase I, we compare the stability equation Eq. 
respectively. We argued in Sect. V B that the Phase I-II transition occurs when a purely imaginary pair of complex conjugate ω 0 emerges as solutions to Eq. (D5a), implying an exponential instability to Phase I. The Lax construction stipulates that the same transition occurs when an isolated pair of complex conjugate u solve Eq. (D5b). In order for these two methods to match, we must make the identification u − µ ∞ = ± 1 2 ω 0 , i.e., the real part of the emergent Lax norm pair of roots must be µ ∞ . We prove this is the case in Sect. D 4.
The corresponding equations for Phase I in the p + ip model are 1
and the same identification reconciles the two approaches.
Phase II-III transition
In Phase II, one applies the self-consistency relationship (D4) to the Lax norms (D3). In the s-wave case,
and we see the single pair of isolated conjugate roots are u ± = µ ∞ ± i∆ ∞ . The equation for the second pair of isolated roots that would signal a transition to Phase III is therefore 0 = j Z j ε j (u − ε j ) . 
Matching (D10) to (D8), we make the correspondence u − µ ∞ = ± 1 2 ω 2 0 − 4∆ 2 ∞ . As we discussed in Sect. V B, an ω 0 emerging out of the continuum and into the band gap signals the transition to Phase III. The band edge in the s-wave model is precisely 2∆ ∞ . We show in Sect. D 4 that the new pair of conjugate Lax roots has real part µ ∞ . Therefore, the two approaches predict the same phase transition.
In the p + ip case, L 2 (u) = 0 couples with (D4) to give 0 = u∆
The single pair of isolated roots of Phase II is then
and the emergent pair of conjugate roots solves
To show that the stability analysis reproduces Eq. (D13), we will need two relations. The first holds in general by applying the self-consistency relation (D4) to the sums in (5.20)
We use results from the spin reduction mechanism, discussed in Appendix C, of the s-wave model to obtain the real parts of the Lax roots at the Phase II-III transition. This discussion quotes several results directly from Sect. II B 3 of Ref. 53 . The isolated roots in Phase III of L 2 (u) are given by the roots of the 2-spin spectral polynomial 53 Q 4 (u)
We determine the real parameters µ, ρ, κ and χ at the transition, which will then give the roots of Q 4 (u). To do so, we use the differential equation and solution for the 2-spin ∆, which is identical to that of the Phase III asymptotic ∆ of the many-body problem, which we write as ∆ = |∆|e −iΦ . Let w = |∆| 2 = Λ 2 + h 1 , where h 1 is a constant. The differential equation for w is 0 =ẇ 2 + 4w 3 + 16ρw 2 + 16χw + 4κ 2 ,
while the equation for the phase Φ iṡ
Upon rewriting (D18) as an equation for Λ, we finḋ
where the constants Λ ± are the maximum and minimum of the Λ oscillations which are functions of the constants ρ, χ and κ. The solution of interest to Eq. (D20) is
Near the II-III transition, the oscillations of Λ are small and it sufficient to keep only the first harmonic of Eq. (D21)
As we approach the II-III transition, ∆ → ∆ ∞ e −2iµ∞t . Because |∆| 2 = Λ 2 + h 1 has the same frequency as Λ 2 , and the frequency of small oscillations of |∆| 2 at the II-III transition is 2∆ ∞ , we conclude Λ 0 = ∆ ∞ and h 1 = 0. Using Eq. (D19), we also find κ = 0 and µ = µ ∞ .
It remains to determine the constants ρ and χ, which we do by plugging (D22) into (D18) and considering the O(δ 0 ) and O(δ) terms separately. The result is ρ = − 
One solution to (D23) is u ± = µ ∞ ± i∆ ∞ , which is the single isolated pair characteristic of Phase II. The other solution is a double root at u = µ ∞ , i.e., the new pair of roots that emerges in Phase III has real part µ ∞ .
b. p + ip, II-III
In order to prove that the Lax construction and stability analysis predict the same p+ip Phase II-III transition, we needed to assume that the real part of the emerging second pair of roots equals that of the first pair of roots u ± from (D12). Using results from Ref. 54 , we now show that this is indeed the case.
For brevity, our derivation will use the conventions of Ref. 54 , where the definitions of some quantities differ by numerical factors. One redefines ε → 2ε, 2G → g, √ 2∆ → ∆ and u → 2u in order to translate quantities from Ref. 54 
Setting Ω c = Ω, implies that on the Phase II-III boundary
