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Many test case prioritization criteria have been proposed
for speeding up fault detection. Among them, similarity-
based approaches give priority to the test cases that are
the most dissimilar from those already selected. However,
the proposed criteria do not scale up to handle the many
thousands or even some millions test suite sizes of modern
industrial systems and simple heuristics are used instead.
We introduce the FAST family of test case prioritization
techniques that radically changes this landscape by borrowing
algorithms commonly exploited in the big data domain to find
similar items. FAST techniques provide scalable similarity-
based test case prioritization in both white-box and black-box
fashion. The results from experimentation on real world C
and Java subjects show that the fastest members of the family
outperform other black-box approaches in efficiency with no
significant impact on effectiveness, and also outperform white-
box approaches, including greedy ones, if preparation time
is not counted. A simulation study of scalability shows that
one FAST technique can prioritize a million test cases in less
than 20 minutes.
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1 INTRODUCTION
Test case prioritization (TCP) is a very active topic in soft-
ware testing research [4, 15, 21, 33]. The goal of TCP is to
speed up fault detection: It re-orders a test suite so that
those test cases that are most likely to fail are executed first.
TCP is typically applied in regression testing [30, 33]: As
changes are introduced into a software system, previously
saved test cases need to be re-executed to ensure quality and
stability. By Herzig [16], answering the question “what to test
next” is one of the five top things that require automation in
industrial software testing. TCP can help to detect faults
more quickly and to provide confidence that, should testing
be stopped before all test cases are run, the ones executed are
the most effective. In the years, researchers have proposed
many prioritization criteria that exploit different information
related to the test cases: Early approaches were based on
code coverage [9, 30]; more recently, black-box criteria based
on system models [31], on requirements [1], or on historical
failure data [28] are investigated, as with the growing scale of
regression testing, coverage measures can hardly be afforded.
Since [30], the effectiveness of TCP techniques is evalu-
ated by their Average Percentage of Faults Detected (APFD).
This measure captures how fast a re-ordered test suite de-
tects faults, which is certainly an important concern in test
prioritization. However, APFD does not consider how fast
the prioritization approach itself is. As said by Henard et
al. [15], if prioritization takes too long, then it eats into the
time available to run the prioritized test suite.
As also noticed in [34], for real-world software the size of
a test suite can often exceed the size of the system under
test. In contrast, the time available for test execution cycles
decreases, especially with companies migrating towards rapid
release [23] or continuous integration [8] practices. Memon et
al. [27] report that every day at Google an amount of 800K
builds and 150M test runs are performed on more than 13K
code projects. In line with [8, 27], we notice that most TCP
approaches in the literature cannot handle such scale. Our
experimental results show that some TCP approaches become
soon inefficient even for small-medium size benchmarks.
In this paper, we look at TCP from a novel perspective:
We acknowledge that test suite sizes grow at fast pace, and
existing techniques and tools for regression testing become
inadequate. Making the appropriate scale distinctions, the
management of test suites in large scale industrial projects is
becoming a big data problem. Big data are “datasets whose
size is beyond the ability of typical database software tools
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to capture, store, manage, and analyze” [24]. In a similar
way, we coin the term “big testsets” to denote sets of test
cases whose dimensions go beyond the capacity of existing
testing tools. A testset dimension can be “big” due to either
the number of test cases (e.g., millions of tests) or the size
of test case related information (e.g., coverage measures for
huge programs), or the combination of both. We borrow well
established data mining techniques for handling big testsets.
Indeed, finding “similar” items is a fundamental problem
in data mining, and very efficient algorithms exist to address
this problem. In software testing, diversity has been shown
to be an effective measure for both selecting and prioritizing
test cases, and several similarity-based approaches have been
proposed [11, 14, 17, 19, 34]. However, such approaches do
not scale up to big testsets. In this paper, we present FAST,1
a family of similarity-based TCP techniques that employs
minhashing and locality-sensitive hashing algorithms [20] for
quickly finding “diverse” test cases within a big set. FAST
can perform white-box (WB) or black-box (BB) prioritization,
and can be tuned to yield higher or lower efficiency by trading
off with precision in similarity estimation.
We assessed the effectiveness, efficiency, and scalability
of five techniques from the FAST family applied to both
WB (function, statement, and branch coverage) and BB
testsets (i.e., 20 techniques in total), against several compet-
ing approaches (17 techniques in total). The results on 10
commonly used benchmarks (both C and Java) showed that
the fastest techniques from the FAST family outperformed
the BB competitors in efficiency with no significant impact
on effectiveness. In comparison with WB approaches, they
required the shortest prioritization time net of preparation
time, even against greedy approaches. Indeed, our simulation
study shows that after preparation is done, FAST efficiency
is independent from the size of the test cases, and one FAST
technique can prioritize 1M size testsets in less than 20 min-
utes, whereas even greedy total performance degrades when
dealing with big dimensions.
Summarizing, the contributions of this work include:
• The first proposal of exploiting data mining algo-
rithms for similarity-based testing of big testsets.
• The definition and implementation of the FAST
family of similarity-based TCP techniques.
• A large scale experimentation of 20 FAST techniques,
compared for effectiveness, efficiency, and scalability
against 17 competing approaches.
• The release of an automated framework and all the
data used for the experiments in order to support
replicability and follow up studies.
The paper is structured as follows. Related work is over-
viewed in the next section. Background information behind
similarity-based TCP and the employed algorithms is pro-
vided in Section 3. The FAST approaches, the performed
experiments, and the results achieved are described in Sec-
tions 4, 5, and 6, respectively. Section 7 concludes the paper.
1FAST is a recursive acronym for FAST Approaches to Similarity-based
Testing.
2 RELATED WORK
This work proposes a family of novel TCP approaches based
on similarity that explicitly addresses scalability.
Related work on test case prioritization. The literature on
TCP is huge, testifying the great interest in the topic from
both academic and industrial perspectives. For an overview
of existing work we refer to [4, 12, 33]. Catal and Mishra [4]
present a systematic mapping study of TCP over the pe-
riod 2001-2011. The work from Yoo and Harman [33] is a
broad survey on regression testing. Concerning TCP, they
categorize techniques based on the information used for order-
ing test cases, including coverage-based, interaction-testing
(which considers different combinations of components), and
“others” (including distribution-based, human-based, prob-
abilistic, requirement-based, model-based). Hao et al. [12]
provide an overview of TCP research considering five aspects:
test adequacy criteria, algorithms used, measures adopted,
constraints considered, and application scenarios. Notably,
they observe that efficiency is important and TCP becomes
unbearable when the prioritization time gets close to test
execution time. This work fully shares such consideration.
Related work on similarity-based TCP. Both Jiang et
al. [17] and Zhou et al. [34] have proposed ART-based priori-
tization techniques guided by code-coverage. ART (Adaptive
Random Testing) [5] is a variant of random test generation
that tries to spread as evenly as possible the test inputs in
the input domain. In our experimentation we compare the
FAST approaches against both [17, 34], which are further
described in Section 5. Also the approach proposed by Fang
et al. [10] is based on code coverage information, from which
they exploit the execution frequency profiles.
Among black-box approaches, Ledru et al. [19] propose a
similarity-based approach solely considering the strings that
express the test cases, i.e., the input data or the JUnit test
cases. We also compare FAST against this approach (see
Section 5). Noor and Hemmati [28] develop a history-based
approach in which, among new or modified test cases, those
that are the most similar to failing ones are prioritized. FAST
does not currently use history data.
Related work on scaling up test prioritization. It is impor-
tant to consider the applicability of proposed TCP approaches
to real world testing environments. Busjaeger and Xie [2]
identify heterogeneity, scale, and cost as the practical realities
to address in TCP and propose to rank the test cases by using
machine learning techniques trained on five features (code
coverage, text path and content similarity, failure history,
and test age). The ROCKET approach by Marijan et al. [25]
implements an automated TCP approach considering failure
history and test execution time, and compares it against
manual approach. Elbaum et al. [8] propose a regression test
strategy for continuous integration environments based on
execution history data that combines techniques of test case
selection and prioritization. We observe that approaches con-
ceived for handling huge test suites generally embed specific
heuristics conceived on the basis of the studied industrial
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process. In contrast, FAST is a generally applicable approach
as it does not embed any ad-hoc heuristic.
3 BACKGROUND
3.1 Similarity-based TCP
The TCP problem can be defined as follows [30]: Given a
test suite S, the set P of permutations of S, and an award
function f : P → R, then TCP consists in finding a T ∈ P
such that f(T )≥ f(T ′) for all T ′ ∈ P with T ′ 6= T .
Ideally, the award function f refers to the rate at which
faults are detected in the given ordering. In reality, TCP
approaches can only be based on surrogate criteria [33], and
as discussed in the previous section fairly different techniques
have been suggested. In particular, the idea at the basis of
similarity-based approaches for test prioritization (STP in
short) is to reward the diversity between test cases.
In Figure 1 we provide the scheme of a generic STP process.
It consists of three main activities: (i) encoding of test-related
information; (ii) evaluating similarity; (iii) picking out the
next test case(s). The similarity between two test cases can
be evaluated in many different ways, also depending on the
adopted test strategy. For example, in coverage-based testing
similarity between test cases is evaluated by considering
set similarity measures among their respective coverage, as
in [17, 34]; in model-based testing, instead, by considering
the overlap between the traces covered by the tests over a
state-based model of the system under test, as in [3, 13].
Several other features related to test cases have been taken
into account, e.g., historical data failure, the test input string,
etc. Therefore, before applying any STP, a preparation phase
is needed (Step 1), in which the information related to the test
cases is collected and encoded (other processing of such data
may also be needed depending on the approach). Such data
is then processed to calculate the similarity with respect to
the already picked test cases (Step 2). In fact STP proceeds
in iterations: At each iteration there exists a set of already
picked test cases (denoted as “so-far ordered tests”), to which
the test cases yet to be ordered are compared. Following
Step 2, we obtain a ranking of the coded test information.
From this, one or more test cases are picked and added to the
set of so-far ordered tests (Step 3). The process terminates
when the whole testset is ordered (compatibly with available
resources).
3.2 Algorithms for Similarity Estimation
Finding similar items is a fundamental problem in data min-
ing, and very efficient techniques have been developed to solve
it [20]. Typical tasks that face such problem include finding
plagiarized documents, detecting mirror pages, identifying
articles coming from the same source. As the number of test
cases to prioritize grows in size up to millions [8, 16], the
idea of applying such efficient techniques in STP seems the
natural way to go.
The naive approach for similarity computation between
n items needs to perform all the pairwise comparisons and























Figure 1: Overview of STP.
similarity of two sets A and B as their Jaccard similarity
JS(A,B) = |A∩B| / |A∪B|, and the distance between them
as their Jaccard distance JD(A,B) = 1 − JS(A,B). This
choice allows us to leverage and combine techniques able to
drastically reduce the cost of computing similarity.
The first technique, called Shingling [22], is used to repre-
sent items as sets of “shingles”, out of which the similarity
is computed. Given a string of characters, a k-shingle of
that string is the set of its substrings of length k. For exam-
ple, the 3-shingles set of the string gzip is {gzi, zip}. Any
document can be represented by a set of k-shingles and if
two documents are similar they will have many shingles in
common. We use k-shingles in BB prioritization to make a
set out of the string representation of the input test cases.
Sets of shingles, though, are larger than the original data
and for huge datasets it is not practical to use them directly.
The second technique we leverage is Minhashing [20], which
derives compact representations of sets, called signatures.
Minhash signatures have the nice property of preserving
the Jaccard similarity between the sets they represent. A
minhash of a set S is computed as follows: A given hash
function g is used to hash all the elements in S and the
minimum resulting value becomes the minhash of S. This
process is repeated multiple times, e.g., using h different hash
functions, to generate a sequence of minhashes which forms
the signature of S.2 The estimation of the Jaccard similarity
between two sets can be computed by counting the fraction
of minhashes that agree in the signatures of the sets. For
example, the signatures (1, 1, 3, 2, 4) and (1, 2, 1, 2, 3) have an
estimated Jaccard similarity of 2/5 since they agree in the
first and fourth minhash.
Minhashing helps to compress large items into small sig-
natures, but the signature pairs to be compared can still be
beyond feasibility if the number of items is high. The third
technique we use is Locality-Sensitive Hashing (LSH) [20],
which reduces the scope of comparison to only a subset of
items that are likely to be similar, the candidate set. LSH
works on the signature matrix, i.e., the matrix that has min-
hash signatures as columns, by dividing it into b bands of
r rows each and applying a hash function to them. In par-
ticular, for each band, the vectors of r integers located in
the columns are hashed into several buckets: If it happens
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that two of these vectors hash into the same bucket then it
means that a portion of their signatures agree and the pair
is added to the candidate set. In the end the candidate set
will contain all the pairs of sets which are likely to be similar,
i.e., all the pairs that have a Jaccard similarity over a certain
threshold s. Such threshold depends on the choice of the
values b and r and a good approximation is s ≈ (1/b)(1/r).
4 APPROACH
Algorithm 1 provides a pseudocode description of FAST.
In the preparation phase (Lines 2 and 3), FAST uses the
coded test information T to create the minhash signatures M .
Note that this is the only operation where FAST handles BB
and WB inputs differently. While for WB the code coverage
information can be directly represented as sets (regardless of
the coverage criterion), for BB the string representation of
the test cases needs to be preprocessed into k-shingles. We
used k = 5 to have a suitable set representation.3 Once the
minhash signatures are computed, T is not required anymore
and only M is used during the prioritization process. We used
a number of hash functions h = 10, which guarantees an
expected error not greater than 0.32 in the estimation of
the Jaccard similarity (and distance) between two signatures.
Even if the error in the estimation is high, the choice of the
next test case is performed over a subset of tests that are all
dissimilar from the so-far-prioritized ones.
Algorithm 1: FAST prioritization.
Input : Coded test suite info T ; (optional) selection function f .
Output : Prioritized test suite P .
1 P ← EmptyList()
2 I ← GetTestCaseIDs(T )
3 M ← MHSignatures(T ) . No need of T from here on
4 B ← LSHBuckets(M)
. M(v): Cumulative signature of so-far-ordered test cases
5 M(v) ← MHSignature(∅)
6 while |P | 6= |I| do
7 Cs ← LSHCandidates(B, M(v))
8 if Cs = ∅ then
9 M(v) ← MHSignature(∅)
10 Cs ← LSHCandidates(B, M(v))
11 Cd ← (I − P − Cs) . Complement of Cs
12 s ← Select(M(v), M, Cd, f)
13 M(v) ← UpdateMHSignature(M(v), M, s)
14 M ← Remove(M, s)
15 P ← Append(P , s)
16 return P
17 function Select(M(v), M, C, f)
18 if no f then . FAST-pw





20 else . FAST-f
21 return RandomSample(C, f)
In Line 4, the collection of LSH buckets is computed.
Basically, B contains b buckets, one for each band, and
3The typical BB input is smaller than 505 characters, which is the
number of all the possible 5-shingles, considering an average of 50
characters (letters and symbols).
each bucket keeps track of all the test cases colliding there.
We defined the number of bands b = 10 and rows r = 1
such that the number of rows in the signature matrix is
equal to the signature size, i.e., h = r · b. These values
guarantee a similarity threshold s ≈ 0.1 for the candidate
set. Notice that, while in finding the most similar items a
higher similarity threshold would be better, for the context
of STP we want to select the test cases that are dissimilar
from the so-far-prioritized ones. Intuitively, with a similarity
threshold s ≈ 0.1 the candidate set will contain almost all
the test cases but the ones that are dissimilar to M(v) (i.e.,
having Jaccard distance greater than 0.9). In fact, the actual
candidate set Cd used by FAST is computed (Line 11) as the
complement of Cs, excluding the so-far-prioritized test cases.
The candidate sets are created inside the while loop (Lines
6 to 15), where the actual prioritization happens, as follows:
M(v) is divided into b bands; each band is hashed; and if
there is a collision with the corresponding bucket in B, then
the test cases of that bucket are added to the candidate set Cs.
M(v) is initialized in Line 5 and is updated whenever new test
cases are selected (Line 13) to keep track of the cumulative
signature of the so-far-ordered test cases. Whenever Cs is
empty, we reset M(v) (Lines 8 to 10) and recompute Cs. For
FAST, such operation is analogous to what is done by some
TCP approaches that reset the coverage vector when 100%
of the achievable coverage is accomplished.
The function Select (Line 17) is where the FAST ap-
proaches differentiate from each other. FAST-pw computes
the estimated Jaccard distance between M(v) and each test
case in the candidate set Cd using minhash signatures, and
selects the candidate that is the farthest away from M(v).
The other approaches, instead, use a function f that is pro-
vided as input to the algorithm to select a random subset of
Cd of size f(|Cd|). In Line 15, the newly selected test case(s)
are appended to the prioritized test suite P . For the experi-
ments in this work we considered the following functions that
progressively increase the efficiency of the prioritization: one,
log, sqrt, all. In general, f is a generic function that can be
tuned to achieve the right balance between the efficiency and
the accuracy required in a particular context.
5 EXPERIMENTS
We describe the experiments conducted to assess the effec-
tiveness, efficiency, and scalability of FAST in comparison
with existing prioritization techniques.
5.1 Research Questions
The ultimate goal of any TCP approach is to reveal faults as
quickly as possible. Therefore, our first and second research
questions investigate the effectiveness and efficiency of FAST:
RQ1: [Effectiveness] How does FAST compare with other
existing prioritization approaches in terms of fault
detection rate?
RQ2: [Efficiency] How does FAST compare with other ex-
isting prioritization approaches in terms of time re-
quired for the prioritization?
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Effectiveness and efficiency of TCP have been extensively
explored by researchers in previous work, e.g., [14, 15, 21].
However, one dimension that is usually not explicitly consid-
ered is the one of scalability. A given TCP approach might
be effective and efficient for small-sized programs, but to
what extent does it scale to big, real-world-sized, programs?
We address this concern in our third research question:
RQ3: [Scalability] How does FAST compare with other exist-
ing prioritization approaches in terms of scalability?
5.2 Compared TCP Approaches
In order to conduct our experiments we had to decide which
TCP approaches to consider for the comparison with FAST.
We limited the scope of our study to TCP approaches that
require only test cases and/or coverage information as input.
This decision is justified by the fact that other types of inputs
used by some TCP techniques (e.g., models or requirements)
are not easily available for experimentation. Moreover, as
these are the only inputs that FAST techniques require, this
decision supports a fair comparison.
Because FAST is based on similarity, we started by search-
ing the literature for state-of-the-art STP techniques that
would meet our selection criterion. At this phase, the fol-
lowing approaches were selected (in bold within brackets we
introduce the acronym used in the experiment description):
Jiang et al. [17] [ART-D] proposed a family of ART-based
TCP techniques guided by coverage information. At each
iteration, a candidate set is dynamically4 created by randomly
picking test cases from the set of not-yet-prioritized tests
as long as they can increase coverage. The test case within
the so built candidate set that is the farthest away from
the set of already-prioritized tests is selected. The authors
proposed and assessed different set distance functions; for
our experiments we implemented the version that performed
better (i.e., “maxmin”).
Zhou et al. [34] [ART-F]: The essence of this TCP ap-
proach is the same of ART-D. The main differences are in
the way the candidate set is created and in the distance
metric adopted. While in [17] the candidate set has a flexible
size, Zhou et al. [34] proposed a fixed5 size (i.e., 10) for the
candidate set. Besides, the authors used Manhattan distance
instead of the Jaccard distance adopted by Jiang et al. [17].
Ledru et al. [19] [STR]: As said in Related work, this
approach only uses test input strings. A greedy algorithm is
applied that, at each iteration, picks the test case that is the
most distant from the set of already prioritized ones. Several
distance functions are evaluated, and Manhattan distance is
the one recommended.
Considering other non-similarity based approaches, two
natural choices are the well-known [30] Greedy Total [GT]
and Greedy Additional [GA], which pick as the next test
case the one that covers the largest number of entities in
total or among those yet uncovered, respectively.
4This is why the D in the name label.
5This is why the F in the name label.
We finally looked at the results from some recent studies
comparing TCP approaches, with the intent of selecting those
emerging as the best ones. Excluding among the best TCP
techniques indicated in [15] those already included in our list
or using models in input, we could add 2 more competitors,
one WB and one BB, described below.
Additional Spanning [GA-S] is a variant of GA that at
each iteration picks the test case that covers the largest num-
ber of not-yet-covered entities among those in the “spanning
set”. In coverage testing an element subsumes another if
covering the former guarantees also covering the latter: The
notion of a spanning set was introduced in [26] to denote the
subset of non-subsumed entities.
Feldt et al. [11] [I-TSD]: This approach proposes to use
the Normalized Compression Distance between multisets
introduced by [6] to measure the diversity of sets of test cases.
While the measure is originally proposed as “universally”
applicable to any test-related feature, the version performing
better in [15] considers test inputs.
We also looked at the approaches compared in [21]. In
this case, excluding the ones requiring additional information
would yield to no new competing technique with respect to
those already selected. Thus, summarizing, we collected as
competing approaches: 2 BB ones, i.e., STR and I-TSD,
and 5 WB ones, i.e., ART-D, ART-F, GA, GT, GA-S. For
each WB approach, we implemented three variants, address-
ing function, statement, and branch coverage, totalizing 17
competitors techniques.
5.3 Evaluation Metrics
In order to assess prioritization effectiveness (RQ1), we use
the Average Percentage of Faults Detected (APFD) [29].
APFD is calculated according to Equation (1), in which,
given a test suite T containing n test cases and a set F of
m faults revealed by T , for each ordering of T we denote as
TFi the position of the first test case that reveals fault i.
APFD = 1− TF1 + TF2 + . . .+ TFm
nm
+ 12n. (1)
To answer our research questions on efficiency (RQ2) and
scalability (RQ3) we assess the investigated TCP approaches
in terms of preparation time and prioritization time.
The preparation time considers the time spent by each TCP
approach on tasks other than the prioritization itself (e.g.,
precomputing pairwise similarity between test cases), whereas
the prioritization time considers only the time to process the
already prepared test information and order the test suite.
In reporting our results we also refer to total time, which
is simply the sum of preparation and prioritization times.
All times refer to the actually spent CPU time, which we
measured by using Python’s time.clock() function.6
5.4 Study Subjects
To answer research questions RQ1 and RQ2 we conducted
experiments on 5 C and 5 Java programs. The C programs
6This is the function recommended by the Python Software Foundation
for benchmarking or timing algorithms.
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Table 1: Study subjects details.
Subject LoC Test LoC #TM #TC Fault Type #Faults
Flex 10296 - 670 - seeded 9
Grep 10124 - 809 - seeded 8
Gzip 4594 - 214 - seeded 7
Sed 13413 - 370 - seeded 6
Make 14330 - 875 - seeded 19
Closure Compiler 90697 84585 8124 221 real 101
Commons Lang 21787 37957 2322 113 real 39
Commons Math 84323 86511 3877 385 real 7
JfreeChart 96382 49133 2278 356 real 26
Joda-Time 27801 53158 4160 123 real 27
Total: 373747 310344 23699 1198 249
LoC: lines of code; #TM: test methods; #TC: test classes.
(namely Flex, Grep, Gzip, Sed, and Make) were collected
from the Software-artifact Infrastructure Repository (SIR) [7].
These programs are available in sequential versions, each
containing a different number of seeded faults. The number
of faults that can be revealed by the accompanying test suite
varies greatly: Considering the extremes, in some cases no
faults can be revealed, whereas in other cases multiple faults
could be revealed by the vast majority of the test cases. To
minimize the influence of these characteristics in our study,
we selected, from each program, the version that contains
the highest number of “hard-to-find” faults, i.e., faults that
could not be detected by more than 50% of the test cases.
The 5 open-source Java programs investigated in our study
(namely Closure Compiler, Commons Lang, Commons Math,
JfreeChart, and Joda-Time) are integrated in the Defects4J
framework [18]. For a given program, multiple versions are
available, each containing a single fault. For our investiga-
tions we used as input for the TCP approaches the artifacts
(i.e., coverage traces and test cases) from the first version
of the program only. The effectiveness of the prioritized
test suites are then assessed in the subsequent versions. For
JfreeChart and Joda-Time, all the faults could be triggered
by the test suite of the reference version. Thus, we could use
all the available versions for these subjects. For the other
programs, however, some faults could be revealed only by
test cases that were not available in the reference test suite.
For those programs, we considered the versions V1 to Vn−1,
with n being the first version for which the reference test
suite could not trigger the existing fault. The number of
versions we considered for each Java program is displayed in
Table 1 (column “#Faults”).
In total, we used 205 versions of 10 different programs.
5.5 Experiment Procedure
To answer RQ1 and RQ2, we applied the investigated TCP
approaches to each experimental subject and measured: (i)
the preparation time; (ii) the prioritization time; (iii) the
APFD of the prioritized test suites. This process was repeated
50 times to account for the stochastic nature of the TCP
approaches considered in our study (e.g., when more than one
test case would be equally ranked by the TCP approach, a
random choice is made to solve the tie). For the Java subjects,
the APFD of the 50 prioritized test suites is computed for each
of the subsequent versions considered for a given program.
To answer RQ3 we considered two dimensions that might
hinder TCP scalability: (i) the size of the test suite; (ii) the
size of the test case representation. Item (i) is important as it
defines how many test cases need to be evaluated. While this
might have little influence for some TCP approaches such
as, e.g., GT, it might forbid the adoption of STP approaches
that would depend on pairwise similarity computation. Item
(ii), on its turn, is important as TCP approaches may use
different test related information whose size can vary greatly:
from just a few characters for command line programs, to
thousands of words in the case of JUnit tests. For coverage
traces, the size of test representation may change depending
on both the coverage criteria and the program size.
To control these two dimensions in our experiments on
scalability we used synthetic data. With respect to the first
dimension, we considered test suite sizes that assume discrete
values in the range from 1K to 1M as follows: from 1K to 10K
in increments of 1K (i.e., 1K, 2K, 3K, ...); from 10K to 100K
in increments of 10K; and from 100K to 1M in increments
of 100K (yielding 28 different test suite sizes). With respect
to the second dimension, we considered three different sizes
for a test case representation: small for an average length
of 100; medium for 1K; large for 10K elements. In all three
cases we allowed for a variance of ±25%. We refer to generic
“elements” for the size of test cases to be agnostic with respect
to test criteria. Thus a small test case can be interpreted
as a coverage trace from a test that covers ≈ 100 functions
in the same way that it can be understood as the textual
representation of a command line test case containing ≈ 100
words. Likewise, a large test case could be either a coverage
trace for the branch coverage criterion of a big program or
a large JUnit test method (or even a JUnit test suite). All
combinations of the different test case and test suite sizes
account for 84 different dimensions of testsets.
In order to collect data to answer RQ3, for each test case
size (small, medium, large), we applied the investigated TCP
approaches to the synthetic test suites, from the smallest
(1K) to the largest (1M) one, and measured the preparation
time and prioritization time taken by each approach.
All the experiments were performed on an Intel® Core™
i7-5960X with fixed 3.50 GHz CPU, 20M cache, 32GB RAM,
running Linux openSUSE 13.2.
6 RESULTS
In this section we report and discuss the results. Note that
with the aim of supporting the independent verification and
replication, we make available the artifacts produced as part
of this work.7 The replication package includes, among others,
the implementation of the algorithms, details on the hash
function used,8 input data, raw data used for the statistical
analyses, and additional results.
7https://github.com/icse18-fast/FAST
8xxhash is the fastest non-cryptographic hash function available to the
best of our knowledge.
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6.1 RQ1: Effectiveness
The APFD results achieved by the considered BB and WB
TCP approaches are displayed as box plots in Figure 2 (for
the sake of space, for WB we display only the box plots for
branch coverage) and in more detail in Table 2. Note that
results for the same FAST techniques are reported among
both WB and BB approaches. As explained in Section 4,
for FAST techniques the only difference between WB or BB
versions concerns the coding of test info: after that, the same
algorithm can be identically applied.
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(d) Java (WB branch)
The y-axis displays the average percentage of faults detected (APFD) and
the numbers in the x-axis represent the prioritization approaches:
FAST-pw(1), FAST-1(2), FAST-log(3), FAST-sqrt(4), FAST-all(5), STR(6),
I-TSD(7), ART-D(8), ART-F(9), GT(10), GA(11), GA-S(12)
Figure 2: APFD for BB and WB TCP approaches.
Since the C and Java programs contain different types of
faults (see Section 5.4), we analyze them separately to gather
the effectiveness results.
As we could not assume our data to be normally dis-
tributed, we adopted a non-parametric statistical hypothesis
test, the Kruskal-Wallis rank sum test, to assess at a signifi-
cance level of 5% the null hypothesis that the differences in
the APFD values for the different TCP approaches are not
statistically significant. For the particular case of C programs
when considering the BB approaches, the resulting p-value for
the test was 0.2849, meaning that we cannot reject the null
hypothesis, i.e., no significant difference in effectiveness was
observed. For all the other cases, the resulting p-values were
smaller than 2.2e-16 meaning that the observed differences in
effectiveness are statistically significant at least at the 95%
confidence level.
A significant Kruskal-Wallis test indicates that at least
one TCP approach stochastically dominates another one,
but does not identify the dominance relationship among
pairs of techniques. To determine which TCP approaches
are different, we performed pairwise comparisons after the
Kruskal-Wallis test. The results are displayed in Table 2
inside the parenthesis. If two approaches have different letters,
they are significantly different (α = 0.05). If, on the other
hand, they share the same letter(s), the difference between
the means is not statistically significant. An approach can
have more than one letter assigned to it. As an example,
looking at the results for BB approaches and C subjects in
Table 2, we can tell that FAST-pw (ab) is not different from
FAST-log (a) and it is also not different from I-TSD (b), even
though FAST-log (a) is different from I-TSD (b).
Among the WB approaches, the results confirm the ones
reported in [15] regarding the effectiveness of GA and GA-S,
as both appear always in the first group. Concerning FAST,
the best results are achieved for function coverage: it goes in
the first group, although with different members of the family
for the C and Java subjects. Among the BB approaches, the
FAST family consistently achieves the best group both for C
and Java with the exception of the FAST-pw technique that
for Java programs performed worse than STR. These results
hint that FAST performs better in terms of effectiveness for
coarse-grained criteria, which is the most natural target when
considering big testsets.
Answer 1: APFD results vary across techniques and sub-
ject programs. A trend can be observed that FAST provides
better effectiveness with more coarse-grained techniques (BB
and function coverage).
6.2 RQ2: Efficiency
To answer RQ2 we compared the investigated TCP ap-
proaches in terms of time required to perform the priori-
tization, both including and excluding the preparation time.
We report the results in Table 3: Note that we do not dis-
criminate between C and Java as efficiency results are only
impacted by the size of test cases and coverage traces.
We applied the Kruskal-Wallis rank sum test to verify at a
significance level of 5% the null hypothesis that the observed
differences in the total time and in the prioritization time
are not statistically significant. In both cases (total time and
prioritization time only) regardless of the coverage criteria
considered, the resulting p-values were always smaller than
2.2e-16, leading us to reject the null hypothesis.
To identify which TCP approach dominates the others in
terms of efficiency, we proceeded with a pairwise comparison
after the Kruskal-Wallis test. When considering BB TCP, the
FAST family outperformed all the competitors. For WB TCP,
the results vary between total or only prioritization time and
among the coverage criteria. Overall, when considering total
time, GT outperformed the competitor approaches for all the
criteria. This result is aligned with our expectation as GT
does not require any kind of preparation and simply performs
a sorting of the test cases based on how many entities they
cover. Nevertheless such approach was always followed by at
least one member of the FAST family, which outperformed
even the other greedy competitors (GA and GA-S). For the
particular case of statement coverage GT is followed by the
whole FAST family before the other TCP approaches.
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C Java C Java C Java C Java
FAST-pw 88.4/12.8 (ab) 54.6/29.8 (c) FAST-pw 89.4/12.0 (a) 51.4/29.6 (f) 88.3/12.0 (d) 52.9/30.4 (e) 89.2/12.8 (bc) 52.5/27.4 (de)
FAST-1 90.6/12.6 (ab) 57.7/28.8 (a) FAST-1 88.5/12.2 (cd) 56.5/28.1 (abc) 87.7/11.6 (e) 55.5/29.0 (bc) 89.1/12.5 (c) 55.5/27.7 (de)
FAST-log 90.5/12.7 (a) 59.4/29.2 (a) FAST-log 89.2/12.5 (cd) 57.0/28.7 (ab) 89.2/11.0 (de) 54.1/29.2 (c) 89.7/13.7 (bc) 56.5/28.1 (cd)
FAST-sqrt 90.1/12.8 (a) 58.6/29.3 (a) FAST-sqrt 89.1/13.3 (cd) 56.5/27.9 (abc) 88.4/11.3 (de) 55.4/28.9 (b) 90.1/12.9 (c) 55.3/28.3 (de)
FAST-all 90.0/13.1 (ab) 59.8/29.4 (a) FAST-all 89.3/12.1 (bc) 54.1/28.3 (de) 88.5/12.3 (de) 52.9/28.8 (d) 90.1/13.4 (c) 55.1/29.2 (ef)
STR 91.3/13.3 (ab) 55.9/28.7 (b) ART-D 92.1/12.5 (a) 54.2/29.5 (de) 91.8/14.3 (c) 56.5/29.2 (b) 91.5/12.2 (b) 56.1/29.2 (def)
I-TSD 89.6/15.1 (b) 45.0/31.6 (d) ART-F 90.3/12.6 (ab) 55.0/29.3 (e) 90.6/12.4 (c) 54.6/28.7 (bc) 90.5/13.5 (bc) 55.6/29.2 (f)
GT 77.1/12.8 (e) 59.2/27.4 (bc) 77.3/13.3 (f) 59.2/27.4 (a) 78.1/13.3 (d) 59.7/28.3 (bc)
GA 88.4/09.8 (d) 59.2/28.0 (a) 96.6/15.6 (a) 51.4/26.3 (c) 94.8/15.2 (a) 59.9/26.8 (a)
GA-S 90.6/07.9 (a) 55.3/28.3 (cd) 94.4/11.1 (b) 58.3/27.5 (a) 94.2/09.3 (a) 58.5/27.3 (b)
Results are displayed in the format M/σ(δ), being M the median APFD, σ the standard deviation, and δ the group for the pairwise comparisons after the
Kruskal-Wallis test. Different letters (δ) indicate significant differences between the approaches (α = 0.05).






Tot. Time Prio. Time Tot. Time Prio. Time Tot. Time Prio. Time Tot. Time Prio. Time
FAST-pw 6.49/23.51 (e) 0.03/0.07 (e) FAST-pw 1.12/0.46 (g) 0.03/0.09 (g) 7.08/3.09 (f) 0.03/0.10 (f) 1.67/0.72 (f) 0.03/0.09 (g)
FAST-1 6.46/23.52 (d) 0.02/0.02 (d) FAST-1 0.59/0.46 (f) 0.02/0.03 (e) 6.57/3.13 (e) 0.02/0.04 (d) 1.66/0.72 (e) 0.02/0.03 (e)
FAST-log 6.45/23.52 (b) 0.01/0.01 (b) FAST-log 0.42/0.46 (e) 0.01/0.01 (d) 6.44/3.12 (d) 0.01/0.01 (c) 1.66/0.71 (d) 0.01/0.01 (c)
FAST-sqrt 6.46/23.52 (c) 0.02/0.01 (c) FAST-sqrt 0.41/0.46 (d) 0.01/0.01 (b) 6.45/3.10 (c) 0.01/0.00 (b) 1.66/0.70 (c) 0.01/0.01 (b)
FAST-all 6.45/23.52 (a) 0.01/0.00 (a) FAST-all 0.39/0.46 (b) 0.01/0.00 (a) 6.42/3.10 (b) 0.01/0.00 (a) 1.65/0.68 (b) 0.01/0.00 (a)
STR 714.24/697.10 (f) 2.59/2.06 (f) ART-D 7.99/7.09 (h) 7.99/7.09 (i) 95.03/51.20 (g) 95.03/51.20 (i) 15.84/18.37 (g) 15.84/18.37 (i)
I-TSD 7402.71/5486.03 (g) 7402.71/5486.03 (g) ART-F 30.28/17.68 (i) 30.28/17.68 (j) 224.89/139.00 (h) 224.89/139.00 (j) 38.52/56.36 (h) 38.52/56.36 (j)
GT 0.01/0.01 (a) 0.01/0.01 (c) 0.09/0.06 (a) 0.09/0.06 (e) 0.02/0.01 (a) 0.02/0.01 (d)
GA 0.51/0.56 (c) 0.51/0.56 (h) 11.19/5.20 (f) 11.19/5.20 (h) 1.26/1.28 (c) 1.26/1.28 (h)
GA-S 9.42/38.76 (j) 0.04/0.07 (f) 1906.63/4450.00 (i) 0.14/0.06 (g) 80.95/207.35 (i) 0.03/0.03 (f)
Results are displayed in the format M/σ(δ), being M the median time (total or prioritization), σ the standard deviation, and δ the group for the pairwise
comparisons after the Kruskal-Wallis test. Different letters (δ) indicate significant differences between the approaches (α = 0.05). For STR, the preparation
time considers the time required for computing the pairwise similarity matrix; for GA-S, it refers to the time required to extract the spanning entities.
By taking into account exclusively the prioritization time,
FAST-all and FAST-sqrt had the best performance for the
three criteria, surpassing even GT. For statement coverage,
the most demanding criteria in terms of time required, the
best result achieved by a competitor was GT at fifth place.
A trend emerging from Table 3 is that the more demanding
a criteria, the better the performance of the FAST approaches,
especially by considering exclusively prioritization time. The
reasons for this will be discussed in the following section
while answering RQ3.
Answer 2: The fastest members of FAST family outper-
form the BB approaches in terms of total time and all
competitors when we consider only prioritization time.
6.3 RQ3: Scalability
To answer RQ3 we assessed the TCP approaches with respect
to the time required to prioritize synthetic test suites (repre-
senting both WB and BB), with sizes from 1K to 1M, and
for three test case dimensions (small, medium, and large).
In Figure 3 we provide the line plots for the total time (Fig-
ures 3a to 3c) and for the prioritization time (Figures 3d to 3f)
required by different TCP approaches. Although we have
allowed all the approaches to proceed even further, for a
clearer visualization the plots in Figure 3 report only the
results for the testset sizes that could be prioritized within
two hours. In fact, we considered that a TCP approach that
can perform the task within two hours or less would allow de-
velopers to run the prioritization on their own machine in the
timeframe of a meeting or lunch break. Hence we considered
executions exceeding the two hours less interesting. We do
not include in the plots the results for the STP approaches as
they performed poorly and their results could not be easily
visualized due to their long execution times. We summarize
the results below in the format (small, medium, large), where
for each test case size we report the largest testset size which
could be completed within the two hours, while “Ø” indicates
that the approach was not able to complete even the smallest
testset: STR (4K, 2K, Ø), when considering total time, and
(6K, 5K, 5K) when considering prioritization time; I-TSD
(Ø, Ø, Ø); ART-D (6K, 2K, Ø); ART-F (6K, 1K, Ø).
The plots show that when considering total time GT out-
performs all the competitors and can prioritize 1M size testset
for the three sizes of test cases. The FAST family, on its
turn, clearly outperformed GA and GA-S. Two members of
the family, FAST-all and FAST-sqrt, prioritized the 1M set
for small and medium test cases within the two hours limit,
while FAST-log prioritized the 600K and 400K test suites
for small and medium test cases respectively.
As expected FAST approaches are affected by the dimen-
sion of the test cases: The signature of each test case can be
computed in linear time on the size of the test representation,
thus for bigger test cases this step will take longer. However,
once the preparation phase is completed, the only dimen-
sion that matters is the one of the test suite size (see the
strong similarity of the line plots of the FAST approaches in
Figures 3d to 3f). This answers our open question from the
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Figure 3: Total/Prioritization time (y-axis: seconds) to prioritize testsets of varying dimension (x-axis: num-
ber of test cases).
previous section: The relative performance of the FAST fam-
ily improves, with respect to the competitors, as the criteria
becomes more demanding (in terms of test case information
used) because when we consider only the prioritization time
the size of the test representation does not affect the FAST
approaches in the same way that it affects the competitors.
Considering only prioritization time, GT still outperforms
most FAST approaches but FAST-all that outruns GT for
all the testsets for medium and large test cases. Besides that,
FAST-sqrt outperforms GT for all the testsets with large test
cases and also for some of the medium testsets.
Answer 3: Considering total time, all FAST techniques
were second only to GT. If only prioritization time is
counted, FAST-all surpass GT for medium and large test-
sets, and FAST-sqrt outruns it for some of the medium and
all of the large testsets. Overall, except for FAST-pw, the
bigger the testset, the better FAST’s relative performance.
6.4 On the Costs and Benefits of FAST
As it can be noticed from our results for RQ2 and RQ3, most
of the cost associated with FAST lies in the preparation
phase. BB input is first mapped into shingles in linear time.
Then the preprocessing involves going through all the test
cases, computing their signatures, and storing them for future
use. In particular, the time complexity of computing a single
signature is O(h), with h being the signature length, making
the entire preprocessing phase costing O(hn), with a test
suite of size n. The cost for computing Jaccard similarity
of two sets is O(l), where l is the size of the biggest of the
two sets, while estimating it through the minhash signatures
costs O(h). LSH, on its turn, is able to create a candidate
set in O(n).
Concerning space costs, the overall space required by FAST
is O(shn), where s is the size of a hashed value. In contrast,
the cost of storing a distance matrix for a generic STP ap-
proach with all the pairwise similarities (e.g., Ledru et al. [19])
is O(bn2), where b is the size of the float representing a dis-
tance between two test cases.
In some settings, e.g., regression testing, the cost of updat-
ing existing information (e.g., signatures, distance matrix) is
of interest. As discussed before, FAST can simply add infor-
mation regarding a new test case by computing its signature.
In contrast, the time required by a STP approach to update
an existing distance matrix is that of comparing the newly
introduced test case with all the existing ones: not only this
operation is slower in terms of time complexity, but it also
requires the entire test suite for the comparison.
It is also possible, even though we have not yet exploited
this possibility, to use parallelization to reduce the running
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time of FAST. In fact, the preprocessing phase, i.e., the
computations of the signatures, of the buckets, and of the
candidate set, are all parallelizable.
To decide which variant of FAST to use, one should con-
sider the time available for the prioritization task. FAST-pw
is the most precise in the ranking because it guarantees that
the candidate test case that is the most dissimilar from the
already-prioritized ones will be chosen as the next test, but it
is also the most time-consuming. When the time required by
FAST-pw cannot be afforded, other members of the family
can be chosen. If the objective of the prioritization is to
increase diversity, then the order of choice should be: pw,
one, log, sqrt, and all.
FAST can provide greater benefits if it is adopted in an
environment where the test case signatures can be reused as
new test cases are added. A regression testing environment
combined with the use of black-box representation for the
test cases seems to be a perfect fit for FAST.
6.5 Threats to Validity
The results reported must be considered in light of potential
threats to validity of the experiments. Internal validity con-
cerns factors different from the treatment that could have
affected the observed behavior [32]. One common threat is
the selection of experimental subjects. In assessing effective-
ness and efficiency we opted for benchmark programs that
have been made available and used in similar studies, to favor
replicability of results, but they could not be good representa-
tive of actual regression test scenarios. However, as the same
subjects have been used for all approaches, possible threats
apply to all. A similar argument can be done concerning the
assessment of the time taken by the various techniques. To
mitigate potential threats related to this point we have: (i)
implemented all the algorithms in the same programming
language; (ii) captured the process (CPU) time with check-
points at the same places; (iii) performed all the experiments
in the same machine. Concerning scalability assessment, our
simulated scenarios could bias the results because the ran-
domly generated test information could reproduce unusual
situations. We have created multiple testsets (84) to try to
reduce possible bias, but only many real world big testsets
can prevent this threats. Concerning possible errors in the
study implementation, all developed code has been rigorously
inspected, all experiments have been repeated more than
once, and all code and data are made available.
External validity concerns whether the results are generaliz-
able beyond the experiment subjects. About effectiveness and
efficiency our results may suffer from the limited number and
the specific characteristics of the chosen subjects, although
to mitigate this potential threat we covered two different
languages. About scalability, our chosen modeling for test-
sets dimension could not be valid in real contexts. Besides,
different parameter settings in the FAST algorithm might
produce different results. This is not really a validity threat,
though, it only implies that other FAST implementations
can be done and have to be evaluated.
7 CONCLUSIONS AND FUTURE
WORK
We have introduced the FAST family of approaches for fast
test case prioritization. The simple yet powerful idea behind
FAST is that of managing the big testsets of modern software
development processes through the use of well-established
techniques for big data. The results from our experiments
both on real test subjects and on synthetic data support our
idea. They showed that in comparison with BB techniques
we can significantly improve prioritization efficiency, with no
impact in effectiveness. The fastest members of FAST de-
feated all competitors, even greedy total, if we only count the
prioritization time after preparation. More importantly, the
results show that FAST can scale up to industrial demands:
We prioritize one million test cases in less than 20 minutes.
Overall, the FAST family offers different effectiveness and
efficiency results, allowing for a range of techniques spanning
over BB and WB criteria and for fine-tuning the selection of
the next test cases depending on size and time. The approach
worked nicely on commonly used benchmarks, yet its most
attractive target is obviously the realm of what we called big
testsets, to which sophisticated or fine-grained techniques
cannot be applied. Some recent works [8, 27] have addressed
regression testing at “Google” scale by applying heuristics
that use historical or dependency information. Indeed, a
gap exists between academic (fine-grained) and practical
(coarse) approaches. Our results hint that FAST can help
reduce such gap and allows to use more refined criteria to
test prioritization even for big testsets.
To the best of our knowledge, this is the first proposal
to apply LSH techniques to address the growth of testing
problem dimensions. We expanded here the idea for TCP,
but we prospect a great potential for application of the same
techniques to other testing tasks. There are several problems
in testing that can leverage similarity computations. For
example, an immediate follow up study will address test
case selection that we did not include here for lack of space
and time. We expect that variants of FAST can allow for
efficiently selecting the most dissimilar test cases among
thousands or millions of test cases. Another possibility is that
of handling product lines, where huge numbers of product
variations need to be tested and FAST could help in quickly
finding the most diverse configurations among a large set.
Moreover, adopting multi-objective prioritization for FAST
could be a good point for future work: The FAST algorithm
could be adapted to consider other objective functions in
addition to dissimilarity, although it is to be evaluated how
this could affect the approach efficiency.
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