Abstract-In this paper, we present a non-iterative Kalman filtering algorithm that applies a dynamic adjustment factor on the Kalman filter gain to alleviate the negative effects of estimating speech model parameters from noise-corrupted speech. These poor estimates introduce a bias in the first component of the Kalman gain vector, particularly during the silent (non-speech) regions, resulting in a significant level of residual noise in the enhanced speech. The proposed dynamic gain adjustment algorithm utilises a recently developed metric for quantifying the level of robustness in the Kalman filter. Objective and human subjective listening tests on the NOIZEUS speech database were performed. The results showed that the output speech from the proposed algorithm has improved quality over the noniterative Kalman filter that uses noisy model estimates and is competitive with the MMSE-STSA method.
I. INTRODUCTION
The presence of corrupting noise in speech signals is a problem that degrades the performance of many speech applications such as speech coding, speaker recognition and speech recognition. Speech enhancement algorithms aim to suppress the level of corrupting noise in a speech signal so that the quality and intelligibility of the speech are improved. Speech enhancement is useful in many applications where corruption by noise is undesirable and unavoidable. Several speech enhancement methods have been reported in the literature, which include spectral subtraction [1] , MMSE-STSA (minimum mean square error, short-term spectral amplitude) estimation [2] , Wiener filtering [3] , subspace methods [4] , and Kalman filtering (in both acoustic [5] and modulation domains [6] , [7] .
The Kalman filter is an unbiased linear Minimum Mean Squared Error (MMSE) estimator, where the state vectors of a dynamic system are estimated using a linear combination of noise-corrupted observations and predicted state vectors. The predicted state vectors are computed as the output of a speech production model. Ideally, the speech model parameters, which are also known as Linear Prediction Coefficients (LPCs), should Manuscript received June 12, 2015; revised September 8, 2015. be estimated from the clean speech, which we refer to as the oracle case. However, in practice, the LPCs need to be estimated from the noise-corrupted speech. The presence of noise in the speech causes the LPC estimates to be poor, which adversely affects the performance of the Kalman filter. This is especially noticeable during the silent regions (i.e. when there is no speech), where the residual noise level is significantly high. Methods for dealing with poor estimates have been investigated previously, such as iterative Kalman filtering [8] where the LPCs are re-estimated using Kalman filter enhanced speech from a previous step or estimating parameters from speech that has been enhanced by another speech enhancement algorithm [9] . These methods have the disadvantage of computational delay due to the iterative process as well as the suffering from musical noise due to the variance of the parameter estimates. In a previous study [10] , we had identified how the bias in poor model parameters manifested itself during the operation of the Kalman filter and presented a simple technique of Chebychev windowing to reduce this bias. This study also showed that the temporal trajectory of the Kalman filter gain component is a useful indicator of Kalman filter performance.
In this paper, we propose an algorithm for reducing the bias in the non-iterative Kalman filter gain that is dynamic in nature, as opposed to the static adjustment provided by tapered windowing. This novel algorithm modifies the Kalman filter gain by utilising a robustness metric that was recently proposed by Saha, et al. [11] in the instrumentation literature. Objective tests and human subjective listening tests were performed using the NOIZEUS speech corpus [12] to evaluate the proposed algorithm for white noise and compare its performance against conventional Kalman filtering (both oracle and non-oracle) as well as the MMSE-STSA (short-time spectral amplitude) method.
II. PROPOSED KALMAN FILTER FOR SPEECH ENHANCEMENT

A. The Kalman Recursive Equations
If the clean speech is represented as x(n) and the noise signal as v(n), then the noise-corrupted speech y(n), which is the only observable signal in practice, is expressed as:
In the Kalman filter that is used for speech enhancement [5] , v(n) is a zero-mean, white Gaussian random noise that has a variance of σ v 2 and is uncorrelated with x(n). A pth order linear predictor (also referred to as an autoregressive model) is used to model the speech signal:
where a k are the LPCs and w(n) is the excitation signal, which is assumed to be a white and Gaussian random noise. By combining the speech production model with the noise corruption (1), we can represent the process as a state-space equation:
where A is the state transition matrix containing the model parameters,
T and c = [1 0 … 0] T are the measurement vectors for the excitation noise and observation, respectively [13] .
The Kalman filter recursively computes an unbiased and linear MMSE estimate ̂( | ) of the state vector at time n given the noise observation y(n), by using the following equations [13] :
During the operation of the Kalman filter, the noisecorrupted speech y(n) is windowed into non-overlapped and short (e.g. 20ms) frames and the LPCs and excitation signal variance 2 are estimated, with the latter given by:
where ( ) is the kth autocorrelation coefficient of the speech signal x(n). The LPCs and excitation variance remain constant during the Kalman filtering of speech samples in the frame, while the Kalman gain vector ( ), a posteriori error covariance P(n|n) and state vector estimate ̂( | ) are continually updated on a sample-bysample basis.
B. The Effect of Biased Speech Parameter Estimates
In Kalman filtering for speech enhancement, the enhanced speech sample is found by computing ( ), which extracts the first scalar component of the state vector.
We can simplify the analysis of the Kalman recursive equations by rewriting (8) in scalar form:
In order to examine the effect of biased speech parameter estimates on the performance of the Kalman filter, we will first examine the computation of the Kalman gain K(n). It can be shown that the inverse bracketed expression (also known as the innovation covariance) in (7) can be re-written in terms of scalar quantities:
where
represents the transmission of a posteriori error variances by the speech model from the previous time sample. Therefore, using similar scalar substitutions, the Kalman gain can be expressed as:
For the special case of no measurement noise present (i.e. 2 = 0), the Kalman gain is unity and according to (13) , the output speech sample is equal to the observed speech y(n). When we are in the silent regions where there is no speech present (i.e. 2 = 0 and 2 ( ) = 0), then K(n)=0 so no corrupting noise from y(n) is passed to the output.
When the LPC parameters ({a k } and 2 ) are estimated from noise-corrupted speech, these estimates become biased ({̃} and ̃2 ). Assuming that the noise v(n) is zero-mean, white and additive, using (10) , it can be shown that the biased excitation variance is approximately:
After substituting this into (15), we obtain the resulting Kalman gain:
When we consider the case of the Kalman filter operating in the silent regions (i.e. Fig. 1(c) shows the Kalman gain trajectories across time for a typical speech file from the NOIZEUS database (sp10) for both the oracle and noisy cases. It can be seen that in the oracle case, K(n) goes to zero in the silent regions and this results in no residual noise, since according to (13) , K(n) controls the contribution of the noisy observation y(n) in the final output. In the noisy case (i.e. where the LPCs are estimated from noisecorrupted speech), it can be seen that K(n) is biased at approximately 0.5 in the silent regions, therefore causing a portion of the noisy observation signal y(n) to pass through to the output.
C. Using the Robustness Metric to Reduce the Bias in
the Kalman Filter Gain Robustness refers to the ability of the Kalman filter to deal with uncertainties in the parameters of its dynamic model. In other words, a robust Kalman filter would mitigate the uncertainty or variance in the model by offsetting its contribution in favour of the observation data, when forming the a posteriori state vector estimate. In speech enhancement, the uncertainty or variance of the model relates to the ability of the low-order speech production model to estimate the clean speech. An example of this scenario occurs for voiced speech that has harmonic structure, where the low-order speech model is unable to capture the long-term correlation information. The mean square prediction error, which is also the excitation variance 2 , becomes high for voiced speech and hence, the Kalman filter enters into a robust mode of operation, where the observation data y(n) is favoured (i.e. K(n) is high). Another cause for the Kalman filter to operate in the robust mode is the use of biased estimates of LPCs {a k }.
The robustness metric 2 ( ) proposed in [11] allows us to quantify the level of robustness in the Kalman filter. Rewriting the 2 ( ) equation using the scalar Kalman filter variables:
We can see that 2 ( ) is computed as the proportion of the excitation variance (in the numerator) with respect to the total a priori prediction error (in the denominator). The larger the excitation variance, the closer 2 ( ) will approach unity. Fig. 2 shows a plot of 2 ( ) for two cases of LPCs estimated from clean speech (oracle) and noisy speech. We can see that the robustness metric for the oracle case varies depending on the voiced speech content, while it is quite high in the noisy case, where it is close to unity in the silent regions. The 'artificially' high robustness of the Kalman filter in the silent regions is detrimental to the overall quality of the enhanced speech since the noisy observation is favoured in order to mitigate a high variance model.
We note that all the quantities in (19) are squared quantities hence 2 ( ) will vary between 0 and 1. Therefore, we propose a Kalman filter gain adjustment factor that is based on the value of the robustness metric
where K'(n) is the adjusted Kalman filter gain component. To see how this affects the Kalman filter operation, we substitute (19) (with biased terms) and (17) into (20):
When comparing with (17), it can be seen that the biased excitation variance ̃2 is not present in the numerator of (21). Therefore, during the silent regions (where ̃2( ) = 0), the modified Kalman filter gain K'(n) is 0, rather than 0.5 for the unmodified case. 
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©2016 Int. J. Sig. Process. Syst. Fig. 3(a) shows the modified and unmodified Kalman filter gain components, K' 0 (n) and K 0 (n) respectively. The spectrogram of the enhanced speech from the proposed algorithm is shown in Fig. 3(b) , while the spectogram of speech enhanced using the MMSE-STSA method [2] is shown in Fig. 3(c) . We can see from Fig. 3(b) that the residual noise in the silent regions has been reduced in the proposed algorithm. A comparison of Fig. 3(b) and Fig. 3(c) shows that the speech from the proposed method suffers less from background residual noise, particularly in the silent regions, as compared to MMSE-STSA. The proposed method also scores a higher PESQ than the MMSE-STSA method on this particular speech file.
From Fig. 1(d) , we can see that there is residual noise in the speech regions of the Kalman oracle method. This is due to the presence of the noise in the innovation signal, which is passed through to the output due to a high Kalman filter gain value K(n) (as shown in Fig. 1(c) ). In comparison, we can see that the level of residual noise in the speech regions is lower in the proposed method (in Fig. 3(b) ), since the modified Kalman filter gain K'(n) has been lowered (as shown in Fig. 3(a) ). Therefore, the proposed modification in (21) has the added benefit of reducing noise in the speech regions as well, though this will have the effect of introducing some speech distortion as well.
III. EXPERIMENTAL SETUP
In our experiments, we use the NOIZEUS speech corpus, which is composed of 30 phonetically balanced sentences belonging to six speakers [12] . The corpus is sampled at 8 kHz. For our objective experiments, we generate a stimuli set that has been corrupted by additive white Gaussian noise at four SNR levels (0, 5, 10 and 15 dB). The objective evaluation was carried out using the PESQ (perceptual evaluation of speech quality) measure [12] .
The treatment types used in the evaluations are listed below (where p is the order of the LPC analysis): 1) Original clean speech (Clean); 2) Speech corrupted with white Gaussian noise (Noisy); 3) Kalman filter with LPCs estimated from clean speech, 20ms frames, p=10 (Kalman oracle); 4) Kalman filter with LPCs estimated from noisecorrupted speech, 20ms frames, p=10 (Kalman normal); 5) Proposed Kalman filter with dynamic gain adjustment, 20ms frames, p=10 (Kalman proposed); 6) MMSE-STSA method [2] (MMSE). In addition, a subjective evaluation was performed on the white Gaussian noise case at 10 dB SNR and is in the form of blind AB listening tests [14] to determine subjective preference, using the testing methodology outlined in [7] . The speech utterance was from a female speaker (sp27) ('Bring your best compass to the third class'). A total of 17 English speaking listeners participated in the subjective listening tests. Table I shows the average PESQ results for each of the enhancement methods. It can be seen that the Kalman oracle method achieves the highest PESQ since it uses LPC estimates computed from the clean speech for its speech model. Therefore, it can be interpreted as the ideal case and serves as an informal upper bound of speech quality. The PESQ scores for the Kalman normal method are only marginally better when compared with those with no enhancement. The PESQ scores of the proposed Kalman filter with dynamic gain adjustment can be seen to have improved considerably when compared with the Kalman normal method. The scores are also very similar to those of the Kalman oracle method, which suggests that the proposed method is quite successful at reducing the negative effects of LPC parameter bias. It also suggests that the speech distortion associated with the Kalman gain suppression in the speech regions has negligible impact on quality. Fig . 4 shows the mean subjective preference scores with 95% confidence intervals for all treatment types. We can see that the Kalman oracle method was highly preferred over all the other methods, followed by the Kalman proposed method and MMSE-STSA. In order to determine the statistical significance of the subjective test scores, a one-way ANOVA (analysis of variance) test (at the 5% significance level) was performed. The results of the ANOVA test are shown in Table II . The ANOVA test rejected the null hypothesis which stated that all the mean subjective scores were equal (at the 5% significance level). Tukey's Honestly Significant Difference test (shown in Table III) In this paper, we have proposed the use of a robustness metric to dynamically adjust the Kalman filter gain to alleviate the negative effects of poor estimates of the speech model parameters. Using temporal Kalman filter gain trajectories and spectrograms, the proposed method was shown to reduce the level of residual noise in the enhanced speech. Objective tests showed the proposed Kalman filter to have better enhancement performance over the non-oracle algorithm. Human subjective listening tests supported the quality improvements of the proposed method, with ANOVA and post-hoc analysis confirming these improvements to be statistically significant. Therefore, we believe that the use of the robustness metric shows good promise in refining the Kalman filtering-based speech enhancement in practice. The present study considered the enhancement of speech when it was corrupted by white noise only. Further work will be done for the coloured noise case.
IV. RESULTS AND DISCUSSION
