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Resumen: La predicción de palabras es uno de los sistemas más utilizados para ayudar a la 
escritura a personas con problemas físicos y/o lingüísticos. Últimamente la predicción de 
palabras se complementa con otras estrategias para mejorar su rendimiento como la expansión 
de abreviaturas o predicción de frases. En este artículo se presenta un sistema híbrido, de 
predicción de palabras y predicción de expansiones (es decir, se expande la abreviatura incluso 
antes de acabar de escribirla). En este sistema se permite al usuario abreviar o no cada palabra, y 
reducir la carga cognitiva requerida para su utilización, ya que no se necesita memorizar 
abreviaturas fijas para cada palabra. La eficiencia del sistema se evalúa en base al porcentaje de 
pulsaciones que ahorra con respecto a la escritura del mismo texto sin ayuda, mostrándose 
resultados de la predicción de palabras y de expansiones por separado y de la combinación de 
ambos. 
Palabras clave: Predicción de palabras, expansión de abreviaturas, predicción de expansiones, 
modelado del lenguaje, ayudas a la escritura y comunicación para personas con discapacidad. 
Abstract: Word prediction is one of the most commonly used systems to help to write people 
with physical and/or linguistic disabilities. In the newest systems, word prediction is 
complemented with other strategies to improve its performance, such as abbreviation expansion 
or phrase prediction. In this paper, a hybrid system with prediction of words and expansions is 
presented. Expansion prediction consists in expanding the abbreviation even before the user 
finishes writing it. This system allows the user to abbreviate or not a word, and reduces the 
cognitive load required for its use because it is not necessary to remember a fixed abbreviation 
for each word. The parameter used to evaluate the efficiency of the system is the percentage of 
keystrokes saved with respect to writing the text without help, and we include results of the 
word prediction, the expansion prediction and the combination of both.  
Keywords: Word prediction, abbreviation expansion, expansions prediction, language 
modeling, technical aids for writing and communication for people with disabilities. 
1 Introducción
La predicción de palabras consiste en ofrecer al 
usuario posibles terminaciones al fragmento de 
palabra que haya escrito, de forma que, si se 
predice la palabra que busca, seleccione la 
predicción y no necesite acabar de escribir la 
palabra. Es una de las técnicas más utilizadas 
para ayudar a escribir texto y comunicarse a 
personas con distintas discapacidades.
Inicialmente su objetivo era reducir el 
número de pulsaciones (y con ello el tiempo) 
que los usuarios con discapacidad física 
necesitaban para escribir un texto, pero estudios 
posteriores han demostrado que: no siempre se 
produce realmente una aceleración en la 
escritura (al menos en las etapas de uso 
iniciales), que los usuarios con problemas 
físicos valoran más la reducción de esfuerzo 
físico necesario para producir el texto y que los 
usuarios con problemas lingüísticos también 
podían utilizarlo para producir textos más 
correctos (Magnuson y Hunnicutt, 2002). 
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Para generar la lista de palabras predichas se 
utilizan diferentes técnicas de modelado del 
lenguaje como las descritas en (Allen, 1994). 
Numerosos sistemas usan modelos basados en 
n-gramas para generar las palabras predichas, 
como, por ejemplo, el descrito en (Lesher, 
Moulton y Higginbotham, 1999), que muestra 
unos resultados de 54,7% para trigramas con 
listas de predicción de 10 palabras para inglés. 
(Carlberger et al, 1997) presenta un sistema de 
predicción para sueco, inglés, danés, noruego, 
francés, ruso y español basado en ngramas y en 
información de las últimas palabras utilizadas 
(recency). En versiones previas, como la 
descrita en (Hunnicutt, 1989) utilizaban 
también información semántica en el proceso de 
predicción. En la versión siguiente han 
incorporado modelos de Markov para palabras 
y categorías (Hunnicutt y Carlberger, 2001) 
presentando un ahorro de pulsaciones para 
sueco de un 46% con una lista de 5 palabras 
predichas. En (Garay-Vitoria y Gonzalez-
Abascal 1997) se presenta un sistema basado en 
un chart parser, que más tarde han adaptado a 
las características particulares del vasco, idioma 
con un alto grado de flexión en (Garay-Vitoria, 
Abascal y Gardeazabal, 2002). En este último 
artículo proponen utilizar gramáticas con reglas 
que describan la sucesión de categorías que 
forman una categoría compuesta, y la 
predicción basada en morfemas con posibilidad 
de aceptación de palabras completas. El 
resultado que consiguen para vasco con listas 
de 5 palabras predichas es aproximadamente del 
43%. 
En la actualidad la predicción de palabras 
está siendo complementada con otras técnicas 
como la expansión de abreviaturas (Lesher y 
Moulton, 2005), (Willis et al., 2002) y (Willis, 
Pain y Trewin, 2005), y la predicción de frases 
(Väyrynen, Noponen y Seppänen, 2007). 
Los algoritmos de expansión de abreviaturas 
se pueden dividir en fijos y flexibles. En su 
gran mayoría desarrollan mecanismos de 
desabreviación automática y aceptan cierto 
margen de error como (Willis et al., 2002), 
(Willis et al., 2005). La diferencia fundamental 
de los sistemas del mercado y el descrito en 
(Palazuelos et al., 2006), que es evaluado en 
este artículo, es que los algoritmos de 
expansión de abreviaturas revisados 
anteriormente expanden una abreviatura 
después de que ésta haya sido escrita 
completamente, mientras que en este artículo se 
habla de predicción flexible de expansiones: se 
proponen expansiones al fragmento escrito de la 
abreviatura en curso (aunque no se haya 
acabado de escribir). Otra diferencia es que las 
palabras, en este trabajo, no tienen asignadas 
abreviaturas fijas, sino que cada persona puede 
abreviarlas como desee mientras siga ciertas 
reglas de compresión. También difiere de los 
anteriores en que propone un sistema de 
expansión directamente supervisado por el 
usuario, es decir, se predicen las expansiones a 
la vez que se escribe el texto y se muestran al 
usuario las candidatas para que él elija la 
deseada y la inserte, obteniendo así un texto 
final totalmente correcto, sin margen de error.  
La estructura del artículo es la siguiente: en 
primer lugar se describe brevemente la 
arquitectura del sistema de predicción de 
palabras y expansiones. A continuación se 
muestran los resultados de ambos sistemas de 
predicción por separado y combinados. 
Finalmente, se exponen las conclusiones. 
2 Descripción del sistema de predicción 
de palabras y expansiones 
El algoritmo de predicción (tanto de palabras 
como de abreviaturas) consta básicamente de 
tres bloques que son explicados en detalle en 
(Palazuelos, 2001) y (Palazuelos et al, 2006): 
? Diccionarios.
? Modulo de predicción. 
? Interfaz de usuario. 
Los diccionarios contienen palabras y 
unidades multipalabra y toda la información 
(gramatical y probabilística) que necesitan los 
métodos de predicción. El sistema contiene un 
diccionario general para castellano de más de 
150.000 entradas, y diccionarios temáticos y 
personales adaptables al usuario y a la temática 
del texto que se está escribiendo, que aumentan 
la probabilidad de predicción de las palabras 
que ya se han escrito en el texto o que han 
aparecido en textos sobre el mismo tema. 
Además, también se han entrenado de forma 
automática diccionarios para otros idiomas, 
como el inglés o el portugués.  
Los métodos de predicción, a partir del 
texto escrito por el usuario, proponen 
restricciones que deben cumplir las palabras 
siguientes (categoría gramatical y su 
probabilidad, concordancias, etc.). Los métodos 
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de predicción disponibles están basados en 
secuencias de hasta 6 palabras (n-gramas), hasta 
3 categorías (n-POS) y un analizador basado en 
una gramática independiente del contexto, cuya 
potencia ha sido aumentada de forma 
importante para soportar: gestión de 
probabilidades de reglas, ambigüedad 
(gramatical) de las palabras, posibilidad de que 
en la regla haya elementos (terminales o no 
terminales) opcionales, posibilidad de que los 
símbolos no terminales sean tanto categorías 
gramaticales como significantes o lemas 
(imponiendo las reglas de concordancia de 
rasgos adecuadas), posibilidad de prohibir un 
determinado significante o lema en una 
posición determinada de una regla, y un potente 
sistema de tratamiento de rasgos, que permite 
tanto controlar la concordancia entre los 
distintos símbolos (terminales y no terminales), 
como imponer o prohibir rasgos en cualquier 
símbolo de una regla. 
La interfaz de usuario se encarga de 
recoger el texto que está siendo escrito, recibir 
las restricciones de los métodos de predicción a 
partir de ese texto, obtener de los diccionarios 
el listado de palabras que cumplen dichas 
restricciones y mostrarle las más probables al 
usuario como listado de palabras predichas.  
La
Figura 1 muestra un teclado virtual que 
incluye los algoritmos de predicción de palabras 
y de expansiones. La predicción, además, está 
incluida en otros sistemas de ayuda a personas 
con discapacidad como el sistema de 
comunicación Comunicador, aplicación de 
acceso gráfico a mensajes descrita en 
(Palazuelos 2005), o PredWin, editor de texto 
con acceso por barrido muy utilizado en España 
por la comunidad de personas con graves 
discapacidades físicas (Palazuelos 2001). 
Figura 1: Ventana de edición de la aplicación 
Comunicador, incluyendo la lista de palabras y 
expansiones predichas tras escribir “Tel” 
A partir de la información de los 
diccionarios y los métodos de predicción, el 
algoritmo de predicción de palabras mostrará al 
usuario las palabras más probables que 
comiencen exactamente por el fragmento 
escrito de la palabra en curso, y cumplan las 
restricciones impuestas por los métodos de 
predicción.
El algoritmo de predicción de expansiones 
propuesto tiene un funcionamiento similar al de 
predicción de palabras, pero, a la hora de 
comparar el fragmento escrito de la palabra en 
curso con las palabras del diccionario, aplica 
una serie de reglas de expansión, tales como: 
? Aplicación de los heurísticos más 
frecuentes, por ejemplo, fonéticos o de 
sustitución (x=por). 
? Búsqueda en diccionarios por similitud 
de cadena teniendo en cuenta que puede 
haber letras eliminadas.
? Expansión fija por medio de tablas de 
pares abreviatura-expansión. 
? Se está estudiando la inclusión de 
aprendizaje automático de 
abreviaturas, aunque el hecho de que 
el sistema sea flexible hace que el 
aprendizaje se reduzca a los heurísticos 
y las tablas fijas. 
El algoritmo de expansión es explicado en 
detalle en (Palazuelos et al., 2006). 
3 Evaluación automática del sistema 
La importancia de la predicción radica, no sólo 
en su capacidad para acelerar la tasa escritura o 
la comunicación, sino también en el aumento en 
la calidad del texto generado por una persona, y 
la disminución del esfuerzo, tanto físico como 
cognitivo, necesario para escribirlo. Estos y 
otros resultados se muestran en (Magnuson y 
Hunnicutt, 2002) en un estudio a largo plazo, en 
el que se pudo constatar tanto la reducción en el 
número de pulsaciones como la aceleración en 
la escritura a lo largo de los 13 meses de 
duración del experimento. 
La disminución en el esfuerzo cognitivo, 
(especialmente en personas con dislexia, que 
cometen demasiadas faltas de ortografía o con 
cualquier otro problema que provoque que 
generen textos de baja calidad) es muy 
difícilmente evaluable de forma automática, y 
se deja la valoración a expertos que puedan 
comprobar el aumento en la calidad de los 
textos generados. Este aumento en la calidad 
suele conllevar un aumento en la cantidad, ya 
que los usuarios se sienten más capaces de 
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escribir textos correctos, y se produce una 
realimentación positiva en el proceso. 
En cuanto a la evaluación de la disminución 
del esfuerzo físico que se produce por la 
realización de las pulsaciones necesarias para 
escribir el texto, la métrica que mejor lo refleja 
es el porcentaje de ahorro de pulsaciones con 
respecto a la escritura sin ayuda de predicción. 
Este parámetro sí puede ser evaluado de forma 
automática.
Hemos de considerar que, además de los 
muchos factores que influyen en la eficacia de 
la predicción (tanto el idioma, como la 
configuración del sistema de predicción o de la 
propia interfaz donde esté instalado (Palazuelos 
et al., 1999) como subjetivos por preferencias 
del usuario), si el sistema de predicción no es 
capaz de predecir la palabra adecuada y reducir 
el número de pulsaciones necesarias, los demás 
factores serán irrelevantes (Trnka et al., 2005). 
Por eso es tan importante realizar una 
evaluación automática del porcentaje de 
pulsaciones ahorrado. 
Para realizar una evaluación automática del 
sistema, se utiliza un modelo de usuario que 
simula a una persona escribiendo texto y 
eligiendo siempre las predicciones correctas 
cuando se muestran (usuario perfecto). Se toma 
el texto carácter a carácter y se llama al 
algoritmo de predicción que hace una propuesta 
de las posibles palabras predichas después de 
escribir cada letra. Si alguna de estas palabras 
se corresponde con la que se está intentando 
escribir, el sistema la elige, contabilizándola 
como palabra predicha correctamente y 
acumulando el ahorro de pulsaciones que 
produce.
La selección de los textos de entrenamiento 
y prueba constituye uno de los aspectos más 
importantes a la hora de realizar la evaluación 
de cualquier técnica de procesamiento del 
lenguaje natural (PLN) y se realiza teniendo en 
cuenta aspectos explicados en (Palazuelos, 
2001). En esta serie de experimientos se 
deseaba evaluar la calidad en la escritura de 
texto (uso habitual de PredWin, editor de texto, 
y del teclado virtual, dos de las aplicaciones 
donde está incluida la predicción), no de 
conversación (como Comunicador). Se utilizó 
un texto de prueba resultado de la combinación 
de varios cuentos, con una longitud de 2000 
palabras, teniendo en cuenta que los usuarios de 
estos sistemas, con graves discapacidades 
físicas, normalmente no escriben textos muy 
grandes en cada sesión.  
Como referencia se contabiliza la cantidad 
de pulsaciones necesaria para escribir el texto 
sin ningún algoritmo de ayuda cuyos datos se 
muestran en la Tabla 1. 
Nombre texto de prueba “Cuentos variados” 
Número de palabras 2000 
Num. pulsaciones para 
escribirlo sin ayuda 
11969 
Tabla 1: Datos sobre el texto de prueba 
3.1 Evaluación automática del 
algoritmo de predicción de palabras 
En el primer experimento se utiliza predicción 
de palabras, con 5 candidatas en la lista de 
predicción, sin ningún tipo de ayuda gramatical, 
solamente la información estadística contenida 
en el diccionario general (de más de 150.000 
entradas) obteniéndose los resultados que se 
muestran en la Tabla 2. 
Nombre texto de prueba “Cuentos variados” 
Número de palabras 2000 
Núm. pulsaciones con 
predicción de palabras sin 
ayuda gramatical 
7937 
% ahorro de pulsaciones 33,68% 
Tabla 2: Resultados de la predicción de 
palabras sin ayuda gramatical 
Posteriormente se introduce el análisis 
gramatical basado en secuencias de categorías 
gramaticales (POS, parts of speech), bipos y
tripos (Allen, 1994). 
Tabla 3: Resultados de la predicción de 
palabras usando tripos 
Nombre texto de prueba “Cuentos variados” 
Número de palabras 2000 
Num. pulsaciones para 
escribirlo con predicción de 
palabras utilizando tripos 
7701 
% ahorro de pulsaciones 35,65% 
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Según puede verse en la Tabla 3, el ahorro 
de pulsaciones mejora en un 1,97 % con 
respecto al anterior. 
Si, además, incorporamos la utilización de 
los n-gramas y el diccionario del texto en curso, 
el ahorro es mucho mayor como podemos 
observar en la Tabla 4. 
Nombre texto de prueba “Cuentos variados” 
Número de palabras 2000 
Num. pulsaciones con 
predicción de palabras 
utilizando tripos, n-gramas 
y diccionario en curso 
7243 
% ahorro de pulsaciones 39,48% 
Tabla 4: Predicción de palabras con tripos, n-
gramas y el diccionario de texto en curso 
Los resultados de la Tabla 4 muestran que al 
utilizar los n-gramas, además de los bipos, 
tripos y el diccionario de texto en curso, se 
produce una mejora de un 3,83% respecto a los 
resultados obtenidos aplicando solo tripos y de 
un 5,8% si no se aplica ningún mecanismo de 
ayuda gramatical durante la predicción.  
3.2 Evaluación automática del 
algoritmo de predicción de expansiones 
Los parámetros de evaluación son los mismos 
que para la predicción de palabras. La 
evaluación automática es realizada con un 
modelo de usuario más complejo que el de la 
predicción de palabras, ya que debemos 
considerar que escribe texto abreviado. Por esto 
necesitamos utilizar dos ficheros: el texto con el 
que deseamos realizar la evaluación y su 
versión abreviada. 
Debido a la dificultad para disponer de 
corpus paralelos abreviados y sin abreviar, ha 
sido necesario implementar un proceso para 
comprimir automáticamente los ficheros de 
prueba, aplicando las siguientes técnicas de 
compresión (que intentan imitar en lo posible 
las estrategias de compresión habituales de los 
usuarios de teléfono móvil):  
? Las palabras más frecuentes se 
comprimen aplicando heurísticos 
(fonéticos, etc.)
? Se eliminan las letras cuyo porcentaje de 
aparición en el texto supere un 2% 
? Se incluye una estrategia de compresión 
fija con tabla, es decir, si una palabra o 
secuencia de palabras está en dicha tabla, 
se sustituye directamente por la 
abreviatura asociada.  
? Las palabras menos frecuentes se 
mantienen sin comprimir, ya que la 
probabilidad de que el sistema las 
descomprima es reducida. Debemos 
considerar que deseamos un texto 
totalmente libre de error, es decir, que si 
la abreviatura se acaba de escribir y no se 
ha descomprimido, el sistema simulará 
un retroceso, y reescribirá la palabra sin 
comprimir (sumando las pulsaciones 
necesarias para realizar todo este 
proceso). Si al comprimir el texto 
dejamos sin abreviar las palabras menos 
frecuentes este proceso se elimina, o al 
menos se reduce, penalizando menos los 
resultados. Hemos de tener en cuenta que 
los usuarios también comprimen 
poco/nada las palabras poco frecuentes, 
para evitar que quien lea el mensaje 
pueda pensar que la abreviatura se 
corresponde con otra palabra más 
frecuente.
Este archivo comprimido es el utilizado para 
realizar la evaluación automática. No obstante 
se realizarán futuras evaluaciones con usuarios 
reales donde se espera conseguir mejores 
resultados, teniendo en cuenta que la 
inteligencia del usuario hará que utilice la 
estrategia óptima en base al funcionamiento de 
la expansión. 
Además, se ha incluido en la evaluación otra 
circunstancia que también puede darse en casos 
reales: si el usuario está utilizando el sistema 
para comunicarse, necesita velocidad y que el 
texto sea comprensible, aunque no sea perfecto, 
y premiará la rapidez a la corrección total. En 
este caso puede que no corrija las abreviaturas 
que no se expandan si el texto resultante se 
puede entender sin dificultad. Se ha introducido 
esta posibilidad en el sistema, y en los 
experimentos se proporcionan también 
resultados considerando que puede haber 
margen de error (abreviaturas sin 
descomprimir).
En esta serie de experimentos se ha utilizado 
el mismo texto de prueba que en los 
experimentos anteriores. A continuación se 
evalúa el ahorro de pulsaciones aplicando 
Evaluación Atomática de un Sistema Híbrido de Predicción de Palabras y Expansiones
151
únicamente el algoritmo de predicción de 
expansiones, haciendo uso de tripos y n-gramas 
aplicadas a los diccionarios general y personal. 
Los resultados obtenidos se muestran en la 
Tabla 5. 
Nombre texto de prueba “Cuentos variados” 
Num. pulsaciones con 
predicción de expansiones 
sin error 
6461 
Ahorro de pulsaciones 46,01% 
Tabla 5: Predicción de expansiones sin error 
Si no se tienen en cuenta los retrocesos, es 
decir, si se admite un cierto porcentaje de 
abreviaturas sin descomprimir (margen de 
error), los resultados obtenidos se muestran en 
la Tabla 6. 
Nombre texto de prueba “Cuentos variados” 
Num. pulsaciones con 
predicción de expansiones 
con error 
6415 
Ahorro de pulsaciones 46,40% 
Tabla 6: Predicción de expansiones con error 
Estos resultados se obtuvieron con un 
porcentaje de error de un 0,6%, muy bajo 
respecto a otros sistemas revisados como el 
descrito en (Shieber y Baker, 2003) que 
presenta un 3%. 
Según puede apreciarse, el sistema de 
predicción de expansiones sin error obtiene un 
ahorro de pulsaciones de un 46,01% y con error 
se ahorra un 46,40%, implicando un incremento 
del 0,39% en el ahorro de pulsaciones. Además, 
se puede observar que las mejoras con respecto 
a la predicción de palabras (Tabla 4) son de 
6,53% y 6,92% respectivamente. 
3.3 Eficacia de la combinación de los 
algoritmos de predicción de palabras y 
expansiones
Es posible configurar el modelo de usuario para 
que se pueda introducir texto normal y 
abreviado, y el programa es capaz de generar 
una lista de posibles palabras predichas 
combinando las propuestas de los algoritmos de 
predicción de palabras y expansiones. 
En esta sección se evalúa la eficacia de la 
combinación de estos dos algoritmos con 
respecto a la utilización de cada uno de ellos 
por separado. Se comparan los resultados dando 
prioridad a cada uno de los algoritmos de 
predicción. Esto quiere decir que en cada 
experimento se puede decidir cual de los dos 
algoritmos será el primero en realizar la 
propuesta de palabras predichas, y si una vez 
rellena esta lista de posibles palabras, esta no 
está completa, se llama al otro algoritmo de 
predicción para que la complete con su 
propuesta. Es decir, por cada letra que 
introduzca el usuario, se mostrará una lista de 
cinco posibles palabras procedentes del 
algoritmo prioritario o de los dos.  
En la Tabla 7 se muestran los resultados 
obtenidos al darle prioridad al algoritmo de 
predicción de expansiones frente al de 
predicción de palabras. Según puede apreciarse, 
los resultados mejoran un 3% respecto a la 
aplicación del algoritmo de predicción de 
expansiones por sí solo, sin tener en cuenta 
errores.
Nombre texto de prueba “Cuentos variados” 
Num. pulsaciones ambos 
algoritmos prioridad 
expansión  sin error 
6094 
Ahorro de pulsaciones 49,08% 
Tabla 7: Combinación de algoritmos dando 
prioridad a la predicción de expansiones 
Por otro lado, si se da prioridad a la 
predicción de palabras, los resultados obtenidos 
se muestran en la Tabla 8. 
Nombre texto de prueba “Cuentos variados” 
Num. pulsaciones 
ambos algoritmos 
prioridad predicción  sin 
error
5606 
Ahorro de pulsaciones 53,16% 
Tabla 8: Combinación algoritmos dando 
prioridad a la predicción de palabras 
En este caso el ahorro de pulsaciones mejora 
más de un 4% con respecto a los resultados 
obtenidos dando prioridad a la predicción de 
expansiones.
4 Conclusiones
En este artículo se evalúa la eficacia de los 
algoritmos de predicción de expansiones y 
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palabras que se utilizan en varios sistemas de 
ayuda a la escritura y comunicación para 
personas con discapacidad. Para realizar la 
evaluación automática de los algoritmos 
presentados se ha diseñado un modelo de 
usuario capaz de simular la entrada de texto en 
cada caso. 
En primer lugar se exponen los resultados 
obtenidos aplicando sólo el método de 
predicción de palabras. La introducción de 
información gramatical permite que no se 
presenten al usuario predicciones 
gramaticalmente incorrectas, y esto produce una 
mejora en los resultados obtenidos de un 
1,97%, además de una mejora subjetiva en la 
calidad apreciada por el usuario. En el siguiente 
experimento, además de los tripos, se utilizan 
los n-gramas y el diccionario personal, logrando 
un ahorro de pulsaciones de un 39,48% que 
equivale a una mejora de un 3,83% respecto al 
método anterior. 
Posteriormente se evalúan los resultados 
considerando que el usuario escribe texto 
abreviado y se aplica el algoritmo de 
predicción de expansiones. También se 
considera si se admite un margen de error en 
el texto o no (el porcentaje de error obtenido no 
supera el 0,6% en ningún caso). El ahorro de 
pulsaciones obtenido sin error fue de un 
46,01% mejorando los resultados obtenidos con 
los algoritmos de predicción de palabras en un 
6,9%.  
La combinación de los dos algoritmos de 
predicción permite que el usuario introduzca 
texto abreviado o texto normal, y produce los 
mejores resultados cuando se da prioridad a la 
predicción de palabras con un ahorro de 
pulsaciones en el orden de un 53,16% libre de 
error, lo cual supera en un 4% al algoritmo que 
da prioridad da la predicción de expansiones, en 
más de un 7% al mejor de los algoritmos de 
predicción de expansiones y en casi un 14% al 
mejor algoritmo de predicción de palabras. 
Por último, debemos considerar que la 
introducción de estos algoritmos en el sistema 
de ayuda a la escritura y/o comunicación no 
sólo ofrece ventajas cuantitativas en base al 
ahorro de pulsaciones, sino que también da 
flexibilidad al usuario a la hora de abreviar, 
permitiendo que comprima cada vez de una 
manera diferente y no necesite recordar la 
abreviatura asignada a cada palabra, por lo 
tanto, reduce la carga cognitiva que supondría 
memorizarlas. 
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