Introdution
Let R(A) be the range of a matrix or an operator. The equation AXB * − BX * A * = C was studied by Yuan [1] and Xu et al. [2] , for finite matrices and adjointable operators between Hilbert C * -modules respectively, under the condition that R(B) ⊆ R(A). When A equals an identity matrix or identity operator, this equation reduces to XB * − BX * = C, which was studied by Braden [3] for finite matrices, and Djordjević [4] for the Hilbert space operators.
In this paper, we turn our attention to the equations axb * − bx * a * = c where a, b, c and x are elements of a ring R with involution. This point of view emphasizes the purely algebraic nature of the problem without regard to specific properties of matrices or bounded linear operators, and reveals the intrinsic simplicity of the solutions. Thus the equations are studied in a greater generality and in a transparent environment.
A novel feature of our paper is that the results for finite rectangular matrices and adjointable operators between Hilbert C * -modules are derived from theorems for rings with involution using the method of embedding decribed in Section 3.
Having established preliminary settings in Section 1, we study the equation AXB * − BX * A * = C in Section 2 in the setting of rings with involution, giving necessary and sufficient conditions for the existence, and the general form of these solutions based on Moore-Penrose inverses.
Section 3 is concerned with the extensions of the preceding results to finite rectangular matrices with entries in a ring with involution, and to adjointable operators between Hilbert C * -modules. This is achieved by embedding the rectangular matrices as blocks into the ring of square matrices of the same order, and by embedding rectangular operators via operator matrices into the ring of operators acting on the same space. This shows that our work is genuinely a generalization of previous results, and a progress in the theory of equations in this type.
Preliminaries
Throughout this paper, ring R will always mean an involution ring with a unit 1 = 0 such that 2 is invertible in R. An involution * is a unary operation a → a * on R preserved by the addition ((a + b) * = a * + b * ), reversed by the multiplication ((ab) * = b * a * ) and satisfying (a * ) * = a and 1 * = 1. If R is a ring with involution and a ∈ R, we say that b ∈ R is a Moore-Penrose inverse of a, or MP-inverse for short, if it satisfies the Penrose equations [6] : Proof. Proof. For any r ∈ R, 2r = (1 + 1)r = r + r = r(1 + 1) = r2. Multiplying 2 −1 from both left and right sides of the equality above, we get r2 −1 = 2 −1 r as desired.
Since, moreover, it can be easily checked that 2 −1 + 2 −1 = 1 in R, we can see that 2 −1 functions just as number " 
, which will be very useful in the calculations later.
General solutions to the equation axb
* − bx * a * = c
in the setting of rings with involution
In this section, we will study the general solutions to Eq.(2.8) below in the general setting of rings with involution.
Thus d is MP-invertible and
Then the general solution x ∈ R to the equation
is of the form
where v ∈ R is arbitrary.
In view of (2.5) and the definition of d, we have
It follows that Φ(v) is a solution to Eq.(2.1).
On the other hand, given any solution x ∈ R to Eq. (2.1), let v = x. Then since
We have proved that the general solution to Eq.(2.1) has a form Φ(v) for some v ∈ R.
is a solution to the equation
if and only if
Proof. If x 0 is a solution to equation (2.8), then obviously c * = −c and since d = E b a, in view of (2.3) to (2.5) we have
Therefore,
Conversely, suppose that (2.9) is satisfied. Let x 0 be defined by (2.7). Then as c * = −c and d = E b a, we have
which means that x 0 is a solution to Eq.(2.8).
GENERAL SOLUTIONS TO EQUATION axb
Now, we arrive at the most important result of this paper. 
, where v ∈ R is arbitrary, and x 0 and Φ(v) are defined as the following, respectively:
If we replace a,b, and c by 1, a and b, respectively. From Theorem 2.5, we get the following corollary. In which case, the general solution x to Eq.(2.13) is of the form
Similarly, for the equation
we also have the following corollary. In which case, the general solution x to Eq.(2.16) is of the form
where w ∈ R is arbitrary.
3. The embedding: from rings to rectangular matrices and adjointable operators between Hilbert C * -modules
In this section, we will use the method described in [5] to extend the results for ring R with involution to the rectangular matrices over R and adjointable operators between Hilbert C * -modules. The results of the preceding section apply to square matrices of the same order n over a ring R as these form a ring R n×n under the usual matrix operations and with the involution defined as involute transpose. Suppose that A ∈ R m×n , B ∈ R p×m and C ∈ R m×m , consider the equation
The embedding of Eq. Now consider the equation
which can also be expressed in the following detailed matrix form, So we have the following lemma.
Lemma 3.1. Let A ∈ R m×n , B ∈ R p×m and C ∈ R m×m , let a, b and c be defined by (3.2) , and let k = m + n + p. 
Then it is a work of direct calculation to get the following theorem, which was obtained by [1] in the case of real matrices.
Theorem 3.2. Let R be a ring with involution, let A ∈ R m×n , B ∈ R p×m be MP-invertible and
is a solution to Eq.(3.1) if and only if
In which case, the general solution X to Eq.(3.1) is of the form X = X 0 + Φ(V ), where V ∈ R n×p is arbitrary, and Φ(V ) is defined by (2.6 ).
Now we turn to the case of adjointable operator between Hilbert C * -modules. Let H 1 , H 2 and H 3 be Hilbert C * -modules, let A ∈ L (H 3 , H 2 ), B ∈ L (H 1 , H 2 ) and C ∈ L (H 2 ) be adjointable operators. The solvability of the equation Note that in Hilbert C * -modules, if A ∈ L (H 3 , H 2 ) is MP-invertible, then R(B) ⊆ R(A) is equivalent to AA † B = B, and that for any operator A, A is MP-invertible if and only if R(A) is closed. From Theorem 2.4, we reobtain the following theorem, which was first given in [2] .
