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ABSTRACT 
Spatio-temporal  databases  have  achieved  a  high  attention.  Nevertheless,  there  is  a  little  work  on  this  kind  of 
databases in distributed environment. This paper presents an on-line parallel algorithm to workload using MVR-tree 
index on the CREW RAM parallel model. The algorithm makes a distribution of the objects that more frequently 
change  either  their  position  or  their  form.  Empirical  results  compare  our  strategies  with  the  sequential 
approximation. Results show an important saving on recovered nodes using parallel computing. 
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1.    INTRODUCTION 
Spatio-temporal databases  have reached a high attention,  it because they involve two  inherent attributes in the 
objects of the real world. These attributes are the time and the space. Thus, an object is characterized by its positions 
along the time [1]. This type of objects makes necessary to have data spatio-temporal in a database, which can be 
managed by computational applications. An example of this application type can be a fleet of taxis, where it is 
necessary to know the position of them in a particular instant of time. It allows to respond questions such as, which 
are taxis more close to the Concepción’s Armas square? or which are taxis more close at the BB-3455(it could 
require support)[2]. An important aspect is the tendency of the spatio-temporal databases to be very large. For 
instance, a geographical map can use several storage gigabytes [3].     
The queries most common in spatio-temporal databases are, time-interval, and time-slice queries [4]. Time-slice 
queries recover all the objects, which are inside of space range, in a particular instant of time.  Time-interval queries 
extend the idea of time-slice queries considering several consecutives instants of time. All queries allow to represent 
the objects in movement, which are based on snapshot representations.   
An important characteristic to mention, it is that spatio-temporal database involves a large volume, as a result a high 
cost of algorithms in order to respond and update queries are needed. A way to improve the performance of this type 
of database, it is distributing the database (Distributed Database) and using parallel computing. 
 
 
2.    PROBLEM FORMULATION 
There are some approaches of spatio-temporal databases in parallel environment. In [5] the parallel computing is 
applied in order to use R-tree and MVR-tree indexes. The main goal is to obtain a mechanism of concurrence 
control for a Data Warehouse. Nonetheless, parallel computing is used mainly like storage mechanism; therefore the 
efficiency in a parallel environment is omitted. 
In [6], several parallel computing strategies for the queries time-interval on spatio-temporal databases are showed. 
Moreover, in [7], a model of cost on MVR-tree index in a CREW PRAM parallel environment is proposed.  In this 
work, the model is checked with empirical results, using time-slice and time-interval queries.  
Nonetheless, today it is not possible to find approaches to the workload problem on spatio-temporal databases in a 
parallel  environment.  With  respect  to  this  issue,  we  present  preliminary  results  using  an  on-line  algorithm  to 
workload in a real time. 
 
 
3.    CONTRIBUTIONS 
The main contribution of this paper is an on-line algorithm, which distributes the objects that more frequently either 
change their position or change their form. This algorithm uses a cost function, which determine in any particular 
time, re-distributes the objects on all processors. The purpose is to have an efficient workload in real time.  
In  order  to  verify  the  performance,  we  compared  three  scenarios;  the  first,  it  is  the  sequential  version  (one 
processor). The second scenario is a parallel environment where the distribution of the objects is done a circular 
way. The final scenario is a parallel environment using the on-line algorithm to workload. The empirical results are 
analyzed and showed in this paper. IJRRAS 10 (3) ● March 2012  Gutiérrez-Soto & al. ● Workload on Spatio-Temporal Databases 
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This paper is organized as follows. In section 2, we provide a context for spatio-temporal access method. In Section 
3, we introduce our approach. In the Section 4, the empirical results are analyzed. Finally, the conclusions are 
presented in section 5. 
 
4.    SPATIO-TEMPORAL DATABASE 
The spatial access methods manage rectangles multidimensionales (typically 2D or 3D) and they are designed to 
evaluate queries for spatial range. These methods recover all the objects that respond to the requeriment of queries. 
The R-tree index is not only one of the methods of access multidimensional more studied but also one of the more 
known. Futhermore, R-Tree has been used by SABD products (Systems of Administration of databases), such as 
Oracle and Postgres. A R-tree is a natural extension of a B-tree [8] for spatial objects (points and regions) [9], [10]. 
In a R-tree, a node corresponds to a page or disk block. The nodes leaves of a R-tree contain entrances in the way 
<MBR,oid>, where oid is the spatial object identificator, and MBR (Minimun Bounding Rectangle) corresponds 
multidimensional rectangle minimun, which contains to the spatial object. The internal nodes (nodes no-leaves), 
contain entrances in the way <MBR, ref>, where ref is the corresponding node son in the R-tree and, MBR is the 
minimum rectangle that contains all the rectangles defined in the entrances of node son. 
The Figure 1.(a) shows four 2D rectangles R1, R2, R3 and R4, together with the nodes MBR of the corresponding 
R-tree (nodes with capacity 2), which are shown in the Figure 1.(b). Based on their spatial proximity, R1 and R2 are 
gruped together in the node N1 (whose father is in R5) and R3, R4 are in N2 (whose father is R6). Given a query for 
spatial range or window query qR (the gray rectangle of the Figure 1.(a), the objects recovered for this query (R1, R2 
and R3), are those nodes whose MBR are intersection with qR, like in the example. In the Figure 1.(c), it is possible 
to see the tree corresponding to the Figure 1.(a). 
A method of spatio-temporal access allows to retrieval all objects whose spatial attribute changes their position and 
form through the time. 
An access method to spatio-temporal database is the multiversion R-tree (MVR-tree) [11]. In MVR-tree an entrance 
has the form <MBR, tst ,ted, ref>, where [tst ,ted] involves the time alive, for instance, the time interval during which 
an object is alive (ted =" *, implies that the entrance is either still alive or in the same position in the actual time).  
Each entrance of a node leaf MBR denotes the MBR of the objects, while the entrances in the internal nodes cover 
all the entrances of the alive children that are near with their corresponding periods of alive. The semantics of r.ref is 
similar to the simple R-tree.   
The Figure 2.(a) shows an example where R1 move to a new position R1' in the instant of time 5 (therefore R5 
change to R5'), an the Figure 2.(b) illustrates the MVR-tree.  The R-trees (logical) for the interval of time [1,4] cover 
entrances in the nodes N1, N2, N4 (you can note the alive periods of the entrance of the parents), while it begins 
from  the  instant  of  time  5,  the  logical  trees  consist  of  the  nodes  N5  and  N3,  which  replace  to  N4  and  N1, 
respectively. It is possible to appreciate that N2 is shared (it is the son of the nodes N4 and N5) due to none of their 
objects changed their position. The algorithm to evaluate queries of type time-slice or time-interval to MVR-tree, it 
is the same to common R-tree except that the search is executed in the possible logical trees for the query. 
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Figure 1. Example of R-tree 
 
 
Figure 2. MVR-tree 
 
5.    OUR APPROACH 
 
5.1. Cost Model for MVR-tree 
In this section, cost model to the MVR-tree structure is described, which allows to predict the costs of the spatio-
temporal queries in a parallel environment. This cost model assumes that the movements of the objects are evenly 
distributed in the time. 
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5.1.1 Cost of queries in a MVR-tree 
In this section the cost model to the access method MVR-tree is summarized [4]. This model allows to obtain the 
performance for MVR-tree queries.   
Without loss of generality, we assume that features of objects are distributed in a unit universe [0,1]
d. Where d is the 
dimensionality of the space (for a B-Tree, d=1). A query q of the type time-interval can be represented as q(qk, qt), to 
indicate its feature range qk and temporal interval qt, qk.  
Let N be the number of objects stored in a MVR-tree. 
 
 
Symbols  Definition 
DISTi  Object distribution at the timestamp i 
T  Number of all the timestamp in history 
f  Fanout of a node R-tree 
Ki  Total number of nodes at level i 
Ei  Evolution rate at level i 
b  Capacity of a node 
Psvo  Strong version overflow for b 
Mi  Number of level i nodes alive 
 
The model considers that in the instant of initial time (instant 1) the N objects are distributed in a range [0,1]
d, 
according with a distribution that we denominated DIST1.    
) 1 (    T M E M K i i i i                        (1) 
The reason behind this Ec. (1), it is there are Mi nodes at the level i, which all are alive. Then, in each instant of next 
timestamp, EiMi corresponds to the created nodes. When a new node is created, the previous node dies. Thus, the 
cycle of live for both nodes is disjoint and continuous [12]. 
Let sk be the spatial range corresponding to the range limited by all the entrances s, such as s is a spatio-temporal 
object. Let st be the period of time when s is valid. Then, a query q(qk,qt), a node s(sk,st) should be visited if and only 
if it intersects q(qk, qt ); that is, sk intersects qk and st intersects qt . In other words, the probability that s will be 
visited is identical to the probability that s(sk, st ) intersects q(qk, qt ), which we refer to as prob(s, q). Let probespacial 
be, the probability with a feature spatial, and Let probtemporal be, the probability with a feature in a temporal ranges.  
Considering a space of two dimensions, it is possible to obtain: 
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Where Di is the density of the MBR at the level i.   
  On the other hand, the probtemporal is related with the range of evolution of the nodes. Let Pi be the total number of 
nodes at the level i whose cycles of life are intersection with the node qt , and Ki the number of nodes created in the 
level i, then we have: 
 
i i temporal K P prob /                                       (6) 
 
Based (1), (4), (5) and (6) [4][13], the number of nodes accessed in a MVR-tree in time-interval query is: IJRRAS 10 (3) ● March 2012  Gutiérrez-Soto & al. ● Workload on Spatio-Temporal Databases 
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Where 
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 corresponds to the algebraic representation of the Ei, where a is the agility and b is the 
capacity of the node. 
 
5.1.2  Cost of queries on MVR-tree in a parallel environment 
The Ec. (7) obtains the number of accessed nodes for the time-interval queries in a processor where a MVR-tree is 
stored partially. Using the Ec. (7) is possible to obtain the total cost of accessed nodes in a CREW PRAM parallel 
model, which is expressed in the Ec. (9) [6]. The Ec. (9) is a direct application of the paradigm Time of Work on 
models of PRAM parallel computing [14], which it is expressed as: 
) ( ) (
) (
1
n W n W
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  
Where W(n) corresponds to the work complexity and S(n) is the complexity of the parallel steps in order to obtain 
the solution. That is, replacing W(n) for NATotalParallel(q) and S(n) by P, it is possible to obtain the Ec. (8) [7]. 
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Definition 1. Let BD be a spatio-temporal database and let T be a set of timestamp in BD. Thus,  
      T t t t t s s s s s s s s BD s t t S t t k k t t oid oid M                   2 1 1 2 2 1 , | ) , (
2 2 1 1  
Where siod correspond to oid of the object, sk is the spatial component and st is the time component. That is, SM 
([t1,t2]) is the set of all objects that change either their position or form in any time in BD. 
 
Definition 2.  
      T t t t t s s s s s s s s BD s t t S t t t t k k iod oid S                   2 1 1 2 2 1 , | ) , (
2 2 1 1  
That is, Ss ([t1,t2]) is the set of all objects that change neither their position nor form in some particular instant of time 
in BD. 
 
Definition 3. Let Q be a set of queries over BD in some particular instant of time t , such as  T t  
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M
q  is the set of queries over objects that change either their position or their form.  
 
Definition 4. Let Q be a set of queries over BD in some particular instant of time t , such as  T t  
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q  is the set of queries over objects that change neither their position nor their form.  
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5.1.3  On-line Algorithm to workload  
The on-line algorithm to workload operates in the main processor or master processor. Here, the main processor 
distributes the same query in all processors. Besides, this processor is the responsible to receive all answers of the 
other processors and to coordinate the communication way among them. 
The issue to workload in a parallel environment is not easy to resolve, because it depends of several variables, in 
particular of the communication and coordination among the processors. 
In our particular case, the optimal algorithm knows all information; that is,   )) , ( ( 2 1 t t S U M
M
q ,   )) , ( ( 2 1 t t S U s
s
q . 
Therefore,  with  the  optimal  algorithm  is  possible  to  know  if  the  most  of  the  queries  had  executed  over 
 ) , ( 2 1 t t SM and then it is possible to distribute   ) , ( 2 1 t t SM  over all processors. Whit that, the workload is ideal 
when 
2 / 1
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2 ) ( q M M      is the minimal for all processors. Thus, the function to workload can be defined as: 
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It is important to notice that the cost of communication, coordination and, insertion in order to distribute the objects 
again, it is not consider here. Moreover, in the function is used de  M  and  S 
because with them it is possible to 
obtain the standard deviation minimum by the off-line algorithm. 
In the same way, it is possible to obtain the function on-line algorithm. 
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Therefore, the competitive of our approach can be seen as: 
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Where  com  is  the  cost  of  the  communication,  and  insert  is  the  cost  to  re-built  the  MVR-tree  in  a  parallel 
environment 
The  cost  of  the  communication  is  trivial  to  calculate.  Moreover,  the  cost  to  built  again  the  MVR-tree  in  all 
processors is not difficult and there are many works that point out this issue [4],[8],[13]. 
It is important to mention that the cost to obtain the standard deviation, as well as variance, can be extremely 
expensive to calculate in a real application. There, we can express our approach of the simple way as Table 1. IJRRAS 10 (3) ● March 2012  Gutiérrez-Soto & al. ● Workload on Spatio-Temporal Databases 
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6.    EXPERIMENTAL RESULTS 
6.1. Experimental environment 
 
In this section three scenarios of workload are analyzed, the first scenario is the sequential version, here time-
interval and time-slice queries are executed in one processor. The second scenario, is the execution of queries in a 
parallel  environment  with  a  initial  circular  distribution  without  strategy  of  workload.  The  final  scenario  is  the 
execution  of  queries  in  a  parallel  environment  using  our  on-line  algorithm  to  workload.  The  main  goal  of 
experimental scheme is to corroborate the decrease of the quantity of accessed nodes in parallel environment, in 
particular, when it is possible to use an efficient on-line algorithm to workload issue. 
The experimental evaluation was carried out in one machine with  8 processors (core Xeon processor X5365 (quad 
core by processor)) 2.92 Ghz,  8 GB RAM, 140 GB HDD SAS, run on Rocks cluster 5.1 operative system. In order 
to examine the performance of our approach, three experiments were executed.  The implementation used is a free 
version of MVR-tree in C++ implemented by Yufei Tao. The programming language used was MPI, in particular 
way MPICH-1 version. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
6.2 Experimental Results 
In general, for the three experiments, the main objective was to measure the save of accessed nodes corresponding to 
the insertion of 23.264 objects with a 10% of mobility. The number of timestamps for the objects was 10 (without 
consider the time 0), which it was possible to obtain a total insertion 46.520. The number of queries executed was 
100 for the time-interval queries and 100 for the time-slice queries. In the case of time-interval queries, the queries 
were done over random interval from 0 and 10, considering different time instant in each query. 
The  experimental  results  for  this  experiment  correspond  to  the  sequential  version,  here  96.539  objects  were 
recovered for the time-interval queries and 92.791 objects were recovered for the time-slice queries. 
 
Experiment 1 
In this experiment were used 4 processors, here the distribution on the objects were done in a parallel environment 
1) without on-line algorithm to workload and 2) with the on-line algorithm to workload. In the first case, without on-
line algorithm, the maximum number of the accessed nodes for time-slice queries was 3.324. With respect to time-
interval queries, the number of the accessed nodes was 8.474. In the second case, using the on-line algorithm, the 
TABLE I 
ON-LINE  ALGORITHM TO WORKLOAD IN SPATIO-TEMPORAL.   
 
00    On_line_workload(q, t, s, insertion(s,s’,t),λ,P) 
01            if INSERTION(S,S’,T)==1 
02                      if s є SM 
03                         SM=SM U s  
04                     else  SS=SS U s 
05             else if q є UqM 
06                           UqM = UqM +q     
07                        else 
08                           UqS = UqS +q   
09                         Parallel_answer(q) 
10                Г=   Г+1 
11           if λ== Г 
12              if  (  |SM  |/  |UqM    |<<  |SS  |/|  UqS|  &&  P*NATotalParallel  (UqS  U  UqM) 
>=Insertion(N/P) 
13                    +   Communication ) 
14                  For each Pi Processor do 
15                          Insertion (SM / P) 
16                          Insertion (SS / P) 
17                          Г=0 
18                   end do 
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number of the accessed nodes for the time-slice queries was 2.820, while that the number of the accessed nodes for 
the time-interval queries was 6.774. In the figure 3, it is possible to see the saving percentages average, in the 
schema with on-line algorithm is possible to  obtain a 52,67% average for the time-interval queries, while that in the 
schema without on-line algorithm , it is possible obtain a 39,79% average for the time-interval queries. 
Otherwise, in the figure 4, we can observe that standard deviation average for the time-interval queries using the on-
line algorithm was 8,77; while that the standard deviation average for the time-interval queries without the on-line 
algorithm was 11,30. For the cases of the time-slice queries the standard deviation average are very similar, 2,92 for 
the scheme with the on-line algorithm and 2,96 in the other case. 
 
Experiment 2 
In this experiment were used 8 processors, here and the same way that in the experiment 2, the distribution on the 
objects  were done in a parallel environment 1)  without on-line algorithm  to  workload and 2)  with the on-line 
algorithm to workload. In the first case, without on-line algorithm, the maximum number of the accessed nodes for 
time-slice queries was 2.245. With respect to time-interval queries, the number of the accessed nodes was 4.494. In 
the second case, using the on-line algorithm, the number of the accessed nodes for the time-slice queries was 1.968, 
while that the number of the accessed nodes for the time-interval queries was 3.373. In the figure 3, it is possible to 
see the saving percentages average, in the schema with on-line algorithm is possible to  obtain a 75,12% average for 
the time-interval queries, while that in the schema without on-line algorithm , it is possible obtain a 67,71% average 
for the time-interval queries. 
Otherwise, in the figure 4, we can observe that standard deviation average for the time-interval queries using the on-
line algorithm was 4,7; while that the standard deviation average for the time-interval queries without the on-line 
algorithm was 5,6. For the cases of the time-slice queries the standard deviation average are very similar, 2,40 for 
the scheme with the on-line algorithm and 2,48 in the other case. 
 
Experiment 3 
In this experiment were used 16 cores. In this experiment is possible to appreciate that experimental scheme is the 
same that in both previous experiment. Here, it is important to mention that each core can be seen as one processor, 
because,  we  aim  to  analyze  the  measures  of  the  accessed  nodes  more  than  execution  time.  1)  without  on-line 
algorithm to workload and 2) with the on-line algorithm to workload. In the first case, without on-line algorithm, the 
maximum number of the accessed nodes for time-slice queries was 1.534. With respect to time-interval queries, the 
number of the accessed nodes was 3.167. In the second case, using the on-line algorithm, the number of the accessed 
nodes for the time-slice queries was 1.299, while that the number of the accessed nodes for the time-interval queries 
was 2.559. In the figure 3, it is possible to see the saving percentages average, in the schema with on-line algorithm 
is possible to  obtain a 81,14% average for the time-interval queries, while that in the schema without on-line 
algorithm , it is possible obtain a 77,561% average for the time-interval queries. 
Otherwise, in the figure 4, we can observe that standard deviation average for the time-interval queries using the on-
line algorithm was 4,20; while that the standard deviation average for the time-interval queries without the on-line 
algorithm was 2,00. For the cases of the time-slice queries the standard deviation average are very similar, 2,40 for 
the scheme with the on-line algorithm and 1,92 in the other case. 
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Figure 4. Standard deviation average 
 
7.    CONCLUSION 
In this paper, we have presented a first approach for on-line algorithm in order to obtain an efficient workload in a 
parallel computing environment, in particular CREW PRAM model. The algorithm detects which are the objects 
that change either their position or their form. The algorithm uses a cost function with the purpose to distribute in an 
efficient way the dinamic objects. Therefore, it is possible to have a good workload. Moreover, our experiments 
confirm 1) mainly, there are a significative save in accessed nodes for the time-interval queries and 2) it is possible 
to obtain a more equitative worload. 
We find these results gratifying, and we believe that it is a good approach to the workload problem. Otherwise, we 
can believe that it is possible to have a better performance  adjusting the parameters of our algorithm. 
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