We present a method for finding all subgraphs whose occurrence is significantly enriched in a particular class of graphs while correcting for multiple testing. Although detecting such significant subgraphs is a crucial step for further analysis across application domains, multiple testing of subgraphs has not been investigated before as it is not only computationally expensive, but also leads to a great loss in statistical power. Here we solve both problems by examining only testable subgraphs, which dramatically reduces the number of subgraph candidates, yet all significant subgraphs are detected. Moreover, we exploit the dependence between testable subgraphs by considering the effective number of tests to further increase the statistical power. Our experiments show that the proposed methods are faster and are statistically more powerful than the current state-of-the-art approach.
Introduction
A graph is one of the most general data types to represent structured objects, and massive amounts of structured data are now available as graphs across a wide range of domains, such as chemical compounds in PubChem [4] , biological pathways in KEGG [15] , protein structures in PDB [2] , and social networks on the web. Analyzing such graph databases has evolved into an important research topic in machine learning and data mining. Graph databases often include two or more distinct classes of graphs and, in many application domains, the ultimate purpose is to discover significant subgraphs that are statistically significantly more frequent in one particular class of graphs than in another; that is, the P value of this subgraph determined from the observed number of occurrences in a class of graphs does not exceed the predefined significance level α. For instance, chemists want to identify a key substructure of chemical compounds which is significantly associated with a particular activity, e.g., anticancer activity, to design a new drug [28] , and biologists seek for a substructure of proteins required for a certain family of ligands for a better understanding of docking mechanisms.
Finding such significant subgraphs remains an open problem so far, as multiple (hypothesis) testing of all subgraphs causes two severe problems: (1) How to test millions if not billions of subgraph candidates in a reasonable time, which usually scales exponentially in the size of the graphs; and (2) How to manage the multiple testing problem, that is, to bound the family-wise error rate (FWER), the probability of having one or more false positives among all subgraphs, when testing a massive number of subgraphs simultaneously for significant enrichment. This means that, even if we control the false positive rate (Type I error) under α in an individual subgraph, the FWER is 1 − (1 − α) m for m independent subgraphs, and this causes serious false positive problems for large m.
Our goal in this article is to present efficient strategies to detect significantly enriched subgraphs while correction for multiple testing.
A common solution to the multiple testing problem is Bonferroni correction [5] , which divides the significance threshold by the number of tests performed, called the Bonferroni factor. However, the large number of candidate subgraphs (tests) leads to an extremely small significance threshold after Bonferroni correction, which dramatically reduces the statistical power, the ability to detect subgraphs that are truly significantly enriched (true positives). Furthermore, Bonferroni correction requires to know the exact number of tests that were performed, that is, the number of all distinct subgraphs in a given dataset. This problem is extremely expensive to solve, as subgraph isomorphism checking, which is known to be NP-complete, is needed for all pairs of graphs and candidate subgraphs, whose number itself scales exponentially with the number of nodes in each graph.
Here we reduce this computational effort by considering the testability of subgraphs. A subgraph is called untestable if it can never be significantly enriched independent of which graphs in the database it occurs in. Interestingly, Tarone [29] and others [30] pointed out that we can ignore such untestable objects without changing the family-wise error rate (FWER); it is sufficient to consider only testable objects for multiple testing correction when dealing with categorical data, whose test statistics has discrete distribution. We show that this concept of testability helps to dramatically reduce the number of candidate subgraphs, that is, the Bonferroni factor, while strictly controlling the FWER for multiple testing. Moreover, we further reduce the Bonferroni factor and gain the statistical power using the effective number of tests to exploit the dependence between subgraphs, which has been developed in statistical genetics [20, 22] .
The task of finding significant subgraphs is related to well known frequent subgraph mining [6, 14, 21, 36] , where the task is to find all subgraphs that occur in at least θ percent of all graphs in a database. Although the objective is different (significance versus pure frequency), we show that algorithms for frequent subgraph mining can be used to efficiently enumerate all testable subgraphs. This paper is organized as follows: We present our method in Section 2; we formulate the significant subgraph mining problem in Section 2.1, introduce the concept of testability in Section 2.2, propose new algorithms to solve the problem in Section 2.3, and introduce the effective number of tests in Section 2.4. We discuss related work in Section 3 and evaluate our algorithms on real data in Section 4. Finally, we summarize our contributions in Section 5.
Method
Given a set of graphs. A graph G is mathematically defined as an ordered pair of vertices V (G) and edges E(G) ⊆ V (G)×V (G), and a graph H is a subgraph of G, denoted by H G, if its vertex set V (H) is a subset of V (G) and its edge set E(H) is a subset of E(G) and is restricted to its vertices, that is,
Our notation is summarized in Table 1 .
In the following we assume that our datasets of graphs comprises two classes of graphs, but our results also transfer to more than two classes when considering one-versus-rest classification, that is enrichment of a subgraph in one class versus all others.
Significant Subgraphs
Let G and G be two sets of graphs, where the number of graphs |G| = n and |G | = n with n ≤ n without loss of generality. Then, for each subgraph H G with G ∈ G ∪ G , its statistical significance, that is, the P value, with respect to binary classification into these two groups G and G is determined by the 
The set of vertices of G E(G)
The set of edges of G H G H is a subgraph of G G, G A set of graphs |X| Cardinality of X n (resp. n ) Cardinality of G (resp. G ): n = |G| and n = |G | x (resp. x ) Frequency of H in G (resp. G ):
The set of testable subgraphs:
The minimum possible frequency σ min satisfying ψ(σ min ) < α σ max
The maximum possible frequency n s(H)
The set of significant subgraphs m eff
The effective number of tests within the testable subgraphs
Fisher's exact test, whose null hypothesis is that the occurrence of the subgraph H is independent from the class membership of G. Suppose that x and x are frequencies of H in G and G , respectively, that is, x = |{H G | G ∈ G}| and x = |{H G | G ∈ G }|. These frequencies of H can be represented as the following 2 × 2 contingency table.
Occurrences
Non-occurrences Total
The probability q(x) of obtaining these counts x and x is given by the hypergeometric distribution:
Note that this q can be viewed as a function of x since the degree of freedom is 1 if n, n and x + x are known; x can be automatically determined if x is given. Finally, the P value is obtained as the sum of all probabilities of more extreme cases, that is, P L and P R of left and right tail events for a one-tailed test are given as
and P D of a double tail event for a two-tailed test [3] is as
We call a subgraph H a significant subgraph if its P value is smaller than the predetermined significance level α.
Testable Subgraphs
Now let us consider finding all subgraphs that are significantly enriched in one of two sets of graphs, G and G . The straightforward way is to enumerate all subgraphs from G ∪ G and to compute their P values based on Fisher's exact test (or a similar test, e.g., a chi-squared test). However, this procedure is problematic due the well-known multiple hypothesis testing problem. If we test m subgraphs with significance level α, the probability of finding at least one significant subgraph by chance, called family-wise error rate (FWER), is 1 − (1 − α) m if subgraphs are independent, which rapidly increases as m increases and could produce many false positives. Thus for multiple testing we have to correct the significance level α in each test to control the FWER.
The most common method for multiple testing correction is Bonferroni correction [5] , which simply uses a significance level of α/m in each test such that the resulting FWER is smaller than α. The number of tests (in our case, subgraphs) m is called the Bonferroni factor. Despite its popularity, the Bonferroni is known to be too conservative in many cases, that is, the statistical power (sensitivity) becomes too small, due to the fact that the Bonferroni correction assumes independence between all tests. The problem is even more extreme in our application: As m is the huge number of subgraphs tested, the Bonferroni corrected significance threshold α/m is so small that hardly any subgraph might ever reach significance.
Interestingly, by considering the testability of subgraphs, we can reduce the Bonferroni factor and gain more power while controlling the FWER. This result was originally presented by Tarone [29] and recently revisited by Terada et al. [30] in the context of gene regulatory motif discovery. To see this, first we analyze the minimum achievable P value of a subgraph H. Let
which is the frequency of H in the whole set of graphs G ∪ G , and assume that f (H) ≤ n (this is a reasonable assumption for real-world data. See Section A if this does not hold). Then if the marginals f (H), n, and n are fixed, the minimum P value, denoted by ψ(f (H)) = ψ • f (H), is achieved for the most biased case when
for a one-tailed test, and this value is doubled for a two-tailed test (the proof is straightforward, see Section A). This means that if the minimum P value ψ • f (H) is larger than the significance threshold, this subgraph H can never be significant regardless of the class membership of the graphs it occurs in. Tarone's insight is that such untestable subgraphs do not increase the FWER, and hence we can exclude them from candidate subgraphs and reduce the Bonferroni factor. Formally, let H be the set of subgraphs
which is the number of subgraphs whose minimum P value is smaller than α/k. Let k rt satisfy
that is, the rounded root of m(k rt ) − k rt ; it has to be rounded as the domain of k rt is restricted to natural numbers. Since m(k) monotonically decreases as k increases, we have m(k) − k > 0 for all k < k rt and m(k) − k ≤ 0 for all k ≥ k rt . Then we can see that FWER ≤ α is kept even if we reduce the Bonferroni factor from |H| to m(k rt ) since we have
As a result, we have the set of testable subgraphs τ (H), which is given by
and our task of detecting all significant subgraphs is achieved by finding the root k rt and enumerating the set τ (H) of testable subgraphs.
Enumeration of Testable Subgraphs
To use Tarone's results for our purpose, the challenge is now to efficiently compute all testable hypotheses, that is all testable subgraphs. Here we show how to use frequent subgraph mining to enumerate all testable subgraphs. Frequent subgraph mining algorithms find all subgraphs whose frequencies are higher than the user specified threshold σ (or its ratio θ = σ/(n + n )). Since the minimum P value ψ is a monotonically decreasing function (the proof is provided in [30, Supporting Text 4]), we have ψ • f (H) ≤ ψ(σ) for every frequent subgraph H.
Proposition 1
The set of testable subgraphs τ (H) coincides with the set of frequent subgraphs for the threshold σ rt such that
In the following, we present four variants to efficiently find this (rounded) root frequency σ rt and enumerate all testable subgraphs. Note that every single method gives exactly the same root frequency and testable subgraphs, resulting in the same significant subgraphs. Our search procedures can be combined with any of the many algorithms for frequent subgraph mining (an FSM algorithm for short), e.g., with AGM [14] , gSpan [36] , Mofa [6] , or Gaston [21] , as long as they report actual frequencies of detected frequent subgraphs.
An important property of our search algorithms is that they require a significance level α as an input but do not require to set the frequency threshold, which is attractive, as it is often difficult to find an appropriate frequency threshold for a particular learning problem in practice.
One-pass search
The first method is to apply an FSM algorithm only once to get the full spectrum of subgraphs. Since the root frequency should satisfy ψ(σ rt ) < α, we can compute the minimum possible frequency σ min satisfying ψ(σ min ) < α from n and n . Then, we run an FSM algorithm with this frequency σ min . The mining process might be expensive since this σ min is usually small, resulting in an exponentially large number of frequent subgraphs that may include many untestable subgraphs. But once we finish mining and obtain the actual frequency f (H) for all detected frequent subgraphs H, we can easily obtain the root frequency, for example, by sorting the subgraphs according to their frequencies and checking them one by one, starting with the smallest frequency.
Algorithm 1 One-pass search
Input: Datasets G, G and significance level α Output: All significant subgraphs σ min ← 1 while ψ(σ min ) > α do σ min ← σ min + 1 end while // σ min is the minimum possible frequency H(σ min ) ← {H ∈ H | f (H) ≥ σ min } // This set is obtained by running an FSM algorithm with the threshold σ min
Algorithm 2 Decremental search (LAMP search)
Input: Datasets G, G and significance level α Output: All significant subgraphs σ rt ← n // the maximum possible frequency repeat
This set is obtained by running an FSM algorithm with the threshold σ rt
The second approach is to decrease the frequency from the maximum possible value until reaching the root frequency. This strategy is used in LAMP by Terada et al. [30] to find testable itemsets. That is to say, start from the maximum possible frequency σ max = n and repeatedly run an FSM algorithm while decreasing the threshold σ one by one as long as the resulting frequent subgraphs satisfy
at some frequency σ, the root is σ − 1. This search is expected to be more efficient then the above one-pass search since mining with high frequency is usually much cheaper than that with low frequency and we do not need to run the miner with a frequency threshold lower than σ rt − 1.
Incremental search
Instead of decreasing the frequency, here we newly propose the opposite strategy, that is, increasing the frequency one by one. We use an additional trick, early termination of an FSM algorithm for frequencies σ < σ rt . For such a frequency σ, we know in advance that the number of admissible subgraphs at this frequency is at most α/ψ(σ) -if it is larger, we know that σ cannot be the root frequency. Thus during
Algorithm 3 Incremental search
Input: Datasets G, G and significance level α Output: All significant subgraphs σ rt ← 1 while ψ(σ rt
the process of subgraph mining, we are able to terminate it as soon as the number of subgraphs exceeds this value. The whole process is as follows: We start from the minimum possible frequency σ min and repeatedly apply an FSM algorithm while increasing the threshold σ one by one, as long as the search process terminates early. Otherwise if mining is finished at some frequency σ, we have found the root. This approach is also expected to work efficiently, as the number of admissible subgraphs is quite small if the frequency σ is small. Therefore we can quickly increase the frequency and, moreover, we have to finish the full mining process only once (i.e., without early termination), for the frequency σ rt .
Bisection search (LEAP search)
Since our task can be viewed as a root-finding problem, we can apply the well-known bisection method as our fourth approach. This strategy is used in LEAP by Yan et al. [35] to obtain top-k subgraphs in terms of a user specified objective function in which a statistical test can be used, yet without multiple testing correction. Thereby we exploit only its search strategy to find the root frequency. It repeatedly bisects an interval of possible frequencies and select a subinterval in which the root frequency lies. First we set the interval [a, b] from the minimum possible frequency a = σ min to the maximum possible frequency b = σ max = n. We run an FSM algorithm with the frequency σ = (a + b)/2 and set a = σ if the mining process terminates earlier, and b = σ otherwise, and repeat the process until a − b = 1. Here we can also use the early termination with the number of admissible subgraphs proposed in the incremental search above. This technique enables us to gain more efficiency and to determine whether or not the current frequency σ is larger than the root. This method could potentially reduce the number of frequencies to be examined compared to decremental and incremental search.
Effective Number of Tests
Many subgraphs are expected to be highly correlated with each other due to subgraph-supergraph relationships. To exploit the dependence between subgraphs and further increase the power, we use the effective number of tests. In theŠidák correction [27] for multiple testing, the significance level α for each test is
Algorithm 4 Bisection search (LEAP search)
Input: Datasets G, G and significance level α Output: All significant subgraphs σ min ← 1 while ψ(σ min ) > α do σ min ← σ min + 1 end while σ max ← n // the maximum possible frequency σ rt ← (σ min + σ max )/2 repeat Run an FSM algorithm with the threshold σ rt with monitoring the number m of frequent subgraphs if m > α/ψ(σ rt ) while the process then Terminate the mining process else
if the last mining process was terminated then σ rt ← σ max // σ rt is the root frequency end if
given as 1 − (1 − α)
1/m for m independent tests. This means that if we have m tests and some of them are correlated, only m eff < m tests, defined by
are effective for controlling the FWER [20] , hence m eff can be used as a reduced Bonferroni factor. This m eff is called the effective number of tests and estimation methods, such as the Cheverud-Nyholt estimate [22] , have been proposed in particular in statistical genetics. We directly estimate the significance level α for each test by random permutations of class labels. Although this method gives the optimal estimation of m eff in theory, its drawback is the high computational cost O(mh) (m = |H| in our case), where h is the number of iterations. Here we overcome the drawback by considering only testable subgraphs. Since we can ignore untestable tests (subgraphs) for controlling the FWER, we apply the above permutation-based estimation to only testable subgraphs. The complexity reduces to O(|τ (H)|h), which is expected to be much cheaper than O(|H|h) if we can eliminate many untestable subgraphs. We set the number of permutations as 1,000 throughout the paper, which is recommended for α = 0.05 [8] and commonly used [20] .
Related Work
The statistical significance of subgraph occurrence in networks has been investigated before, first in specific application domains, such as social networks [33] and gene regulatory networks [25] , and the formulation was later extended to general graphs [12, 19, 23, 35] . In all of these studies, however, the significance is defined using a random database, that is, the P value of a subgraph is the probability of its frequency being larger than the user specified threshold under a certain distribution of graphs and, to the best of our knowledge, no study directly detects subgraphs that are significantly associated with class memberships of graphs. Moreover, our method overcomes the following three drawbacks of previous approaches: (1) Their P values depend on the frequency threshold, which is often difficult to determine in practice, while our method requires only the significance level α; (2) Their P value computation requires a distribution of graphs, which is not trivial to estimate, while our method does not need to consider such a distribution and can still calculate the exact P values; (3) To the best of our knowledge, all previous studies did not consider the multiple testing problem, which leads to many false positives, while our method strictly controls the FWER.
Subgraph detection has also been intensively studied in graph classification, where subgraphs are used as features to describe graphs. This means that each graph G is represented as a feature vector in which each feature corresponds to another graph H and the value is one if the graph H is a subgraph of G and zero otherwise. The general objective is to find informative subgraphs for discrimination to improve the accuracy of the subsequent classification, which can also be viewed as a supervised feature selection problem. A number of methods have been proposed, for example, gBoost [17] and a Lasso based method [31] . Note that, however, in classification we do not need to control the FWER (false positives) as long as we can build a good classifier, while our ultimate goal in this paper is to detect key substructures for a better understanding of the target phenomenon and the FWER must be controlled to avoid false positives for further investigation in application domains.
Multiple (hypothesis) testing is a classical problem in statistics, with Bonferroni correction [5] being the most prominent correction technique. Since Bonferroni correction is known to be too conservative, other correction methods have been proposed, for instance, Holm's correction [13] . However, these methods also require the exact number of tests (subgraphs) for correction, which is highly expensive to compute in subgraph detection. Another approach is to use random subsampling to estimate the correction factor [11] , but this also needs high computational cost if the number of tests is massive. Controlling the false discovery rate (FDR) [1] is recently becoming popular as an alternative to the FWER, which leads to more power in multiple testing. However, it also requires the exact number of tests and hence is also highly expensive to compute.
Experiments
We examine our methods on real-world graph data and compared them to the brute-force approach and two state-of-the-art approaches (LAMP and LEAP) in our framework. The brute-force naïvely enumerates all subgraphs whose frequencies are larger than 1 to set the Bonferroni correction factor. Notice that, with respect to assessing the quality of results, that is, the number of significant subgraphs, the brute-force can only be our comparison partner, since there exists no method for finding significant subgraphs with controlling the FWER by multiple testing correction. On the efficiency side, we compare the brute-force and our four search strategies, in which two of them (incremental LAMP search and bisection LEAP search) are the state-of-the-art approach.
Throughout the experiments, we work with labeled undirected graphs, that is, each graph G is undirected and is equipped with a mapping L : V (G) ∪ E(G) → Z, where Z is the set of node and edge labels. As an FSM algorithm, we employ Gaston [21] since it is reported to be one of the fastest FSM algorithms [34] . We integrated our search strategies into Gaston, which are written in C++ and compiled with gcc 4.6.3. The significance level α is always set to 0.05 and a two-tailed test is used. We repeated 1, 000 permutations to obtain the effective number of tests. We used Ubuntu version 12.04.3 with a single 2.6 GHz AMD Opteron CPU and 512 GB of memory. All experiments were performed in the R environment, version 3.0.1.
Datasets
We used 8 real-world graph datasets: PTC(MR), MUTAG, ENZYMES, D&D, and four NCI datasets, where ENZYMES and D&D are proteins and others are chemical compounds. Statistics of these datasets are summarized in Table 2 . All datasets have been used in previous studies [18, 26, 38] . Graph nodes are labeled in all datasets and edges are also labeled except for ENZYMES and D&D.
The PTC (Predictive Toxicology Challenge) dataset 2 contains data of 601 chemical compounds in total (including training and test sets), which is originally designed for a prediction challenge of carcinogenic effects. Graphs are classified according to their carcinogenicity assayed on rats and mice. We assume that graphs labeled as CE, SE, or P as positive, and those of NE or N as negative, the same setting as in [16, 38] . The dataset is divided into four overlapping subsets according to their animal models: male rats (MR), female rats (FR), male mice (MM), and female mice (FM). We used only MR in this paper since the properties of other datasets are similar.
MUTAG [9] is a dataset of 188 mutagenic aromatic and heteroaromatic nitro compounds, which are classified into two classes of mutagenically active or inactive on the bacterium Salmonella typhimurium.
ENZYMES is a dataset of protein tertiary structures used in [7] , which consists of 600 enzymes, extracted from the BRENDA database [24] . Each enzyme is classified into one of six Enzyme Commission top level enzyme classes (EC1 to EC6). We classified enzymes from EC1 to EC3 to one class, and from EC4 to EC6 to the other for our binary classification problem.
D&D is a dataset of 1178 protein structures created by Dobson and Doig [10] , and they are classified into enzymes and non-enzymes. As we can see in Table 1 , the size of each graph in this dataset is relatively large compared to the other datasets 3 . NCI (National Cancer Institute) datasets contain data of chemical compounds that are classified according to their anti-cancer activity [32] . Datasets are numbered by their bioassay IDs. NCI1 is balanced subsets, which is often used in the literature [18, 26] , and the others are the full sets retrieved from the official website 4 .
Number of Significant Subgraphs
First we compare the Bonferroni correction factors and our reduced correction factors, that is, the number of testable subgraphs |τ (H)| and that of effective subgraphs m eff , and evaluate the improvement of our method in terms of the power for detecting significant subgraphs. In each dataset, we varied the maximum node size of subgraphs from 4 to 16 and without size bound ("Limitless"). The resulting correction factors are plotted in Figure 1A and the numbers of significant subgraphs we detected are in Figure 1B . There are some missing values in the plots, in particular results of the Bonferroni factor (red cross marks), due to a huge amount of computation time. These plots clearly show that, in all datasets, our correction factor is much smaller than the Bonferroni factor and the difference between them becomes larger as the maximum subgraph size increases. In particular in PTC(MR) and D&D, our factors become stable in large maximum subgraph sizes while the Bonferroni factors increase exponentially. The reason might be that, as large subgraphs tend to have small frequencies in general, most of them become untestable. Moreover, we can confirm that in all datasets correction factors are further reduced using the effective number of tests. This is why many subgraphs are highly correlated with each other due to subgraph-supergraph relationships.
In terms of the number of significant subgraphs, we can find more subgraphs due the reduced correction factor across our datasets. On several datasets the effect is dramatic, such as MUTAG, ENZYMES or D&D, where our methods find thousands of significant subgraphs missed by the standard Bonferroni correction. In PTC(MR), one cannot find any significant subgraphs by the Bonferroni correction when the maximum subgraph size is larger than 6, but one can detect 2 to 4 (testable) or 3 to 8 (effective) significant subgraphs by our factors. Moreover, the number of significant subgraphs in the Bonferroni factor rapidly decreases in the D&D dataset as the maximum subgraph size increases, while numbers are stable in our methods even if the maximum subgraph size is unlimited. Since it is often difficult to know the appropriate maximum subgraph size beforehand in practice, this is another advantage in practical applications. It should be noted that in NCI220 the number of significant subgraphs shows an interesting behavior, that is, significant subgraphs are detected only if the maximum subgraph size is 10 or 11 (testable) and from 10 to 16 (effective). The reason is that the size of these significant subgraphs is 10 or 11 and we cannot detect them if the maximum subgraph size is smaller than that. Furthermore, these subgraphs are no longer significant if the maximum subgraph size gets larger due to the increase of the correction factor. they are no longer significant if the maximum subgraph size becomes higher due to increase of the correction factor.
Efficiency
Next we analyze the efficiency of our search strategies compared to the brute-force and the state-of-the-art (LAMP and LEAP). The resulting running times are plotted in Figure 1C and are summarized in Table 4 as RMSD (root mean square deviation) to the best (fastest) running time on each dataset and for each maximum subgraph size. In addition, we also plot the running time of computing the effective number from testable subgraphs by 1,000 permutations. The results clearly show that all four searches using the testability are faster than the brute-force algorithm. This means that reducing the number of subgraph candidates using the testability of them contributes not only to effectiveness in terms of finding significant subgraphs but also the efficiency of the whole process. Furthermore, our new incremental search is one to two orders of magnitude faster than the other state-ofthe-art search strategies (decremental LAMP and bisection LEAP) and more than two orders of magnitude faster than the one-pass and the brute-force on average. In contrast, the decremental LAMP search is slow, whose speed is similar to the one-pass on average, and is often even slower than the brute-force. The reason is that in practice the root frequency σ rt is relatively small (around 20, see Table 3 ) and hence the decremental search needs to repeat an FSM algorithm many times until reaching this frequency. This is also the reason for the efficiency of the incremental search as it can quickly find the root frequency. Although the bisection LEAP search is faster than the decremental and the one-pass on average, it is slower than the incremental search. The reason is the same as in the discussion above, that is, the root frequency is usually small and it tends to repeat subgraph mining with high frequencies. The running time for computing the effective number of tests is faster than the above mentioned search of testable subgraphs in most cases. This means that the testability also contributes to the efficiency of computing the effective number of tests and makes it feasible within a reasonable time.
Conclusion
In this paper, we have presented a solution for finding subgraphs that are statistically significantly enriched in one class of graphs but not another. The difficulty of the problem stems from the two facts that (1) one has to consider an enormous search space of candidate subgraphs, and that (2) one has to correct the significance level for multiple testing to control the FWER, as one is testing a large number of candidate subgraphs simultaneously. The first problem leads to enormous computational runtime problems, the second one to a loss in the statistical power to detect significant subgraphs.
Here we show that the problem can be exactly and efficiently solved by considering only testable subgraphs, which include all significant subgraphs and dramatically reduce the number of tests performed, thereby leading to a gain in the statistical power. Moreover, we can further increase the power using the effective number of tests, which reduces the correction factor according to the dependence between subgraphs. We present several search strategies that use frequent subgraph mining algorithms to efficiently retrieve the set of testable subgraphs. Experimental results on graph benchmark datasets show that our method finds significant subgraphs with higher speed and higher statistical power than any state-of-the-art approach. This result promises to open the door to many interesting applications in chemoinformatics, structural biology and personalized medicine.
We also believe that our approach lays the foundation for follow-up studies in several important directions: Developing and integrating other scalable approaches which treats the dependence between tests [37] , considering other types of structured data such as strings, and summarization of the solution set of significant subgraphs, which grows sometimes extremely large. If f (H) > n (and hence f (H) = x + x > (n + n )/2), we follow the definition in [30, Supporting Text 4] , that is, we simply define ψ • f (H) = 1 n + n n .
Then ψ is always monotonically decreasing, which is needed for our algorithms.
