Abstract-This paper proposes a novel heterogeneous specular and diffuse (HSD) 3-D surface approximation which considers spatial variability of specular and diffuse reflections in face modelling and recognition. Traditional 3-D face modelling and recognition methods constrain human faces with either the Lambertian assumption or the homogeneity assumption, resulting in suboptimal shape and texture models. The proposed HSD approach allows both specular and diffuse reflectance coefficients to vary spatially to better accommodate surface properties of real human faces. From a small number of face images of a person under different lighting conditions, 3-D shape and surface reflectivity property are estimated using a localized stochastic optimization method. The resultant personalized 3-D face model is used to render novel gallery views under different poses for recognition across pose. The proposed approach is evaluated on both synthetic and real face datasets and benchmarked against the state-of-the-art approaches. Experimental results demonstrated that it can achieve a higher level of performances in modelling accuracy, algorithm reliability, and recognition accuracy, which suggests that face modelling and recognition beyond the Lambertian and homogeneity assumptions is a feasible and better solution towards pose-invariant face recognition.
I. INTRODUCTION

F
ACE images under pose variations are largely associated with both surface reflectance property and 3-D structure of the face. Most of the existing face recognition techniques [11] , [15] , [23] , [47] , [55] approximate face surfaces under the Lambertian assumption which neglects specular reflection. In reality, however, human faces reflect light both diffusely and specularly [8] . Without specular reflection, face modelling under the Lambertian assumption results in not only suboptimal surface reflectivity maps, but also distorted 3-D shapes. Any of the two errors can adversely affect the performance of the subsequent face recognition. To address this problem, the Phong model The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Jaihie Kim.
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with a homogeneity assumption on specular reflection components has been used in [6] for face modelling and recognition, which achieved promising performance improvements. However, human face surfaces are not homogeneous where diffuse and specular reflectivities are both spatially variable. This paper proposes a novel heterogeneous specular and diffuse (HSD) 3-D surface approximation approach which considers spatial variability of specular and diffuse reflections for better 3-D face modelling and face recognition across various poses.
Recently, 3-D model-based techniques have become the most successful face recognition approaches, especially when invariance to pose and illumination variations is desired [32] . Based on the pixel intensities of face images, the illumination cone model [11] and 3-D morphable model [6] have been successfully applied to describe human faces from multiple images and from a single image with prior knowledge of human faces, respectively. However, both methods either neglect the specular reflection component or constrain the reflectance map to be homogeneous. Due to the complexity of human face surfaces, these restrictions are oversimplistic to faithfully describe human faces in reality and affect the accuracy of face modelling and recognition. It is desirable to model human faces both beyond the Lambertian assumption to cover specular reflection and to be heterogeneous to preserve identity-related facial details [32] . This paper proposes a novel HSD 3-D surface approximation approach, which generalizes the image-based 3-D face modelling for face recognition across poses. Personalized 3-D face models are estimated from a small number of face images under different lighting conditions with a fixed viewpoint. Both shape and surface reflectance properties are calculated locally through minimization of the image differences between the original images and their estimations. Stochastic computational methods and integrability enforcement are employed to handle the nonlinearity and inconsistency issues in the shape and reflectance parameter optimization processes to achieve valid results. In experiments, modelling accuracies and face recognition performance of the proposed HSD approach have been evaluated on synthetic data and real face image database. Compared to the diffuse-only model and the homogeneous specular reflectance model, the proposed HSD approach was proved more accurate in 3-D shape reconstruction through better approximation of real surface properties. On the publicly available CMU pose-illumination-expression (PIE) database, the proposed HSD approach achieved higher recognition rates than the state-of-the-art face recognition techniques in handling pose variations.
The remainder of the paper is organized as follows. Section II provides a background for the proposed research which in-cludes topics on face recognition, face modelling, human face skins, and reflectance models. In Section III, we elaborate on the proposed HSD approach. The optimization details, the preprocessing of lighting estimation, and the postprocessing for perturbation alleviation are also included in this section. Experimental results on both synthetic and publicly available face database are given in Section IV. Finally, the paper concludes in Section V.
II. RELATED WORKS
Recently, pose variations in face recognition captured growing interest from researchers in the fields of computer vision and pattern recognition [52] . An effective strategy to handle pose variations is to use the assistance of 3-D face models, because human heads are nonplanar 3-D objects so that viewpoint changes take place in the 3-D space. Three-dimensional model-based face recognition using personalized 3-D models estimated from 2-D images [6] , [11] , [20] , [46] , [49] - [51] has shown its promise. Such face recognition algorithms perform on a recognition-by-synthesis mechanism in the 2-D image spaces or in dimension reduction over shape and surface reflective parameters in the 3-D space. Consequently, the performances of these techniques are greatly dependent on the accuracy of the estimated 3-D models.
Image-based face modelling considers facial textures (i.e., pixel intensities) as critical clues and estimates 3-D face shapes and surface reflectance properties by reversing image formation processes. Yuille et al. [46] extended photometric stereo methods [17] , [43] and made the first attempt on image-based face modelling. Georghiades et al. [11] proposed a linear framework for image-based face modelling, which greatly improved the tractability of the complicated process. Using spherical harmonics of incident lights, Ramamoorthi [30] , and Basri and Jacobs [3] generalized the low-dimensional linear subspace theory for representing the images of convex Lambertian objects from the conditions of single directional light sources to cases of multiple extended light sources. Zhou et al. [55] approximated image variations of different human faces as a single linear subspace under Lambertian assumption so that single gallery per person was made possible. Zhang and Samaras [47] further extended Zhou's method [55] by incorporating the theory of spherical harmonics illumination representation to handle multiple general light sources. In the cost of the tractable modelling framework, linear processes have to reside on certain oversimplistic assumptions. Other researchers chose to model human faces more faithfully and in nonlinear spaces. Blanz and Vetter [5] , [6] proposed a 3-D morphable model based on prior knowledge of human faces and presented a successful approach on illumination-and pose-invariant face recognition through 3-D modelling. Jiang et al. [20] estimated face shapes purely based on facial features and principal components of the prior knowledge of 3-D faces and built a real-time face recognition system. Romdhani and Vetter [31] incorporated additional image clues such as edges and specular highlights into the process of imagebased 3-D modelling to alleviate the instability of the model fitting process in [5] and [6] .
In reflection theory, image-based modelling techniques apply bidirectional reflectance distribution function (BRDF) to relate the object geometry information (in the form of normal directions) to the image intensities (in the form of reflected light intensities). Common analytic reflectance models used in 3-D face modelling and recognition are the Lambertian model [3] , [11] , [30] , [46] , [55] and Phong model [5] , [6] . Because the Lambertian model only considers diffuse reflection and neglects specular reflection, its description is only feasible for dull matte materials such as chalks. The Phong model, on the other hand, considers both diffuse and specular reflection in a simple analytical form. Optical studies usually model human skin as three layers: sebum layer (mixture of sebum, lipids, and sweat), epidermis layer (stratum corneum and malpighian), and dermis layer (papillary dermis and reticular dermis) [24] , [25] , [29] , as shown in Fig. 1 . In an infinitesimal surface area, these three layers are approximately parallel [41] . When the face skin is illuminated, specular reflection occurs mainly on the smooth air-sebum interface and is mainly dependent on the thickness and characteristics of the sebum layer. Sebum production varies with age, gender, and race. Statistically, young, male, or black skin produces more sebum than aged, female, or white skin [25] . The presence of sebum layer in face skin explains histologically why human faces exhibit specular reflection and cannot be modelled purely as Lambertian surfaces. The rest of the incident light penetrates these layers and is scattered to diffuse lights with equal intensity in all directions. Diffuse reflection then occurs on epidermis or dermis whose reflectivity is mainly dependent on the amount of melanin pigment, the amount of blood-borne hemoglobin pigments, and the thickness of collagen [29] . Both of the thickness of the sebum layer and the amount of melanin pigments vary spatially along human face surfaces, which make both diffuse and specular reflection components heterogeneous as stated in [8] . Therefore, specular and diffuse reflectivities are both histological characteristics different from person to person and should be approximated as such in face modelling and recognition processes. None of the above techniques, however, allows both specular and diffuse reflectance maps to vary spatially along face surfaces, which could be oversimplistic to reality. Based on this histological analysis of human skin and related reflections, this paper attempts to model 3-D face shapes and surface reflectance properties by assuming face surfaces as heterogeneous specular and diffuse reflecting surfaces to better approximate reflectivities of real face skin.
People are incredibly sensitive to the subtle differences of face appearances [42] and these shape and face skin representations are also critical classification features for most face recog-nition algorithms, no matter whether they are 2-D image-based or 3-D model-based. Slight deviations on the estimated 3-D face model often result in unappealing images in face rendering and classification errors in face recognition. To overcome the inaccuracy in modelling face surfaces as Lambertian surfaces, limited research has been attempted by treating face surfaces as reflective surfaces beyond Lambertian assumption. Blanz and Vetter [6] modelled the 3-D face based on the Phong model [28] , which can be expressed as (1) where is the image intensity in the Phong model under an ambient light and a directional light , is the specular reflection exponent, and is the angle between reflecting direction and viewing direction. The surface properties of specular reflection of human faces in the above method, i.e., and in [6] , were assumed to be homogeneous. This approximation on specular reflection holds when surfaces exhibit homogeneity or little variance on specular reflectivity, which in most cases are man-made objects such as a lacquered globe. Most natural objects including human faces, however, exhibit inhomogeneous (i.e., heterogeneous) specular reflectivity [8] , [42] . The fixed specular reflectance coefficients throughout the modelling process on such objects will limit the variability of both shape and texture parameters moving toward better face models. The modelling approach that considers both diffuse and specular reflections spatially variable is therefore desirable. The generalization of face surface assumptions in this research better approximates the real surface properties of human faces, which in result are beneficial to shape and reflectance modelling.
III. HETEROGENEOUS SPECULAR AND DIFFUSE 3-D SURFACE APPROXIMATION
Under certain surface reflection assumptions, image-based 3-D modelling typically uses pixel intensities from 2-D images as the cue for model estimation. Consequently, the surface reflection assumptions play a critical role in the modelling process, which affect both estimated shape model and surface reflectance maps. In Section III-A, the specific surface reflection assumptions are elaborated and examined in the context of 3-D surface approximation and modelling.
A. Reflectance Models and Image-Based 3-D Modelling
Generally, the reflection from an object's surface can be described as a linear combination of diffuse reflection and specular reflection [35] . For face surfaces, diffuse reflection takes place in epidermis and dermis layers of human skin while specular reflection occurs in the sebum layer as discussed in Section II. The reflected intensity in an image is expressed as (2) where is the unit normal vector, and is the unit direction of the incident light, and are the diffuse and specular bidirectional reflectivities [26] , respectively, which are usually associated to surface geometry and properties, lighting and viewing conditions. and are diffuse and specular reflectance coefficients, respectively, which are intrinsic reflection properties of the object's surface. Although the reflection mechanism in reality is very complicated, many reflectance models provide reasonable approximations at different levels of accuracy and complexity, such as Lambertian model [22] , Phong model [28] , He model [18] , etc. The diffuse component of the reflection in (2) can be well approximated using Lambertian model in which is assumed to be 1 [39] . If the surface is dull matte (e.g., chalks), it is called a Lambertian surface which only exhibits diffuse reflection. Under such circumstances, the reflected intensity has a simple form as (3) Due to its simplicity, the Lambertian model is widely used in 3-D face modelling and/or recognition. When applied to surfaces exhibiting specular reflection (e.g., human faces), however, the modelling results are suboptimal because it neglects specular reflection.
To account for both specular and diffuse reflections, many reflectance models add one or more specular reflection components on the Lambertian reflection component. For instance, the Phong model [28] describes the reflected intensity as (4) where is the reflecting direction and is the viewing direction. Although the Phong model is an empirical model with little physical basis, it has been widely used due to its simplicity. Torrance and Sparrow [40] modelled the diffuse and specular reflections based on applied optics as (5) where is the Fresnel equation specifying how the light is reflected from each smooth microfacet, is the geometrical attenuation factor taking into account inter-microfacet shadowing, and the halfway angle is expressed as ( is the halfway vector between the light direction and the reflecting direction). The comparison between the Phong model and Torrance-Sparrow model reveals that the two models produced similar results when the incident angle was small. Only when the incident angle is large 70 were their reflections are noticeably different, which indicates the Phong model is a fairly good approximation of reflectance models with physical basis [7] .
In addition, when the object is in a bright environment, an ambient term is usually included in the reflectance model as (6) where is ambient light which is assumed to be uniform and directionless [9] , and is the ambient reflectance coefficient. Given a 2-D face image, the image intensity of a point on the surface can be estimated using (4) or (5) and is denoted as . The estimated intensity should resemble the real input image of the same point. Ideally, all shape, reflectance, and environmental coefficients (surface normal , reflectance coefficients , , , lighting conditions , , , and viewing direction ) can be estimated inversely by minimizing the difference of and . However, it is impossible to separate shape, reflectance, and environmental coefficients from a single 2-D face image without constraints or prior knowledge. To make this inverse estimation tractable, multiple 2-D images are usually used. One of the successful 3-D modelling approaches, photometric stereo [11] , [55] , uses a set of images with fixed viewpoint under variable illuminations to inversely model 3-D objects. Another strategy of analyzing object geometry from a single illuminated image is shape from shading [48] . Typical photometric stereo and shape from shading techniques assume known [38] or uniform [19] , [37] , [44] reflectance of the object surface to extract shape information, but more recent work began to extend their functionality to include surfaces with unknown heterogeneous reflectance maps. Based on the Lambertian model, several algorithms successfully operated under the conditions of unknown single lights [11] , [46] , unknown general illuminations [4] , and from a mixture of images of different objects [47] , [55] . To deal with the limitation of the Lambertian assumption incapable of handling specularity, specularity is detected using a fine-tuned illumination combination and the images exhibiting specularity are then excluded from the training set [2] , [45] , [53] , assuming that for each pixel there exist a number of images on which the reflections are merely diffuse (Lambertian). The existing methods for analyzing human face surface reflectance properties are either based on the Lambertian assumption considering only diffuse reflection from the face surface [11] , [15] , [46] or based on the homogeneous assumption considering that the material has a uniform distribution on certain reflectance coefficients [6] . The image-based 3-D modelling that considers both diffuse and specular reflections spatially variable is challenging and remains an open question. In our proposed HSD 3-D surface approximation approach, these limitations are lifted, i.e., we do not require pure Lambertian reflection for certain pixels and we simultaneously optimize both specular and diffuse reflectance coefficients in order to estimate an optimal shape and surface model.
B. Surface Approximation and Modelling
Suppose images , of a human face under different lighting conditions from a viewing direction are given. For the th image, the face is illuminated by ambient light with ambient intensity and a distant light with an incident intensity from direction defined as
where and are azimuth and zenith incident angles, respectively. The lighting conditions can be represented as four -dimensional vectors , ,
, and
. Surface normal of point is calculated as (8) The specular reflectivity for point is denoted as . The shape and surface reflective information can then be estimated by minimizing the sum square differences at between and , which is written as (9) The specular reflectivity is a variable associated with many environmental and intrinsic parameters such as normal directions, surface reflectance coefficients, lighting conditions, viewing directions, etc. The aforementioned reflectance models are to approximate the specular reflectivity using explicit expressions of those parameters. After selecting a specific reflectance model, the inverse estimation of shape and surface properties is then practical. In this work, the Phong model and Torrance-Sparrow model are used and investigated. Other reflectance models could also be fit into the proposed framework with further investigations of computational feasibility and tractability.
When using the Phong model, (4) is integrated into (9) as (10) For the Torrance-Sparrow model, we assume that the Fresnel equation is constant and geometric attenuation factor is 1 as done in [13] and [16] . The objective function based on the Torrance-Sparrow model is then expressed as (11) where . Although the complete 3-D modelling requires inverse estimation of all lighting conditions, shape and reflectance parameters from 2-D images, the lighting estimation is relatively independent of shape and reflectance estimation since lighting parameters are globally consistent parameters for the whole scene while the shape and reflectance parameters are spatially varying. In this work, the lighting estimation is performed as the preprocessing step before shape and reflectance estimation, if the lighting conditions of the images are unknown. The lighting estimation used in our experiments will be introduced in Section III-C, but other existing algorithms (e.g., [33] , [34] , and [54] ) can also be used. In (10) or (11), the shape and reflectance parameters to be estimated are , , , and (or ), where normal direction is expressed using azimuth angle and zenith angle as (12) Thus, each optimization has six parameters, i.e., , , , , , and (or ). To take the attached shadows into consideration, the dot products in (10) or (11) are all semi-positive. Cast shadows exist in the region where the incident lights are blocked by other parts of the human face. To handle the effects of cast shadows, prior knowledge of human faces is used in the optimization process. Provided a generic shape of human faces and lighting directions, the cast shadows are calculated using z-buffering [9] . In the objective function, if a point under a certain incident light is in cast shadows, the diffuse and specular reflections are both set to zero and the difference between the estimated and the original intensities becomes the difference between the ambient reflection and the original intensity. The objective functions [ (10) and (11)] can be rewritten as (13) and (14) where not in shadow in shadow (15) and not in shadow in shadow (16) Both objective functions are nonlinear, which may contain multiple local minima. Stochastic optimization methods can be utilized to find the desired global minimum avoiding of being trapped in the local minima. In this work, a genetic algorithm is employed to minimize the objective functions, which will be discussed in Section III-C. To guarantee a unique solution of the object's surface, integrability is enforced as in [10] , where the gradients of surface heights are expressed as (17) The shape of the human face is then modelled and represented as the height function .
C. Implementation Details
To minimize the objective function (13) or (14), a genetic algorithm (GA) is utilized similar to [29] . GA is a stochastic optimization method, which guides randomly selected solutions to evolve through a number of generations towards the global optimum and avoids differentiations of cost functions. Generally, it suffers less from being trapped into local minima than greedy optimization methods in the cost of efficiency. In experiments, it is found that GA operated in an acceptable efficiency on the HSD approach. Other optimization methods which are capable of overcoming local minima may also be used with further investigations on efficiency and precision levels. Because the focus of this paper is to propose an approach of modelling human faces with spatially varying diffuse and specular reflections, the comparison between optimization methods is out of its scope.
Details of GA in this proposed approach are as follows. All six parameters are represented in binary format and encoded as chromosomes for genetic algorithm with the following boundary settings. The normal directions and ranges are both , while in practice we eliminate the boundary effects by slightly reducing the range to . The reflectance coefficients , , and are all in the range of where zero indicates the surface is nonreflective and one indicates it is a perfect reflector. The specular exponent or is set within to allow a considerable range to vary. The parameters for a genetic algorithm are as follows. The population size is denoted as , the crossover rate is denoted as , the mutation rate is denoted as , the number of trials is denoted as , and the threshold of error is denoted as .
If the lighting conditions are not known a priori, the proposed HSD approach can still operate using light estimation as a preprocessing step. Although light estimation has been extensively studied, such as in [16] , [21] , [27] , [33] , and [34] which could be applied to assist our approach, we also propose a light estimation based on the specific problem of modelling faces as heterogeneous surfaces beyond Lambert. Since the lighting conditions are constant to all pixels in an image, light estimation is a global process over the whole face area. To reduce the dimensionality, a small number ( , around 100) of sparse surface points are randomly selected for light estimation. The probability distributions of normal azimuth angle and zenith angle are assumed to be uniform with mean values and . These two average angles are calculated from a generic 3-D face shape as (18) The ranges of and are and , respectively. The normal vector is then expressed as (19) We used the CMU-PIE database to test our light estimation method. In the experiment, we set , and . The parameters for genetic algorithms are , , and . We found it was helpful to enlarge the population size and reduce the mutation rate as the chromosomes are generally longer than those in the face modelling process. The lighting directions given in the CMU-PIE database were used as ground truths and the lighting estimation results are listed in Table I . The estimated directions and intensities can be used in the subsequent face modelling process, if not known.
In practice, the set of gallery images inevitably contains spatial perturbations, which causes pixel misalignment in 3-D modelling. This effect usually results in noisy estimated reflectance coefficients and consequently the virtual views synthesized from these coefficients for face recognition are affected. To alleviate the effect of image perturbations in face recognition stage, a postprocessing for perturbation alleviation (PA) mechanism is proposed. Without loss of generality, the Phong model is incorporated into the perturbation alleviation processing. The reflectance coefficients are constrained locally by adding a smoothness function as (21) where denotes the iteration number and are the vectors formed by the reflectance coefficients of the Phong model. This penalty constrains the optimization iteration of (13) to alleviate reflectance perturbation caused by misalignment. Combining (22) and (13), the objective function is then expressed as (22) where is the weight balancing the modelling sensitivity and the perturbation alleviation. The estimated reflectance coefficients from the shape modelling are used as the initial parameters of . In practice, we choose and the iteration generally converges after . This processing is not necessary to synthetic gallery data which are free of image perturbations. Thus, only the third experiment on real images employed this perturbation alleviation processing.
IV. EXPERIMENTS
We evaluated the proposed HSD 3-D surface approximation approach on synthetic and real face images in three experiments. The first experiment is to compare the face modelling results under the Lambertian assumption and beyond the Lambertian assumption. In the second experiment, we investigate the effectiveness of extending the surface reflectance assumption from homogeneity to heterogeneity in the context of face modelling. The proposed HSD approach was compared to the typical photometric stereo which is based on a homogeneous assumption on specular reflectivity. Both of the two comparisons are made by measuring modelling accuracies between ground truth models and estimated models. Finally, face recognition across pose on real face images from the publicly available database is performed, in the third experiment, to evaluate how effective the HSD approach works in face recognition across pose, compared to two current face recognition systems dealing with pose variations [14] , [15] .
A. Modelling Under and Beyond Lambertian Assumption
The average face shape from USF human ID 3-D database [5] was used to render synthetic gallery images with the same lighting directions as specified in CMU-PIE database [36] . For fair comparison, we intentionally used different reflectance models to render the gallery images and to estimate 3-D face , and directional light intensity . For the heterogenous gallery images, the ambient, diffuse, and specular reflectance coefficients and the surface roughness were all randomly allocated obeying the uniform probability distributions within the ranges , , and . Other parameters were the same as generating the first set of gallery images with homogeneous surface restrictions. The resolutions of these two sets of gallery images are both 250 340 pixels. Fig. 2 shows the average face shape used as the ground truth for generating the synthetic gallery images and the modelling experiments and Fig. 3 shows three example gallery images from each set of the synthetic images.
Within the proposed image-based 3-D modelling framework, the Lambertian model and Phong model were incorporated in the modelling processes, which were applied on the two sets of gallery images, respectively. The optimization parameters are , , , , and . The estimated 3-D face shapes from the homogeneous and heterogeneous gallery images are shown in Figs. 4 and 5, respectively. Different from [6] , [20] , these face shapes are modelled purely from 2-D images without using prior 3-D knowledge of human faces. The average cosine value between the ground truth normal directions (denoted as "gnd") and the estimated normal directions (denoted as "est") is used to measure the shape modelling accuracy as (23) where is the number of image pixels, is the ground-truth normal direction at point , and is its estimate [55] . The average angle value of the errors is then calculated from the cosine value. The shape modelling accuracies are summarized in Table II On both homogeneous and heterogeneous gallery faces, the 3-D modelling using the Phong model considering both diffuse and specular reflections is significantly superior to those using Lambertian model considering only diffuse reflection. Compared to 3-D modelling using the Lambertian model, the modelling using the Phong model reduced modelling error by 54.0% on the homogeneous gallery faces and by 60.0% on the heterogeneous gallery faces. Because the gallery images were generated using the Torrance-Sparrow model, the comparison is not biased to either of the parties, which demonstrates the effectiveness and necessity of 3-D face modelling beyond the Lambertian assumption. The Lambertian-based method generated suboptimal results because it inappropriately fitted the diffuse-only reflectance model to a face surface which exhibits significant specularity. Without the inclusion of a specular component, the Lambertian-based method forces incorrect shape changes to approximate intensity changes caused by specular reflection. Consequently, the estimated 3-D face shape is deviated from the ground truth shape. It can be concluded that the 3-D modelling is sensitive to the inclusion of specular reflection modelling, but not sensitive to the specific expression of specular reflection modelling. Though Phong model and Torrance-Sparrow model are different in the specular reflection expressions, the Phong specular component is still a good approximation of the Torrance-Sparrow specular component. In the real photographs, both Phong and Torrance-Sparrow models are approximations to the real-world reflections which could be more complicated. The capability of using one reflection model to approximate scenes rendered by different unknown reflection models is helpful to simplify the problem and computation within the proposed 3-D modelling framework.
The modelling results on heterogeneous data are less accurate than the results on homogeneous data. One possible reason is that when creating the heterogeneous gallery images by randomly allocating reflectance coefficients, some points may be singular for inverse estimation. Singularity occurs when a surface point has small values on both diffuse and specular reflectance coefficients (i.e., and ). In such a case, the pixel intensity is merely ambient reflection and no shape information can be reversely estimated. Because the same gallery faces were used for both modelling processes, the influences of singularity should be similar. However, the experimental results reveal that the modelling error increases from homogeneous data to heterogeneous data are 6.6% (from 8.18 to 8.72 ) when using Phong model, and 22.4% (from 17.80 to 21.78 ) when using the Lambertian model, respectively. This finding indicates that neglecting specular reflection has more severe effects on heterogeneous surfaces than on homogeneous surfaces and it is more preferable to incorporate reflectance models beyond the Lambertian assumption when the object surface reflectivity is spatially varying.
B. Three-Dimensional Modelling Under and Beyond Homogeneous Assumption
This section investigates the effect of modelling the specular reflectance coefficient as heterogeneous compared to modelling it as homogeneous under standard photometric stereo settings. The proposed HSD approach was compared to typical homogeneous specular photometric stereo (HSPS) approach. Because we intended to compare the methods assuming homogeneous specular reflectivity and assuming heterogeneous specular reflectivity, the two gallery faces were synthesized using uniform 
TABLE III LIGHTING DIRECTIONS (IN DEGREES) USED FOR RENDERING GALLERY IMAGES
reflectance coefficients and spatially varying reflectance coefficients, respectively. These two gallery sets were generated using the simplified Torrance-Sparrow model where Fresnel equation and geometric attenuation factor were neglected. The HSD approach differs from the HSPS approach in two distinct aspects: 1) the HSD approach allows both diffuse and specular reflectance coefficients to vary spatially along the surface while the HSPS approach only allows the diffuse reflectance coefficient to vary spatially and keeps the specular reflectance coefficient and surface roughness homogeneous; and 2) the HSD method locally optimizes both shape and reflectance coefficients while the HSPS approach iteratively and sequentially optimizes five sets of the parameters for the entire image, i.e., lights, shape, heterogeneous diffuse reflectance coefficients, homogeneous specular reflectance coefficient, and homogeneous surface roughness. The image size was 80 80 for both methods in consideration of the slow speed of the HSPS. The rendering parameters were , for homogeneous gallery faces and , , , and for heterogeneous gallery faces. The lighting directions are listed in Table III and the examples of the gallery face images are shown in Fig. 6 . For HSPS, the parameters were set the same as in [12] . For HSD, the Phong model is used and the optimization parameters were set the same as in Experiment 1. Examples of the estimated faces are displayed in Fig. 7 and the model accuracies are summarized in Table IV.  From Table IV , the modelling results of the HSPS approach and the HSD approach on homogeneous gallery faces are comparable with the HSD approach achieving slightly higher accuracy than the HSPS approach. For heterogeneous gallery faces, however, the HSPS approach assuming homogeneous specular reflectivity could not converge to a sound modelling result while the HSD approach performed nearly as well as on the homogeneous gallery faces. The reason is believed to be the homogeneity assumption of the HSPS approach on specular reflectance coefficients, which resulted in the HSPS approach incapable of handling the heterogeneous surface reliably. The HSD approach, on the other hand, performed consistently well on both homogeneous and heterogeneous surfaces. These experimental results have shown the necessity of the 3-D human face modelling to approximate face surfaces with spatially varying specular reflectivity as well as diffuse reflectivity. With these more accurate assumptions, 3-D face modelling approaches can perform reliably and achieve higher accuracy on estimated shapes. Specifically for image-based 3-D modelling methods, the assumptions and modelling on surface reflectivity affect not only reflectivity estimation, but also shape estimation as shown in this experiment. Therefore, accurate approximation of the image formation process is highly recommended to shape estimation techniques from image intensities.
C. Face Recognition Experiments Across Pose
In the third experiment, the HSD approach was tested on real face images from CMU-PIE database [36] . This publicly available database contains more than 40 000 face pictures of 68 people taken in different poses (P), under various illuminations (I) and with different expressions (E). A subset containing 13 different poses and 21 different lighting conditions was used in the experiment, to test the HSD approach in a face-recognition-across-pose setting. The gallery images were faces under different illuminations (Fig. 8) while probe images to be recognized were rotated faces in poses ranging from to 66 in yaw and to 13 in tilt. The lighting estimation described in Section III-C was used to provide the illumination conditions of the gallery images for the HSD modelling approach. The optimization parameters were , , , , and
, and the Phong model was selected as the reflectance model. The estimated 3-D face models were then rotated and projected to synthesize virtual face views for recognition as shown in Fig. 9 .
Using local binary patterns (LBP) [1] as the classifier, face recognition experiments were conducted on the real views and the corresponding virtual views synthesized using the proposed Fig. 10 . Face recognition performances of the proposed HSD approach compared with (a) baseline approach (Base), Eigen-light field (ELF), illumination cone models (ICM), and (b) point distribution models (PDM). Pose numbers in the charts are from the CMU-PIE database as illustrated in Fig. 9 .
HSD approach. The recognition directly using frontal images as gallery views without synthesizing virtual views (denoted as "Baseline") was chosen as the baseline. The illumination cone model (ICM) [11] was implemented and the synthesized virtual views were used in the same face recognition framework for comparison. The reported recognition rates of Eigen light-fields (ELF) [15] and point distribution model (PDM) [14] , two of the recent pose-invariant face recognition methods with thorough experimental results on the CMU-PIE database, were also included for comparison. For HSD and ICM methods, the gallery has 21 frontal images per subject as shown in Fig. 8 . For each face, a 3-D face model was recovered and virtual views in different poses were synthesized (as shown in Fig. 9 for HSD approach). These virtual views were then used as a virtual gallery for recognizing real face images in different poses. The ELF and PDM methods required multiple training subjects with a single gallery image per pose per subject. Thirty-four subjects were used for training and the images of the remaining 34 subjects were used as a gallery for recognition. The recognition rates of the proposed HSD approach and other approaches were presented in Table V and Fig. 10 for comparison.
The experimental results show that the proposed HSD approach significantly improved the face recognition performance against the direct matching baseline (Baseline) by 28.13%. Note that HSD greatly improved the recognition accuracy over Baseline in every pose. Compared to the reported recognition rates of ELF and PDM, the HSD approach achieved higher recognition rates as well. For all 12 poses, HSD outperformed ELF by 23.91%. Because PDM only experimented on eight poses (i.e., pose 2, 37, 5, 7, 9, 11, 14, 31 as listed in Fig. 10 ), the comparison of average recognition rates is conducted on these eight poses where HSD achieved 84.22% accuracy over PDM's 69.38%. The improvements were made by including more frontal images when estimating personalized 3-D face models but without training steps as in ELF and PDM. Comparing to recognition results of ICM which is a similar approach to HSD except considering diffuse reflection only, the proposed HSD approach also performed significantly better with an improvement of 14.61% in average recognition rate.
D. Modelling Speed
An experiment was conducted to compare the modelling speeds of the proposed HSD approach and the benchmark approaches of ICM and HSPS. All approaches were implemented using Microsoft Visual C++ 2010 without parallel computing programming and tested on a Dell Latitute E6500 laptop computer with Intel Core 2Duo CPU at 2.66 GHz and 4 GB DDR2 RAM. For the HSD approach, the average computational time of modelling one face as in Figs. 7 and 9 for Experiments 2 and 3 (Sections IV-B and IV-C) is 15 min 47 s (947 s). For the ICM approach, the average runtime of modelling one face for Experiment 3 (Section IV-C) is 2 min 35 s (155 s), and it takes the HSPS approach 2 hours 12 min (7 941 s) to obtain the results as in Fig. 7 for Experiment 2 (Section IV-B). The proposed HSD approach is slower than the Lambertian-only ICM approach due to its more complex heterogeneous specular reflection considerations but both faster and more accurate than the non-Lambertian HSPS approach. As the modelling process is generally performed offline, modelling speed is not as an important issue as accuracy in many face recognition applications. Due to the independent processing of different local pixels in the HSD approach, the algorithm can be implemented in a distributed manner to increase its speed for real applications.
V. CONCLUSIONS AND FUTURE WORK
Human faces are complex surfaces which exhibit both heterogeneous specular and diffuse reflectivities. Pose variations are a prominent challenge in face recognition. Existing 3-D modelling techniques for face recognition across poses are limited to and built on either the Lambertian surface assumption or the homogeneous reflectance assumption, which result in suboptimal 3-D shape and surface models. In this paper, a novel HSD 3-D surface approximation approach has been proposed to model 3-D human faces for face recognition across poses. From a small number of face images under different lighting conditions for each face, a personalized 3-D face model can be estimated from 2-D images without sacrificing the variability of both diffuse and specular reflectance coefficients. Instead of iteratively optimizing shape and reflectance parameters in traditional 3-D modelling techniques, we proposed a new optimization mechanism which locally searches optimal surface orientations and reflectance coefficients to achieve plausible modelling results. It overcomes the shape distortions caused by neglecting specular reflection component and computational instability due to homogeneity constraints on heterogeneous face surfaces. The estimated shape and surface reflectivity properties are then used in rendering face views under different viewing directions for recognizing faces in varying poses.
The proposed HSD approach was evaluated at three different experimental levels of: 1) comparing face modellings under and beyond the Lambertian assumption; 2) comparing face modellings under and beyond the homogeneous assumption; and 3) performing face modelling and recognition using real face images from the CMU-PIE database. The HSD approach achieved a higher level of performances in 3-D modelling accuracy, algorithm reliability, and face recognition accuracy. These results show that face modelling and recognition beyond Lambert and homogeneity is a feasible and better solution to pose-invariant face recognition. This paper demonstrated the effectiveness and superiority of heterogeneous specular and diffuse surface approximation for face modelling and recognition. A number of future works could be important along this research direction to apply the proposed method in real applications. For example, lighting configurations can be further reduced and minimized to make the data acquisition easier and more practical. The proposed surface approximation can be expanded to other experiment setups such as shape-from-shading, stereo vision, etc., which cover broader application scenarios. Prior knowledge of human face structures can be incorporated into the proposed modelling framework to regulate the variations of face shape and surface reflective coefficients. Hence, the number of input face images can be reduced and existing face image databases could be made suitable for face recognition applications. Other interesting research domains include general object surface approximation, nonrigid 3-D face modelling, and face recognition in 3-D domain considering surface reflective property.
