Given a set of t words of length n over a k-letter alphabet, it is proved that there exists a common subsequence among two of them of length at least n k + cn 1−1/(t−k−2) , for some c > 0 depending on k and t. This is sharp up to the value of c.
Introduction
A word is a sequence of symbols from some fixed finite alphabet. For the problems in this paper only size of the alphabet is important. So we will use [k] def = {1, 2, . . . , k} for a canonical k-letter alphabet. The family of all words of length n over a k-letter alphabet is thus denoted by [k] n . For a word w, a subsequence is any word obtained by deleting zero or more symbols from w. By a subword of w, we mean a subsequence of w consisting of consecutive symbols. For example, 1334 is a subsequence but not a subword of 12341234. A common subsequence of w and w ′ is a word that is a subsequence of both w and w ′ . A general principle asserts that every sufficiently large collection of objects necessarily contains a pair of similar objects. In this paper, we treat the case when the objects are words, and similarity is measured by length of a common subsequence. We use LCS(w, w ′ ) to denote the length of the longest common subsequence of words w and w ′ . For a set W of words, let LCS(W) def = max LCS(w, w ′ ) where the maximum is taken over all pairs {w, w ′ } in W. For an integer t ≥ 2 and a family F of words, let
LCS(W).
A permutation of length k is a word over [k] in which every symbol appears exactly once. Much of the inspiration for our work comes from the results of Beame-Huynh-Ngoc [4] , Beame-Blais-Huynh-Ngoc [3] and Bukh-Zhou [2] that can be summarized as LCS(3, P k ) = k 1/3 + O(1), LCS(4, P k ) = k 1/3 + O(1),
The problem of bounding LCS(t, P k ) is closely related to the longest twin problem of Axenovich, Person and Puzynina [1] . Here, two subsequences w 1 , w 2 of a same word w are twins if they are equal as words but have no symbols in common. It was shown in [2] that if LCS(t, P k ) is small for t ≥ 2k, then there are words that contain no long twins, and that a converse (which is more technical to state) also holds.
In this paper, we consider LCS(t, [k] n ). We let w m be the concatenation of m copies of w, e.g., (343)
The upper bound is attained by the family
The lower bound is a consequence of two simple facts: the most popular letter in a word occurs at least n k times, and the most popular letter is same in two out of k + 1 words. The following is our main theorem, which determines the asymptotic magnitude of LCS(t, [k] n ) for all t ≥ k + 2.
Theorem 1. For nonnegative integers k, r and n such that k ≥ 2 and n ≥ k(10r) 9r , there exists c = Θ(r −9 k 1/r−2 ) such that
This theorem is sharp up to the value of c. For 0 ≤ i ≤ r, put
and define words
Note that rev w i is the word obtained by reversing the symbols of w i . We claim that for the family
we have
is clear, and every common subsequence of w r and rev w r is of the form i m , and so is of length at most n/k. Hence, it suffices to bound LCS(w i , w j ) and LCS(w i , rev w j ) for i < j (though we need a bound on LCS(w i , rev w j ) only for j = k). The two cases are similar: Any common subsequence of w i and w j (or rev w j ) must be of form k 
n is called balanced if it contains the same number of i's as j's for any i, j ∈ [k]. Let B n k be the family containing all balanced words in [k] n . As we shall see, the assertion of Theorem 1 reduces to the following result on family B n k . Theorem 2. For nonnegative integers k, r and n such that k ≥ 2 and n ≥ k(10r) 9r /2, there exists c ′ = Θ(r −9 k 1/r−1 ) such that
For large n, Theorem 2 is sharp up to the value of c ′ , as witnessed by the family of words {w 0 , w 1 , . . . , w r , rev w r }, where w i 's are as in (1) . For values of n that are comparable to k, the rates of growth as k → ∞ for LCS(3, B The rest of paper is organized as follows. In the next section, we reduce Theorems 1 and 2 to the LCS for balanced binary words (see Theorem 3). The proof of Theorem 3 will be completed in section 3. The last section contains a couple of open problems. In this paper, we do not attempt to optimize the constants, and instead aim for simpler presentation.
Reductions
In this section we deduce Theorems 1 and 2 from the following special case k = 2 of Theorem 2, which we state separately. Theorem 3. Let r and n be nonnegative integers such that n ≥ (10r) 9r . For any set W of r + 2 balanced words in {0, 1} n , we have
Proof of Theorem 2. (Assume that Theorem 3 holds.) Consider a set W of arbitrary r + 2 balanced words from [k] n and let
= {the subsequence of w consisting of all 1 's and 2 's for every w ∈ W}.
Then W ′ is a set of r + 2 balanced words from {1,
Proof of Theorem 1. (Assume that Theorem 2 holds.) Let c be a small constant. Consider an arbitrary set of r + k + 2 words from [k] n . Call w ∈ [k] n unhinged if some letter occurs in w at least n k + cn 1−1/r times and hinged otherwise. Observe that if there are k + 1 unhinged words in the set, then some two of them have LCS of length at least n k + cn 1−1/r . Thus we may assume that there are at least r + 2 hinged words. Since each hinged word of length n contains a subsequence that is a balanced word of length n − k 2 cn 1−1/r , by Theorem 2, some two hinged words have LCS of length at least
. This proves Theorem 1.
The proof of Theorem 3
Throughout this proof, let α def = 10 −6 r −9 and β def = 1 40000 r −6 , and let W be a set consisting of arbitrary balanced words w (1) , w (2) , . . . , w (r+2) in {0, 1} n . Moreover, we assume that r ≥ 2, as it is easy to see that LCS(W) ≥ n 2 when r = 0 and LCS(W) ≥ n 2 + 1 when r = 1. We give a very brief outline of the proof before proceeding. A crucial idea is to consider the scale on which 0's and 1's alternate in a word. For example, in word (01) n/2 alternation (between 0's and 1's) happens on scale Θ(1), whereas in word 0 n/2 1 n/2 the alternation scale is about Θ(n). The proof will first find two words, say w (1) and w (2) , of "comparable" alternation scale, and then show, in effect, that LCS(w (1) , w (2) ) is large. We shall think of words as made of a sequence of distinguishable 0's and 1's. That means that if we say "let z be a 0 in word w", then the variable z refers to a particular 0. If z is a 0 in a word w, its position, denoted P w (z), is the number of 1's to the left of z. When the word w is clear from the context, we will drop the subscript of P w (z) and write simply P (z). Note that several 0's might have the same position. If z is the j'th 0 in w, we say that its expected position is j, because in a random word the expected value of P (z) is j. We say that a 0 is good in w if its position differs from its expected position by at most αn 1−1/r . If a 0 is not good, then its position is either to the left or to the right of its expected position. In these cases we call such a 0 left-bad and right-bad respectively. The following claim will be used frequently. Proof. Let z l and z r be the leftmost and the rightmost good 0's in the subword. By definition, we have P (z r ) − P (z l ) ≤ N. From the goodness of z r , we see that its expected position differs from P (z r ) by at most αn 1−1/r ; similarly it holds for z l . Therefore, the expected positions of z r and z l differ by at most N + 2αn
1−1/r , implying this claim.
We introduce a concept closely related to the alternation scale described in the outline. A subword is called a 0-rich interval of length L if it contains exactly L good 0's and no more than L/10 1's. A type of a good 0 is the largest integer t such that this 0 is contained in a 0-rich interval of length exactly n t/r . Note that a type of a good 0 is well-defined since every good zero is contained in a 0-rich interval of length 1. Also note that a type cannot be r − 1. Indeed, if there existed a 0-rich interval of length n 1−1/r , then Claim 1 would imply that n 1−1/r ≤ n 1−1/r /10 + 2αn 1−1/r , a contradiction. We define a type of a bad 0 to be either left-bad or right-bad. Thus a type of each 0 is an element of {0, 1, . . . , r − 2, left-bad, right-bad}.
To be able to refer to individual 0's, we define 0 (i) j as the j'th 0 in word w (i) . As our proof does not treat 0's and 1's symmetrically, we do not need a similar notation to refer to individual 1's.
Fix an integer j and consider 0
(1)
. We may assume that at most one of these zeros is left-bad, and at most one of them is right-bad. Suppose, on the contrary, that both 0 Hence, for any integer j, two of 0
are of the same type, and that type is one of 0, 1, . . . , r − 2. By the pigeonhole principle, there are two words, say w (1) and w (2) , and some t ∈ {0, 1, . . . , r − 2} such that the set We partition each of w (1) and w (2) into blocks that contain exactly βn 1−1/r many 1's. To be more precise, for each i ∈ {1, 2}, the k'th block (denoted by B 
k for some k. By the definition of T ′ , it holds that
As t ≤ r − 2 and n ≥ (10r) 9r , the 0-rich interval I
(1) j has at most n t/r /10 ≤ 2αn 1−1/r 1's,
k . By the goodness of 0
(1) j and 0
j , we obtain that |P (0
k . By the definition of T ′ again, in fact we have
Repeating the same argument,
k . So j is consistent and hence j ∈ S, finishing the proof of Claim 2.
With slight abuse of notation, let S ∩ B
k and S ∩ B (2) k are of the same size, say s k . Then
where the first inequality follows by Claim 1. For fixed k and i ∈ {1, 2}, consider the family of all 0-rich intervals I k , we derive
Let
We shall pick an integer Q in the interval (−βn 1−1/r , βn 1−1/r ) uniformly at random, and define wordsẇ (1) andẇ (2) as follows. If Q ≥ 0, letẇ
andẇ (2) be obtained from w (2) by removing the first Q 1's; otherwise, letẇ
be obtained from w (1) by removing the first −Q 1's.
For an interval I ∈ I (i) , its left-position (resp. right-position) in w (i) is the position of the leftmost (resp. rightmost) good 0 in w. We denote left-and right-positions by LP (I) and RP (I). We define the left-and right-positions of an interval inẇ (i) similarly, and denote them byL P (I) andṘP (I). We note that
We say that two intervals I 1 ∈ I (1) and I 2 ∈ I (2) are close or (I 1 , I 2 ) is a close pair, if
Suppose that intervals I 1 ∈ I (1) and I 2 ∈ I (2) are close, then as 0
n t/r , we also have
Claim 3. Each interval in I (1) is close to at most n 1/r intervals in I (2) . Similarly, each interval in I (2) is close to at most n 1/r intervals in I (1) .
Proof. Suppose, on the contrary, that an interval
Let J be the subword of w (2) starting from the leftmost good 0 of J 1 and ending with the leftmost good 0 of J d . By the closeness of (I, J 1 ) and of (I,
n t/r , which implies that J has at most 1 10
n (t+1)/r 1's. Since J also contains at least (d − 1) · n t/r = n (t+1)/r good 0's, every 0 in J is contained in a 0-rich interval of length n (t+1)/r . Hence the type of any 0 in J 1 is at least t + 1. Yet from the construction of I (2) , it is evident that J 1 contains at least one 0 of type t. This contradiction finishes the proof of Claim 3.
Some intervals in the first block, i.e., those in I
1 , might be destroyed in the passage from w (1) and w (2) to their dotted counterparts. So let k ≥ 2 and consider two arbitrary intervals I 1 ∈ I
k . In view of (4), I 1 and I 2 are close if and only if
Since I 1 and I 2 are in the same block, there exists an integer q ∈ (−βn 1−1/r , βn 1−1/r ) such that LP (I 2 ) = LP (I 1 ) + q. Therefore there are at least 
Let E ⊂ I (1) × I (2) be the set of close pairs (I 1 , I 2 ). Then the expectation of |E| is at least
k | . There must exist some Q ∈ (−βn 1−1/r , βn 1−1/r ) such that the size of E is at least its expectation. Fix such a Q. Note that this also fixesẇ (1) ,ẇ (2) and the set E. By (2), (3), (7) and the Cauchy-Schwarz inequality, we derive
since the summation is over at most This completes the proof of Theorem 3.
Two problems
In this paper we proved that LCS(r + k + 2, [k] n ) = n k + Θ r,k (n 1−1/r ). It is possible that the coefficient in the big-theta notation need not depend on r, but we have been unable to prove so. In particular, what is the smallest r such that LCS(r + k + 2, [k] n ) ≥ 1.01 n k
? Is it asymptotic to Θ(log n)?
Another worthy problem is the length of the longest common subsequence between two random words. A superadditivity argument shows that the expected length of such a subsequence is asymptotic to γ k n for some constant γ k . Kiwi-Loebl-Matoušek [5] proved that γ k √ k → 2 as k → ∞, but the value of γ k is not known for any k ≥ 2 (including the case k = 4 that is natural for the problem of DNA comparison).
