Abstract: Positioning of a motorcyclist dummy model for carrying out car-motorcycle crash simulations has been a critical issue in understanding the kinematics of a motorcyclist. This paper outlines an approach to position a model of motorcyclist anthropometric test device based on experimentally measured co-ordinates for car-motorcycle crash simulations. A MATLAB program has been developed which minimizes an error function, and its output results are compared with the experimental positions.
INTRODUCTION
The objective of this study is to develop a technique in positioning a motorcyclist anthropometric test device (MATD) model by quantifying and minimizing the error between the points in the dummy and the corresponding experimental positions. We have done car-motorcycle impact simulations and compared simulation results with the experimental data [1] [2] [3] [4] . In these simulations, a model of a human dummy was used in the place of the MATD [5] used in the experiments. Since the dummy consists of a multi-jointed set of bodies, positioning the dummy so as to match the initial coordinates known in the experiment is a difficult task. This paper initiates an approach to position the MATD model in the motorcycle. We have observed in the simulations that positioning of the dummy model significantly affects the simulation results [4] . Although validated models of the car and motorcycle are easily available, errors due to wrong positioning of the dummy need to be minimized. The present work is an approach in this direction.
METHODOLOGY
The problem involves the determination of the joint rotations, given the co-ordinates of the dummy measured experimentally with respect to the reference co-ordinate * Formerly at Indian Institute of Technology, New Delhi, India.
system. This is an inverse-kinematics problem. A number of iterations were earlier required to position the dummy model because previously it was done by trial and error. Given the experimental co-ordinates of the dummy, the developed program now computes the necessary joint angles by putting the specified body parts in the desired positions through required motions. During experiments, joint locations were measured on the dummy parts and locations of these key points were noted. Some photographs of the dummy were also taken to help in locating the points corresponding to the experimental points in the computer modelling. In the present study, a set of experimental points were assumed. These points which were located on the dummy model are shown in Figure 1 . Thirteen points were taken in the dummy corresponding to the experimental points (see Table 1 ). These points are shown schematically; some of these points were located on the basis of the photographs, while others were located by comparing the length between the points. Specific nodes on the dummy were taken as the reference points and were matched with the corresponding experimental points. Since the experimental points did not have a correspondence with the nodal points, errors are likely. This made the optimization difficult. In addition, the experimental points were often not very accurate as they are obtained by taking the stylus of a coordinate measuring machine to the the location to me measured. Being a manual process, a few millimetres of error can easily creep in. One reference point near the pelvis was taken as a general reference point between the dummy and the model. The dummy model was translated to match with the reference point on the pelvis/hip. Thus the final value of error at the hip point is always zero. The proper location of the hip point is critical considering the fact that it is the reference point. Any error in locating the hip point is likely to increase the final error at other co-ordinates. Table 1 for more details). On the basis of the known experimental coordinates, a set of transformations were determined for the dummy parts so as to match the locations of all the parts. The complete body required about 1 translation and 35 rotations with different joint axes to position the model closer to the experimental position. Rotations were permitted only about the joint centres. The various joint centres in the dummy model are shown in Figure 2 , and are also shown schematically in Figure 3 . An error function based on these 35 angles is defined. This error function is then minimized to get a set of optimum parameters required to position the model. First, a translation was required to match the hip point with the corresponding experimental hip point. Upper torso Figure 4 Translation of hip point.
given by
A set of reference points are thus defined as a i s on the dummy model, and the corresponding points on the dummy are called b i . After the translation of the hip point, the points a 1 and b 1 coincide (being the corresponding points on the hip which were matched by the initial translation) making the final value of error at the hip point zero.
On each joint a i , three rotations in the local r, s and t directions are permitted. These local r, s, and t axes are defined by the points a 1jr and a 1js along the local r and s axes, respectively. The local t axis is then obtained as a cross product of r and s axes. Once the axis is defined, rotations are provided about the joint centres. Inexact link lengths cause errors at the reference points. These errors at the reference point are then calculated, and the error function is minimized. Rotations that are allowed about a joint centre are obtained from the moment rotation curves of each joint. Figure 5 shows such curves for one such a joint (the knee joint). From these moment curves, it can be seen that each joint permits a rotation of about certain degrees of freedom only. These correspond to the natural degrees of freedom of the human body joint. Thus at each joint, rotations are permitted only about certain degrees of freedom depending on kinematics of the joints. The required angles of rotation and the axis of rotation are then obtained by minimizing an objective function subject to the lower and upper bounds of the rotation angles permitted about that joint. The error function used for minimization is
The above error function is a sum of the squares of the distance between the experimental co-ordinates and the corresponding points on the dummy model. This is the objective function that was minimized. It is an indirect function of the different joint rotations. The values of b s i do not change during the optimization process because they correspond to the experimentally measured points. After each trans- formation, the variables a s i change and the minimum error was obtained when there was not much appreciable change in the objective function between the successive iterations. A tolerance level is specified, and violation of this tolerance level leads to the termination of the optimization algorithm. The present optimization problem involves the minimization of the error function on which constraints are imposed. The permissible range of rotations allowed at that joint centre imposes the constraints. There are about 35 rotations about various joint centres, and each has a range of permissible rotations about that axis. MATLAB TM [6] provides an optimization toolbox that consists of a number of S Mukherjee, A Chawla and S K Iyer 
optimization algorithms. To solve the present optimization problem, the 'Mincom' function was used. It is a deterministic calculus-based method. It seeks optima by hopping on the function and moving in a direction related to the local gradient. This is simply a notion of hill climbing: to find the best approach in the steepest permissible direction. This function uses 'sequential quadratic programming' method to find an optimal solution. This method involves application of Newton's method to find a stationary point of the Lagrangian function [7] . Because the objective function depends on the parameters (joint rotations) in an indirect manner, other optimization methods were also tried. Another method that gave encouraging results was genetic algorithms (GAs), but the results from GAs are not discussed in this paper.
CASE STUDY RESULTS
The developed program that was run on a case study is based on a set of experimentally measured data. Table 2 gives a set of initial experimental data points used as input. These x, y and z co-ordinates are fed to the MATLABbased optimization program as input. Table 3 shows the initial differences between the link lengths between the measured data and the initial position of the model. A set of transformations were then performed on different parts of the dummy. These transformations are defined relative to the initial dummy position and are obtained by the optimization tool that was used. To check the validity of the transformations, the transformations were then carried out on the Pamcrash TM [8] dummy model using the PamGeneris TM pre-processor [8] . Table 4 presents the final co-ordinates obtained by performing the above set of transformations on the dummy model. These results obtained from the MATLAB program exactly match with the final points of the dummy obtained in PAM-GENERIS TM [8] . From the above results, the error was calculated which is a distance between the final points achieved in the model and the corresponding experimental points. Table 5 also presents values of the error at 11 dummy joint positions before and after optimization. Figure 6 shows these errors diagrammatically. The first part of the figure shows the errors before the transformations, after the first translation and after a complete set of transformations obtained after optimization. The reduction in error is clearly observed. As expected, the error at the hip point is zero. This is because hip point is taken as a reference point that does not undergo any transformations, except at the first step when it was translated and matched with the corresponding experimental position. As discussed earlier, one factor that can possibly cause significant error at all points is the location of the hip point on the dummy model. In Figure 6 , the presence of large error of more than 4 cm at the right and left shoulders can be seen. This behaviour is similar to the one indicated by the error plot for the previous data points. This is because of a difference in the link lengths 1-2 and 1-3 between the experimental dummy and the 
