Abstract. Hölder's inequality states that x p y q − x, y ≥ 0 for any (x, y) ∈ L p (Ω) × L q (Ω) with 1/p + 1/q = 1. In the same situation we prove the following stronger chains of inequalities, where z = y|y| q−2 :
Introduction
Hölder's inequality states that x p y q − x, y ≥ 0 for all p, q ≥ 1 such that 1/p + 1/q = 1, and all x ∈ L p (Ω), y ∈ L q (Ω), where ·, · denotes the duality pairing.
We will prove the following stronger inequalities (for the case of p, q > 1 and real valued functions):
for all t > 0, where z = y |y| q−2 Equivalently, z = y q−2 q J(y), where J : B → B * is the normalized duality mapping with B = L q (Ω) (see, e.g., [3, p. 72] ). In the case of complex valued functions, these inequalities also hold with Re( x, y ) substituting for x, y .
We will present two proofs of these inequalities. The second one rests on the results on local moduli of convexity developed in [1] . This was our initial proof, and has some interest on its own because it relates these Hölder-Minkowski type inequalities with the local modulus of convexity of f (x) = x p p . On the other hand, the first proof is direct and makes the paper selfcontained. Afterwards we give an application of our technique to inequalities between Bregman distances induced by compositions of convex functions. These are of interest because Bregman distances have been used to solve convex feasibility problems, and particularly convex optimization problems, in p and L p (see [2] ). In the final remarks we present some alternative statements of the inequalities.
The new inequalities
For a Banach space B, B * will denote its dual and ·, · : B × B * →C the duality pairing. Given p > 1 and a measure space (Ω, A, µ), L p (Ω) is the set of measurable functions h : Ω →C such that |h(x)| p is integrable, and
We will also use this notation, with the same formula, for any 0 = p ∈ R, though · p is not a norm for p < 1 (rather it is a pseudonorm). R n + and R n ++ will denote the nonnegative and positive orthants of R n respectively. We will prove the inequalities with the help of an estimation which is indeed stronger and quite interesting on its own, and will be established in Lemma 1. We will start with the case of C n provided with the p-norm, and then extend the result to L p (Ω) through a standard limiting argument. Later on, we will comment on the difficulties confronted when a direct proof of the result in L p (Ω) is attempted. We recall that in C n , the p-norm is defined as x p = ( n j=1 |x| p ) 1/p . In this case ·, · denotes the Euclidean inner product. Lemma 1. Take p, q > 0 such that 1/p + 1/q = 1. Take x, y ∈ C n , and define z ∈ C n as z j = y j |y j | q−2 (with the convention that z j = 0 if and only if y j = 0)
Proof. The inequalities in (1) and (2) are a consequence of Minkowski's and Hölder's inequalities respectively, so that it suffices to prove the equalities. Observe that for p = 2 we get y = z and the middle expressions in (1) and (2) become independent of t and trivially equal to x p y q − Re x, y , so we assume that p = 2. Define ϕ : R + → R as
It is easy to compute the first derivative of ϕ by the chain rule, obtaining
We remark that ϕ (t) is well defined for all t > 0 and continuous, because
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The computation of ϕ from (4) gives
Observe that (5) holds for all t > 0 excepting for some of those values of t such that tx j + z j = 0 for some j, in the case of p ∈ (1, 2), for which ϕ (t) = −∞. Observe also that
In view of (5) and (6) 
We claim that ϕ is convex for p > 2 and concave for p ∈ (1, 2). Define v, w ∈ R n + as v j = |tx j + z j | p−2 (excepting for the exceptional values of t mentioned above, if
w . Now we consider the case p > 2. It follows from (7) that
using Minkowski's inequality and p − 2 > 0. As a consequence, we get from (9)
using Hölder's inequality, since 1/r + 1/s = 1 and r, s > 1. We conclude that in this case ϕ is convex.
If p ∈ (1, 2), then we get from (8)
In this case,
using again Minkowski's inequality, but noting that now p − 2 < 0. Thus, we get from (11)
using now the reverse Hölder's inequality (see [4, p. 99] ), since 1/r + 1/s = 1, s ∈ (0, 1), r < 0 and v, w are nonnegative vectors. (12) holds for all values of t > 0, excepting the exceptional values where, as noted before, ϕ (t) = −∞. Therefore, ϕ is always nonpositive. We conclude that in this case ϕ is concave, completing the proof of the claim.
Note that ϕ(0) = 0. By the Mean Value Theorem
for some s ∈ (0, t). Since ϕ is nondecrasing in R + when p > 2 and nonincreasing in R + when p ∈ (1, 2), by (10) and (12), we get from (13)
for all t > 0. Now we observe that
by (4) . Note also that, since ϕ(0) = 0, it holds that ϕ (0) = lim t→0 + ϕ(t)/t. Therefore, taking infimum over R ++ in (14) and supremum in (15), we get the result immediately from (16).
We mention also that if we try to use the argument above directly in L p (Ω), we confront the problem that ϕ is differentiable but not twice differentiable for p ∈ (1, 2), because the same happens with f (x) = x p p . Now we present our main result. Then z belongs to L p (Ω) and
0
Proof. The fact that z belongs to L p (Ω) can be established either by direct computation or by noting that z = y
is the normalized duality mapping (see, e.g. [3, p. 72] ).
Note that (17) and (18) hold for x, y, z ∈ C n by Lemma 1, taking t = 1 in (1) and (2) respectively. Now we consider the case of L p (Ω) and we start with the case when x and y are simple functions, i.e. when both x and y have finite images. In this situation, there exists a partition Ω = 
By definition of z, we have
Then, it is clear thatx,ŷ,ẑ are exactly as requested in Lemma 1, so that (1) and (2) hold withx,ŷ,ẑ and m substituting for x, y, z and n. Now we observe that
and conclude that (17) and (18) hold for x, y and z.
We proceed to consider arbitrary x ∈ L p (Ω), y ∈ L q (Ω). It is well known that for any measurable, real and nonnegative h ∈ L p (Ω) there exists a sequence of simple functions {h n } ⊂ L p (Ω) such that for all ξ ∈ Ω, it holds that
For a measurable and real h ∈ L p (Ω), we get a similar approximation, considering separately the positive and negative parts of h, where |h n (ξ)| ≤ |h(ξ)| substitutes for (20). Finally, for a measurable and complex h ∈ L p (Ω), we consider separately its real and imaginary parts, and get again a similar pointwise approximation, where now
substitutes for (20).
We consider now sequences of simple functions {x n } ⊂ L p (Ω), {y n } ⊂ L q (Ω) such that (19) and (21) hold with h = x, h n = x n and with h = y, h n = y n . In view of (21) we can apply the Dominated Convergence Theorem, and therefore we have
Let now z n (ξ) = |y n (ξ)| q−2 y n (ξ) if y n (ξ) = 0 and z n (ξ) = 0 otherwise. It is easy to check that z n belongs to L p (Ω) for all n. Also, since
because q−1 > 0, we can conclude again from the Dominated Convergence Theorem that
Note that z n = |y n | q−2 y n , so that we can apply the result already established for simple functions and conclude that (17) and (18) hold with x n , y n , z n substituting for x, y, z, respectively. The result of the theorem follows by taking limits as n goes to ∞ in (17) and (18) after such substitution, in view of (22) and (23).
We remark that the result in Theorem 1 concerning the spaces L p (Ω) is in principle weaker then the results in Lemma 1 for C n (it corresponds to the particular case of t = 1). We will now establish (1) and (2) in L p (Ω). In this case we will follow an inverse procedure: we start with the already established case of t = 1 (i.e.
(17)- (18)) and proceed from there to the case of the infimum or supremum over t, using the fact that
and define z = y |y| q−2 (with the same convention as in Theorem 1) . Then
Proof. Again, it suffices to prove the equalities in (24) and (25). Consider ϕ defined as in (3), but with x and z in L p (Ω). Note that the equalities in (24) and (25) can be rewritten as
Replace now x by tx, with t > 0, in (17)-(18), use homogeinity in x of x p y q − Re( x, y ), divide both (17) and (18) by t and conclude that
so that in order to establish (26) and (27) it suffices to prove that the inequalities in (28) and (29) are indeed equalities.
It is well known that f :
is Fréchet differentiable and that its derivative at x is the R-linear (though not
(see e.g. [3, 72] ). In view of (30), we can compute the derivative of ϕ by the chain rule, obtaining
Note that ϕ(0) = 0 by (3), so that, using (31), In view of (32), the inequalities in (28) and (29) are indeed equalities, so that (26) and (27) hold and the result is established.
It is interesting to consider (17) in the case of p = 1 (i.e. q = ∞). In this case our definition of z as y |y| q−2 becomes meaningless, but similar inequalities hold when y belongs to a subset of L q (Ω), as we discuss next. For p > 1 the relation z = y |y| q−2 can be inverted to y = z |z| p−2 . For p = 1 the application from
given by z → z |z| p−2 is still well defined, but it is not onto any more:
with the convention of Lemma 1, its image consists of those y ∈ L ∞ (Ω) such that for all ξ ∈ Ω either y(ξ) = 0 or |y(ξ)| = 1. In other words, defining y in terms of z through the relation just mentioned, (17) becomes
We proceed to prove this inequality.
Proposition 1.
Take complex valued functions x, z ∈ L 1 (Ω) and define y = z |z| −1 , with the convention of Lemma 1. Then y ∈ L ∞ (Ω) and
Proof. y belongs to L ∞ (Ω) because |y(ξ)| is equal to either 1 or 0 for all ξ ∈ Ω. The rightmost inequality in (33) is trivial. We proceed to prove the leftmost one. We claim that for all ξ ∈ Ω it holds that
If z(ξ) = 0, then we have y(ξ) = 0 by definition, and (34) holds. Otherwise, let β = x(ξ)/z(ξ). Clearly, 1+ Re(β) =Re(1 + β) ≤ |1 + β|, which, after multiplying by |z(ξ)| and rearranging terms, becomes
establishing the claim. From (34)
since y ∞ = 1, because |y(ξ)| is equal to either zero or 1 (if y(ξ) = 0 for all ξ, in which case z(ξ) = 0 for all ξ, then (33) is trivial). Then the result follows integrating (35) over Ω.
We give now an alternative proof of the chain in inequalities in (17) for the real case, based on the results of [1] , which are indeed the source of our results in this paper. Given a real Banach space B and a convex and Gateaux differentiable f : B → R, we define D f : B × B → R as
where f (y) ∈ B * is the Gateaux derivative of f at y. If f is convex but not differentiable we can extend (36) to D f (x, y) = f(x) − f(y) − inf{ η, x − y : η ∈ ∂f (y)},
where ∂f (y) ⊂ B * denotes the set of subgradients of f at y. In both cases we have 0 ≤ D f (x, y) for all x, y ∈ B, and D f (x, x) = 0 for all x ∈ B. Also, D f (x, y) is Proof. It is easy to get convexity of f directly from the definition of convexity. Also, it follows from the definition of subgradient that for any z ∈ B, ω ∈ ∂f (z) if and only if ω = φ (g(z))η for some η ∈ ∂g(z). Then D f (x, y) = φ(g(x)) − φ(g(y)) − inf{φ (g(y)) η, x − y : η ∈ ∂g(y)} = φ(g(x)) − φ(g(y)) − φ (g(y)) inf{ η, x − y : η ∈ ∂g(y)}, We have the following immediate corollary of Proposition 3.
Corollary 1. Under the hypotheses of Proposition 3,

