Abstract-Can compression algorithms be employed for recovering signals from their underdetermined set of linear measurements? Addressing this question is the first step towards applying compression algorithms for compressed sensing (CS). In this paper, we consider a family of compression algorithms CR, parametrized by rate R, for a compact class of signals Q ⊂ R n . The set of natural images and JPEG2000 at different rates are examples of Q and CR, respectively. We establish a connection between the rate-distortion performance of CR, and the number of linear measurement required for successful recovery in CS. We then propose compressible signal pursuit (CSP) algorithm and prove that, with high probability, it accurately and robustly recovers signals from an underdetermined set of linear measurements.
I. INTRODUCTION
The field of compressed sensing (CS) was established on a keen observation that if a signal is sparse in a certain basis it can be recovered from far fewer random linear measurements than its ambient dimension [1] , [2] . In the last decade, CS recovery algorithms have evolved to capture more complicated signal structures such as group sparsity, atomic structure, and nuclear norm minimization [3] - [19] . In this paper, we consider a different type of structure based on compression algorithms. Suppose that a class of signals can be "efficiently" compressed by a compression algorithm. Intuitively speaking, such classes of signals have a certain "structure" that enables the compression algorithm to represent them with fewer bits. These structures are often much more complicated than sparsity, and employing them in CS can potentially reduce the number of measurements required for signal recovery.
In this paper, we aim to address the following problem. Is it possible to employ compression schemes in the CS problem and design algorithms that recover signals either exactly or with "small error", from random linear measurements? As we will prove in this paper, the answer to this question is affirmative. We propose a CS recovery algorithm based on exhaustive search over the set of "compressible" signals, that, under a certain condition on the rate-distortion function, recovers signals from fewer measurements than their ambient dimension. This result provides the first theoretical basis for using compression algorithms in CS.
The organization of the paper is as follows. Section II reviews the main concepts used in this paper and formally states the problem addressed in the paper. Section III summarizes our main contributions. Finally, Section V concludes the paper.
Due to space limitations, the proofs of all lemmas, theorems, etc. are presented in the full version of this paper which is available on arxiv [20] .
II. BACKGROUND AND PROBLEM DEFINITION
In this section we first review the concept of compression and rate-distortion function. Then we state the problem we address in this paper more formally.
A. Notation
Boldfaced letters such as x and X represent vectors. Calligraphic letters denote sets. Given a finite set A, |A| denotes its size. The p -norm of x ∈ R n is defined as
|{i : x i = 0}|. Note that for p < 1, · p is a semi-norm since it does not satisfy the triangle inequality.
B. Rate-distortion function
Let Q denote a compact subset of R n . Consider a compression algorithm for Q described by encoder and decoder mappings (E, D). Encoder
maps the coded signal E(x) back to the reconstruction domainQ. Letx D(E(x)) denote the reconstruction of signal x ∈ Q. The performance of the described coding scheme at rate R is measured in terms of its induced distortion defined as
Throughout the paper, we usually consider a family of fixed-rate compression algorithms {(E R , D R ) : R > 0} parametrized by the rate R, and its corresponding ratedistortion function R(D) defined as R (D) inf{R :
In the remaining of this section we illustrate the concepts with two examples. Let
Example 1: There exists a family of compression algorithms that achieves the following rate-distortion function on B n 2 (ρ):
Here, c is a constant less than 3.
Example 2:
There exists a family of compression algorithms that achieves the following rate-distortion function on B
where c is a constant less than 3. 
C. Problem statement
Consider the problem of recovering "structured" signal x ∈ R n from its undersampled set of linear measurements y = Ax, where y ∈ R d , and A ∈ R d×n , d < n, denotes the measurement matrix. For various types of structure such as sparsity, it is well-known that x may be recovered from measurements y even though d < n. In this paper we explore a more elaborate type of structure based on compressibility.
Instead of being structured as sparse, smooth, etc., suppose that the signal belongs to a compact set Q ⊂ R n and there exists a family of compression algorithms
For instance, we can consider the JPEG2000 compression algorithm [21] at different rates for the class of images. This family of compression algorithms might be exploiting the sparsity of the signal in a certain domain or any other type of structure. The actual mechanism by which the algorithm is compressing the signals in Q is not important for the purpose of this paper. Instead, we are interested in recovering vector x ∈ Q from an undersampled set of linear equations y = Ax by employing the compression algorithms {(E R , D R ) : R > 0}. The question is when this is possible, and what it implies on the rate-distortion function R(D). Since for every compact set we can define a family of compression algorithms, it seems that existence of compression algorithms does not necessarily lead to a CS-recovery method. The following lemma confirms this intuition.
Lemma 1:
. If the number of measurements is less than the ambient dimension n, any CS-recovery algorithm will result in an 2 reconstruction error of at least 1, for any measurement matrix.
Therefore, the first step in employing compression algorithms for CS is to characterize the class of compression algorithms that can potentially lead to CS-recovery methods.
Definition 1: Compressed sensing is said to be applicable to a compact set Q ⊂ R n with d < n measurements, if, for any > 0, there exists a d × n matrix A and a recovery algorithm A ,
According to Lemma 1, CS is not applicable to B n 2 (1) with d measurements, for any d < n. Next we define α-dimension for a rate-distortion function and establish its connection with CS-applicability.
Definition 2: Consider compact set Q ⊂ R n , and a family of fixed-rate compression codes, {(E R , D R ) : R > 0}, with rate-distortion function R(D). Define the high resolution rate distortion dimension, or α-dimension, of a family of codes as α lim sup
In Section IV we discuss the connection between α-dimension and other well-known concepts in information theory and functional analysis.
Consider a compact set Q ⊂ R n , and without loss of generality, assume that 0 ∈ Q. Since the set is compact
is finite. Therefore, Q ⊂ B n 2 (ρ), and according to Example 1, there exists a family of compression algorithms with
where ρ = ρ(Q), D < ρ, and c is a constant independent of the distortion level D. Therefore, for any compact set Q, there exists a family of compression codes with α-dimension upper-bounded by n. The interesting regime is when there exists a family of codes with α-dimension strictly smaller than n. For instance, the set of k-sparse signals in B n 2 (1), discussed in Example 2, is a set for which there exists a family of compression algorithms with α-dimension smaller than n. In the remaining of this section, we explore the connection between the CS-applicability of a compact set Q and the α-dimension of a family of codes for Q. The question is whether CS is applicable to Q with number of measurements d < n, and if the answer is affirmative, what is the minimum number of measurements for this result to hold.
Given α > 0, let S 
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Note that the notion of CS-applicability with d measurements is the minimal requirement for the practical use of CS. In particular, it does not guarantee the robustness of the algorithm to measurement noise. Also, the measurement matrix can be adapted to the structure of data and the recovery algorithm can exploit any extra information about the set. In the rest of this paper, we show that considering random measurement matrices (nonadaptive measurements) and following Occam's principle results in an accurate and stable recovery algorithm.
Our algorithm searches over the space of "compressible signals" and finds the one that matches the measurements the best. More formally, given a compression algorithm (E R , D R ) with codebook C R , consider compressible signal pursuit (CSP) algorithm for recovering x o ∈ Q from its measurements y o = Ax o defined aŝ
Here the rate R can be considered as a free parameter, which, as we will see in Section III, plays a role in the tradeoff between the success probability of CSP, and its reconstruction error. Note that we still ignore one important aspect of practical algorithms and that is "computational complexity". CSP is based on an exhaustive search and hence is computationally very demanding. Practical implementation of such ideas is left for future research. 
A. Noiseless measurements
Our first result is on the performance of the CSP algorithm, when there is no noise in the system, i.e., z = 0.
Theorem 2: Consider compression code (E, D) operating at rate R and distortion D for coding signals in set Q. Let A ∈ R d×n , where
d×n , by the CSP algorithm employing (E, D). Then,
with probability at least
. Theorem 2 proves that in many cases CSP algorithm provides an "accurate estimate" of x o with a number of measurements that is less than the ambient dimension n. Corollary 1 below describes one instance of such cases.
Corollary 1:
log(1/eD) . Then
log(1/eD) is much smaller than R(D) itself. In fact, according to (2) 
By choosing different values for τ 1 and τ 2 we can derive different upper bounds for the recovery error. Here is another instance of such result.
Corollary 3: Taking the number of measurements
8 log n . As a final remark, we derive a lower bound for the number of measurements required according to Theorem 1 for the "success" of the CSP algorithm. Consider the success probability in Theorem 1. To keep success probability larger than zero we require
Therefore, to reduce the number of measurement, we require τ 1 to be large. But τ 1 is always less than 1. Furthermore, if
, the upper bound on the reconstruction error will be larger than 1, which is a trivial bound for any signal in B n 2 (1). Hence, we consider
B. Noisy measurements
In this section we analyze the performance of CSP in the presence of noise. Consider the case where the linear measurements are corrupted by i.i.d. noise, i.e.,
To recover signal x o from y o , again we employ the CSP algorithm described in (3).
Theorem 3: Letx o denote the solution of CSP to input y o , using fixed-rate code (E, D) for compact set Q, which operates at rate R and distortion D ≤ (5e) −1 . For any x o ∈ Q and η > 1, choosing
with probability exceeding
Note that D (or equivalently R) acts as the free parameter of the CSP algorithm and control the bias and variance of the final estimate. Intuitively speaking small values of D lead to large variance since σ is divided by D in two terms. Large values of D make the variance small, but increase the bias (due to 2D term under the radical sign). The optimal choice of the free parameter R is dictated by the rate-distortion performance of the code, number of measurements, and the variance of the noise.
C. Discussion
The results we have discussed so far are the same for finite and infinite dimensional classes [20] . Such results may mislead us to a conclusion that as long as the performance of CSP is concerned the ambient dimension is not important. However, the finiteness of ambient dimension may help derive stronger results. Next theorem is an instance of such results.
Theorem 4: Let A ∈ R d×n be a measurement matrix with A ij iid ∼ N (0, 1). For any x o ∈ Q, we denote the reconstruction of the CSP algorithm at rate R withx o . We have
Note that there is a major difference between Theorem 4 and Theorem 2. Theorem 4 claims that once we draw a random matrix from Gaussian distribution, this matrix with high probability works for any signal in Q. However, Theorem 2 considers individual sequences. Note that the strength of Theorem 4 has come at a price of larger reconstruction error and lower success probability.
IV. RELATED WORK

A. Connection of compression and compressed sensing
In this paper we consider the problem of using a family of compression algorithms for compressed sensing. The other direction, i.e., using CS for compression have also been extensively studied in the literature [22] - [30] . In this line of work the rate-distortion that is achieved by scaler (or in a few cases adaptive) quantization of random linear measurements has been derived. However, such results are different from our work since they only consider either sparse or approximately sparse signals. Furthermore, we consider a different direction, that is, the direction of deriving CS recovery algorithms based on compression schemes.
B. Kolmogorov's -entropy and compressed sensing
The -entropy of a compact set Q is defined as
where N (Q) is the minimum number of elements in an -covering of Q [31] . The -entropy, H , provides a lower bound on the rate distortion of any family of compression algorithms. In other words, if R(D) is the rate distortion function of a family of compression algorithms on Q, then
It is clear that our results can be stated in terms of Kolmogorov's -entropy by considering it as the optimal compression scheme from the perspective of rate-distortion tradeoff.
C. Stochastic settings
While in this paper we only focus on deterministic signal models, stochastic settings have also been extensively studied in CS. (See for instance [32] - [41] .) In such models the data is assumed to follow a certain distribution (often i.i.d.) and the probability of correct recovery is measured as the ambient dimension tends to infinity. In many cases the algorithms exhibit certain phase transitions in the probability of correct recovery.
In [38] , [40] , the authors characterize the asymptotic performance of "information-theoretically" optimal algorithms in the stochastic setting. There are several major differences between our work and the work of [38] , [40] . First our framework is concerned with the deterministic signal models. Second, our results are for finite-dimensional signals, and hence are non-asymptotic. Third, we consider arbitrary family of compression algorithms and characterize when such schemes are suitable for signal recovery from random linear measurements.
D. Kolmogorov complexity
Our work is mainly inspired by series of work on the connection between Kolmogorov complexity of sequences and CS [42] - [47] . In particular, [42] , x 2 , . . . , x n ) denotes the Kolmogorov complexity of vector x where each component is quantized by m bits, and proves that if the Kolmogorov information dimension of a sequence is small compared to its ambient dimension one can recover it from an undersampled set of linear measurements. Our results have several connections with [42] and is the first step towards practical implementation of [42] . While the CSP algorithm is computationally demanding at this point, it provides an approach to designing suboptimal algorithms such as greedy methods. Furthermore, CSP algorithm may enable us to employ universal compression algorithms to develop universal compressed sensing methods.
V. CONCLUSION
In this paper, we studied the problem of employing a family of compression algorithms for compressed sensing, i.e., recovering structured signals from their undersampled set of random linear measurements. Addressing this problem enables CS schemes to exploit complicated structures integrated in compression algorithms. We proposed compressible signal pursuit (CSP) algorithm that outputs the codeword that best matches the measurements. We proved that employing a family of compression algorithms whose rate-distortion function satisfies lim sup D→0 R(D)/log(1/D) ≤ α, with α smaller than the ambient dimension, with high probability, CSP recovers signals from 4α measurements. The CSP algorithm is still computationally demanding and requires approximation or simplification for practical applications. This important direction is left for future research.
