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In this article, a new method for the recognition of obscene video contents is presented. In the proposed
algorithm, different episodes of a video file starting by key frames are classified independently by using the
proposed features. We present three novel sets of features for the classification of video episodes, including (1)
features based on the information of single video frames, (2) features based on 3D spatiotemporal volume (STV),
and (3) features based on motion and periodicity characteristics. Furthermore, we propose the connected
components’ relation tree to find the spatiotemporal relationship between the connected components in
consecutive frames for suitable features extraction. To divide an input video into video episodes, a new key frame
extraction algorithm is utilized, which combines color histogram of the frames with the entropy of motion vectors.
We compare the results of the proposed algorithm with those of other methods. The results reveal that the
proposed algorithm increases the recognition rate by more than 9.34% in comparison with existing methods.
Keywords: Obscene video recognition, Content-based video retrieval, 3D spatiotemporal features, Key frame
extraction1. Introduction
Today, the Internet is growing exponentially in different
directions, including users, bandwidth, applications, and
websites. Nowadays, the Internet has become an essen-
tial part of our life, and children are not excluded. Inter-
net provides children many opportunities for learning,
research access, socialization, entertainment, and an
enhanced communication tool with families while ex-
posing children to potentially negative contents. Because
of the fast growth rate of the Internet facilities, the
harmful contents on the Internet are growing faster too.
Therefore, uncontrolled access to the Internet gives rise
to serious social problems.
Content filtering is a commonly used technique by
organizations such as schools to prevent computer users
from viewing inappropriate web sites or contents. In
content filtering techniques, a content is blocked or
allowed based on the analysis of its contents not its
source. Web contents may include text, image, or video* Correspondence: behrad@shahed.ac.ir
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in any medium, provided the original work is pcontents. By utilizing content-based filtering, it is pos-
sible to block some parts of contents, rather than block-
ing all web pages or the entire web site.
Video contents have more damaging effect on children
and teenagers, among all harmful web contents. Today
harmful video contents are employed in different web
applications like video files transferring, video chats, live
sex, and online videos. Therefore, the recognition of ob-
scene video contents plays an important role in the
harmful web contents filtering.
Different methods have been proposed for the task of
content-based web filtering; however, most of them have
been focused on image or text contents. Recently, a few
methods have been proposed for content-based video fil-
tering; however, they mostly employ spatial features like
image-based methods. Image-based methods use only
the spatial information of single frames for video content
analysis and are generally fast. However, video-based ap-
proach combines spatial, temporal, and motion-based
features for efficient video content analysis and recogni-
tion. They are generally more accurate but at the ex-
pense of more computational burden.an Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly cited.
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content-based video filtering, which combines different
properties of video contents including spatial, spatiotem-
poral, and motion-based features for robust recognition.
The remainder of this article is organized as follows.
In Section 2, existing methods on obscene video recog-
nition are discussed. The proposed features and algo-
rithm for obscene video identification are described in
Section 3. Section 4 presents our experimental results,
including data collection, training, and test processes. Fi-
nally, we conclude the article in Section 5.2. Methods
Although most of the existing methods have focused on
obscene content detection in images [1-3] and texts [4],
some efforts have been made for obscene video detec-
tion and categorization. Existing method for obscene
video detection may be roughly divided into three
groups including (1) methods based on spatial informa-
tion of video frames [5-7], (2) methods based on motion
vectors [8,9], and (3) methods based on spatiotemporal
features [10-12]. Wang et al. [5] used a three-step
method for identifying illicit videos. In the first step, they
extracted key frames based on tensors and motion vec-
tors. Then, a cube-based color model was employed for
the skin detection. Finally, objectionable videos were
recognized by the video estimation algorithm. The
method employed only the spatial information of key
frames for illicit video recognition. Choi et al. [6] pro-
posed X Multimedia Analysis System (XMAS) for the
recognition of obscene video frames. XMAS presented a
method for the recognition of obscene videos based on
multiple models and multi-class SVM. The system
sampled video frames with the rate of 1 frame/s and
used MPEG-7 visual descriptors for the feature extrac-
tion from images. The method uses only spatial features
and its functionality is restricted to MPEG-7 files.
Kim et al. [7] first extracted the frames of a video file
and detected shot boundaries or key frames. Then they
calculated motion vectors and checked if the frame had
a global motion or not. In the case of local motion, the
algorithm detected skin segments, and utilized edge
moments to classify each frame as an objectionable or a
benign frame. The method suffers from using the spatial
information of only key frames. It needs also a database
for moment matching.
Rea et al. [8] proposed a multimodal approach for
illicit content detection in videos. The approach
employed visual motion information and the periodicity
in the audio stream for illicit video detection. The
method assumed that the scene involved only two dis-
tinct types of motions: a local homogeneous foreground
motion and a global homogeneous background motion.Obviously, real-world motions like zoom/close-up will
result in ambiguity.
In [9], a method was presented for detecting the
human’s reciprocating motion in pornographic videos.
The approach extracted motion vectors from the MPEG
video stream. The motion vectors were smoothed by
vector median and mean filters to remove outliers and
small motion vectors. Objectionable videos were then
extracted by motion-based features. The method used
only motion information for classification. Therefore,
the algorithm could not recognize objectionable videos
with global motions or videos with no considerable
motion.
Jansohn et al. [10] utilized the fusion of motion vectors
and spatial features for detecting pornographic video
contents. Bag-of-Visual-Words based on the histograms
of local patches were used as spatial features. The mo-
tion analysis was based on MPEG-4 motion vectors
extracted by the XViD codec.
Lee et al., [11] used two models of features for objec-
tionable video classification. The first model utilized fea-
tures based on single-frame information, and the second
feature model was based on the group of frames. The
features of two models were classified using two support
vector machine (SVM) classifiers. Then the final deci-
sion function was utilized to combine the results of two
models by using the discriminant analysis. They
extended their work [12] to a multilevel hierarchical sys-
tem, which utilized very similar features for detecting
objectionable videos. The method included three phases,
which were executed sequentially. In the first phase, ini-
tial detection was performed based on hash signatures
prior to the download or the play of a video. In the sec-
ond phase, single frame-based features were utilized for
the detection followed by a third phase where the detec-
tion was completed by features based on the group of
frames reflecting the overall characteristics of the video.
Both algorithms extracted video frames periodically to
avoid the computational overhead for finding the key
frames of a video. This method is not proper for the
classification of video episodes with different categories
in the same video file.
Zhao et al. [13] studied the key techniques of porno-
graphic image/video recognition algorithms, such as skin
detection, key frame extraction, and classifier design in
the compressed domain. They extracted shot boundaries
by applying a threshold on skin area percentage in the
frames, and extracted the proposed features. Finally, the
classification was performed by a decision tree.
In [14], Bag-of-Visual-Features was used for nudity de-
tection in video files. The features used to build the vo-
cabulary in this method were simply patches (gray-level
values) around the interest points. The method first clas-
sified the selected frames independently to nude and
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lized to detect nudity in the video file. The method
employed only spatial features to decide about whole
video content. Also, the use of voting algorithm without
the extraction of key frames makes the algorithm unsuit-
able for the classification of small video episodes with
different categories. The algorithm of [15] also used
spatial features based on Zernike moments to detect
nudity in the video file. The approaches used the global
motion in the video frames to group frames and reduce
the processing time. The method classifies the input
video as obscene if it detects more than five successive
obscene frames.
In [16], an agent-based system was developed for the
detection of videos containing pornographic contents.
The algorithm used color moments and HMM classifier
to detect pornographic contents. In [17], an adaptive
sampling approach, considering the video duration, was
proposed with the objective to increase the detection
rate and/or reduce the runtime.
In this article, a new method for the recognition of ob-
scene video contents is presented. In the proposed algo-
rithm, different episodes of a video file starting by key
frames are classified independently as obscene or nor-
mal. The method employs different shape-based features
to differentiate between skin regions of obscene and
non-obscene videos. We utilize different novel features
for obscene video content recognition, including spatial,
spatiotemporal, and motion-based features. To extract
spatiotemporal features, we employ a novel method
based on the 3D skin volume and new concept of the re-
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Figure 1 Block scheme of the proposed algorithm.between the skin regions in consecutive frames. Also to
increase the efficiency of the proposed motion-based
features, we propose a new method for key frame extrac-
tion that combines color histogram of the frames with
the entropy of motion vectors.
3. Proposed algorithm
Figure 1 shows the block scheme of the proposed algo-
rithm. As it is shown in the figure, the algorithm has
three stages, including (1) preprocessing, (2) feature ex-
traction, and (3) classification. The algorithm starts by
the detection of key frames. When a key frame is
detected, the information of video frames is extracted
for about 4 s after the key frame and skin regions in
video frames are extracted. At the second stage of the al-
gorithm, the proposed features are extracted from binary
skin images. Three sets of features are proposed for the
classification of video episodes as follows.
 Features based on the information of single frames.
 Features based on 3D STV.
 Features based on motion and periodicity
characteristics.
Features based on the information of single frames ex-
tract features from individual frames of the video. The
method is fast for feature extraction; however, it uses
only the spatial information of single frames for video
content analysis. Features based on 3D STV consider
not only the spatial characteristics of the individual
frames, but also their temporal variation over video
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tree, which shows the spatiotemporal relationship be-
tween the skin regions in consecutive frames. Motion is
a key feature representing temporal characteristics of
videos. Periodicity of motion is the main characteristic
of obscene videos, which can be used as another feature
for the classification of obscene and normal videos.
However, when there is no motion in the scene or when
the scene includes a global motion, motion-based fea-
tures are not reliable for periodicity measurement.
Therefore, we consider the validity of motion-based fea-
tures for more efficient classification.
At the last step of the algorithm, all the features are
combined and the video episode is classified using an
SVM classifier.
3.1. Preprocessing
The main goal of preprocessing step in the proposed al-
gorithm is to divide the video file into video episodes by
the detection of key frames. Each video episode can be
classified independently as obscene or non-obscene. In
addition, skin regions are extracted in the preprocessing
stage. Since the skin detection algorithm may not detect
skin pixels completely, we apply necessary post-
processing techniques for noise handling.
3.1.1. Key frame detection
Since various video parts may contain different contents,
the proposed algorithm is devised to classify different
episodes of a video file independently as obscene or
non-obscene. For this purpose, we need to divide a video
file into video episodes. In addition, due to massive
video data, video summarization is a necessary stage to
organize video data and implement a meaningful rapid
navigation of video. Video summarization is the process of
creating a new representation of video data that is much
shorter than original video data and information is pre-
served as much as possible. Video summarization algo-
rithms generally aim at finding events with more valuable
information in the video streams, reducing the network
load and preparing useful data for the classification.
Key frame detection is the mostly used technique for
video summarization. By the extraction of key frames,
first, a video file is divided into a collection of video epi-
sodes that can be examined separately. Second, since we
use only the information of video frames for the time
interval of 4 s after key frames, the computation burden
of the algorithm is reduced. Different methods have
been proposed for key frame extraction, including color-
based methods [18], methods based on motion vectors
[19,20], object-based techniques [21,22], and methods
based on feature vector space [23,24] to name a few.
Our method for key frame extraction combines color
histogram of the frames with the entropy of motionvectors. The algorithm includes two successive steps. In
the first step, color histogram of frames is employed as
follows.
 Color histograms of video frames are calculated.
 Normalized cross correlation coefficients between
histograms of consecutive frames are calculated.
 Local minimums of cross correlation coefficients are
identified.
 Key frames are detected by applying an appropriate
threshold to cross correlation coefficients.
In the case of videos with poor illumination, color
histogram may generate myriad of key frames without
any changes in the scene or motion information. In
addition, we use motion features for the classification of
video episodes, which means key frames should reveal a
change in motion information as well. Therefore, motion
information in the second step of key frame detection al-
gorithm is employed. The purpose of this step is to
eliminate some key frames that reveal no change in mo-
tion information. We use the entropy of motion vectors
to extract motion information in two consecutive
frames. Motion vectors are calculated using block
matching algorithms for all blocks of video frames.
Two-dimensional motion vectors are then mapped to an
intensity image where the intensity values are calculated
using the following equation
I x; yð Þ ¼ 2Rþ 1ð Þ dx þ Rð Þ þ dy þ R ð1Þ
where (dx, dy) is the vector representing the motion of
the pixel (x, y). It is assumed that square areas with the
size of (2R + 1) × (2R + 1) are used as search regions in
the block matching approach.
To extract motion information, co-occurrence matrix
for image I is calculated. Assuming that the input frames
contain two different areas, including background
(non-skin) and foreground (skin) areas and their motion
vectors are separated by threshold t, the co-occurrence
matrix is divided into four quadrants, which repre
sent background-to-background (BB), background-to-
foreground (BF), foreground-to-background (FB), and
foreground-to-foreground (FF) regions. The entropies of
the quadrants are calculated using the following equa-
tions [25]:





pBB i; jð Þ log pBB i; jð Þ ð2Þ





pBF i; jð Þ log pBF i; jð Þ ð3Þ
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pFF i; jð Þ log pFF i; jð Þ ð4Þ
Then global, local, and joint entropies that show the
motion information of a frame are calculated as follows:
HLE tð Þ ¼ HBB tð Þ þ HFF tð Þ ð5Þ
HLE tð Þ ¼ HBB tð Þ þ HFF tð Þ ð6Þ
HJE tð Þ ¼ HFB tð Þ þ HBF tð Þ ð7Þ












HGE tð Þ ð11Þ
where HGEM, HLEM, and HJEM are maximum global,
local, and joint entropies, respectively. A key frame
should reveal a considerable change in motion informa-
tion. Therefore, we define motion information difference
(MID) between two consecutive frames i and i – 1 as:
MID ¼ HiGEM  Hi1GEM
 þ HiJEM  Hi1JEM
 




i , and HGEM
i are maximum local,
joint and global entropies for frame i, respectively, and
HLEM
i − 1 , HJEM
i − 1 and HGEM
i − 1 are maximum local, joint and
global entropies for frame i – 1, respectively. By employ-
ing MID values, the key frames extracted by the first step
of the algorithm are further refined to extract more reli-
able key frames.
3.1.2. Skin detection
Majority of obscene videos contain large volume of
skin region. Therefore, skin regions are an obvious cue
for the recognition of obscene videos. Several methods
have been proposed to detect skin pixels in image [26-
29]. In pixel-based approaches, each pixel is classified
as skin or non-skin pixels individually and independ-
ently from its neighbors [26,27]. In contrast, region-
based approaches take spatial arrangement of pixels
into account during the detection stage [28,29]. Much
of the existing work on skin detection has used a mix-
ture of Gaussian models for skin extraction. A mixture
of Gaussian models is expressed as the sum of Gauss-
ian kernels as follows










2 xμið ÞTΣ1i xμið Þ ð13Þ
where x is the color vector, Σi are diagonal covariance
matrices, and μi are the mean vectors. The contributionof the ith Gaussian function is specified by ωi. In [30],
several algorithms for skin detection in objectionable vid-
eos were compared. It was shown that the mixture of
Gaussian models is a proper choice for skin detection in
objectionable videos. The implementation of the mixture
of Gaussian models using a lookup table makes the skin
detection algorithm proper for real-time applications as
well. We use the method presented in [26] which
employs two separate mixture models for the skin and
non-skin classes. The method exploits 16 Gaussians in
each model and extracts skin pixels by applying threshold
on the skin likelihood which is defined as follows
L xð Þ ¼ Pskin xð Þ
Pnonskin xð Þ ð14Þ
where L(x) is the skin likelihood. To remove erroneous
skin pixels and to have uniform skin region, the following
post-processing stage is applied to the resultant binary
skin image.
 Morphological opening operator is applied to
remove small connected components (skin regions)
in the image.
 Pixels with less than four skin pixels in their 3 × 3
neighborhood are removed.
 Morphological closing operator is applied to merge
nearby skin regions.
 Holes in skin regions are filled.
Figure 2 shows the results of different stages for the
skin detection algorithm.3.2. Feature extraction
Feature extraction has a great impact on the perform-
ance of the video recognition system. We use three dif-
ferent sets of features for the recognition of obscene
videos, namely features based on the information of sin-
gle frames, features based on 3D STV, and features
based on motion and periodicity characteristics.
These features are extracted for each episode of video
starting by a key frame. For this purpose, after extract-
ing key frames, frames of a video episode with the dur-
ation of about 4 s are extracted. Then after applying
skin detection algorithm, the required features are
calculated.
To extract volume-based features, connected compo-
nents (skin regions) of the skin image are extracted and
their spatiotemporal relationship and arrangement in the
consecutive frames are evaluated. For this purpose, we
propose connected components’ relation tree in succes-
sive frames that are explained in the next section.

































Figure 3 Four steps of the relation tree’s progress.
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We use the relation tree to find the spatiotemporal re-
lationship between the skin regions in consecutive
frames. The relation tree is used to extract the features
based on 3D STV. For this purpose, first the skin
regions of consecutive frames are labeled and three lar-
gest regions are selected to reduce the computational
burden. To enhance the robustness of the algorithm,
small connected components are eliminated. Conse-
quently, some frames may have less than three con-
nected components.
Algorithm for the construction of the relation tree
starts by finding the first frame which must contain
at least one connected component. The relation-
ship between connected components is then calcu-
lated in subsequent frames and the relation tree is
constructed.
Figure 3 shows an example of a relation tree for
four successive frames. Each node in this directional
tree is shown by a circle, representing a connected
component or a skin region. Directional link be-
tween two nodes represents a relationship or an
overlap between two nodes and the cost of the link
represents the amount of overlap between two nodes
(connected components) in terms of pixel. Three
kinds of nodes are defined in the relation tree as
follows
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1 are parent nodes
in Figure 3.





4 are end nodes in
Figure 3.
 Intermediate node: nodes that relate parent nodes to
end nodes.
To construct the relation tree between two consecutive
frames, skin regions or connected components in the
current frame are compared with the connected compo-
nents in the next frame. If two skin regions CCi
j and CCk
j+1
in two subsequent frames has overlap, then the link li,k
j
with the cost of Ci,k
j is added to the tree, where Ci,k
j is the
number of overlapped pixels between two skin regions.
Pseudocode for the construction of the relation tree be-
tween two consecutive frames is shown in Figure 4.
A path is defined as a sequence of nodes CC1, CC2,
. . ., CCk and their related links, where CC1 is a parent
node, CCk is an end node, and each intermediate node
CCi is the successor of CCi–1. Cost of a path is defined
as the sum of costs for all the links in the path.Notations:
Nk : Number of connected components in frame k
k
iCC : i
th connected component in frame k
,
k








i jC : Cost of link ,
k
i jl
kP : All paths formed until frame k 
k




For i:=1 to Nk
first_link:=1
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Figure 4 Pseudocode for creating relation tree between two
consecutive frames.After creating the relation tree, the optimal path, which
is defined as a path with the maximum number of nodes,
is selected. If a few paths have the maximum number of
nodes simultaneously, the path with maximum cost is
selected as the optimal path. The optimal path is used for
the construction of 3D STV and feature extraction.
3.2.2. Features based on the information of single frames
Although skin regions are one of the important charac-
teristics of obscene images and videos, some normal
video frames may also have a significant percentage of
skin regions such as face regions. Therefore, suitable fea-
tures should be extracted from skin regions. For this
purpose, we use features based on the shape of skin
regions for the classification. The first group of the pro-
posed features is based on the information of single
frames. These features that are extracted for all frames
in the video episode include
 the area of the largest skin region in the frame;
 hydraulic factor which is defined as the area to
perimeter ratio of the largest skin region;
 solidity which is defined as the area of the largest
skin region to the area of its bounding convex hull;
 compactness factor which is defined as the area of
the largest skin region to the area of bounding box
for all skin regions in the frame;
 minor to major axis ratio of the ellipse that has the
same normalized second central moments as the
largest skin region in the frame;
 equivalent diameter of the circle with the same area
of skin regions in the frame.
Since these features are calculated for all existing
frames in the video episode, the size of features is large.
Hence, we utilize the principal component analysis
(PCA) approach to reduce the features’ dimension [31].
In the PCA approach, mean vector and covariance







X^ i ¼ Xi  X ð16Þ









where X and C are mean vector and covariance matrix.
Then PCA is applied to the covariance matrix C, and M
largest principal components are used for the feature ex-
traction as follows
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where Yi are the calculated features, and D is the matrix
of M principle vectors. We experimentally use the value
of 20 for M.
3.2.3. Features based on 3D STV
The frame-based features, which are extracted independ-
ently for each frame, are spatial features that do not
show temporal characteristics of the skin regions. STVs
unify the analysis of spatial and temporal information by
constructing a volume of data in which consecutive
frames are stacked to form a third, temporal dimension.
After the extraction of the optimal path, the connected
components of the optimal path are extracted. Then the
extracted connected components are stacked over each
other to construct a 3D STV. The volume shows the
spatial characteristics of connected components in the
optimal path and their temporal variation. Two groups
of shape-based features are extracted from the volume.
The first group includes six features as follows.
 The volume of the STV which is defined as the
number of skin pixels in all connected components
in the volume.
 Volume solidity (VS) which is defined as the ratio of
pixels in convex hull volume to the number of skin
pixels in STV. To obtain convex hull volume, we
extract bounding convex hull for all connected










where Ai and Si are the areas of ith connected compo-
nent in the optimal path and its convex hull, respect-
ively, and N is the number of connected components in
the optimal path.
 Volume hydraulic factor (VHF) that is defined as









where Ai and Pi are the area and perimeter of ith con-
nected component in the STV, respectively, and N is the
number of connected components in the optimal path. Equivalent sphere diameter which is defined as the
diameter of a sphere with the same volume as the
STV volume.
 Volume compactness which is defined as the ratio
of STV volume to the volume of rectangular
parallelepiped bounding the STV.
 Average diameter of circles with the same areas of
connected components in the optimal path.
To extract second group of features, we first map all
the connected components in the STV to a single image
called optimal path map image (OPMI). OPMI is calcu-
lated using the following equation:
OPMI i; jð Þ ¼ 1 if
XN
k¼1




where N is the number of connected components in the
STV, and STV(i,j,k) is the value of STV with the spatial
coordinate of (i, j) and the temporal coordinate of k.
STV(i,j,k) is ‘1’, if the pixel with the coordinate of (i,j,k) is
a skin pixel, otherwise its value is set to ‘0’. After calcu-
lating OPMI, the connected component in OPMI is
extracted and the second group of volume features is
calculated as follows
 OPMI solidity which is defined as the ratio of the
connected component area in OPMI to the area of
its bounding convex hull.
 OPMI hydraulic factor which is defined as the area
to perimeter ratio of the connected component in
OPMI.
 OPMI compactness factor which is defined as the
ratio of the connected component area to the area
of its bounding box.
 Minor to major axis ratio of the ellipse that has the
same normalized second central moments as the
connected component in the OPMI.
 Diameter of the circle with the same area of the
connected components in the OPMI.
In obscene videos, there is a considerable volume of
skin pixels in consecutive frames and generally with
periodic motion. Therefore, the connected component
in OPMI image is larger and generally not very scat-
tered. However, in normal videos, the connected compo-
nent is smaller or scattered. The OPMI features enhance
discrimination property of the proposed features.
3.2.4. Features based on motion and periodicity
characteristics
Motion is a key feature representing temporal character-
istics of videos. Motion features have been used in
Extract ROI
Measure motion validity for 
periodicity measurement
Is motion valid? Calculate self-similarity curve
Calculate autocorrelation of 
self-similarity curve
Extract featuresSet features invalid
Yes
No
Figure 5 Feature extraction using motion and periodicity characteristics.
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ognition [33], and human identification [34] to name a
few. Periodicity of motion and its rate are the key prop-
erty of obscene videos, which can be used as a cue for
the feature extraction and classification.
Recently, some algorithms have been proposed to detect
periodic motion and its features to overcome the pro-
blems of traditional human motion analysis approaches
[35-39]. In [35], periodic motion was defined as repeating
curvature values along the path of motion. The method
detected periodic motion using spatiotemporal (ST)Figure 6 Self-similarity curves for some obscene video episodes.surfaces and ST-curves. The projected motion of an object
generates ST-surface. ST-curves were detected on the ST-
surfaces, providing an accurate description of the ST-sur-
faces. Curvature scale-space presentation of the ST-curves
was then used to detect intervals of repeating curvature
values. Briassouli and Ahuja [36] provided a method based
on time-frequency analysis of the video sequence. Cheng
et al. [37] introduced a feature descriptor to classify differ-
ent kinds of sports with periodic motion. The method uti-
lized motion vectors in the horizontal and vertical
directions as the basis to extract periodicity features.
Figure 7 Self-similarity curves for some non-obscene video episodes.
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lysis of periodic motions. In their method, first moving
objects were segmented. Then for the recognition of
objects’ period, the segmented objects in each frame were
aligned using object centers and all objects were resized to
have the same sizes. The similarity measure and autocor-
relation of the objects were then used to estimate the peri-
odicity of the motion. Tong et al. [39] extracted local
motion in the consecutive frames and determined the ob-
ject area using the motion segmentation algorithm. The
method calculated the mean squared of motion vectors in
each frame and obtained the motion curve. The local
maximums of the autocorrelation of the motion curve
were then used to extract periodicity features by fitting
proper Gaussian functions.Figure 8 The autocorrelation of curves in Figure 6.Some of the mentioned methods utilize motion vectors
or features from motion vectors for the recognition of
periodic motion. The main problem of these methods is
their low accuracy in the calculation of motion vectors be-
cause of non-rigid and flexible motion of the human body.
In addition, the computation burden of these algorithms
is high. Another group of algorithms is based on the self-
similarity measure of moving objects in the consecutive
frames where the correlation of intensity values is the
mostly used method for the self-similarity measure. The
autocorrelation of intensity values is insensitive to motion
outliers and less affected by illumination change.
We use a method based on the similarity measure to
extract features representing the periodicity of motion
and its specification. However, most of the mentioned
Figure 9 The autocorrelation of curves in Figure 7.
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restricted situations like stationary camera and known
environments, which are not applicable to our real-
world application. To handle this problem, we use the
algorithm depicted in Figure 5, the description of its dif-
ferent stages are described as follows.
3.2.5. Extracting ROI
The first stage in the periodicity analysis is the extraction
of region of interest (ROI). In most of the algorithms,
moving objects in the scene are used for the analysis; how-
ever, the method fails when the camera is also moving.
We use skin region as ROI for periodicity analysis in our
algorithm. We first extract skin regions in the consecutive
frames using the method described in Section 3.1.2. Then
by applying proper morphology operators, very close con-
nected components (skin regions) are merged and holes
are filled. Finally, largest connected component is kept
and other connected components are removed.
3.2.6. Motion validity measurement
Motion- and periodicity-based features are meaningful
when there is a considerable motion in the video epi-
sode starting by a key frame. However, some of both
obscene and non-obscene video episodes may be static.
In addition, when the camera is also moving, the



























vuutmotion. To deal with this problem, we measure validity
of motion in consecutive frames and extract motion-
based features only when the motion is valid for the
periodicity measurement.
To calculate motion validity, we first extract moving
pixels in two consecutive frames using the image sub-
traction algorithm. If moving regions outside the skin
regions in a frame is larger than 50% of skin regions,
the frame is considered as a frame with camera mo-
tion. If the number of video frames with camera mo-
tion is less than a predefined threshold, the motion
validity flag is set to calculate the periodicity-based
features otherwise all the periodicity-based features
are set to zero.
3.2.7. Self-similarity curve calculation
We use self-similarity curve to detect periodicity of skin
ROI in the proposed method. The self-similarity curve is
defined as
St1 kð Þ ¼ Sim ROI kð Þ;ROI t1ð Þð Þ ð23Þ
where St1 kð Þ is the self-similarity curve, k is the temporal
index, ROI(k) is the image of ROI in frame k, and Sim
function is an image similarity metrics. When the motion
of ROI image is periodic, the self-similarity curve is also
periodic with the same period. Different image similarity





Figure 10 Amplitude spectrum of autocorrelation curves in Figures 8.
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curve extraction as follows
Since the ROI image is a binary image, the calcula-
tion of S(k) is computationally inexpensive. Figures 6
and 7 show the samples of self-similarity curves
for some obscene and non-obscene video episodes,
respectively.3.2.8. Reliability of the self-similarity curve
In videos with small skin area, skin regions may not
be detected in some frames. In this case, the self-Figure 11 Amplitude spectrum of autocorrelation curves in Figures 9similarity curve is short or oscillatory, which results in
non-reliable periodicity features. For this purpose, we
define the reliability factor (RF) for the self-similarity
curve as:




where Nt is the total number of frames in the video epi-
sode, Ns is the number frames with skin region, and Kf
is the temporal index of first frame with skin region..
Figure 12 The implemented application program for the test of the proposed algorithm.
Table 1 Specification of the collected dataset
Category Duration (minute)
1 Obscene Animation (porn) 329.49
2 Animal sex 150.29






9 Porn with cloth 16.38
10 Semi-porn 9.01
11 Normal Animation (non-porn) 338.17
12 Movie 5263.55
13 Music video 35.77
14 Iranian movie 584.94
15 Short-time video clips 425.3
16 Low-resolution video clips 439.11
Behrad et al. EURASIP Journal on Image and Video Processing 2012, 2012:23 Page 13 of 17
http://jivp.eurasipjournals.com/content/2012/1/23When the entire frames in the video episode contain
skin area, the value of RF is 1.3.2.9. Autocorrelation of self-similarity curves
As shown in Figures 6 and 7, the self-similarity curves
are noisy, and it is difficult to extract proper features dir-
ectly. To handle this problem, we calculate the autocor-
relation of self-similarity curves after subtracting mean
value as follows
ρ kð Þ ¼
XNt1
j¼0
S^ jð ÞS^ jþ kð Þ ð26Þ
where Ŝ are self-similarity values after removing mean
value and Nt is the total number of frames in the video
episode. For a periodic signal, the autocorrelation signal
is also periodic. Figures 8 and 9 show the autocorrel-
ation of self-similarity curves depicted in Figures 6 and
7, respectively.
Table 2 RR of the proposed algorithm for different experiments
SVM core RR
Exp. #1 (%) Exp. #2 (%) Exp. #3 (%) Exp. #4 (%) Exp. #5 (%) Average (%) SD (%)
RBF 74.50 78.30 82.50 73 76.40 76.94 3.69
Linear 93.20 95.40 98 96.30 94.30 95.44 1.84
Quadratic 83.50 85.67 86.67 87.85 88.60 86.46 1.99
Polynomial 85.50 89.30 87.80 82.60 81.80 85.40 3.23
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To extract motion-based features, we calculate the Fou-
rier transform of autocorrelation coefficients and extract
peaks in the amplitude spectrum. Figures 10 and 11 plot
amplitude spectrum of autocorrelation curves in Fig-
ures 8 and 9, respectively. We use six features for peri-
odicity measurement as follows.
 Frequency of the largest peak in the amplitude
spectrum.
 Amplitude of the largest peak in the amplitude
spectrum.
 Frequency of second largest peak in the amplitude
spectrum.
 Amplitude of second largest peak in the amplitude
spectrum.
 Motion validity flag
 RF of the self-similarity curve
3.3. Classification
We use SVM classifier [40] for the classification of video
episodes. SVM classifiers are based on the concept of
decision planes that define decision boundaries. The ori-
ginal SVM classifier was a linear classifier. However,
nonlinear kernel functions were utilized to extend SVM
capability for nonlinear classification [41]. The proposed
feature vector is a 37-dimensional vector with the fol-
lowing elements.
 Features based on the information of single frames:
20 elements.
 Features based on 3D STV: 11 elements.
 Features based on motion and periodicity
characteristics: 6 elements.Table 3 Execution time and the processing frame rate of the





352*640 4500 18We tested SVM classifier with different kernel func-
tions which the results are reported in the following
section.
4. Experiments
The proposed algorithm was implemented using a Visual
C++ program and tested with different obscene and
non-obscene videos. To extract frames’ data for different
video formats, we implemented an application program
which is based on the Microsoft DirectX SDK’s. Figure 12
shows a view of the implemented software for testing
the proposed algorithm. The implemented software is
capable of encoding different video formats and includes
suitable interfaces for selecting and testing whole or dif-
ferent parts of the selected video files.
In order to evaluate the proposed algorithm, a large
volume of video files were collected by random web
surfing. The database includes 1,060 video files with a
total duration of 10943.92 min, where 3857.08 min be-
long to the obscene video category, and 7086.84 min
are normal videos. We divided obscene and non-
obscene videos into different categories. Table 1 shows
different categories and their durations for the collected
database.
After applying key frame detection algorithm, we ran-
domly select 2,000 episodes of obscene videos and 2,000
episodes of normal videos for the evaluation of the pro-
posed algorithm. We use 700 normal and 700 obscene
video episodes for the training and the remaining 2,600
episodes for the test.
Table 2 shows the recognition rate (RR) of the pro-
posed algorithm using different SVM cores for five dif-
ferent experiments. We use different video episodes for
the test and train of each experiment. Table 2 shows theproposed algorithm






Table 4 Specification of the processing unit
Component Specification Component Specification
CPU Intel Core Due 2 RAM 2 GB
CPU frequency 2.4 GHz OS Windows XP
Hard capacity 150 GB Compiler Visual C++ 6.0
Table 6 Average RR for the implemented methods
Algorithm A (%) B (%) C (%) D (%) E (%) F (%) G (%)
RR 80 79.2 86.1 82.9 64.73 81.4 76.7
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linear SVM kernel. The results of Table 2 show that the
proposed features are linearly separable for obscene and
normal videos.
The proposed algorithm is fast and can process video
files in real time. Table 3 illustrates the execution time
and the processing frame rate of the algorithm for vari-
ous video files with different frame sizes. The execution
time in Table 3 includes all stages of the proposed algo-
rithm. To measure the execution time, we used a laptop
and its specifications are shown in Table 4.
To show the effect of individual features on the accur-
acy of the proposed algorithm, we tested the proposed
algorithm by removing some features elements. Table 5
shows the recognition of the proposed algorithm when
various features elements are removed. The results of
Table 5 show that features based on the information of
single frames and 3D STV have the major effects on the
accuracy of the proposed algorithm. When the camera is
moving, the periodicity-based features are not useful.
Furthermore, some of the obscene videos may not have
periodic motions; therefore, features based on the mo-
tion and periodicity characteristics have less impact on
the accuracy of the proposed algorithm.Table 5 Average RR for the proposed algorithm when various
feature vector
Removed features
Features based on the information of single frames
Features based on 3D STV (first group)
Features based on 3D STV (second group)
Features based on motion and periodicity characteristicsTo compare the results of the proposed algorithm with
those of other methods, we implemented the following
algorithms:
Algorithm A: Hierarchical system for objectionable
video detection [12].
Algorithm B: High performance objectionable video
classification system [11].
Algorithm C: Adult image filtering for web safety with
SVM classifier [42].
Algorithm D: Adult image filtering for web safety
with KNN classifier [42].
Algorithm E: An algorithm for nudity detection
with KNN classifier [43].
Algorithm F: An algorithm for nudity detection
with SVM classifier [43].
Algorithm G: A practical system for detecting
obscene videos [15].
Table 6 illustrates the average RR for the implemented
algorithms. We tested the algorithms with the same data
as the proposed algorithm. We examined KNN classifier
with various K values, and SVM classifier with different
kernels, and the best results are reported in Table 6. As
shown in this table, the maximum recognition belongsfeatures elements are removed from the proposed

















Table 7 RR of the proposed algorithm for various categories of the collected database
Categories RR
Exp. #1 (%) Exp. #2 (%) Exp. #3 (%) Exp. #4 (%) Exp. #5 (%) Average (%) Std. deviation (%)
Animal sex 63.20 72.10 78.23 68.30 69.00 70.17 5.53
Bad illumination 77.16 83.71 86.90 84.32 74.72 81.36 5.16
Porn with cloth 57.45 58.33 67.73 64.50 65.35 62.67 4.53
Animation (porn and non-porn) 94.56 96.43 97.50 97.13 96.23 96.37 1.14
Low-resolution video clips 68 85 87.92 79.30 76.44 79.39 7.85
Heterosexual 96.40 97.90 98.68 94.20 98.90 97.22 1.95
Table 8 The result of the proposed algorithm for the recognition of animal and animation obscene videos after
retraining each category individually
Categories RR
Exp. #1 (%) Exp. #2 (%) Exp. #3 (%) Exp. #4 (%) Exp. #5 (%) Average (%) Std. deviation (%)
Animal sex 92.47 96.77 95.69 97.84 98.92 96.34 2.47
Animation 96.78 97.63 92.28 97.49 98.30 96.50 2.42
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Tables 2 and 6 show that the proposed algorithm has
improved the RR by 9.34%.
4.1. Error analysis
To analyze error sources for the proposed algorithm, we
tested the proposed algorithm with different categories of
database videos. Table 7 shows the RR of the proposed al-
gorithm for various categories of the collected database. As
it is obvious from the table, the algorithm has lower RR for
some categories, including animal sex, bad illumination,
porn with clothes, and low-resolution video clips. Some
reasons for the error source of these categories are
 skin detection algorithm may fail in some video
episodes, especially in low-resolution videos or
frames with bad illumination;
 there may be no considerable skin region in the frames;
 for some animal sex videos, feature vector elements
are slightly different from traditional obscene videos.
In other experiments, we retrained an SVM classifier
for the recognition of obscene animal videos. In these
experiments, only animal sex videos were used as ob-
scene videos. The same experiments were repeated for
obscene animation videos recognition as well. Table 8
illustrates the results of these experiments. The results
show that when each category is trained individually the
SVM classifier shows better discrimination. Therefore,
as a future work we are going to use combined classifiers
for further improving the RR.
5. Conclusions
In this article, a new method for the recognition of ob-
scene video contents was presented. We used SVMclassifier with three novel sets of features for the recog-
nition of video episodes. The proposed features were
based on spatial, ST, and periodicity characteristics of
skin regions in the video episodes. In order to evaluate
the proposed algorithm, a database of video files was
collected by random web surfing. The proposed algo-
rithm was implemented using Microsoft Visual C++
compiler by using DirectX SDK facilities. Experimental
results showed the RR of 95.44% for the proposed algo-
rithm. We compared the results of the proposed algo-
rithm with those of other methods, and the results
showed that the proposed algorithm improves the RR by
9.34%. As a future work, we plan to use combined classi-
fiers for further improving the RR.
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