This paper describes a cooperative decentralized architecture for reactive real-time route guidance. The architecture is cooperative in the sense that it allows adjacent local controllers to exchange information regarding the traffic conditions in their territories. A set of local decision rules and associated heuristic functions to support the cooperative architecture are specified. A protocol governing the knowledge exchange among local adjacent controllers is developed. A simulation-assignment modeling framework is used for assessing the effectiveness of this cooperative architecture under various levels of controller knowledge and network traffic congestion. The cooperative decentralized system is tested under various scenarios of knowledge and cooperation and network traffic demand levels. The cooperative system is compared against the shortest path algorithm as a benchmark.
Introduction
A common approach for route guidance envisions a central controller with capability to predict driver origindestination (O-D) trip desires, to optimally assign a path to each driver from origin to destination, as well as to re-route as warranted [1, 2] . The reported limitations of centralized systems include the massive data processing and communication needs between the TMC and thousands of users at a time. Excessive computing, storage and communication capacities are required at the TMC. As a result, the TMC might be frequently overloaded [3] . Furthermore, such systems were reported to have high system operating costs [4] .
In contrast, hierarchical distributed architectures provide for locally oriented real-time reactive strategies for vehicle routing that rely on limited available information [5, 6] . In large-scale networks, the need for fast control action in response to local data inputs and perturbations strongly suggests use of distributed information and control structures. While distributed systems have been extensively exploited in areas such as telecommunications and computing network control, only recently have distributed systems been considered as a promising basis for route guidance in vehicular traffic networks.
Hawas and Mahmassani [2] developed a non-cooperative decentralized structure and a family of heuristic-based rules for reactive real-time route guidance. The premise of this decentralized structure is the ability to deal with varying degrees of information, spatially and temporally. In addition, unlike the centralized predictive approach, it does not require a priori knowledge (or prediction) of the time-dependent OD demand desires. This structure assumes a set of local controllers distributed over the network. Each local controller is responsible for providing reactive route guidance for vehicles in its territory. The controllers are non-cooperative in the sense that they do not exchange knowledge of the traffic states in their respective territories. Local decision rules that incorporate heuristic evaluation functions are specified, reflecting varying degrees of intelligence. The non-cooperative decentralized architecture has been shown to be computationally efficient, and fairly robust and effective under recurrent as well as incident situations [2] .
The use of distributed multi-agent systems to improve dynamic route guidance and traffic management is reported in Adler et al. [7] . Inter vehicular communication (IVC) networks provide decentralized solutions for traffic management problems [8] [9] [10] [11] . IVC networks are instantiations of mobile ad hoc networks, which have no fixed infrastructure and instead rely on ordinary nodes to perform network management functions.
There are several ITS projects based on IVC networks. FleetNet [9] uses an IVC network to improve the drivers and passengers' safety and comfort. VGrid [8] proposes solving vehicular traffic flow control problems autono-mously. TrafficView [10] defines a framework to disseminate and gather information about the vehicles based on IVC.
Hawas, Napeñas and Hamdouch [12] developed two algorithms for inter-vehicular communication (IVC)-based route guidance in a traffic network. Although the performance of such IVC-based algorithms is quite reasonable as compared to the centralized systems, there are still many challenges such as the rapid topology changes, the frequent fragmentations and the small effective network diameter. Because of the high relative speed of vehicles, the IVC network experiences very rapid changes in topology. Also, due to the low deployment of vehicles having IVC, the IVC network is subject to frequent fragmentation. Finally, because of the poor connectivity, the effective network diameter is usually small. These aspects impose restrictions if deployed via IVC technologies. For instance, one should compromise the extra effectiveness of having wider ranges of communication against the possible degradation in performance due to poor communication.
Bearing in mind the massive data processing and high operational cost associated with the centralized systems, the instability and communication constraints associated with the IVC-based systems, this paper seeks to provide improvement to the earlier work of Hawas and Mahmassni [2] . The improvement is intended to resolve the reported cycling problems commonly encountered in the typical pure distributed systems. The improvement is sought through allowing for information exchange (or cooperation) among the various decentralized controllers. In a sense, we investigate the possibility of using intercontroller communication for exchanging knowledge regarding the traffic conditions in their respective territories. Such improvement is thought of as a way to overcome the limitations of the rapid topology changes, the frequent fragmentation and poor communication associated with the IVC-based systems, as well as the limitations of the heavy processing and cost of the centralized systems. The information exchange would enrich the knowledge base of any individual controller, and potentially improve the quality of control by providing the opportunity to utilize higher degrees of intelligence to improve the specification of the heuristic evaluation functions underlying the local decision rules. This new system shall be denoted in this paper by the cooperative decentralized system. The paper is organized in five sections. Section 2 reviews the detail the decentralized system structure, assumptions, and rule specifications. Then details of the rationale, and the essential modifications to the rule specifications and heuristics to support the cooperative decentralized scheme are presented. Section 3 discusses the off-line simulation experimental design for the decentralized schemes for vehicle routing. Section 4 provides comparative estimates of the performance of both decentralized route guidance non-cooperative and cooperative algorithms, with particular emphasis on the improvement in performance obtained by allowing knowledge sharing among the local controllers. Section 5 provides some concluding comments.
Decentralized Route Guidance Strategies
Hawas and Mahmassani [2] presented a distributed architecture that provides for locally oriented real-time strategies for reactive route guidance. This decentralized architecture has the ability to deal with situations where only limited information is available to the controllers. The decentralized architecture envisioned a set of local controllers distributed over the network, where every controller can extract only limited "raw" information (speed, concentration, etc.) from detectors, and utilizes this information in conjunction with local decision rules to guide vehicles within its territory to their individual destinations. The local controllers are specific hardware units that may be located at the level of the network intersection; the decentralization level could be coarser or finer depending on the available hardware, the level of investment and the desired accuracy. Figure 1 illustrates the spatial extent of the area from which the controller at node i extracts information. The size of information extracted by a single controller (denoted by the knowledge level, K) refers to the number of downstream links, from which traffic measurements can be measured and utilized in making the routing decisions. Figure 1 shows an example of a local controller with K equals 1, 2, 3 and 4, respectively.
Local decision rules use available partial information and heuristics to evaluate alternative subpaths emanating from the decision node towards the destination, and assign vehicles at that node to the link(s) immediately downstream. The vehicle could be assigned to only one link, or multiple successive links within the local area. At the end node of the assigned portion, the vehicle reaches Assignment decisions are reached after evaluating the various alternative subpaths in the local area. The controller uses the current state in the local area and the anticipated state outside the local area to evaluate the alternative subpaths. The subpath evaluation is analogous to that of the A* graph search algorithm, which uses heuristic information to decide which node to scan first. The distinctive feature of the A* algorithm is the definition of the evaluation function, F, which has two components: the cost of reaching the node from the start node, G, and the cost of reaching the goal from the node, H. The node to expand is the one for which F = G + H is minimum [13] . is defined to evaluate the K links on subpath , using their current state.
The anticipated cost of non-local portion of the vehicle's trip (from the end of the subpath to the vehicle's destination) is estimated using a heuristic penalty function , , . The total penalty, given by , , , , , , , provides the basis for evaluating the alternative subpaths. The specification of the heuristic function may reflect varying degrees of "knowledge", with varying corresponding effort in terms of computation, data acquisition, data processing and/or prediction. Figure 2 shows an example of a subpath of nodes from controller i to node j, and illustrates the functions G and H. Two different structures are discussed afterwards. The first is a non-cooperative structure where controllers work independently. This is denoted by the "pure" decentralized structure. Every controller is assumed to have access to information and traffic measurements from its own territory, and share no information with adjacent controllers. The second is a cooperative structure, where controllers are envisioned to share useful information with adjacent controllers regarding the traffic states of their own territories. This cooperative scheme provides for the mechanism to enrich the knowledge base of individual controllers.
Non-Cooperative Decentralized Route Guidance
Hawas and Mahmassani (1996) presented the generalized rules that can be used to distribute vehicles among several subpaths using a logit splitting model. A generalized subpath penalty function was developed. It comprised local state variables (travel-time and concentration), and non-local variables (anticipated travel time). A penalty coefficient was introduced and associated with each state variable to reflect the variable's relative impact on the subpath total penalty. The penalty function comprised three sets of state variables: 1) local variables to measure congestion (average weighted concentration); 2) local and non-local variables to measure traveling distance; and 3) local and non-local variables to measure travel time.
The local portion of the penalty function was specified as follows:
, , 
, and the local traveled distance, , ,
 is the sum of the link travel times along subpath at time t;
, , is the sum of link distances along , and is given by:
where is the length of link a. 
 would indicate the additional delay (per unit distance) incurred by the subpath vehicles. The effect on the subpath vehicles diminishes gradually as vehicles get further from the deci-sion node. Link concentrations are weighted inversely to account for the spatially diminishing effect, as follows:
where is the current concentration (vehicles/unit ortion of the evalu N L , t a C distance) of link a at time t, and D(a) is the depth of link a with respect to the decision node, i.
The specification of the non-local p ation function, , ,
where, T   can be calculated by extrapoing the local prev g travel time, from historical information, or it may be replaced by corresponding information exchanged from the adjacent controllers under the cooperative scheme as will be discussed later.
Because the actual path to be followed beyond lat ailin the local area boundaries is not known a priori, heuristics are used to obtain coarse estimates of , ,
. While recognizing that the specification could r t varying degrees of intelligence, and involve correspondingly varying amount of computational processing; our intent was to test very simple specifications that did not require any network path computations for the non-local portion.
A part , eflec icular specification of , ,
The non-local travel distance,
, is calculated by su
The parameters W M and W E are selected a th among several feasible su bstituting the Cartesian coordina f the subpath end node bn at the boundary and those of the destination node j into a weighted sum of both "Manhattan" (rightangle) and "Euclidean" distances between the two points (Equations (6) and (7)).
ccording to e general network topology. For ideal grid networks the distance between any two nodes is the Manhattan distance, and W M = 1 with W E = 0. This rule distributes vehicles bpaths using a splitting model, which allocates more vehicles to least cost subpaths, and fewer vehicles to subpaths with worse performance, in an attempt to equalize the performance on all emanating feasible subpaths. A subpath  belongs to the subset of feasible subpaths, ( 
The model allocates vehicles to any subpath based on th
e difference between the subpath performance, , , 
The term e time-dependent penalty coefficients. A simulationbased optimization procedure that employs a variant of the well-known Hill Climbing Technique was used. The penalty coefficients were calibrated so as to optimize the overall network performance over the analysis period T.
A mathematical optimal control formulation is developed for the derivation of the optimal specification of the heuristic function 
.
expresses the ve total number of hicles alon . The coefficient M is the average marginal effect of the added vehicle at i on any of
vehicles. The heuristic function can be specified as: H  in calculating the non-local variables. One might utilize abstract or processed information from neighboring controllers to improve the heuristic function specification. While incorporating a higher knowledge level might increase the computational burden significantly, combining abstract information (from adjacent controllers) increases the knowledge at negligible cost. The cooperative control scheme envisions a set of controllers connected through a two-way communication system. The exchanged knowledge is incorporated in the heuristic function specification , , (Equation (4)) is modified by introducing a new variable as well as a penalty factor,
A two-way communication system is envisioned to allow of the exchanged concentration from c, as will be shown later. Travel time information from c is used to replace the term , , ,
the controller at i to receive knowledge from those controllers that reside at its boundary nodes. The territories of any two communicating controllers will overlap and share an area of depth K (if both controllers have the H  (for subpath  from controller i at time t) is now re-specified as: the Manhattan distance from c to j is greater than the Manhattan distance from i to j, otherwise, x = 1 and y = 0. In other words, the travel time and distance information are utilized only if the relaying controller, c, is closer to the destination node, j, than the receiving controller, i. The above specification replaces the heuristic function non-cooperative specification (Equation (4)).
The same protocol is also applied to the speci owledge is utilized to enhance the heuristic function (Equation (10)) by adding a term that captures the marginal cost along subpath, f * . The travel time information is also utilized according to the binary values of x and y, as indicated above. The specification of the heuristic function becomes: 1) FCD refers to the fully cooperative decentralized system whe knowledge processed by adjacent depth-K controllers, i.e. x and y values are set according to the controllers locations with respect to the destination node.
2) PCD refers to the partially cooperative distributed system where controllers may only access pa jacent controllers' information (the concentration is not shared among controllers), i.e. x and y values are set according to the controllers locations with respect to the destination node, but M 2 is set to 0.
3) NCD which refers to the non-cooperative scheme that permits no information exchange am . x = 1, y = 0, M 2 = 0.
Experimental De
Simulation experiments are co fectiveness of the decentralize particular emphasis on the cooperative scheme. The latter is tested under various scenarios of network congestion, and knowledge levels. The experiments address the following aspects:  The performance of the amined under various network congestion and knowr various network congestion levels, decentralized scheme is exledge levels.  The cooperative scheme is evaluated against the above scenarios, fo knowledge levels, and the three operational modes discussed earlier (FCD, PCD and NCD). By comparing the network performance under both non-cooperative and cooperative decentralized schemes, the marginal effect of the knowledge exchange can be assessed under the various knowledge and congestion levels. Under the FCD mode, travel time, distance and concentration information could be exchanged. The PCD mode allows only travel time and distance to be exchanged. Exchanged information replace the heuristic estimates as warranted by the protocol presented earlier. The difference in performance between the NCD, PCD, and FCD modes could be attributed to the effect of exchanged information in the latter modes. Similarly, the difference between the FCD and PCD modes is attributed to the effect of the additional information (namely, , , ,
Simulation Modeling
To test the overall network performance under the con- Table 1 .
The experimental setup accounts for the effect of the operational modes (column one), variations in the knowledge levels (second column), and the variation in the OD demand pattern (third column). The first (1 st ) column shows the operational modes (FCD, PCD, and NCD).
ch mode is tested with three knowledge levels, K (1, 3, 5). Each operational mode (and knowledge levels) is tested with three demand scenarios. As the table indicates 
Experimental Results
periments with the various operational modes were conducted using various network demand levels (500, 1000 and 2000 veh/hr) and knowledge levels (1, 3 and 5), and results are summarized in Table 2 and Figure 7 .
At very low knowledge levels, vehicles may cycle in the network, and this may lead to high degra rformance compared to the benchmark. The results indicate that the marginal improvement in performance is higher for low knowledge levels.
The decentralized scheme is tested under three knowledge levels (1, 3 and 5), demand levels 2000 veh/hr, and the three operational modes (FCD, PCD, and NCD). Table 2 shows the performance of the various operational modes in relative terms of the corresponding benchmark performance.
The results indicate that under low congestion levels (500 veh/hr), the relative performance of the FCD mode ranges from 116% to 124%, and that makes this cooperative mode even more competitive with the centralized SPA scheme.
Under the 500 veh/hr scenario, the FCD mode resulted in about 7% reduction in overall travel time with knowledge level of 1, 5% with knowledge level of 3, and only 2% with knowledge level of 5 when compared to the non-cooperative scheme NCD. Under highly congested situations (2000 veh/hr), the reductions in overall travel time are 14%, 7% and 3% for knowledge levels of 1, 3 and 5, respectively. The relative performance of the FCD mode ranges from 126% to 128%. capture the marginal cost. The higher the knowledge level, the lesser the improvement (compared to NCD K information scheme, PCD. Under limited knowledge levels, system performance can be enhanced by exchanged information. At high knowledge levels, the time lag assumed in transferring knowledge affects the accuracy of heuristic function estimates as compared to actually experienced values, and situations where the PCD mode, or even the FCD mode, are worse than NCD could be observed.
To conclude, it is evident that the fully cooperative mode, FCD, exhibited a highly competitive performance compared to the centralized SPA scheme. The gain in performance achieved by the cooperative scheme declines with higher knowledge levels. The enhancement in performance under low knowledge levels, at which the non-cooperative scheme seems less effective, is quite significant. By achieving significant enhancement in performance under low knowledge levels, with negligible computational cost, the decentralized cooperative system becomes a very appealing route guidance system.
Concluding Comments
This paper presented a decentralized architecture that can be employed as a cooperative scheme for real-time route guidance in urban traffic ne s. Simulation experiments were performed to as twork oposed architecture. Under the cooperative scheme, the performance under low knowledge levels, at which the non-cooperative scheme seems less effective, is highly competitive with the SPA. By achieving significant enhancement in performance under low knowledge levels, with negligible computational cost, the decentralized cooperative system becomes a very appealing route guidance system with good potential for early deployment.
Bearing in mind the massive data processing and high operatio e instability and communication constraints associated with the IVC-based systems, this paper seeks to provide improvement to the pure non-cooperative decentralized systems. The improvement is intended to resolve the reported cycling problems commonly encountered in the typical pure distributed systems. The improvement is sought through allowing for information exchange (or cooperation) among the various decentralized controllers. In a sense, we investigate the possibility of using intercontroller communication for exchanging knowledge regarding the traffic conditions in their respective come the limitations of the rapid t frequent fragmentation and poor communication associated with the IVC-based systems, as well as the limitations of the heavy processing and cost of the centralized systems.
Further work will include the comparison of the presented system against the IVC-based route guidance systems reported in Hawas et al. (2009) . It is expected that the two systems may exhibit similar performance as compared to the centralized system. Nonetheless, the cooperative decentralized system is expected to add no significant burden on the communication network. That is, in this case the IVC-based system, each vehicle communicates with many other vehicles, and this implies heavy communication and inter-vehicle processing requirements. In the case of the cooperative decentralized system the communication requirements are heavily reduced as each vehicle communicates only with one controller at a time. The fact that this communication is local with short distances allows for cheap communication media to be utilized.
