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Abstract
Studies have shown that mental illness burdens not only public health and pro-
ductivity but also established market economies throughout the world. However,
mental disorders are difficult to diagnose and monitor through traditional meth-
ods, which heavily rely on interviews, questionnaires and surveys, resulting in high
under-diagnosis and under-treatment rates. The increasing use of online social me-
dia, such as Facebook and Twitter, is now a common part of people’s everyday life.
The continuous and real-time user-generated content often reflects feelings, opin-
ions, social status and behaviours of individuals, creating an unprecedented wealth
of person-specific information. With advances in data science, social media has al-
ready been increasingly employed in population health monitoring and more re-
cently mental health applications to understand mental disorders as well as to de-
velop online screening and intervention tools. However, existing research efforts
are still in their infancy, primarily aimed at highlighting the potential of employ-
ing social media in mental health research. The majority of work is developed on
ad-hoc datasets and lacks a systematic research pipeline. In the current literature,
predictive feature generation mainly relies on traditional language modelling ap-
proaches and limited attempts of sentiment analysis in such prediction models. Few
studies have employed discrete emotions in their approaches for detecting and pre-
dicting mental disorders from social media messages, and the temporal distribution
of predictive features has not been fully explored in existing work. Furthermore,
although showing promising performance, developed prediction models mostly re-
main “black box” systems and have not been put into real use, with considerable
concern around privacy issues and a general lack of ethics-based frameworks.
In this thesis, novel computational approaches are applied for identifying users
on social media who are at risk of mental disorders, including major depression,
bipolar disorder, post-traumatic stress disorder, and seasonal affective disorder. A
noteworthy contribution of this thesis is based on a systematic human-lead annota-
tion task where data collected from the Twitter platform is analysed for a range of
characteristics, including data quality of datasets, which are commonly employed as
training data in similar modelling studies. The various types of noise encountered
are reported, and the development of several data cleaning and pre-processing ap-
proaches are proposed. Building on existing machine learning models, measures
of basic emotions and a temporal analysis are employed with highly encouraging
results. These indicate that emotions expressed through tweets can reveal insights
iii
into individuals’ psychological states and measures from such expressions have pre-
dictive power in identifying specific mental disorders on Twitter. To understand the
decision-making process of the proposed prediction models, predictions are inter-
preted both globally (condition group level) and locally (individual level). Finally, a
mental health analysis framework, incorporating suitable ensemble learning is pro-
posed, with suggested user guidelines and code of conduct that places ethics and
privacy considerations at its core.
This research provides a road map for mental disorder prediction, detection and
analysis from social media data sources and it is hoped that it will contribute to
helping future development of intelligent real-life mental health applications.
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1Chapter 1
Introduction
1.1 Background and Motivation
Mental illness adversely affects a significant proportion of the population world-
wide and are quickly becoming among the most severe and prevailing public health
problems worldwide (Marcus et al., 2012). In the US, the Centres for Disease Control
estimated that 9% of American adults meet the criteria for depression at any given
time (Disease Control and (CDC), 2010), and in the UK, results from adult psychi-
atric morbidity surveys showed that approximately 25% of the UK population has
mental disorders every year (McManus et al., 2009). Worldwide, mental illness is
classified as the fifth-greatest global burden of disease (Ferrari et al., 2014; Whiteford
et al., 2013) and a leading cause of disability (Murray and Lopez, 1997). Based on the
World Health Organisation (Mental disorders: Fact sheet 2016), the Mental Disorders
Fact Sheet stated that common mental disorders including depression, bipolar affec-
tive disorder, dementia, and schizophrenia, affect about 410 million people globally,
among which depression alone affects approximately 350 million people, making it
the world’s fourth-largest health condition, which is predicted to be in the second
place by 2020 (World Health Organisation 2016).
Some disorders may cause substantial disability, the degree of which is likely to
change over time and across different life domains including primary activities of
daily life, interpersonal relationships like communication skills, the abilities to deal
with jobs, workplace, culture, community and social networks. Furthermore, ac-
cording to Ormel et al. (2008), prolonged disability due to mental disorder is likely to
cause institutionalisation, discrimination and social exclusion of individuals. Men-
tal illness, hence, detrimentally affects the quality of life, the collective effect of men-
tal health conditions, as measured by Disability Adjusted Life Years (DALYs), ex-
ceeds that of malaria, war, or violence1, ranking as the fourth-largest contributor
to DALYs (Vigo, Thornicroft, and Atun, 2016). In more severe cases, mental disor-
ders could also lead to self-harm, even suicide, which is a leading cause of death
among teenagers and 19 to 35-year-olds, (Centre for Disease Control and Prevention
(Suicide: Facts at a glance 2015); Mental Health Foundation (Mental Health Founda-
tion: Suicide 2016)). As early as 2002, Bertolote and Fleischmann (2002) estimated
1https://vizhub.healthdata.org/gbd-compare/
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that globally, there would be 10 to 20 million suicide attempts every year. In 2016,
the WHO suicide statistics (Mental disorders: Fact sheet 2016) showed that suicide is
contributing to more than 800,000 deaths every year, ranking as the second leading
cause of deaths among 15 to 29-year-olds globally. Besides the suffering and cost of
lives, Bloom et al. (2012) pointed out that the estimated economic value of mental ill-
ness was 2.5 trillion dollars in 2010, and expected to reach 5 trillion dollars by 2030.
It is clear that the scale of the global impact of mental illness is substantial; thus, new
prevention and intervention strategies are in high demand.
Numerous studies have been performed by research institutions as well as gov-
ernments and health organisations in a concentrated effort to reduce the overall
mental health burden. The WHO report Prevention of Mental Disorders pointed out
that prevention and intervention are of the most effective ways to reduce the bur-
den of mental disorders, which is to prevent them from occurring in the first place
(Organization, 2004). Also, the European Psychiatric Association (EPA) guidance
on the prevention of mental disorders claimed that there was considerable evidence
showing that effective evidence-based interventions can be implemented to prevent
various psychiatric conditions (Campion, Bhui, and Bhugra, 2012). These two docu-
ments not only pointed out the direction of future research efforts but also showed
the importance of being able to catch the early signs of at least the major types of
mental illnesses for intervention and prevention to be possible. Nonetheless, there
are still notable limitations. One of the significant restrictions is that most existing
studies on mental disorders are based on surveys, questionnaires, and self-reports
about mood and observations. Therefore these studies are often small-scale and ho-
mogeneous, whose results might not be representative of a larger population.
Some most commonly used qualitative approaches, such as surveys and self-
reports, are significantly ineffective in that it requires repeated assessments and ob-
servations of individuals’ behaviour over a long period to collect a decent level of
summaries of one patient’s experiences. Therefore, data collection has been very
difficult (De Choudhury, 2013). Due to this reason, most research on counselling
has been small-scale and qualitative, when mental health conditions can most often
be treated with counselling (Edwards, 2016). The shortage of clinicians who have
received specialised training in diagnosing and able to manage treatments of men-
tal disorders is also a significant barrier to providing adequate services. Becker and
Kleinman (2013) found that less than 25% of people with severe mental illness have
received treatment for it, which is certainly not enough. Every few years, surveys
are sent out from the Centres for Disease Control and Prevention (CDC) adminis-
ters and the Behavioural Risk Factor Surveillance System (BRFSS) via telephone to
estimate the rate of depression among adults in the US, as part of a national-scale
effort to curb depression (Atlanta, 2008, 2011, 2012). However, these measurements,
as well as the small number of participant responses (in the order of thousands)
suffer from large temporal gaps, which limits the capability of tracking and iden-
tifying mental illness-related factors or developing effective intervention programs
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(De Choudhury, 2013).
Online social platforms such as Facebook, Twitter, and Instagram have become
an inseparable part of the daily lives of a large number of the population, with 2.46
billion social media users in 2017 which is estimated to grow to 3.02 billion by 20212.
Many people openly express themselves using online social media daily, produc-
ing various types of user-generated content, such as personal status updates, pic-
tures of discoveries, achievements or activities, and other users, locations, events
attached to these content. Topics of discussion in social media range from technol-
ogy to politics to current events, health and wellbeing (Kursuncu et al., 2019; Kho
et al., 2019). Social media platforms also provide functions for users to comment on
other users’ posts and establish conversations (Maha, 2015). These interactions of so-
cial media users create a wealth of detailed information about their daily activities,
opinions, feelings and social behaviours (Barbier and Liu, 2011), which bears great
potential in revealing sentiments, as well as behavioural and emotional patterns of
online users. Furthermore, this stream of social media data is “real-time” contin-
uously generated at a large scale, thoroughly describing users’ activities, thoughts
and emotional states and yet publicly available.
From psychologists’ point of view, a mental disorder could be considered as a
psychological pattern that causes individual suffering or losing his/her ability to
function in an ordinary life (World Health Organisation 2016). Although not always
clear what the causes of a mental disorder are, they can be defined or identified by
one’s behaviours, feelings, emotions, perceptions, and thoughts (Mental disorders:
Fact sheet 2016). In other words, analysing responses, emotions, opinions, and views
expressed by individuals can help health care professionals diagnose and treat men-
tal health disorders, so arguably, the same content contained in social media postings
could also assist in detecting mental disorders. For instance, linguistic analysis can
be used to classify patients who are suffering from depression and paranoia (Oxman,
Rosenberg, and Tucker, 1982). Similarly, the state of mental illness could be seen as
the result of suffering simultaneously from a range of different emotions, such as
shame, sadness, and confusion (Frijda, 1986). Thus, accurate emotion detection and
analysis on one’s social media data could identify depressed individuals. Based on
Conway and O’Connor (2016), social media has already been increasingly used in
population health monitoring and is beginning to be incorporated for mental health
applications. De Choudhury (2013) highlighted that information from social media
bears the potential to complement traditional survey techniques in its ability to pro-
vide finer-grained measurements of behaviour over time while radically expanding
population sample sizes. Therefore, social media data shows potential to offer op-
portunities for studying and understanding health conditions at an unprecedented
level.
Studies suggested that individuals do openly discuss their mental health condi-
tions, treatments, and challenges on public social network platforms (Coppersmith,
2https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
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Dredze, and Harman, 2014; Coppersmith et al., 2015b; Park, Cha, and Cha, 2012).
Naslund et al. (2016) reported that people with severe mental health conditions
could benefit from interacting with peers through social media platforms by shar-
ing personal stories and strategies for coping a mental disorder thus experiencing
group belonging and greater social connectedness. Prior work has demonstrated
the potential of employing social media to investigate mental health issues. For
example, using simple Natural Language Processing (NLP) methods on social me-
dia data has shown to be able to reveal insights of specific mental health disorders
(Coppersmith, Dredze, and Harman, 2014), such as post-traumatic stress disorder
(Coppersmith, Harman, and Dredze, 2014), seasonal affective disorder (Copper-
smith, Dredze, and Harman, 2014) and depression (De Choudhury, Counts, and
Horvitz, 2013b). By combining knowledge in sociolinguistics and psycholinguistics,
features like frequencies of first and third-person pronouns, anger words, various
negative emotions as well as related patterns of language have been found to have
strong links to Twitter users who suffer from mental disorders. Study of Sampasa-
Kanyinga and Lewis (2015) showed that higher daily use of social networking sites
is associated with experiences of a higher level of psychological distress and suicidal
ideation among children and adolescents.
However, these research efforts are still heavily relying on simple Natural Lan-
guage Processing and Sentiment based features such as language models, linguistic
style, positive and negative sentiment, and topic modelling with machine learning
techniques. Very few studies have incorporated the analysis of fine-grained emo-
tions and their progression over time through social media postings. Furthermore,
although showing promising performance, developed prediction models mostly re-
mained “black box” systems and have not been put into real use, with considerable
concern around privacy issues and a general lack of ethics-based frameworks.
1.2 Research Aim
To investigate and develop approaches to quantify indicators (e.g. emotions) of men-
tal disorders from online social media, specifically Twitter; and leverage these indi-
cators to construct prediction models that can detect at-risk users, who are likely
to be suffering from mental disorders or showing signs that could result in mental
disorders in the near future. To provide a mental health analysis framework, which
allows automated mental health screening models to be implemented and leveraged
in real-life clinical settings with guidelines on ethics and privacy considerations. =
1.3 Research Objectives
1. To investigate and understand the disclosure of self-declared diagnoses of men-
tal health conditions and its impact on mental health research on social media
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as a data collection approach, especially for disorders including Major Depres-
sive Disorder, Bipolar Disorder, Post-Traumatic Stress Disorder, and Seasonal
Affective Disorder.
2. To investigate relationships between emotions and mental health conditions
and explore the ability of emotion indicators in capturing predictive cues; to
study their effectiveness for mental health condition detection using social me-
dia text data.
3. To assess the impact of temporal measures and patterns of known mental
health condition indicators and propose a new analysis approach to improve
the predictive power of indicators in identifying mental health conditions.
4. To examine and interpret machine prediction outcomes and to propose and
construct transparent mental health screening models employing a novel com-
bination of techniques including Machine Learning, Ensemble Learning with
feature category stacking approach for potential clinician assistant application
with ethics-based mental health analysis framework.
1.4 Intended Contributions
The intended contributions of this research to the existing literature are:
• To provide a more in-depth understanding of social media data in the con-
text of mental health and to extend the coverage of computational analysis ap-
proaches and mental disorder indicators (i.e., predictive features) in the field
of mental health research, specifically detection and prediction using social
media text data.
• To construct a mental health screening model that can perform prediction tasks
of a selection of mental disorders using the proposed prediction models.
• To incorporate advanced machine learning approaches such as ensemble learn-
ing, which allows in-depth model interpretations and diagnostic reasoning for
targeted mental disorders of individual patients.
• To propose a mental health analytics framework, incorporating model trans-
parency and human in the loop approaches, with suggested user guidelines
and code of conduct that places ethics and privacy considerations at its core.
1.5 Thesis Outline
The remainder of the thesis is organised as follows: In chapter 2, a review of studies
within the domain the detection and prediction of mental disorders using social me-
dia data are presented, followed by several identified research gaps in the current
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literature. Detailed research methodology, research design and, due to the nature of
this research, ethical considerations are introduced in Chapter 3.
Research Design
Ethics-focused Analytics
Framework
Data Acquisition 
from Twitter
Quality Assessment
through Human
Annotation
Data Cleaning and
Filtering
Feature Development &
 Machine Prediction Results
Discrete Emotions
Temporal Analysis of Discrete
Emotions
Feature Visualisation
Prediction Outcome and Model
Evaluation
Model Interpretation &
 Mental Health Screening Model
Global & Local
Interpretation of Machine
Predictions
Interpretation-oriented
Screening Model with
Ensemble Learning
Chapter 4: Chapter 5: Chapter 6:
Chapter 7:
FIGURE 1.1: Outline of the main components of the thesis.
As displayed in Figure 1.1, following the research design, data collection and
preprocessing are presented in Chapter 4, the development and generation of dis-
crete emotion and temporal emotion features in are described in Chapter 5 with the
evaluation of the prediction results. These prediction models are interpreted both
globally and locally and are integrated through ensemble learning to create a mental
health screening model as introduced in Chapter 6, followed by a high-level ana-
lytics framework proposed in Chapter 7, which incorporates user guidelines and
ethics-based code of conduct. Results and findings are further discussed in Chapter
8, followed by the conclusion and directions for future work in Chapter 9.
7Chapter 2
Literature Review
2.1 Mental Disorders
Mental disorders, also known as mental illnesses, is defined as a “syndrome char-
acterised by clinically significant disturbance in an individual’s cognition, emotion
regulation, or behaviour that reflects a dysfunction in the psychological, biological,
or developmental processes underlying mental functioning” (APA, 2013, p. 20).
Regarding the causes of mental disorders, the predominant view is that ones’
the genetic makeup, psychological states, and surrounding environment are all con-
tributing factors that determine the development or progression of ones’ mental dis-
orders (Arango et al., 2018; World Health Organisation 2016). In many cases, mental
disorders have no single accepted or consistent cause (Ormel et al., 2013; Kendler,
2012). According to the biomedical model of mental disorders, the complex combi-
nation of both genetics and experiences creates disorders of brain circuits, which in
turn causes psychological dysfunctioning, i.e., mental disorders. In the meanwhile,
some types of mental disorders are considered as primarily neuro-developmental
dysfunctions.
To medically diagnose mental disorders, symptoms and signs are impaired with
particular types of mental disorder to form an association, although not all mental
health professionals employ the same diagnostic categories to a client’s difficulties
and circumstances (Kinderman and Lobban, 2000). Mental health services provide
routine diagnostic through mental status examination interviews, including eval-
uations of appearance and behaviour, symptoms, mental health history, and cur-
rent life circumstances, mainly rely on self-reported information and sometimes the
views of other health experts, their friends and families. Psychological testing is
commonly employed via different forms of questionnaires, which may include com-
puterised algorithms to perform symptom matching against standardised diagnostic
criteria (such as in DSM-V) (Davies, 1997). In very few cases, neuro-imaging tests
were incorporated (ibid.) Psychiatrists are often restricted from conducting more
thorough diagnostic evaluations due to time and financial constraints (Kashner et al.,
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2003). It has been found that unstructured, open-ended approaches are most com-
monly used by clinicians to evaluate patients due to insufficient training in evidence-
based assessment methods. Therefore it is likely that a portion of diagnoses in rou-
tine practice is not accurate (Shear et al., 2000). The same person can have more than
one disorder, also known as comorbidity, which is prevalent in psychiatric diagno-
sis. People who have the same mental disorder may not be alike in their symptoms
and behaviours; instead, they respectively meet the defining characteristics of the
disorder (APA, 2013).
2.2 Predicting Mental Disorders on Social Media
During the past decade, there has been a growing number of studies investigating
mental health-related topics using social media data sources. These studies aimed
to quantify features and patterns from social media according to known symptoms
and risk factors of mental disorders using existing tools and methods from data
mining, text mining, social network analysis and machine learning. The success
of these studies demonstrated that it is possible to develop detection and predic-
tion models for specific mental health problems. Appendix A presents in detail
a summary of mental health prediction and detection related studies, which em-
ploys computational approaches and social media data sources. Several review pa-
pers (Wongkoblap, Vadillo, and Curcin, 2017; Guntuku et al., 2017a) have also sum-
marised current advancement in this research field.
From these studies, a wide range of mental health conditions have been inves-
tigated including major depressive disorder or simply depression (De Choudhury
et al., 2013; Kang, Yoon, and Kim, 2016; Park et al., 2015; Hu et al., 2015; Tsugawa et
al., 2015), post-traumatic stress disorder (PTSD) (Coppersmith et al., 2015a; Resnik
et al., 2015; Preotiuc-Pietro et al., 2015; Pedersen, 2015), ADHD (Attention Deficit
Hyperactivity Disorder) and schizophrenia (Mitchell, Hollingshead, and Copper-
smith, 2015), anxiety disorder and OCD (Obsessive Compulsive Disorder) (Hao et
al., 2013; Coppersmith et al., 2015b), borderline personality disorder and bipolar dis-
order (Coppersmith, Dredze, and Harman, 2014; Coppersmith et al., 2015b; Saravia
et al., 2016), seasonal affective disorder (SAD) (Coppersmith, Dredze, and Harman,
2014; Coppersmith et al., 2015b), suicide (Kumar et al., 2015; De Choudhury et al.,
2016; Coppersmith et al., 2016), eating disorders (Walker et al., 2015; Chancellor, Mi-
tra, and De Choudhury, 2016; Wang et al., 2017; Prieto et al., 2014), sleep disorder
(Jamison-Powell et al., 2012), and others (Coppersmith et al., 2015b).
The majority of these studies focused on the analysis of textual contents of the
English language from publicly available data sources of online social media. A
few features were most frequently used for understanding individuals’ psycholog-
ical states. Linguistic patterns, often obtained by using the well-known Linguistic
Inquiry and Word Count (LIWC) tool (Pennebaker, Francis, and Booth, 2001), were
employed to extract potential signals from textual content such as first, second, third
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person pronouns, perceptual process related words, or positive and negative emo-
tion words (De Choudhury et al., 2014; Zhang et al., 2014b; Lv et al., 2015; Liu et
al., 2015; Dos Reis and Culotta, 2015; Braithwaite et al., 2016; Schwartz et al., 2016;
Wang et al., 2017). Sentiment analysis using tools like OpinionFinder (Wilson et al.,
2005), SentiStrength (Thelwall et al., 2010) and Affective Norms for English Words
(ANEW) (Bradley and Lang, 1999), were also frequently interoperated for quantify-
ing the sentiment and emotion attributes from textual expressions (Kang, Yoon, and
Kim, 2016; Durahim and Cos¸kun, 2015; De Choudhury et al., 2013; De Choudhury,
Counts, and Horvitz, 2013b). Besides, emoticons and images have also been utilised
for detecting positive and negative sentiments from a social media post (Kang, Yoon,
and Kim, 2016; Preotiuc-Pietro et al., 2015; Wang et al., 2013). As a part of the content
analysis, various types of topic modelling approaches such as LDA and TAM were
incorporated in order to extract topics, sometimes more specifically ailment related
topics (Paul and Dredze, 2011), from user generated contents (Schwartz et al., 2016;
Zhang et al., 2014b; Chancellor et al., 2016; Tsugawa et al., 2015; Preotiuc-Pietro et
al., 2015). Most social media platforms also provide interactive features, which allow
users to follow or unfollow another user, add or remove a friend, mention, reply to
a user or a post, re-post, and comment. Due to these interactive features, network
analysis was applied in some studies to understand users’ online social activities,
their relationships, and interactions with others (Wang et al., 2017; Wang, Zhang,
and Sun, 2013). Details of these techniques are introduced in the later sections of
this chapter. The influences of personality, age and gender on posting about mental
health problems were also examined in (Preotiuc-Pietro et al., 2015). These attributes
were utilised for creating a matched control group of similar age, gender according
to the users included in the condition group, in order to have an unbiased analy-
sis of the differences in features from the condition group compared to the control
(Coppersmith et al., 2015b; Loveys et al., 2017).
In later sections, a more detailed literature is provided following each step of the
research pipeline, including data collection, feature extraction, machine learning,
model evaluation and selection.
2.3 Social Media Data and Acquisition
“Due to wide availability of various online resources, data acquisition is highly
subjective to the type of media, data format supported by media, and the type of
analysis needed to perform” (Ravi and Ravi, 2015, p. 16). Online social media re-
sources can be broadly categorised into three major types, which are 1) freely avail-
able databases or datasets, 2) data can be accessed via either free or commercial
tools and 3) data accessed via APIs (Application Programming Interface) (Batrinca
and Treleaven, 2015). Open-source databases are the most convenient to obtain, for
instance, Wikipedia offers free copies of all its available content to any interested
users and developers, which can be used for copying, database queries and social
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media analysis. Another example is the datasets made available for open project or
competitions, such as the CLPsych Shared Task for Mental Illness Detection at the
World Well-Being Project (further introduced in Section 2.3.2). A recently developed
data donation site OurDataHelps1 allows researchers to have access to public posts
provided by the donors and a filled questionnaire about their mental health history.
In the second category, most social media sites provide access to their data via online
tools, for example, information from Google can be collected using tools like Trends
or InSights. However, more and more commercial sites tend to provide paid analytic
tools for accessing their data.
From a researcher’s point of view, the most efficient data acquisition tool is pro-
grammable HTTP-based API (Application Programming Interface), which is espe-
cially widely used for social media data acquisition. Some social media platforms
provide their APIs for developers to search or stream real-time public data, such as
Twitter, Facebook, Sina-Weibo and many others. These programmable APIs can help
researchers to extract relevant posts, profiles, geo-locations and other information
including following comments, reactions and other user activities. Graphic-based
social platforms such as Instagram and Pinterest also made their APIs available,
which provide more precious data combining images, videos and text. Table 2.1 lists
some of the popular social media platforms in research, in terms of their usage, site
features, and API availability. Additionally, traditional ways of collecting data such
as surveys, questionnaires, and website scrapings can still be used when there is no
other available tool.
2.3.1 Social Media Data for Mental Health
In order to build a prediction model for mental health, the first step is usually to
collect labelled data, i.e. training data, where data label is the identification of mental
health conditions according to the purpose of the study. These labels are required
for the training process and performance evaluation of any supervised classification
algorithms that might be used in the prediction model. For research on datasets that
focus on public health, the primary data sources are Twitter, Facebook, forums, blogs
and other social media sites.
Twitter is one of the most popular online social media for sentiment analysis
and mental health research due to the availability and sheer volume of its textual
data. The Twitter API allows streaming and monitoring data real-time, which pro-
vides the oppotunity for researchers to track temporal, behavioural, social and even
geographical patterns overtime with very low latency. Most of the studies were lim-
ited to the free Twitter API, which delivers either 1% of a random sample (i.e., the
Garden Hole) or requires specific keywords and accounts to gather a suitable pool of
1https://ourdatahelps.org/
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Platforms Usage Features API Example Study
Twitter Send and read short 140-
character messages called
“tweets”
Tweet, Re-
Tweet, Com-
ment, Like
Y Park, Cha, and
Cha (2012)
Facebook Create user profile,
add other users as
“friends”, exchange
messages, post status up-
dates and photos, share
videos, use various apps,
group/complain/block
friends, join communities
Re-share, Like,
Comment
Y Schwartz et al.
(2014)
Reddit Entertainment, social
news networking service,
and news website
Upload
content,
Up/Down
vote, Organise
posts
Y Hollingshead,
Ireland, and
Loveys (2017)
Instagram Upload and share photos,
GIFs and videos
Like, Com-
ment, follow
users
Y Reece and Dan-
forth (2017)
Pinterest Upload and share photos,
GIFs and videos
Like, Pin on
board, create
board, fol-
low board,
comment
Y Guzman and
Maalej (2014)
Yik Yak Send and read short 200-
character messages called
“Yaks”
Upvote,
downvote,
comment
N Koratana et al.
(2016)
Untappd Geosocial networking
service that allows its
users to check into beers
as they drink them
Check-in
beers, Rate
beers, Share
pictures and
locations
with friends,
Recommend
Y Chorley et al.
(2016)
TABLE 2.1: A List of Popular Social Media Platforms in Research
data. Terms and conditions of Twitter forbid any of the collected data to be redis-
tributed. Hence datasets are rarely shared or made public, which restricts replica-
tions of studies and any direct comparison of different methods to be made using the
same dataset. Despite these limitations, Twitter data have successfully provided in-
sights into the epidemiology of emotions and mental illnesses for many researchers.
Using Twitter data, Golder and Macy (2011) found that Twitter users have the
most positive moods in the morning and decline towards the evening. Throughout
a week, they are also found to be happier on weekends. The study of Schwartz
et al. (2013) showed that the geographic variations in well-being extracted from
Twitter data correlated with the results of using traditional surveys about life sat-
isfaction (Lawless and Lucas, 2011). De Choudhury et al. (2013) proposed a pre-
diction model for depression, adopting features extracted from tweets covering as-
pects of social engagement, emotion, language styles and use of anti-depressant
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medication. Similarly, Coppersmith, Dredze, and Harman (2014) built n-gram lan-
guage models to separate depression users from control users. The same research
team further extended the model to include a broader range of conditions (Cop-
persmith et al., 2015b), which are Attention Deficit Hyperactivity Disorder, Gener-
alised Anxiety Disorder, Bipolar Disorder, Borderline Personality Disorder, Eating
Disorders (including anorexia, bulimia, and eating disorders not otherwise speci-
fied), Obsessive-Compulsive Disorder, Post-Traumatic Stress Disorder, Schizophre-
nia (including schizophrenia, schizotypal, schizophreniform) and Seasonal Affective
Disorder (SAD). These three studies found that users who are at risk of mental ill-
nesses are less likely to tweet, talk about others (i.e. decreased use of third-person
pronouns) or respond to others’ tweets, less likely to follow others or gather follow-
ers. On the other hand, they are more likely to tweet late at night, and to talk about
themselves (i.e. increased use of first-person pronouns).
Facebook is another popular source of social media data, having approximately
1.13 billion active users on a daily bases2. In contrast with Twitter, where the au-
diences of a tweet are anyone on the Internet, Facebook posts can only be seen
by friends and family members that the users chose to include in their network.
This feature causes Facebook users to have a more closed group of audience of peo-
ple they know from real-life, thus, increase their sense of privacy and affect open-
ness and honesty in their Facebook posts in terms of emotions and psychological
states. Researchers have used Facebook data for measuring gross national happiness
(Kramer, 2010) and analysing sentiment patterns to correlated against life satisfac-
tion scores (Golder and Macy, 2011). Coviello et al. (2014) explored the contagion of
negative emotion among Facebook users. Moreno and Jelenchick manually evalu-
ated Facebook posts from 200 college students and coded each post against DSM-IV
criteria for depression (APA, 2013). They found that a quarter of these students
have posted at least one depressive post, and 5 of them had periods of many de-
pressive posts that can be considered as major depressive episodes (Moreno et al.,
2011). This figure was shown to be roughly consistent with the American College
Health Association (Association, 2010), who reported that 30% of college students
were found to feel depressed and unable to function each year. As an attempt to
automatically identifying Postnatal/Postpartum Depression (PPD) using Facebook
data, De Choudhury et al. (2014) monitored and analysed Facebook account from
165 new mothers for 50 weeks before and ten weeks after giving birth. The results
showed that mothers who suffer from PPD were less likely to use Facebook to create
or share posts, to engage with posts shared by others and also less likely to be com-
mented or liked by their friends. Instead, they are more likely to ask questions and
post about their feelings, thoughts and situations (i.e. increased use of first-person
pronouns), and when they do so, the times are more irregular (ibid.).
Blogs, journals and discussion forums data have also been used to study emo-
tional states and mental health of their authors. For example, Livejournal.com is a
2http://newsroom.fb.com/company-info
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popular blog sharing website that is used as personal diaries to reflect and share
daily experiences. It also provides self-annotation features for users to decorate
their posts with metadata (i.e. a predefined set of labels provided by the website)
about their feelings and emotions. Reddit, another popular social media platform,
has been newly discovered for mental health studies. Similar to discussion forums,
Reddit also improves anonymity by providing optional “throwaway” account type.
Through the study of mental health discourse on Reddit (De Choudhury and De,
2014), it soon gained its popularity and has been widely used for studying vari-
ous mental health aspects such as mental well-being (Bagroy, Kumaraguru, and De
Choudhury, 2017), eating disorder (Moessner et al., 2018), anxiety, bipolar disorder,
borderline personality disorder, depression, schizophrenia (Gkotsis et al., 2016) and
suicidal ideation (Grant et al., 2018; De Choudhury et al., 2016). The study of the
nature of personal disclosure showed that such anonymity features promote disclo-
sure notwithstanding the potential negative consequences that might be caused by
the post (De Choudhury and De, 2014). Due to the length and topic-orientated na-
ture, topic modelling and linguistic-based analysis are most commonly conducted
to extract features from these data.
2.3.2 Data from Challenges and Shared Tasks
With this opportunity, more and more researchers use social media data sources
to study particular mental disorders. However, to the present day, most of the pro-
posed prediction models rely on private datasets, meaning that it is the model devel-
opers/researchers who collected the dataset for training, developing, as well as test-
ing and evaluation processes. These datasets, in the meanwhile , are rarely published
or shared with other researchers due to privacy and ethical constraints. Hence, for
each study, the evaluation of the model performance can only be performed with the
private dataset, making it hardly comparable to other models proposed in the litera-
ture. To tackle this problem, several research communities developed and published
Shared Tasks with standard datasets to enable fair apples-to-apples comparisons of
various approaches and prediction models. For instance, the Audio/Visual Emo-
tion Challenge (AVEC) organised in conjunction with the ACM International Con-
ference on Multimedia. Providing audio and visual data sources, AVEC has posted
challenges for 3D dimensional affect and depression recognition in 2014 (Valstar et
al., 2014); the first affect recognition bridging across audio, video, and physiolog-
ical data in 2015 (Ringeval et al., 2015); depression, mood, and emotion recogni-
tion in 2016 (Valstar et al., 2016); real-life depression and affect recognition in 2017
(Ringeval et al., 2017); bipolar disorder and cross-cultural affect recognition in last
year (Ringeval et al., 2018).
A more relevant and influential example to this research work is the CLPsych
(Computational Linguistics and Clinical Psychology) workshop organised in con-
junction with the ACL and NAACL International conferences since 2015, which tar-
gets explicitly using text-based data sources from social media relevant to mental
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health for the detection and prediction of condition onset. The CLPsych 2015 shared
task (Coppersmith et al., 2015a) consisted of three binary classification sub-tasks
or experiments, which are to distinguish 1) depression users from control users,
2) PTSD users from control users, and 3) depression users from PTSD users. The
dataset provided for this shared task is a collection of public tweets according to the
procedures of (Coppersmith, Dredze, and Harman, 2014). Proposed models for this
shared task were compared through performance measures including average pre-
cision and ROC curves with restricted false alarm rates. For 2016 and 2017, CLPsych
proposed the challenge to triage posts into one of four severity labels automatically:
green, amber, red or crisis to directly support the moderators of a youth mental
health forum (Milne et al., 2016). The provided dataset consists of 65,024 forum
posts written between July 2012 and June 2015 from ReachOut.com, of which a subset
of 1,227 posts was manually annotated by three independent annotators as ground
truth labels (both the semaphore annotation and a more detailed sub-annotation).
In 2018, the CLPsych shared task was set to predict both current and future (at ages
11, 23, 33, 42, and 50) psychological health from childhood essays (Lynn et al., 2018).
This task was published as a first attempt to investigate the use of early language
from childhood for predicting ones’ mental health in the future, which has the po-
tential to support a wide variety of clinical health care tasks. However, this task no
longer leverages online social media data sources; instead, the data comes from the
National Child Development Study, which follows a cohort of all children born in
a single week in Great Britain, beginning in March 1958 and continuing until the
present day (Power and Elliott, 2005).
The collection process and research protocols for these shared tasks and datasets
are approved by the Johns Hopkins University Institutional Review Board (IRB).
The data was collected in compliance with the terms of accordance platforms and
anonymised to protect the identity of users. Masked attributes from each data in-
stance include user id, user screen name, URL, mention and other meta information
such as device and geo-location (Coppersmith et al., 2015a; Milne et al., 2016; Lynn
et al., 2018). Shared task participants each required to sign a privacy agreement and
instituted security and protective measures on their copy of the data. Furthermore,
only when the ethics board approves their works, the participants are allowed to
participate in Shared Tasks. This means that these datasets were only made avail-
able to shared task participants, not all researchers. During the second Shared Task,
Milne et al. (2016) discussed at length the potential harm to the users (who provided
the data) when releasing the dataset, and the great hindrance to the research when
rendering user data to truly non-identifiable. Therefore, the majority of user privacy
protection is still dependent on social media platforms.
To explore evaluation issues related to early risk detection, the CLEF eRisk work-
shop has been established in 2017 and post challenges for early risk prediction on the
Internet, so far, targeting depression and anorexia from Reddit data sources (Losada,
Crestani, and Parapar, 2017; Losada, Crestani, and Parapar, 2018). In 2019, the
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early risk prediction of self-harm is also included in the challenge. The Conference
and Labs of the Evaluation Forum (formerly Cross-Language Evaluation Forum),
or CLEF, is an organisation promoting research in multilingual information access
(currently focusing on European languages). For this workshop, participants are
also required to sign a user agreement, which includes terms forbidding sharing or
publishing any portion of the data, profitable use of analytic results, and further use
of data without the permission of copyright holders. Due to the anonymous nature
of Reddit, details of data processing and anonymisation of the published datasets
are not presented, to the best of my knowledge.
2.4 Predictive Modelling for Mental Health
In a wide variety of research topics, predictive modelling can be interpreted as build-
ing a model that is capable of making predictions. Typically, such models include a
statistical learning (i.e., machine learning) algorithm that extracts and learns specific
patterns from training data in order to make those predictions. Predictive modelling
can be further divided into two sub-areas: regression and classification. Regression
models analyse the relationships between variables and trends to make predictions
about continuous variables, while the task of classification models is to assign dis-
crete class labels to particular observations, usually in the form of feature vectors,
as outcomes of a prediction (Michalski, Carbonell, and Mitchell, 2013). Hence, pre-
dictive modelling is often called or known as machine learning for it is the machine
learning algorithm which enables computer programs and systems to perform au-
tonomous acquisition and integration of knowledge learnt from experiences or ana-
lytical observations (Murphy, 2012). Popular research areas using machine learning
techniques are pattern recognition (e.g. speech, images), financial algorithms (e.g.
credit scoring, algorithmic trading), energy forecasting, and biology (e.g. tumour
detection, drug discovery) (Batrinca and Treleaven, 2015).
Machine learning techniques can be categorised into three different types: su-
pervised, semi-supervised and unsupervised learning, all aiming to tackle problems
that have a very high volume of data with large numbers of variables. Unsuper-
vised learning relies on clustering, meaning that they do not provide with the pre-
defined targets, consistent categories or classes. In contrast, supervised learning is
based on pre-labelled datasets to train (i.e. recognise and learn patterns) and output
predefined class labels from new data. Semi-supervised learning falls in between
unsupervised learning (without any labelled training data) and supervised learning
(with completely labelled training data), typically a small amount of labelled data
with a large amount of unlabelled data.
Supervised Machine Learning
Supervised machine learning is the most frequently used type of prediction mod-
elling, which leverages predictive features aiming to model the distribution of class
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labels concisely. The resulting model, also called a classifier, can then be employed to
label un-seen instances, of which the predictive features are generated the same way
as the training set, while the class label remains unknown to the classifier. Therefore,
when targeting specific research areas using standard machine learning techniques,
it is the development of predictive features that enables the learning algorithms to
perform regression or classification on different tasks and problems. Hence, the pro-
cess of learning a set of rules from labelled feature vectors (data instances in a train-
ing set) is often an induction machine learning process, aiming to create a classifier
that can discover and learn generalise rules from task-specific data instances.
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FIGURE 2.1: General Pipeline of Supervised Machine Learning.
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As displayed in Figure 2.1, with a well-defined problem, the first step is col-
lecting data and identifying the most informative (or hypothesised to be informa-
tive) properties of data samples (i.e. attributes, measurements, predictive features).
This knowledge is usually precise to the defined problem and can be discovered
through existing research studies and literature background. The discovery of such
knowledge is the process of formulating hypotheses, and the machine prediction
outcomes would either confirm or reject them. If this knowledge is unknown, the
most straightforward approach is to evaluate and experiment with all available mea-
sures to hopefully isolate the right features for the problem, which, in contrast, is a
deduction method. One drawback of this approach is that the resulting feature set is
most likely to contain a large amount of noise, i.e., irrelevant information, and there-
fore demand serious pre and post-processing before finalising the prediction model
(Zhang, Zhang, and Yang, 2003).
Data preparation and data pre-processing play an essential role in whether or not
a machine learning algorithm can learn the right pattern. Numerous methods have
been developed for handling missing data (Batista and Monard, 2003) and detecting
outliers (or noise) (Hodge and Austin, 2004). Additionally, instance selection is not
only employed as a way to eliminate noise but also to dealt with training processes
with very large datasets. Thus, it is also considered to be an optimisation approach,
which attempts to maintain the quality of learning while using as little data samples
as possible (Liu and Motoda, 2012). Various procedures are designed for sampling
instances from a large dataset, which can allow learning algorithms to work more
efficiently and accurately (ibid.).
Feature pre-processing includes feature subset selection, feature construction and
transformation depending on the circumstances. The number of features per data
instance is the dimensionality of the feature space. “Feature subset selection is the
process of identifying and removing as many irrelevant and redundant features as
possible” (Kotsiantis, Zaharakis, and Pintelas, 2007, p. 250), which allows the learn-
ing algorithms to operate faster and more efficiently. When discovered that some
features depend on one another, feature transformation can be incorporated to con-
struct new features from the primary feature set in order to eliminate influences on
the accuracy of machine learning classification models (Markovitch and Rosenstein,
2002). These higher level, newly generated features often lead to a more concise and
accurate classifier (i.e. prediction model). Furthermore, the discovery of meaningful
features contributes to better comprehensibility of the produced prediction model,
also a better understanding of the learned concepts.
The choice of which learning algorithm to use for the defined problem is also
critical. Thus, once the classifier is built, Standard evaluation procedures are re-
quired to measure and compare the performance of different learning algorithms.
These evaluations can not only be used to compare learning algorithms but also the
effectiveness of different feature sets through the prediction outcome made by the
classifiers performing the same task.
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During the evaluation process, a variety of factors can be examined, such as
whether the features are relevant, whether the dimensionality of the feature space
is too high which can potentially cause over-fitting, whether the learning algorithm
is right for the problem, and whether hyper-parameters is appropriate and whether
tuning is needed. Once the performance of the classifier is satisfactory, this final clas-
sifier will then be used as the prediction model for its targeted problem and make
predictions for new and unseen data samples.
For the prediction and detection of mental disorders from social media, the prob-
lem can be generally defined as how to learn from individuals through social media
and distinguish online users with and without a mental health condition. Therefore,
the required data should consist of users of specific online social media platforms
who suffer from mental disorders and a sample of the general online population
as the control group. Depending on the research objective and hypothesises, raw
data collected from these users could be but are not limited to historical text, im-
age, video/audio, online activity and social network-related information, as well as
topic-oriented comments and discussions. Data pre-processing can vary for differ-
ent data collection procedures. When collecting the initial groups of condition users,
pre-processing is required to validate the authenticity of the conditions, the same for
the control group. When collecting raw data from the finalised users of each group,
pre-processing is required to exclude invalid or private accounts, inactive users, or
other research-dependent criteria.
2.4.1 Identifying Condition Users on Social Media
In the absence of publicly available datasets, there are two broad approaches for col-
lecting social media users with a specific mental health condition from social media
platforms: (1) employing means like surveys, crowd-sourcing, data donation web-
site to attract participants and collect data from their social media accounts directly
with consent; (2) using available APIs of social media platforms to extract relevant
users and aggregate their public posts as data; (3) obtain shared data from open
workshops, competitions and research projects (Wongkoblap, Vadillo, and Curcin,
2017; Guntuku et al., 2017a).
In the early years of internet mental health research, attracting participants (vol-
unteer or crowdsourcing) was the primary condition data collection approach, the
use of surveys and questionnaires was to verify the presence of conditions expected
from the participants. As shown in Appendix A, almost all 2013 research studies
employed this approach for data collection; they also happen to focus mainly on
the detection and prediction of depression or its variations. The choice of surveys
depends on the target mental health condition as well as the language of the partic-
ipants. De Choudhury, Counts, and Horvitz (2013b) gathered crowdworkers from
Amazon’s Mechanical Turk and employed the Centre for Epidemiological Studies-
Depression scale (CESD) to determine the level of depression of the crowdworkers.
CESD is a 20-item measure to rate how often depression associated symptoms are
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experienced over the past week. Tsugawa et al. (2015) published a website on twitter
to administer the CESD questionnaire to collect Japanese-speaking volunteers and to
evaluate the degree of depression presented in collected Twitter population. Hu et
al. (2015) also recruited depression users from Sina Weibo using a similar approach
with the CESD questionnaire. In addition to CESD (Reece et al., 2017; Wongkoblap,
Vadillo, and Curcin, 2018), other surveys were also employed similarly. De Choud-
hury et al. (2014) and Ricard et al. (2018) used PHQ-9 for depression evaluation and
Tsugawa et al. (2013) used Zung’s Self-rating Depression Scale (SDS) (Zung, 1965)
to estimate depressive tendency. Suicide Probability Scale (SPS) was used by sev-
eral studies (Zhang et al., 2014b; Guan et al., 2015; Lv et al., 2015) to measure sui-
cide ideation of Weibo users. For general well-being, mental health status, happi-
ness and satisfaction, surveys such as SCL-90-R (a 90-item Brief Symptom Inventory
and Matching Clinical Rating Scales) (Hao et al., 2013), PERMA (represents for Posi-
tive emotion, Engagement, Relationships, Meaning, and Accomplishment) and SWL
(Satisfaction with Life) (Schwartz et al., 2016) were involved. Most of the studies us-
ing this approach seem to rely solely on one evaluation scale per condition, except
for De Choudhury et al. (2013), who used two depression measures, both CESD and
BDI (Beck depression inventory). Scores from these two questionnaires helped to
filter out participants who do not have correlated depression evaluation scores from
the two scales, which is a strength in its assessment of participants and the ground
truth of their mental disorders that other studies lack.
When employing programmable APIs, the most popular approach for collect-
ing social media users with certain mental health conditions is the use of Twitter
Streaming API with query “I was diagnosed with condition_name” (Coppersmith,
Dredze, and Harman, 2014). This approach collects self-declared diagnoses (key
words “I was diagnosed”) with the targeted condition (“condition_name”), hence,
the authors of these tweets can be considered suffering from their self-declared con-
ditions, and for the purposes of further study, their social media posts are used as
data of specific condition groups. This approach is first proposed by Coppersmith,
Dredze, and Harman (ibid.) and gained its popularity through an increasing number
of studies (MacAvaney et al., 2018; Guntuku et al., 2017b; Loveys et al., 2017; Cop-
persmith et al., 2015b) due to its simplicity, velocity and convenience, especially for
researchers with computer science or engineering background. These studies vali-
dated this method through replication of previous findings and solving real-world
problems of numerous mental health conditions using data gathered through this
approach. It has soon become one of the most commonly used approaches for identi-
fying individuals on public social media who may have been suffering from specific
mental health conditions and decided to share this publicly. Recently, this approach
is also implemented on Reddit and produced a datasets that were unfortunately not
available before the data collection stage of this research (Yates, Cohan, and Gohar-
ian, 2017; MacAvaney et al., 2018; Cohan et al., 2018).
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However, despite some successes with large scale models for predictive pub-
lic health applications, various aspects of such shared diagnoses and the nuanced
qualitative characteristics of those messages have not been thoroughly examined in
prior work. Until 2018, little effort has been spent on improving the quality of the
condition group.
2.4.2 Feature Extraction and Feature Selection
The existing mental health Internet research studies have explored a wide variety of
features aiming to capture distinctive patterns and differences of users who do and
do not have a mental disorder.
Linguistic Features
Linguistic features, also known as lexical features, can be considered as quantita-
tive measures that are derived from the text content of social media posts or mes-
sages, such as language patterns or writing style, topics, and sentiments. Language
modelling (e.g. n-grams, skip-grams) and topic modelling are the most commonly
used approaches for extracting such features. One of the most widely used tool
is the LIWC (Linguistic Inquiry and Word Count) software (Pennebaker, Francis,
and Booth, 2001; Tausczik and Pennebaker, 2010; Pennebaker et al., 2015). It pro-
vides psychologically-grounded categories of terms, which reflects not only writing
styles but also emotion and sentiment states. LIWC counts the number of words
in a category (e.g. affective, social) and have shown abilities to capture a good
approximation of feelings that are expressed through language in various mental
health studies. Among the earliest studies that employed the LIWC software, De
Choudhury et al. (2013) investigated all LIWC categories, including articles, con-
junctions, adverbs, auxiliary verbs, propositions, functional words, assent, negation,
personal pronouns, certainty and quantifiers. Among all LIWC categories, the au-
thors found that personal pronouns, articles, negations, swear words, positive and
negative affect related words showed significant difference between the depression
and control groups. With these features, the depression prediction models was able
to achieve 68.4% accuracy. The same features were also used for predicting post-
partum changes in behaviour with 74.3% accuracy (De Choudhury, Counts, and
Horvitz, 2013a), for depression indicative posts with 65.8% accuracy (De Choud-
hury, Counts, and Horvitz, 2013b), and for characterising postpartum depression
from shared Facebook data (De Choudhury et al., 2014). Resnik, Garron, and Resnik
(2013) also employed LIWC categories for depression prediction and reached an f-
score of 0.46, and further demonstrated that by adding features extracted through
LDA (Latent Dirichlet allocation) topic modelling, the prediction performance can
be improved to an f-score of 0.5. Similar lexical (LIWC) and topic-based (LDA) fea-
tures were also investigated on Twitter data to measure and predict life satisfac-
tion (Schwartz et al., 2013). Later, Mitchell, Hollingshead, and Coppersmith (2015)
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showed that, using the combination of LIWC and LDA, the classifier was able to
achieve an accuracy of 82.3% for predicting schizophrenia. N-gram language model
was also frequently experimented in the literature (Schwartz et al., 2014; Copper-
smith et al., 2015b; Schwartz et al., 2016; Ramírez-Cifuentes, Mayans, and Freire,
2018). Coppersmith, Harman, and Dredze (2014) and Coppersmith, Dredze, and
Harman (2014) developed a word uni-gram and a character 5-gram model for iden-
tifying mental disorders on Twitter and showed that both n-gram language models
outperformed the LIWC features and online activity features. For anxiety detection
from Reddit, Shen and Rudzicz (2017) explored variety of lexical features, including
vector space embeddings (Word2Vec and Doc2Vec), LDA topic modelling, LIWC cat-
egories, and n-gram language models. Results from this study showed that, for sin-
gle source features, the best classification accuracy (91%) was achieved by SVM with
word-vector embeddings (word2vec), and Neural Network with N-gram probabil-
ities, and for aggregated features, the best accuracy (98%) was achieved by Neural
Network with word2vec combining LIWC features, and LIWC combining n-gram
features.
Demographic Features
Demographic features are a selection of demographic information of individuals, in-
cluding age, gender, ethnicity, job, income, education, geo-location, and others. The
effects of these features on one’s mental health are based on the assumption that
age and gender influence social expressions of emotions and feelings, while loca-
tion influences time and weather, which in turn influences emotions. Studies have
shown that demographic features can complement textual features and improve the
accuracy of prediction classifiers (Schwartz et al., 2013). The influences of personal-
ity, age and gender on the disclosure of mental health problems were examined in
Preotiuc-Pietro et al. (2015). Demographic information can be labelled or estimated
using machine learning approaches and is usually used for creating a matched con-
trol group of similar age, gender of users in the condition group. This is to elimi-
nate demographic bias so that fair analyses can be conducted to discover the differ-
ences in features from the condition group compared to the control (Coppersmith
et al., 2015b; Loveys et al., 2017). Similarly, to reduce bias, Eichstaedt et al. (2018)
used variables for age, ethnicity, and gender to control demographic characteristics
while training and performing prediction tasks. For mental health prediction, de-
mographic features alone seem to be insufficient for distinguishing condition and
control users, thus, were often used in combination with other features. Hao et al.
(2014) employed gender, age, and category of living place as features for Subjective
Well-being prediction. Ricard et al. (2018) used age and gender for both community-
based and user-based model for predicting depression. Wongkoblap, Vadillo, and
Curcin (2018) proposed a multilevel depression prediction model incorporating age
and gender variables. In the current literature, the use of demographic features
is limited to age, gender, ethnicity, and location. Other demographic information,
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such as job, education, and relationship status, could be useful to reveal ones’ men-
tal health states, but they are usually unavailable on social media platforms. Thus,
analysis involving more diverse demographic information might require other data
collection methods or participant recruiting process.
Behavioural Features
Behavioural features are the traces of behaviours left or hidden in online activity
and the posting history of authors, such as the time, duration, frequency of their
writings, postings, and comments, replies, and sharing of others’ posts. Studies
have used this type of features to help to predict mental health conditions on so-
cial media (Coppersmith, Dredze, and Harman, 2014; De Choudhury et al., 2013;
De Choudhury, Counts, and Horvitz, 2013b), and modelling moods (Sadilek et al.,
2013). To represent activity patterns of Twitter users, Coppersmith, Dredze, and
Harman (2014) proposed measures including tweet rate, the proportion of tweets
with mentions, self-mentions, and frequent mentions, the proportion of tweets talk-
ing about exercise and insomnia, the proportion of tweets expression positive and
negative sentiments. The authors found that these features were less effective for
identifying a mental disorder compared to the LIWC categories and n-gram lan-
guage model features. Lin et al. (2014) employed social engagement and tweeting
behaviour attributes for psychological stress detection. Social engagement includes
measures of mentions, replies, and retweets, and tweeting behaviour includes mea-
sures of tweeting time and frequency, tweeting types, which are image tweets, orig-
inal tweets, information query tweets, and information sharing tweets. These fea-
tures were combined with LIWC features in order to develop a deep learning model
and achieved a classification accuracy of 71.46%. The most exhaustive behavioural
features were developed by Hu et al. (2015). The proposed feature set includes 39
static attributes measuring user profile information, self-expression behaviours, in-
terpersonal behaviours, and privacy settings, and 40 observable dynamic features
including microblog updates, @mentions, use of apps and recordable browsing be-
haviours. The authors reported, on average, above 75% prediction accuracy for de-
pression. Additionally, by varying the observation windows, it was found that when
using data from an observation window of two months (before the condition onset)
the prediction model performed the best (ibid.). Using power-law distribution and
entropy, Wang et al. (2017) proposed measures of social engagement, activity, tweet-
ing preference, and interaction diversity through the metadata provided by the so-
cial media platform. These measures were employed for detecting eating disorder
and reached an average classification accuracy of 91.5%.
Social Network Features
Social network features mainly refer to the relationships (e.g. friends, followers
and followees) and topological map of the online social network of an individual.
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Sadilek et al. (2013) leveraged social network features to model emotional contagion
in social groups, other studies have found them to correlate to emotional and mental
health constructs (Masuda, Kurahashi, and Onari, 2013; Homan et al., 2014b). These
studies, therefore, demonstrated that social features of individuals extracted from
their social media could help predict mental health states. Many studies considered
and referred behavioural features extracted from social network as the social net-
work features, while studies that employed graph theory and network analysis in
this context is, in fact, very few. In several studies, De Choudhury et al. developed
an Egocentric Social Graph, where each node representing a user, nodes are linked
to another node through the @-replies action between two users, and formed a two-
hop neighbourhood undirected graph (De Choudhury, Counts, and Horvitz, 2013b;
De Choudhury et al., 2013; De Choudhury, Counts, and Horvitz, 2013a). Features
extracted from this network representation include reciprocity, prestige ratio, graph
density, clustering coefficient, two-hop neighbourhood size, embeddedness, and the
number of ego components. However, in all three studies, the prediction models
showed lower classification accuracy and f-score when using ego-network features
compared to models using LIWC, n-gram, or emotion features. Wang et al. (2017)
built four types of weighted and directed networks on four different social media at-
tributes, which are follow, re-tweet, reply and mention, aiming to capture different
types of relational ties established for different purposes. From each of these net-
works of individuals, nine characteristics were measured, which are the total num-
ber of nodes and edges, edge density, the average shortest path length of connected
node pairs, total number of weakly connected components, fraction of nodes in the
giant weak component, global clustering coefficient, reciprocity, and assortativity
coefficient of degree. However, these measures were not involved in predicting eat-
ing disorders. Results from analysis of these features showed that users with eating
disorders tend to have tighter connections with each other than the general popu-
lation on Twitter, which indicates that individuals with eating disorders use social
media to seek community identity and mutual social support.
Sentiment Features
Through lexical processing, some studies have also performed sentiment analysis
to include the emotional factor when distinguishing users with and without a men-
tal health condition. The most common approach for extracting sentiment is to use
emotion-related LIWC categories, such as positive and negative affect (De Choud-
hury, Counts, and Horvitz, 2013b; De Choudhury et al., 2013; De Choudhury, Counts,
and Horvitz, 2013a), positive and negative emotion, anger and anxiety words (Cop-
persmith, Dredze, and Harman, 2014). ANEW, a dictionary of Affective Norms for
English Words and related affective ratings, was often used to complement the LIWC
features, it provides dimensional measures emotion, including valence, arousal, and
dominance (De Choudhury, Counts, and Horvitz, 2013b; De Choudhury et al., 2013;
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De Choudhury, Counts, and Horvitz, 2013a; Schwartz et al., 2013). In the litera-
ture, emotion feature set of LIWC and ANEW measures have been experimented for
depression prediction and achieved 61.25% accuracy (De Choudhury et al., 2013),
71.21% when prediction Postpartum depression of new mothers (De Choudhury,
Counts, and Horvitz, 2013a), and 68.65% when identifying depression-indicative
posts (De Choudhury, Counts, and Horvitz, 2013b). Another study that employed
the dimensional emotion model is from Preot¸iuc-Pietro et al. (2015b), who devel-
oped emotion measures along the dimensions of affect and intensity axes following
the circumplex model proposed by Posner, Russell, and Peterson (2005). However,
these emotion measures were shown to have almost no predictive power for identi-
fying depression and PTSD, with close to random classification performance (AUC
of 0.583 and 0.519, respectively). Without using readily available tools, Mowery et al.
(2016) employed emoticons to represent four emotion measures, happy, sad, both,
or neither. Shen et al. (2017) developed a sentimental emoji library through voting
from independent annotators, which was then used to extract sentiment information
from tweets. Ricard et al. (2018) employed an emoji sentiment scale to obtain happi-
ness scores from emojis and Unicode-based emoticons. To quantify happiness from
text, LabMT (Dodds et al., 2011) was employed in studies of Reece et al. (2017) and
Ricard et al. (2018). Reece et al. (2017) found that the use of negative words, such as
“no”, “never”, “prison”, “murder”, and “death”, and a decrease in use of positive
words, such as “happy”, “beach”, and “photo”, contribute to the depressed class.
To obtain a finer-grained sentiment measure, Mowery et al. (2016) incorporated 5
point-scale measure for the subjectivity and polarity of sentiments, leveraging the
MultiPerspective Question Answering lexicons proposed by (Wilson, Wiebe, and
Hoffmann, 2005). Burnap, Colombo, and Scourfield (2015) employed SentiWord-
Net3 to generated sentiment scores in the range from zero to one, and developed
an affective lexicon to represent moods, situations eliciting emotions, or emotional
responses. Most of the sentiment features were included in the lexical feature set
and were not experimented or investigate alone for identifying mental health con-
ditions. Except categories included in the LIWC software, individual emotions and
their relationship to specific mental health conditions have not been examined and
incorporated with prediction models.
Feature Selection
Feature selection is often (but not always) performed to reduce the dimensionality
of the input space when the number of features is too big in the classification task,
which can prevent classification algorithms from over-fitting or over-generalisation
as well as improve classifier efficiency. The most frequently used approaches are
Principle Component Analysis (PCA) (Pearson, 1901) and various statistical tests
(Kendall, Stuart, and Ord, 1948) according to the research hypotheses and datasets.
3https://github.com/aesuli/sentiwordnet
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PCA is a statistical procedure which transforms a feature set into a set of linearly un-
correlated orthogonal values as principal components. The transformation method
is designed to make sure that the first principal component captures the most signifi-
cant variance and each succeeding component, in turn, captures the highest variance
under the constraint that it is orthogonal to all other components. Therefore, PCA is
sensitive to feature scaling and normalisation. However, the interpretability of the
dimension-reduced feature space is nearly impossible. On the other hand, a statisti-
cal test is a method of statistical inference for the comparison of two datasets, which
usually contains a synthetic dataset of an idealised model and an obtained dataset
using a sampling approach according to the purpose of the study. The statistical
relationship between the two datasets is proposed as a hypothesis, and the com-
parison is statistically significant if the relationship between the datasets would be
an unlikely realisation of the null hypothesis (ideal scenario) according to a thresh-
old probability the significance level. Therefore, a significance level can be obtained
for each feature using this approach, and the most few significant features are often
selected as inputs of classification algorithms.
2.4.3 Machine Learning Techniques
In the field of mental health research using social media data, machine learning
based methods mainly rely on supervised classification approaches with binary classes
as condition and non-condition, as introduced in section 2.3.3. These learning mod-
els are used to perform this task with a selection of extracted features (introduced
in the previous section) to learn patterns that are distinctive for each class. Almost
all prediction models proposed in the literature employed supervised learning tech-
niques, where the sample data and features for training contain class labels for pat-
terns of each class to be discovered before predicting unseen data. The five most fre-
quently used machine learning techniques for mental health condition classification
are Regressions, such as linear (Hu et al., 2015; Schwartz et al., 2014), log-linear (Cop-
persmith, Harman, and Dredze, 2014; Coppersmith, Dredze, and Harman, 2014), lo-
gistic (Dos Reis and Culotta, 2015; Volkova, Han, and Corley, 2016; Coppersmith et
al., 2016; O’Dea et al., 2015; Hu et al., 2015), and Support Vector Machines (often with
the RBF kernel) (Lv et al., 2015; O’Dea et al., 2015; Burnap, Colombo, and Scourfield,
2015; Tsugawa et al., 2015; Mitchell, Hollingshead, and Coppersmith, 2015; Prieto
et al., 2014; Coppersmith, Dredze, and Harman, 2014), followed by Naive Bayes
(Wang et al., 2017; Burnap, Colombo, and Scourfield, 2015; Prieto et al., 2014), De-
cision Tree (Burnap, Colombo, and Scourfield, 2015; Prieto et al., 2014; Wang et al.,
2013; Wang, Zhang, and Sun, 2013) and Random Forest (Loveys et al., 2017; Saravia
et al., 2016). Unsupervised learning (Islam et al., 2018a; Islam et al., 2018b) as well
as deep learning neural network (Gkotsis et al., 2017; Lin et al., 2014) have also been
increasingly explored. Descriptions of machine learning algorithms can be found in
textbooks or reviews such as (Trevor, Robert, and JH, 2009; Han, Pei, and Kamber,
2011; Sebastiani, 2002).
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Most of these studies employed machine learning packages (e.g. Scikit-learn4,
Statistics and Machine Learning Toolbox5) and a few with the help of machine learn-
ing software (Yazdavar et al., 2017; Wang et al., 2013) to construct machine learning
models and perform training, predicting, and evaluation tasks. Details of feature
normalisation and parameter tuning were often absent from the descriptions of these
studies. Among studies from 2013to 2018, only the study of Ramírez-Cifuentes,
Mayans, and Freire (2018) reported details of parameter tuning through the random-
grid search. For the evaluation of model performance, cross-validation was typically
incorporated, such as n-fold cross-validation (Preot¸iuc-Pietro et al., 2015a; Eichstaedt
et al., 2018) and leave-one-out cross-validation (Coppersmith, Harman, and Dredze,
2014; Coppersmith, Dredze, and Harman, 2014). Three studies (Orabi et al., 2018;
Gong and Poellabauer, 2017; Ricard et al., 2018) evaluated their model on a held-out
test set, with the train test split approach. The most-reported evaluation measures
are classification accuracy, precision, recall and F-Score accompanied by the ROC
curves, which helps to visualise the performance of several models. Some studies
reported the mean absolute error (Wang et al., 2013; Zhang et al., 2014b), precision
with restricted false alarm (Coppersmith, Harman, and Dredze, 2014; Coppersmith,
Harman, and Dredze, 2014), and ERDE matrix imposed by the CLEF eRisk shared
Task (Ramírez-Cifuentes, Mayans, and Freire, 2018; Trotzek, Koitka, and Friedrich,
2018; Cacheda et al., 2018). A few studies experimented with a range of different
machine learning models to find the best fit for their proposed feature sets (Gun-
tuku et al., 2017b; Burnap, Colombo, and Scourfield, 2015; Lin et al., 2014), and to
evaluate their proposed learning algorithms (Shen et al., 2017). It is worth noting
that the development of learning algorithms is not the main focus of this research,
but the development of novel features which can be used by well-established learn-
ing algorithms to capture patterns in the condition groups and to identify condition
users from the control.
2.5 Open Issues and Research Gaps
From the literature presented in the earlier sections, it can be summarised that,
when using machine learning models identifying mental disorders on social media,
the majority of the studies focused on Facebook and Twitter using programmable
API to collect relevant data. The most common features are the LIWC and n-grams
and were shown to produce promising prediction performance. Demographic, be-
havioural, and network features have also been investigated, but most studies found
that these features were not as effective as lexical features for distinguishing condi-
tion and control users.
In the more recent literature (over the past two years, 2017 and 2018), the self-
declared diagnosis (8/n=24) was still the most popular data acquisition methods
4https://scikit-learn.org/stable/
5https://uk.mathworks.com/products/statistics.html
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among researchers. A growing number of studies started exploring and using Red-
dit data source (8/n=24) and publicly available datasets (see section 2.3.2), such
as CLEF eRisk (4/n=24), AVEC (1/n=24), and CLPsych (2/n=24). A more exten-
sive scope of mental health conditions was investigated, although the majority of
these studies still focused on depression (16/n=24). In terms of predictive features,
lexical features continued to be the most experimented, including Topic modelling
(6/n=24), n-gram (6/n=24), Bag-of-Words (5/n=24), TF-IDF (2/n=24) , word em-
bedding (3/n=24), and the LIWC categories (11/n=24). Sentiment analysis with the
help of LIWC, ANEW, labMT and emoticon library was included in six studies, in
which emotions were represented as sentiment polarity and VAD (valence, arousal,
dominance) measures. Therefore, it is easy to see that despite these research efforts,
little attention has been given to fine-grained discrete emotions, for understanding
or analysing specific mental disorders on social media. For the task of detecting spe-
cific mental disorders, network theories, time series and temporal analysis have not
yet been leveraged, and their predictive power has not yet been fully examined.
Additionally, there is a general lack of ethics considerations for studies in this
research domain. Among all 66 studies reviewed from 2013 to 2018 (see Appendix
A), 8 studies reported in one sen tense or in the footnote that their data collection
and/or analysis methods were approved by Institutional Review Board or research
committee (Tsugawa et al., 2015; Lv et al., 2015; O’Dea et al., 2015; Guan et al., 2015;
Mowery et al., 2016; Nadeem, 2016; Ricard et al., 2018; Wongkoblap, Vadillo, and
Curcin, 2018); 5 studies briefly acknowledged that there was an ethical concern for
this kind of study (Benton, Mitchell, and Hovy, 2017; Guntuku et al., 2017b; O’Dea
et al., 2015), among which 2 studies referred to other papers for further debate on
the issue (Homan et al., 2014a; Coppersmith et al., 2016); one study was reported to
be designed following an ethics guideline (Loveys et al., 2017); and only 4 studies
provided discussion on the ethical issues in more detail (De Choudhury et al., 2013;
De Choudhury et al., 2014; Chancellor et al., 2016; Reece et al., 2017). Therefore, it is
a crucial gap in the literature and deserves urgent attention, especially where highly
private states and conditions can be extrapolated from public social media posts,
user profile and online behaviours.
In the following, several gaps are identified and summarised long the predictive
modelling pipeline, which this research work aims to solve.
• Data collected from various resources especially from social media platforms
are often noisy and self-representative of each individuals. Self-declared diag-
nosis tweets for the collection of data and their mental health condition label
were frequently used in the literature. However, few of these systems have re-
ported the characteristics and reliability of these data and automated filtering
or spam detection algorithms for this purpose have not yet been developed or
proposed.
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• Many studies employed language categories generated by the LIWC to repre-
sent emotion feature, such as PosEmo (positive emotion) and NegEmo (neg-
ative emotion) experimented by Coppersmith, Dredze, and Harman (2014)
and Coppersmith et al. (2015b). De Choudhury et al. (2013) incorporated both
LIWC for positive affect (PA), negative affect (NA), and ANEW (Bradley and
Lang, 1999) for quantifying the valence, activation and dominance of emotions.
Little studies have incorporated fine-grained sentiment analysis and emotion
into mental health domain, or thoroughly investigated the link between emo-
tion expressions on social media and as indicators of mental health problems.
• Very few attempts have been made to leverage time factors in order to dis-
cover temporal features and patterns for public mental health monitoring and
the prediction of mental disorder onset. In the literature, there are only two at-
tempts: Loveys et al. (2017) used micropatterns to capture temporal information
encoded in sentiment expression; and Reece et al. (2017) conducted a two-state
Hidden Markov Model to model the risk of developing a mental disorder of
condition and control groups over time.
• Advanced analysis techniques of not only machine learning but also feature
development are considerably underused for creating mental health prediction
models. For instance, ensemble learning, deep learning, network and graph
theory, ontology and semantic web.
• Most studies are performed offline, with the developed prediction models
mostly remain “black box” systems, thus have not been put into real use with
considerable concern around privacy issues and a general lack of ethics-based
frameworks.
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Chapter 3
Research Methodology
Philosophy, from Greek philosophia meaning “love of wisdom” (Stevenson, 2010), is
the study of general and fundamental subjects answering questions such as exis-
tence, knowledge, values, reason, mind, and language (Teichman and White, 2016;
Grayling, 1995). Traditionally, the term “philosophy” referred to any body of knowl-
edge (Harper, 2001). From this perspective, it is closely related to religion, mathe-
matics, natural science, education and politics.
As to the nature of research, two philosophical aspects are at the centre of the
discussion, representing ideas about what knowledge is, our relationship with na-
ture, and our ways of thinking (Walliman, 2006). Ontology is a branch of philos-
ophy is concerned with theories of realities (Beynon-Davies, 2002), which answers
the question “what is real”. Epistemology, in response, studies the nature of knowl-
edge, the rationality of belief, and justification, which deals with the question “how
can we know anything about the world” in order to discover ways of recognising
acceptable knowledge (Bryman, 2015). “Methodology is the systematic, theoretical
analysis of the methods applied to a field of study, or the theoretical analysis of the
body of methods and principles associated with a branch of knowledge. It, typically,
encompasses concepts such as paradigm, theoretical model, phases and quantitative
or qualitative techniques” (Ishak and Alias, 2005, p. 2).
In research, the methodology provides us with general principles and traditions
of data collection according to the expectation of results (Walliman, 2006). These
three interconnected aspects define fundamental assumptions of the existence of re-
ality and appropriate ways of building knowledge of reality (Beynon-Davies, 2002),
therefore shaping the conduction of any research.
3.1 Research Philosophy
As shown in the Research Onion (Figure 3.1), a research philosophy at the most
outside layer is a world-view that informs the methodology, strategies, methods and
techniques at the inner layers, and hence guides the research efforts (Strauss and
Corbin, 1990) to the desired outcome. There are various philosophies in research
encompassed by epistemology, among which positivism and interpretivism are of
major use in the scientific discipline.
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FIGURE 3.1: The Research Onion (Saunders, 2011)
3.1.1 Positivism
Positivism is a philosophical theory that advocates the use of methods from the
natural sciences to study natural phenomena, their properties and relations (Bry-
man, 2016). In social sciences, positivism is usually characterised by quantitative
approaches and the proposition of quasi-absolute laws (Wallace and Gach, 2010).
Positivists accept that reality is constant, of which knowledge can only be obtained
through the collection of pieces of evidence and facts that provide the basis for laws
(Bryman, 2015). Thus it suggests that science must be conducted in an objective
manner (ibid.). Cornford and Smithson (2006) further explained that such an ob-
jective manner ensures that facts remain unaffected from their social values thus
constantly remain to be true, and observations to be repeatable, which gives rise to
knowledge that cannot be disputed. However, to maintain such neutral and un-
corrupted observation, manipulations of reality are often involved, when the iden-
tification of regularities and formation of relationships in fundamental elements of
the real world relies on variations in very few independent variables. It has been a
heated debate on whether the positivist paradigm is entirely suitable for research in
Social Science (Hirschheim, 1985). Galliers (1992) also argued that positivism might
not be appropriate in the Information Science domain, due to the arising issues such
as the apparent inconsistency of results and highly subjective nature of science.
To meet these critiques, physicists Werner Heisenberg and Niels Bohr first turned
the emphasis from absolute certainty to probability and argued that “no matter how
faithfully the scientist adheres to scientific method research, research outcomes are
neither totally objective nor unquestionably certain” (Crotty, 1998, p. 40). This less
strict view of positivism is known as postpositivism (or logical empiricism), which
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describes a less strict form of positivism, which accepts that truth and universal laws
exist, but the discovery of these truths is near impossible. Postpositivists, therefore,
believe that maintaining the certainty that absolute truth is discoverable through sci-
ence is untenable in today’s world (Letourneau and Allen, 1999), and one can only
expect to progress closer to the truth while recognizing that discoveries are only
partial segments or approximations of it (Clark, 1998). “Due to its critical realist on-
tology, postpositivist scholars accept that knowledge is fallible because it is shaped
by contextual influences, but trusting that objective investigation will bring us closer
to the truth” (Levers, 2013, p. 3). It is important to note that the postpositivists share
a lot in common with positivists, but most of the research approaches and practices
in social science today fit better into the postpositivist category (ibid.).
3.1.2 Interpretivism
Interpretivism, also known as negativism or anti-positivism, involves researchers
interpreting elements of the study, thus integrates human interest into a study. In-
terpretivists contend that the clear distinction between facts and values cannot be
accepted. Instead, the two are linked in ways that facts are affected by values (Corn-
ford and Smithson, 2006). Hence reality can only be fully understood through the
subjective interpretation of intervention in reality. This is to acknowledge that the in-
fluences of scientists in their studies are unavoidable, and their interpretations of re-
ality are a part of scientific knowledge in pursued research. Sharply contrasted with
positivism, interpretivists gather opinions, beliefs, feelings and assumptions in non-
scientific ways (Crotty, 1998) and typically focused in a specific context. However,
interpretivist research seems to be more appropriate for understanding a socially
constructed reality rather than generating scientific facts (Cornford and Smithson,
2006) due to the fact that research problems in social science usually involve un-
known variables and theories. Moreover, when the fundamental elements of society
are human beings, society, in turn, cannot be studied from a detached and objective
perspective (Walliman, 2011). Thanks to the adoption of interpretivism, qualitative
research areas can be studied at an exceptional level of depth. However, the sub-
jective nature of this approach contains a considerable risk of having the bias on
behalf of the researcher. Therefore, primary data generated by interpretivist studies
are heavily influenced by researchers’ viewpoints and values. It usually cannot be
generalised, which undermines reliability and representativeness of data to a certain
extent (Dudovisky, 2013).
3.1.3 Rationale for Chosen Research Philosophy
Table 3.1 provides a summary of some key features of Positivist and Interpretivist
research philosophies from the outer layer to the inner layer referring to the research
onion (Figure 3.1), which is useful in determining the philosophy of the research.
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Positivism/
Postpositivism
Interpretivism /
Constructivism
Philosophical
Basis
The world is perceived as ex-
ternal and objective
Independent to the observer
Value-free approach to sci-
ence
The world is perceived to be
socially constructed and sub-
jective
The observer is considered a
part of the object of observa-
tion
Human interests drive sci-
ence
Responsibility
of Researcher
Focusing on facts
Causalities and fundamental
laws are searched
The phenomenon is reduced
to the simplest elements
Hypotheses formulation and
testing them
To be focusing on meanings
Aiming to understand the
meaning of events
Exploring the totality of each
individual case
Ideas are developed by in-
duction from data
Research
Approach
Hypotheses and deductions
(Deductive)
Gather rich data from which
ideas are induced
(Inductive)
Generalisation
Method
Statistical probability Theoretical abstraction
Sampling
Requirements
Large numbers selected ran-
domly
Small numbers of cases cho-
sen for specific reasons
Data
collection
method
Highly structured
measurement
quantitative
but can use qualitative
In-depth investigations
qualitative
TABLE 3.1: Positivism and Interpretivism Philosophies (Ramanathan, 2009)
The purpose of this research, to discover and investigate various emotion-related in-
dicators to achieve higher accuracy of the automated mental health condition detec-
tion tasks by applying computational approaches to social media messages, suggests
that the majority of the research should follow a postpositivist design. Concurrently,
in the process of discoveries and analyses of certain mental disorder indicators and
features, conclusions can be drawn from the researcher’s interpretation and under-
standing of observed patterns. In fact, the qualitatively discovered patterns, as well
as possible cause-effect relationships, are fundamental for conducting proposed ex-
periments using computational approaches and are critical to the justification and
interpretation of the positive prediction outcomes (i.e., at risk of having a mental dis-
order). Therefore, this research leverages both the interpretivist and postpositivist
paradigms, incorporating a mixture of qualitative and quantitative approaches in
various sub-tasks, respectively, with one complementing the other.
The rationale for choosing the hybrid of interpretivism and postpositivism for
this research can be broken down and explained according to the proposed research
objectives in Chapter 1. First of all, the required social media data for this study
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can be seen as qualitative data due to the fact that they are text-based descriptive
user-generated content. On the other hand, it is the computationally generated fea-
tures (such as word frequencies, emotion scores) and class annotations (0 or 1), as
statistic measurements, of these messages that serve the main research effort, which
then should be considered as quantitative data. In the meanwhile, a large num-
ber of randomly selected posts from Twitter are required initially to identify valid
control and condition online users for the construction of dataset used in the re-
search algorithmic training and experiments. These data are collected using Twit-
ter’s programmable API (Application Programming Interface), which is a compu-
tational way of obtaining “big data” and fulfils the sampling requirements of the
postpositivist research approach. However, one can also argue that this data collec-
tion method by nature is no different from using an observation approach. In other
words, the researcher can practically satisfy the same data collection requirements
by browsing through the Twitter website and note down the required information
in spreadsheets, the only issue would be a very high time cost. In this case, the data
collection approach could also be considered to be qualitative, which indicates an
interpretivist research approach.
Referring to research objective 1, to understand how people talk about their men-
tal health conditions on social media and its impact on data quality and validity
for mental health research, a full investigation of the collected data is required be-
fore forming the experiment and control groups. In the context of this research, the
experiment groups are the condition groups where all included online users self-
reported (through Twitter) to be diagnosed with a mental disorder. The investiga-
tion of these self-declared diagnoses hence include factors such as the authenticity of
the diagnosis statement in posts, the actual diagnosing time and the reliability of the
reported diagnosis, other mentioned co-occurring disorders, and the actual subject
of the reported disorder. These factors have to be identified using qualitative coding
scheme before conducting statistical analysis on these factors in order to examine the
feasibility and validity of the data for this study, hence, following an interpretivist
research approach.
Referring to research objective 2, to investigate the relationship between emo-
tions expressed through tweets and mental health conditions, a selection of emo-
tions need to be identified and measured computationally from each tweet due to the
large volume of social media data. This step provides quantitative representations
of emotions to be used as input features or indicators, which enables the later com-
putational experiments, i.e., to the predict mental disorder onset with these emotion
features. The prediction accuracy and the feature importance measures generated
by the back-end algorithms, in turn, reflect which emotion features or aspects most
significantly contribute to the prediction outcome. These insights then help the re-
search to understand and discover the relationships between emotions and certain
mental disorders. Subsequently, the procedure to access the impact of changes of
moods over time (temporal indicators) on the accuracy of mental disorder prediction
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follows a similar consideration (i.e., research objective 3). Hence, these two tasks fol-
low a postpositivist research approach. The construction of proposed mental disor-
der prediction models, as stated in research objective 4, demands high information
science and computer science oriented methods including machine learning, time
series analysis and ensemble learning. The aim of the research requires findings
and conclusions to emerge from thorough evaluations of the experimental results
regarding classification/prediction accuracy, precision, recall and F-measure, which
cannot be explained by observations, interpretations or in-depth study of facts, thus
accept a postpositivist research approach. Additionally, the focus on the discoveries
of underlying patterns revealed through feature extraction processes, the interpreta-
tions and justifications of decision paths to some extent relies on the perspective and
comprehension of the researcher, thus accept an interpretivist research approach.
In conclusion, since this research work requires quantitative data, computational
techniques, and mathematical evaluations, the postpositivist approach is more rel-
evant for several elements, as explained above. However, the understanding of the
initial dataset, the design and selection of mental disorder indicators, the discovery
of underlying patterns, and the interpretation of the results require interpretivism.
Therefore, it is not difficult to see that both the interpretivist and postpositivist ap-
proaches are required in order to explore this research subject to its full potential
within its aim.
3.2 Research Methods
Research methods are approaches to performing research, and there are two main
types in general. One is a practical research method, which employs empirical
hands-on approaches to study a research topic, such as questionnaires, surveys,
interviews, observations and discussion groups. The other is theoretical research
method, usually involves intensive analysis of relevant knowledge in existing lit-
erature such as books, files, academic journals. Research methods can also be cat-
egorised following the research philosophy they presume. Positivism philosophy
uses quantitative approaches, whereas interpretivism uses qualitative approaches
in collecting and analysing data (Beynon-Davies, 2002).
3.2.1 Qualitative Research Methods
Qualitative research method usually uses words to describe in detail specific situ-
ations for the collection and analysis of data, with research tools like interviews,
surveys, and observations (Creswell and Clark, 2007). Qualitative research is pri-
marily exploratory and characterised by obtaining rich, focused and in-depth data to
understand underlying reasons, opinions and motivations, also to provide insights
into the problem or helps to develop ideas or hypotheses for potential quantitative
research. Qualitative research is concerned with small-scale aspects of social reality
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so that researchers are able to focus on a single specific phenomenon and analyse it
in depth in order to learn the participants’ point of view in it. As this type of research
is considered to be intuitive, constructionist and interpretive, theories in qualitative
research emerge out of data collection and are tested during the research process
(Bryman, 2015).
3.2.2 Quantitative Research Methods
Quantitative research methods frequently require quantifiable data involving nu-
merical and statistical explanations and stress measurements in the collection and
analysis of data. They are used to quantify the problem by way of generating nu-
merical data or data that can be transformed into useful statistics, such as attitudes,
opinions, behaviours, and other defined variables in order to generalise results from
a larger sample population. Quantitative data are characterised to be hard and un-
ambiguous, meaning that they are independent of researchers’ interpretation, thus
can be used to formulate facts and uncover patterns in research. Quantitative re-
searchers obtain answers to test proposed theories, as theories are composed of hy-
potheses or research questions that are made up of variables. As to research strategy,
quantitative research is deductive and objectivist, which integrates the norms and
practices of the natural sciences model of positivism in particular (ibid.).
3.2.3 Mixed Research Methods
Mixed research methods employ both qualitative and quantitative research strate-
gies for the benefit of examining research findings from more than one viewpoint
(ibid.). It is considered as a way of getting the most of the available data, both quan-
titative and qualitative data, but not a guarantee for success (David and Sutton,
2004). Multi-methodology and mixed methods research are desirable and feasible
because the requirement during the different phases of a research project make pre-
cise demands on a general methodology. Hence, it is often used when the complete
research is to be built from one phase to another. For instance, an exploration or
analysis of the qualitative nature of the data might be required to identify help in
the development of an instrument or to identify concepts and variables in order to
test in a later quantitative study or a later quantitative phase of the same study such
as experiments. A mixed-methods study is commonly engaged when constructing a
quantitatively-driven design, a qualitatively-driven design, or an interactive/equal-
status design.
Because of these features, mixed research methods are the best fit for this research
study. Although, the position of multi-methodology and mixed research method is
not as grounded or stable as traditional approaches. It is criticised by the adher-
ents of incompatibility thesis, particularly post-structuralist and post-modernists. Its
critics argue that mixed methods research is inherently wrong because quantitative
and qualitative approach represent different and inherently incompatible research
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paradigms (Lieber and Weisner, 2010). However, although both the qualitative and
quantitative methods are required for the research, when looking at individual re-
search phase and project, the choice of method is very clear, either qualitative or
quantitative. It is already highlighted in the previous section that the Twitter data in
nature is qualitative, but the input to prediction models are the quantified measures
of various aspect of the data. Besides, the data collection method itself is arguably to
be both quantitative due to the leverage of Twitter’s programmable API and qual-
itative when looking at the data collection process regardless of the use of compu-
tational tools. Data analysis in different development phases also requires different
approaches. Qualitative analysis methods are required for evaluating the authen-
ticity of self-declared diagnoses in the initial collection of tweets, the design and
construction of meaningful predictive features, and the interpretation of machine
prediction outcomes, while quantitative analysis methods are required for feature
generation, constructions of prediction models, evaluation of prediction outcomes,
feature importance analysis, as well as correlation analysis between features. Due to
the use of research paradigms for different research objectives, as explained in the
previous section, mixed research methods should be adopted accordingly. This is to
ensure that for different stages of this research study or sub-tasks the most suitable
research paradigm and research methods are leveraged for each specific demands in
order to obtain the most information out of the data.
3.3 Research Design
In order to fulfil the aim and tackle the gaps in the literature, this research is de-
signed to provide more in-depth understanding of the analysis and mining of social
media data in mental health applications by 1) extending the coverage of compu-
tational analysis approaches, 2) incorporating measures of various mental disorder
indicators as input features to the development of prediction models, 3) performing
prediction interpretation and reasoning, and 4) providing an ethics-focused frame-
work to guide future utilisation of such applications and collaboration with differ-
ent parties. Therefore, a key task is to construct supervised classification models,
which allows developed features and computational analysis approaches to capture
patterns of condition and control groups, hence, is able to perform accurate pre-
dictions. These prediction models can then be put into further development of an
interpretable mental health screening model, which can interact with clinicians and
psychologist and help with the diagnosing decision by providing more insight of the
patients from the digital/social media perspective.
The design of this research project, therefore, consists of three main tasks: 1)
the development of predictive features (i.e., quantified emotion indicators of mental
health conditions) and prediction model, 2) the development of interpretable screen-
ing (an extension of 1), and 3) the proposal of an ethics-focused analytics framework.
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3.3.1 Mental Health Prediction Model
The development of prediction models for identifying mental health conditions us-
ing user-generated content on social media was designed following a standard ma-
chine learning classification procedure as introduced in the literature review. The
procedure includes data collection and preprocessing (Chapter 4), feature genera-
tion, classifier training and tuning, prediction/classification, and performance eval-
uation (chapter 5 and 6).
Figure 3.2 displays the general pipeline of the prediction model in the context of
this research, identifying Twitter users who have a mental disorder. Twitter users in
the condition group of this study were identified when a self-declared diagnosis of
certain mental disorders was posted on Twitter. After processes of condition valida-
tion and noise removal (described in Chapter 4), their declared mental illnesses were
used as condition labels for the data (timeline posts) collected from each valid user.
This text-based raw data stream was later used for the feature extraction and gener-
ation stage. According to the research objectives, the features are aimed to discover
indicators and patterns that are able to reveal insights of certain mental disorders.
Various measures are thus applied to extract temporal and emotion-related features,
i.e. feature development, which are described in detail in Chapter 5. These designed
measurements are extracted from each data instance and grouped into a feature vec-
tor (for each feature category) representing the targeted aspect of each user in the
condition and control groups. These feature vectors are then fed into machine learn-
ing algorithms to train classifiers, which can recognise and learn patterns from the
feature vectors and their labels, and in turn, used to perform prediction tasks on
feature vectors of unseen data instances.
FIGURE 3.2: Prediction Model Outline
In practice, the selected Twitter users were first grouped by their self-declared
mental disorders to create five separate datasets, including four condition groups
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and one control group. Feature extraction methods were applied to each group re-
sulting in five feature sets accordingly. A binary classifier is built for each of the
mental health conditions and trained to specifically learn the differences in features
between its target condition (e.g. depression) and the control instances, also known
as one-class learning. Thus, it is worth noting that, the classifiers will not be reli-
able for predicting mental health condition, which is not learnt (i.e. its untrained
condition). For example, the classifier trained for depression identification might
yell promising accuracy when used for identifying the bipolar disorder or perform
very poorly for identifying PTSD. The reason is that when the depression classifier
is used for identifying other mental health condition, the capability of the classifier
does not change. This means that despite its task being to identify other disorders,
the depression classifier still identifies depression in the give input space. When
detecting a mental disorder similar to depression, the classifier might still perform
well on the task due to the fact that the disorder is mistaken by the classifier as de-
pression, while for a mental disorder that shares little common features with depres-
sion, the prediction result would seem irrelevant. This also suggests that conditions
which are not learnt by the classifier are not necessary to be recognised as control (i.e.
non-condition) due to the comorbidity and similarity in symptoms among different
mental health conditions. In other words, the classifiers can only identify the mental
disorders they learnt. Additionally, they are not capable of distinguishing different
conditions, and they may or may not be able to identify the trained condition among
several other conditions according to characters and differences of the selection of
mental health conditions.
To build a classifier, the input feature set was formed of feature vectors from the
accordance condition, and the control feature sets with the condition feature vectors
labelled 1 (positive), and control feature vectors labelled 0 (negative). This classifica-
tion feature set was further split into training/developing and testing sets. Feature
vectors in the training set were used for the training process of the supervised learn-
ing algorithms, i.e. to build the classifier or the prediction model. In some cases, a
subset of the training set is held out for the correction and parameter tuning of the
classifier, also known as the development set. Yet, it is not necessary since the pa-
rameters of a classifier can also be tuned within the training processing incorporat-
ing methods such as random-search cross-validation or grid-search cross-validation,
the latter was employed in this work. Feature vectors in the testing set were used as
unseen samples for the classifier to perform classification. The labels of these feature
vectors were used as truth label to be compared against the output labels from the
classifier, and thus evaluate the effectiveness and performance of the classifier, i.e.
the prediction model.
3.3.2 Data Collection and Annotation Methods
According to the research aim, to investigate mental health signals from social media
messages, it is clear that the data required for this research is text-based social media
Chapter 3. Research Methodology 39
posts that may or may not contain signals such as sentiments, emotions or psycho-
logical symptoms. Preprocessing of raw data, such as cleaning, annotation, and time
horizon selection are required before applying addressed computational techniques,
classes or category labels also need to be assigned to each feature vector extracted
from these data for the training and evaluation processes of the prediction model.
Moreover, feature generation, selection and algorithm design also vary according to
the methods used for data collection.
Data Collection Methods
Primary data from online social media platform can be collected by either search-
ing or streaming using developer API provided by social media platforms (as intro-
duced in Chapter 2). Whereas, available datasets provided by others could also be
utilised as secondary data. In the existing literature, there are a number of publicly
available datasets established for sentiment analysis (see Table 3.2). However, they
are not developed for identifying mental health signals. In the field of mental health
research on social media, the only known available dataset is from the Clpsych2015
Shared Task (Coppersmith et al., 2015a), which was designed to provide “apples-to-
apples” comparisons of different prediction models that is able to captures language
patterns relevant to mental health from Twitter posts (as mentioned in the literature
review). The dataset contains a training set consisted of past tweets from 327 de-
pression users and 246 PTSD users, and a test set of past tweets from 150 depression
users and 150 PTSD users, with each an age- and gender-matched control user, for a
total of 1,146 users for training and 600 users for testing. Participants of this shared
task are expected to develop approaches that best perform three binary classifica-
tion tasks to separate depression users from control, PTSD users from control, and
distinguish depression users and PTSD users. Hence, associated data labels (i.e. de-
pression, PTSD, control) are only provided for the training data, making the actual
dataset a lot smaller to work with, i.e. the participants have to split the obtained
training set for their own testing and evaluation.
More recently, researchers from the Georgetown University Information Retrieval
Lab published some datasets that are collected from Reddit for the purpose of social
media mental health-related research. The RSDD dataset (Yates, Cohan, and Gohar-
ian, 2017) is a large-scale general forum dataset, which contains Reddit posts from
users with self-decalred depression diagnoses and matched controls. Last year, the
RSDD-time dataset (MacAvaney et al., 2018) was published as a new dataset, con-
sist of 598 manually annotated self-declared depression diagnosis posts from Reddit
with additional temporal information about the diagnosis. In addition to depression,
the SMHD (Self-reported Mental Health Diagnoses) dataset (Cohan et al., 2018) in-
cludes several other mental health conditions, containing social media posts from
users with one or multiple mental health conditions along with matched control
users. Unfortunately, these datasets are only available after the data collection pro-
cess of this research work. Moreover, this research aims to cover a broader range of
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mental disorders (i.e., depression, bipolar disorder, PTSD, and SAD) in order to pro-
vide insights of different conditions and the differences among them. Therefore, the
datasets mentioned above can only be incorporated as subsets of the whole dataset
suitable for this study. Datasets collected by different studies, however, are not con-
sistent regarding the platforms they are from and the format of data. Hence, in
order to keep the consistency among subsets of different mental health conditions,
collecting primary data from social media platforms accordance with the research
objectives is a more reasonable choice for the research. Among social media plat-
forms, Twitter provides a unique source of big data for public health research due
to the real-time nature of the content, and ease in accessing and retrieving publicly
available information (Sinnenberg et al., 2017). The increasing amount of research
and technique development on Twitter related to text mining, sentiment analysis,
public health surveillance and prediction, as introduced in Chapter 2, highlights the
significance of this stream of social media data. Hence, Twitter is considered to be
the data source of this study.
To collect relevant data from each condition and control group, Twitter stream-
ing and Searching API is employed to pool public posts, as described in Chapter
2. Due to uncontrollable reasons such as the benefit and the attractiveness of the
project, requirements and deliverables expected from participants, or the sensitiv-
ity of the research topic, especially personal mental disorders, attracting volunteer
participants through surveys and crowdsourcing is often very time-consuming. It
also involves posting project information, participant requirements, obtaining vari-
ous types of questionnaires from participants, and obtaining formal consent for al-
lowing access and collection of their social network data. Moreover, using surveys,
questionnaires and crowdsourcing to attract participants and obtain consent before
the data collection process would not allow this research project to complete within
the three year PhD timeline. Hence, identifying participants directly from Twitter
using relevant queries, such as “I was diagnosed with [condition name]”, is a much
more efficient way to obtain enough valid Twitter users.
The next step is to collect past tweets from each identified Twitter users. The set
of past tweets collected from a Twitter user is a data instance of the dataset. When
crowdsourcing participants, it is very likely that a participant reported through sur-
veys or tests that they have a mental disorder, but are not active on particular social
media platforms, such as Twitter. Hence, a portion of the participants might be fil-
tered out for not having enough historical social media data. This issue would not
exist when employing the streaming API with a high precision query since by post-
ing about their mental health conditions, these users already chose to disclose this
information. This approach is also more efficient to obtain a large number of con-
trol or even age and gender-matched control users, hence has become increasingly
popular in the digital health research domain (Wang et al., 2017; Volkova, Han, and
Corley, 2016; Saravia et al., 2016; Kang, Yoon, and Kim, 2016; Braithwaite et al., 2016;
Coppersmith et al., 2016; Burnap, Colombo, and Scourfield, 2015; Tsugawa et al.,
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2015; Durahim and Cos¸kun, 2015; Wilson et al., 2005; Coppersmith, Harman, and
Dredze, 2014; Prieto et al., 2014; Lin et al., 2014; Schwartz et al., 2014; Coppersmith,
Dredze, and Harman, 2014).
Data Annotation Methods
In order to train machine learning classifiers, fully or partially labelled datasets are
required. As mentioned in the previous section, each data instance is formed of indi-
vidual’s past tweets from a selection of Twitter users. Hence each data instance is to
be labelled with the associated condition of the Twitter user (i.e. name of the mental
health condition, or control). Therefore, the reliability of the label directly depends
on the initial collection of tweets resulting from the query “I was diagnosed with
[condition name]”. Consequently, the labelling task in the context of this research is
to examine whether or not a tweet that claims the diagnosis of mental disorder of the
author is a genuine statement, addressed to the author of the tweet, and mentions a
reliable diagnosis method (clinician, online test).
In general, there are three ways to label and annotate data:
• Manual Labelling - to assign predefined labels manually from at least three
independent annotators, then choose the most agreed one.
• Crowdsourcing - to allow raw message data to be labelled online from a crowd
of people. For example, CrowdFlower, Amazon Mechanical Turk.
• Machine Labelling - to automatically annotate data using trained labelling
machine learning classifiers, which employ supervised or unsupervised ma-
chine learning approaches.
For this study, it is necessary to ensure that the selected Twitter users have a gen-
uine report about their diagnosis and were suffering from certain mental health con-
ditions. Manual labelling of collected tweets by reliable human annotators would
be the ideal option, although it is very tedious and time-consuming. In order to re-
duce the cost of manual annotation, an automatic annotation system that requires
little human effort is needed to deal with the vast amounts of Twitter data. Hence,
a semi-supervised machine learning approach can be employed to train a classifier
based on partially labelled data and in turn be able to label the rest. Active learn-
ing can also be involved in this approach. DUALIST, an interactive system for text
processing tasks, employs active learning and semi-supervised learning, is an ex-
cellent example of such annotation systems. It asks human annotations for data
instances as well as features extracted from it to build text-based classifiers at an
interactive speed (Settles, 2011; Settles and Zhu, 2012). Deep learning approaches
such as stacked auto-encoder can be incorporated for filtering out false reports of
suffering from mental disorders (Al Moubayed et al., 2016). However, to fulfil the
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first research objective, labelling various factors of users’ tweets that contain a self-
reported diagnosis of specific mental health conditions must be performed by in-
dependent human annotators and human judges according to clearly predefined
attributes, values and annotating instructions. These annotations can then be aggre-
gated and analysed to provide more insights of these self-reported diagnosis tweets
and their authors (Twitter users), to validate the dataset as well as the data collec-
tion method, and finally to build an automated annotation system (i.e., to predict
the mental health conditions of unknown users).
3.3.3 Feature Development and Extraction Methods
To discover relationships of a proposed indicator and certain mental disorders, fea-
ture extraction have to be performed on each data instance. Feature extraction or
feature generation is a standard step to translate the collected data into knowledge,
i.e., features, a set of measurements or quantifiable observatons relevant to the re-
search problem or classification task (Witten et al., 2016) before machine learning
algorithms can be applied. The methods for extracting these features vary according
to the type of data, the domain of the research and the aim of the prediction tasks.
Designs of these representations of the dataset is referred to as feature development,
which aims to capture a specific aspect of the data that can most effectively distin-
guish data instances of different labels, which is distinguishing users with a mental
health condition from users without mental health conditions for this research.
As introduced in the literature, there are four broad types of features that have
been explored and found to be relevant in identifying users with a mental disorder
across different social media platforms. From various of data sources and types,
these commonly studied categories include lexical, demographic, behavioural, and
social features, which are introduced in Chapter 2. To improve on the existing ef-
fort on sentiment features, the feature development phase of this research aims to
investigate the effectiveness of emotion-based features for identifying mental health
conditions from Twitter. Emotions are an essential element of human nature; the
correlations of emotions and mental health conditions have also been extensively
studied (Berking and Wupperman, 2012). In computational linguistics, the detec-
tion of emotion from text has a wide range of application, from measuring the well-
being of a community to the prevention of suicide. Along with the growth of on-line
social media and sentiment analysis techniques, existing works have already put at-
tention to classify scaled sentiment in terms of strength and prevalence from text,
and to distinguish between types of emotions. For instance, Linguistic Inquiry and
Word Count (LIWC), as introduced earlier, uses emotion bearing words to detect
anger, anxiety and sadness in addition to polarity (Pennebaker, Francis, and Booth,
2001). Leveraging research in psychology, there are two models most often used
by computer scientists for emotion detection and analysis (Francisco and Gervás,
2013) among numbers of theories regarding how to represent emotions (Cowie and
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Cornelius, 2003). One is the categorical emotion model, such as the Ekman’s ba-
sic emotion model (Ekman, 1977), which uses the categorical approach to model a
range of distinct emotion classes or labels. He concluded six basic human emotions
that serve biological functions, which are Anger, Disgust, Fear, Happiness, Sadness
and Surprise. Based on this model, Plutchik (1980) defined four bipolar sets of basic
emotions, adding Trust and Anticipation. These emotions sets are: (i) Joy and Sad-
ness, (ii) anger and fear, (iii) trust and disgust, (iv) surprised and anticipation. The
other is the dimensional emotion model, where each emotion occupies a location in
the emotion space. A representative example of such a model is Rusell’s Circumplex
Model of Affect (Russell, 1980), in which emotions are distributed in a circular space
with two dimensions being valence and arousal. The valence dimension indicates
the degree of Pleasant and Unpleasant contained in an emotion, and the arousal di-
mension determines the states between Activation and Deactivation of an emotion.
Later on, Mehrabian (1996) took this approach up to three dimensions by adding a
Dominance dimension that represents the feeling of in control of the situation or not
from the subjects’ perspective. Although emotion categories cannot cover all emo-
tions due to its limited number of emotional classes, it is the most commonly used
approach for emotion modelling and detection due to the simplicity and familiarity
of its definition. This turned out to be a major advantage of dimensional emotion
models, since these models are not associated with any particular emotion they are
able to represent an unlimited number of emotions in such space. The dimensional
model is excellent for clustering or studying relationships among a full range of emo-
tions, especially when the number and individual emotions are uncertain. While for
this research study, measures of eight fine-grained emotions are required to be ex-
tracted from each data instance to portrait an emotion profile, which might carry
distinct characteristics of the users condition. Therefore, when dealing with a lim-
ited range of discrete emotions, as in this research study, the categorical model is
more suitable.
Existing emotion detection systems have explored both lexicon and machine
learning-based approach. Strapparava and Valitutti (2004) used WordNet-Affect
as a affective lexicon to compute emotion score (Strapparava and Mihalcea, 2008).
Balahur, Hermida, and Montoyo (2011) employed an ontology represented lexicon
called EmotiNet to detect emotion from text according to common-sense knowledge
on concepts, their interaction and affective consequences. EmotiNet ontology stim-
ulates the chain of reactions and their corresponding emotional influences, and their
evaluation results showed that it is very suitable for addressing the automatic treat-
ment of clandestinely expressed affect. The categorical emotion models are often
found to be employed with machine learning methods for emotion detection, espe-
cially supervised learning. A multi-class SVM emotion classifier was presented in
the work of Balabantaray, Mohammad, and Sharma (2012), which can determinate
emotion classes from individuals’ writing. Roberts et al. (2012) employed a series
of binary SVM classifiers to detect each emotion of Ekman’s six basic emotions and
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love emotion. Suttles and Ide (2013) classified emotions, according to four bipo-
lar emotion sets defined by Plutchik (1980), with distant supervision. Calvo and
Mac Kim (2013) proposed several categorical approaches combining a Vector Space
Model with three dimensionality reduction techniques, which are Latent Semantic
Analysis, Probabilistic Latent Semantic Analysis, and Non-negative Matrix Factori-
sation. An emotion detection and scoring model developed by Sykora et al. (2013)
stands out from these approaches. This model relies on an ontology called EMO-
TIVE for detecting fine-grained emotions, which includes a map of emotion expres-
sions and uses a set of intensifiers, conjunctions, negators, injections to quantify the
intensity of the expression. The range of emotions detected by this model is one of
the largest, including anger, confusion, disgust, fear, happiness, sadness, shame and
surprise. Besides, the EMOTIVE ontology is developed from sparse and informal
texts, such as the user-generated content from social media, as in this research study.
Therefore, the EMOTIVE ontology was decided to be employed for the feature ex-
traction process. A detailed description of the development of proposed feature sets
of this research is described in Chapter 5, along with observable patterns and the
performance of prediction models while incorporating each developed feature set.
3.3.4 Algorithmic Techniques
Once a feature set is produced, prediction models can be constructed by applying
machine learning algorithms on the feature set for the training and predicting pro-
cess. The definition and detailed construction pipeline of a machine learning-based
classification model are introduced in Chapter 2, followed by the proposed learn-
ing models for the prediction of mental health conditions described in the earlier
section. A selection of features are employed for the training process, which allows
the algorithm to learn patterns carried by the features, while the classification and
evaluation of the model are performed on the rest of the feature set (i.e. test data)
with their label as ground truth. As introduced in the literature review, the most
commonly used machine learning algorithms are Naive Bayes, Support Vector Ma-
chines, Logistic Regression, Decision Tree, and Random Forests, in the filed of iden-
tifying mental health conditions using social media data. Therefore, the first phase
of the experiment employed all of these five algorithms for 1) comparing classifica-
tion performance with other studies and 2) selecting the most suitable algorithms
for the later phases of the experiment. It is worth noting that the exploration of these
classic machine learning algorithms is not the focus of this research but rather the
effectiveness of the developed features.
Ensemble Approaches of Machine Learning
To extend the coverage of computational techniques, a stacking-based ensemble
learning approach is proposed (in the latter part of Chapter 6) to contribute to the
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improvement in performance, interpretability, as well as the development of feasi-
ble applications of the prediction models. Ensemble approaches of machine learn-
ing are methods that leverage various classifiers to achieve better predictive per-
formance than using any of the constituent classifiers alone (Rokach, 2010; Polikar,
2006; Opitz and Maclin, 1999). Unlike a statistical ensemble in statistical mechan-
ics, a machine learning ensemble usually only involves a limited set of alternative
classifiers. Ensemble learning can be used in a supervised manner to represent a
single hypothesis. A complicated design of ensembles can sometimes contribute to
over-fitting the training data to some extent. However, some ensemble techniques
(e.g. bagging) are known to reduce this problem. Ensemble approaches have been
employed in many research domains that utilise ML techniques, and are seen to
yield better results when involved models are significantly diverse (Kuncheva and
Whitaker, 2003; Krogh, 1996). Studies also show that the effectiveness can be further
enhanced by using a variety of strong learning algorithms (Gashler, Giraud-Carrier,
and Martinez, 2008). The alternative models of an ensemble approach can also be
defined to target different feature sets as a novel way of using a combination of all
feature sets to perform the prediction task, which can be named as feature ensem-
bles. Furthermore, by replacing each alternative model with an ensemble learning
approach on its associated feature set, a nested feature ensemble can be formed. The
proposed mental health screening model, described in chapter 6, implemented this
idea, which enabled the interpretation and reasoning of predicted results.
3.3.5 Evaluation Methods
Evaluations of classification performance often rely on prediction accuracy, which
is the percentage of correct prediction of all predictions made. Yet, a high predic-
tion accuracy alone cannot assure the quality of the classifier. Especially in cases
of imbalanced datasets, where the numbers of positive and negative samples differ
greatly, the prediction accuracy will no longer be a fair evaluation of the classifica-
tion model. For instance, when the dataset contains 90% of the data with one label,
the classifier can simple predict all samples to be the dominant class and achieve
90% prediction accuracy. However, neither the prediction made nor the concepts
learned by this classifier are promising or helpful in any way. To tackle this prob-
lem, precision and recall can be additionally measured to paint a complete picture
of the prediction performance. Precision is the ratio of correctly predicted positive
data instances to the total predicted positive data instances. High precision relates
to the low False Positive rate and is defined as:
Precision =
TP
TP + FP
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Recall, also known as sensitivity, is the ratio of correctly predicted positive instances
to all instances in the actual positive class, which is defined as:
Recall =
TP
TP + FN
In order to get these two measures, four prediction rates need to be calculated, in-
cluding True Positive rate, False Positive rate, True Negative rate, and False Negative
rate. TP stands for True Positives, which are the correctly predicted positive values
meaning that both values of the predicted class and the actual class are positive. Sim-
ilarly, TN stands for True Negatives, the correctly predicted negative values, which
means that both values of the predicted class and the actual class are negative. Both
TP and TN indicate a correct prediction, meaning that the prediction made by the
classifier is correct. FP stands for False Positives, which are the miss predicted nega-
tives meaning that the value of the actual class is negative while the predicted class is
positive. The other way round, when the classifier miss predicted the positive class,
these predictions are called FN, short for False Negatives. In addition to prediction
accuracy, a single-number measure to consider all this information for evaluating
the predictive ability of a learning algorithm, such as F-score, which is a weighted
or harmonic mean of precision and recall.
FIGURE 3.3: An illustration of the Receiver Operating Characteristic curve. As
the decision threshold (beta) varies, the trade-off between different classification
outcomes varies. The four outcomes are true positives (TP - correctly identified
positive cases); false positives (FP - negative cases classified as positive); true neg-
atives (TN - correctly identified negative cases); false negatives (FN - positive cases
classified as negative). The area under the curve (AUC) is an overall measure of the
ability to discriminate positive and negative cases.
The ROC (Receiver Operating Characteristics) curve and the AUC (area under
the ROC curve) is another single-numbered measure, which takes the probability of
the predicted class into consideration. The ROC curve was initially designed dur-
ing World War II by electrical and radar engineers for detecting enemy objects but
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was extensively studied and applied in medical diagnosis in the 1970s (Metz, 1978;
Swets, 1988). Supported by signal detection theories, it was first used to represent
the trade-off between the hit rates and false alarm rates (Egan, 1975; Nevin, 1969) and
has been used in a number of fields such as medicine (Peres and Cancelliere, 2014),
meteorology (Murphy, 1996), model performance assessment (Peres et al., 2015), and
other areas for many decades. In 1989, Spackman (1989) found out that the ROC
graph can be used to compare and evaluate machine learning algorithms. Follow-
ing his discovery, the use of ROC has then been increasingly explored and used in
machine learning (Provost and Fawcett, 1997; Provost, Fawcett, and Kohavi, 1998),
and data mining research. The single value of the area under the ROC curve (AUC),
which provides a great summary of the performance of a classifiers prediction ROC
curves (Huang and Ling, 2005), can be used to represent the prediction performance
very accurately. As shown in Figure 3.3 (image source: Wikipedia1), the ROC curve
is produced by plotting the TPR and FPR pair when performing classification tasks
at various threshold settings, from maximising TPR (threshold = 0) to minimising
FPR (threshold = 1). Thus, each prediction result represents one point in the ROC
space, which describes the relative trade-offs between TPR and FPR.
In the context of binary classifications, “a perfect classifier will score in the top
left hand corner (FPR=0,TPR=100%). A worst case classifier will score in the bottom
right hand corner (FPR=100%,TPR=0). A random classifier would be expected to
score somewhere along the positive diagonal (tpr=fpr) since the model will throw
up positive and negative examples at the same rate” (Powers, 2011, p. 40). There-
fore, prediction points above the diagonal line indicates that the classifier’s perfor-
mance is better than random (i.e., good classification), where TPR is higher than
FPR; and points below the diagonal line indicates the classifier’s performance is
worse than random (i.e., bad classification), where TPR is less than FPR (Fawcett,
2006). The area under this curve also reflects this relationship, hence the greater the
AUC value, the closer the ROC to the perfect classification point (the upper and left
boundary), and the better the learning algorithm performs. Other performance eval-
uation approaches are not introduced here since they are out of scope. For instance,
the multi-class area under the receiver operating curve (mAUC) for evaluating pre-
diction performance targeting multi-class classification problem, and balanced clas-
sification accuracy (BCA) where the likelihoods of different classes in test sets are
not equal.
There are many different techniques for evaluating prediction performance with
the measures as mentioned above. For example, the simplest one is to split the train-
ing set by a ratio with a more substantial part for training and a smaller part for esti-
mating performance, this training/testing ratio is usually set to be around 75/25 but
also varies on the circumstances. Another technique is cross-validation, where the
training set is equally divided into several subsets, and predictions for each subset
1https://en.wikipedia.org/wiki/File:ROC_curves.svg
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is made by the classifier trained on the union of all the other subsets. The perfor-
mance of the classifier can then be estimated by calculating the average evaluation
measures of each subset. Leave-one-out cross validation is a special case of k-fold
cross-validation where each fold contain only one instance. This type of validation
can produce a more accurate estimation of the classifier but is computationally very
expensive.
For the experiments of this research study, Python package Scikit-Learn2 was
employed for the construction of machine learning pipeline, the training and pre-
dicting processes, and the performance evaluation using the measures mentioned
above.
Feature Evaluation
To evaluate the predictive power and effectiveness of proposed features, several
other feature development approaches in the same research domain are replicated
on the dataset of this study in order to provide a performance baseline of applying
different approaches on the same data performing the same task.
The LIWC Feature Set: LIWC (Linguistic Inquiry and Word Count) is a compu-
tational tool for analyzing pieces of writing (Pennebaker, Francis, and Booth, 2001).
Tausczik and Pennebaker (2010) have demonstrated that the use of function and
emotion words could provide important psychological cues to one’s thought pro-
cesses, emotional states, intentions, and motivations. The LIWC software was used
on individuals’ past tweets in order to produce a LIWC feature set, which is formed
by some of the LIWC categories directly (Swear, Anger, PosEmo, NegEmo, Anx) and
combined pronoun classes Pro1 (I and We), Pro2 (SheHe) and Pro3 (They) (Copper-
smith et al., 2015b). Note that the LIWC was not the best performing feature set
for separating users with depression from the control group in the original work
Coppersmith, Dredze, and Harman, 2014. However, the reason for choosing this
feature set was that it is (1) easily replicable (2) with all features extracted from a
well-known and widely used software, LIWC Pennebaker, Francis, and Booth, 2001,
which provides reliable unbiased measures, and (3) has been validated and proven
to be effective for mental disorder detection by several studies Coppersmith, Dredze,
and Harman, 2014; Coppersmith et al., 2015b; De Choudhury et al., 2013.
The Pattern of Life Feature Set: The Pattern of liFe (POF) feature set is formed
by several measurements of the user’s online activities. User posting-based activ-
ity features include daily Tweet rate, Proportion of tweets with @mentions, Number of
@mentions, Number of self-@mentions, Number of unique users @mentioned, and Number
of users @mentioned more than 3 times. Life analytic features include proportion of
tweets that show evidence of Insomnia or sleep disturbance, Exercise, Positive sentiment
and Negative sentiment (Coppersmith, Dredze, and Harman, 2014).
2https://scikit-learn.org/
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The performance of produced prediction models using different feature sets are
measured and compared using cross-validation with accordance ROC curves, the
precision, recall, F-score, and the AUC values. It is worth noting that the replica-
tion of these feature sets does not aim to achieve the same classification accuracy as
proposed by the researchers. Instead, it is a way to validate both the dataset of this
study and the feature extraction approaches in the existing literature. Knowing that
the replicated approach performs at a similar level of accuracy on the dataset col-
lected in this study, the proposed approach is allowed for the comparison against a
broader range of methods and reported results without further re-implementation.
The reason for this comparison approach is due to the lack of open datasets and
results produced from them.
3.3.6 System Development Method
There are two parallel development tasks in this research, which are 1) the devel-
opment of prediction models and 2) the development of an interpretation-oriented
mental health screening model described in Chapter 6. The prediction models pro-
vide the core functionality of the screening model, which leverages various measures
of indicators to perform binary classification tasks on a selection of mental health
conditions. The mental health screening model further allows dynamic user interac-
tion functions to achieve diagnostic reasoning, the incorporation of active learning
and crowdsourcing for diagnoses corrections at various depth. Indicators of certain
mental disorders are discovered and improved along with the progression of the
feature development and experiments of the study. Some requirements of the func-
tionality, techniques, ethical consideration and user privacy protection are made af-
ter stages of development, testing and evaluation. Hence, the desired development
approach for these two tasks is discussed in the following section.
An Evolutionary Development Approach
As introduced above, both the machine prediction models and the mental health
screening model, as mental health condition prediction application, require several
stages of developments first to fulfil basic functional needs, then offer additional
features for more in-depth explorations of mental health condition indicators or user
interact-able functions, better performance and user experience. Consideration was
given to the choice of software development strategies to be adopted.
The options are the linear sequential model, the prototyping model, and the evo-
lutionary model. The linear sequential model is the oldest software development
model and is easy to follow, by providing a simple template into which various
stages of system development can be mapped onto. However, the prediction model
and its application development can hardly be expected to follow a straight-line ap-
proach, since frequent changes and modifications would be required and the linear
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sequential approach cannot be expected to accommodate this requirement (Som-
merville, 2004). The prototyping approach was also put into consideration for it
allows a quick design in order to realise a working prototype. However, this de-
velopment approach leads to the creation of a system that may sacrifice long-term
maintainability and the adoption of work-around in order to realise a working sys-
tem quickly, which would inevitably lead to changes being required too late into the
development process (ibid.).
To fit the development of the prediction model and the mental health screen-
ing model into the three-year doctoral research project, it is crucial to make sure that
there is an initial model or system that is operational and can perform the basic func-
tionality consistently, first. Additional functionality, as well as experiments, could be
added in later to either improve their performance or accomplish other newly dis-
covered research needs. Therefore, it is imperative that both the prediction models
and the mental health screening model should follow the evolutionary development
strategy. This approach allows the core functional requirements to be implemented
as initial/experimental setups at early stages, followed by the implementation of
additional or optional functionality and feature development required by newly de-
veloped aims from later research (i.e., future works of this study). The idea behind
adopting the evolutionary development approach since the beginning of the second
PhD year of this research project was to rapidly create an initial system or model
based on very abstract specifications, which is then taken for the testing process.
Based on the test feedback, additional functional and non-functional features can
be subsequently added. Each subsequent version of the model is derived from its
earlier version and inherits its best features while discarding unwanted ones. The
advantage of this approach is that an operational/functional model is available at
the end of each cycle, which can be deployed and improved further into the next
cycle. Furthermore, the evolutionary approach also allows ample scope for main-
tainability (ibid.).
3.3.7 Ethical Considerations and Practice
With the increasing disseminated information among health professionals and pa-
tients, social media has been seen as a source of data for research and surveillance
in both physical and psychological well-being. This raises ethical issues, especially
the question that to what extent postings are considered private or public and the
right to anonymity of online users and their postings on social media (McKee, 2013).
Compared to traditional approaches, these issues cannot be explicitly defined due
to the nature of social media that blurs the boundaries between public and private
space (King et al., 2013). In order to address these two issues, a very fundamental
question has to be answered as to what online privacy actually means. The difficulty
of accurately defining such concepts is that too many factors have influenced the def-
inition of online privacy in terms of user-generated data. These include the features
of different social media platforms, the sensitivity of the information collected from
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users, the stage, length, and aim of the research study, the types of analysis methods
applied to the data, as well as what would be eventually published. Additionally,
even though online users may not realise that their social media posts can be mined
for research purposes, their intentions of posting on a specific social media platform
can also play a role in the definition of online privacy. While some users only expect
their posts to be seen in a small circle of friends and families, others are also very
likely to expect or wish their posts to be quoted and reproduced in large volumes
to gain popularity (McKee, 2013). In these two cases, the expectations from users
regarding the scale and volume of audiences viewing their tweets are dramatically
different, and probably so are their views about their online privacy. Mikal, Hurst,
and Conway (2016) pointed out that most of the time, public social media platforms
such as Twitter are not treated as public as they are supposed to be due to users’
failure to understand data permanence, data reach, and potential data analysis by
computational tools on posts. Therefore, it is very difficult to formulate standard
or agreed-up-on ethical principles for current ethical considerations of using social
media data in research. Thus, it mostly depends on social media platforms and their
policies.
FIGURE 3.4: Drafted Ethical Practice Guidelines for Research on Social Media Data
Hence, by summarising existing ideas and approaches in the literature, an ethical
practice guideline was drafted, as shown in Figure 3.4, to be applied accordingly for
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studies using social media data. For this research on identifying Twitter users with
mental health conditions, the following responses were applied:
• The research proposal, data collection and analysis methods were examined
by the Review Board of Loughborough University Committees and obtained
Ethics approvals (the Ethical Clearance Checklist can be found in Appendix F).
• The collection of data from Twitter users was minimised to include only the
user ID and screen name, user timezone, tweet ID, tweets (text), tweet geo-
location, and the created time of these tweets.
• Any information within collected data that may reveal the identity of the sub-
ject was removed or anonymised (replaced with random number sequence)
(Nosek, Banaji, and Greenwald, 2002). Such as IP addresses, hashtags and
URLs, tagged or mentioned user names, screen names or user IDs and other
linked social accounts.
• Any direct quotation from publicly available Tweets was avoided or rephrased
(Eysenbach and Till, 2001).
• Analytic results were not published linking to its original data or identity of
Twitter users, and all results were presented at a group level without specify-
ing individual cases.
• All data, extracted features, and prediction outcomes were kept separate to
avoid cross-referencing, and private to prevent sharing at any stage of this
research. The researchers and annotators involved in this research were asked
to make no attempt to identify or contact any Twitter user and to keep detailed
analytic outcomes confidential.
Although this research study has performed extensive user condition identifica-
tion, annotation, analysis and finally, data collection actions, Twitter users did not
participate in any process of this study. Hence, efforts on keeping the data and re-
sults fully confidential are the best effort to protect user privacy and to keep this
research ethical. Emotion analysis and mental health condition results were not
shared with Twitter users for two reasons. One is that after the anonymisation of
the data and re-indexing of feature vectors of each user, the prediction results were
unable to trace back to the original user. While the other is that these users already
knew they were diagnosed with the mental disorders they posted on social media.
This means that the Twitter data and mental health condition labels were used in-
dependently for building and evaluating prediction models without concerning the
identity of any Twitter users. Therefore, no potential harm would be caused to any
Twitter users whose data was involved in this research study.
Chapter 3. Research Methodology 54
3.4 Summary
This chapter provides discussion on the choice of research paradigm and method-
ology. In the Research Design (section 3.3), the research work presented in this the-
sis is outlined by defining the prediction model for mental health conditions, with
thorough explanations of each of the processing steps following a supervised ma-
chine learning pipeline. Data collection and annotation, feature extraction methods,
learning techniques, and evaluation methods are introduced in detail. It points out
the importance of predictive feature identification and development in the context
of mental disorder detection and prediction. Finally, ethic considerations and re-
sponses from this research project is described.
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Chapter 4
Data Acquisition from Twitter
To obtain user generated content from Twitter, the Search and Streaming API can be
used for collecting relevant data from the main stream by time, locations, keywords,
hashtags, user accounts, events, topics or any combination of them. Following the
research design, the data acquisition process described in the work of Coppersmith,
Dredze, and Harman (2014) was employed for this study. Tweets containing self-
declared mental disorder diagnosis are first collected using Twitter streaming API
with the regular expression “I was/have been diagnosed with condition_name”, in
order to identify a group of users who suffer from a target mental health condition.
Condition_name is one of the targeted mental health conditions for this study, which
are bipolar disorder, depression, post-traumatic stress disorder (PTSD), and seasonal
affective disorder (SAD). The duration of the collection process lasted four months:
from November 18th, 2016 to February 15th, 2017. All re-tweets from this collection
were removed since they are often an indication of the message being a quotation
of someone else’s post, which is not originally produced by the user; hence, these
users and their data are more likely to be irrelevant this study. For instance, “RT
@User_screenname: I was diagnosed with depression before they knew what gender I was.
Url_links”. Using this approach, 503, 1281, 289, 15 diagnosis tweets were obtained
respectively for the bipolar disorder, depression, PTSD, and SAD. Due to the sparsity
of SAD samples, an additional search was performed with the query “I was/have
been diagnosed with SAD/ S.A.D./seasonal affective disorder” on Twitter and man-
ually collected an additional 311 diagnosis tweets and necessary user information to
match the format exactly as resulted from Twitter’s streaming API. The users who
posted these diagnosis tweets, i.e. who self-declared being diagnosed with a tar-
geted mental health condition, were considered as candidates and formed the initial
collection of the four condition groups, which are the bipolar disorder, depression,
PTSD and SAD groups according to their reported condition diagnoses.
4.1 Qualitative Assessment of Users Conditions
From the initial collection of condition candidates, a sample of 250 users was ran-
domly selected from each condition group (in total 1000 users), and their diagnosis
tweets (i.e. self-declared diagnosis of a target mental disorder) were employed for
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the annotation and analysis process. Since some users tweeted more than once about
their diagnoses within the data collection duration, the resulting dataset contains
261, 263, 262 and 250 diagnosis tweets for the bipolar disorder, depression, PTSD
and SAD groups, respectively.
Each diagnosis tweets in the dataset were reviewed by three independent anno-
tators, who are fluent in English, and are from a research background of applied psy-
chology, English language and literature, and information science. Each coder anno-
tated all four condition groups on 5 different attributes according to a predefined list
of instructions. These attributes are self-Diagnosed, 2nd-Party, is-Condition, other-
Conditions, is-Recent and diagnosis-Time, as explained in Table 4.1.
Attributes Explanations
self-Diagnosis True if it can be seen that the author was not diagnosed by
a doctor, clinician, or professionals; E.g. “I diagnosed myself
with [...]”, “My 5 year-old sister diagnosed me with [...]”
False otherwise.
2nd-Party True if the author was talking about others’ condition instead
of their own.
E.g. “I am sad cuz my cat was diagnosed with depression.”
False otherwise.
is-Condition True if the diagnosis tweet was genuine and it can be be-
lieved that the author was diagnosed with the mental disorders
they declared. Where condition is bipolar disorder, depression,
PTSD, or SAD according to the condition group it is selected
from, i.e. is-Bipolar, is-Depression, is-PTSD, is-SAD.
E.g. “Due to years of child abuse, I was finally diagnosed with
P.T.S.D, url_link.”
False otherwise.
other-
Conditions
Other mental disorders mentioned in the diagnosis tweet other
than the condition from the previous attribute. E.g. anxiety,
ADHD, OCD, etc.
is-Recent True if the author mentioned that the diagnosis of the disorder
is recent, or mentioned precise enough diagnosis time that is
within one year of when the diagnosis tweet was posted (time
of post is provided to the annotators with each tweet), or the
author mentioned that she/he is still suffering from the disor-
der.
E.g. “I just/recently got diagnosed with [...]”, “[...] still strug-
gling with it everyday”, “Few months ago I was diagnosed
[...]”.
False otherwise.
diagnosis-Time The actual diagnosis time mentioned in the tweet content.
E.g. “3 years ago”, “last week”, “age 13”, “yesterday”.
TABLE 4.1: Annotation Attributes and Explanations
The inter-annotator reliability level across the three annotators was measured on
the attribute “is-Condition” for each condition group using Krippendorff’s alpha
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coefficient (Hayes and Krippendorff, 2007). For respectively the depression, bipo-
lar disorder, PTSD and SAD groups, the ordinal alpha values are 0.677, 0.837, 0.732
and 0.811, among which the bipolar disorder and SAD groups reached a confident
degree of reliability (∈ [.800, 1)), while the depression and PTSD groups reached a
modest degree of reliability (∈ [.667, .800)). Overall, the Krippendorff’s alpha coef-
ficient indicates a good degree of reliability (with ordinal α = 0.7641 ∈ [.667, .800))
(ibid.). Final values of attributes for each tweet including self-Diagnosed, 2nd-Party,
is-Condition and is-Recent are agreed by at least two of the three independent an-
notators. The remaining two fields of annotations were checked against the tweet
content and across the three annotators to eliminate any mistakes, then summarised
and reported in the following section.
It is worth noting that the annotations should be considered as agreed compre-
hension among different independent annotators of the text content of the diagnosis
tweets, which help to determine the believability of these self-reported diagnoses
and other related declarations. The diagnosis ground-truth (i.e. the authenticity)
requires contacting each user for mental disorder screening or requesting proof of
diagnosis, which has not been done for this research. It would be beneficial to ac-
quire that additional information and analyse the alignment of online statements
and accordance ground-truth of Twitter users, however, it is not the main focus of
this research.
The majority of studies which employed this data collection approach often per-
formed either manual or automated filtering process to remove irrelevant tweets,
e.g. jokes and re-tweets, and other disorders that are outside the scope of their stud-
ies (MacAvaney et al., 2018; Guntuku et al., 2017b; Loveys et al., 2017; Coppersmith
et al., 2015b). This is to reduce noise in data, which is to make sure that the users
who tweeted about their mental disorders are indeed suffering from or experiencing
symptoms of them. Hence, a recent portion of tweeting history from these users can
reveal patterns and characteristics related to their disorder and can be considered
as valid input for discovering differences between Twitter users with and without a
specific mental health condition. As shown in Table 4.2, except for the SAD group,
the majority of self-reported diagnoses on Twitter were agreed to be genuine, which
means that the users are believed genuinely describing their conditions and their
diagnosis stories through these tweets. Hence, the statements made in these tweets
can be considered truthful. In contrast, when the tweets statements were agreed
(by independent annotators) to be untruthful, these tweets are referred to as mis-
leading diagnosis tweets. Among the misleading diagnosis tweets, most are about
others’ conditions instead of their own (e.g. god, my cat, this country). Some disor-
ders were collected into the wrong categories, such as “bipolar depression” which
was collected into the depression group in addition to the bipolar disorder group,
“social anxiety disorder”, when abbreviated as “SAD” by a particular user, was col-
lected into the SAD group.
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Category Depression Bipolar PTSD SAD
Diagnoses agreed as genuine 83.7% 72.1% 88.6% 30.0%
Diagnoses reported with time 44.1% 42.2% 41.6% 9.2%
Genuine diagnoses reported
with time
47.2% 56.4% 46.1% 26.7%
Self-diagnosis 3.4% 1.5% 1.5% 57.2%
About others’ condition 5.7% 14.9% 5.7% 6.0%
No condition 5.7% 24.2% 8.8% 67.2%
TABLE 4.2: Basic statistics of diagnosis tweets in data samples.
4.1.1 Time of Diagnosis
As can be seen from Table 4.2, for the depression, bipolar disorder, and PTSD groups,
around half of the diagnosed conditions, are reported with a time of diagnosis re-
gardless of their authenticity and precision. Authenticity refers to whether the users
are telling what they think is true, and precision is how precise the information is
or in the context of this study how big is the time range of the reported diagnosis,
year, month, week, or day (see Table 4.3). For SAD, the rate of diagnosis tweets that
mentioned a diagnosis time is significantly lower (9.2%), which could be explained
by the fact that 70% of the reported SAD diagnoses were misleading to start with.
Additionally, when the users do not consider a disorder (e.g. SAD) to be a real or
serious health condition, they are less likely to talk about diagnosis details but rather
the fact that they were diagnosed with it, “Ha! I was diagnosed with the funniest
condition, SAD, no it is ‘Seasonal Affective Disorder’, and yeah so sad. LOL!” Within
the SAD diagnoses agreed as genuine, there is a much higher portion (26.7%) con-
taining a diagnosis time, but still significantly lower than the other three condition
groups.
In order to better analyse the range of the diagnosis times of self-reported mental
disorders, all diagnosis times of condition tweets, which are agreed as genuine, were
separated into seven categories (as shown in Table 4.3), and their distributions are
demonstrated in Figure 4.1.
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FIGURE 4.1: Categorical distributions of reported diagnosis time for Bipolar Dis-
order, Depression, PTSD and SAD. The percentage values were calculated within
condition group.
For bipolar disorder, depression, and PTSD, the majority of reported diagno-
sis times are age-related, of 41.8%, 36.4%, and 23.9%, respectively. It is unclear
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Category Explanations
age The reported diagnosis time is age-related and the actual time can-
not be figured out without additional information. E.g. 10th grade,
in my teenage year, at age 23, in college.
1 month The reported diagnosis time is within 1 month before the diagnosis
was tweeted. E.g. today, yesterday, few days back, a week ago, last week,
or an exact date.
2-6
months
The reported diagnosis time is between 2 to 6 months before the
diagnosis was tweeted. E.g. last fall, about half a year ago, early this
year, recently, or an exact date.
1 year The reported diagnosis time is between 6 months to 1 year before
the diagnosis was tweeted. E.g. last year, about a year ago, in 2016, or
an exact date.
2-5 years The reported diagnosis time is between 2 to 5 years before the diag-
nosis was tweeted. E.g. in 2014, about 4 years age, or an exact date.
6-10
years
The reported diagnosis time is within 6 to 10 years before the diag-
nosis was tweeted. E.g. for the last 7 years, November 2011, or an exact
date.
10+ years The reported diagnosis time is more than 10 years before the diag-
nosis was tweeted. E.g. 20 years ago, since 1992, or an exact date.
TABLE 4.3: Time Categories and Explanations
how recent or long ago, the diagnoses are from this category. Possible solutions
are applying age estimation or leveraging additional information to help refine the
diagnosis time within a one-year range. Among the rest of the categories, the di-
agnosis times of the bipolar disorder group are relatively evenly distributed, while
most users reported the diagnosis of depression to be 2 to 6 months ago, and most
PTSD diagnoses are in the categories of 2-6 months and 2-5 years ago. In contrast,
the SAD group shows that most of the users reported their condition within one-
month post-diagnoses. Overall, for respectively the bipolar disorder, depression,
PTSD, and SAD groups, there are 18.2%, 24.0%, 23.9% and 39.1% of the mental dis-
order diagnoses reported within 6 months post-diagnosis (1 month + 2-6 months), and
30.9%, 31.8%, 35.8% and 43.5% reported within one year post-diagnosis (1 month + 2-
6 months + 1 year). Excluding the SAD group, on average 48.9% of the diagnoses were
reported without a diagnosis time in addition to the high rate (in average 29.9%) of
age-related time among those who reported their condition with a diagnosis time.
This resulted in the majority (78.8%) of diagnosis times to be uncertain among all
genuinely (agreed to be) reported diagnoses. Moreover, the rates of known recent
diagnoses, either within six months (avg. 22.0%) or one year (avg. 32.8%), are very
low for the bipolar disorder, depression, and PTSD groups.
For Twitter users who declared a mental disorder diagnosed more than a year
ago, it is difficult to ensure that they are still suffering from the reported conditions
or at an early stage of their mental health conditions. It is crucial for computational
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algorithms to learn from tweets and user behaviours before diagnoses in order to
capture patterns through the course of illness and predict the onset of specific con-
ditions. Although some might suffer from mental disorders for extended periods,
after being diagnosed with a mental disorder, one is also likely to receive treat-
ments, which can help reduce distress and other symptoms. As reported by the
National Mental Health Services Survey Replication, “41.1% received some treat-
ment in the past 12 months, including 12.3% treated by a psychiatrist, 16.0% treated
by a non-psychiatrist mental health specialist, 22.8% treated by a general medical
provider, 8.1% treated by a human services provider, and 6.8% treated by a com-
plementary and alternative medical provider” (Wang et al., 2005, p. 629). Various
types of treatments are demonstrated to reduce symptoms of mental health con-
ditions effectively. For instance, dialectical behaviour therapy (DBT) (Harned et
al., 2012; Steil et al., 2011), trauma-focused cognitive behavioural therapy (TFCBT),
eye behavioural therapy (TFCBT), eye movement desensitisation and reprocessing
(EMDR), stress management and group cognitive behavioural therapy are shown
to be able to provide reliable improvement in PTSD for most patients (Bisson et al.,
2007). Medication such as Paroxetine (Marshall et al., 2001) is also shown to result in
statistically significant improvement in PTSD symptoms, including re-experiencing,
avoidance/numbing, and hyper-arousal, social and occupational impairment, and
comorbid depression. According to Schulberg et al. (1996), the severity of depressive
symptoms of patients was reduced rapidly and effectively through pharmacother-
apy or psychotherapy, and approximately 70% of patients were judged as recovered
at eight months after participating in the full pharmacotherapy or psychotherapy
protocol in primary care. Antidepressants and various types of therapies are also
reported to be beneficial for managing symptoms in different phases of bipolar dis-
order (Fountoulakis and Vieta, 2008). In our dataset, tweets such as “I know that
I’m not the only one- but there are days I still feel it” suggested that people are
successfully managing their condition and only occasionally experience symptoms.
Therefore, the historical tweets collected from some of the users whose disorder di-
agnosis times were more than a year ago, are possibly introducing noise because
the users are no longer experiencing or showing symptoms related to their reported
mental disorders.
4.1.2 Diagnosis Authenticity
As can be observed in Table 4.2, for respectively the bipolar disorder, depression and
PTSD groups, 3.4%, 1.5%, and 1.5% of the diagnoses were decided by Twitter users
themselves. In contrast, 57.2% of the tweets in the SAD group are self-diagnoses,
with all of them being misleading self-report. For instance, “wish I was diagnosed
with SAD, holidays only!” For the rest of the condition groups, the depression has a
slightly higher rate of self-diagnoses compared to the bipolar disorder and PTSD.
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There are also cases where Twitter users explicitly emphasise the fact that it was
a medical doctor who diagnosed their mental disorders. In the dataset, the pur-
poses of this kind of emphasis seemed mainly to be justifications for the behaviours
and mood changes of the authors and as a defence to the accusations or judgement
they received. For example, “What the f**k does he not know what depression is,
‘you are just upset, not depressed, don’t identify with it’, no stop I was diagnosed
medically by a doctor.” Although diagnoses by a certified practitioner often can
be considered as the ground truth condition label of individuals in a dataset; stud-
ies have shown that for depression, the diagnosis accuracy of general practitioners
is only 21.9% (Mitchell, Vaze, and Rao, 2009), with 19% of the time misdiagnos-
ing non-depressed patients, and 58% of the time misdiagnosing depressed patients.
Similarly, Taubman-Ben-Ari et al. (2001) found that physicians only correctly iden-
tified 2.5% of PTSD cases, and among all PTSD diagnoses made, only 43% were
accurate. Moreover, it cannot be simply assumed that all self-diagnosis is inaccu-
rate, especially when some users diagnose themselves as having a mental disorder
after researching relevant information and taking certified tests or questionnaires —
although more thorough studies by psychology professionals need to be conducted
to verify this. In the dataset, there are statements like “I knew long before I was di-
agnosed”, which indicate that some patients have the ability to diagnose themselves
with certain mental disorders correctly.
More recent studies showed that a number of promising instruments could help
in screening for depression with high sensitivity and specificity, including the Centre
of Epidemiological Studies-Depression Scale (CESD), the Hamilton Depression Rat-
ing Scale (HDRS), the Patient Health Questionnaire (PHQ)-9 (Meader et al., 2014),
and the Geriatric Depression Scale (GDS) (Pocklington et al., 2016), yet the clinical
utility of screening tools was modest for case-finding (ibid.). Additionally, how and
what sufferers rely on for self-diagnosing can vary significantly, and the serious-
ness of a self-diagnosis tweet can highly rely on the type of mental health condition
and how the general public perceives it. Researchers have found that three dis-
tinct and yet related ways regarding why a certain disease is trivialised by the pub-
lic: (1) oversimplification of symptomology or causes, (2) scepticism about severity,
and (3) through overuse of humour, mockery, or levity to describe the condition
(Pavelko and Myrick, 2016). For example, social media users appear to trivialise
the Obsessive-Compulsive Disorder (OCD) through the widespread use of “#OCD”
(Pavelko and Myrick, 2015), and in the case of this study, the overuse of humour
on the condition SAD. In contrast, the media also frequently uses negative frames
to portray other mental illnesses, which contributes to the development and per-
sistence of the public’s negative attitudes towards individuals with mental illnesses
(Sieff, 2003). The stigma and discrimination resulted from these negative attitudes
cause people to choose to hide their condition, not to seek out or participate in men-
tal health service (Ben-Zeev, Young, and Corrigan, 2010), which might also be the
reason for self-diagnosis.
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Nevertheless, the ratio of self-diagnosis is meagre (2.13%), and in fact, the ma-
jority of self-declared diagnosis tweets did not mention who made the diagnosis at
all, neither a doctor nor the users themselves. It can only be assumed that by us-
ing the passive voice “was diagnosed” the user is referring to someone other than
“I”, and by using the term “diagnose” the user is referring to someone with clini-
cal or medical authorities, i.e. someone who has the ability to diagnose in a literal
sense. Hence, these self-declared mental disorders are always unconsciously com-
prehended as diagnosed by a doctor, when, in fact, the information is missing from
the diagnosis tweets. Taking these into consideration, researchers can exclude this
type of diagnosis entirely without sacrificing much volume of the dataset. Other-
wise, a small portion of self-diagnosis with carefully agreed authenticity might not
affect the quality of condition users too much.
4.1.3 Comorbidity of Mental Disorders
Within the diagnosis tweets, which are agreed upon as genuine, there is 21.8%,
46.3%, 27.6%, 16.0% of these tweets also mentioning other mental health conditions,
respectively for the bipolar disorder, depression, PTSD, and SAD groups. These
rates roughly align with the results shown from the National Comorbidity Survey
Replication, that among mental disorder cases, 22% carried two diagnoses, and 23%
carries three or more diagnoses Kessler et al. (2005). Table 4.4 displays the detail of
these co-occurring conditions.
Anxiety and depression are the two most common co-occurring conditions in
the bipolar disorder, PTSD, and SAD groups. In the depression group, anxiety has
28.38% of co-occurrence rate covering five different types of the disorder. Addition-
ally, users who suffer from depression and PTSD also tend to suffer from Attention
Deficit Hyperactivity Disorder (ADHD/ADD) and Obsessive-Compulsive Disorder
(OCD). While users who have bipolar disorder and PTSD are at higher risk of having
personality disorders (mainly but not limited to Borderline Personality Disorder, i.e.
BPD). Except for the SAD group, suicidal ideation and past suicide attempts have
been mentioned across different condition groups. Results from the National Co-
morbidity Survey Replication showed that “each of the 16 lifetime DSM-IV/CIDI
disorders examined is associated with increased risk of the subsequent onset of a
suicide attempt”, 4.6% among any types of anxiety disorder; 5.2% among any types
of mood disorder; and 4.8% among any types of impulse-control disorder (Nock et
al., 2010, p. 5). The rates of tweets mentioning suicidal ideation and past attempts in
our dataset are significantly lower (see Table 4.4), which could be caused by a low
rate of disclosure due to the sensitivity of suicide-related content.
4.1.4 Motivations for Diagnosis Disclosures
During the summary process of the annotation, several motivations were identified
for the disclosure of the diagnoses of mental disorders from Twitter users. Across all
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Mental Health Condition Groups Bipolar DepressionPTSD SAD
Bipolar Disorder 188 9 10 4
Depression 12 229 33 8
PTSD 7 7 232 1
SAD 0 0 1 75
Anxiety (all type) 15 65 32 9
Agoraphobic - 7 - -
Panic attack - 9 2 -
Social Anxiety Disorder 2 3 5 4
General/Generalised Anxiety Disorder (GAD) 2 4 2 -
Paranoia - 1 1 -
ADHD/ADD (Attention Deficit Hyperactivity
Disorder)
3 7 7 1
BPD (Borderline Personality Disorder) 8 3 7 -
SPD or SzPD (Schizoid Personality Disorder) - - 1 -
OCD (Obsessive Compulsive Disorder) - 4 3 -
Gender Dysphoria/Gender Identity Disorder - 1 1 -
Suicidal/Suicide Attempts 3 1 3 -
Drug Abuse/Addiction - 1 - 2
Eating Disorder/Atypical Anorexia Nervosa 1 1 - -
Insomnia/Insomniac 1 2 - -
Schizophrenia 2 2 1 -
Epilepsy 1 1 - -
Mutism - 1 - -
Autism 2 - - -
Psychotic Depression 1 - - -
TBI (Traumatic Brain Injury) 1 - - -
Mania 1 - - -
Asperger - - 1 -
Dysthymia (PDD/PMDD: type of depression) - - 1 -
Dyslexia - - 1 -
Cyclothymia - - - 1
Overworked/Stressed/Low Mood - 1 - 2
TABLE 4.4: Co-occurring Mental Health Conditions for Each Condition Group.
four conditions, some common disclosure motivations are as follows:
To emphasise that the condition and suffering are real. For example, “I was
diagnosed by a doctor/healthcare professional, it is a real condition/disease”. Some
users even included the degrees or certificates of the doctor who diagnosed them to
prove that their condition and struggle are authentic. For instance, “I WAS LITER-
ALLY DIAGNOSED BY A PROFESSIONAL WITH A PHD WHO HAS DEDICATED
THEIR LIFE TO VICTIMS OF PTSD!!!” More specifically, for depression, “it is not
my choice to be sad all the time”, for bipolar disorder, “it is not because i am just
moody”, and even for SAD, “it is not a joke”, despite that the majority of tweets
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about SAD diagnoses are misleading.
To show understanding, support, and raise hope for others. For instance, “I
know how you feel, I struggle/am still struggling with it”. Many users have posted
“it gets better” after talking about their diagnosis to encourage others not to give up
and to seek help. These types of disclosures are the most likely to have included a
diagnosis time of more than a year ago. #BellLetsTalk, created through a program
by Bell Canada to promote mental health education, research, awareness, and end
social stigma1, has been the most commonly used hashtag for support as seen in our
dataset, it is often used with statements like “if you need to talk”, “you can tell me
about it”.
To re-confirm previous suffering and assumptions. Some users tweet about
their diagnoses as a means to illustrate that they knew what was happening and
they were right, such as “I knew it a long time before I was diagnosed”. In some
other cases, the tweets are also complaints towards those who failed to believe them,
for example “my dad never believed me [...], I was not diagnosed until [...]”. This
suggests that some teenagers might be suffering from mental health conditions and
are seeking help from friends and families; however, the symptoms and struggles
might be underestimated, misinterpreted, or ignored, which causes the condition
untreated and might lead to severe problems later. In fact, “my parents don’t believe
I have a mental disorder” it is also a frequently searched and discussed question on
various websites 2 indicating that parents should pay closer attention to the mental
well-being of children.
To disclose past trauma and reasons for having mental disorders. These types
of tweets tend to include past traumatic experiences following diagnosis disclosures,
e.g. “I was diagnosed [...] due to years of abuse”, “after my grandpa died”, “I was
bullied my entire school life and now I was diagnosed with [...], so it is a big deal,
stop that.” For a small portion of these tweets, the disclosure of a mental disorder
diagnoses was also to raise awareness of the harm that certain behaviours can cause
to others, such as bullying in school, child abuse, domestic violence (Kaltiala-Heino
et al., 2000; Felitti et al., 1998; Holt, Buckley, and Whelan, 2008).
To respond to an event. Some mental disorder disclosures depend on the type
of disorder, and more importantly, the way the public perceives it. In the bipolar
disorder group, nearly half of the tweets disclosing a bipolar disorder diagnosis fol-
lowed the disclosure of the famous actress Carrie Fisher of her own struggles with
the condition. In December 2016, she opened up about her own mental disorder and
spoke about living with bipolar disorder. The hashtag #CarrieFisher, #pricessleia
were used in these tweets, where twitter users shared their personal experiences
with the same disorder or close ones who have it. This also explained the higher
rate of diagnosis tweets that are “talking about others’ condition” (14.9%) compared
1https://letstalk.bell.ca/en/
2https://www.google.co.uk/search?safe=active&ei=i7g3W7z1GciKgAb96LPIBQ&q=my+parents+don
%27t+believe+i+have+a+mental+disorder&oq=parents+don %27t+believe+i+have+men
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to the depression and PTSD groups (as shown in Table 2). As discussed in the work
of Hinshaw and Cicchetti (2000), this disclosure-triggering event can be considered
as a “behavioural contact” type of intervention, which is the disclosure of personal
or familial mental disorder by influential people in society. Examples of such disclo-
sure also include books and television exposure for the public, disclosure by political
figures, worldwide scientists, and well-known athletes. Through these disclosures,
the general population is exposed to persons of stature for whom mental illness is
a fact of life; hence experience a positive change in attitudes and opinions towards
mental disorders and individuals who have them (ibid.).
In the PTSD group also, a considerable amount of disclosure is caused by an
event in December 2016. British journalist Piers Morgan questioned Lady Gaga’s
PTSD revelation through a tweet3 “I come from a big military family. It angers me
when celebrities start claiming ‘PTSD’ about everything to promote themselves”.
This event seemed to anger people who are suffering from PTSD due to various
experiences of trauma, thus, triggered numbers of condition disclosures aimed at
Morgan, containing @gaga, @ladygaga, #gaga, or @piersmorgan. These PTSD dis-
closures explicitly emphasise that PTSD is not only for soldiers. For instance, some
users tweeted statements like“It is not just a soldier’s problem”, “I never fought a
war” following the diagnosis of their PTSD, while other users also talked about their
past experiences of trauma. In some cases, users stressed that their experiences are
“as traumatic as you have experienced war”, and emphasised heavily on the psy-
chological damage caused by the traumatic experiences.
To trivialise and laugh about it. In controversy to bipolar disorder, depression,
and PTSD, it can be observed that the “Twittersphere” often does not consider SAD
as a real or a serious condition. Most of the users in our dataset tweeted about SAD
as jokes, like “I was diagnosed with SAD, in other words: sad, lol.” The majority
of SAD disclosures were self-diagnosis, where users diagnosed themselves because
their “mood changes with the weather” or “need sunlight to function”. Users often
use words “just”, “decided” in these tweets, indicating an irrational temporary deci-
sion after gaining some (likely very little) knowledge about the SAD condition. For
example, “I have officially diagnosed myself with SAD”; “I just decided to diagnose
myself with SAD”. Twitter users in the dataset were found to made fun of the symp-
toms or the name of this condition in various ways, such as “I diagnosed myself
with SAD, sexually addictive disorder.” The term “SAD” or “reverse SAD” was also
frequently used by Twitter users to complain that they hate winter, feel bad, sad,
or lazy because of the weather, they miss the summer, need sun, or simply need a
holiday, or need to move to other places. For example, “I was diagnosed with SAD,
proved I need to go back to holiday!!” Some users also argued that “I could diagnose
myself with SAD any time if I wanted to, every1 has it”, and “SAD is just another
BS condition invented for selling lights.” These features found in SAD diagnosis
3https://www.telegraph.co.uk/news/2016/12/13/piers-morgan-calls-lady-gagas-claim-has-
ptsd-due-sexual-assault/
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tweets align with the three reasons regarding to why the public trivialises a health
condition: (1) oversimplification of symptomology or causes, (2) scepticism about
severity, and (3) through overuse of humour, mockery, or levity to describe the con-
dition (Pavelko and Myrick, 2016), which posts great challenge in discovering users
who are genuinely suffering from this disorder.
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FIGURE 4.2: Classification/Filtering framework for diagnosis tweets.
4.2 Selection and Refinement of Condition User
From the assessment results of the previous section, the noise among diagnosis
tweets can be categorised into three major types: (1) disclosing one’s condition un-
truthfully, (2) talking about other’s condition, and (3) the reported condition diag-
nosis is not recent (i.e. not diagnosed within a year). For the condition groups, these
noise indicates that Twitter users who talked about mental health problems are not
suffering from one; hence, should be removed from the dataset. In order to identify
and filter out this noise from the diagnosis tweets without annotations, three ma-
chine learning classifiers are trained on the annotation efforts targeting each type of
noise.
Figure 4.2 demonstrated the filtering framework using 1036 diagnosis tweets and
related annotation attributes (i.e. the respectively is-Condition, is-Recent, and 2nd-
Party) from the previous section. Each of the annotated tweets was first vectorised
into a matrix of TF-IDF (term frequency-inverse document frequency) features. As
the name suggests, TF-IDF calculates the relative frequency by multiplying the pro-
portion of a term in a specific document and the inverse proportion of documents
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containing that term over the entire document corpus, which determines how rel-
evant a word is in a particular document (Salton and Buckley, 1988). Terms with a
higher TF-IDF number imply a stronger relationship with the document they appear
in. TF-IDF can be implemented at word-level or phrase-level (i.e., various construc-
tion of term), thus, usually used with the n-Gram language model. It is a well-known
and frequently used approach for text classification, thus is employed for the spam
filtering task. The TF-IDF vectors were paired with each of the three annotation at-
tributes and the agreed values in order to form three datasets for the construction
of the three types of noise detection model with the Random Forest classifiers. Us-
ing “is-Condition”, the classifier was trained to recognise genuine diagnosis tweets,
which was later used to remove diagnosis tweets that containing self-diagnosis,
jokes, misleading statements of condition. Similarly, using “is-Recent” and “2nd-
Party”, two classifiers were constructed, one to recognise recent diagnoses and the
other to detect diagnoses about others instead of the Twitter users themselves (au-
thors of the diagnosis tweets).
Filter Uni-Gram Uni+Bi-Gram Uni+Bi+Tri-Gram Bi+Tri-Gram
is-Condition 0.7366 0.7198 0.7079 0.7014
is-Recent 0.6935 0.6925 0.5934 0.5687
2nd-Party 0.4786 0.4786 0.4786 0.4786
TABLE 4.5: Classification performance comparison for uni, bi, tri - grams TD-IDF
features, using Random Forest classifiers, on all annotated data, evaluated by F-
score of 10-fold cross-validation.
Filter 10-Fold CV Precision Recall F-score
is-Condition classifier 0.806 0.809 0.718 0.740
is-Recent classifier 0.713 0.746 0.700 0.694
2nd-Party classifier 0.918 0.459 0.500 0.479
TABLE 4.6: Classification performance of noise filters, using Random Forest classi-
fiers, on all annotated data, evaluated by 10-fold cross-validation on classification
accuracy, precision, recall, and F-score.
In order to choose the best term for the TF-IDF features and to maximise the accu-
racy of the classifiers, using uni-gram, bi-gram, and tri-gram terms, were first exper-
imented. As can be observed from Table 4.5, when using only uni-gram as terms, the
“is-Condition” and “is-Recent” classifiers obtained F-score (i.e. the harmonic mean
of precision and recall) of 0.737 and 0.695 from 10-fold cross-validation. Similar lev-
els of F-scores were achieved by adding bi-grams to the terms, while further adding
tri-grams caused a drop in performance for these two classifiers. It is possible that
tri-grams added unnecessary information or noise which hindered the learning pro-
cess, or an increased number of features caused overfitting, thus, showed reduced
performance on the test data. F-scores of using bi-grams and tri-grams are pro-
vided to show the performance of classifiers when uni-grams are removed from the
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terms, which if the poorest with F-scores of 0.701 and 0.569 for the “is-Condition”
and “is-Recent” classifiers. For the “2nd-Party” classifier, an F-score of 0.479 (<0.5)
was maintained for all experiments, which indicates a classification performance of
less than random, meaning that the classifiers were not able to learn patterns that
help to separate the tweets on this attribute. For time-efficiency and to avoid over-
fitting, TF-IDF features were generated only on uni-gram terms and employed for
the noise removal task, detailed performance evaluation measures of all final filters
are reported in Table 4.6. Evaluation measures are produced using all annotated
diagnosis tweets through 10-fold cross-validation, including classification accuracy,
precision, recall, and F-score. For the definition of these evaluation measures, please
see Section 3.3.5 Evaluation Methods. Both the “is-condition” classifier and the “is-
Recent” classifier achieved high classification accuracy with promising precision and
recall. The “2nd-Party” classifier with a higher classification accuracy compared to
the other two classifiers, however, had close to random (0.5) precision and recall.
This indicates that the “2nd-Party” classifier is not reliable for detecting diagnosis
tweets addressing the second type of noise, talking about other’s condition. Hence,
data samples are likely to be inaccurately even randomly removed when using this
classifier. One possible explanation is that the number of positive samples (tweets
with “2nd-Party = 1”, i.e. talking about others’ condition) is too small (85 in 1036),
hence, creating a significantly unbalanced dataset. The high classification accuracy
thus is likely to be caused by predicting all data samples with the dominant class
(i.e. 2nd-Party = 0).
Filter Bipolar Disorder Depression PTSD SAD
Before filtering 503 1281 289 326
F1: is-Condition = 1 423 1218 260 126
F2: is-Recent = 1 413 845 237 107
F1 + F2 400 830 231 79
TABLE 4.7: Number of diagnosis tweets in each condition group after different
filtering process.
Each of the “is-Condition” classifier and the “is-Recent” is then applied on the
entire diagnosis tweets collection across four conditions. As shown in Table 4.7, each
of the classifiers worked individually and filtered out their targeted type of noise
from each condition group. Figure 4.3 shows examples of positive and negative di-
agnosis tweets separated by the two classifiers, with visual interpretation produced
by LIME (Ribeiro, Singh, and Guestrin, 2016b). The highlighted negative (blue) and
positive (orange) words and accordance weights show their contribution to the pre-
diction probabilities of the respective negative and positive classes. By examining
the top six contributive words and prediction probabilities, the validity of these two
classifiers for the filtering process can be confirmed again. The remaining diagnosis
tweets are used as the validation of the final collection of Twitter users, among which
400, 806, 225, and 79 unique users are finalised for the bipolar disorder, depression,
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(A) Positive “is-Condition” example
(B) Negative “is-Condition” example
(C) Positive “is-Recent” example
(D) Negative “is-Recent” example
FIGURE 4.3: Examples of positive and negative class prediction of the “is-
Condition” and “is-Recent” classifiers.
PTSD, and SAD groups, respectively. It is worth mentioning that the initial collec-
tion of diagnosis tweets lasted four months, covering the transition to a new year,
a number of holidays, and events. This specific period might have affected the dis-
closures of one’s mental health conditions on an individual level, which may cause
a shift of the Twitter population who chose to speak out and was collected into the
dataset.
Chapter 4. Data Acquisition from Twitter 70
4.3 Collection of Control Group Twitter Users
To select a sample of control users without mental disorders, tweets containing the
keyword “the” on February 20th, 2017 were collected using Twitter streaming API.
Same as the condition groups, retweets (RT) are removed, and the users who posted
these tweets were considered as candidates of the control group. The purpose of the
control group is to provide a selection of a general Twitter population who do not
show evidence of suffering from any mental disorders and related symptoms in or-
der to create a baseline comparison to reveal the differences and abnormality of the
condition groups. Candidates from the control group were double-checked against
the candidates from all four condition groups to make sure the control and the con-
dition group users have no overlap that may interfere with the training process later
on. After this process, the control group is left with 63663 Twitter users. It is worth
noting that users who suffer from mental illnesses but chose not to post about their
diagnoses may exist in the control group. It is also possible that some users from
the control group have mental disorder symptoms or the actual condition but re-
mains undetected and untreated; thus, the users are unaware of it. Data from these
users add noise to the control group and would weaken the classification to some
extent. However, considering that the self-selective and self-imposed representation
of users is a significant feature of online social media, this noises is hardly avoidable
and thus an ineluctable limitation of the usage of live user-generated data across all
platforms.
4.4 Collection of Historical Data from User Timelines
For individuals in each of the condition and control groups, up to 3200 past tweets
(limited by the Twitter API) from their Twitter timeline were retrieved to capture
user-generated content, which is likely to contain information and patterns of a
user’s psychological state. In this process, no private messages or user accounts
were accessible to the researchers, and all collected data were publicly posted on
Twitter. Users who had less than 50 past tweets or often posted in non-English lan-
guages do not meet the requirements for the analysis in this study; therefore, they
were filtered out. The resulting dataset contains tweets (on average 1.5k/users) from
384, 585, 221, 74 and 6596 unique and valid users for respectively the bipolar disor-
der, depression, PTSD, SAD, and control groups. The collected tweets of each user
formed the condition and the control datasets, respectively.
For the condition group users, the first collection of their self-declared diagnoses
were included in the dataset. It could be argued that it would be easier to detect con-
dition users if their data contained diagnoses information. However, as introduced
in the Research Design (Section 3.3), it is the extracted language patterns and inten-
sity measures of emotions expressed through these tweets that serve as inputs for
machine learning algorithms to learn and predict. Therefore, diagnoses information
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from these tweets was not extracted or used for learning and predicting but rather
the emotions they express, which would differ among users according to their state
of mind. For the control group, on the other hand, these emotions can be expressed
through a number topics, including descriptions of daily tasks, family events, opin-
ion on news and politics, academic research, or interpretation of books, movies, mu-
sic and artworks. The work of Yates, Cohan, and Goharian (2017) showed that de-
pression and self-harm risk could be accurately detected solely from one’s language
patterns extracted from non-mental health subreddit posts for both the condition
and control groups. This shows that the variety of topics covered in users tweets,
not only for the control group but also likely for the condition groups, could be con-
sidered as the carrier of users characteristics such as writing style, posting patterns,
and emotional states. Hence, topics should not be filtered or separated, besides, re-
moving certain users by what they talk about is more likely to introduce bias than
eliminating noise. However, with the uncertainty of user posting behaviours and the
wide variety of ways Twitter is used, it is crucial to recognise that the condition and
control groups may not be wholly representative samples of the target population.
4.5 Summary
This chapter presents the data collection process from the Twitter platform, focusing
specifically on the well-known approach of matching cues of self-declared diagno-
sis. Through qualitative analysis, results showed that the recency of self-declared
diagnoses was hard to determine, and depending on public perception on specific
disorders, the authenticity of declared diagnoses of certain conditions (such as SAD)
was greatly impacted, which are likely to influence the quality of the dataset for
this study negatively. The presented analysis provides a deeper understanding of
Twitter data regarding how and why online users disclose their mental health con-
ditions. Hence, quantitative approaches for cleaning and preprocessing of the data
are further introduced. Experiments and results presented in this chapter provide
a general guide for researchers on the discovery of possible noises (for this specific
data collection approach), their impact on further model development, and ways to
remove them. The datasets produced in this chapter were further used for the fea-
ture development and extraction process, which is introduced in the next chapter.
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Chapter 5
Feature Development and Machine
Prediction Results
In the Research Design, the prediction model pipeline and feature development
methods are introduced. It is highlighted that the main focus of mental disorder de-
tection and prediction oriented research is the development of predictive features,
which aims to capture one’s mental states to the maximum. Through the exploration
of psychology and computational linguistics literature, it is discussed that the cate-
gorical emotion model of Ekman (1977) and EMOTIVE ontology (Sykora et al., 2013)
fit the best for this study. Therefore, in this chapter, detailed feature development ap-
proaches are introduced, experimented, and evaluated.
5.1 Tweeting Patterns of Users
The datasets are first examined by extracting the posting patterns of users from the
condition and the control groups.
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FIGURE 5.1: Mean number of tweets posted throughout the day for the condition
and the control groups.
Figure 5.1 displays the daily posting distribution measured as the average num-
ber of tweets per hour (in local time) over the entire duration of the collection of
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users’ past tweets from each group respectively. Tweets collected through API calls
are returned in Coordinated Universal Time (UTC), which is stored in the “cre-
ated_at” attribute. Thus, timezone information was collected from Twitter users
and used to convert tweet timestamps to the local time according to users’ profile
location. The Python package pytz1 was employed for this task, and daylight sav-
ing time was handled using the normalize() function. Note that there might be users
whose profile timezone and actual timezone do not match, in this case, the geo-
location tag of individual tweets perhaps is more accurate. However, geo-location
tags were found to be extremely rare in the dataset, thus, converting timestamps
based on the timezone information provided by Twitter users on their profiles seems
to be the best option. In cases, when the user profile information or the time zone
was not available, the user was not included for generating this graph.
In general, users in all groups show an increase in tweet volume from 5 am to
10 pm, and a decrease after 10 pm, which aligns with the daily activity pattern of
the general public. From 3 am to 5 am, the average number of tweets reaches the
lowest for all groups when people are most likely to be in sleep. Evenings and early
nights show peaks, indicating that people tend to tweet more at the end of the day
after finishing work or school. Although with similar patterns, it can be observed
that all condition groups show higher peaks in the evening (from 6 pm to 3 am),
and a lower tweet volume during the day (4 am to 1 pm) compared to the control
group. This suggests that users who have bipolar disorder, depression, PTSD, or
SAD tend to have more night-time online activities and postings and fewer activities
in the mornings and early afternoons. Except for the SAD group, the tweet volumes
of all condition and control groups are around the same level from 1 pm to 5 pm.
While the highest tweet volumes of all groups occur around 10 pm, the time where
the lowest tweets volumes take place varies. For the control group, the averaged
tweet volume reaches its lowest at 3 am, for the depression and PTSD group, the
lowest points are 5 am, and for the SAD group, 5 to 6 am. It can be assumed that
the time when the lowest tweet volumes occur for each group indicates it is the
average time or normal hour of rest and sleep for the users in the group. Hence
regardless of the tweets volumes, these patterns suggest that users in the condition
groups go to sleep at least 2 hours later than users in the control group, which is
possibly caused by insomnia or hypersomnia, poor sleeping hygiene, or wake-ups
in the middle of the night. Having difficulty sleep and odd sleeping patterns is
known to be one of the symptoms of poor mental health (APA, 2013). The variances
of the four condition groups are also higher compared to the control group, with the
SAD group having the most dramatic change throughout the day. These patterns,
especially of the depression group, conform with the diurnal patterns of posting
presented in (De Choudhury et al., 2013).
The average tweeting volumes in a week and a year are also examined (Fig-
ure 5.2). However, these patterns seem not as meaningful as the diurnal patterns.
1http://pytz.sourceforge.net/
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FIGURE 5.2: Mean number of tweets posted per weekday (a) and per month (b) for
the condition and the control groups.
As shown in Figure 5.2a, the average tweeting volume of the control group peaks
on Sunday and Monday followed by a steady decrease from Tuesday to Saturday,
while users in the condition groups tend to tweet more in the midweek (Wednesday)
and less during the weekend. Across all groups, the lower tweeting volumes on Fri-
day and Saturday, indicating some kinds of activities for either social or relaxation
purpose after working days. The PTSD group shows the most decrease in tweet-
ing volumes on weekends. These patterns could suggest that Twitter users tend to
tweet less when they are relaxed (weekends) and more when under stress, while the
most stressful day of the week for control users is Monday, for users in all condition
groups it is Wednesday. Figure 5.2b displays the average number of tweets posted
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per month in a year, with tweeting volumes of all groups peak in January or Febru-
ary. This pattern, however, reflects the time point when the data collection process
was performed. Depending on the frequency and length of tweeting histories of
users, hence, the datasets collected for this study covers most past tweets right be-
fore when the self-declared diagnosis tweets were made, and the less, the further
back from the data collection time point. Therefore, the peak in February and high
tweet volumes in January and December is caused by the fact that the majority of
tweets in the dataset were posted in early 2017 and late 2016.
5.2 Fine-grained Emotions
This section aims to investigate the effectiveness of emotion-based features for iden-
tifying mental health conditions from Twitter. Emotions are an essential element of
human nature. Thus they have been widely studied in many research areas such as
neuroscience, psychology and behavioural sciences (Canales and Martínez-Barco,
2014). According to cognitive theories of emotion, cognitive appraisals determine if
emotion is experienced and which emotion is experienced (Lazarus and Folkman,
1984). Emotions are therefore seen as a response to a specific situation (internal
or external) or as a person-situation transaction (Lazarus, 1991; Scherer, Scherer,
and Ekman, 1984). Besides, the Differential Emotions theory (Izard, 1997) suggests
that emotions are motivational and organise perception, cognition and behaviour, to
help us adapt and cope with the environment. Discrete emotions, therefore, serve
us with biological functions. For example, fear functions to solve the problem of im-
mediate danger by urging us to flee (Spoor and Kelly, 2004), and sadness facilitates
the adaptation to loss (Lazarus, 1991). Emotions, therefore, have consequences on
health. Studies have demonstrated that higher positive emotion is associated with
increased life satisfaction and a longer life span, and higher negative emotion is as-
sociated with increased mortality and morbidity (Consedine and Moskowitz, 2007).
Although positive emotions are common in those who are bipolar, these emotions
are abnormally intense, and intensity of emotion seems to be an important aspect
that influences mental health (Larsen and Diener, 1987). Intense negative emotions
are not only experienced in many mental health conditions including PTSD and de-
pression, giving rise to feelings of being “out of control”, but can also lead to the de-
velopment of these conditions (Scheff, 2011). In many cases of depression, when in-
tense negative emotions occur, there is numbing of these emotions, especially grief,
fear, anger and shame (ibid.). Numbing leads to a build-up of emotional tension,
which, in turn, can lead to even intense emotions (ibid.). In particular, numerous
psychological studies examined the correlation between emotions, eating disorders,
and other health issues. More recently, psychologists have also been exploring such
signals from social media (Coppersmith, Dredze, and Harman, 2014). However,
emotion-based features have not yet been considered nor incorporated in the analy-
sis of mental health-related social media datasets. Therefore, this study proposes to
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employ fine-grained emotions in the task of prediction mental disorder.
5.2.1 Detecting and Measuring Emotions
To portrait a complete emotional profile of individuals, the measures of eight well
recognised basic emotions are considered. Among these emotions, Anger, Disgust,
Fear, Happiness, Sadness and Surprise, also known as Ekman’s basic emotions (Ekman
and Davidson, 1994), shame, which was tentatively included into the list of basic
primary emotions, in Ekman’s later work based on emerging evidence (Ekman and
Cordaro, 2011), and Confusion. Although confusion has traits that are often asso-
ciated with emotions (e.g. specific distinct facial expressions), it is nevertheless, in
the emotion research literature, mostly considered to be a state rather than an emo-
tion, similar to concentration or worry (Rozin and Cohen, 2003). Nonetheless, Rozin
and Cohen (ibid.) pointed out that given its clear negative valence, confusion could
arguably be considered as an emotional affect, although it is perhaps under more
voluntary control than the standard emotions. They (in the same context) further
suggested that confusion was very common and almost unstudied. Given the high
frequency of confusion expression and the potential discriminatory value to general
emotional well-being, Confusion was therefore included in this study, along with the
seven other basic emotions. In addition to the eight emotions, Emotion Overall Score,
which is a sum of strength scores of all emotions, was also included as a measure of
overall emotionality (i.e. emotion activation).
To detect and measure these fine-grained emotions from individuals’ tweets, we
employed the EMOTIVE system, an ontology (semantic model) based advanced sen-
timent algorithm, developed by Sykora et al. (2013). It is a map of emotion-related
words and phrases including a set of intensifiers, conjunctions, negators, interjec-
tions, and linguistic analysis rules, i.e. EMOTIVE ontology. This ontology, therefore,
allows a more vibrant semantic representation than the traditional lexicon and dis-
covers emotions with their expression intensities as strength scores. The system first
parses the text and classifies part-of-speech tags through a Natural Language Pro-
cessing pipeline. Emotion related expressions are then matched by comparing the
parsed words against the EMOTIVE ontology. A strength score is produced by accu-
mulating the intensity measures of matched intensifiers for each detected emotion
expression. Moreover, a strength score of zero is given to the rest of the emotions in-
dicating there is no expression intensity of the emotion, meaning the emotion is not
expressed in the text content. The EMOTIVE system was evaluated and compared
against other benchmarks in the work of Sykora et al. (ibid.), in which it showed
a 0.962 f-measure in detecting emotions from Twitter posts. Although this level of
accuracy might not be achieved in the mental health research domain, the ability of
EMOTIVE ontology in detecting and measuring emotions from Twitter data still it a
highly suitable tool for this study.
After the detection and measuring process, the emotion sensor (EMOTIVE on-
tology) produces a list of emotion strength scores from each of the collected tweets,
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creating 9 emotion expression measurements as described earlier. For each emotion,
an average expression intensity of a user was calculated as S = ∑
n
i=1 Si
n where n is the
number of collected past tweets of a user, and Si is the strength score of the expres-
sion calculated from the ith tweet. Hence, for each user an emotion feature vector
with nice entries was generated, i.e. Emotion Overall Score, Anger, Disgust, Fear, Hap-
piness, Sadness, Surprise, Shame, Confusion. The resulting emotion feature vectors of
all users consequently formed the emotion feature set, which is referred to as EMO
for the rest of this thesis.
5.2.2 Characteristics of Emotions
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FIGURE 5.3: Emotion Volume and Intensity Distributions across the condition and
control groups. (Note that the light and dark bars of the same colour represent the
same group, due to space constraint, dark bars are plotted on the same position of
light bars of the same group.)
Figure 5.3 displays the distribution of the eight basic emotions with two types
of measures, each of the condition and control groups is represented by a different
colour with the light shade of each colour representing non-Re-Tweets (non-RT) and
the dark shade representing Re-Tweets (RT) plotted in front of it. The average ratio of
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tweets containing each emotion in all history tweets (in collection) for users in each
group is presented in Figure 5.3a, while the average intensity of emotion expressed
through these tweets is displayed in Figure 5.3b, note that it is possible for a single
tweet to contain expressions of multiple emotions. From Figure 5.3a, we can see that
tweets containing emotion expressions are overall very sparse, with the majority of
these tweets expressing Happiness (on average 4.5%) and Sadness (on average 2.5%).
For both the volume and intensity, emotions are expressed more through non-RT
than RT, and the intensity of emotion expressions in non-RT is substantially greater
compared to RT for all emotions. This suggests that online users tend to show emo-
tion more often and more intensely when creating their own contents than sharing
contents posted by others. In terms of differences across the five groups, it can be
observed that control users express emotions more (both in volume and intensity)
through RT (the dark shade) than users in the Condition groups, especially for Hap-
piness and Surprise. A possible explanation may be that users without mental health
conditions tend to emphasise and pay more attention to others’ opinions, feeling,
and activities in tweets, while users in the condition groups are more self-centred
when expressing emotions. All conditions show higher tweet volumes than control
(Figure 5.3a) on negative emotions (i.e. Anger, Confusion, Disgust, Sadness), while stay
around the same volume for positive emotions (i.e. Happiness, Surprise). This pattern
replicated previous findings that for depressed individuals, significant increases are
expected in negative emotions compared to control users, while no significant dif-
ferences in positive emotions (Park, Cha, and Cha, 2012; Chung and Pennebaker,
2007; De Choudhury et al., 2013). A similar pattern can be seen for the intensity of
emotion expressions (Figure 5.3b), all conditions show higher expression intensity
for both the positive and negative emotions, which indicates that individuals with
mental disorders are more emotional and tend to express emotions more strongly
compared to people without any mental health conditions. As the most commonly
known indicator of mental disorders (APA, 2013), Sadness expressions of all con-
dition groups are substantially more frequent (higher volume) and intense (higher
intensity) compared to the control group. Users in the PTSD group show the high-
est amount of Confusion, Fear, Shame, and Surprise, both in terms of volume and
intensity, and the bipolar disorder group shows the highest amount of Anger, Sad-
ness, and Disgust. In contrast, the “happiest” condition in the dataset of this study
is SAD. However, it cannot be disregarded that these Happiness expressions might
be sarcasm or self-mockery, considering how online users trivialise and laugh about
this particular condition.
To analyse the relationship between the proposed emotion features and the two
replicated (i.e. the LIWC and POF) feature sets, Pearson’s statistical correlations
were extracted separately from each of the control and condition groups, as pre-
sented in Figure 5.4 and Figure 5.5 to 5.8. Each number from 1 to 27 along the two
axes represents one of the overall 27 features from the three feature sets, as shown
in Table 5.1. As can be referred to the colour bar, the blue tiles indicate a positive
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FIGURE 5.4: Feature correlation matrix for the control group.
Inx Feature Inx Feature
1 LIWC.Pro1 2 LIWC.Pro2
3 LIWC.Pro3 4 LIWC.posemo
5 LIWC.negemo 6 LIWC.anxiety
7 LIWC.anger 8 LIWC.swear
9 POF.tweet rate (daily) 10 POF.mention proportion
11 POF mention count 12 POF.self-mention count
13 POF unique-mention count 14 POF.frequent-mention count
15 POF.insomnia proportion. 16 exercise propn.
17 POF.positive sentiment proportion. 18 POF.negative sentiment proportion
19 EMO.Overall.score 20 EMO.Anger
21 EMO.Confusion 22 EMO.Disgust
23 EMO.Fear 24 EMO.Happiness
25 EMO.Sadness 26 EMO.Shame
27 EMO.Surprise
TABLE 5.1: Feature reference
correlation while the red tiles indicate a negative correlation between two features,
the shade of the colours indicate the strength of the correlations from 100% positive
to 100% negative as shown beside each correlation matrix.
Except for SAD (Figure 5.8), positive emotions (posemo) positively correlated with
positive sentiment (positive sentiment.proportion); and with Happiness. For all con-
ditions, negative sentiment (negative sentiment.proportion) positively correlated with
negative emotions (negemo). Both of these negative features positively correlated
with LIWC.anger and swear; and negative emotions (negemo) also positively corre-
lated with anxiety, Disgust and Fear. Fear also appeared to have a positive correlation
with anxiety but the relationship was stronger for the controls than for the mental
health conditions. Overall, the POF features show little correlations with features
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FIGURE 5.5: Feature correlation matrix for the bipolar disorder group.
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FIGURE 5.6: Feature correlation matrix for the depression group.
from the other two feature sets, while the LIWC and EMO features can be observed
to have notable correlations among each other. These correlations indicate that the
relationships of various emotions and sentiments are consistent among users who
do or do not suffer from a mental health condition.
However, there are a number of differences between the mental health condi-
tions and the controls. For example, Surprise negatively correlated with a number
of negative emotions (e.g. EMO.Anger), and positively correlated with Happiness
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FIGURE 5.7: Feature correlation matrix for the PTSD group.
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FIGURE 5.8: Feature correlation matrix for the SAD group.
across the four mental health conditions. There were no significant correlations be-
tween Surprise and other features for the controls. Whilst, first person pronouns
“I” and “we” (Pro1) positively correlated with a number of negative and positive
emotion features such as negative (negative sentiment proportion) and positive sen-
timent (positive sentiment.proportion), swear and LIWC.anger across all conditions; it
only positively correlated with Sadness for the condition groups and with insomnia
for SAD. Furthermore, Pro1 negatively correlated with the proportion, frequency
and/or counts of mentions for those with a mental health condition, but not for the
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controls. These results suggest that users who suffer from mental disorders are less
likely to talk about themselves, but when they do, they are more likely to use words
that indicate negative emotions. However, there are few significant correlations be-
tween mentions and negative emotions which may reflect the numbing of emotions
Scheff (2011). Perhaps a further insight into the dialogue structure is required, be-
yond simple emotion feature analysis.
Despite SAD being considered as a specifier for major depression or bipolar
(APA, 2013), there were a number of dissimilarities between SAD and these mental
health conditions specifically and with all groups generally. This may reflect dif-
ferences in the language used by the SAD group to refer to contexts and emotions,
maybe also possible differences in the symptoms of SAD (Harrison, 2004). These
dissimilarities between SAD and the other groups are consistent with the results
of other social media research while using Twitter data (Coppersmith, Dredze, and
Harman, 2014).
5.2.3 Predicting with Emotions
In order to explore the ability to identify users with a mental health condition from
the control users while using different feature sets and their combination, a binary
log-linear (LR) classifier is first trained for separating each condition against the
control performing with leave-one-out cross-validation as conducted in the work
of Coppersmith, Dredze, and Harman (ibid.). Note that the combination of feature
sets was made by concatenating the feature vectors from each set for every user. Z-
score normalisation (z = x−µσ ) was applied on all features before the training and
classification process, and hyper-parameters of LR classifiers were tuned for each
classification task using grid-search CV (Pedregosa et al., 2011). These preprocess-
ing steps allowed the proposed prediction model to achieve very high classification
accuracy, including the replication of the LIWC and POF feature sets, which are
much higher than reported in the original paper (Coppersmith, Dredze, and Har-
man, 2014). This made the replication invalid, and not comparable, which can be
explained by the differences between datasets, feature normalisation, or classifier
tuning methods, which could potentially cause overfitting. Furthermore, the data
prepossessing steps were not described in the original paper (ibid.). Without per-
forming feature normalisation or classifier tuning, however, an average precision
of 0.64 was obtained from the prediction performance on all four conditions of the
same classification tasks. These results reached a similar level of the results (avg. 0.6
with false alarm rate of 10%), the ROC curves produced when using the LIWC, and
POF feature sets also aligned with the figures reported in the work of Coppersmith,
Dredze, and Harman (ibid.). Hence, feature normalisation and parameter tuning
steps were discarded for the following and later experiments, to avoid overfitting
and for a fair comparison of the proposed approach to the literature. The receiver op-
erating characteristic (ROC) curves, shown in Figure 5.9, and accordance evaluation
measures, shown in Table 5.2, display the performance of each binary classification
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FIGURE 5.9: Receiver Operating Characteristic (ROC) curves and under curve areas
of the prediction of condition or non-condition of users, with the log-linear (LR)
classifier, compared across feature sets for each disorder. Each curve represent a
model performing with a particular condition prediction task. Chance performance
is indicated by the dotted diagonal line.
task for predicting condition or non-condition classes of users while using different
feature sets. Measures of classification performance include accuracy of leave-one-
out cross-validation with the log-linear classifier, precision, recall, f-score, and the
area under the ROC curve (AUC). For the definition of these evaluation measures,
please see Section 3.3.5 Evaluation Methods. As can be observed, when using a
single feature set, classifiers with the EMO feature set show better performance than
with either the LIWC or the POF feature set. For all four conditions, the classification
performance of the POF and LIWC feature sets are improved when combined with
the EMO feature set. For the bipolar disorder and depression, the best performance
is achieved when the EMO and LIWC feature sets are combined, while for PTSD and
SAD, the best performance is achieved when employing all three feature sets. These
results suggest that the emotion-based features provide information from a more ab-
stract emotional aspect and more relevant compared to the LIWC and POF, which
can efficiently reveal differences between users who suffer from a mental disorder
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Bipolar vs Control
Feature Set Accuracy Precision Recall F-Score AUC
LIWC 68.26% 0.683 0.683 0.683 73.66%
POF 64.27% 0.643 0.645 0.644 70.71%
EMO 82.99% 0.829 0.829 0.829 89.72%
LIWC+POF 70.54% 0.706 0.705 0.705 76.95%
LIWC+EMO 84.02% 0.840 0.840 0.840 91.68%
POF+EMO 80.94% 0.809 0.809 0.809 89.43%
ALL 84.48% 0.846 0.844 0.845 90.76%
Depression vs Control
Feature Set Accuracy Precision Recall F-Score AUC
LIWC 67.01% 0.670 0.670 0.670 74.78%
POF 66.24% 0.663 0.662 0.662 73.29%
EMO 86.41% 0.864 0.864 0.864 92.85%
LIWC+POF 70.43% 0.704 0.704 0.704 77.47%
LIWC+EMO 86.07% 0.861 0.861 0.861 93.71%
POF+EMO 86.15% 0.862 0.862 0.862 92.86%
ALL 85.73% 0.857 0.857 0.857 92.60%
PTSD vs Control
Feature Set Accuracy Precision Recall F-Score AUC
LIWC 64.15% 0.642 0.642 0.641 69.81%
POF 56.61% 0.566 0.566 0.566 62.36%
EMO 83.77% 0.838 0.837 0.838 91.05%
LIWC+POF 68.13% 0.681 0.681 0.681 73.47%
LIWC+EMO 84.72% 0.848 0.847 0.847 91.92%
POF+EMO 84.53% 0.846 0.845 0.845 91.54%
ALL 86.79% 0.868 0.868 0.868 94.00%
SAD vs Control
Feature Set Accuracy Precision Recall F-Score AUC
LIWC 68.54% 0.686 0.685 0.684 71.85%
POF 67.85% 0.680 0.679 0.678 73.19%
EMO 82.74% 0.830 0.827 0.827 88.86%
LIWC+POF 72.62% 0.726 0.726 0.726 79.02%
LIWC+EMO 88.10% 0.882 0.881 0.881 95.78%
POF+EMO 89.29% 0.894 0.893 0.893 95.08%
ALL 91.07% 0.912 0.911 0.911 97.24%
TABLE 5.2: Model performances using various feature sets for predicting condi-
tion or non-condition classes of users, using the log-linear (LR) classifier. Measures
include classification accuracy of leave-one-out cross validation, precision, recall,
f-score, and the area under curve (AUC).
and users who do not.
The same binary classification tasks are then conducted with additional four
commonly used classifiers (as introduced in Section 3.3 Research Design), which
are the Support Vector Machines (SVM), Naive Bayes (NB), Decision Trees (DT), and
Random Forest (RF). This experiment aimed to explore the effect of different types of
classifiers in the prediction accuracy of identifying users with mental disorders from
the control, which also helps to choose learning algorithms for later experiments.
The averaged classification accuracies while using each of the seven different fea-
ture sets were calculated (a) across classifiers and (b) across conditions, as shown in
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FIGURE 5.10: Averaged classification accuracy.
Figure 5.10. As can be inferred from Figure 5.10a, overall, the best performance is
achieved by the SVM and the RF classifiers. All classifiers show the same trend in
classification accuracy when incorporating different feature sets, except for the POF
feature set. The inconsistency of performance among classifiers when using the POF
feature set could indicate that this set of features is not linearly separable since the
two non-linear classifiers (DT, RF) showed notably better performance on this fea-
ture set than the linear classifiers (SVM, LR, NB). One possible way to build a more
robust classifier for all feature sets could be to leverage the best performing classifier
for each feature set and aggregate their decisions (Opitz and Maclin, 1999).
The averaged performances for each condition is displayed in Figure 5.10b, where
the same trend of classification accuracy can be observed over different feature sets.
The PTSD group seems to be less sensitive to the EMO feature set compared to the
other three condition groups. The POF feature set alone appears to be less effective
for the bipolar and the depression groups (can also be referred in Table 5.2), which
indicates that pattern of life measurements are the least relevant features to these
two conditions. In other words, the differences in POF features between the bipolar
or depression and control groups are less significant. However, there is always a
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considerable increase in prediction accuracy, for all conditions, when a feature set is
combined with the POF feature set. On average, using the EMO feature set alone
achieved better prediction accuracy than using the LIWC and POF feature set com-
bined. For the SAD group, the prediction model using the EMO feature set achieved
the second-best performance, and for all condition groups, the best performance is
reached when employing all three feature sets. Higher steady classification accuracy
achieved by the SAD group could be explained by the less noise (false self-reported
diagnosis tweets) contained in the dataset for this group due to its manual data col-
lection method, which highlights the importance of data quality when employing
machine learning approaches.
In summary, the high classification accuracy achieved by leveraging emotion-
based features shows that emotion expressions in tweets encode critical information
about the mental states of Twitter users. This experiment demonstrates and confirms
the relevance of the LIWC language features and pattern of life (POF) measurements
for separating users with self-declared mental disorder diagnosis from the control
users, for respectively the bipolar disorder, depression, PTSD and SAD, using the
log-linear (LR) classifier (Coppersmith, Dredze, and Harman, 2014). Overall, The
best performance is achieved when the emotion-based features (EMO), linguistic
features (LIWC) and pattern of life (POF) measurements are combined. Without pre-
processing steps, the EMO feature set still outperforms the LIWC and POF feature
sets, thus proves that the emotion measures hold advantages in capturing psycho-
logical states of Twitter users. For the task of identifying mental health conditions,
choosing suitable classification models for different feature sets (e.g. using the DT
and RF classifiers for POF features) and suitable feature sets for different conditions
(e.g. using the EMO features for bipolar and depression) can improve the classifica-
tion accuracy. Nonetheless, the main focus of this study is the development of fea-
tures in order to improve the predictive power and effectiveness when using these
features for mental disorder prediction. Hence, the following experiments are con-
ducted using only the two best performing classifiers, which are the SVM and RF,
considering that the RF is a non-linear classifier while the SVM is linear.
For further development, using emotion sensor to map the linguistics of emo-
tional features over time could help identify how mental health conditions fluctuate
or change, and the context in which the emotions are generated. These emotion-
based features could also be used to identify patterns of rumination (being preoccu-
pied with the same situation giving rise to negative emotions) that typically occurs in
depression. Emotion measures on social media could be a useful tool for examining
the impact of interventions in how they change cognition which in turn impact the
generation and experience of negative emotions. For example, the most successful
current depression treatment, cognitive-behavioural therapy (Beck, 1967), proposes
that changes in cognition will lead to improvement of other symptoms of the disor-
der, including negative emotions. Hence, emotion detection systems could also be
used as a part of an intervention. In therapeutic interventions, a key goal is for those
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with a mental health condition to become aware of their emotions (Greenberg and
Pascual-Leone, 2006). Increased emotional awareness is considered to be therapeutic
as individuals are helped to make sense of what their emotion is telling them and to
identify the goal, need, or concern that it is organising them to attain (ibid.). Online
emotion surveillance, therefore, might be an innovative way to work with clients on
how they express emotions through their usage of social media, which opens great
potential for Internet mental health research.
5.3 Temporal Factors for Mental Health Prediction
Existing knowledge (Nelson et al., 2017; APA, 2013) have shown that temporal in-
formation is indispensable in the assessment as well as the detection of ongoing
fluctuations in behavioural and emotional symptoms, which might reveal crucial
insights of one’s psychological states, disorders or suicide risks (McGorry and Van
Os, 2013). Emotions, behaviour, and cognitions are shown to waver in a matter of
minutes when interacting with the environment (Ockenburg et al., 2015; Os, 2013),
meaning that individuals might react to and feel about the same environment dif-
ferently at different times, although people tend to feel and behave in specific ways.
These shifts in behaviours, emotions, cognition, and physical symptoms thus deter-
mine the present-moment psychological state of individuals (Os, 2013). To capture
the temporal information carried by emotion features over time, a time series is con-
structed from each emotion variable of individuals’ past tweets, and the temporal
features from these series are extracted using a number of statistic analysis.
5.3.1 Quantifying the Temporal Dimension of Emotions
As illustrated in Figures 5.11, for each user, tweets from the same day were first gath-
ered as one tweet document. Nine emotion strength scores (i.e., eight emotions and
one overall emotion score) were then extracted from of these tweet document with a
timestamp assigned to each emotion measure as the posting date of the tweet, from
which the emotion measures were extracted. With emotion scores and associated
timestamps, a sequence of measurements as a signal over time was generated for
each emotion expression. These sequences were then used to create nine emotion
time series (i.e. Emotion Overall Score, Anger, Disgust, Fear, Happiness, Sadness, Sur-
prise, Shame, Confusion) for every user. Using one day as the time unit allowed the
accumulation of expression strength scores of the same date and thus capturing a
more continuous signal. Since not every user tweet every day, not every tweet ex-
press emotions, using one day as the unit of the emotion time series is more suitable
than using the actual tweet time. A score of zero was assigned to the date when no
tweet was found, or when no emotion expression was detected. Time series anal-
ysis were further applied on the emotion time series and a selection of descriptive
statistics was calculated to develop the temporal feature set of emotions.
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FIGURE 5.11: Temporal feature extraction process for one Twitter user.
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Given an emotion time series X1, X2, . . . , Xn, the selection of temporal measures
are defined as follows:
• Mean: the average measure of a time series signal over the entire period of
analysis. This measure aims to capture the averaged expression intensity of
an emotion expressed over time. A higher mean value of an emotion series
indicates an overall higher expression intensity of the emotion.
M =
1
n
n
∑
t=1
Xt
• Standard Deviation: measures the variation of a time series signal. It aims to
capture the variation of an emotion expression and measures how far the level
intensity spread out of an emotion expressed over time. A higher standard de-
viation value of an emotion series indicates a higher variance and more spread
out expression intensity of the emotion.
STD =
√
1
n− 1
n
∑
t=1
(Xt − X)2
• Entropy: measures the amount of regularity and the unpredictability of fluctu-
ations over a time series signal. This measure aims to capture the randomness
of the intensity of an emotion expressed over time. A higher entropy value of
an emotion series indicates a more irregular and uncertain expression intensity
of the emotion.
EN = −
n
∑
t=1
Xt log Xt
• Mean Momentum: Momentum is the change in an m-day simple moving av-
erage (SMA) between two days, with a scale factor m+1, defined as:
MTM = (m + 1)× (SMAdayi−1 − SAMdayi)
where i ∈ [m + 1, n], and a simple moving average (SMA) is the unweighted
mean of the previous m data, given as:
SMA =
1
n
m
∑
t=1
Xt
Hence, momentum measures the changing rate of the simple moving average
of the time series signal of an m-day time window, and the mean momentum,
consequently, is the average of these rates, which measures an over all trend of
the signal, calculated as:
MTM = ∑
MTM
n− (m− 1)
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Where m = 14 (days), due to the reason that a diagnosis of major depressive
episode requires the patient to have over a two-week period in experiencing a
number of symptoms including changes in moods (i.e. emotions in our con-
text), given by APA (2013). This measure aims to capture the trending direction
of the intensity of an emotion expressed over time.. A positive mean momen-
tum value of an emotion series indicates an increasing trend of the expression
intensity of the emotion. The higher the value, the higher the trending rate of
the emotion.
• Mean Differencing: Differencing is a transformation applied to time-series
data in order to eliminate trend and seasonality. Due to the same reason, we
decided m = 14 days and calculated the second order differencing of the sim-
ple moving average of the m-day time windows to capture the emotion differ-
ences in between every two-week period, given as
DIF∗ = (SMAdayi − SMAdayi−1)− (SMAdayi−1 − SMAdayi−2)
where i ∈ [m + 2, n]. σ(DIF), hence, is the standard deviation of the trans-
formed differencing series, which measures the overall trending variation of a
time series signal. This measure aims to capture the variation of the intensity
change of an emotion expressed over time. A higher mean differencing value
of an emotion series indicates a more frequent and varied change of expression
intensity of the emotion.
Consequently, these five statistics are used as the temporal features for each emo-
tion expression, resulting a temporal emotion feature vector with 45 entries (9× 5)
for each user. These feature vectors forms the temporal emotion feature set and it
will be referred as Temporal_EMO throughout the rest of the thesis.
5.3.2 Temporal Feature Visualisation
To visualise the emotion time series, all users from the control group are first aggre-
gated to produce the mean emotion strength scores for every day in 2016. The result-
ing expression intensity distributions of the eight emotions over the year are shown
in Figure 5.12. Despite the sparsity of emotions expressed through Twitter, the figure
shows that the emotion time series has successfully identified the public emotional
response to festivals and important events that happened in 2016 as annotated on
the graph. Happiness peaks with several well-known festivals in English speaking
countries, accompanied by a decrease of Sadness. For festivals that involve giving
and receiving gifts, a raise of the Surprise signal can be observed shortly before and
or after the day, such as Valentine’s Day, Mother’s Day and Christmas. Two major
events in 2016 are captured by the emotion time series, on 23 June and 8 Novem-
ber when Brexit and the US Presidential Election took place. Both events caused a
significant increase of Sadness. Besides, peaks of Disgust can be noticed in the next
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FIGURE 5.12: Public emotions form tweets posted in 2016, generated using the
control group data.
couple days of the Brexit, while the US Election results seemed to have caused a con-
siderable raise of Fear. It is worth pointing out that the peaks of Happiness captured
around festival times could potentially be skewed due to routine post of greetings
such as “Happy Mother’s Day” and “Merry Christmas”. However, this is a common
limitation of lexicon-based emotion and sentiment classifiers, as they rely on related
words and phrases to recognise an emotion/sentiment. This does mean that similar
skewing also exists in other emotions, such as anger when swearing is a habit of par-
ticular individuals. This is also why the detection of sarcasm and irony is a heated
area in sentiment analysis (Ravi and Ravi, 2015). The emotion classifiers are only
designed to recognise related language expression and put them into the right emo-
tion category rather than to figure out the “real emotions” behind the words, which
is hard to do even for humans without further knowledge. It can be argued that all
emotions are subjective, meaning that no one can know other’s emotions for sure,
except oneself. Hence all variations of emotion detection face the same issue, which
is the lack of ground truth, and the identification of emotions is most likely always
to skew due to almost random factors. It is a limitation that should be recognised in
sentiment analysis and emotion recognition. However, the assumption here is when
expressing emotion through words, the individual is believed to be experiencing
that emotion, which can be identified with the emotion classifier.
Figure 5.13 to 5.16 present respectively the standard deviation, entropy, mean
momentum, and mean differencing of the eight discrete emotions, compared among
the condition and control groups. The whiskers outside the box represent the maxi-
mum and the minimum values of each set, while the box represents the inter-quartile
range of feature distribution, and the middle line inside the box represents the me-
dian value of the features. As displayed in Figure 5.13, Happiness and Sadness are
shown to have the largest range of variation among all emotions. For the depression
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FIGURE 5.13: Box and whiskers plot of temporal measures (standard deviation) of
emotion time series, compared among the condition and control groups.
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FIGURE 5.14: Box and whiskers plot of temporal measures (entropy) of emotion
time series, compared among the condition and control groups.
and bipolar disorder groups, a higher median can be observed for several negative
emotions, including Anger, Disgust, Fear, and Sadness. Compared to the control, the
SAD group shows a smaller range of variations on all emotions and has higher me-
dian values of Sadness and Disgust. The PTSD group shows a higher median for dis-
gust, fear and sadness. From Figure 5.14, it can be seen that the SAD group shows the
highest uncertainty while the control shows the lowest uncertainty across all emo-
tions. Additionally, all condition and control groups show the least uncertainty in
the expression of Shame. Figure 5.15 displays the distribution of mean momentum
of the emotion time series, and it can be observed that happiness and sadness are
still the most dominant features, which carry the largest range of values. The control
group shows the smallest variation in emotion the average momentum among the
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FIGURE 5.15: Box and whiskers plot of temporal measures (mean momentum) of
emotion time series, compared among the condition and control groups.
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FIGURE 5.16: Box and whiskers plot of temporal measures (mean differencing) of
emotion time series, compared among the condition and control groups.
five groups for all emotions. This indicates that emotions extracted from the con-
trol group show almost no change in expression intensity levels over time, while
the condition groups show decreased expression intensity for all emotions, which
could indicate a numbing of emotions (Scheff, 2011). Except for the SAD group, ex-
pressions of Shame seem to have little to no movement overtime for the condition
and control groups. Similar to Figure 5.15, Happiness and Sadness are still the most
dominant features shown in Figure 5.16. Overall the control group is shown to have
the lowest median values for all emotions, indicating that the control group has the
lowest frequency and intensity in changes of emotions over time. For the condition
group, higher differencing values can be observed, especially for Happiness, Disgust,
Fear, Anger, and Sadness. Although further studies might be required to discover
the underlying causes and implications of these measures, these temporal features
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are shown to be able to capture differences in emotion patterns between the condi-
tion and control groups. Thus, they were experimented for the prediction tasks, as
described in the next section.
5.3.3 Predicting with Temporal Measures of Emotions
After the discovery that emotions carry predictive information that can reveal users’
psychological state. This section explores the temporal aspects of emotion features
and investigates whether temporal measures of emotions can provide additional in-
formation and improve the prediction model even further. The same binary classifi-
cation tasks are performed again to separate users with self-declared mental disorder
diagnosis (i.e. bipolar disorder, depression, PTSD, and SAD) from the control users
using the temporal emotion feature set (Temporal_EMO), with the two best perform-
ing linear (SVM) and non-linear (RF) classifier from the previous experiments.
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FIGURE 5.17: Receiver Operating Characteristic (ROC) curves and under curve ar-
eas of the prediction of condition or non-condition of users. Each curve represent a
model performing with a particular condition prediction task. Chance performance
is indicated by the dotted diagonal line.
The receiver operating characteristic (ROC) curves, shown in Figure 5.17, dis-
play the performance of the prediction model using the Temporal_EMO feature
set for identifying the four conditions with respectively the SVM and the RF clas-
sifier. Table 5.3 presents the accordance performance measures of each prediction
task with evaluation measures including the classification accuracy of leave-one-out
cross-validation, precision, recall, f-score, and the area under the ROC curve (AUC),
for respectively the SVM and the RF classifier. For the definition of these evaluation
measures, please see Section 3.3.5 Evaluation Methods. Overall, the RF classifier
performs better than the SVM. For both classifiers, the PTSD group has the low-
est prediction accuracy, as suggested in the previous section that the PTSD group
is the least sensitive to emotion-based features. The best performance is achieved
on the depression group followed closely by the SAD group, which might indicate
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Support Vector Machines
Feature Set Accuracy Precision. Recall F AUC
Bipolar Disorder 83.16% 0.832 0.832 0.832 84.34%
Depression 88.21% 0.885 0.882 0.882 91.87%
PTSD 77.74% 0.787 0.777 0.776 82.19%
SAD 86.31% 0.864 0.863 0.863 88.86%
Random Forests
Feature Set Accuracy Precision. Recall F AUC
Bipolar Disorder 86.64% 0.867 0.866 0.866 87.43%
Depression 92.99% 0.931 0.930 0.930 93.44%
PTSD 80.96% 0.810 0.810 0.810 81.72%
SAD 89.29% 0.896 0.893 0.893 91.38%
TABLE 5.3: Performance of prediction task of conditions using the temporal emo-
tion measures (Temporal_EMO feature set), evaluated through leave-one-out cross-
validation, with measures including classification accuracy, precision, recall, and
AUC.
that the depression and SAD have more distinctive emotional changes compared
to the bipolar disorder and PTSD over the course of development of the condition.
For all condition groups, using the temporal feature set (Temporal_EMO) shows a
better performance than using its respective non-temporal feature set (EMO). These
improvements suggest that the temporal measures of emotions can capture more
information in addition to the average intensities of emotions and that time series
analysis and temporal measures of emotions over time can improve the effective-
ness of emotion features on this prediction task.
This work implements time-series analysis on fine-grained emotions for the de-
tection of particular mental disorders on social media. It demonstrates the potential
of using not only discrete emotions as features but also their temporal measurements
for predicting mental health conditions in individuals. By employing a variety of
temporal features of emotions over time, the prediction accuracy improved further
and achieved an average prediction accuracy of 86.68% using the temporal features
(Temporal_EMO), outperforming the prediction model with the EMO feature set by
2.7%. The improvement in performance confirms that additional information was
captured by analysing emotions measured over time and helped distinguish the con-
dition and control users more accurately. After learning the traces and patterns of
these predictive features, the trained prediction models can hopefully be applied for
detecting Twitter users who suffer from or at risk of the target condition but choose
not to talk about it online. However, more training, testing data and in-depth evalu-
ation are required before any experimentation in real life. The demonstrated analysis
of fine-grained emotions and the dynamics of their temporal variables show predic-
tive power and provide a road map for future work in mental health research on
social media. However, there is still significant work required to discover the value
and meaning of these emotions and their temporal features in terms of psychological
understanding and intervention.
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To extend this work, it would be of great interest to measure other types of fea-
tures over time, such as the pattern of life, online social activities, and network size
and density to capture more meaningful patterns that can provide more detailed
insights into various types of mental disorders from social media. However, the
data required to develop these features is challenging and time-consuming to collect
without the support of social media platforms.
5.4 Summary
This chapter focuses on the feature engineering process, where the analysis of eight
basic discrete emotions is presented, as features from the tweeting history of each
user and employed for the prediction models for mental health conditions. Fea-
ture characteristics are first presented for all conditions against the control group
to investigate the relationships between emotions and mental health conditions and
explore the ability of emotion indicators in capturing predictive cues. Five most
commonly used machine learning classifiers are experimented and evaluated to in-
vestigate the effectiveness of emotion based features for mental health prediction,
and the result shows that emotion-based features outperform (by avg. 13%) lin-
guistic features generated through LIWC and activity based features (pattern of life)
across all classifiers and conditions. Next, to assess the impact of temporal measures
and patterns of known mental health condition indicators, a time series based anal-
ysis is applied on the emotion-based features and generated five temporal measures
for each emotion, which are again employed in the task of identifying mental health
conditions. This additional temporal information is shown to improve the predic-
tion accuracy even further (by avg. 2.7%) across all four conditions. These results
confirm that additional information can be discovered by analysing emotion fea-
tures over time and the importance of temporal factors in identifying mental health
conditions. In the next chapter, the investigation of how different features contribute
to the prediction outcome and what information is learnt by the mental health pre-
diction models are described in detail.
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Chapter 6
Model Interpretation and Mental
Health Screening Model
Generally speaking, the use of machine learning techniques for data analysis can
be understood as a problem of pattern recognition (or knowledge discovery) and
data mining. Hence, it is a potentially valuable component of computer-aided sys-
tems, which enables the system to learn from new information in order to complete
a specified task. Today’s machine learning approaches are incredibly robust to real-
life conditions, and systems benefit not only from the prediction outcomes but also
the learning process. As mentioned before, such models have also been applied
in medicine. The digitisation of medical data in combination with advanced ma-
chine learning has enabled rapid generalisations of prediction models targeting a
variety of clinical questions. In real-life settings, these models are mainly employed
to generate automated approaches for diagnosis and treatment. This is because,
in contrast to conventional modelling, most machine learning models tend to only
focus on prediction, omitting the facilitation of explanation and interpretation of
the outcomes. Interpret-ability is no doubt a requirement in medical applications.
Health information has always been considered to be one of the most sensitive as-
pects of an individual (Madden et al., 2014), and its disclosure has the potential to
impact individuals on various aspects of their life (Van Der Velden and El Emam,
2013) negatively. Besides, patients, as well as health practitioners, have a strong
need to understand the aspects or features of the data that resulted in any given
diagnosis (Castelvecchi, 2016). Hence, it highlights the need for interpretability and
transparency in machine learning algorithmic design. Vellido, Martín-Guerrero, and
Lisboa (2012, p. 163) pointed out that “interpretability is a paramount quality that
machine learning methods should aim to achieve if they are to be applied in prac-
tice.” Although the process of human interpretation might not necessarily match
that of machine learning algorithms (ibid.). In physical healthcare, machine learning
models are most frequently applied for medical imaging to help physicians interpret
medical image findings and in the meanwhile reduce interpretation time (Erickson
et al., 2017). It is transforming medical diagnosis through the accomplishment of
challenging tasks, for instance CT angiography (Schoepf et al., 2007; Dundar et al.,
2008), breast cancer detection and diagnosis with mammography (Chan et al., 1995),
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and brain tumour segmentation with magnetic resonance (MR) imaging (Bauer et
al., 2013).
It has been made clear through numerous studies and promising results (intro-
duced in Chapter 2) that machine learning can be applied to address important is-
sues in mental health, such as diagnosis and clinical decision-making (Tiffin and Pa-
ton, 2018). However, “unlike physical health, machine learning approaches to men-
tal health have mainly been applied in research contexts rather than being imple-
mented in real-world settings” (ibid., p. 509). As Wongkoblap, Vadillo, and Curcin
(2017) suggested that a mechanism or framework, which explicitly provides access
to mental health services, receiving interventions, off the back of machine learning
based mental health diagnoses is required.
This chapter, therefore, first interprets machine learning models constructed for
the prediction of the four mental disorders (presented in Chapter 6), followed by
the proposal of a mental health screening model employing an ensemble learning
approach aiming to maximise diagnosis interpretation and reasoning.
Feature Definition
pro1 Percentage of the use of first-person pronouns in past tweets.
pro2 Percentage of the use of second-person pronouns in past tweets.
pro3 Percentage of the use of third-person pronouns in past tweets.
posemo Percentage of the use of positive emotion-related in past tweets.
negemo Percentage of the use of negative emotion-related in past tweets.
anger Percentage of the use of anger-related words in past tweets.
anx Percentage of the use of anxiety-related words in past tweets.
swear Percentage of the use of swear words in past tweets.
TABLE 6.1: Definitions of LIWC features
Feature Definition
tweet rate (daily) Average number of tweets per day.
mention proportion Percentage of tweets containing mention, i.e. @user_screenname.
mention counts Total number of tweets containing mention.
self-mention counts Total number of mentions of the user him/herself.
unique-mention counts Total number of unique users mentioned by the user.
frequent-mention counts Total number of users who was mentioned more than 3 times.
insomnia proportion Percentage of tweets expressing suffer of insomnia or symptoms.
exercise proportion Percentage of tweets containing exercise-related subject.
positive sentiment proportion Percentage of tweets expressing positive sentiment.
negative sentiment proportion Percentage of tweets expressing negative sentiment.
TABLE 6.2: Definitions of pattern of life (POF) features
Table 6.1 to 6.4 presents the definitions of features that would be later used
through out the rest of this chapter. Please note that this is by no means a thor-
ough explanation of what the features are and how they are produced; instead, it is
a reminder for the reader. The complete feature development process and feature
definitions can be found in the studies of Coppersmith, Dredze, and Harman (2014),
De Choudhury et al. (2013), and Pennebaker et al. (2015) and in chapter 5 of this
thesis.
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Feature Definition
Anger Emotion strength score of anger expression in past tweets.
Confusion Emotion strength score of confusion expression in past tweets.
Disgust Emotion strength score of disgust expression in past tweets.
Happiness Emotion strength score of happiness expression in past tweets.
Sadness Emotion strength score of sadness expression in past tweets.
Shame Emotion strength score of shame expression in past tweets.
Surprise Emotion strength score of surprise expression in past tweets.
Overall.score The sum of all emotion strength score.
TABLE 6.3: Definitions of EMO features
Feature Definition
_mean The mean value of an emotion time series.
_std The standard deviation value of an emotion time series.
_En The entropy value of an emotion time series.
_meanmtm The mean value of momentum of an emotion time series.
_meandiff The mean value of the second order differencing of an emotion time series.
TABLE 6.4: Definitions of temporal features of each emotion
6.1 Understanding Decisions of Prediction Models
In order to understand what features contribute to the decisions made by a predic-
tion model, the importance and impact of input features need to be understood to
provide us with underlying reasons for single diagnoses. Features generated from
a new data instance can be compared against what the prediction model learned to
provide explanations on the prediction outcome of the new instance, thus provide
relevant information to the clinician, patient, which might also help prevent further
progression or discover the cause of the disorder. Please note that the interpretations
of the prediction models are solely based on the definition of features as well as fea-
ture importance and correlation to the prediction outcome generated by the trained
prediction model. They simply represent patterns learnt by the classifiers from the
training data, which in the domain of psychology might not always make perfect
sense or in accordance with existing findings.
6.1.1 Global Interpretation of the SVM Models
To visualise features with the most contribution to the prediction of SVM predic-
tion models, feature coefficients are first obtained after an SVM model is created and
trained, using Scikit-Learn (Pedregosa et al., 2011). Figure 6.1 to 6.4 display the coef-
ficients of top features obtained from trained SVM prediction models for the predic-
tion task of each mental health condition. Note that an SVM creates a hyper-plane
that uses support vectors to maximise the distance between the two classes. The
weights (i.e., coefficients) of these features hence represent the vector coordinates
which are orthogonal to the hyper-plane and their direction indicates the predicted
class. Therefore, the absolute size of the coefficients in relation to each other can be
used to determine feature importance for the trained classification task.
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FIGURE 6.1: Top 14 features generated from the trained SVM prediction model for
the bipolar disorder group.
Figure 6.1 displays the top 7 positively and negatively contributing non-temporal
features according to the feature coefficients. In general, for the bipolar disorder,
non-temporal features such as pro3 (use of third person pronouns), anx (use of anx-
iety words), mention proportion, positive and negative sentiment proportion, emotion
Overall.Score, and Disgust show high feature coefficients with anx to be the most
significant. Among the temporal features, Shame_mean and Surprise_meanmtm con-
tribute the most to decisions made by the SVM classifier, and in general, meanmtm
(mean momentum, which is the averaged changing rate, i.e. the trend, of an emo-
tion) seem to be the most effective measure for emotions to reveal whether or not one
is at risk of having bipolar disorder. As shown in Figure 6.1a, users who suffer from
bipolar disorder more frequently mention other Twitter users (mention proportion) in
their tweets and talks more about themselves (pro1) with content expressing negative
emotions (negemo), anxiety (anx), Disgust and Anger, but talk less about others (pro3)
with low proportion of sentiment-related content (positive/negative sentiment propor-
tion), low overall emotion activation (Overall.score), which may reflect the numbing
of emotions (Scheff, 2011)), and less likely to talk about exercise (exercise proportion).
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It might seem contradictory when high levels of several negative expressions and
negative emotion-related words (negemo) and low levels of negative sentiment pro-
portion both contribute to the risk of having bipolar disorder. However, please note
that the emotion value for such as Disgust and EMO.Anger is measured as the inten-
sity of the emotion expression, the use of negative emotion words such as negemo
and LIWC.anger is measured as the proportion per text document, while the nega-
tive sentiment proportion is simply the proportion of tweets among all collected past
tweets that contain a negative sentiment. Therefore, this “contradiction” means that
users who suffer from bipolar disorder have a lower proportion of tweets containing
a negative sentiment and use of anger words, but have a higher expression intensity
of Disgust and Anger and a higher proportion of tweets used negative emotion and
anxiety related words, compared to control users. It also highlights the different ef-
fects between fine-grained emotions and general measures of positive and negative
sentiments. From Figure 6.1b, the importance of top temporal features seem to indi-
cate that users who suffer from bipolar disorder have a steady emotion expression
intensity for Disgust, Shame, Fear, Sadness, Happiness and Surprise, and very rarely
express intense Shame. Yet, with an increasing trend of overall emotion expressions
over time, the intensity of their expressions of Disgust, shame, Fear Surprise, Happiness
and Sadness seem to decrease. The experience of more intense Confusion might in-
dicate the uncertainty of moods and psychological changes. The significance to the
SVM classifier of the emotional trend (meanmtm), variance (std), and certainty (EN)
based features also seem to suggest that the patterns of emotion fluctuations, very
likely correlated to the alternations of depressive and manic episodes (Ben-Zeev,
Young, and Corrigan, 2010), and are a key factor when evaluating the risk of having
bipolar disorder.
For the depression prediction SVM model as shown in Figure 6.2, anx also has the
highest coefficient value as for the bipolar disorder, followed by pro3, LIWC.anger, in-
somnia proportion, positive and negative sentiment proportion, Overall.Score, EMO.Anger,
Disgust, Sadness, and Surprise. Different from the bipolar disorder, among all tem-
poral features, the mean expression intensity is the most contributing measure for
each emotion expression, except for Confusion. The top features displayed in Figure
6.2a, indicate that users who suffer from depression do not talk about themselves
(pro1) more but do talk about others (pro3) less, and they share more contents with
Happiness and less with Sadness. However, when depressed users do produce con-
tent containing negative emotions such as Anger, Disgust, and anxiety (anx), they
tend to use more words to express them and more intensely compared to the control
users, and use more swear words. Users with depression talk more about their poor
sleep (insomnia proportion) and less about exercise (exercise proportion), which could
be correlated to the symptoms of depression: sleep too much or little, low energy
(ibid.). Figure 6.2b shows that users with depression generally express less emo-
tions (Overall.score), but when they do they tend to express more Sadness, Disgust and
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FIGURE 6.2: Top 14 features generated from the trained SVM prediction model for
the depression group.
Fear, less Shame, and randomly express intense Happiness (indicated by its higher un-
certainty Happiness_En). Depressed users seem to have waves of Confusion but the
intensity decreases over time, indicated by its higher variance (Confusion_std) and
lower trending rate (Confusion_meandiff ) compared to control. The significance of
mean based emotion features suggest that unlike bipolar disorder, depression seems
to be a stable state due to a slow progression of certain negative emotions. These
differences in the prediction relevance of SVM models among temporal features also
show potential in distinguishing various types of mental disorder that show distinc-
tive emotional patterns over time.
The SVM prediction model trained for the PTSD group (Figure 6.3) generated
high coefficients for pro3, anx, negemo, LIWC.anger, swear, mention and positive senti-
ment proportion, Sadness, and Surprise among the non-temporal features, and a num-
ber of mean based emotion measures among the temporal features. From Figure 6.3a
it can be observed that users who suffer from PTSD tend more frequently mention
other Twitter users (mention proportion) and share more content containing positive
sentiments (positive sentiment proportion) and express more emotions (Overall.score)
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FIGURE 6.3: Top 14 features generated from the trained SVM prediction model for
the PTSD group.
and Happiness. They post less with negative sentiment (negative sentiment propor-
tion), or express Sadness and Surprise, but when they do they express more intense
Disgust, and use more words to express anxiety and negative emotions (negemo).
Users who suffer from PTSD seem to talk less about others (pro3), and usually use
less swear and anger words. Among the temporal features (see Figure 6.3b), the im-
portance of two emotions regarding PTSD, Shame and Sadness, of which 3 or more
temporal measures are significantly contributing to the decision of the SVM predic-
tion model. The combination of the high variance (Shame_std) and decreasing trend
of Shame (Shame_meanmtm) with a low trending rate (Shame_meandiff ) could indi-
cate that users who suffer from PTSD experience waves of Shame but gradually less
and less intense over time. The combination of the high average expression inten-
sity (Sadness_mean), increasing trend (Sadness_meanmtm), low variance (Sadness_std),
and low uncertainty (Sadness_En) of Sadness suggests that users with PTSD also suf-
fer from a steadily increasing level of Sadness. This particular disorder involves a
past traumatic event, which might be the reason why users with PTSD express more
Shame. With help or support, the decrease of Shame over time might indicate their
acceptance and understanding of having PTSD, which might have also contributed
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to the increased level of Sadness. In the study of Taylor (2015), shame is shown to
have a complex relationship with PTSD and interact with other emotion, which
leads to the manifestation of other negative emotions as well as comorbid condi-
tions. Hence, the recognition of shame and shame regulation strategies in PTSD
treatment and management is of critical importance (ibid.).
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FIGURE 6.4: Top 14 features generated from the trained SVM prediction model for
the SAD group.
For the SAD group , features of high coefficients are shown (in Figure 6.4) to be
pro3, negemo, anx, LIWC.anger, mention and insomnia proportion, emotion Overall.score
and Sadness among the non-temporal features. Similar to bipolar disorder meanmtm
based features important measure for emotions for SAD, also the mean intensity of
Shame. From Figure 6.4a it can be observed that users who suffer from SAD tend to
talk more about themselves (pro1) and less likely to talk about (pro3) or mention oth-
ers (mention proportion), they are less likely to suffer from insomnia (insomnia propor-
tion), Sadness, or anger (LIWC.anger), share more positive contents (positive sentiment
proportion) and user less swear words. However, SAD users do talk more about anx-
iety (anx) and negative emotions such as Disgust and Fear. Among the temporal fea-
tures (in Figure 6.4b), an increasing trend (meanmtm) of several emotions including
Anger, Surprise, Disgust, Happiness, Fear, Shame, and Sadness, in addition to an overall
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low expression intensity of Happiness, Anger, Confusion, Surprise, Shame, a decreas-
ing trend of overall emotion activation (Overall.score), and low variance of Confusion
contribute to the risk of having SAD. For this seasonal condition, the SVM prediction
model again captured and weighted more on the trending (meanmtm) based emotion
features, which shows the high relevance of emotion fluctuation patterns over time
to SAD and the capability in learning these patterns of the SVM prediction model.
Overall, some common important features for all four conditions are: 1) A higher
usage of anxiety related words anx. 2) Talking less about others (indicated through
lower values of pro2 and pro3). 3) Among the eight discrete emotions Happiness,
Sadness, Confusion, and Shame are the most frequently high-rated. 4) The most im-
portant temporal measures seem to be the average expression intensity (mean) and
the increase/decrease trend (meanmtm) of emotions. 5)The trending rate (meandiff )
matters the least for all conditions. It is worth noting that a single patient might
not have all of the machine-summarised patterns, hence, these patterns should be
treated as reference or guidelines that can provide explanations and reasons for the
outcome, rather than screening criteria, especially when the prediction model has
already provided the decisions.
6.1.2 Global Interpretation of the RF Models
There are two ways to understand and examine predictions of tree ensemble meth-
ods, such as the RF prediction model: 1) by visualising the decision path of tree es-
timations of the random forest, and 2) by accessing the feature importance values of
trained RF prediction models. As introduced previously, a random forest consists of
a large number of decision trees, where each tree is trained with randomly selected
features, therefore, to obtain a complete understanding of the decision path through
the examination of an individual tree is infeasible (Lundberg, Erion, and Lee, 2018).
Moreover, even though it is possible to visualise a single tree, the decision tree has to
limit on its depth to prevent an overwhelming number of leaf nodes and make the
path practical to follow through or be examined. Yet, this limitation causes the visu-
alised model to lack a considerable amount of information and thus far from being
explanatory. The importance values, however, are typically attributed to each input
feature and can be calculated either for a single prediction (individual/local level)
or an entire dataset (group/global level) in order to interpret the model’s behaviour
and decision paths. Obtaining feature importance for the forest (i.e., tree ensem-
bles) can be easily achieved through a number of feature attribution methods such
as gain (Leo et al., 1984), split count (Chen and Guestrin, 2016), and permutation
(Auret and Aldrich, 2011; Ishwaran, 2007; Strobl et al., 2008). Tree ensembles imple-
mented in packages such as XG-Boost (Chen and Guestrin, 2016), and Scikit-Learn
(Pedregosa et al., 2011) allow users to compute measure of feature importance. Re-
cently, Lundberg, Erion, and Lee (2018) in their work discussed the inconsistencies in
these methods and proposed that the SHAP value is the only consistent and locally
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accurate feature attributions. SHAP (SHapley Additive exPlanation) values (Lund-
berg and Lee, 2017) are based on a unification of ideas from game theory (Štrumbelj
and Kononenko, 2014) and local explanations (Ribeiro, Singh, and Guestrin, 2016c).
It reflects the true importance of each feature to the prediction model and allows
the interpretation of the range and distribution of impacts that a feature has on the
model’s output, as well as how the feature’s value is related to its impact (Lundberg,
Erion, and Lee, 2018). As measured by user studies, SHAP values are demonstrated
to be better aligned with human intuition and more effectually discriminate among
model output classes than other existing methods. Hence for this section, both the
traditional attributions (computed using Scikit-Learn1) and the SHAP values (com-
puted using SHAP2) are incorporated to generate and visualise feature importance
of for the trained RF model to provide a more complete and accurate interpretation
for prediction outcomes of bipolar disorder, depression, PTSD, SAD groups, respec-
tively.
As presented in Figure 6.5, for non-temporal features, pro1, pro3, negemo, Disgust,
Fear, Sadness and Shame show more significance than other features. Among the
temporal features, Disgust, Fear, Happiness, Sadness, and Shame have slightly higher
importance values than other emotions, and like the SVM prediction model for the
bipolar group, meanmtm of each emotion show high importance values and the un-
certainty En consistently show lower importance for all emotions. Referring to the
feature importance produced through the SHAP values, in Figure 6.6, input features
of the RF prediction models are sorted by their global impact with the top 20 fea-
tures being presented in the graph. The horizontally plotted dots for each feature
represent the SHAP values (as shown on the x-axis) of data instances in the training
set, and the colour of each dot represents the values of that feature from low (blue)
to high (red) as illustrated on the colour bar. Dots are plotted vertically when they
run out of space. The impact of a feature on the prediction outcome is separated by a
vertical line at SHAP value of zero, dots towards the left of the line indicate a lower
risk and on the right indicate a higher risk of having a mental disorder, in this case,
bipolar disorder. As can be seen from Figure 6.6a, the feature importance of non-
temporal features do correlate with the feature importance shown in Figure 6.5a.
Additionally, low values of pro3 and high values of pro1, negemo, Disgust, Sadness,
Fear, Shame, tweet rate, mention, frequent-mention and self-mention counts, LIWC.anger,
and anx contribute to high risk of bipolar disorder. On the other hand, low value
of pro1 and high value of pro2 and mention proportion significantly contribute to low
risk of bipolar disorder. For Happiness and posemo, however, only show impact for a
minority of people and the same coloured dots are almost equally distributed. These
insights in accordance with feature interpretations of the SVM prediction model that
users who suffer from bipolar disorder frequently mention others, talk more about
themselves and less about others while expressing more negative emotions such as
1http://scikit-learn.org/stable/
2https://github.com/slundberg/shap
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FIGURE 6.5: Feature importance generated from the trained RF prediction models
for the bipolar disorder group.
disgust, sadness, fear, shame, anger and anxiety. The feature importance also cap-
tured that users with bipolar disorder also have a higher frequency of mentioning
themselves, these mentions however appeared in a smaller proportion of their tweet,
while a high proportion of historical tweets containing mention is related to not hav-
ing bipolar disorder. From Figure 6.6b, it can be observed that the SHAP values tell
a slightly different story from the feature importance displayed in Figure 6.5b, with
more focus on the mean , std and meandiff based features, even two En based features
are included, however, these changes are aligned with the SVM prediction, putting
more significance on features capturing the patterns of emotion fluctuations over
time. High trending rate of Fear, Disgust and Sadness, high variance of Disgust, Fear,
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(A) Non-temporal Features
(B) Temporal Features
FIGURE 6.6: Top features and their impact on the RF prediction models for the
bipolar disorder group.
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and Shame, high uncertainty of Confusion and Happiness are shown to be related with
a positive prediction of having bipolar disorder. Additionally, low average intensity
of expression of Shame, Surprise, Happiness, and overall emotional activation (Over-
all.score), low variance and trending rate of Surprise contribute to high risk of bipolar
disorder. These patterns suggest that users with bipolar disorder experience rapid
and extreme up and downs in moods including Fear, Disgust, Shame and Sadness,
with low levels of overall emotion activation, happiness and surprise. The RF pre-
diction model does not capture the decrease of these negative emotions, and an in-
creasing trend of the emotion activation that is learnt by the SVM prediction model,
but the RF and SVM models agreed on the importance of these specific emotions al-
though with different temporal measures, and that users with bipolar disorder show
very low intensity when expressing shame.
As can be seen from Figure 6.7, pro1 and pro3 are again of the most important
among the non-temporal features, and among the temporal features, En based fea-
tures again have the least importance to the RF Prediction model. From Figure 6.8a,
the same patterns as learned by the SVM model for depression, low values of pro3,
pro2 and high values of pro1, negemo, Disgust, Sadness, Fear, Shame, Confusion, Anger
(LIWC and EMO), anx, Overall.score, and tweet rate are displayed to be correlated
with depression. Instead of a low proportion of historical tweets mentioning exer-
cise, the feature importance of the RF prediction model shows that a high proportion
of exercise-related tweets contributes to the prediction of the user having depres-
sion. The RF feature importance also picked up that a high volume of frequent and
unique mentions contribute to a prediction outcome of having depression, while a
high mention proportion is actually related to not having depression. However, the
impact of the proportion of insomnia-related tweets to the RF model seems not to be
of much importance. It is worth noting that for features including tweet rate, expres-
sion intensity of Shame, use of swear and anger (LIWC) words, and exercise proportion,
there is a mix of blue and red coloured dots on the right, but mostly blue coloured
dots on the left. This means that even though low values of these features decrease
the risk of having depression, in some cases, depressed users still can have the val-
ues of these features to be low. On the other hand, users with high values of these
features are almost certain to suffer from depression. In other words, having low val-
ues of these features do not guarantee a user to be free from depression, but having
high values of these features surely indicate a high risk of depression. The opposite
scenario happens for Sadness, suggesting that both non-depression and depression
users can show high levels of Sadness, however, with a low level of sadness the user
will more likely be predicted of not having depression.
As shown in Figure 6.8b, there are several features with clear correlation with
the prediction outcomes of the RF model, including high uncertainty of Disgust, low
average expression intensity and variance of Surprise, on average low emotional ac-
tivation (Overall.score), high average expression intensity of Happiness, high trending
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FIGURE 6.7: Feature importance generated from the trained RF prediction models
for the depression group.
rate of Sadness, and an increasing trend of Shame. For the emotional trend of (mean-
mtm) of Disgust, Fear and Confusion, there is a mix of blue and red coloured dots
on the right, and purple coloured dots on the left, indicating that extreme (high or
low) values of these features contribute to high risk of depression. The SVM pre-
diction model, however, only captured that the increasing trend of Disgust and the
decreasing trend of Confusion being related to high risk of depression. The average
expression intensity of Disgust and the uncertainty of the overall emotion activation
(Overall.score) are shown to impact most of the users in the training set, however,
the relationship between feature values and impacts to the prediction outcomes is
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(A) Non-temporal Features
(B) Temporal Features
FIGURE 6.8: Top features and their impact on the RF prediction models for the
depression group.
not clear. Although with difference from the patterns learned by the SVM predic-
tion model, the feature importance of the RF prediction model do paint a similar
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picture of the users suffering from depression, they do not express emotions very
often, but when they do, they tend to express more negative emotions such as sad-
ness and shame, they also experience extreme emotional changes in disgust, fear,
and confusion.
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FIGURE 6.9: Feature importance generated from the trained RF prediction models
for the PTSD group.
As can be observed from Figure 6.9 for the PTSD prediction model, the most im-
portant non-temporal features are pro3, pro1, negemo, Disgust, Shame, Fear and Con-
fusion. Among the temporal features, meanmtm and meandiff based features show
high importance and En based features show the least importance for each emotion
category. Referring to Figure 6.10a, low values of pro3, negative sentiment proportion,
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(A) Non-temporal Features
(B) Temporal Features
FIGURE 6.10: Top features and their impact on the RF prediction models for the
PTSD group.
and mention proportion, while high values of other features contribute to the predic-
tion of having PTSD. Predictive features including LIWC.anger, Surprise, and Sadness
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are also found to be negatively correlated with high risk of PTSD which correlate
to the patterns found by the SVM prediction model. Figure 6.10b shows that for
PTSD the averaged expression intensity and trending rate of Shame are the most im-
portant markers, indicating that even though users with PTSD tend to have a low
expression intensity of Shame, they experience rapid changes of this emotion. Low
average expression intensity of Disgust, Happiness, Surprise, and overall emotional
activation (Overall.score), an increasing trend of emotional activation (Overall.score),
Surprise, and high variance of Sadness are related to high risk of PTSD. Compared to
the SVM prediction model, the emotional trend (meanmtm) of Confusion show signif-
icant impact instead of the expression intensity (mean) and variance (std), and seems
to indicate that both the high increasing and decreasing trends of confusion are re-
lated to high risk of PTSD. The same situation happens also for Disgust and Shame.
Please note that the smaller density of dots is simply due to the smaller number of
data instances in the PTSD group, but not that the features are less effective.
Finally for the SAD group, Figure 6.11 presents that pro1, pro3, exercise proportion,
EMO.Anger, Disgust, Sadness, and Shame are of more importance among the non-
temporal features. Among temporal features (see Figure 6.11b), Anger as measure
by the emotional trend (meanmtm) show the most importance to the RF prediction
model, and the uncertainty (En) is again displayed as the least important tempo-
ral measure of emotions. From the feature importance displayed in Figure 6.12, it
can be observed that for the top 20 non-temporal features low values of pro3, pro2,
mention proportion, and high values of other features are related to high risk of SAD.
While for the top 20 temporal features, low trending rate of overall emotion acti-
vation (Overall.score), high trending rate of Shame, a high uncertainty of Happiness
contribute to the prediction of having SAD. Besides, high average expression inten-
sity of emotions (Overall.score) contribute to the prediction of not having SAD. Other
features in Figure 6.12b also hold significant impacts on the RF model, however,
the relationships between their values and the prediction outcomes cannot be easily
summarised due to the small number of samples in the SAD group. Even though
the pattern discovered from the feature importance do correlate with the feature im-
portance accessed from the SVM model for SAD, it is a lot less informative, which
also highlights the disadvantage of data sparsity for model interpretation.
With the RF prediction models, there are common features significantly con-
tribute to all conditions, which are the low level of pro3, and high values of pro1,
negemo, anx, Shame, Disgust, Fear, and Confusion. Additionally, a high mention propor-
tion for all condition groups indicate a non-condition state. These findings suggest
that the RF prediction models summarise users suffering from a mental disorder to
be someone who talks more about themselves and less about others, use more words
about negative emotions and anxiety, and express more intense shame, disgust, fear,
and confusion. These commonalities of conditions learned by the RF models, on
one hand, confirm the relevance and consistency of predictive power of these fea-
tures, and on the other hand, indicate that for the RF prediction models specifically,
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FIGURE 6.11: Feature importance generated from the trained RF prediction models
for the SAD group.
differences between the four mental health conditions are not very well learnt. This
means that the same features would not be effective in distinguishing different types
of mental health conditions. Similar to the SVM prediction models, the temporal fea-
tures commonly with high impacts are the measures of averaged expression inten-
sity (mean) and emotion trend meanmtm. Although with different value to prediction
relationships, the average expression intensity of overall emotions (Overall.score) and
Shame, as well as the trending rate of Shame show significant impacts for all four
conditions. In general, the feature importance of the RF models and the interpreta-
tions of them are in conformity with the patterns of bipolar disorder, depression, and
PTSD groups learned by the SVM prediction models (with minor differences), which
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(A) Non-temporal Features
(B) Temporal Features
FIGURE 6.12: Top features and their impact on the RF prediction models for the
SAD group.
shows consistencies of both the replicated (LIWC and POF) as well as the proposed
emotion-based features (EMO and Temporal_EMO), and their ability in capturing
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predictive information of different disorders.
6.2 Understanding Single Predictions
The last section showed what patterns were learnt by prediction models from the
input data, that is at a general level which features with what values contribute to
the prediction outcomes from the SVM and RF models. The interpretation of sin-
gle predictions is presented in this section to demonstrate an individualised expla-
nation of the underlying markers for either high or low risk of the target mental
disorder. The interpretations of single predictions are again focused on the RF and
SVM prediction models and visualised through the help of LIME (Ribeiro, Singh,
and Guestrin, 2016b). Features are first ranked by their level of contribution to the
prediction, among which the ten most contributive features and their values are dis-
played and highlighted with blue (negative) and orange (positive) according to their
contribution to the prediction probabilities of negative and positive classes. Differ-
ences between interpretation methods among different mental disorders are minor.
Hence, for solely demonstration purpose, examples provided in the following this
section were selected only to cover the four mental disorders and the six prediction
situations (true positive, true negative, false positive, false negative, positive and
negative borderline cases), instead of explaining every prediction situation for every
disorder. More examples and the full break down of local explanation of the top
ten influencing features, their values and contributions to predicted classes can be
found in Appendix D. Examples were randomly selected from the index list of the
feature set, the selection of random items from the full index list was made using the
python library Random3 with the choice() function.
Figure 6.13 presents a true positive prediction case of bipolar disorder with agree-
ment from both the RF and SVM prediction models. Although with different deci-
sion paths, both prediction models indicate low pro3 value and high pro1, Sadness,
and anx values of the user contribute to high risk of bipolar disorder. A true nega-
tive prediction example is displayed in Figure 6.14, from which the high values of
pro3, pro2, and mention proportion are recognised by both the RF and SVM models as
indicators of a low risk of having depression. These indicators of single predictions
are in accordance with the patterns learnt by the prediction models from the training
data, but more specifically when examined for individual cases.
Same as the non-temporal features, single predictions using temporal features
can be interpreted by comparing the feature values of an individual to the patterns
learnt by the prediction models. Figure 6.15 and 6.16 displays the correctly predicted
positive and negative cases using the temporal feature set. As can be observed, both
the RF and the SVM model detected a similar range of emotions as indicators of (i.e.,
3https://docs.python.org/3/library/random.html
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.13: Interpreting a single prediction for bipolar disorder with non-
temporal features, true positive examples.
Surprise, Fear, and Anger for the true positive example; Surprise, Disgust, and Over-
all.score for the true negative example) though with different measures and impor-
tance rankings. This indicates that emotional patterns of a specific mental disorder
discovered/learnt by different (RF and SVM) machine learning models are consis-
tent although with a different focus on temporal measures.
In contrast, Figure 6.17 presents an example of incorrectly predicted positive
cases. As can be observed, even with the correction of low Anger intensity and use of
swear words for the RF model, and the low intensity of Anger, Surprise and Disgust,
and high usage of second person pronoun (pro2) of the SVM model, the majority
of the feature values (of testcase_144) indicates the user as at risk of bipolar disor-
der as a borderline case according to the RF model and a high risk case according
to the SVM model. Similarly, Figure 6.18 displays an example of incorrectly pre-
dicted negative cases from the RF model specifically (Figure 6.18a). Low values of
pro3, Sadness, insomnia proportion, and Anger contributed to this misdiagnosis of the
RF model, while the SVM model correctly classified this instance with only 55% of
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.14: Interpreting a single prediction for depression with non-temporal
features, true negative examples.
at-risk probability.
For predicted examples using temporal features, the same consistency in feature
contributions can be observed again between the RF and SVM prediction models. As
shown in Figure 6.19, although with the same range of top features, the RF model
recognised Shame, Fear and Confusion to be correlated to a high risk of SAD, while
the SVM model only recognised Shame as the risk factor, yet both prediction models
made a positive precision (which is an incorrect prediction) on this particular case.
Figure 6.20 presents a similar situation with incorrectly predicted negative cases.
These incorrect prediction cases could represent conflicts between the machine
prediction model and the health expert or practitioner when the prediction outcome
and the diagnosis are not in agreement. In these cases, it is important to know that
mental health prediction models should be treated as tools to complement diagno-
sis rather than a standard or benchmark for diagnosis. The prediction outcomes
provide additional information about the patient that may or may not be helpful
for decision making. Health practitioners, thus, should take full charge of the final
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.15: Interpreting a single prediction for bipolar disorder with temporal
features, true positive examples.
decision based on all types of information, knowledge, and experience to make di-
agnoses, instead of relying on the prediction outcomes. Additionally, features that
are contributing to the positive prediction of the disorder could be considered as
risk factors, which can be further examined and leveraged for designing relevant
intervention if needed, hence, achieve mental disorder prevention.
The same idea also applies to the borderline cases presented in Figure 6.21, 6.22,
6.23 and 6.24. In these cases the patients are not misdiagnosed but rather difficult
to diagnose since the social media analysis shows a mental state that is in between
having a condition and not having a condition, since for each of these test cases both
the RF and SVM prediction models predict equal probabilities of having and not
having the mental disorder. These borderline examples highlight the importance of
using multiple learning algorithms for the same task, so that in uncertain cases, the
prediction, features, and additional information of the patient can be assessed and
evaluated, which helps reduce the error rate of diagnoses.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.16: Interpreting a single prediction for bipolar disorder with temporal
features, true negative examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.17: Interpreting a single prediction for bipolar disorder with non-
temporal features, false positive examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.18: Interpreting a single prediction for PTSD with non-temporal features,
false negative examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.19: Interpreting a single prediction for SAD with temporal features, false
positive examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.20: Interpreting a single prediction for PTSD with temporal features,
false negative examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.21: Interpreting a single prediction for SAD with non-temporal features,
borderline positive examples.
Chapter 6. Model Interpretation and Mental Health Screening Model 127
(A) Random Forest
(B) Support Vector Machines
FIGURE 6.22: Interpreting a single prediction for depression with non-temporal
features, borderline negative examples.
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(A) Random Forest
(B) Support Vector Machines
FIGURE 6.23: Interpreting a single prediction for SAD with temporal features, bor-
derline positive examples.
Chapter 6. Model Interpretation and Mental Health Screening Model 129
(A) Random Forest
(B) Support Vector Machines
FIGURE 6.24: Interpreting a single prediction for depression with temporal fea-
tures, borderline negative examples.
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6.3 Proposal of Mental Health Screening Model
In this section, a mental health screening model is proposed for the purpose of as-
sisting health practitioners or trained therapist to make a diagnosis decision on one’s
mental health. The screening model is designed to provide insights through Twitter
analysis on various aspects of the patient, which allows meaningful interpretation at
different levels to fulfil requirements from both the practitioners’ and patients’ per-
spective. The proposed screening model incorporates ensemble learning techniques,
more specifically a stacking approach, to not only improve the overall prediction
performance but also provide a more complete profile of the patients through the
ensemble of feature categories. It, thus, shows potential in achieving individualised
screening tasks such as diagnosis reasoning, symptom matching, and mental health
monitoring.
6.3.1 Background: Ensemble Learning and the Stacking Approach
Like the prediction models that can be trained and then used to make predictions
(introduced in Chapter 4), an ensemble is a supervised learning algorithm, repre-
senting a single hypothesis. In the field of statistics and machine learning, ensemble
methods (or classifier combination methods) usually refer to using multiple learning
algorithms (usually called “weak” or “base” learners) to obtain better predictive per-
formance than than using any of the constituent learning algorithms alone (Polikar,
2006; Rokach, 2010). The idea behind ensemble methods such as voting, averaging,
and aggregating, can relate to real-life situations when critical decisions have to be
made, opinions of several experts are usually taken into consideration instead of
relying on a single judgement. Ideal ensembles employ base learners with high clas-
sification accuracy, which in the meanwhile differ as much as possible. This means if
different base learners make different mistakes, the total error rate will be reduced.
Though it is not always meaningful to combine models, ensembles are more accu-
rate than individual learners in many cases (Zhou, 2012). In the recent years, ap-
plications of ensemble classifiers are increasingly growing such as remote sensing
(Bruzzone, Cossu, and Vernazza, 2002), computer security (Kumar and Selvakumar,
2011; Menahem et al., 2009; Giacinto et al., 2008), face recognition (Mu et al., 2009;
Liu, Lin, and Chen, 2008), fraud detection (Sundarkumar and Ravi, 2015), financial
decision-making (Kim and Sohn, 2012), and medicine (Gu, Ding, and Zhang, 2015;
Ayerdi, Savio, and Graña, 2013). Speech and facial-based emotion recognition have
also shown to benefit from ensemble approaches (Rieger, Muraleedharan, and Ra-
machandran, 2014; Ithaya Rani and Muneeswaran, 2016; Rani and Muneeswaran,
2018). The success of these applications, hence, show great plausibility and feasibil-
ity for this study.
Some common types of ensemble methods include bagging (stands for bootstrap
aggregating), boosting and stacking. Bagging (Breiman, 1996) is one of the earli-
est and most intuitive ensemble algorithms, which asks each classifier to vote with
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equal weight. To improve the diversity of ensembled classifiers, bagging provided
a randomly drawn subset from the training data for each classifier to train. For
example, the random forest algorithm is a special case of bagging, which employs
decision trees to train with random subsets of the training data in order to reach
high classification accuracy. Similar to bagging, boosting also creates an ensemble
of classifiers by re-sampling the data, which are then combined through majority
voting. The re-sampling approach for boosting, however, is strategically tailored to
select the most informative training data for each consecutive learner (Efron, 1992;
Shen and Li, 2010). In other words, the construction of weak learners is a sequential
process, where each subsequent model attempts to correct the errors of the previous
model, usually by increasing the weights of incorrectly classified data. After this
process, the final prediction is the weighted mean of predictions of all weak learn-
ers. Examples of widely used boosting algorithms are AdaBoost (adaptive boosting),
GBM (generalised boosted models), and XGboost (extreme gradient boosting). Un-
like bagging and boosting, stacking (Wolpert, 1992) (i.e., stacked generalisation) is
usually performed through training a selection of learning algorithms in order to
combine the predictions of them. Each of the learning algorithms (base learning
model) are first trained using the same bootstrapped data, followed by a combiner
algorithm (higher level learner), which is trained on all the predictions of the selected
learning algorithms as additional inputs to make the final prediction. The purpose
of the higher level learner is to learn whether the training data have been prop-
erly learnt by each base learners, i.e., the prediction behaviour of the base learners.
Therefore, the combiner algorithm can leverage both correct and incorrect classifi-
cations of each base learner to make a more accurate prediction, instead of using a
winner-takes-all approach.
Hence, for combining different learning models, bagging can be summarised as
an averaging or max voting approach, boosting is an approach to calculate weighted
mean of outputs from different models, i.e., a weighted averaging approach, hence
are both voting based ensemble approach (Bauer and Kohavi, 1999). While stacking
can be considered as more advanced boosting that learns the prediction outcomes
instead of averaging them. There is no single winner, as they are all approaches to
combine different machine learning models into a better one, which links features
and outcomes most efficiently under differing condition. However, regarding in-
terpretability, base learners and their prediction outcomes of bagging and boosting
based approaches are hardly meaningful. Moreover, bagging and boosting are both
for generating diverse ensembles through data sampling approaches, and usually
for unstable classifiers of the same type, such as decision trees, while stacking can
be (and usually is) used to combine models of different types. Therefore, the ensem-
ble of machine learning models that are trained on different feature sets cannot be
achieved using bagging or boosting but stacking, and by looking into the combiner
model, the effects and role of each feature category can aid in meaningful interpre-
tation.
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6.3.2 Screening Model with Feature Category Ensemble
Practically and for the experiment of this work, the process of stacking is to first
separate the training set into k equal subsets (sub-training-sets), then for each base
model, the model is consecutively trained on k− 1 subsets to make predictions of the
remaining subset until predictions of all subsets have been made (similar to a k-fold
cross-validation approach). The base model then is trained on the whole training
set and makes predictions on the test set. This process allows the predictions for
the training set and test set to be made by a number of base models respectively,
which are then used as input features for the training process of a new machine
learning model, i.e., the combiner model. The trained combiner model then makes
final predictions of the test set on the predictions made by the base models, from
which the model performance can be evaluated.
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FIGURE 6.25: Ensemble learning pipeline demonstrating the classifier ensemble
and feature set ensemble using stacking approach.
In order to leverage the prediction outcomes made by measures of each unique
aspect of a Twitter user, feature sets are first separated into three categories: Lan-
guage (the LIWC feature set), Life (the POF feature set), and Emotions (the EMO
and Temporal_EMO feature sets). As illustrated in Figure 6.25, for each feature cat-
egory, three base models (i.e., SVM, DT, and NB) are employed for the classifier
ensembles through the stacking approach with LR as the combiner model. To en-
semble the three feature categories, the trained combiner model using each feature
category (from the previous step) is then employed as new base models (feature base
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models) to perform the same stacking process, however, with according feature in-
puts. This means that for the same users in the training set and test set, features of
each category (Language:LIWC, Life:POF, and Emotions:Emo+Temporal_Emo) are
provided so that each new feature base model can be trained and make predictions
using its required features following the stacking process. At each of the stacking
stages, however, instead of using simple yes-no (yes=1, no=0) predictions, the com-
biner classifiers of the proposed two-level stacking approach employs the prediction
probability of the condition class (i.e., the positive/yes/1 class), i.e., risk probabili-
ties, as inputs. After the risk probabilities for the training set and test set are made
by each of the feature base models, a combiner model is again enabled to be trained
and make final predictions with predictions (risk probabilities) made through the
machine learning process using each feature category. Due to this design, the fi-
nal prediction model is, therefore, able to leverage predictions made through the
analysis of each feature category and allows a higher level mental disorder risk as-
sessment and examination of users on different aspects, which are revealed through
their tweeting history and related to their psychological states and well-being.
Table 6.5 displays the results at different ensemble stages of the proposed screen-
ing model, including the LR coefficients of each (first stacking level) base model, the
prediction accuracy of each feature base model, and the final prediction accuracy
of the RF combiner model, for the four mental disorders respectively. The results
confirm that ensemble learning helps the combiner model to yield a higher predic-
tion accuracy than any of the individual base classifiers. The coefficients from the
LR combiner model (1st-level stacking) show that different feature categories and
different condition groups favour different learning algorithms. The final screening
models for respectively depression, bipolar disorder, PTSD, and SAD achieve 83.8%,
88.4%, 84.2%, and 88.6% classification accuracy on unseen data incorporating the
proposed stacking approach. The experiment is set up following a 75/25 train-test
split instead of leave-one-out cross validation, since the aim of this experiment is
to demonstrate the feasibility and expandability of the proposed ensemble learning
approach and its completeness when employed as a screening model.
To obtain a general understanding of the feature-level stacking of the ensemble
learning model, the importances (generated through SHAP impact values) to the fi-
nal prediction outcomes of the risk probabilities made using each feature category
are computed using data instances of all conditions, and again visualised with the
help of SHAP4. As presented in Figure 6.26a, a high risk-probability predicted using
both the Emotions and Language feature categories contributes to a positive pre-
diction of the final prediction model, i.e., having a mental disorder. While the Life
feature category, seems to show a mix of high and low risk-probability contributing
to both positive and negative outcomes, which suggest that the Life feature category
does not capture the differences between the condition and non-condition groups.
As shown in Figure 6.26b show, it can be seen that on average, risk probabilities
4https://github.com/slundberg/shap
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Feature LR.PredAcc of Final Prediction 
Category Ensembled Feature Sets Accuracy (RF)
SVM 0.843
DT 0.701
NB 0.755
SVM 0.510
DT 0.490
NB 0.735
SVM 1.546
DT 0.877
NB 0.146
Feature LR.PredAcc of Final Prediction 
Category Ensembled Feature Sets Accuracy (RF)
SVM 0.885
DT 0.111
NB 0.869
SVM 0.570
DT 0.295
NB 0.165
SVM 1.184
DT 0.764
NB 0.248
Feature LR.PredAcc of Final Prediction 
Category Ensembled Feature Sets Accuracy (RF)
SVM 0.681
DT 0.033
NB 0.318
SVM 0.307
DT 0.536
NB 0.488
SVM 1.117
DT 0.500
NB 0.128
Feature LR.PredAcc of Final Prediction 
Category Ensembled Feature Sets Accuracy (RF)
SVM 0.108
DT 0.619
NB 0.066
SVM 0.116
DT 0.169
NB 0.491
SVM 0.706
DT 0.618
NB 0.238
Emotions 0.824
Emotions 0.827
SAD
LR.Coef_ of 
 Ensembled Classifiers
Life 0.695
0.886Language 0.714
0.813
0.838
Life 0.704
0.842Language 0.726
Emotions 0.871
PTSD
LR.Coef_ of 
 Ensembled Classifiers
Bipolar Disorder
Life 0.672
0.884Language 0.741
LR.Coef_ of 
 Ensembled Classifiers
Depression
LR.Coef_ of 
 Ensembled Classifiers
Life
Language
Emotions
0.699
0.726
TABLE 6.5: Classification results of the prediction model employing the proposed
feature ensemble approach for each mental health conditions, evaluated on held
out test set.
predicted through the Emotions feature category has the most impact to the final
prediction compared to the other two categories, which confirms again the advan-
tage of emotion based features. The high impact of a feature category is expected to
be caused by the higher prediction accuracy using features from that category, but
in the case of the Emotions feature category, the higher number of features involved
might have also played a role.
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(A) Feature Impact values
(B) Averaged Feature Impact values
FIGURE 6.26: Feature Impacts of the proposed prediction model with ensemble
learning using all condition data.
6.3.3 Demonstration of Individualised Mental Health Screening
This section demonstrates the individualised interpretation of the machine screening
outcome (i.e. the model prediction) using the proposed ensemble learning approach
as a screening model, and to show how to achieve diagnosis reasoning, symptom
matching, and possibly trouble-shooting of the cause of conditions.
As introduced earlier the two levels of stacking employed by the proposed screen-
ing model helps the prediction model to leverage predictions on every instance
(Twitter user) using features from each of the three feature categories, i.e., Life, Lan-
guage, and Emotions. Therefore, the prediction outcomes made by the screening
model through this approach can be broken down following these two levels and
interpreted at various depths. Figure 6.27 displays, at a feature category level, the
contribution to the prediction outcome, i.e., which aspects of the patient (through
the analysis of his/her tweeting history) are correlating with a high risk of having
the targeted mental disorder. With these insight from the screening model, at risk
feature categories can then be examined for further information, as shown in Figure
6.28, which can help both the health expert and patient to understand the “logic”
behind this particular screening outcome.
For emotion features specifically, emotion time series can be accessed and visu-
alised, which can help to communicate with the patient regarding a specific time
period when emotions show distress in order to initiate conversation and under-
stand what happened around that time. For instance, Figure 6.29 displays the time
series of the eight basic emotions from a single Twitter user, from which it can be
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(A) True Positive
(B) False Positive
(C) True Negative
(D) False Negative
FIGURE 6.27: Screening interpretation (depth 1): feature category break down
through the help of proposed ensemble prediction models, with true positive, false
positive, true negative, and false negative cases.
noticed that the expression intensity of Happiness is gradually going down, while
Sadness goes up. Time periods of emotional distress, when intense negative emo-
tions accrued, such as Disgust, Fear, Shame, can easily be observed and discussed
between the doctor and patient. The detection of distress time period can be identi-
fied by the health expert (who uses the screening model) through not only domain
knowledge but also experiences with the patient. It is also possible to establish emo-
tion baselines for different individuals. The examination of tweets posted during
the detected time period of distress can also help the patient to remember impor-
tant events or to rule out irrelevant emotion expressions. This can thus speed up
the process of pinpointing problems and obtain relevant information quickly, which
helps troubleshoot causes of emotional distress. Take Sadness as an example, it can
be observed from Figure 6.29 that Sadness peaked around November and December
Chapter 6. Model Interpretation and Mental Health Screening Model 137
(A) Feature Category: Life
(B) Feature Category: Language
(C) Feature Category: Emotions
FIGURE 6.28: Screening interpretation (depth 2): examination of features of at risk
categories. For Temporal_EMO examples, please see Section 6.2.2
time. To examine tweets around this time, Table 6.6 displays tweets containing sad-
ness of this individual in November and December respectively. As can be seen, the
patient seems to be troubled by the election results and related news in November,
thus showing sadness, the content of tweets containing fear also confirmed this as-
sumption. While in December, the sadness expressed in tweets looks more personal,
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Jun Jul Aug Sep Oct Nov Dec Jan
2017
Emotion Traffic in 2016
0.0
0.5
1.0
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2.5
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Happiness
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Surprise
FIGURE 6.29: Screening interpretation (depth 3): emotion time series visualisation
of a Twitter user.
Sadness: 11-2016
@User1 @User2 @User3 RT @User_Screenname The tragic, forgotten history of black mili-
tary veterans: <URL>.
RT @User_Screenname: Coral of the reat Barrier Reef has suffered its most devastating
die-off on record, a new report says <URL>.
@User1 @User2 Bill Burr, on ’Conan’ last night: “Why are people so upset? He’s just an-
other president!”
@User1 @User2 White man on TV last night (Bill Burr on ’Conan’): “What’s everyone upset
about? He’s just another president.”
RT @User_Screenname: sad when victims start blaming one another. fact is, GOP is relent-
lessly duplicitous, conniving, corrupt; T***p shame. . . .
Fear: 11-2016
@User1 @User2 @User3 RT @User_Screenname OB-GYNs say women are scared cuz a
Trump presidency looming <URL>.
RT @User_Screenname: Climate change experts are increasingly terrified by Donald
Trump’s presidency <URL> <URL>.
RT @User_Screenname: Britain’s biggest fear realised – an isolationist US president |
Jonathan Powell <URL>.
@User_Screenname One analyst says it’s because the majority are non-college-educated
white men, afraid of foreigners, and Trump reached them.
Sadness: 12-2016
RT @User_Screenname: Still so saddened by Carrie Fisher’s passing yesterday. This pic is
from only 2 months ago, when. . . <URL>.
@User I feel the same way. You love the good they do. You hate the bad they do. At times
that leaves you confused.
RT @User_Screenname: Flint isn’t alone. Poisoned water is wreaking havoc on people’s
health everywhere—especially those with low incomes <URL>.
@User Guy who shoots = “Just a good old boy.” Person shot = “Aw! That’s just too bad!”
RT @User_Screenname: if you are having a bad day please look at this pup <URL>
RT @User_Screenname: That’s life ...and it is sad <URL>
TABLE 6.6: Tweets containing Sadness and Fear expressions.
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thus might worth asking the patient about and paying closer attention. Tweets ex-
amples are not provided for all type of emotions. However, it demonstrated that
with identified distress, relevant tweets containing specific emotions at a specific
time could be accessed (with consent) to aid diagnosis or intervention. This extra
level of screening interpretation encourages all types of measures (i.e., features) to
be generated and logged on a daily-bases for more complete monitoring of one’s
psychological well-being. However, it is important to note that in order to protect
user privacy, these features and other sensitive information (such as the screening
outcomes) should remain private, secured, and only put into analysis with users’
explicit consent for well-defined purposes.
6.4 Summary
In this chapter, to provide a more in-depth understanding of the prediction out-
comes, trained prediction models (i.e., the SVM and RF classifiers) for each mental
health condition are interpreted at both a group level (globally) and an individual
level (locally). The global interpretations confirmed that although with differences,
different classifiers do learn the same patterns for the same mental health condition.
Furthermore, patterns learned by the prediction models also reflect the patterns of
feature characteristics generated through the feature development process. Next,
knowing the importance of interpretability of mental health-related predictions, a
screening model with a novel feature category ensemble approach is proposed aim-
ing to maximise the interpretability of the prediction outcome. The proposed fea-
ture category ensemble approach is experimented with the same feature sets (ba-
sic and temporal Emotions, Linguistic Style, Pattern of Life) and achieved an aver-
age prediction accuracy of 86% for all condition. It is then demonstrated that for
each individual prediction outcomes, three interpretation depths can be achieved
for personalised diagnosis explanation, reasoning, distress time period identifica-
tion, which also show potential in help clinicians to discover causes and possible
intervention approach for mental health conditions of the individual. This feature
category ensemble approach achieves model transparency, extendability, and inter-
actability, which allows old and new mental health prediction methods to be useful
not only in research but also in practice.
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Chapter 7
Ethics-focused Mental Health
Analytics Framework
At this stage and as shown by many other studies, it is clear that machine learning
models can be employed to detect and predict mental health conditions from public
social media posts.
However, the ethics surrounding social media analytic and the way in which or-
ganisations collect and use data from online users as well as obtain insights from
social streams, are becoming increasingly questioned. Calls for further investigation
into ethical behaviours, norms and issues have been made in recent years by both,
the academic community (Zimmer and Proferes, 2014; Shilton and Sayles, 2016),
as well as the business sector (Davies, 2016) and governments (Voigt and Bussche,
2017). To help illustrate the frequent lack of ethical considerations, Zimmer and Pro-
feres (2014) reviewed over 300 papers that analysed Twitter data and found only 16
studies (4%) of all reviewed papers mentioned ethical issues (ibid.). An update on
these figures, specific to the use of Twitter data in health-related research, is pre-
sented in the review paper of Sinnenberg et al. (2017), where 32% (n=43) of 137
reviewed papers were reported to discuss acquiring ethics board approval from
their respective research institutions, while significantly less research (only 12%;
n=16) discussed consent for the use of the actual Twitter data, where the majority
of these looked at Twitter being used as an intervention or participant recruitment
tool, rather than in analytics. These figures are worrisome as for instance, most cur-
rent consumption and analysis of online data rely on the accessibility of the data,
yet it is hard to justify these actions of researchers and analysts to be ethical. Any
data on human subjects inevitably raises privacy issues, and the real risks of abuse
of such data and its analysis are difficult to quantify. Relatively little published work
addressed the need for approaches that put ethical concerns to the forefront of social
media analytics, especially where highly private states and conditions can be extrap-
olated from public social media posts, user profile and online behaviours. Therefore,
there is a need to critically discuss important questions around consent, privacy and
ownership of analytic insights. Wongkoblap, Vadillo, and Curcin (2017) presented
recent ethical concerns that are specific to social media mental health analytics and
highlighted a need for intervention-based outcomes from analytic insight in terms
Chapter 7. Ethics-focused Mental Health Analytics Framework 141
of a mental health analytic framework. Nevertheless, important issues were merely
brushed upon, while these clearly deserve a more focused treatment. Given the in-
terpretability and flexibility of the proposed screening model, a more general and
higher level framework for social media mental health analysis is proposed in this
section, aiming to incorporate user interaction, human in the loop approaches, and
most importantly ethical considerations. As outlined in Figure 7.1, the framework
aims to address issues of explicit consent for the generation and interpretation of
analytics, and interventions, employing machine learning based screening models.
From the top left to the right, the framework generalises the pipeline of standard
machine prediction models (introduced in Chapter 4) into three modules, linking
(1) Social media platforms and users, (2) machine learning based screening models,
and (3) predictions of mental health status. However, instead of solely focusing on
prediction outcomes and accuracy, the machine learning module puts more signif-
icance and focus on the transparency and interpretability of the machine learning
models, as well as interact-ability with system users and developers. This to some
extent highlights the need to employ transparent “white box” models to allow users
to interact with directly. General functionality, expected outputs, and users of the
system, including data analysts, patients (social media users), mental health experts
and practitioners, are demonstrated outside the machine prediction pipeline. More-
over, the development of these modules is under an explicit analytic “Hippocratic
Oath” that all system users / stakeholders must abide to, which is illustrated as the
overarching umbrella tenet at the top of the framework. Key elements of this frame-
work are explained in the following sections.
7.1 Mental Health Forecast and Intervention
As can be observed from Figure 7.1, the “Analysis / Forecast Visualisation” is the
core function and element of this framework, which is meant for use by the sys-
tem stakeholders with various suitable and specific authorisation access rights to
the different parts of the interface. For example only authorised system users are
allowed to provide feedback to the model via the active learning loop, and different
types of users are granted with different level of access rights or permissions such as
view-only (for patients), i.e., inspect person specific user details, view and feedback
(for health practitioners), view, approve feedback, model maintenance and update
(for data scientists), etc. Overall this framework is designed to facilitate three core
tasks. One, provide a mechanism to allow to manage the process of seeking con-
sent from users for specific diagnoses, analyses and acceptable intervention, if any.
Second, facilitate the interactive communication of the analytics insights to users,
that is the predicted diagnosis and the exploration of the model’s reasons for mak-
ing diagnosis decisions, and also an optional active learning feedback loop. Third,
facilitate a mechanism to action sensible interventions, such as providing access to
resources, e.g. online as well as offline Cognitive Behavioural Therapy (Wallin et al.,
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FIGURE 7.1: A framework of mental heath analysis pipeline on social media.
2018). Further to these three basic tasks, considerations in the user-interface is also
addressed as an important part of an ethics focused framework. Weller (2017) points
out there is a need to introduce approaches to quantify and measure human under-
standing of machine learning models through means such as Lakkaraju, Bach, and
Leskovec (2016) who introduced measures of human interpretability based around
the ability of users to describe the decision boundary of a model. Weller (2017) also
suggests asking the human user whether they can correctly estimate what the sys-
tem would output for certain given inputs. A simpler yet useful approach would
simply involve asking users whether they were provided with meaningful, useful
interpretations and further querying for an explanation of the particular aspects that
were more difficult to understand in the provided analytics.
Current computational models for predicting the onset of particular mental dis-
orders or detecting existing users with mental health conditions have not been put
to use in the clinical setting. In the meanwhile, researchers, practitioners and re-
sponsible stakeholders of health analytic systems have been facing the question of
what should be done with mental health analytic insights (Wongkoblap, Vadillo, and
Curcin, 2017). Especially when it comes to predictive and prescriptive mental health
analytics, there is a need for us as a research community to be highly perceptive to
the various ethical issues and their impact on groups and individuals that health and
person specific analytic insights may have. Recently Facebook announced that they
would be notifying family and nominated close friends if online behaviours on the
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platform point towards dangerous mental health issues where support from loved
ones may be needed. However, the EU’s strict privacy laws prevent this service from
being used in Europe1, while concerns remain that tech giants are not doing enough
for their users’ mental health2. Nevertheless, any policy needs to take into account,
the moral, ethical and legal obligations as well as be informed by research. Some re-
cent work, such as Tan et al. (2017) specifically investigated participants with suicide
ideation and their perceived readiness to receive direct messaging via microblogs
drawing them to an intervention. Encouragingly as many as 78.62% (N=725) par-
ticipants were not opposed to online suicide intervention and they valued the link
for extra suicide intervention information as long as the account contacting them
appeared to be trustworthy. Yet more studies are needed to understand the impli-
cations of online social media driven interventions. For example, the study of Tan
et al. (ibid.) had a biased gender sample and was conducted on Sina Weibo, with
possible cross-cultural differences that make generalisations of these results to other
populations more difficult. Especially important is to understand the readiness of
social media users when interventions are driven by powerful analytics that may
reveal unexpectedly and highly private details about ones’ mental health state.
7.2 Users of the Analytic Framework
As can be observed from Figure 7.1, the primary users and stakeholders of the
proposed framework include (i) analysts or data scientists, (ii) health practitioners,
(iii) trained therapists, and (iv) social media users being analysed and diagnosed.
The role of analysts and data scientists mainly focuses on the development of the
machine learning models with suitable features, and communicate effectively with
other users of the framework through the visualisation and interpretation of fore-
cast results. This task is highlighted as “reasons and explanation for diagnoses”,
which is the requirement of model interpretation of the proposed framework re-
lated to active learning and the interpretative layer of the learning model design,
which is conditioned on a fully transparent set of machine learning models being
used. Castelvecchi (2016) points out that especially in health applications, patients,
as well as health practitioners, have a strong need to understand the aspects or fea-
tures of the data that resulted in any given diagnosis. “Black box” models, such as
most Neural Network and Deep Learning architectures, lack transparency and the
ability to provide an explanation or interpretation as to how a classification or fore-
cast was made. Hence, interpretation processes of these models are highly required,
or they may need to be avoided altogether (ibid.). Alternative models such as lo-
gistic regression, or decision tree would arguably be more effective and suitable for
this task. An optional element is included to aid the interpretation task of model
1https://www.mentalhealthtoday.co.uk/facebook-robots
2https://www.telegraph.co.uk/news/2018/02/12/facebookshould-identify-children-risk-
mental-health-problems/
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outputs, which brings in crowdsourcing and an active learning loop allowing the
system users to provide feedback into the machine learning models.
In a medical setting, health practitioners and trained therapists can suggest a so-
cial media analysis to their patients for obtaining additional information from the
machine learning models, which aids diagnosis. This suggestion is firstly a consent
from the patient, which allows the access to his/her social media accounts, secondly,
it is also a general level filter or examination. It means that through this suggestion,
the patients, i.e., the social media users, can provide valuable information, such as
which social media platform are frequently used or active; which are the ones that
they try to keep professional; on which platforms they are the most themselves and
express feelings and emotions the most openly. This first-hand information, tailored
to each patient, can help the framework pick suitable social media accounts for the
mental health analysis and with suitable machine learning models (in general or for
each specific feature category). It is possible to incorporate mental health analytic
outcomes from a number of different social media platforms for a more accurate
diagnosis. While it is also possible for some patients to have no social media ac-
counts or none of their social media accounts are worth analysing, in which cases
the diagnosis can exclude the social media analysis element. According to face to
face observation or examination of the patients, health practitioners and therapists
can also help to spot wrongly classified information as well as patient-specific bi-
ases. In this case, the social media analysis of the patients should be of less signifi-
cant in screening or diagnosis of mental disorders but rely more on the experiences
and knowledge of human experts, i.e., the health practitioners and therapists. Fur-
thermore, by providing the correct information through an active learning feedback
loop, health practitioners can provide expert knowledge back to the machine learn-
ing models and can help correct misclassified instances, hence improve the machine
learning models and the quality of the framework overall. Both the health practition-
ers and trained therapists can incorporate information or insights produced by the
machine learning models and provide relevant interventions to the patients. With
the development of numerous online intervention methods, this process can also be
performed remotely or integrated within social media platforms.
It might seem that the patients (i.e., the social media users) and health experts
(i.e., health practitioners and trained therapist) are the main stakeholders of the pro-
posed framework. However, for analytic and research purposes, the framework also
allows collections of data with direct user consent, valid ground truth and expertise
annotations, which is extremely valuable to researchers and scientists in relevant
domains.
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7.3 Human in the Loop
In order for the system users to interact with and interpret the machine learning
models, an active learning element is included in the proposed framework, pro-
viding a human expertise feedback loop in the analytic pipeline. Active learning
schemes actively ask an “oracle” (i.e., usually a human expert or “annotator”) re-
garding an unlabelled or falsely labelled item that the learning algorithm can subse-
quently use in re-training to improve performance. For instance, with the previously
proposed screening model (Chapter 7), the conclusion made by the health practi-
tioner (i.e., analytic user) when in disagreement of the system screening outcome
can be fed back into the learning model via an interactive user-interface at various
depths and levels. This can not only improve the prediction accuracy of the screen-
ing model but also allow each feature categories or sub-level learning models to be
examined, retrained, which also aids interpretation. The main element in any ac-
tive learning based approaches is the strategy or algorithmic procedure that selects
the most informative objects to present to the “oracle”. These approaches include
uncertainty sampling (i.e., selecting the objects with the highest classification uncer-
tainties), expected model change (i.e., selecting the most informative objects), error
reduction (i.e., selecting the objects likely to lead to the greatest reduction in the er-
ror being generated by the machine learning models) or density-weighted methods
(i.e., choosing objects that are most representative of the rest of the data, assuming
this will more quickly allow most of the data to get annotated) (Krishnakumar, 2007).
Some initial efforts show promise with improved performance in social media based
analytics, such as the work of Zhang et al. (2014a) and Smailovic´ et al. (2014). Li et
al. (2012) also illustrated how active learning could help to deal with imbalanced
data inputs, and the role of active learning could become more prominent in future
work. Zhang et al. (2014a) fittingly pointed out that “an active learning strategy is
especially useful when human effort, compared to data availability (e.g., big data),
becomes a scarce resource”. In the same vein, recent work by Phillips, Chang, and
Friedler (2017) looked at automatically providing intuitive interpretability for an ac-
tive learning approach to understand the reasoning behind querying for feedback
from human experts. In other words, why is a health practitioner being queried by
the analytic active learning scheme to annotate particular data instances, when their
expert time is highly valuable. Yet, when active learning algorithms can provide a
clear justification, this will likely result in increased motivation for health experts
to help the screening system, and provide the possibility of re-examining relevant
variables when required.
7.4 Interpretative Layer
As stressed previously, it is of critical importance to understand what features are
significant for a model, and why individual predictions were actually made. Within
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the task of interpretative layer, the focus of interpretability is two-fold, first it is for
the person who is the receiver of the decision (“why was I diagnosed with this con-
dition?”) and second for the analyst or a non-technical health practitioner using
a automated prediction model (“why is the model giving these diagnoses?”). As
defined by Dhurandhar et al. (2017), “from a human perspective, interpretability
typically means that the model can be explained, a quality which is imperative in
almost all real applications where a human is responsible for consequences of the
model”. The authors (ibid.) further explained that irrespective of how well a model
might have performed on past data, in critical applications, interpretability is nec-
essary for the human to have confidence in the model and to justify, improve and
simplify decision making, wherever possible.
Questions around interpretability are usually answered by attributing impor-
tance values to model features, either globally (i.e. an explanation of general un-
derstanding of how an overall model works) or locally (for a single prediction). As
describe in Section 7.1 and 7.2, a number of features can be found to have correlations
with particular mental disorders. For instance, it can be observed that across all con-
ditions, emotional features consistently rank highly, with users who tweet negative
emotions like sadness, more likely to have a mental health condition. The frequency
of some linguistic features, such as higher use of first person pronoun and a lower
use of third pronoun are correlated with depression, bipolar disorder, and PTSD. The
frequency of mentioning other users in a tweet, which can be an indicator of direct
social interactions, is also related to these disorders. Despite these intuitive interpre-
tations, there exists global interrelationships that are potentially complex and not
readily intuitive (as reported in Chapter 6). Unless one is closely familiar with most,
if not all, of the feature variables and any known dependencies and correlations be-
tween them. To make the best use of features within machine learning models for
mental health and health analytics in general, it would be most informative to aim
to align specific features with symptoms of disease. For instance, the Diagnostic and
Statistical Manual of Mental Disorders (DSM-5) highlights that Bipolar disorder is
often characterised by recurring mood episodes consisting, among other symptoms,
of one or more major depressive episodes, where these symptoms and character-
istics must have been experienced for at least 2 weeks before it can be diagnosed
(APA, 2013). As demonstrated in Chapter 6, temporal emotion features from Twit-
ter, measured over 2-week time windows are significant and useful in improving
the performance of machine learning models for mental disorder prediction. A sen-
sible approach may involve, wherever possible, to provide explicit links to higher
level features or groups of features to ease interpretation, as demonstrated by the
proposed screening model (Section 7.3). Other possible solutions could involve se-
mantic models, such as an ontology of basic emotions (Sykora et al., 2013), or of
other variables that may relate to symptoms, including subjective well-being, and
satisfaction with life (Chen et al., 2017).
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Beyond predictive features, ultimately the degree of model interpretability re-
quired will vary from model to model. For instance an automated explanation might
be relatively straight forward in the case of a classifier deemed to be interpretable by
default, such as a linear regression model, or a shallow decision tree. Neverthe-
less, as soon as a model becomes more complex and the transformation of features
becomes less tractable for human interpretation, such as a deep neural network or
a random forest, there is a need to apply further post-processing, algorithmic or
human interpretation in order to produce an explanation for the machine learning
model.
Finally, an element that may help in interpretability is the curation of an expla-
nation for the model decisions that are made by the system’s users who are experts
in the data science or analysis and these are then shared within the analytic system
interface with non-technical experts, such as the health practitioners. Alternatively,
in the proposed framework, it is highlighted that highly anonymised tasks of lim-
ited interpretation could be framed as Human Intelligence Tasks for crowdsourc-
ing, which provides a number of advantages (Kanefsky, Barlow, and Gulick, 2001;
Pustejovsky and Stubbs, 2012). Nevertheless there are risks to privacy and Human
Intelligence Tasks would still have to be framed appropriately.
7.5 Ethical Considerations and Code of Conduct
As pointed out earlier, there is a strong need for explicit consent to be sought in each
and every case, for each type of analysis and intervention, either directly from users
or where necessary for an extensive effort to be exerted to acquire any such relevant
consent from legal guardians, without which users must at all cost be excluded from
analysis. It is also important for every type of application to identify and carefully
consider risks to a person’s privacy, and to ensure beneficence and non-maleficence
against any individual, group or community.
The area of mental health analytics on social media potentially opens-up a sec-
ondary question relating to the validity of consent a patient with a mental health
disorder may be providing. To steer on the safe side, ethics hence ought to be consid-
ered when it comes to human experimentation. For instance, consider the Nurem-
berg Code, instigated in the 1940s after the Second World War; which is a code of
ethics that regulates medical experimentation on human subjects. The code consists
of ten principles, the first one asserting a person’s right to give consent before medi-
cal experiments are conducted on her or him. The third principle of the Nuremberg
Code is that the experiment should not cause any unnecessary physical or mental
suffering or injury (Annas and Grodin, 1992). Some, however, dispute whether the
Nuremberg Code is legally binding or whether it merely offers optional guidelines;
for example, Merz (2018) assert that the code serves as a guideline since it has not
been fully adopted by governments. Merz (ibid.) also refer to a case from 1973 to
illustrate their point. This concerns a suit which was against the Department of
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Mental Health for the State of Michigan in the USA, where researchers obtained an
informed consent signature from a convicted sex offender and his parents in order
to carry out experiments intended to eventually alter his violent behaviour. How-
ever, the question then became whether it was legal to obtain informed consent from
someone who was involuntarily detained. Another question posed by Van Staden
and Krüger (2003) is concerned with when a patient with a mental health disor-
der is considered unable to give informed consent for medical intervention. The
researchers (ibid.) attempt to answer this question by providing a model; a mental
disorder should not prevent someone from understanding what they are consenting
to, choosing whether or not to partake in the intervention, communicating their con-
sent, or accepting medical intervention for them to be deemed unable to give con-
sent. It is, hence, particularly problematic to address the issue of informed consent
while using social media data to conduct experiments in order to diagnose mental
health conditions or offer medical interventions. Since the use of most social media
platforms requires a user to be over the age of 13, meaning that in order to use the
data, researchers must obtain the informed consent of the legal guardians of minors
under the age of 18 years old. Nevertheless, establishing the age or even a broader
age-bracket for social media users is a challenge and often unfeasible, inaccurate or
outright impossible due to sparsity of user-demographics data (Nguyen et al., 2014).
Therefore it is extremely likely that, as is, most social media analytic studies where
pseudo random or systematic sampling consists of a broad demographics sample,
would not be conforming to such consent requirements. Should the academic com-
munity regard obtaining and experimenting on social media data in order to detect
and diagnose mental disorders as medical experimentation, hence with the need to
adhere to the Nuremberg Code, which as Merz (2018) suggest is a mere guideline
with no legal obligation for researchers to comply with? Since researchers such as
Nunan and Yenicioglu (2013) stress the importance of consent in market research,
surely mental health research is a much more sensitive area of research that requires
due diligence.
Richards and King (2014) highlighted in their work that the ethical dilemma of
what they describe as the ‘The Big Data Revolution’, stressing the necessity of setting
regulations now before the current practices become the default norm, hence diffi-
cult to change. They argue that big data has embowered institutions and now re-
quires the development of the field of big data ethics. Rumbawa et al. (2016) pointed
out that not enough research and guidelines have been established to make a clear
stance on the ethicality of social media use and analytics. Although some efforts to
come up with professional codes of conduct for social media analytics do exist, for
instance, the work by Chessell (2014) from IBM, who proposes an ethical awareness
framework, or a more broad set of guidelines put forward by the digital analytics
association (DAA3), which brings together analytic experts and proposes an ethi-
cal code of conduct that members must subscribe to, proposals by the association
3https://www.digitalanalyticsassociation.org/codeofethics
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of internet researchers ethics working committee 4, or the suggestion by Willis III
(2013) to employ “The Potter Box” as an application model for big data that ana-
lytic stakeholders could use as an ethical compass. Nevertheless, far more visible
and drastic approaches are still required to help instill a culture of awareness and
respect towards the need of a person’s privacy, explicit consent, beneficence and
non-maleficence. Recently it was suggested that data scientists ought to adhere to a
Hippocratic oath, an explicit pledge of sorts, that would bind practitioners together
into strictly following an ethical code of conduct. This has been a long-standing
tradition in medicine and healthcare, with the Hippocratic oath and its numerous
variations going back (Orr et al., 1997) all the way to antiquity. As noted by Chessell
(2014), while perceptions around ethics of big data analytics are becoming estab-
lished, these will in time guide regulation and legislation. Thus the choices of prac-
titioners and researchers will ultimately determine the level of legislation imposed
around the technology and our subsequent ability to pioneer in this emerging area.
7.6 Summary
This chapter proposes a novel framework for social media mental health analytics,
which extends prior research in several respects with a primary focus on the impor-
tance of ethical considerations placed at its core. Arguments presented in this chap-
ter highlight the need to rethink methods employed for social media mental health
analytics. It first addresses a number of basic ethical issues of social media mental
health analytics, followed by a more detailed explanation of the proposed frame-
work, including the integration of interpretable machine learning models, human
annotations, system users and code of conduct. This framework provides provides
a discussion around practical issues and ethical barriers for analytic mental health
research leveraging social media data, which enables current research efforts to be
implemented and put to use in a real-life setting.
4http://aoir.org/ethics/
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Chapter 8
Discussion
This research applies computational methods to mental health analysis, following a
machine learning approach leveraging emotional and temporal indicators of mental
disorders extracted from the Twitter platform. The conducted research work ad-
dresses gaps in each element of the machine learning pipeline, from data collection,
feature development, machine learning algorithms, interpretation of prediction out-
comes, to applications, which are discussed individually in the following sections.
8.1 Data
Addressed Research Objective (Chapter 4):
To investigate and understand the disclosure of self-reported diagnoses of mental
health conditions and its impact on mental health research on social media as a data
collection approach. Specifically disorders including Major Depressive Disorder,
Bipolar Disorder, Post-Traumatic Stress Disorder, and Seasonal Affective Disorder.
8.1.1 Assessment of Data Quality and Cleaning Approach
As introduced in the Literature Review (chapter 2), through the use of social me-
dia data, various feature generation approaches have been incorporated to detect or
predict specific mental health conditions, such as personality analysis (Guntuku et
al., 2017b), neural user embeddings (Amir et al., 2017), user social network analysis
(De Choudhury, Counts, and Horvitz, 2013b), online activity analysis (Coppersmith,
Dredze, and Harman, 2014), language modelling (Harman and Dredze, 2014), lin-
guistic style analysis (Loveys et al., 2017; Coppersmith et al., 2015b), sentiment anal-
ysis (Loveys et al., 2017; De Choudhury et al., 2013), and temporal analysis (Reece
et al., 2017). The performance of such prediction models can be measured on a re-
served set of test data, where the condition status of the users are known and can be
used to measure the accuracy, precision, and recall of the prediction model(s). To im-
prove prediction accuracy, means of preprocessing and filtering have been applied to
eliminate bias that might occur in the control group. For instance, to minimise the in-
fluences of personality, age and gender on the disclosure of mental health conditions
(Preot¸iuc-Pietro et al., 2015b), these attributes were utilised for creating a matched
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control group of similar age, gender according to the users included in the condi-
tion group (Guntuku et al., 2017b; Loveys et al., 2017). Yet, details of self-declared
diagnoses from these participants have not been fully examined or reported until
mid-2017. Due to the sparsity of condition participants that can be discovered from
a specific social media platform, information and methods on how to improve the
quality of condition participants and their data are also limited. Thus, this research
work (in chapter 4) presents the analysis of different aspects of condition of Twitter
users through the content of tweets containing self-declared diagnoses, and provides
insights as well as possible issues of using their tweeting history for the prediction of
certain mental health disorders, which can serve as a guide for future data collection
designs.
In the study of MacAvaney et al. (2018), the researchers targeted the self-reported
depression diagnoses on Reddit and investigated specifically the temporal aspect of
these diagnoses. Among all collected Reddit posts, 598 randomly selected samples
were annotated, each by at least two annotators, and a third annotator to resolve
disagreements. The two types of annotated text spans are 1) Diagnosis with four cat-
egories including false positives, diagnosis in doubt, condition state, and diagnosis
recency and 2) Time Expression relevant to the diagnosis including explicit time ex-
pressions and that is infer-able from age. These categories do surprisingly correlate
to the annotation categories designed for this research objective. Regarding diag-
nosis, false positives are equivalent to disingenuous diagnoses; condition state can
be referred to as the is-Recent but with a more detailed breakdown, that is instead
of using only recent or not recent, five scales were incorporated including current,
probably current, unknown, probably past, past; and diagnosis recency is the time of
diagnosis although the timescale was separated differently. The inter-rater reliabil-
ity levels of their study are low for condition state (κ = 0.41), which is also found for
the is-recent attribute (α = 0.38) in this study. Agreement on false positives (25 cases)
and doubtful diagnoses (17 cases) are found to be low as well (out of 598), which
align with the results of the depression group for this study. Similar patterns of
reported “diagnosis time” were also discovered, where most of the diagnosis time
is unreported, and within the reported diagnosis time, the most are more than 3
years ago. From the analysis of time expression of their study, 41% were found to
be inferencing from age, similar results (36.44%) of the depression group in this re-
search can be found in Chapter 4 (Figure 4.1). Throughout the analysis, no Reddit
user was identified or contacted, hence, no ground-truth regarding the diagnosis
was obtained from Reddit users as well. Finally, classification tasks were performed
based on the existing annotations in order to automatically extract 1) the diagnosis
recency and condition state, as well as, 2) the time expression from un-annotated
Reddit posts. These classifiers could help to provide extensive temporal informa-
tion about the diagnosis reported through Reddit (or potentially other platforms)
and improve the quality of datasets according to this information. In Chapter 4,
machine learning based filters are also developed and used to reduce disingenuous
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and past diagnoses. However, they are developed solely for the data cleaning pro-
cess and lack of plausibility for other datasets or other research purposes unlike the
work of MacAvaney et al. (2018). Yet, the similar findings and research gap identi-
fied through annotation efforts highlight that data preprocessing and the evaluation
of selected research subjects (in this case Twitter users with mental health condi-
tions) are necessary steps before performing further data collection. Filtering and
selection methods that additionally incorporate suitable qualitative approaches, and
important condition-related information such as demographic information, time of
diagnosis, time and experiences of distress and trauma can improve the quality of
data as well as the latter machine prediction performance. There are other aspects
of self-declared diagnoses investigated in this chapter including the authenticity, co-
morbidity, and motivations for disclosure, however, no literature is found to cover
or address these issues in the context of this specific type of data collection approach,
to the best of my knowledge.
8.1.2 Limitations of Collected Twitter Data
Some limitations of the dataset should be noted. Firstly, even though two different
filtering methods are performed for selecting genuine sufferers of mental disorders,
the self-declared disorder diagnosis of condition users have not been verified. This
is a common issue across such studies with social media where similar data collec-
tion methods are used. Some researchers first call for participants with or without
payment, then use surveys, questionnaires, and screening tests to verify the mental
health conditions (De Choudhury, Counts, and Horvitz, 2013b; De Choudhury et al.,
2013; Reece et al., 2017), but there is no way to know whether or not the volunteers
or Amazon Turk workers were truthful or accurate on the surveys, questionnaires or
tests. The best researchers can do is to incorporate statistical methods, such as cor-
relation measure and hypothesis tests of different screening test scores of the same
participants, to measure how truthful and consistent their answers are. The devel-
opment of social media hashtags (Berry et al., 2017) and data donation websites (e.g.
ourdatahelps.org) have also been leveraged for data collection purposes, yet the same
problem remains due to the lack of ground-truth, the researchers can only rely on
the honesty of the participants. Across all these data collection approaches, which
do not involve a physical clinical evaluation of each participant, i.e. rely on self-
reported clinical information, the authenticity of diagnosis can only be estimated
but not guaranteed.
Secondly, the initial collection of diagnosis tweets lasted four months covering
the transition to a new year, a number of holidays, and events. This specific pe-
riod of time might have affected the disclosure of one’s mental health conditions
on an individual level, which may introduce bias to the Twitter population who
chose to speak out and hence included into the dataset. Similarly, the two events
that triggered disclosures in our dataset show different effects on the public, while
one arguably encouraged users to speak out and embrace their conditions, the other
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caused anger and debate. These events might have encouraged some online users
to talk about their condition who usually do not, and might also discourage other
users who usually do. Different types of events have different effects on who chooses
to disclose their disorders and what additional information is disclosed with them.
People who have certain knowledge, personality, who belong to a specific age group
or generation might be unintentionally selected or filtered by such events, which
may lead prediction models to learn the wrong patterns (behavioural or sentimen-
tal) from these participants, and hence introduce “algorithmic bias” (Hajian, Bonchi,
and Castillo, 2016; Goodman and Flaxman, 2016). Pooling online populations who
chose to disclose and talk about their disorders publicly, however, can have a similar
effect (i.e. self-selection bias). The online social environment allows a user to create a
profile where they can selectively display or avoid different aspects of their identity,
also known as the self-representation bias (Michikyan, Dennis, and Subrahmanyam,
2015; Herring and Kapidzic, 2015).
Thirdly, the dataset is platform specific (i.e., Twitter) and only covers four men-
tal disorders, which are bipolar disorder, depression, PTSD, and SAD. However,
the study of particular mental disorders or platforms is not the focus of this work.
The Twitter data of this four condition groups and the control group served as study
cases and validation of the proposed approach. It is worth noting that despite the fil-
tering process, there is still a certain amount of noise in the dataset due to a small per-
centage of classification error made by the two noise filters, and diagnosis tweets that
are about others (approx. 8.2%). In the control group, due to the self-representation
bias, there likely are users who suffer from mental disorders but choose not to talk
about it, while their historical tweets still reflect their conditions. Yet, these are un-
avoidably part of the diverse nature of social media big data.
Finally, it is worth pointing out that all example tweets included in this thesis
were reconstructed based on original tweets and hence, are synthetic examples, to
protect user identities and privacy.
8.2 Feature Development for Mental Health Prediction
Addressed Research Objectives (Chapter 5):
To investigate relationships between emotions and mental health conditions and ex-
plore the ability of emotion indicators in capturing predictive cues and investigate
their effectiveness for mental health condition detection using social media text data.
To assess the impact of temporal measures and patterns of known mental health con-
dition indicators and propose a new analysis approach to maximise the predictive
power of indicators in identifying mental health conditions.
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8.2.1 Incorporating Temporal Factors
In the previously introduced research literature for the detection and prediction of
mental disorders on social media (Chapter 2), the relevance and importance of emo-
tions have already been addressed in a general sense. However, to the best of my
knowledge, there are only two studies that have considered temporal factors with
sentiments/emotions and have integrated these for feature generation in the field of
mental disorder modelling and predicting on social media.
Loveys et al. (2017) developed affective micropatterns to measure patterns in affect
from language for quantifying mental health signals, for many psychological phe-
nomena occurring in small time windows. The proposed micropatterns of each partic-
ipant are generated from all sequences of messages that occurred within a three-hour
time window. VADER (Gilbert, 2014) was first implemented to label each message
with positive, neutral, or negative, and every three subsequent sentiment forms a
triple as a micropattern. There are a total of 27 unique micropatterns, and the propor-
tion of each micropatterns formed represents the feature vector for each data instance.
This study showed that these patterns are not distributed randomly, instead, they
show deviations for users with mental disorder relative to the controls, which when
employed by machine learning models also achieved over 70% prediction accuracy
(over the baseline of 50% for random prediction) for a number of mental health con-
ditions. Loveys et al. (2017, p. 87) pointed out that “most work at the intersection of
natural language processing and social media has focused on assessing dispositional
factors through examination of a large corpus of posts. However, assessing more sit-
uational risk factors will require a different set of methods. While existing bag of
words approaches evaluate dispositional risk factors, temporal analyses are neces-
sary to detect brief fluctuations in situational risk factors.” Similar to this research
work, the authors (ibid.) also suggested the study of emotions to be an important
avenue for further work in this research field.
Two months after, Reece et al. (2017) proposed a time series analysis employing
a two-state Hidden Markov Model (HMM) to model the differential changes be-
tween the condition and the control groups over time. The input features from the
tweet history of each participant are generated by the labMT (Dodds et al., 2011),
LIWC, and ANEW to quantify the happiness from tweet language. These happi-
ness scores allow the HMM model to provide mean parameter estimates for all
predictors at each latent state, which validated by comparing HMM output with
mean differences between condition and control observations in the dataset. The
resulted HMM model successfully simulated the affected and healthy states, with
output HMM means in 95% agreement with true means for the depression sam-
ple, and 100% agreement with true means for the PTSD sample. This simulation
demonstrated that depressed individuals have a higher probability of depression
nine months prior to diagnosis and a marked rise in probability three months before
diagnosis. This increase in risk of depression continues until the time of diagnosis,
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then a decrease in risk of depression can be observed, indicating possible improve-
ment due to treatment. Similarly, data points individuals with PTSD gradually devi-
ated from healthy individuals from the day of the trauma until the time of diagnosis.
Post-diagnosis, a decrease in PTSD probability can be observed. In contrast, the con-
trol group showed little or no change over the same time period. However, this
HMM model is not leveraged for the prediction of these two disorders, and with
the LabMT, ANEW, and LIWC measures, their trained Random Forests prediction
model achieve an AUC of 87% for depression prediction and 89% for PTSD predic-
tion. Nevertheless, this study demonstrated the intriguing potential of leveraging
the temporal factor for mental disorder prediction.
The studies presented in Chapter 5 address these gaps, quantify and extensively
analyse fine-grained discrete emotions though the incorporation of temporal fac-
tors, i.e., using time series analysis techniques. Both proposed feature generation
approaches (i.e., emotions and emotions with temporal factors) show great perfor-
mance of on average over 85% prediction accuracy for all four mental health condi-
tions (i.e., depression, bipolar disorder, PTSD, and SAD). Therefore, these two stud-
ies in Chapter 5 demonstrate not only again the potential of emotions and temporal
factors but also their effectiveness and relevance in the analysis, detection, and pre-
diction of mental health conditions on social media.
8.2.2 Limitations of Emotion-based Features
There are some notable limitations of emotion based features.
Firstly, as reported in Section 5.2, emotions expressed through tweets are very
sparse (less than 10%), hence when using emotion-related features alone, the pre-
diction model can only learn from this, on average 10%, of information across data
instances. Also, due to the sparsity of emotion expression, the time series signal
of emotions are usually not continuous to allow more advance time series analysis
techniques to be applied. This, on one hand, motivates researchers to develop more
sensitive emotion sensors, and on the other hand, it is not common for every tweet
to contain emotion expressions or for online users to post on social media at high
frequency (e.g., every day).
Secondly, considering the diversity of online population and the self-representation
bias (as mention in Chapter 4), the emotional baselines of individuals, both in terms
of frequency and intensity in the context of this study, cannot be expected to be
the same, but rather varied according to personality, education, medication back-
ground and many other factors. As conceptualised by Fluid Vulnerability theory,
some aspects of an individual, such as demographics, personality traits, beliefs or
life histories, help to establish a baseline risk of one’s psychological states. Relatively
stable history of dispositional factors could contribute to a lower risk of breakdown
by stressors like trauma. Stressors such as troubling thoughts or unpleasant social
interactions can appear at any point in time and cause individuals to have pertur-
bated and frequently fluctuated psychological states daily (Rudd, 2006). Therefore,
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the likelihood of a person experiencing a mental distress episode or engaging in self-
harming behaviour is influenced by the interaction of one’s baseline risk and stres-
sors in his or her life. This means that individuals who have low baseline risk could
cope with more severe stressors and would not breakdown or experience worsened
mental disorder symptoms. While for those with high baseline risk, a severe depres-
sive episode can be triggered by even insignificant stressors (Rudd, 2006). Hence,
this poses great risk in mislabelling and the increase of both false positive and false
negative rates.
Thirdly, the studied conditions, i.e., bipolar disorder, depression, PTSD, and
SAD, are all categorised as mood disorders, hence the positive effects on the predic-
tion performance using emotion-based features. This means that the same emotion
features might not be of any advantage when incorporated to predict other types of
disorder, such as instances of psychotic disorders, eating, sleeping, or sex disorders.
Even though emotions might be related to all types of mental disorders, the predic-
tive power of emotion features can also depend on the capability of communicating
and expressing emotions of individuals who suffer from a particular mental disor-
der. For instance, individuals with the autistic disorder are shown to have uneven
language skills, with deficits in expression of connected speech, verbal comprehen-
sion, and rapid naming, and relative strengths in single word labelling and written
language (Rapin and Dunn, 2003). In this case, perhaps, language-based features
would be more effective than emotion-based features, yet it is also likely to be un-
necessary to attempt the prediction of this specific disorder (i.e., autism) through an
online environment. This is, in most cases, due to easily identifiable behavioural
indicators of this particular condition that can be observed through interactions in
a public or social environment. However, extended experiments for every single
condition are required to confirm this consideration.
Lastly, emotions exist in every aspect of life, however, emotion expressions are
not only related to individuals’ feelings around life but also responses to various
types of content shared on social media, such as news, events, and festivals. Hence,
emotions collected from online users can easily be biased by certain events. The
hope is that there are still differences in such emotional responses between mentally
healthy individuals and those who are not. Yet, these differences can vary due to
numerous factors of the events and be user specific, hence increasing the chances of
mistaking unrelated signals as mental disorders in a real-life setting. For example,
Harrison (2004, p. 583) discovered that there are “resemblances between the reli-
gious symbolism of the annual cycle in certain societies and seasonally linked mood
disorders (notably seasonal affective disorder, or SAD) in contemporary Europe and
North America.”
8.3 Mental Health Screening Model
Addressed Research Objective (Chapter 6 & 7):
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To examine and interpret machine prediction outcomes and to propose and con-
struct transparent mental health screening models employing a novel combination
of techniques including Machine Learning, Ensemble Learning with feature cate-
gory stacking approach for potential clinician assistant application with ethics-based
mental health analysis framework.
8.3.1 Interpretation of Mental Health Prediction Outcomes
Most of the research conducted to predict mental illnesses in social media platforms
have focused heavily on feature engineering aiming to improve the prediction ac-
curacy of mental health prediction models. Hence, feature analysis is usually per-
formed before the construction or training process of the machine learning models
in order to select features that are significantly correlated with the prediction classes
(Murphy, 2012; Michalski, Carbonell, and Mitchell, 2013). Statistical tests and more
advanced computational approaches, such as chi-square, principal component anal-
ysis and correlation based-feature selection are frequently used for this process to
determine important indications of patients’ mental state (as introduced in Chap-
ter 3). Using the most significant features instead of a large number of all avail-
able features reduces the feature space dimension, which can not only improve the
processing time but also reduce noisy information hence improve the classification
accuracy, avoid over-fitting, and make machine learning models work more effi-
ciently (Murphy, 2012; Michalski, Carbonell, and Mitchell, 2013). For the purpose
of explaining a screening outcome to a patient, however, feature analysis and inter-
pretation of trained prediction models have not received any meaningful attention
in this domain. Various techniques and tools for interpreting sophisticated machine
learning models have been developed and incorporated in various other domains,
such as medical health care, finance, robotics, and natural sciences. Active learn-
ing (Tong and Koller, 2001), semi-supervised learning (Cohn, Caruana, and McCal-
lum, 2003), interactive machine learning (Bekkerman et al., 2007), and application-
specific systems (Ware et al., 2001) are some examples of work that improves the
way to represent the internal states of machines via interaction (Guo, Peuquet, and
Gahegan, 2003) or building models whose internal states are interpretable (Bien and
Tibshirani, 2011) to enable communication from machines to humans. In addition
to LIME (Ribeiro, Singh, and Guestrin, 2016a) and SHAP (Lundberg, Erion, and
Lee, 2018), which are introduced and incorporated in Section 7.1 and 7.2, other auto-
mated model interpretation techniques are starting to receive more attention and are
constantly being developed and improved. For instance, Henelius, Puolamäki, and
Ukkonen (2017) proposed ASTRID (Automatic STRucture IDentification) method
for finding class-dependent attributes or variable group interactions in data1. With
these techniques, it is not difficult to produce some meaningful interpretations of a
mental health prediction outcome, as long as the features are also developed in a
1https://github.com/pranjalv123/ASTRID
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meaningful way. To learn the most out of this interpretation, perhaps, additional
domain-specific knowledge or expertise is required, meaning that domain experts
are still needed to validate the correctness of produced models and make sense of
the interpretation. Yet, the implementation and results of this important step have
not been reported in the literature, despite its importance to the health practitioners
and the patients.
8.3.2 Use of Ensemble Learning for Mental Health Prediction
Similarly, the choice of machine learning techniques is to improve the accuracy of
mental health prediction. As summarised in the literature review (Chapter 2), very
few studies have explored ensemble learning based approaches in this research do-
main, although more complex models such as artificial neural networks and deep
learning models have recently been increasingly employed. Leveraging an interview
dataset and speech-based features, Jiang et al. (2018) proposed an ensemble logistic
regression model for detecting gender dependent depression through speech. This
ensemble approach was designed to utilise multiple feature subsets thus improve
prediction accuracy. It is shown to outperform a number of well-known ensemble
classifiers including the Adaboost decision tree, the bagging decision tree and the
random forest with an accuracy of 81.82% for the male depression model and 75%
for the female depression model. The feature category ensemble approach proposed
in Chapter 6 achieved slightly higher classification accuracy for all for mental health
conditions, illustrating its significant potential. Additionally, it is worth noting that
the feature category ensemble is designed to provide in-depth interpretation and
reasoning for prediction outcomes as well as extend-ability to incorporate other pre-
diction models and expert knowledge, hence, shows the potential of participating in
a real-life clinical setting.
8.3.3 Extensions of Proposed Screening Model
The screening model with the feature category ensemble approach can be easily ex-
tended to include more features of existing or new feature categories such as social
network, topics, and other features which can be generated not only through natu-
ral language but also image, video, and speech processing techniques (Alonso et al.,
2018; Pintelas et al., 2018). This allows available data or features from all aspects
of the patients to be linked and incorporated into the same screening system, for
instance, digitised medical data, sensor data (Garcia-Ceja et al., 2018), and mobile
app data, with robust data and user privacy protection scheme (such as the mental
health analytics framework introduced in Chapter 7).
At various depth of the proposed ensemble framework, human/expert annota-
tion effort through active learning approaches can be employed to updated feature
values, feature categories relevance (i.e., coefficients of the combiner model), and
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resulting risk probabilities (i.e., prediction outcomes of the screening model), in or-
der to improve the model performance and prediction accuracy (which is a valuable
direction for future work) (Li et al., 2012; Zhang et al., 2014a).
The development of a system user interface is required for the screening sys-
tem to be tested, evaluated, employed in real-life scenarios, and the development of
further functionalities.
It is worth mentioning that the screening model should be considered only as a
tool to assist diagnoses since the offline and real-life information is at least equally
important as what can be discovered from online social media, if not more. The
examination and communication with machine learning models would also help to
know whether the predictions are correct; whether the decision path/explanations
make sense to its given prediction outcome (at various stages). Automatic screening
models can complement the human labour and assist health experts in early iden-
tifying signs of mental disorders, but cannot replace human efforts (Wongkoblap,
Vadillo, and Curcin, 2017; Tiffin and Paton, 2018). The proposed and similar types
of screening models can further be implemented online as a first step self-screening
system, which can help the user to manage their own psychological health, engage
with choice of online interventions, and seek professional help.
8.3.4 Ethics-focused Mental Health Analytics Framework
There has been a general lack of research on understanding the role of social me-
dia analytics in the domains of health and mental health (Wongkoblap, Vadillo, and
Curcin, 2017). Within the current literature introduced in Chapter 2, there was no
overarching framework that considered the various ethical issues. Hence, in Chap-
ter 7, an ethics-focused mental health analytics framework is proposed, of which
various elements are currently active research areas, such as active learning and
the machine learning techniques that are used to predict mental health conditions.
It is hoped that future work takes a more holistic approach to social media men-
tal health analytics, considering task specific consent from users being analysed, as
well as evaluating the interpretability and use of analytics by different stakehold-
ers. Use-cases of the described analytics can range from individual person-level
insights on mental conditions and symptoms, to community level, as well as public
mental health surveillance (Gruebner et al., 2016). Especially with community and
public health surveillance, the various biases in the user-base must be carefully con-
sidered. There are known socio-demographic biases in the quantity and quality of
social media behaviours, such as older users posting less often and on different top-
ics as compared to younger users, and differences may also be seen across different
gender, ethnic, or socio-economic groups (Sloan et al., 2015). Known subtle differ-
ences between platforms also exist, for instance Davenport et al. (2014) has shown
Twitter to be the preferred means of active usage among narcissists, as opposed to
Facebook. However, this pattern is complicated by the type of content shared, such
as selfies (Sorokowski et al., 2015). As discussed earlier, the interpretative layer of
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the machine learning models is critical to decision making, as there is a broad need
for human users to understand the reasoning behind analytics and forecasts (Dhu-
randhar et al., 2017; Henelius, Puolamäki, and Ukkonen, 2017). Especially with the
rise of more complex machine learning techniques, machine interpretability is in-
creasingly becoming an active research area. Perhaps somewhat surprisingly, recent
work by Weller (2017) points out, with a number of example scenarios, that although
machine interpretability provides transparency and hence tends to be broadly con-
sidered to be beneficial, transparency may sometimes lead to worse outcomes, and
should not be considered a universal good at all cost. Hence, there needs to always
be careful deliberation about transparency of the analytic machine learning models
across different types of users.
The work presented in Chapter 6 and 7, hence, addresses the research gap be-
tween theory (prediction model(s) through research) and practice (screening sys-
tem(s) can be used in professional practice), answering the questions: 1) how ma-
chines make prediction and are they correct; 2) how to integrate predictions of dif-
ferent models, data sources, features and make sense of the final outcomes; 3) how
to make the machines (prediction models) work with humans. These questions are
critical for the development of relevant policies, best practices, laws and regulations
so that health-related research using social media data can be conducted safely, ben-
efit and make difference to the real world population.
8.4 Machine Learning Algorithms
In the field of Artificial Intelligence (AI) and data science, deep learning has rapidly
become a method of choice and applied increasingly in more research domains.
Deep Learning is a branch of machine learning based on a set of algorithms that
attempt to model high-level abstractions in data by using a deep graph with multi-
ple processing layers, composed of multiple linear and non-linear transformations
(Bengio, 2009; Li Deng, 2014). It is known to discover hidden patterns and learn
knowledge from the input data on their own, hence, do not require any feature
engineering. As with other machine learning techniques, deep learning has pro-
duced promising results for many tasks including Speech and Audio processing,
Information Retrieval, Object Recognition and Computer Vision, as well as Natu-
ral Language Processing (Deng and Yu, 2014). For the detection of mental health
conditions on social media, artificial neural networks (Hao et al., 2013), and deep
learning neural network (Gkotsis et al., 2017; Lin et al., 2014) have already shown
promising results. A Word2Vec inspired approach was recently developed for auto-
mated mental health status quantification that incorporates neural user embeddings,
which demonstrated again the capability of deep learning generated representations
in capturing similarities between users with respect to mental conditions, and are its
predictive power of specific mental disorders (Amir et al., 2017). As also reported
by Pintelas et al. (2018), the artificial neural networks (ANNs) and deep learning
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approach most often achieve the highest performance among other machine learn-
ing algorithms for predicting anxiety disorders (using medical measures as learning
data). Yet, including the proposed ensemble approach, the simplicity of employed
methods in this research work contrasts with these more advanced machine learning
techniques, which have the potential to achieve notable increases in prediction, but
are black boxes in terms of estimation, as their models are extremely large, complex,
and characterised by “hidden layers” (LeCun, Bengio, and Hinton, 2015; Schmid-
huber, 2015). Thus, even though there is room for improved prediction accuracy,
such gains would likely come at the expense of interpretability and inference. As
discussed previously, in order to make meaningful interpretations, understanding
has to be achieved on both how features are created and how feature values are
computed in the leaning models to perform classification, while deep learning al-
gorithms can provide us neither. Hence, the trade-off between accuracy and inter-
pretability have to be considered carefully in the context of the research work’s goal.
On the other hand, deep learning algorithms have also been shown to be able
to learn and process meanings of words in a human-like way, therefore, are useful
for the generation of higher-level features, such as the detection of sentiments and
emotions from language, image, or music, where the detection and measuring pro-
cess of these features is not the focus of the prediction or the interpretation. For
example, word embedding proposed by Mikolov et al. (2013b) and his colleagues
projected words into a two-dimensional space as vectors (i.e. Word2Vec) that are
able to capture word senses and achieve word sense calculations (Mikolov et al.,
2013b; Mikolov et al., 2013a). It specifically highlighted the potential for deep learn-
ing models to be able to learn sentiment and emotion vectors from text features,
possibly also able to learn mental disorder vectors from higher level features like
emotions and figurative expressions. Besides, deep learning approaches can also
be applied to identify the most relevant features for feature selection, which in turn
reduces the training costs without sacrificing accuracy. Although, the lack of inter-
pretability of the decision paths might still limit the usefulness of this approach in
real life application.
8.5 Mental Health Prediction Using Non-Social Media Data
As a whole, this research work reflects the diffusion of computational data mining
applications into clinical research and potentially into practice, along with the ex-
ponentially growing body of digital footprint and EHR (electronic health records)
data of individuals. In the mental health domain, machine learning and data mining
methods have been applied to a variety of non-social-media data sources for the pre-
diction of mental disorder onsets and mining clinical insights. In the review paper
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of Alonso et al. (2018), data mining algorithms and techniques in mental health re-
search of the past 10 years (until March 2018) are summarised and reviewed, specif-
ically for the most prevalent diseases, including Alzheimer, Dementia, Schizophre-
nia, Depression, and bipolar disorders. Similarly, Pintelas et al. (2018) recently re-
viewed 16 research papers (from 2010 till November 2017) on the machine learning
prediction methods for a number of anxiety disorders, including generalised anxiety
disorder, panic disorder, agoraphobia, social anxiety disorder, and post-traumatic
stress disorder.
A number of medical data sources for mental health prediction are revealed by
these two review papers, including clinical interviews and questionnaires, WHO
surveys, sensor and monitoring device data (Garcia-Ceja et al., 2018), self-esteem
data, measures of electrocardiography (ECG) Signals, heart-rate and blood pressure,
cortisol release, grey matter and white matter volumes, fMRI images, genetic and
brain imaging measures, with sample sizes ranging from 10 patients to 10,000 pa-
tients (Alonso et al., 2018; Pintelas et al., 2018). For the majority of these studies,
the difficulties of getting large scale and volume of data still exist. Although with
different data sources and features, machine learning techniques used in these re-
view studies (Alonso et al., 2018; Pintelas et al., 2018) are limited to the older and
remarkably simple methods, by machine learning standards, among which the most
commonly used algorithms are Naive Bayesian, Regression (linear or logistic), deci-
sion tree, and the support vector machines. A small number of works also explored
rule-based classifiers, artificial neural networks and ensemble methods, which are
mostly Random Forest, Adboost, and bagging based approaches. A similar scale of
techniques is also discovered and reported in the literature review (Chapter 2) of ap-
plying computational approaches to social media data for mental health prediction,
as well as Chapter 3.
The use of text-based and social media data sources for mental health prediction,
as demonstrated in this research work and others, brings in another piece to this
puzzle and potentially compliments other mental health research efforts. Especially
when social media data is unrestricted in its volume, velocity, and variety. However,
there are disadvantages of using big data, such as people who do not or are not able
to use social media will be excluded from such studies, which may introduce a vari-
ety of biases (Hajian, Bonchi, and Castillo, 2016; Goodman and Flaxman, 2016). The
research of specific conditions such as Alzheimer and dementia would also be lim-
ited if solely relied on social media data. In the meanwhile, some researchers argue
that mental health conditions should, in the future, be considered as brain diseases
and diagnosed with quantifiable bio-markers instead of relying on interviews con-
ducted by general practitioners or therapists, in order to make more reliable and
accurate diagnoses and treatment decisions (Haberer, Trabin, and Klinkman, 2013;
Stewart and Davis, 2016) due to bias and unfairness that might be caused by data or
machine learning algorithms (Hajian, Bonchi, and Castillo, 2016).
Nonetheless, to the mental health research domain, this research brings out two
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popular elements in the movement, which are the use of big data and the incor-
poration of data mining and machine learning techniques. It is also important to
study the correlations of the diagnosed predictions produced from a variety of data
sources. Additionally, to achieve self-diagnoses and monitoring, the discovery of
predictive markers of mental health conditions from data sources such as social me-
dia and wearable sensor data is an important research direction.
8.6 Paradigm Shift in Future Mental Health Practice
In the age of AI, with machine learning and data mining techniques increasingly
used in healthcare, Adkins (2017, p. 94) stated that “ for some it may seem like a slip-
pery slope toward ceding power in the clinic to algorithms and devaluing clinician
experience and judgement. But I would note that the majority of a clinician’s func-
tion would not, and indeed could not, be encroached upon by data-driven analytics.
Rather, increasing the role of machine learning applications to EHRs would provide
additional inputs for the clinician to consider in making diagnostic and treatment
decisions. In this way, the emergence of machine learning EHR prediction may be
seen as analogous to the development of imaging, genetic, or any other new source
of highly informative medical data.” This opinion was also shared among other re-
searchers (Stewart and Davis, 2016; Jiang et al., 2017; Brusko, Kolcun, and Wang,
2018). “Nevertheless, there will inevitably be human factors and public and profes-
sional perceptions of technology that may affect its implementation. Certainly, the
experience to date in the use of mathematically driven clinician-decision support
tools is that they are frequently overridden by practitioners, who may feel that they
have more to lose than the machine if the diagnosis is wrong, even by some very
small chance” (Tiffin and Paton, 2018, p. 510). Additionally, information technolo-
gies have the power to positively transform the way patients are treated and help
both the researcher and clinicians gain advance knowledge more quickly (Hadzic,
Hadzic, and Dillon, 2010). “Patients can receive highly personalized treatments,
therapists will receive help in making evidence based decisions, and the scientist
will be able to search new knowledge that reveals the true causes of Mental Health
illnesses while developing more effective treatment approaches” (Alonso et al., 2018,
p. 161).
In general, it is not difficult to see that the application of machine learning meth-
ods to social media data, and the potential of extending such analyses to other
sources of big medical data (e.g., genomics and imaging), could generate enormous,
even paradigm-shifting, results in improved diagnosis and treatment. What remains
unclear is the pace at which these benefits will be realised, as well as who the pri-
mary beneficiaries will be (Tiffin and Paton, 2018; Garcia-Ceja et al., 2018).
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8.7 Predicting Mental Health
Applying machine learning methods for the prediction and analysis of mental health
conditions is now no doubt a popular and highly active research area. However, it
also brought a heated debate in clinical research regarding how to characterise and
classify mental health when computational models are often disconnected from the
diversity of real illness experiences of a mental health condition (Bowins, 2015; Insel,
2013; Insel et al., 2010; Andreasen, 2006; Jacob, 2012; Mullen, 2006). More specifically,
in terms of using user-generated content, it is also worth noting that laypeople and
those actually experiencing a particular mental health condition, such as depression,
are found to construct their own meanings of the mental illness (Karp, 2016). There is
evidence showing that perceptions of depression may be related to known features
such as the use of pronouns and talk of sadness. Besides, mental illness manifests
diversely across people, contexts, and cultures (Karp, 2016; Halbreich and Karkun,
2006; Canino and Alegría, 2008), and illnesses and symptoms are not only differently
defined, but also differently expressed (De Choudhury et al., 2017; Loveys et al.,
2018).
In modern psychiatry led by DSM (APA, 2013), diagnoses are descriptive, co-
occurring clusters of symptoms. The DSM-5 manual is the fifth edition (ibid.) of
a mental disorders diagnostic tool, developed by the American Psychiatric Asso-
ciation (APA), providing a common and widely accepted language and standard
criteria for the classification of mental disorders, and is widely used among clini-
cians, researchers, health insurance companies, and others, across the world (Reed,
2010). However, these indicators of mental health conditions do not refer to under-
lying mechanisms or causes, and categories provide little information on treatment
responses (Insel, 2013; Insel et al., 2010; Radden, 2003) Thus, in spite of efforts to
standardise diagnostic procedures, understandings of particular mental health con-
dition still vary among practising medical professionals. The unreliability of men-
tal disorder diagnoses, for instance, depression, remains a well-documented issue
(Aboraya et al., 2006). It might be possible that for mental health diagnosis a gold
standard label simply does not exist.
On the other hand, psychological distress and mental disorders are not binary
or categorical as often considered by researchers in the computer science and engi-
neering domains, but rather continuous and dimensional (Bowins, 2015; Insel et al.,
2010; Adam, 2013; Nelson et al., 2017). Although categorisation enables us to more
rapidly process information, it also blurs the intricacies of the phenomenon. Hence,
despite all the carefully constructed categories, categorical approach is perhaps still
not the right one (Insel et al., 2010; Adam, 2013; Jackson et al., 2017), but a symptom-
based and continuous approach to model mental health conditions. Mental health
conditions are often comorbid, sharing many of the same symptoms and may ex-
acerbate each other (Kessler et al., 1994). In our dataset (introduced in chapter 4),
it is also found that Twitter users talk about multiple mental illnesses at once. In
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fact, general practitioners often informally regard concomitant symptoms of men-
tal distress (such as symptoms of an eating disorder, depression, and anxiety) as
manifestations of one underlying condition of mental distress rather than symp-
toms of multiple distinct conditions (Davidsen and Fosgerau, 2014). Therefore, a
symptom-based and continuous approach could potentially help to model and dis-
tinguishing different conditions, such as how depression overlaps many symptoms
of post-traumatic stress disorder, anxiety, and other mental illnesses.
In the current literature, most of the mental health prediction models and mod-
elling approaches are proposed by researchers of computer or information science
background, thus the aim of these models is to achieve high classification accuracy.
However, given the diversity in how mental distress is expressed, and lack of a
gold standard, model performance and errors should be evaluated in depth, aim-
ing to achieve feasibility of deployment and generalisability. Models might need
to be reflexively tuned, incorporating additional knowledge from relevant areas like
medicine, psychology and social sciences, with a thorough comparison between ma-
chine diagnosing model and clinicians’ diagnostic practice included in the evalua-
tion processes. Yet, the most important and fundamental questions to this research
domain are 1) how to understand and precisely define mental illness, and 2) what it
is exactly that should be predicted.
166
Chapter 9
Conclusion
This chapter presents a review of the research aim and objectives through the dis-
cussion of key results and findings. The contributions of this research work are high-
lighted, followed by a recommendation of future work, including possible improve-
ments to the experiments and extensions of this research work.
9.1 Objectives of Study and Key Findings
With the advance of predictive features and computational analysis methods, a grow-
ing number of studies and prediction models have emerged from the information
science and computer science domains, for the prediction of mental health condition
onset using easily accessible social media data. In this study, the primary aim was
to investigate emotions as mental health indicators and leverage emotion measures
to construct prediction models that can detect at-risk users from Twitter. The other
aim was to develop an interpretable prediction model and ethics-focused guideline
to allow automated mental health prediction models to be implemented and used
in real-life clinical settings. These aims were broken down into four objectives and
were addressed as follows.
Research Objective 1:
To investigate and understand the disclosure of self-declared diagnoses of mental health con-
ditions and its impact on mental health research on social media as a data collection approach.
In the data collection phase (chapter 4), this study employed a qualitative ap-
proach to annotate and investigate condition users identified using the high preci-
sion search term “I was diagnosed with condition_name”. The examination mainly
focused on the relevance of the declared condition and the motivations for disclo-
sure, both of which may reflect the quality of data from these users.
Results from this study showed that most of the condition users talked about
their conditions genuinely. Among the rest of the condition users (around 10%),
some tweeted about other people’s conditions or conditions that were not diagnosed
by a medical doctor or health practitioner. From the information tweeted together
with self-declared conditions, this study identified that the actual time of diagnosis
posed a significant impact on the relevance of data from these condition users. It is
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found that although users tweeted about their diagnoses genuinely, more than half
of these statements do not contain the diagnosis time, and for those that do, only 22%
of the self-declared conditions were diagnosed within six months and 32.8% within
one year. This issue was also identified by MacAvaney et al. (2018) in self-reported
depression posts on Reddit, where most of the diagnosis time was unreported or
unclear, and most of the reported diagnosis time was more than three years ago.
Comorbidity was found among 28% of condition users, which align with the results
shown from the National Comorbidity Survey (Kessler et al., 2005). Co-occurring
conditions tend to blur the definition of certain mental disorders and introduce com-
plications in identifying the characteristics of the target condition, which might in-
crease the difficulty of learning. Lastly, through the examination of these diagno-
sis tweets, several motivations for diagnosis disclosures were identified and cate-
gorised. These motivations are 1) to show understanding, support, and raise hope
for others, 2) to re-confirm previous sufferings and assumptions, 3) to disclose past
trauma and reasons for having mental disorders, 4) to respond to an event, and 5) to
trivialise and laugh about it. This kind of systematic characterisation of motivations
has not been done for self-declared diagnoses in prior work, although the motiva-
tions found in this study align with the work of Berry et al. (2017). The authors
(ibid.) collected and investigated tweets through the hashtag #WhyWeTweetMH,
and identified that Twitter users talk about mental health to send and receive sup-
port and hope; to share experiences without feeling judged; to combat stigma and
raise awareness; to have a voice and feel heard. These findings raise new research
questions, such as how individuals reveal the past trauma of their mental disorders,
how event-triggered disorder disclosures impact public opinion on mental disor-
ders and their disclosures, how specific condition is trivialised and abused on social
media. Furthermore, whether any of these aspects introduce bias or noise into the
dataset for mental health research on social media. As a data cleaning step, this
study also demonstrated that by using basic TF-IDF features, classifiers were able
to be trained on specific aspects of the data and perform filtering tasks to remove
irrelevant condition users from the dataset automatically. Thus, it showed that data
assessment using qualitative approaches can reveal valuable information about con-
dition users and their conditions. This information further helps identify types of
noise, which can be used to train classifiers for automated filtering tasks. This pro-
cess is recommended to be included in every study to ensure the quality and rele-
vance of the condition data.
Research Objective 2
To investigate relationships between emotions and mental health conditions and explore the
ability of emotion indicators in capturing predictive cues and to investigate their effectiveness
for mental health condition detection using social media text data.
In the feature development phase (chapter 5) of this study, eight discrete emo-
tions were extracted from historical tweets collected from each user in the condition
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and control groups. The intensity measures of these emotions were used to study
differences between the condition and control groups and to experiment with ma-
chine learning classifiers for identifying condition users from the control.
Results showed that overall online users tend to express emotion more often and
vigorously when creating their own contents than sharing posts of others. Through
re-tweets (RTs - quoting posts of others), control users showed more emotion ex-
pressions, both in terms of intensity and volume, compared to the condition users.
Through feature correlation analysis, it was found that the use of first-person pro-
nouns negatively correlated with mentions but positively correlated with positive
and negative sentiments for users in the condition groups. These indicate that users
who have a mental health condition are less likely to talk about others and are more
self-centred when expressing emotions compared to the control users. The increased
use of first-person pronouns and decreased use of third-person pronouns were also
found to be a typical pattern across the condition groups, which conforms with find-
ings in studies of De Choudhury et al. (2013) and Coppersmith, Dredze, and Harman
(2014). Twitter users in condition groups were also found to be more emotional and
tend to express emotions more strongly than users in the control group, especially
for negative emotions such as sadness, anger, disgust, and fear. This finding is in
conjunction with the study of Coppersmith, Dredze, and Harman (2014) who found
that condition users showed a significant increase in the use of negative emotion,
anger, swear words (features were extracted by LIWC software). No significant dif-
ference in positive emotions (e.g. happiness and surprise) were found in the volume
of emotion expressions between the condition and the control groups, which was
also showed by studies of Park, Cha, and Cha (2012), Chung and Pennebaker (2007),
and De Choudhury et al. (2013). However, the expression intensity of happiness was
found to be higher from users in the condition groups than in the control group in
this study. Through experiments with the five most common classifiers, this study
confirmed the relevance and effectiveness of the LIWC features (De Choudhury et
al., 2013; Coppersmith, Dredze, and Harman, 2014) and the pattern of life features
(Coppersmith, Dredze, and Harman, 2014) in identifying condition users from con-
trol users. It also demonstrated a better classification performance when employing
emotion-based features. Among the range of features and classifiers, it was found
that the pattern of life features were less effective for classifying bipolar disorder and
depression compared to the other conditions. While the support vector machine and
random forest classifiers consistently demonstrated superior performance across all
features and condition groups (with default parameters). From these results, it can
be concluded that measures of discrete emotions can effectively capture differences
between the condition and control groups, and can be employed by machine learn-
ing classifiers to help distinguish between users with a condition from users without.
The experiments on discrete emotions extended sentiment analysis approaches used
in this research domain.
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Research Objective 3
To assess the impact of temporal measures and patterns of known mental health condition
indicators and propose a new analysis approach to improve the predictive power of indicators
in identifying mental health conditions.
Further in the feature development phase, this study applied time series anal-
ysis on each emotion measures for users in the condition and control groups. A
selection of descriptive statistics was then extracted from each emotion time series
and experimented with the support vector machine and random forest classifiers to
distinguish between the condition and control users. The performance of this exper-
iment showed an increase of 2.7% in classification accuracy, meaning that temporal
measures of emotion time series can improve the effectiveness (or predictive power)
of emotions for identifying condition users from the control. Similarly, Loveys et
al. (2017) also found that by incorporating temporal information captured through
sentiment micropatterns, the prediction model performed better on a number of con-
ditions, including schizophrenia, eating disorder, anxiety, panic attack, and suicide
attempts, than using basic sentiment features. More generally, the incorporation of
temporal factors will help bring research one step closer to the modelling of dy-
namic theories (Nelson et al., 2017), emotion regulation and dysregulation (Berking
and Wupperman, 2012) of mental disorders. The success of temporal analysis on
emotions encourages all types of features to be generated and logged frequently to
allow temporal patterns of other features and measures to be discovered for further
research and studies. Furthermore, the use of emotion analysis and temporal analy-
sis for the social media studies in other domain is shown to be possible based on the
results of this research.
Research Objective 4
To examine and interpret machine prediction outcomes and to propose and construct trans-
parent mental health screening models employing a novel combination of techniques includ-
ing Machine Learning, Ensemble Learning with feature category stacking approach for po-
tential clinician assistant application with ethics-based mental health analysis framework.
Using existing tools, this study provided explanations of the prediction models
to examine patterns captured by machine learning classifiers and how features con-
tribute to the predictions in individual cases, as the post-processing phase (chapter
6). On a group level, the machine learning classifiers identified that condition users
use more anxiety-related words, first-person pronoun, and less second-person and
third-person pronouns than the control group. Among emotion features, happiness,
sadness, confusion and shame were found to be most effective in capturing differ-
ences between the condition and the control users. Among temporal features, the
mean and mean momentum of emotion time series were shown to contribute the
most in identifying condition users from the control, while the mean differencing
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of emotion time series contributed the least. Through the visualisation of individ-
ual predictions, this study also demonstrated that features of individual cases were
matched against these characteristics learnt from condition and control groups in
order to make a classification. These results confirm the initial patterns observed
through feature visualisation and validated the prediction path of the mental health
condition classifier. To the best of my knowledge, almost no studies have interpreted
the prediction outcomes and evaluated the prediction path in this manner. Besides,
the description of feature importance values produced by learning algorithms tends
to be tedious and stale since the patterns described are only to confirm with the
results from previous feature analysis.
In the latter part of chapter 6, an interpretation-oriented mental health screening
model was proposed employing ensemble learning through a feature category stack-
ing approach. This ensemble learning model demonstrated slightly better classifica-
tion accuracy (on average 86% for all conditions on separate test sets), in-depth in-
terpretations, and individualised diagnosis reasoning, which can help troubleshoot
causes of emotional distress. Ensemble learning in the literature was mainly used
to attempt to increase prediction performance. For instance, Preot¸iuc-Pietro et al.
(2015a) found that a consistent improvement was achieved on all prediction tasks
when using ensemble methods, among which the linear combination of different
classifiers performed better compared to the ensemble average by down-weighting
less informative feature sets. While Islam et al. (2018a) experimented with five en-
semble models, including boosted tree, bagged tree, subspace discriminant, sub-
space KNN, and RUSBoosted tree for depression detection and found that the SVM
and Decision Tree performed better than the ensemble models. The proposed feature
category stacking approach of this research showed similar results. However, the
more significant contribution is that this model allowed in-depth interpretability of
prediction outcomes and the stacking structure showed extendability that can incor-
porate additional prediction models in the literature. Moreover, human annotation
and active learning approaches could also be employed at various stacking levels
to constantly correct and improve the screening performance. Hence, this mental
health screening model could potentially open opportunities for all research efforts,
prediction models, psychologists, and mental health experts to work together as a
whole. It could allow prediction models developed in the literature to be imple-
mented and used in real-life to help clinicians and health practitioners and more
importantly individuals who suffer from mental health conditions.
An ethics-based mental health analysis framework was proposed (in chapter 7)
to ensure this establishment further by defining users and component of the system
and providing accordance guidelines. The considerations of this framework include
user’s expectations, protection of privacy, researcher’s responsibilities, and the right
to explanation, which were pointed out by several studies (Wongkoblap, Vadillo,
and Curcin, 2017; Conway and O’Connor, 2016; Luxton, Anderson, and Anderson,
2016; Nebeker, Torous, and Ellis, 2019). The work presented in Chapter 6 and 7,
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hence, addresses the research gap between theory (prediction model(s) through re-
search) and practice (screening system(s) can be used in professional practice), an-
swering the questions: how machines make prediction and are they correct; how to
integrate predictions of different models, data sources, features and make sense of
the final outcomes; and how to make the machines (prediction models) work with
humans. These questions are critical for the development of relevant policies, best
practices, laws and regulations so that health-related research using social media
data can be conducted safely, benefit and make difference to the real world popula-
tion.
9.2 Contributions
From data collection, feature extraction, to prediction model development, this re-
search work has addressed gaps in various steps of the research pipeline.
In the literature, many studies employed the self-declared diagnosis posts for
identifying condition users to collect and label data. These social media data are
often noisy and self-representative of each individual. However, few studies have
examined the characteristics and validity of their data, and relevant data cleaning
process has not been performed. This research provided an in-depth understanding
of social media data through self-declared diagnoses of mental health conditions
and proposed to leverage machine learning classifiers for the automated filtering
process. As discussed in section 8.1, so far only one other study (MacAvaney et al.,
2018) has addressed the same gap in the literature. By analysing self-declared de-
pression on Reddit, the study of MacAvaney et al. (ibid.) confirmed findings of this
research work and demonstrated the importance of qualitative assessment within
the data collection and cleaning process. In addition to depression, this research
showed that the disclosure of bipolar disorder, PTSD, and SAD among Twitter users
presented the same issue, which is that although with a genuinely declared condi-
tion, the condition might not be relevant to the study when it took place too long ago.
Since discovered both on Reddit and Twitter, similar issues might also exist in other
social media platforms when using the self-declared diagnosis as a way to identify
condition users. Therefore, this research has pointed out a number of limitations
in this and related data collection methods, stressed the importance of qualitative
assessment of collected data, and demonstrated possible solutions for data cleaning.
Many studies employed word categories generated by the LIWC to represent
emotion feature, such as PosEmo (positive emotion) and NegEmo (negative emotion)
experimented by Coppersmith, Dredze, and Harman (2014) and Coppersmith et al.
(2015b). De Choudhury et al. (2013) incorporated both the LIWC software for pos-
itive affect (PA), negative affect (NA), and the ANEW (Bradley and Lang, 1999), a
dictionary of affective norms for English words and related affective ratings, for
Chapter 9. Conclusion 172
quantifying the valence, activation and dominance of emotions. Few studies have in-
corporated fine-grained sentiment analysis and emotion into the mental health do-
main, or employed emotion expressions as indicators for identifying mental health
problems. This research study confirmed the relevance of prediction models using
LIWC features proposed in the literature and extended the use of sentiment polarity
and dimensional emotion modes to discrete emotions in the field of mental health
research, specifically detection and prediction using social media data. Moreover,
very few attempts have been made to leverage time factors in order to discover tem-
poral features and patterns for public mental health monitoring and the prediction
of the onset of mental disorders. The consideration of temporal factors and proposed
temporal feature set was one of the first in the literature and is currently of keen in-
terest from researchers in this domain, as discussed in section 8.2. Reece et al. (2017)
employed a two-state Hidden Markov Model (HMM) to model differential changes
between affected and healthy groups over the course of a mental health condition.
Although the HMM was shown to correlate with user data accurately and was able
to model the progression of depression and PTSD over time, features used to train
this model were produced by LIWC, labMT, and ANEW, which do not contain tem-
poral information. Loveys et al. (2017) used micropatterns to capture temporal in-
formation encoded in sequences of sentiment expression, however, only limited to
positive, negative, and neutral. Also, to capture changes in sentiments over time,
this research study applied time series analysis on eight discrete emotions and used
descriptive statistics to capture information of emotion changes. Instead of focusing
on the sentiment changes among positive, negative and neutral, the proposed tem-
poral features of this research quantified changes of each of the eight basic emotions
to allow more explicit emotion patterns to be discovered.
Advanced machine learning approaches and ensemble approaches of not only
classifiers but also various aspects of features are considerably underused in the
mental health domain. This research highlighted the importance of prediction in-
terpretation and presented to the literature with possible solutions, as discussed in
section 8.3.1. With help of techniques such as SHAP (Lundberg, Erion, and Lee,
2018), LIME (Ribeiro, Singh, and Guestrin, 2016b), ASTRID (Henelius, Puolamäki,
and Ukkonen, 2017), this research demonstrated that it is possible to produce mean-
ingful interpretations of a mental health prediction outcome, as long as the features
are also developed in a meaningful way. Furthermore, the proposed feature category
stacking approach for ensemble learning (as discussed in section 8.3.2 - 8.3.3) has ex-
tended the coverage of computational analysis techniques employed in this research
domain, by incorporating advanced machine learning approaches (see section 8.4)
without sacrificing model transparency and interpretability. Most studies are per-
formed offline, with the developed prediction models mostly remaining “black box”
systems, thus have not been put into real use with considerable concern around pri-
vacy issues and a general lack of ethics-based frameworks. The proposed mental
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health analytics framework provided a discussion around practical issues and ethi-
cal barriers for analytic mental health research leveraging social media data, which
contributes to hopefully enabling current research efforts to be implemented and
put to use in a real-life setting (section 8.3.4.). It extends prior research in several re-
spects with a primary focus on the importance of ethical considerations placed at its
core and highlighted the need to rethink methods employed for social media mental
health analytics.
Mental health represents a significant societal challenge and a major global health
burden, according to the World Health Organisation and hence deserves to be stud-
ied more systematically. As a whole, this research brought together elements of
prediction-based mental health research on social media, which leverages machine
learning and natural language processing techniques through both quantitative and
qualitative approaches. It provides a more comprehensive research pipeline to the
literature for constructing mental health screening models with machine learning
classifiers to help identify a selection of mental health conditions. As discussed in
section 8.5, this research reflects the diffusion of computational data mining applica-
tions into clinical research and potentially into practice, along with the exponentially
growing body of digital footprint and electronic health record data of individuals.
Together it contributes to the paradigm shift (section 8.6) in future mental health
practice, to positively transform the way patients are treated and potentially trans-
form the health care system to help clinicians to be free of repetitive works and focus
on more meaningful tasks. It is still under heated debate regarding how to charac-
terise and classify mental health, notably when studies such as this one demonstrate
promising performance in doing so. Computationalbased analysis on a single as-
pect (e.g. emotion) using a single data source (e.g. user-generated text on social
media) of individuals is often disconnected from the real mental illness experience
and oversimplifies the causes and diversity of the condition. This research provokes
thoughts on the fundamental question, what is a mental disorder (see discussion
section 8.7). Primarily through the use of emotion-based features, this study further
brought up questions of whether a mental disorder can be defined as the behaviours
of a finite group of discrete emotions and if so how can these emotional behaviours
be quantified.
9.3 Future Work
In this section, some technical suggestions are first provided to improve the current
research work, followed by possible directions of future research as the extensions
of this study.
Possible Improvements
There are additional efforts that could be made that may or may not improve the
current prediction performance of models proposed in this thesis.
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• After identifying the diagnosis time from the initial collection of self-declared
diagnosis tweets, the collection of historical data should target tweets posted
only before the diagnosis time. The data of condition groups, therefore, are
made sure to cover the changes from a healthy to a disordered mental state.
However, this could render a majority of diagnosis which did not mention a
diagnosis time, therefore, a much longer duration of the data collection process
is required.
• To improve the relevance of the control group, several factors or variables can
be further manipulated, such as age, gender, personality, nationality, and res-
idence. Some practice in the literature can be incorporated, such as gender-
dependent modelling and the use of age and gender-matched control users.
• In terms of methodology, a more extensive range of emotion models and emo-
tion detection methods could be experimented with and the most statistically
significant emotion-based features could be selected as input for the prediction
model.
• The emotion time series created for each user can be first grouped through
unsupervised machine learning approaches (i.e., clustering), and prediction
models can then be developed within each clustered groups, considering that
different people might have different reactions to stressors,
• In terms of performance evaluation, independent datasets (from Twitter or
other platforms) could be incorporated, which can reflect possible issues such
as over-fitting or class imbalance (if any) and hence provide a more robust set
of performance measures.
Extensions
To extend this research, an additional contribution could be to further develop the
proposed mental health screening model (introduced in chapter 6) into a functional
diagnosing assistant system to allow clinical testing and further improvement of not
only functionalities but also the development of the agreement on critical issues.
The incorporation of active learning and crowdsourcing are highly recommended
in order to leverage expert knowledge into the prediction models. With the develop-
ment of semi-supervised or unsupervised approaches, the mental health screening
system can be performed and be accessed online, which has the potential to attract
more self-diagnosis practice especially to those who feel the need to hide their con-
ditions due to stigma and other social pressures.
According to the interpretation of prediction outcomes, the development of on-
line interventions could provide more benefit to these sufferers. Mobile applications
for logging and tracking mental health-related symptoms also show high potential
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for allowing researchers to develop symptom-based features for mental health pre-
diction models, which also opens a new dimension of data sources that are integrate-
able to mobile applications (e.g., Apple Health integrate user data from apps and
wearable devices and covers aspects including diet and nutrition, sleep, step counts,
exercise, heart rate, meditation, age, gender, height, weight, and more).
In a more general sense, as Garcia-Ceja et al. (2018, p. 21) stated “the challenges
we have presented so far, mainly focus on machine learning aspects, however, these
types of systems are expected to work alongside many other applications and within
a larger ecosystem. This involves user databases, system interfaces and administra-
tive tools for the caregivers and physicians, health care intervention and support
systems (whether web-based, smartphone-based or others).” Therefore, the adop-
tion and development of communication protocols demand research efforts to be
made to connect different modules and systems are essential aspects of having ro-
bust and scalable solutions.
In terms of methodology, a more in-depth study into the knowledge of mental
disorder from the psychology and behavioural social science domain can further
help to model and predict the disorder for information and computer scientists.
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Appendix A
Full Literature Review
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2013 De Choudhury Predicting depression via social 
media
Survey (CESD + BDI) Twitter Depression LIWC Category; 
ANEW Sentiments 
(Positive, Negative Affect; 
activation; dominance);
Ego-network measures; 
Depression Language 
analysis (Lexicon, 
antidepressant usage).
PCA; 
10-fold cross validation;
SVM with RBF Kernal
ROC curves; Precision; Recall; 
Accuracy.
Best performance achieved by using 
all features with reduced dimension. 
Accuracy_best = 72.384%
Posting Pattern;
Trends for various features 
corresponding to the 
depression and non-
depression classes.
2013 Resnik Using topic modeling to 
improve prediction of 
neuroticism and depression.
Stream-of-consciousness essays from 
college students
N.A. Depression
Neuroticism
Topic Modelling
LIWC Categories 
Linear Regression Precision;
Recall;
F1-score (best 0.5 with LDA+LIWC);
adding topic features
improves precision without 
harming recall. Automatic
prediction is more 
conservative than human
ratings
2013 De Choudhury Predicting postpartum changes 
in emotion and behavior via 
social media
Queries tweets indicating recent 
births of a child, filter accounts by 
gender.
(Crowdworkers of Amazon’s 
Mechanical Turk)
Twitter Postpartum 
Depression 
(PPD)
LIWC and ANEW 
Sentiments (Positive, 
Negative Affect; activation; 
dominance);
Ego-network measures; 
Social Engagement;
Linguistic Style (LIWC 
Categories)
5-fold cross validation;
SVMs with an RBF kernel.
ROC curves; 
AUC; 
Classification Accuracy;
Precision, Recall, F1, specificity.
71.11% mean accuracy using only 
behavioural features;
80.54% overall performance 
accuracy using all features.
1. Dicussion of the best 
predicted measures. 
2. Theoretical implications.
2013 De Choudhury Social media as a measurement 
tool of depression
in populations.
Survey (CESD) Twitter Depression LIWC and ANEW 
Sentiments (Positive, 
Negative Affect; activation; 
dominance);
Ego-network measures; 
Social Engagement;
Linguistic Style (LIWC 
Categories)
N-gram language model
5-fold cross validation,
100 randomized 
experimental runs,
SVMs with an RBF kernel.
ROC curves; 
AUC; 
Classification Accuracy;
Precision, Recall, F1, specificity.
Best predicion accuracy achieved by 
using all features with reduced 
dimension through PCA (74.576%).
Proposed Social Media 
Depression Index (SMDI)
Analysis of population 
characteristcs of depression 
(geographycal, 
demographic, and temporal)
2013 Wang A Depression detection model 
based on sentiment analysis in 
micro-blog social network
Depressed and non-depressed 
participants (volunteers) are 
diagnosed and selected by 
psychologists;
Posts collected through API (1st-15th 
Aug 2012).
Sina Weibo Depression Sentiment polarity of posts;
first person prnouns;
positive and negative 
emoticons;
Online Interactions 
(mentioning, comments, re-
posts);
Online Bhaviours (Original 
post count, night time 
posting count)
10-fold cross validation;
Trees, Bayes, Rules 
through Weka 
Classification software
Mean Absolute Error;
ROC area;
F-Measure.
Best performance achieved by 
BayesNet: 
MAE = 0.186;
roc area = 0.908;
F-measure = 0.85
2013 Wang An improved model for 
depression detection in micro-
blog social network
Depressed and non-depressed weibo 
users through API
Sina Weibo Depression Node and linkage features Improved NFO classifier Classification accuracy = 0.95
2013 Tsugawa On estimating depressive 
tendencies of Twitter users 
utilizing their tweet data
Survey ( Zung’s SDS );
Twitter API
Twitter Depressive 
tendency
Word frequency Multiple Regression 
Analysis
regression coefficient;
standardized regression coefficients
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2013 Schwartz Characterizing geographic 
variation in well-being using 
tweets
Twitter Search API 
(Nov. 2008 to Jan. 2010)
Parse: free-response location field 
that accompanies a tweet
Twitter Well-being Lexica features (LIWC);
Topic features (LDA)
Pearson's r correlation correlation (to geoloccation)
2013 Hao Predicting mental health status 
on social media
Survey (SCL-90-R)
Weibo API
Sina Weibo Mental Health 
Status
Linguistic (LIWC)  and 
Behaviour Features
Naive Bayes;
Linear Regression
Relative Absolute Error;
Root Relative Square Error;
Correlation
2014 Lin User-level psychological stress 
detection from social media 
using deep neural network
Streaming API
with query of 'I feel' sentence pattern
Sina Weibo Stress Linguisitic Attributes 
(LIWC); Visual Attributes; 
Social Attributes; Socail 
Engagement; Behavioural 
Attributes. 
Convolutional neural 
networks with CAE units
Best Clssification accuracy: 0.7857; 
F1-score: 0.8443
2014 Schwartz Towards assessing changes in 
degree of depression through 
Facebook.
Survay (Personality);
Continuous Depression Score
Facebook Depression N-gram Language Model;
LIWC Categories;
Topic modelling
Ridge Regression Correlation = 0.38
2014 De Choudhury Characterizing and predicting 
postpartum depression from 
shared facebook data
Survey (PHQ-9) Facebook Postpartum 
Depression 
(PPD)
User Online Activity 
Characteristics;
Social Capital;
Sentiments (Positive, 
Negative Affect; activation; 
dominance);
LIWC categories.
Stepwise Logistic 
Regression
Pseudo-R2 = 0.36
(within-sample, not cross-validated)
Validation Interviews
2014 Coppersmith Measuring Post Traumatic 
Stress Disorder in Twitter
Self-Declared Diagnosis:                              
1) Identifying Twitter users with 
PTSD: Keyword API with regular 
expression query. Manualy reviewed.  
2) Collecting Twitter Data: Upto 3200 
past tweets collected from each user.  
3) Filtering: more than 75% english 
tweets, more than 25 past tweets,  244 
users left in PTSD set.  
Following 1)-3) data from 5728 
Control Twitter users are collected.
Twitter PTSD Word Unigram (ULM), 
Character Unigram (CLM), 
LIWC Categories.
Leave-one-out cross 
validation; 
ML Classifier not specified 
ROC curves; Accuracy not reported; 
Performance ULM > CLM > LIWC.
PTSD users use less Pro2 
and more Pr3 and anxiety 
words; PTSD in Military (not 
too relavent)
2014 Coppersmith Quantifying mental health 
signals in Twitter
Self-Declared Diagnosis Twitter Bipolar 
Disorder; 
Depression; 
PTSD; 
SAD 
Word Unigram (ULM), 
Character Unigram (CLM), 
LIWC Categories.
Leave-one-out cross 
validation; 
ML Classifier not specified 
ROC curves; Precision reported at 
two false alarm rate: 0.1/0.2
Bipolar: 0.64/0.82
Depression: 0.48/0.68
PTSD: 0.67/0.81
SAD: 0.42/0.65
Performance: ULM > CLM > LIWC 
> Pattern of life.
Analytic Introspection of 
different features across all 
condition
2014 Huang Detecting suicidal ideation in 
Chinese microblogs with 
psychological lexicons
Weibo API
(1. 53 verified suicidal users’ profiles 
and over 30, 000 posts.  2. 600, 000 
posts from 1, 000 thousand random 
non-suicidal users)
Sina Weibo Suicide Ideation posting type; posting 
frequency;
Lexica Features
Naive Bayes;
Logistic Regression;
J48;
Random Forest;
SMO; SVM.
Precision; Recall; F measure; 
Accuracy;
the SVM classifier achieves the best 
F-measure with 68.3%, Recall with 
60.3%, and an Accuracy over 94%
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2014 Hao Sensing subjective well-being 
from social media
Weibo API (invited volunteers) Sina Weibo Well-being Demographic Features;
Behavioural Pattern;
Linguistic Features.
Stepwise Regression;
LASSO (Least Absolute 
Shrinkage and Selection 
Operator);
MARS ((Multivariate 
Adaptive Regression 
Splines);
SVR (Support Vector 
Regression).
5-fold Cross Validation
γ Values: Pearson’s Correlation 
Coefficient between SWB;
Best performance achieved by 
combining all features with stepwise 
regression 
2014 Prieto Twitter: a good place to detect 
health conditions
Twitter search API with geo-coding 
information contained in the tweet 
metadata to obtain only tweets 
originated in Spain and Portugal.
Twitter Depression;
Pregnancy;
Flu;
Eating Disorder.
Bag-of-words;
N-gram;
Naive Bayes;
SVM; kNN;
Decision Tree.
Precision; Recall; F measure; AUC;
Results varied between 0.6 and 0.9 
with Naı¨ve Bayes classifiers 
achieving the best overall 
performance
2014 Lin User-level psychological stress 
detection from social media 
using deep neural network
Sina Weibo’s streaming APIs from 
2009.10 to 2012.10
Sina Weibo Stress Content features (linguistic, 
visual, social);
Social engagement;
Behavioural features;
Convolutional neural 
networks with CAE ;
Naive Bayes; SVM;
RandoM Forest;
Deep Neural Network 
(DNN).
Accuracy; F score.
Best performance achieved using all 
features combined with 4-layer 
DNN. 
Accuracy = 0.7857;
F-score = 0.8443
Influence of data scale in 
training, measured in
accuracy
2014 Homan Toward macro-insights for 
suicide prevention: analyzing 
fine-grained distress at scale
Twitter API, tweets in the New York 
City area , from May to June, 2010, 
2,000 tweets are filtered out to be 
centered around suicide risk factors 
through annotation.
Twitter Fine-grained 
Distress
topic models (LDA);
LIWC categories.
(Labela: happy, no distress, 
low distress, high distress)
SVM precision; recall; f measure.
best performance achieved using the 
expert-annotated data.
2015 Tsugawa Recognizing depression from 
Twitter activity
Survey (CESD) Twitter Depression Bag-of-Words;
LDA topic modelling;
Positive and negative 
sentiments;
User Onine Activity.
10-fold cross validation;
Support Vector Machines 
Accuracy = 0.69 Effects of the length of data 
on the Prediction Accuracy
2015 Coppersmith From ADHD to SAD:
Analyzing the language of 
mental health on Twitter
through self-reported 
diagnoses. 
Self-Declared Diagnosis                                 
Age and gender matched controls
Twitter ADHD; 
Anxiety;
Bipolar; 
Borderline 
Personality 
Disorder; 
Depression; 
Eating disorder; 
OCD; 
PTSD; 
Schizophrenia; 
SAD
LIWC;  character n-gram 
language models (CLMs).
10-fold cross validation; 
ML classifier not specified;
ROC curves; precision reported for 
each condition using CLM features. 
ADHD: 52%
Anxiety: 85%
Bipolar: 63%
Borderline: 58%
Depression: 48%
Eating: 76%
OCD: 27%
PTSD: 55%
Schizophrenia: 67%
SAD: 5 %
LIWC differences across 
condition groups; Cross 
Condition Comparisons; 
Hierarchical clustering 
dendrogram of conditions.
2015 Mitchell Quantifying the language of 
schizophrenia in social media
Self-Declared Diagnosis
Age and gender matched controls
Twitter Schizophrenia LIWC Categories;
LDA topic modelling;
Brown Clusters.
10-fold cross validation
Support Vector Machine;
Maximum Entropy.
Classification accuracy.
Best accuracy achieved by using 
LIWC and LDA topic modelling 
features togetehr (LIWC+TDist)
SVM = 82.3; 
Maxent = 81.9.
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2015 Preotiuc-Pietro The role of personality, age and 
gender in tweeting about 
mental illnesses
Self-Declared Diagnosis Twitter Depression;
PTSD. 
also 
Depression vs 
PTSD
Age;
Gender;
Big5 personality traits;
Emotional states: Affect 
(positive/negative) and 
Intensity (low/high);
LIWC categories;
LDA Topic model;
Unigrams;
1-3 grams.
Logistic Regression ROC curves; 
AUC;
Best AUCs are achieved by LDA 
Topic modelling features for all three 
classification tasks. 
Depression = 0.852;
PTSD = 0.901;
Depression vs PTSD = 0.819
Language Analysis of 
Depression vs Control, PTSD 
vs Control; Depression vs 
PTSD.
2015 Coppersmith Quantifying suicidal ideation 
via language usage on social 
media.
Self-Decalred Diagnosis
Age and gender matched Control 
Twitter Suicide Character n-gram 
Language Model.
LIWC Categories.
Not specified ROC curvves;
Accuracy not reported 
There is more quantifiable 
information present in 
comparing those last k 
tweets (a limited temporal 
window) with the rest of the 
user’s history.
2015 Lv Creating a Chinese suicide 
dictionary for identifying 
suicide risk on social media
Manually selected 4,653 posts 
published on Sina Weibo by 8 
researchers.
Survey: Suicidal Possibility Scale 
(SPS)
Sina Weibo Suicide Ideation Linguistic Features:
Chinese sentiment 
dictionaries HowNet and 
NTUSD;
LIWC (Chinese);
Suicide Dictionary.
SVM Precision; Recall; F-measure.
Chinese suicide dictionary (t1: F1 = 
0.48; t2: F1 = 0.56) produced a more 
accurate identification than SCLIWC 
(t1: F1 = 0.41; t2: F1 = 0.48) on 
different observation windows.
2015 O'Dea Detecting suicidality on Twitter. Twitter API; From 18th February 
2014 to 23rd April 2014; Matching 
Suicide-related terms. (Manually 
annotated)
Twitter Suicide Ideation TF-IDF SVM Precision; Recall; F-measure. Ethics
2015 Burnap Machine classification and 
analysis of suicide-related 
communication on Twitter
Twitter API matching Suicide-related 
terms for six weeks from 1st February 
2014. (Manually annotated)
Twitter
Tumblr
Suicide Ideation 1) Lexical features;
POS; Sentiment Score;
Affective Lexicon; n-gram; 
keyword list.
2) LIWC Categories;
3) Expressions 
(annotation/cooding 
scheme)
Support Vector Machine 
(SVM), Rule Based (we 
used Decision
Trees (DT)), and Naive 
Bayes (NB).
Precision; Recall; F-measure.
Best performance achieved by RF 
using all features combined.
Precision = 0.732
Recall = 0.29
F-measure = 0.28
 
2015 Hu Predicting depression of social 
media user on different 
observation windows
Recruited through Survey (CESD) Sina Weibo Depression Linguistic Features (text 
analysis software weixin);
Behavioural Features 
(profiles, self-expressions, 
privacy settings, 
interpersonal behaviours, 
dynamic features);
Experimented Observation 
windows: 0.5 month, 1 
month, 2 months, 3  
months.
Logistic Regression.
Precision
Pearson's Correlation Coefficient;
Best performance achieve with 
observation window of 0.5 -1 month
2015 Zhang Using linguistic features to 
estimate suicide probability of 
Chinese microblog users
Weibo API (May and Jun 2014)
Recruited through Survey (SPS)
Sina Weibo Suicide Ideation LIWC category;
LDA topic model;
Not specified RMSE (Root Mean Square Error) Effects of the number of 
LDA topics on the Prediction 
performance
2015 Preotiuc-Pietro Mental illness detection at the 
World Well-Being Project for 
the CLPsych 2015 shared task
Dataset Provided by CLPsych 2015 
shared task
Twitter Depression;
PTSD.
Metadata features;
Unigram; Brown Clusters;
NPMI Word Clusters;
Word2Vec Word Clusters;
GloVe Word Clusters;
LDA Word Clusters;
LDA ER Word Clusters.
logistic regression (LR);
Linear Support Vector 
Machines (LinSVM);
Parameters optimised;
10-fold cross-validation.
Ensemble
Average precision, ROC Curves; 
AUC;
Best performance achieved by 
weighted ensemble.
Best performing features are 
Unigrams and Word2Vec.
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2015 Resnik Beyond LDA: exploring 
supervised topic modeling for 
depression-related language in 
Twitter
Self-Declared Diagnosis (Coppersmith 
2014);
6459 stream-of-consciousness essays 
(Pennebaker and King 1999).
Twitter Depression Supervised LDA Model;
Supervised Anchor Model;
Supervised Nested LDA;
Unigrams;
LIWC
Linear Support Vector 
Regression (SVR)
precision at three levels of recall 
(0.5,0.75, 1);
Best performance achieve by 
Supervised LDA Model:
P(R=0.5) = 0.648, P(R=0.75) = 
0.584, P(R=1) = 0.353
2015 Resnik The University of Maryland 
CLPsych 2015 shared task 
system. 2nd Workshop on 
Computational Linguistics and 
Clinical Psychology: From 
Linguistic Signal to Clinical 
Reality
Dataset Provided by CLPsych 2015 
shared task
Twitter Depression;
PTSD.
Topic model (LDAs);
Supervised anchor 
(SAnchor) posteriors.
TF-IDF
SVM (linear and rbf 
kernel)
ROC Curves; AUC;
Best performance achieved using all 
features combined (big vocubulary) 
by SVM with linear kernel
2015 Guan Identifying Chinese microblog 
users with high suicide 
probability using internet-based 
profile and linguistic features: 
classification model
Survey (SPS) Sina Weibo Suicide Ideation Profile features;
participant profile and 
general behavior;
user settings; 
participant’s microblog 
behavior.
LIWC categories.
Logistic Regression (SLR) 
Random Forest (RF)
5-fold cross validation
Precision, Recall, F1 measure
able to retrieve over 70% of the 
labeled high-risk individuals in 
overall suicide probability, precision 
of the models was generally below 
30%.
2016 Mowery Towards Automatically 
Classifying Depressive 
Symptoms from Twitter Data 
for Population Health
Existing dataset annotated for 
depressive stressors and psychosocial 
stressors that we developed
called the Depressive Symptoms and 
Psychosocial Stressors Associated 
with Depression (SAD)
dataset (Mowery et al., 2016)
N.A. Depression N-gram;
Syntax;
Emoticons;
age/gender;
Sentiment (5 point-scale);
Personality Traits;
LIWC categories.
Decision Trees;
Naive Bayes;
Random Forest;
SVM;
Logistic Regression;
Linear Perceptron.
Average F1-score;
Average precision
Most accurate and most 
percise classifiers
2016 Nadeem Identifying Depression on 
Twitter
Self-Declared Diagnosis
(Coppersmith2015 Dataset)
Twitter Depression Bag of words;
N-gram Language model.
Decision Trees;
Naive Bayes;
Linear SVM;
Logistic Regression;
Ridge.
ROC; AUC;
Precision; Recall; F1-score;
Accuracy.
Best Accuracy = 0.86 
Achieved by the Naive Bayes 
Classifier with 1-gram
2016 Coppersmith Exploratory Analysis of Social 
Media Prior to Suicide Attempt
Self-Declared:                                                  
Who publicly stated that they have 
tried to take their own life.  Validated 
through human annotation.
Twitter Suicide Character 5-gram (CLM). Logistic Regression ROC Curves; Accuracy not reported; the percentage of each user’s 
tweets each week that 
contained a given emotion 
towards the suicide attempt. 
Emotions including: anger, 
sadness, fear, disgust,
loneliness, joy.
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2016 Fraser Detecting late-life depression in 
Alzheimer’s disease through 
analysis of speech and language
DementiaBank database
https://talkbank.org/DementiaBank/
N.A. Depression textual features (part-of-
speech tags, parse 
constituents, 
psycholinguistic measures, 
and measures of 
complexity,
vocabulary richness, and 
informativeness);
acoustic features (fluency 
measures, MFCCs, voice 
quality features, and 
measures of periodicity and 
symmetry)
SVM;
Logistic Regression
Accuracy, 
Sensitivity,
Specificity;
Acc. = 0.658
Sens. =  0.707
Spec. = 0.610
1) Sex-dependent 
classification
2) Does depression affect
classification accuracy
2016 Saravia MIDAS: mental illness 
detection and analysis via social 
media.
Manually collected users from 
followers list of mental disorders' 
community portal, filtered by self-
reported mental health conditions, 
mental disorder keywords matching 
in user profile descriptions.
Twitter Borderline 
Personality 
Disorder (BPD);
Bipolar Disorder.
TF-IDF
Pattern of Life
Random Forest;
10-fold cross validation 
Precision:
Bipolar = 91%
BPD = 92%
Automated mental health 
checkup system for active 
twitter users (MIDAS 
framework)
2016 Kang Identifying depressive users in 
Twitter using multimodal 
analysis
Keywords Search and real-time 
streaming, using Twitter API.
Twitter Depressive 
Moods
Text Analysis; Emoticon 
Analysis; and Image 
Analysis.
Linear SVM Classification Accuracy, Precision, 
Recall, F1-score;
Best performacnce achieved when all 
features (text_emoticon+image) are 
combined, accuracy = 90.04%
2016 Schwartz Predicting individual well-being 
through the language of social 
media
MyPersonality Facebook App;
Survey (satisfaction with life - SWL);
Survey (PERMA)
Amazon’s Mechanical Turk (MTurk)
Facebook Well-being N-grams;
Topic model (LDA);
Lexica (LIWC);
Pearson's r correlation 1) ngram model alone out-performs 
baselines
2) the best user-level results come 
from a combination of topics, and 
the lexica (though they are not 
significantly better than ngrams and 
topics alone).
Well-Being Insights through 
LDA and SWL 
2016 Chancellor Quantifying and predicting 
mental illness severity in online 
pro-eating disorder 
communities
public posts related to eating dis- 
orders on Instagram using the official 
Instagram API.
Instagram Eating Disorder LDA Topic modelling; regularized multinomial 
logistic regression
Classification accuracy and F1.
Best performance: accuracy of 78% 
and F1 of 80%, when predicting MIS 
rating at month h=2.
Intervension; Ethical 
Considerations.
2016 Braithwaite Validating machine learning 
algorithms for Twitter data 
against established measures of 
suicidality
Participants selected through 
Amazon’s Mechanical Turk;
Survey (DSI--SS).
Twitter Suicide Ideation LIWC Categories Decision Trees Accuracy: 92%, sensitivity: 53%, 
specificity: 97%, positive predictive 
value: 75%, negative predictive 
value: 93%
Model Validation through 
Decision Tree Visualisation.
2017 Yazdavar Semi-Supervised Approach to 
Monitoring Clinical Depressive 
Symptoms in Social Media
self-Declared Diagnosis Twitter Depressive 
Symptoms
LDA topic modelling;
ssToT topic modelling 
(proposed).
K-means;
LDA;
LSA;
BTM.
(Meka software)
accuracy of 68% and a precision of 
72% for capturing depression 
symptoms per user
2017 Reece Forecasting the onset and 
course of mental illness with 
Twitter data
Survey (CESD and TSQ) Twitter Depression;
PTSD.
Hidden Markov Model;
LabMT categories;
ANEW categories;
LIWC categories.
Random Forest ROC curves;
AUC (Area under the ROC curve);
Depression = 0.87; 
PTSD = 0.89.
Time course description of 
depression and PTSD.
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2017 Benton Multi-task learning for mental 
health using social media text
Self-Declared Diagnosis Twitter Neurotypical;
Anxiety;
Depression;
Suicide Attempt;
Eating disorder;
Schizophrenia;
Panic;
Bipoalr 
Disorder;
PTSD.
The relative frequency of 
the 5000 most frequent 1-to 
5-grams of all tweeting 
history of each user;
Gender
Neural Network ROC, True/False Positive Rate;
AUC;
Best AUC = 0.848 (achieved for 
detecting Suicide Attempts)
2017 Wang Detecting and characterizing 
eating-disorder communities on 
social media
Through searching API with eating 
disorder keywords;
Self-Declared Diagnosis
Twitter Eating Disorder Social Status 
(Engagement, Activity);
Behavioral Patterns 
(Tweeting Reference, 
Interaction Diversity)
Psychometric Properties 
(LIWC Categories)
linear SVM;
5-fold cross validation
Precision, Recall, F1-score, Accuracy;
Reported classification accuracy > 
97%
Characteristics of networks;
Comparison of user features;
Patterns of Homophily.
2017 Amir Quantifying Mental Health 
from Social Media with Neural 
User Embeddings
1. Self-Declared Diagnosis
(Coppersmith2015 Dataset)
Twitter Depression;
PTSD
Unsupervised  user 
embeddings
NLSE (Non-Linear 
Subspace Embedding) 
Model 
F1 score, 0.717
2017 Sun A Random Forest Regression 
Method With Selected-Text 
Feature For Depression 
Assessment
DAIC-WOZ multimodal depression 
dataset 
(Distress Analysis Interview Corpus - 
Wizard of Oz)
N.A. Depression Selected-Text Features:
Audio / Video features;
sleep quality, Diagnositic, 
successive treatment, 
introversion , personal 
preference and feeling.
Random Forest Root mean square error (RMSE);
Mean absolute error (MAE);
Precision, Recall, F1
Best RMSE = 4.7 and MAE = 3.9 
achieved using selected-text features
2017 Shen Depression detection via 
harvesting social media: a 
multimodal dictionary learning 
solution.
Self-Declared Diagnosis Twitter Depression Social Network features 
(number of tweets, social 
interactions, posting 
behaviours);
User Profile features;
Visual Features;
Emotional Features (LIWC 
emotion words, emoji, VAD 
features);
Topic Features (LDA);
Dmonain-specific feature 
(antidepressant, depression 
symptoms, word2vec).
Multimodal Depressive 
Dictionary Learning 
(proposed);
Naive Bayesian;
Multiple Social 
Networking Learning;
Wasserstein Dictionary 
Learning;
5-fold cross validation.
Accuracy, Recall, Precision, F1.
Best F1=0.85 achieved by proposed 
model.
2017 Shen Detecting Anxiety through 
Reddit
Anxiety-related posts collected 
through API.
Subreddits: r/panicparty, 
r/healthanxiety, and r/socialanxiety, 
from r/anxiety.
Reddit Anxiety Vector space embeddings: 
Word2Vec and Doc2Vec;
LDA topic modeling;
LIWC Categories;
N-gram language models.
10-fold cross validation;
logistic regression (LR),
linear kernel support 
vector machine (SVM), 
neural network (NN).
For single source features, best 
classification accuracy = 91%, 
achieved by SVM with word-vector 
embeddings (word2vec), and NN 
with N-gram probabilities.
For aggregated features, best 
accuracy = 98%, achieved by NN 
with word2vec+LIWC, and 
LIWC+N-gram. 
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2017 Gkotsis Characterisation ofmental 
health conditions  in social 
media using Informed Deep 
Learning 
1) Manual analysis and 
characterisation of subreddits.
2) Topic detection on mental health-
related themes.
Reddit Borderline 
Personality 
Disorder;
Bipolar 
Disorder; 
Schizophrenia;
Depression;
Anxiety;
Self-harm;
Addition; 
Autism; 
Cripplingalcoholi
sm;
Suicide;
Opiates.
Topic modelling Feed Forward Neural Net, 
Convolutional Neural Net, 
Support Vector Machine,
Linear Regression.
Precision, recall and F-Measure;
weighted average of 0.72 precision, 
0.72 recall, and 0.72 F-Measure.
Multiclass classification 
performed.
2017 Loveys Small but Mighty: Affective 
Micropatterns for Quantifying 
Mental Health from Social 
Media Language
Self-Declared Diagnosis Twitter Generalised 
Anxiety 
Disorder;
Eating Disorder;
Panic Attack;
Schizophrenia;
Suicide Ideation.
Sentiment analysis
Sentiment micropatterns
(VADER)
10-fold cross validation
Random Forest
Prediction Accuracy (shown in figure 
not specified);
Results showed that micropatterns 
encode additional information and 
achieve higher prediction accuracy 
over simple sentiment features, for 
all mental health condition 
classification tasks.
2017 Gong Topic Modeling Based Multi-
modal Depression Detection 
AVEC 2017 Dataset (clinical 
interviews from  DAIC-WOZ databas)
N.A. Depression Topic modelling with 
mapped audio, video, and 
semantic features.
10-fold cross validation;
random forest regression;
stochastic gradient descent 
(SGD) regression;
support vector regression 
(SVR) (with kernel: linear, 
polynomial, and radial 
basis function (RBF))
Root mean square error (RMSE);
Mean absolute error (MAE);
Pearson correlation Coefficient (CC);
F1-score.
F1=0.60 on test set.
2017 Guntuku Language of ADHD in Adults on 
Social Media
Self-Declared Diagnosis Twitter ADHD LIWC Categories;
Cogitive Processes;
Affective Processes;
LDA Topic modelling;
Personality;
Posting Characteristics;
Use of Drug Words.
Logistic Regression,
Random Forests, 
SVM.
Out-of-sample 5-fold cross 
validation.
AUC;
Best AUC=0.836, achieved by SVM 
with LDA Topic features.
2018 Islam Detecting Depression Using K-
Nearest Neighbors (KNN) 
Classification Technique
Depression indicative comments 
(positive class 58%); 
non-depression indicaltive comments 
(negative class 42%).
Labels justified by two experts.
Facebook Depression LIWC Categories: 
postisive/negative emo; 
sadness, anger, anxiety; 
present/past/future focus; 
articles, prepositions, 
auxiliary verbs, 
conjunctions, personal 
pronoun, adverbs, negation.
Fine KNN; 
Medium KNN:
Coarse KNN;
Cosine KNN;
Cubic KNN;
Weighted KNN.
Precision, Recall, F-measures are 
provided for each KNN Classifier.
Best Results for all features are given 
by Coarse KNN
2018 Islam Depression detection from 
socialnetwork data using 
machine learningtechniques
Depression indicative comments
non-depression indicaltive comments
Facebook Depression LIWC Categories: 
postisive/negative emo; 
sadness, anger, anxiety; 
present/past/future focus; 
articles, prepositions, 
auxiliary verbs, 
conjunctions, personal 
pronoun, adverbs, negation.
Decision Trees (4 kinds);
KNN (6 kinds);
SVM (6 kinds);
Ensemble (5 kinds)
Precision, Recall, F-measures are 
provided for each Classifier.
Classification accuracy between 0.6 
to 0.8 (as reported) 
Time series analysis on 
depression indicative 
comments, break down by 
AM and PM in respectively 
August and September. 
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2018 Orabi Deep Learning for Depression 
Detection of Twitter users
1. Self-Declared Diagnosis
(Coppersmith2015 Dataset)
2. Bell Let's Talk Dataset
Twitter Depression Word Embeddings with 
skip-gram and Continuous 
Bag-of-words.
Convolutional neural 
networks (CNNs);
Recurrent neural networks 
(RNNs).
5-fold cross validation, 
80/20 train test split 
Classification accuracy, precision, 
recall, F1 and AUC scores.
Best accuracy: 87.957% for the 
CLPsych2015 dataset; 
83.117% for the Bell Let's Talk 
dataset.
Word Embedding 
Optimization;
Comparative Evaluation.
2018 Ramírez-
Cifuentes
Early Risk Detection of 
Anorexia on Social Media
eRisk 2018 dataset Reddit Anorexia 
Depression
LIWC Categories;
LDA topic modelling;
N-grams (uni and bi -
grams);
Domain-related vocabulary;
TF-IDF.
10-fold cross validation;
parameters tunned 
through grid search;
Logistic Regression;
Random Forest;
SVM;
Multilayer Perception 
(MLP).
Precision, Recall, F1-Score.
Best performance achieved by SVM 
with LDA, TF-IDF and LIWC 
features with restricted text length.
Use of new evaluation 
measure: ERDE 
(Losada et. al. 2016)
2018 Ricard Exploring the Utility of 
Community-Generated Social 
Media Content for Detecting 
Depression: An Analytical Study 
on Instagram
Web-based survey (PHQ-9) through a 
crowdsourcing platform
Instagram Depression Linguistic features 
(sentiment scores, emoji 
sentiment analysis results, 
meta-variables)
ANEW, LabMT; 
Demographics features.
Three models are 
constructed:
M1) trained on only user-
generated data, 
M2) trained on only 
community-generated 
data, 
M3) trained on the 
combination of both.
Linear Regression 
Evaluate on hold-out test set
F1-score, Sensitivity, Specificity;
Best F1 = 0.70, achieved by M3
2018 Eichstaedt Facebook language predicts 
depression in medical records
Particioants recruited through 
hospital vsits, social media data and 
EHR data collected through direct 
consent. (Padrez KA, et al. 2015)
Facebook Depression Facebook Language (LIWC, 
LDA Language Topics, 
Unigrams and Bigrams);
Post length and frequency; 
Demographics; Temporal 
Patterns of posting.
10-fold cross-validation,
Logistic Regression
Out-of-sample AUC
Best AUC =0.72 when restricting 
Facebook data to only the 6 months 
immediately preceding the first 
documented diagnosis of depression.
2018 Paul Early Detection of Signs of 
Anorexia and Depression Over 
Social Media using Effective 
Machine Learning Frameworks
CLEF eRisk 2018 Reddit Anorexia
Depression
Bag-of-words;
Unified Medical Language 
System using MetaMap;
GloVe word embeddings.
Adaboost;
Longistic Regression;
SVM;
Random Forest;
RNN.
Precision, Recall, F-measure.
Best F = 0.67 achieved by SVM using 
BOW features.
UMLS features have little 
influence on the perfor- 
mance of the classifiers
2018 Trotzek Word Embeddings and 
Linguistic Metadata at the 
CLEF 2018 Tasks for Early 
Detection of Depression and 
Anorexia
CLEF eRisk 2018 Reddit Anorexia 
Depression
Bag of Words Metadata 
Ensemble;
Bag of Words Ensemble;
GloVe Embeddings;
fastText Embeddings;
Convolutional Neural 
Networks (CNN)
F1, F_latency, ERDE;
For depression Prediction: 
best F1 =0.64, by Bag-og-words 
Ensemble;
For anorexia Prediction:
best F1 =0.85, by  CNN and Bag of 
Words Metadata Ensemble.
2018 Cacheda Analysis and Experiments on 
Early Detection of Depression
CLEF eRisk 2019 Reddit Depression Textual similarity features 
(BOW);
Semantic similarity features 
(LSA, SVD);
Writing Features (textual 
spresding, time gap, time 
span).
Random Forest Precision, Recall, F1.
ERDE metric.
Models are proposed on 
positive and negative sets 
respectively.
Paper Identifier Dataset
Year First Author Title Collection Method/Criteria SM 
Platform
Condition(s) Feature(s) ML Model(s) / 
Approach(es)
Metric & Performance Other Findings/ 
Contributions
2018 Wongkoblap A Multilevel Predictive Model 
for Detecting Social Network 
Users with Depression 
Collected from myPersonality;
Survey (CESD, SWLS)
Facebook Depression Demographics;
Online activities;
Posting time;
LIWC Categories.
Support vector machine 
(SVM) with a radial basis 
function (RBF) kernel;
logistic regression; 
decision trees; 
naive Bayes.
Accuracy, Precision, Recall, F1;
Best performance achieved by 
reduced multilevel
model with Lfe Satisfaction Score 
inputs, 
acc.= 81.67%, F1 = 0.82.
2018 Briand Analysis of Social Media Posts 
for Early Detection of Mental 
Health Conditions
CLEF eRisk 2017 Dataset Reddit Depression Bag-of-Words;
Bigrams, Trigrams 
Selected Part-of-Speech;
Feelings dictionary; 
Medicine dictionary; 
Drugs dictionary; 
Diseases dictionary.
Information Retrieval 
Method combined with 
Supervised Machine 
Learning
Precision, Recall, F1.
Highest F1 = 0.64, achieved by the 
system that combined supervised 
learning and information retrieval 
approaches
2018 Ji Supervised Learning for 
Suicidal Ideation Detection in 
Online User Content
SuicideWatch Subreddits;
Keywork filtering from Twitter 
Twitter;
Reddit
Suicide Ideation LIWC Categories;
LDA topic modelling;
Statistical Features;
Syntactic Features (POS);
TF-IDF;
Word Embedding.
10-fold cross validation;
SVM;
Random Forest;
Gradient Boost Decision 
Tree;
XGBoost;
MLFFNN (multi-layer fed-
forward neural net);
Long short-term memory 
(LSTM) deep neural 
network.
Precision, Recall, F1, Accuracy.
AUC.
Best performance using all features 
achieved by Random Forest, Acc. = 
0.9638; AUC = 0.9862.
2018 Chen What about mood swings: 
identifying depression on 
twitter with temporal measures 
of emotions
Self-Declared Diagnosis Twitter Depression Expression intensity 
measures of 8 discrete basic 
emotions;
Temporal measures of 
emotion time series.
Random Forest;
SVM;
10-fold cross validation 
Precision, Recall, F1, Accuracy.
ROC curves.
2018 Chen Tweeting Your Mental Health: 
an Exploration of Different 
Classifiers and Features with 
Emotional Signals in 
Identifying Mental Health 
Conditions
Self-Declared Diagnosis Twitter Bipolar 
Disorder;
Depression;
Post-traumatic 
Stress Disorder;
Seasonal 
Affective 
Disorder.
Expression intensity 
measures of 8 discrete basic 
emotions
(Disgust, Anger, Confusion, 
Happiness, Sadness, Fear, 
Shame, Surprise)
Random Forest;
SVM;
Naive Bayes;
Logistic Regression;
Decision Trees;
Leave-one-out cross 
validation 
Precision, Recall, F1, Accuracy.
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FIGURE B.1: Feature coefficients generated from the trained SVM prediction mod-
els for the bipolar disorder group.
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FIGURE B.2: Feature coefficients generated from the trained SVM prediction mod-
els for the depression group.
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FIGURE B.3: Feature coefficients generated from the trained SVM prediction mod-
els for the PTSD group.
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FIGURE B.4: Feature coefficients generated from the trained SVM prediction mod-
els for the SAD group.
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Appendix C
Tree Visualisation of the Random
Forest
Reduced tree of the trained RF prediction models.
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FIGURE C.1: Decision path visualisation of one RF estimator (single DT) with re-
duced tree size using different feature sets for the bipolar disorder group.
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(B) Temporal Feature
FIGURE C.2: Decision path visualisation of one RF estimator (single DT) with re-
duced tree size using different feature sets for the depression group.
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(B) Temporal Feature
FIGURE C.3: Decision path visualisation of one RF estimator (single DT) with re-
duced tree size using different feature sets for the PTSD group.
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(B) Temporal Feature
FIGURE C.4: Decision path visualisation of one RF estimator (single DT) with re-
duced tree size using different feature sets for the SAD group.
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Appendix D
LIME Interpretation of Single
Predictions
D.1 Non-temporal Features
(A) Random Forest
(B) Support Vector Machines
FIGURE D.1: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.2: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.3: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.4: Interpreting a single prediction of Bipolar Disorder.
Appendix D. LIME Interpretation of Single Predictions 227
(A) Random Forest
(B) Support Vector Machines
FIGURE D.5: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.6: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.7: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.8: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.9: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.10: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.11: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.12: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.13: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.14: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.15: Interpreting a single prediction of PTSD.
Appendix D. LIME Interpretation of Single Predictions 238
(A) Random Forest
(B) Support Vector Machines
FIGURE D.16: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.17: Interpreting a single prediction of SAD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.18: Interpreting a single prediction of SAD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.19: Interpreting a single prediction of SAD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.20: Interpreting a single prediction of SAD.
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D.2 Temporal Features
(A) Random Forest
(B) Support Vector Machines
FIGURE D.21: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.22: Interpreting a single prediction of Bipolar Disorder.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.23: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.24: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.25: Interpreting a single prediction of Depression.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.26: Interpreting a single prediction of PTSD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.27: Interpreting a single prediction of SAD.
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(A) Random Forest
(B) Support Vector Machines
FIGURE D.28: Interpreting a single prediction of SAD.
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