In the first part of this work we show the convergence with respect to an asymptotic parameter ε of a delayed heat equation. It represents a mathematical extension of works considered previously by the authors [14, 15, 16] . Namely, this is the first result involving delay operators approximating protein linkages coupled with a spatial elliptic second order operator. For the sake of simplicity we choose the Laplace operator, although more general results could be derived. The main arguments are (i) new energy estimates and (ii) a stability result extended from the previous work to this more involved context. They allow to prove convergence of the delay operator to a friction term together with the Laplace operator in the same asymptotic regime considered without the space dependence in [14] . In a second part we extend fixed-point results for the fully non-linear model introduced in [16] and prove global existence in time. This shows that the blow-up scenario observed previously does not occur. Since the latter result was interpreted as a rupture of adhesion forces, we discuss the possibility of bond breaking both from the analytic and numerical point of view.
1. Introduction
Biological and mathematical settings
Cell migration is an ubiquitous process underlying morphogenesis, wound healing and cancer, among other biological phenomena [3] . Leading-edge protrusion on flat surfaces -the first step in cell crawling -relies on continuous remodeling of a cytoskeletal structure called the lamellipodium [22] , a broad and flat network of actin filaments.
Comprehensive modeling efforts were initiated in 1996 and fall into two groups. The first group includes continuum models for the mechanical behaviour of cytoplasm [1, 24] . The second group makes assumptions about the microscopic organization of the actin network [18, 21] . In an attempt to create a framework that addresses the interplay of macroscopic features of cell migration and the meshwork structure, the Filament Based Lamellipodium Model has been developed. It is a two-dimensional, two-phase, anisotropic continuum model for the dynamics of the lamellipodium network which retains key directional information on the filamentous substructure of this meshwork [20, 12, 13] .
The model has been derived from a microscopic description based on the dynamics and interaction of individual filaments [19] , and it has by recent extensions [13] reached a certain state of maturity. The main unknowns of the model are the positions of the actin filaments in two locally parallel families. The filaments are submitted to various forces : bending, twisting, in-extensibility, pressure, stretching and adhesion. These two latter mechanisms, that stabilize the whole filament network, are at the heart of our project. In [19] , a formal derivation leaded to the expression of these forces as operators depending on friction terms in the equations denoted instantaneous crosslink/adhesion turnover. The dimensionless parameter ε is the ratio between the reference value for the age of adhesions and the maximal life time of a monomer as part of a filament. This parameter is assumed to be small and the fact that the elasticity is O(ε −1 ), is a scaling assumption required for a non-vanishing effect of adhesions in the limit ε → 0. Our works construct various tools in order to handle rigorously this asymptotic [14, 15, 16, 17] . In addition, concerning adhesion forces, a similar Ansatz was performed formally in a somehow different mechanical setting in [23, 8] .
In previous works we handled a single point adhesion with respect to the space variable. Indeed our unknown was the position of a unique point in time z ε (t). In [14] we gave the first result of convergence based on a special Lyapunov functional for the linkages population and a comparison principle generalizing Gronwall's Lemma in the case of integral positive operators. In a second step [15] we found a new formulation of the problem, weakened some of the hypotheses of the first paper and gave a fixed point theorem for a fully non-linear version of our new model. Here we give a comprehensive extension of convergence results in the weakly coupled setting (see below for a precise explanation) in the case of space dependent adhesion forces coupled with a second order elliptic operator. For the sake of simplicity it is chosen to be the Laplacian, but results presented hereafter could be extended to a broad class of linear div-grad operators with Dirichlet boundary conditions. To our knowledge, this is the first extension made in this direction starting from the initial single point model in [14] .
In [16] we considered a fully non-linear coupling for which the death rate of bonds depends on the positions of adhesions. There, we have shown that there could be a blow-up in finite time for well-prepared data. Biologically this could be interpreted as tear-off of bonds, a detachment observed in experiences (cf. [23] and references therein). Here the presence of another term in the force balance prevents the blow-up, global existence in time is obtained without restrictions on the data. If moreover β ε , the birth rate of the bond population admits a strictly positive lower bound β ε ≥ β m > 0, then one shows that this population actually never becomes extinct and an asymptotic profile is computed. We underline that this latter hypothesis is crucial in many of our theoretical results. In a last step we confront these results with a numerical simulation contradicting this latter hypothesis and show that detachment can occur on compact sets inside the domain.
A detailed mathematical framework
Ω denotes an open bounded connected set of R n , whose boundary ∂Ω is C 1,1 (see for instance Definition 1.2.1.1. [9] ). For any fixed time T , the parabolic cylinder is denoted Q T := Ω × (0,T ). The position of the moving binding site, z ε (x,t), minimizes at each time t ≥ 0 an energy functional :
the energy being defined for every w ∈ H 1 0 (Ω) as
the second term is a delay operator since the minimisation is performed with respect to past positions z ε (x,t − εa). When t < 0, these are given by the function z ε (x,t) = z p (x,t) for t < 0. The age distribution ρ ε = ρ ε (x,a,t) is the solution of the structured model :
where µ 0,ε (x,t) := ∞ 0 ρ ε (x,ã,t)dã and the on-rate of bonds is a given function β ε times a factor, that takes into account saturation of the moving binding site with linkages. When the off-rate ζ ε is a prescribed function, we say that the problem is weakly coupled : first one solves ρ ε and then ρ ε is the integral term in (1.2) providing z ε . If instead ζ is a function depending on z ε , or which is more biologicaly sound (cf. [26, 11] ), on the elongation u ε (x,a,t) := (z ε (x,t) − z ε (x,t − εa))/ε the problem is said to be fully coupled.
Note that the Euler-Lagrange equation associated to the minimization process is a Volterra equation of the first kind [14] given by
where
It is easy to prove that if z ε solves (1.4) in the variational sense for every time t ≥ 0, then it minimizes (1.2) and vice-versa (cf Appendix A).
In contrast to the previous results reported in [14, 15, 16] , we introduce the space dependence through the x variable and through a partial differential operator on the right hand side of (1.4). In a first part, we show rigorously, in the semi-coupled case, that indeed the solutions of (1.3)-(1.4) converge, as ε goes to 0, to the solutions of the limit equations :
(1.5)
The first equation above is to be understood in the L 2 (Q T ) sense. The function µ k,0 := R+ a k ρ 0 (x,a,t)da represents the moment of order k of lim ε→0 ρ ε =: ρ 0 which solves
These convergence results are essentially due to two new ingredients :
(i) we prove a new energy estimate (see Theorem 4.1) which states that E t (z ε (·,t)) ≤ E 0 (z ε (·,0)) providing a first compactness result. Since delay terms often induce oscillations in time, this key result shows they are controlled by the energy minimized at each step. A similar result is provided when adding a source term S in section 6.
(ii) considering the elongation variable introduced in [15] , we prove a stability result, which is mathematically more involved than in our previous papers (cf Theorem 4.3 versus estimates (2.6) p.6 in [15] ). The main difficulty is caused by the presence of the Laplace operator. Instead in the previous articles a given source term S(t) (independent on z ε ) was prescribed and greatly simplified these stability estimates. This second step provides a stronger control in time on the delay part of the energy E t but requires stronger hypotheses on the data as well (see assumptions 2.3 i)b)). 3
In a second step we consider, for a fixed ε, existence and uniqueness of the fully coupled problem where ζ is a Lipschitz function of u ε , the elongation. In [16] , this model was considered at a single point. Here the presence of the space variable greatly complexifies the mathematical setting. Nevertheless, we prove that there is global existence with no specific restrictions on the data. This result is to be compared with [16] , where a blow-up could be shown under certain conditions on the data. Instead, the presence of the Laplace operator precludes a singular limit of the delay term L ε for which ρ ε → 0 and z ε (x,t) − z ε (x,t − εa) explodes when the source term becomes too large. We show, as well, that if β ε ≥ β m > 0, there is no extinction of the total population µ 0,ε which demonstrates that however great is the external load S, no tear-off occurs and new bonds are constantly created at local positions z ε (x,t). We show as well that positivity of the elongation is preserved. As in [16] , in the case where ζ(u) = 1 + |u|, an autonomous equation on the total population of bonds is shown:
giving an asymptotic profile for large times. Numerical simulations illustrate these latter comments and show two possible regimes according to whether β ε locally vanishes or not : if for some x 0 and t > t 0 β ε (x 0 ,t) = 0, then µ 0,ε (x 0 ,t) → 0 when t → ∞ which biologically means detachment, or β ε (x,t) → β ∞ (x) > 0 and then µ 0,ε → β ∞ (x)/(β ∞ (x) + 1) which represents a steady adhesion.
In section 2, we give notations and hypotheses useful throughout the paper. In section 3, we set up for fixed ε the material necessary to guarantee existence, uniqueness and the correct functional spaces to which our solutions (ρ ε ,z ε ) belong, in a way not necessarily uniform with respect to ε. In section 4, we give a new energy inequality, stating that the energy E t minimized at each time, actually decreases. Then, in the same section, we provide a stability result already presented in our previous works but adapted to this more complicated framework. In section 5, we assemble, in Theorem 5.3, previous results and provide a rigorous proof of the convergence of (ρ ε ,z ε ) towards the solutions of (1.5)-(1.6). Section 6 extends previous results when a given source term is added to (1.4) . In section 7, we show global existence, uniqueness and positivity, for the fully coupled model. Numerical simulations illustrate these results in the same section.
Notations and hypotheses
In the rest of the article the subscripts x, a or t denote the functional spaces associated with the corresponding variables. For instance
Assumptions 2.1 The dimensionless parameter ε > 0 is assumed to induce two families of chemical rate functions ζ ε ∈ L ∞ x,a,t and β ε ∈ L ∞ x,t that satisfy :
(ii) We also assume that there are upper and lower bounds such that
for all ε > 0, x ∈ Ω, a ≥ 0 and t > 0.
The initial data for the density model (1.3) satisfies
• positivity and boundedness : there exists M > β M , s.t.
moreover, one has also that the total initial population satisfies
for almost every x ∈ Ω.
• boundedness of higher moments,
where c p are positive constants depending only on p.
• initial integrability :
Concerning the integral equation (1.4) we assume Assumptions 2.3 The past data satisfies :
i) at time t = 0 we assume that
ii) When t ≤ 0 one assumes furthermore that :
where C(R − ;L 2 (Ω)) denotes continuous L 2 -valued functions endowed with the uniform continuity semi-norms. The latter hypotheses translate into a Lipschitz constant which is L 2 in space :
Remark 2.1 Most of the hypotheses presented here are set for general convenience i.e. in order to give the broader possible sense to mathematical results claimed hereafter. In the biological context, the data are simply measured microscopic constants (see for instance tables given in [13, 19, 20] ).
Existence and uniqueness results

Extension of previous results for ρ ε
For the problem solved by ρ ε , x is only a mute parameter and the theory established in [14] , holds for a.e. x ∈ Ω.
Theorem 3.1 Let assumptions 2.1 and 2.2 hold, then for every fixed ε there exists a unique
3) in the sense of characteristics, namely
We recall the Lemma 2.1 [14] that we adapt here adding the x contribution :
Lemma 3.2 Let ρ ε be the unique solution of problem (1.3) according to Theorem 3.1, then it satisfies a weak formulation
Lemma 3.3 Let assumptions 2.1 and 2.2 hold, then the unique solution
Lemma 3.4 Under the hypotheses on ζ 0 and β 0 in assumptions 2.1, one has :
where the generic constants depend only on
Proof. One solves (1.6)
3.2. Characterizing z ε , the solution of (1.4) We define the space where z ε shall evolve setting
Definition 3.1 We say that z ε solves (1.4) in the weak sense for ε fixed, if z ε ∈ X T and if it solves the problem :
for almost all t ≥ 0 and for every ϕ ∈ H 1 0 (Ω). 6
We need a preliminary lemma in order to show that our data is well prepared for the existence result.
Lemma 3.5 Under hypotheses 2.2 and 2.3,
Proof. Using Jensen's inequality, one has
which ends the proof.
Theorem 3.6 Under hypotheses 2.1, 2.2 and 2.3, there exists a unique weak solution z ε ∈ X T , T being possibly infinite.
Proof. We define the map Φ that, given w ∈ X T , provides z being the weak solution of the problem
for almost every t ∈ (0,T ). We aim at showing that the map admits a unique fixed point using the Banach fixed point theorem.
1. Φ is endomorphic on X T : by Fubini one has that
da, one has the estimate :
By Lemma 3.5, the latter term is bounded in L 2 (Ω) by a constant C J . The right hand side in (3.11) is thus an L 2 (Ω) function for every time t > 0. By the Lax-Milgram theorem, there exists a unique solution z ε (·,t) ∈ H 1 0 (Ω) of the problem (3.11) for every fixed time t > 0. Moreover one has :
and taking the supremum over all times in (0,T ), gives :
This shows that Φ is an endomorphism.
2. Contraction : settingẑ ε := z 2 − z 1 (resp.ŵ := w 2 − w 1 ) where z i = Φ(w i ) for i ∈ {1,2} and applying the same arguments as above one has :
which proves that Φ contracts as soon as T < εmin(ε,µ 0,m )/M . These two steps provide local existence of a fixed point z ε ∈ X T .
3. Continuation : as the time interval for which Φ is a contraction does not depend on the initial condition, we can extend the solution by continuation. This shows the global existence for any positive time T , possibly infinite, for ε > 0 fixed.
Proof. The solution of the fixed point solves :
The right hand side is in L 2 (Ω) for almost any time by the same arguments as above. Because the domain Ω is smooth enough, elliptic regularity holds and the claim follows (cf for instance Theorem 2.4.2.5 p.124 [9] ).
For the rest of the article, we need to define ∂ t z ε and investigate to which function space it belongs.
Theorem 3.7 Under the previous hypotheses,
Proof. As we do not know to which space the time derivative belongs, we estimate first a finite difference in time. Namely we set
and compute the problem it solves : for all v ∈ H 1 0 (Ω)
The product p ε (x,a,t) := z ε (x,t − εa)ρ ε (x,a,t) solves the following system :
which is to be understood in the sense of characteristics. One has easily in the sense of distributions,
We focus on the
Using Jensen's inequality and the estimate on the time derivative obtained above, one has :
for every t > 0. The time derivative of µ 0,ε can be estimated as follows :
, which gives by Lax-Milgram applied to (3.12) :
for every fixed t ∈ [0,T ]. Moreover, by standard elliptic regularity and since the right hand side in
(Ω)) weak- * limit which is a weak time derivative of z ε (see for instance Theorem 3 Section 5.8.2. [6] ), and the derivative satisfies the same L ∞ ((0,T );H 2 (Ω)) bound.
Remark 3.8 Estimates above are not uniform with respect to ε. These computations are performed only in order to give a meaning to the time derivative of z ε , and show that locally with respect to ε it is an L 
Energy estimates
4.1. The energy E t decreases with time Theorem 4.1 Under hypotheses 2.1, 2.2 and 2.3, for all times t ≥ 0, the energy E t is a decreasing function, i.e :
Moreover, one has as well that
Proof. We use again the same procedure in order to pass from the position to the elongation as in [15, 16] , writing :
Indeed, so defined u ε solves 
which integrated in space gives :
The latter integration by parts is justified as follows. Set w ε := ∇z ε , thanks to Corollary 3.1 and Theorem 3.7, one has that
(Ω)) weak-* (w δ ε can be obtained by the standard mollification). In this scenario, one is testing against a C 1 function in time, the integration by parts on the regularized functions. Passing to the limit with respect to δ, leads to :
As Ω |w ε (x,t)| 2 dx is an absolutely continuous function of t, the integration by part holds, and thus
Finally (4.16) gives :
ε dadx is positive. But as z ε (x,0) solves (1.4) at time t = 0, by Lemma A.1, z ε (x,0) minimizes the energy at time t = 0. This proves that
giving the first claim provided the last term is bounded. But, by similar arguments as in Lemma 3.5, one has that
the last term being bounded since z p (x,0) ∈ H 1 0 (Ω). Integrating (4.16) in time gives :
Corollary 4.1 Under the same hypotheses, z ε ∈ X T uniformly with respect to ε.
Proof. The bound on the gradient is completed by the norm of z ε (·,t) in L 2 (Ω) by the Poincaré inequality.
Theorem 4.2 Under the same hypotheses as above, ∂ t z ε in L 2 (Q T ) and the bound is uniform in ε.
Proof. Multiplying u ε by ρ ε it solves in the sense of characteristics :
Integrating with respect to the age variable, and because u ε (x,0,t) = 0, one has
We recall that z ε solves :
for almost every fixed t ∈ (0,T ). Due to Theorem 3.7, (∇z ε ,∇v) is a differentiable function in time for any v ∈ H 1 0 (Ω) and thus
This shows that ∂ t z ε solves indeed
for every fixed t > 0 and any v ∈ H 1 0 (Ω). On the other hand, using Jensen's inequality one has
which integrated in space and time gives
By Lax-Milgram, one has the estimates :
for almost every t ∈ (0,T ), which gives after integration in time that ∂ t z ε ∈ L 2 (Q T ) uniformly with respect to ε. 
A stability result in the elongation variable
The problem solved by u ε reads formally :
where u ε,I (x,a) := zε(x,0)−zp(x,−εa) ε and z ε (x,0) solves
The elliptic problem solved by ∂ t z ε in (4.17) is to be understood in the variational sense. This system has to be compared with (2.1) p.5 [15] , here the inverse of the operator (µ 0,ε I − ε∆) appears as a space contribution. In what follows we show how to deal with and extend stability estimates (2.6) p.6 [15] in this setting.
Theorem 4.3 Under hypotheses 2.1 and 2.2, and if
R+ ρ I |u I |dadx < ∞, one has :
and the bound is uniform with respect to ε.
Proof. A simple use of Theorem 4.1, shows that
which, using again Jensen's inequality, implies that
This bound ensures that for fixed ε, f (x,t) :
. We consider the problem : for a given f (x,t) find g(x,t) solving
For almost every t ∈ (0,T ), one solves this elliptic problem. Thus there exists a unique g ∈ L ∞ ((0,T );H 2 (Ω) ∩ H 1 0 (Ω)) by Lax-Milgram and standard elliptic regularity. These considerations allow to fulfill hypotheses of the main theorem in [4] , namely for a.e. t ∈ (0,T ), g(·,t) ∈ L 1 (Ω), ∆g(·,t) ∈ L 1 (Ω) and ∂ ν g (·,t) ∈ L 1 (∂Ω) which ensures that g(·,t) ∈ X where
and thus a Green's inequality holds (cf. Theorem 1.3, [4] ) :
where g + denotes the positive part of g and G ∈ L 1 (Ω) and H ∈ L 1 (∂Ω) are given by :
Applying the latter result to |g| := g + − g − , since g vanishes on the boundary, one obtains that
Returning to (4.17), one has
where we set g := ∂ t z ε . In the sense of characteristics, one establishes, after integration with respect to age :
Integrating in space, one obtains
This leads to
which, after integration in time, proves the first result. Then, one has that q(a,t) := Ω |u ε |dx solves
Applying then the same results as in Theorem 6.1 [15] , one concludes that q ∈ Y T .
It remains to show that the assumptions of theorem 4.3 are fulfilled. This is the scope of next two lemmas. 13
Lemma 4.4 Under assumptions 2.3 it holds that :
where the generic constant C is finite and independent on ε.
Proof. A triangle inequality gives :
By similar arguments as above, one considers the problem solved byẑ ε (x,0) := z ε (x,0) − z p (x,0) :
Since z p (·,0) is in H 
which together with the Lipschitz-like assumption 2.3 (ii) ends the proof.
Lemma 4.5 Under assumptions 2.3, one has also that the second requirement on u I holds :
where the generic constant is independent on ε.
Proof. The same triangle inequality holds but we do not integrate in age :
Dividing by (1 + a) and taking the supremum on R + ends the proof.
Lemma 4.6 Under hypotheses above, one has also that
Proof. By Theorem 4.3 and the hypotheses on ζ ε one has that Ω×R+ ρ ε ζ ε u ε dadx ∈ C([0,T ]). Since ∆∂ t z ε belongs for almost every t ∈ (0,T ) to L 2 (Ω) by Theorem 3.7, we satisfy the hypotheses of Theorem 1.3, [4] and we conclude that
Finally, taking the ess-sup in time, one concludes the proof.
Convergence when ε goes to zero
Since the system (1.3)-(1.4) is weakly coupled, and the space variable x is a mute parameter for the density of linkages ρ ε , the convergence results from the previous articles are adapted and attention is paid only on the order of functional spaces with respect to x, a and t in section 5.1. Then in section 5.2, we present the main result of the first part of the paper.
Convergence of ρ ε
Concerning the convergence of ρ ε , we recall the Lyapunov functional, [14] :
for every a-measurable function u(x,·). Consider the differenceρ ε := ρ ε − ρ 0 . A formal computation using (1.3) and (1.6) implies that it satisfies 20) with R ε (x,a,t) := −ε∂ t ρ 0 (x,a,t) − ρ 0 (x,a,t)(ζ ε (x,a,t) − ζ 0 (x,a,t)) and M ε (x,t) :
Lemma 5.1 According to assumptions 2.1, one has :
for all t ≥ 0 and a.e. x ∈ Ω.
Using the method of characteristics one can also write pointwise estimates :
Lemma 5.2 One can estimate the differenceρ ε locally with respect to (x,a,t) :
Proof. We use Duhamel's formula and write :
where we used Lemma 3.4 in the integral part of the right hand side. Then, thanks to Lemma 5.1, the first term can be estimated as
which using again Lemma 5.1 gives :
• if t ≤ εa, the claim follows from Duhamel formula and Lemma 3.4 directly.
Corollary 5.1 Under hypotheses 2.1 and 2.2, one has that
Proof. The proof follows by integrating in age the previous Lemma.
Corollary 5.2
Under the same hypotheses, sup x∈Ω |ρ ε (x,a,t) − ρ 0 (x,a,t)| converges strongly in 
, the weak solution of (1.5), i.e.
We test the weak formulation in Definition 3.1 by a function v ∈ H 1 0 (Ω) ∩ L ∞ (Ω) and we integrate in time after testing by w ∈ L ∞ ((0,T )). Rewriting in terms of the elongation variable we obtain :
We denote ϕ(x,t) := v(x)w(t) and start with the convergence of the first term above
Due to Corollary 5.2 and Theorem 4.3, I 1 can be estimated :
For the second term one has :
The first part of this expression can be rewritten as :
For almost every fixed a ∈ R + , one has convergence of the term
. Moreover, thanks to the estimates on ρ 0 , one has that
Due to Theorem 4.2 the norm ∂ t z ε is bounded uniformly in ε, and thus the majorizing function is a L 1 function in age. Applying Lebesgue's Theorem gives the commutation of the limit and the integral in age of f ε .
With regard to the rest, we set I 2,2 =:
T 0 h ε (t)dt and infer that
which integrated in time gives |I 2,2 | ∼ O(ε). On the other hand, by standard arguments of weak convergence, one easily proves thanks to the energy estimates that
The weak formulation (5.22) tends, as ε goes to zero, to
and every w ∈ L ∞ ((0,T )). Thanks to Corollary 4.2 and Theorem 4.2,
. For the consistency with the initial condition it follows from Lemma 4.4 in L 1 (Ω). Using the variational form (3.10) at t = 0, one obtains as well that
thanks to the fact that z p ∈ H 1 0 (Ω). We consider a test function ϕ ∈ D(Q T ). By Theorem III p.108 [25] , the subspace of functions ϕ(x,t) of the form ϕ := j v j (x)w j (t) is dense in D(Q T ). Thus, the previous expression becomes : for all ϕ ∈ D(Q T ),
which means that (i) the equality holds a.e. in Q T and (ii) as
, one can test the weak form (3.10) and integrate in time, which implies that z ε solves :
This converges in the same way as above to the limit weak form (5.21) for every test function ϕ ∈ C ∞ ([0,T ] × Ω) vanishing on [0,T ] × ∂Ω. Now thanks to Lemma B.1 this set is dense inḢ 1 (Q T ). The integration by parts in time is well defined and gives :
. Thus z 0 is a weak solution in the sense of [10] p.136.
Adding a source term
If one adds a source term to (1.4), it becomes
where we choose S ∈ W 1,∞ ((0,T );L 2 (Ω)) for instance. We give some hints in order to extend the previous results. Existence and uniqueness for ε fixed work the same, we detail those of Section 4. The extension of Theorem 4.1 reads :
) and under hypotheses 2.1, 2.2 and 2.3, one has that
and (0,T )×R+×Ω ζ ε ρ ε u 2 ε dadxdt < C 4 as well. The constants (C i ) i∈{1,...,4} are independent on ε.
Proof. By similar arguments as in Theorem 4.1 we obtain :
Thanks to Theorem 3.7, we can integrate by parts in time the latter expression which gives :
where the parentheses denote the scalar product in L 2 (Ω). Then using Poincaré-Wirtinger in order to estimate z ε (·,t) L 2 (Ω) E t (z ε (·,t)) and Young's inequality twice (for a given positive δ), one obtains :
where C depends on E 0 (z ε (·,0)) and on S. By Gronwall, one concludes.
Of course since z ε now solves (6.23) the corresponding energy functional is to be redefined as
Lemma 6.2 Under the same hypotheses as above, one has E t (z ε (·,0)) < C.
The rest follows the same lines as in the homogeneous case since the source term S belongs to the appropriate functional space.
The fully coupled problem
For sake of simplicity we restrict ourselves in this section to the one-dimensional case in the space variable, and set Ω := (0,1). We consider here the case where ζ ε depends on the elongation. The density of bonds ρ ε solves 24) coupled with the system ii) β ε is a given bounded function in space and time, moreover
iii) for sake of simplicity we assume that
x . This implies that u ε defined as in (4.17) satisfies
We define the Banach space Y T
endowed with its natural norm u (7.24-7.25) where in the latter equation the right hand side is replaced by T k (g w ), T k (g) being the usual truncation operator defined as T k (g) := max((−k),min(g,k)) for a fixed positive integer k and g w solves (7.26).
Proof. We proceed as in Theorem 3.2 [16] . Indeed, for a given w, w solves (7.24) with ζ(w) as the death rate. The density w exists in the sense of characteristics and is unique in
as showed above. One then computes (7.26) with at the right hand side R+ ζ(w) w wda as a first term. Then u w solves (7.25) with the truncated right hand side
At this stage the map Φ is complete u w = Φ(w) and Φ is endomorphic. Next we prove it is a contraction.
whereĝ := g w2 − g w1 and so on. The second estimate is due to the Sobolev embedding H 1 0 (Ω) ⊂ C(Ω) holding when n = 1, while the third one is the consequence of the Lax-Milgram Theorem. In order to obtain the last estimate above, we follow the steps in part b) of the proof of Theorem 3.2 [16] , the constraction follows up to a time T small enough. Then it is possbile to show (see part c) in the proof of Theorem 3.1 [16] ) that the contraction time does not depend on the initial data but on k, one concludes the global existence result.
for almost every x in Ω.
iii) choosing µ 0,m > 0 s.t.
This result proves that it is not possible to have extinction of bonds at the contrary to the situation observed in [16] . g(x,s)ds + z ε (x,0) where z ε (x,0) is the solution of (7.27), one has (4.14) and
Proof. Using the method of characteristics, starting from (7.25), one recovers by definition of z ε (4.14). Using (7.25) and integrating against ρ ε , one has
where the exterior barquets denote the scalar product in L 2 x . After a simplification and integration in time, the latter expression becomes :
but because of the definition of u I and z ε (x,0) one recovers that
which ends the proof. 7.5. Positivity and concluding remarks Theorem 7.5 Under assumptions 7.1, if moreover u I (a) ≥ 0 for a.e. (x,a) ∈ R + and ∂ t S(x,t) ≥ 0 for a.e. (x,t) ∈ Ω × (0,T ), then u ε (x,a,t) is non-negative for a.e. (x,a,t) ∈ Ω × (R + ) 2 .
Proof. We define [u] − (resp. [u] + ) the negative (resp. positive) part of u i.e.
[u] − := min(0,u), (resp. [u] + := max(0,u)). We set H − (u) := −sgn − (u) with sgn − being the negative part of the sign function. We look for (ρ ε ,u + ε ) solving the coupled system :
together with ρ ε (u + ε ) being the solution of (7.24) with the death rate ζ(u + ε ). The results of Corollary 7.1 can be repeated and provide global existence and uniqueness. Multiplying (7.29) by H − (u + ε ), (cf the rigorous explanation in Lemma 3.1 [14] that holds here for a. e. x ∈ Ω), one gets ε∂ t [u
Because of the weak maximum principle (Theorem 8.1, p.179 [7] ), g + ≥ 0. As H − is positive, one concludes that :
for almost every x ∈ Ω. But as u + ε is then almost everywhere positive (ρ ε ,u + ε ) satisfies as well system (7.24)-(7.25), which by uniqueness proves that actually (ρ ε (u ε ),u ε ) = (ρ ε (u + ε ),u + ε ), which implies the claim.
Under hypotheses above u ε is positive and thus the equation satisfied bu µ 0,ε can be made explicit if we suppose that ζ(u) := 1 + |u| for instance. Indeed,
According to that, one sees that there is a new balance of terms when compared to the case without the Laplace operator considered in [16] .
(ε∂ t + (β ε + 1))µ 0,ε + ∆z ε + S = β ε (7.30)
Indeed without the Laplace operator, there could be a sufficient tear-off (S large enough) so that the birth source term becomes too small and µ 0,ε is shown to go to zero in finite time (see Proposition 7.3 [16] ). It suffices to take S min > β M for example. Here instead, the presence of the Laplace operator stabilizes the exterior force and provides global existence. One observes that if S and β ε converge as time grows to some functions of x, the asymptotic profile (for large times) (ρ ∞ ,z ∞ ) is s.t.
Indeed L ε z ∞ = 0 so that the first equation is the asymptotic limit in time of (1.4), while the second comes from (7.30) with ∂ t µ ∞ = 0.
A numerical simulation
We discretize (7.24) using an explicit upwind method with the CFL constant being equal to 1. We use a trapezoidal rule to compute the non-local boundary condition ρ ε (x,0,t) = β ε (x,t)(1 − µ 0,ε ). We solve (1.4) using a P2 Discontinuous Galerkin method for the Laplace operator in space [5] and a trapezoidal rule to dicretize L ε .
The constants are defined as : S = 1e4, z p (x,t) = sin(πx)/π, the initial condition for ρ I = exp(−a) is uniform with respect x, ζ(u) = 1 + |u| and the maximal age is a max = 10 with a discretisation step ∆a = 10 4 and ε = 1e − 3. The on-rate β in (7.24) is defined s.t. it is z ε dependent β(x,t) = 1 if z ε ∈ (0,z) 0 otherwise with z = 1000, then we observe at least locally in space that total extinction of bonds' population occurs. The non-local boundary condition does not exactly fit in the framework presented in this section, since β ε depends on z ε which is not in assumptions (7.1), but conditionally β ε vanishes. Nevertheless the previous results could be extended in this case. The fact that β ε vanishes contradicts the hypothesis of Theorem 7.3. We display in figure 1 the displacement z ε as a function of x for different times and in figure 2, µ 0,ε is displayed as well. Since the convergence towards the steady state is exponential we focus on small times. One observes that asymptotically in time two regimes occur: either z ∞ > z and then µ ∞ = 0, or z ∞ < z and µ ∞ = 1 2 . One should note that in this case, there is an elliptic-parabolic transition inside the domain since L ε may vanish on some compact sub-interval.
In order to conclude, this simulation show that in order to have detachments of an adhesion site, it seems that a necessary condition is that the adhesion on-rate should vanish, at the contrary to what was shown in the single point adhesion model [16] where the explosion of the non-linear death-rate was enough.
A. Euler-Lagrange equation versus minimization
Lemma A.1 The function z ε ∈ X T is the weak solution of system (1.4) if and only if it satisfies (1.1)-(1.2).
Proof. As the square function is convex, one has for all v ∈ H 1 0 (Ω) that : 1 2 (z ε (x,t) − z ε (x,t − εa)) 2 − (v(x) − z ε (x,t − εa)) 2 ≤ (z ε (x,t) − z ε (x,t − εa))(z ε (x,t) − v(x))multiplying by ρ ε ≥ 0, integrating in age and then in space, one gets that 1 2ε
Ω R+ (z ε (x,t) − z ε (x,t − εa)) 2 ρ ε (x,a,t)dadx
(v(x) − z ε (x,t − εa)) 2 ρ ε (x,a,t)dadx ≤ (L ε (z ε ,ρ ε ),z ε − v).
As z ε is a weak solution in the sense of Definition 3.1, and z ε − v is in the test space, one can write that (L ε (z ε ,ρ ε ),z ε − v) + (∇z ε ,∇(z ε − v)) = 0 and using the previous convexity argument, one concludes that
Conversely, set i(τ ) := E t (z ε + τ v) for any v ∈ H 1 0 (Ω), then since z ε satisfies (1.1), one has i (0) = 0. As the expression is explicit with respect to τ the claim follows by simple computations. Proof. According to [10] , p.89, Lemma 4.12, the set of functions of the form 
