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ABSTRACT 
A high-speed digital recording system has been in­
corporated into the impulsive-field de Haas-van Alphen ex­
periment which, when used with a specially devised computer 
program, provides a significant increase in the frequency 
resolution of this experiment and at the same time enormous­
ly decreases the time required for analysis of the results. 
This data recording and analysis system was used to study the 
de Haas-van Alphen effect in iron whiskers with impulsive 
fields of up to 220kG. The results have been interpreted in 
terms of two sets of surfaces, one set for spin-up electrons, 
which is in fair agreement with band calculations, and 
another set for spin-down electrons, which differs consider­
ably from the surface predicted by band calculations. This 
model has been shown to account for the resuXts of recent 
magnetoresistance and Hall effect measurements in iron. 
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I. INTRODUCTION 
A. General Considerations 
The work which, will be described in this study concerns 
one of the fundamental experiments used to investigate the 
Fermi surface of a metal, in this case iron. The basic con­
cepts have been discussed in detail in several standard text­
books on the theory of solids; we will give only a brief 
outline here.^ 
We wish, to be able to describe the physical properties 
of conduction electrons inside a metal. Since no exact 
theoretical description has been found, one usually uses a 
simple one-electron model. In this model we consider only 
one electron subject to a potential V(r) which results from 
all the other electrons and ions In the metal. Through this 
theory we can show that the single-particle states, which 
are solutions of the one-electron Schroedinger equation, 
have energy eigenvalues E(k) which are periodic in k and 
hence can be restricted to lie within a unit cell of k-space 
which is called the primitive Brlllouln zone. Since there 
is an infinite number of discrete energy levels for each k 
^See, for example, Zlman (1964). 
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in the primitive zone, each of these energy levels E^(k) 
represents a band of allowed energies. 
Electrons are fermions, so that at most only two elec­
trons can occupy the same energy level. Thus, at absolute 
zero, all the energy levels below some value E^, the Fermi 
energy, will be occupied and those levels above E^ will be 
unoccupied. The Fermi surface of the i^^ energy band can 
then be defined as that constant energy surface for which 
Most physical phenomena involve very small energy changes 
which can occur only near the Fermi surface. Thus, a detailed 
knowledge of the shape of this surface is required in order 
to understand these phenomena. In principle, the shape of 
the Fermi surface could be calculated by choosing a reasonable 
potential V(r) and numerically solving the one-electron 
Schoedinger equation 
surface for which E.(k) = E-. 
Although energy-band calculations have been done for 
several decades, the results of first principle calculations 
are still not completely reliable, largely because of the 
difficulty in choosing the potential V(r) properly and be­
cause of difficulties in treating exchange and correlation 
E^(k) = Ep. 
(1.1) 
to obtain the curves E^(k) and hence, the shape of the 
3 
effects. Fortunately the shape of the Fermi surface can be 
determined experimentally and one of the most powerful ex­
periments for doing this is the de Haas-van Alphen effect. 
The subject of this dissertation is a study of the ferro­
magnetic metal iron; before discussing this experimental 
effect, we shall give a brief outline of some of the basic 
concepts in the theory of ferromagnetism of the 3d transi­
tion metals. 
B. Perromagnetism in Iron 
Most theories on ferromagnetism are ultimately based 
on one of two models, the localized moment model or the 
itinerant electron model (band model). In the localized 
moment model, ferromagnetism is attributed to a net mag­
netic moment resulting from the spin alignment of electrons 
which are bound (localized) to the magnetic atom and 
coupled by a quantum mechanical exchange interaction. This 
Heisenberg model seems to explain most of the features of 
ferromagnetism in the rare-earth elements and in insulators. 
On the other hand, ferromagnetism in the 3d transition 
metals is better understood in terms of the band model, where 
the wave functions of the outer electrons are not localized 
and their energy levels form conduction bands as described 
in Section I-A. 
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To see how ferromagnetism can arise in the band model, 
consider Figure 1.1, which is a schematic density of states 
plot of the 4s and 3d bands for a transition series metal. 
The solid horizontal line labeled Pe represents the Fermi 
energy in iron and the dashed lines labeled Ni and Cu 
represent the Fermi energies of nickel and copper. Because 
of exchange interactions the 3d band is slit into two sub-
bands, the higher energy band containing spin-down states 
and the lower energy band containing spin-up states. Since 
all the states will be filled up to the Fermi level, we see 
that in iron there will be more spin-up states occupied than 
is the case for spin-down states; this results in a net 
magnetic moment and hence ferromagnetism. The same arguments 
show that nickel should also be ferromagnetic, whereas copper, 
which has both 3d sub-bands full, should not be ferromagnetic. 
This simple band model can also account for the observed non-
integral magneton number of iron. We have a total of 8 
electrons to accomodate below the Fermi level, if we put 5*1 
of these into the low energy (spin-up) 4s and 3d bands, which 
we will now call the majority bands, and 2.9 of these into 
the spin-down, high energy bands, the minority bands, then 
the observed net moment of 2.2 Bohr magnetons comes out quite 
naturally. 
At present the details of the exchange interaction 
which splits the 3d band are not clearly understood; in fact. 
Figure 1.1. Schematic density of states curve for a 
transition series metal (after Bozorth 
1951) 
6 
ENERGY 
4s"(n 
Cu 
Fe 
3 d " ( i )  
O 
NUMBER OF ELECTRONS PER UNIT ENERGY 
7 
there may be exchange coupling between the s and d states 
as well as correlation effects which further complicate the 
theory (see Mott 1964, Phillips 1964, and Herring 1966). 
Thus, any experimental information about the energy bands in 
iron would be extremely helpful in formulating a complete and 
consistent theory of ferromagnetism. In particular, the ex­
perimentally-determined Fermi surface would provide informa­
tion about the location of the energy bands in the vicinity 
of the Fermi level and thus help to provide very useful 
information about the effect of the core potentials and the 
various other interactions. 
The discovery of the de Haas-van Alphen effect in iron 
by Anderson and Gold (1963) and the measurement of some 
galvanomagnetic properties in iron by Fawcett and Reed (1963) 
have shown that these powerful tools could be used to study 
the topology of the Fermi surface of a ferromagnetic metal. 
C ^ The de Haas-van Alphen Effect 
The de Haas-van Alphen effect can be described as the 
oscillations which are observed in the magnetization of 
single crystals of a pure metal at liquid-helium temperatures 
when subjected to a strong magnetic field. A simple theory 
which gives the frequency of the de Haas-van Alphen oscilla­
tions was worked out by Onsager (1952) who applied the Bohr-
s 
Somraerfeld quantization rules to the motion of electrons in 
an applied magnetic field. He found that the motion of elec­
trons in k-space normal to the magnetic field is quantized 
into orbits which enclose areas proportional to the field. 
As the field is changed, these orbits cross the Fermi surface, 
become depopulated and hence induce oscillations in the free 
energy and the magnetic moment of the system; the frequency 
F of these de Haas-van Alphen oscillations is found to be 
where (E^) is an extremal cross-sectional area of the 
Fermi surface normal to the applied field. 
Lifshitz and Kosevich (1956) made a detailed calcula­
tion of the amplitude dependence of the de Haas-van Alphen 
effect by applying statistical mechanics to a system of 
independent electrons which were subjected to an applied 
magnetic field. They found that the oscillatory contribution 
to the free energy for this system looked like a sum of 
harmonic terms of the form 
(1.2) 
00 3/2 _ , -1/2 
' I? „ 
i +2^ 1* 
Poso * 2kTv£(^) slnh.( 1\ ) 
1=1 
(1.3) 
where 
2n^m*ckT 
iEH 
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and 
(1.4) 
is the cyclotron mass. The expression for in Equation 
1.3 is for only one extremal area, so we must also make a 
sum on FQQQ for each, separate extremal cross-sectional area. 
The + and - sign in the phase factor of Equation 1.3 
designate minimum or maximum cross-sectional areas, respec­
tively. Dingle (1952) had shown that if we include the 
effect of electron scattering due to collisions, then we 
should multiply each harmonic in Equation 1.3 by a factor 
of the form exp(-2n im*kx/efi.H), where x is an effective 
temperature, the Dingle temperature, which is related to 
the width of the Landau levels. 
We can obtain the oscillatory contribution to the 
magnetization by applying the well-known thermodynamlcal 
relationship 
M = - VjjF . 
to the oscillatory free energy as given by Equation 1.3. 
Using spherical coordinates we obtain 
where we have lumped all the slowly varying terms into 
(H) and where P is given by Equation 1.2. It has ..been 
CD 
1 ^ 
Fsin0 bp g 
i=l 
(1.5) 
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observed experimentally (Anderson and Gold 1963; Shoenberg 
1962) that the de Haas-van Alphen oscillations are actually 
periodic in l/B rather than 1/H as had been assumed in the 
past. One simple but plausible argument for replacing H 
by B becomes evident when one considers that the electron 
l 
orbits, in real space, which, give rise to the de Haas-van 
Alphen effect are from 300-3000 lattice spacings in diameter. 
Surely we would expect the electrons to see the average 
field B inside the material rather than the externally 
applied field H. Making this replacement of H with B in 
Equation I.5 we get 
00 _ 
l!oso= ZAi(B)oos[%^F± 5 + 2tti^|_b4 f ||f](1.6) 
i=l 
where we have used B in spherical coordinates so that B = 
B (B, 0, 0). In Chapter III we will discuss the various 
contributions to B and some of the complications which arise 
in the data analysis because of some of these contributions. 
The basic idea in a de Haas-van Alphen experiment is 
to measure the frequency F(0,0) as a function of the 
orientation (0,0) of the magnetic field with respect to the 
crystal axes of the sample, use Equation 1.2 to obtain 
^(@,0), and then try to infer the shape of the Fermi surface 
from these extremal areas. Further, by measuring the 
temperature and field dependence of the amplitude of the 
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oscillations one can obtain the cyclotron mass m* and the 
effective broadening temperature x of the various orbits. 
D. Outline of the Present Investigation 
In this study we have used the impulsive-field de Haas-
van Alphen effect to study the Fermi surface of iron. A 
significant improvement in the experimental technique was 
realized by the addition of a high-speed digital recording 
system to the usual impulsive-field apparatus. A major re­
sult of adding this recording system was to significantly 
reduce the time required for data analysis; using this 
system all the information recorded during a run could be 
put on a large computer for analysis within a few days after 
the run-compared with a data reduction time of more than a 
month in the past. This system also made it possible to 
record information from a much, longer section of the pulse 
with a much closer mesh of data points than in the past. 
These extra points allowed the use of fairly sophisticated 
data-analysis techniques with a significant increase in the 
amount of information derived from a single pulse, especially 
when a significant noise background was present. In Chapter 
II we describe this data recording system and the data 
analysis technique which was used in conjunction with it. 
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In Chapter III we present the orientation dependence of 
the de Haas-van Alphen frequencies which were observed in 
iron and a few cyclotron mass results. The chapter concludes 
with a discussion of the "field rotation effect" which was 
encountered in the small .iron whiskers which were used as 
samples. 
In Chapter IV we will discuss the interpretation of 
our results in terms of a model of the Fermi surface of 
iron generated by introducing a suitable splitting of 
Wood's (1962) paramagnetic energy bands (see also Wakoh 
and Yaraashita 1966). We will see that our results are in 
crude agreement with this model but there are some signifi­
cant modifications which must be made. This dissertation 
then concludes with some suggestions for further study. 
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II. EXPERIMENTAL PROCEDURE 
A. The Impulsive Field Method 
The basic method used to study the de Haas-van Alphen 
effect was the impulsive-field technique developed by 
Shoenberg (1957)* Since this technique has been described 
elsewhere (Shoenberg 1962, Anderson I962), only a brief 
description of the method will be given here. The improve­
ments which we have introduced lie in the area of digital 
data recording and analysis, and these new advances will be 
discussed in considerable detail in Section II-D and II-E. 
The sample was mounted inside a cylindrical pickup 
coil which was immersed in a liquid helium bath at the 
center of a solenoid; there the sample was subjected to a 
time-varying magnetic field produced by discharging a bank 
of capacitors, totaling 4320 mfd, through, the solenoid. 
When the capacitors were charged to 3000 volts, the discharge 
produced a peak field of about 230kG with a pulse time of 
18ms. The oscillations in the magnetization M induced a 
voltage in the pickup coil which was proportional to dM/dt 
= (dM/dH)(dH/dt). This oscillation voltage was filtered, 
amplified and displayed on one beam of a dual-beam oscillo­
scope. The magnetic field was determined by measuring the 
current flowing through a 0.01 ohm standard resistor which 
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was connected in series with the pulse solenoid, and the 
voltage across the resistor was displayed on the other beam 
of the oscilloscope. Both, traces were then simultaneously 
photographed on Polaroid film. 
In the later states of this investigation, both the 
oscillatory voltage and the field voltage were converted 
into digital form and recorded in a high-speed digital 
memory. The contents of the memory were then punched out 
on paper tape for later analysis by a large digital com­
puter. 
B. Experimental Apparatus 
Figure 2.1 is a block diagram of the apparatus^ used in 
this study. The sample and pickup coil are held inside a 
thin tail at one end of a glass %iquid-helium dewar. This 
thin tail-^its inside the 2.5cm bore of the pulse solenoid; 
the whole apparatus, i.e. the solenoid and the glass dewar, 
is fitted inside a stainless steel dewar containing liquid 
nitrogen. A four-inch diameter vacuum line connects a 
mechanical vacuum pump to the liquid helium dewar; this 
allows the temperature of the helium bath to be varied between 
^The experimental apparatus has been described in more 
detail by Anderson (1962). 
Figure 2.1. Block diagram of the experimental apparatus 
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1° and 4.2°K. The temperature of the bath Is determined by 
measuring the vapor pressure of the helium with standard 
mercury and oil manometers. 
Figure 2.2 is a drawing of the device which was used to 
rotate the sample and pickup coil relative to the magnetic 
field. A revolution counter at the top of the drive-shaft 
housing was geared to a 1/4- inch brass rod which passed 
through a vacuum seal and was coupled to a thin-wall stain­
less steel drive shaft via a forked coupling. The stainless 
steel shaft was in turn connected to a 1/4 inch diameter 
synthane rod which had Ik teeth cut at ^5 degrees at the 
lower end. This shaft engaged a synthane drive wheel which 
had 36 teeth to match the drive shaft. The drive shaft was 
spring loaded and pushed firmly against the drive wheel. 
The drive wheel had been bored to hold the sample and pickup 
coil; in addition, another hole had been drilled parallel to 
and below the axle. This hole allowed the sample to be 
oriented by X-ray techniques while it was actually in the 
wheel, so that it could be rotated in a given crystallographic 
plane relative to the field. Previously this orientation 
procedure had been carried out using a system of mirrors 
and light beams (Anderson 1962), whereas with this new device 
the orientation of the sample could be determined and adjusted 
while the sample was in the pickup coil. 
Figure 2.2. Sample rotating device and drive wheel 
assembly. The drive wheel assembly is 
fitted over the drive shaft and engaged 
in the 8-pin ampheno1 connector. 
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The forked housing which held the drive wheel was 
machined from a 1/2 inch o.d. fiberglass tube and attached 
to an 8-pin Amphenol connector at the top end. The mating 
connector was attached to the drive-shaft housing; this 
allowed us to remove one drive wheel assembly and replace 
it with another; this assembly was small enough to fit on 
the X-ray camera. Use of this sample holder enabled 
angles to be reproduced to better than 1/2°. 
The pickup coils were wound on nylon forms with 0.040" 
bore using No. 50 AWG copper wire. These coils contained 
about 2000 turns in the primary and about 700 counter-wound 
turns in the secondary. The primary and secondary were 
separated -by a layer of paper saturated with G.E. adhesive; ' 
the individual layers were also coated with, this adhesive. 
The number of turns in the secondary was adjusted to null 
out any pickup from the coil due to a homogenous alternating 
magnetic field (20kHz). 
Pulse solenoid G was used for all of the data presented 
here. It was constructed following the method described by 
Anderson (1962) except that a thin layer of nylon mesh 
(similar to women's stockings) was wrapped around each layer 
of the solenoid and saturated with Araldite D epoxy resin. 
These nylon layers greatly increased the mechanical strength 
of the solenoid and also provided extra electrical insulation 
between layers. When the capacitors were charged to 3000 
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volts, their discharge resulted in a peak field of 230kG 
without damaging the solenoid. The constant which relates 
the field in the solenoid to the current flowing through it 
was found to be 13^.7 i 0.3 Gauss/amp (see Section II-G). 
For the iron work, a special premagnetizing power supply 
was employed to produce an initial steady magnetic field of 
l-2kG inside the pulse solenoid before the strong impulsive 
field was applied. The purpose of this steady field was to 
force the magnetization of the samples to reach technical 
saturation, i.e. to make the sample a single domain prior to 
the actual pulse. This procedure enabled the heat of mag­
netization to be given up to the liquid helium bath and thus 
prevented an excessive amount of heating during the pulse 
itself. 
This premagnetizing power supply had to be constructed 
very carefully since it was connected in parallel with the 
pulse solenoid across which voltages up to 3000V appeared 
during the pulse. Figure 2.3 is a circuit drawing of the 
power supply which, was used. The current is turned on by 
momentarily making the grid of the thyratron positive relative 
to the cathode; current then flows through the thyratron and 
the pulse solenoid which is in series with it. At the 
Instant the capacitor bank is connected to the solenoid (via 
an Ignltron switch) a large negative voltage appears on the 
anode of the thyratron and this voltage automatically cuts 
Figure 2.3. Preraagnetizing current isolation circuit. The current is manually 
turned on by activating relay RLl and turned off by deactiviting 
relay RL2. 
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off the thyratron current. Once the thyratron is cut off it 
will not start conducting again until the grid is manually 
made positive relative to the cathode, prior to the next 
pulse. Thus, the thyratron effectively isolates the pre-
magnetizing power supply from the main solenoid current 
during the second half of the pulse, preventing the current 
from flowing backward through the power supply and thereby 
destroying it. 
C. Sample Preparation and Orientation 
The small single-crystal iron whiskers were grown by 
the Brenner process—the hydrogen reduction of ferrous 
bromide or chloride (Brenner 1956). In the procedure for 
growing these whiskers about one pound of the iron salt 
(most of the whiskers were grown from FeClg . ) was 
placed in a boat which was made from sheet iron.^ The bottom 
of this boat was in the form of a split cylinder, about ten 
inches long by 2 1/2 inches in diameter, to which semi­
circular end caps were welded. The boat was covered by a 
single half cylinder but without end caps; this allowed the 
free flow of hydrogen gas. This vessel was then inserted 
^This apparatus was set up and most of the crystals 
grown by Dheer (1967), 
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into a quartz tube which in turn was placed in a split 
furnace and heated to 76o°C, and hydrogen gas was passed 
through at a rate of about 300 ml per minute. The iron was 
deposited on the walls of the iron vessel in the form of 
whiskers which varied in size up to 3cm in length and up 
to 0.5mm in thickness (in fact, a few whiskers grew as 
thick as 2mm, but these were of poor quality). 
The whiskers were found to grow preferentially with 
their long axis within 1° of the |_10(T[ crystallographic 
direction, but fortunately whiskers were also found with. 
their long axis along the |_11Ô] and jj-lQ directions ; the 
whiskers with, the largest diameter were invariably oriented 
along the |_ll3 direction. Very few whiskers were found 
which had their long axis along a direction other than one 
of these directions of high symmetry. The shape of the 
cross-sectional area normal to the axis of a whisker usually 
gave a very clear indication of the crystallographic orienta­
tion of that axis: a |_100[ whisker had a perfectly square 
cross section; a [lll[ whisker had a hexagonal cross section; 
and a Ij-lcH whisker had a characteristic two-fold cross 
section which, looked like a flattened hexagon. 
The samples chosen for this experiment were between 
0.1 and 0.5mm in thickness and were cut, with a sharp razor 
blade, to a length of 5-6mm. In order to have a very uniform 
average magnetic field B inside a ferromagnet, it is necessary 
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that the sample have a surface of second degree. The samples 
were made into the form of long ellipsoids of revolution by 
carefully electro-polishing them in a solution made up of 
80 grams chromium trioxide, 420ml acetic acid and 22ml water. 
The sharp corners of the samples were removed preferentially 
by the electro-polishing process by passing a current of 15-
60ma through the sample for about 15 minutes. The samples 
were held in the polishing solution by a small electromagnet. 
The ratio of the resistivity at room temperature to 
that at 4.2°K was measured for several samples and found 
to be between 200 and 300. This is a surprisingly low value 
for samples in which very high frequency de Haas-van Alphen 
oscillations are observed. Berger and Vroomen (1965) sug­
gested that the reason for this low value in the resistivity 
ratio may be due to a "built-in" magnetoresistance effect at 
low temperatures. That is, each domain in an unmagnetized 
sample experiences a magnetic field equal to t^tM^ = 22kG 
and hence, at low temperatures, the ordinary magnetoresistance 
effect causes the resistance of the sample to be higher than 
in the absence of any field. Indeed, Schindler and LaRoy 
(1966) show that one can get more meaningful resistivity 
ratios by measuring the low-temperature resistivity in an 
external field and extrapolating the results to B = 0. 
For the experiment, the samples were first glued into 
the center hole of a cylindrical nylon cap; both were glued 
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with Duco cement. The samples were glued at one end only in 
order to provide good liquid helium access. The samples were 
then installed in the pickup coil by pushing the nylon cap 
into a small hole cut into the coil form. With the cap 
properly seated, the sample would extend from 1 to 2mm beyond 
the end of the pickup coil. This allowed the sample to be 
X-rayed, through a hole below the axle, without removing it 
from the pickup coil.^ Standard Laue back-reflection tech­
niques were used to set the normal to the crystal plane 
(only the (110) plane was used here) parallel to the axle 
of the wheel. After the samples had been aligned, their 
nylon caps were either glued to the coil form, or coated 
with heavy vacuum grease which, hardened at low temperatures. 
Most of the data presented here were taken on.three samples 
which had their long axis oriented along the Q.OÔ] , |_11Ô] , 
and |_lll[ crystallograph!c directions and aligned to rotate 
in a (110) plane. 
D. Digital Recording System 
In section I-C we saw that the oscillatory part of the 
magnetization could be written as 
^This procedure was also used by Girvan (1966) and has 
been described in more detail by him. 
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Mqsc  (2nP^/B + o^) ,  (2 .1)  
i 
where the sum is over all the de Haas-van Alphen frequencies 
and their harmonics. Thus, the voltage in the pickup coil, 
which is proportional to is made up of a superposition 
of many different de Haas-van Alphen frequencies. In the 
past, in order to make data analysis tractable, analog 
techniques had to be employed in order to separate the 
various de Haas-van Alphen frequencies from each other be­
fore the data was recorded^. 
The method used to achieve this separation took ad­
vantage of the nature of the de Haas-van Alphen signal. 
Since the oscillations are periodic in l/B, and B is a time-
dependent field, the oscillations have a time frequency given 
by 
f^ = !P^B/2nB^l . (2.2) 
Using Equation 2.2 we can rewrite Equation 2.1 as 
1 
COS (P.B/B^)t (2.3) OSO 01 1 
1 
which shows explicitly the time dependence of these oscill­
ations. The procedure for separating the various de Haas-van 
^See for example, Anderson (1962) and Girvan (I966). 
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Alphen frequencies was to pass the voltage induced "in the 
pickup coil through a resonance circuit which had been tuned 
to pass only a narrow band of frequencies (in time) around 
some center frequency. This meant that the output of the 
resonance circuit was close to zero unless the time frequency 
of one of the de Haas-van Alphen terras was close to the pass 
band of the circuit, in which case there would be a large 
output. This procedure effectively separated one term from 
the next, since, in general, the time frequency of each term 
would be close to the pass band at different times during 
the pulse. The result, then, was a series of resonance 
"blips", one for each de Haas-van Alphen frequency present. 
These resonance blips were displayed on an oscilloscope 
along with the field voltage, photographed on Polorid film, 
copied on transparent 3^mm film and finally projected on 
the ground glass screen of a film reader. This reader was 
equipped with a pair of crossed hair-lines which an operator 
could manipulate to digitize the x-y coordinates of any 
point on the screen. 
There were several distinct defects in this data record­
ing technique; the most Important are listed below: 
a. Since the de Haas-van Alphen frequencies were 
recorded only when their time frequency was close 
to the pass band of the resonance circuit, most of 
30 
the oscillations were not recorded. There was 
thus a waste of potential useful signal. 
b. The recorded signal was being handled optically 
several times. First it was displayed on an 
oscilloscope tube and photographed, then copied 
onto 35mm film and finally projected on a large 
screen. Thus, optical distortions of the origi­
nal data could be a very serious problem, 
although these errors were minimized by recording 
a set of calibration lines along with the signal. 
c. Only a small section, about 1ms, of the oscilla­
tions were recorded during any pulse, so several 
pulses were usually required to record all of the 
oscillations present, a slow and tedious process. 
d. Finally, the field values appropriate to maxima 
and minima of the oscillations were read from the 
film reader and automatically transferred to punched 
cards. The manual scanning of the records on the 
film reader was tedious and time consuming as well 
as inaccurate. Girvan (1966) pointed out that 
human reading errors in this process were one of 
the biggest causes of scatter in his data. 
Figure 2.^ is a block diagram of the digital recording 
system which was set up to eliminate these problems. Basic­
ally, the system consists of two high speed analog-to-digital 
Figure 2.4. Block diagram of digital recording apparatus 
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converters which sample and convert the de Haas-van Alphen 
signal and the field voltage into digital form, a multiplex 
switch which selects the output from the proper converter 
and loads it into a self-contained memory and, finally a 
paper-tape punch to print out the information stored in the 
memory. This new apparatus is now an integral part of the 
pulsed field de Haas-van Alphen experiment, and we now discuss 
its design and operation in detail. 
The most important characteristic of the high-speed 
converters is the speed with, which the conversions can be 
carried out. In order to properly analyze the frequency 
spectrum of the data, we require at least two points per 
cycle measured on the de Haas-van Alphen oscillations (cf. 
Richards I967). Thus, in order to satisfy this criterion we 
must use a converter which operates at least twice as fast 
as the highest time frequency contained in the data. The 
highest frequencies normally encountered in this experiment 
are less than 250kHz which demands a minimum conversion speed 
of 500 kHz. Prom Equation 2.2 we see that all the de Haas-
van Alphen terms must have zero time frequency at peak field, 
so near peak field there will be many more points per cycle 
than at lower fields for all the terms. In order to reduce 
the cost of this apparatus, it was decided to achieve this 
operating speed by multiplexing between two 250kHz con­
verters; these are labeled ADl and ADl' in the figure. The 
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high-speed multiplex switches SI and SI* were used to switch 
back and forth between the converters to achieve the 500kHz 
rate. In order to increase the flexibility of this system, 
it was designed to allow converter ADl to be used by itself 
in a 250kHz, 125kHz or 62.5kHz mode. In any one of these 
modes switches SI and SI' were in position A and A* and con­
verter ADl' was out of the circuit. All of the data given 
here were obtained in this mode with ADl operating at the 
250kHz rate; converter ADl' has not yet been installed in 
the system. 
In a very high speed converter it is the aperture time 
which is the limiting factor in achieving high, accuracy. 
The aperture time is the time during which the converter 
samples the signal voltage; the uncertainty in this voltage 
sample was approximately equal to the change in the signal 
voltage during the sample time. Even with sample-and-hold 
amplifiers, the lowest aperture times presently obtainable 
are from 25-50 nanoseconds. A simple calculation shows that 
the maximum voltage change for a lOOkHz sine wave in 25 nano­
seconds is actually 1.5^ of the peak voltage. Thus, a con-
-8 
verter with only 8 bit (2"~ = I/512 = 0.2^) accuracy should 
be more than adequate for reading the de Haas-van Alphen 
oscillations. The converter used in this apparatus (ADl) was 
a Scientific Data Systems model AD35SH which was especially 
modified to be capable of operating at values in excess of 
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250kHz with 8-bit (7 bits plus sign) accuracy and a maximum 
input voltage of + 5 volts. 
Converter AD2 was used to digitize the field voltage. 
This voltage looked very much like one-half of a 40Hz sine 
wave and for such a slowly varying voltage an aperture time 
of 50 nanoseconds results in a negligibly small error. A 
Raytheon model ADC25-12B-B 12-bit analog-to-digital converter 
equipped with a Raytheon model SH-9 sample and hold amplifier 
(50 nanosecond aperture time) was used for AD2; this con-
1 P 
verter had a full scale accuracy of about 0.025# ( = 2" = 
1/4096) and it was designed to operate at a maximum con­
version rate of 20kHz. 
The input sensitivity of this converter was 0 to +10 
volts. In order to make maximum use of the resolution avail­
able it was desirable to have the peak field voltage close to 
(but less than) +10 volts, but the voltage developed across 
the standard resistor varied from 5 to I6 volts so a cali­
brated differential amplifier with, a gain which was variable 
from 0.5 to 2.2 in steps of 0.1 was used. Figure 2.5 is a 
drawing of this amplifier. Its gain stability was better 
k 
than one part in 10 and the gain steps were calibrated using 
a Dymec digital voltmeter with 0.01% accuracy. 
In the normal operation of the data recorder, 100 samples 
of the oscillations were recorded for each sample of the 
field. This was accomplished through the multiplex switch 
Figure 2.5. Circuit diagram of differential d.c. amplifier used to scale th 
field voltage 
12 POSIT. 
SWITCH 
r»" —ww« 
P.S. COMMON 
INPUT A 
INPUT B 
145-65 
% IKQ 1% 
IKO 1% 
MODEL 103 C 
12 POSIT 
ÎÎÎÎ SWITCH 
TRIGGER 
IN267I 
M 
2N697 + 5V 
IN207I 
OUTPUT 2N3904 
250pf 
50V N3964 
F90X 1/18 A 
2N3906 
I ^2N30I -I5VDC IN2071 to 
2N3906 
IN207I ZN390.6 
EN3906 
SWITCH POSITION 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
FRON 
REAR 
115 VAC 
60 ~ 
GAIN 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.2 
1.4 
t.6 
1.8 
2.0 
2.2 
DIFFERENTIAL AMPLIFIER 
MF-304 
DES. VAN ZUUK 
BUILT PRIOR 
1-19-67 
-o 
38 
S2 shown in Figure 2.4. Since it was undesirable to lose a 
reading of the oscillations while the field reading was being 
stored, a data buffer was incorporated between ADl and the 
multiplex switch. In this way, ADl could sample the oscilla­
tions perfectly uniformly in time. After the 100th reading, 
S2 would switch to position D in order to read and store AD2; 
during this time three readings obtained from ADl were 
directed into temporary storage in the data buffer. Appro­
priate logic was built into S2 so that when it switched back 
to position C it would "catch, up" with the output of ADl 
after a further three readings. 
The heart of this apparatus, of course, is the memory. 
A ferrite-core type of memory was used, having a storage 
capacity of 2048 words, each 8-bits in length and a cycle 
time of 1.25 microseconds. Since AD2 required two words of 
storage in the 8 bit column structure of the memory, this 
memory would allow us to store 2008 readings from ADl and 
20 readings (i.e. 40 words) from AD2. With the system op­
erating in the 250kHz mode, this meant that we could record 
about 8 milliseconds of data (2008 readings x 4 microseconds 
per reading); this is about half of our I6-I8 millisecond 
pulse. In practice, a time-delayed trigger was used to 
allow the digitizing process to be started at any time during 
the pulse. Usually the rising field and falling field data 
were recorded with two separate pulses. 
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After the memory was loaded, It was emptied (unloaded) 
onto punched paper tape via a Tally model 420PR paper tape 
punch. This punch, used standard 1 inch 8 level tape, but 
in order to leave room for parity and "leader" all 8 levels 
could not be used for data. Each 8-bit word stored in the 
memory had to be broken into two 4-bit segments and punched 
on tape as two characters (most significant part first). 
The punch was operated at 50 characters per second, and 82 
seconds were required to empty the contents of the memory 
on tape. The apparatus was provided with a numerical key 
board for the manual entry of identification information on 
the tape. 
The data recording system was also provided with a 
self-testing feature which allowed the operator to check 
the proper operation of both the read-in and read-out logic, 
the memory, and all of the unload and punch logic. Basical­
ly, this circuit consists of a set of 8 toggle switches, 
one for each of the 8 core planes, which can be put into the 
"1" (on) position or the "0" (off) position. In this way an 
operator can load any word into all 2048 channels of the 
memory. As the memory is unloaded the output is electron­
ically compared with the input ; if there is disagreement a 
signal light goes on. This test feature proved to be very 
valuable in the initial debugging of the system and is still 
used routinely at the start of each run. 
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The entire memory system was designed to our detailed 
specifications and assembled by Digital Products of San 
Pedro, California" , who have designated it "Core"Buffer 
Memory — model 3444". The entire system fits into one 
six-foot rack and is easily moved between the two pulse-
field systems which, are in operation here. 
In order to use the IBM 360/50 computer to analyze the 
data, it was necessary to transfer it from paper tape to 
standard IBM cards. This was done on an IBM model 049 paper 
tape-to-card converter using the standard S.D.S. code. In 
the future it will be possible to transfer the data from 
paper tape directly to magnetic tape and thereby save a con­
siderable amount of time. 
Figures 2.6 and 2.7 are reproductions of actual computer 
plots of typical output data taken with, this system; Figure 
2.6 is for rising field and Figure 2.? is for falling field. 
These are data from a Q.ll[ iron whisker oriented near the 
|_lli] direction. 
E. Data Analysis 
In Section I-C we saw that the data are made up of 
several de Haas-van Alphen frequencies, each of which is 
^We are deeply indebted to Dr. R. M. Stewart, Jr. and 
Dr. J. Griffin who supplied most of the information and ideas 
in the design of this apparatus. 
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periodic in the reciprocal field. The objective in the 
analysis, then, is to determine all the frequencies which 
are contained in the data for a given pulse. In the past, 
when resonance techniques were used, the frequency analysis 
was carried out by measuring the reciprocal field values at 
successive turning points of the oscillations. Then these 
values were plotted as a function of a set of half integers 
and the slope of the resulting straight line gave the 
frequency of the dominant de Haas-van Alphen term (see 
Anderson 196^). This method did not use any amplitude in­
formation and could not be used when the frequency spectrum 
became very complicated and there were several frequencies 
close together. 
In order to analyze complex spectra, Girvan (1966) used 
an adaptation of a periodogram technique described by Whit-
taker and Robinson (1956). What he did was to represent the 
data, which consisted of an alternating set of maxima and 
minima of the oscillations, by a triangular wave form which 
had the same turning points. He then calculated from 10,000 
to 40,000 points along this triangular wave form; all the 
points were equally spaced in reciprocal field units. These 
points were divided into a consecutive set of segments, each 
n points long, and the corresponding elements of each unit 
were added together. If n points made up a basic periodicity 
which was contained in the data, then the addition would be 
Figure 2.6. Reproduction of an actual computer plot for typical rising field 
dHvA iron data near |_lllj . The stars occur at, points where a 
field measurement was taken; the field range in this figure is 
from 30 to 150kG. 
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•10.00 -5.00 0. 
O7 
Figure 2.7. Reproduction of an actual computer plot. This figure is similar 
to Figure 2.6 except that it is for falling field data. 
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coherent, whereas the addition would not be coherent other­
wise. The standard deviation of the individual sums from 
their mean value was used as a measure of coherence. Since 
n could be related to a particular de Haas-van Alphen 
frequency and the standard deviation to the intensity of that 
frequency, one could construct a frequency spectrum by 
plotting the standard deviation for a given n as a function 
of n. 
Figure 2.8 is a frequency spectrum generated by the 
periodogram technique for a |_10(^ iron whisker oriented with 
the field near Q-OÔ}; these results were obtained using the 
resonance technique. The large peak near 5 x lO^G certainly 
corresponds to a real de Haas-van Alphen frequency, whereas 
many of the other peaks correspond to harmonic and subharmonic 
multiples of this fundamental frequency. This feature is an 
intrinsic weakness of the periodogram technique; if n points 
make up a basic periodicity contained in the data, then so 
will kn points and n/2k points, where k is an integer. If 
a search is made over a large frequency range these harmonic 
and subharmonic frequencies will greatly complicate the re­
sulting frequency spectrum. 
A new analysis technique was developed especially for 
looking at the wide range of frequencies found in iron. The 
motivation for this work came from several discussions with 
Figure 2.8. Frequency spectrum generated by using the periodqgram analysis 
technique by itself. This was taken using a QoÔj iron whisker 
near the Qoq] direction and H>0. 
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Mr. R. A. Johnson^ who felt that many of the filtering opera­
tions performed, by analog equipment during the experiment 
could be more effectively carried out in a digital computer 
during the analysis of uhe experimental results. 
The basic idea in the digital filter technique for data 
analysis was to simulate the action of an analog narrow-band 
filter on a set of de Haas-van Alphen oscillations. The 
simplest narrow-band filter Is just a damped mechanical 
system which Is undergoing forced oscillations. This system 
can be described by 
 ^+ ka ^  + k^  ^Y = Z(x) , (2.4) 
dx dx / " 
where Z(x) Is the forcing function, a the damping term, 
the undamped resonant frequency of the system and k an 
adjustable scaling parameter. It was found that k = 1/^^ 
was a convenient choice for k; putting this choice of k into 
Equation 2.4 we get 
^ — + Y = Z(x) . (2.5) 
dx dx 
If we use our data, as described in Equation 2.1, as the 
forcing function 
Z(x) = ^V^^sln(2TTF^kx4cr^) , 
^Johnson, R. A., Ames Laboratory, Ames, Iowa. Simulating 
analog circuits. Private communications. 1965» 
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where are the amplitude of the individual de Haas-van 
Alphen terms. A particular solution of Equation 2.4 is 
Y(x) = ^  A^V^^sin( (2.6) 
where, 
X = /{,/B 
Ai = [(1- Si^ )^  + SiV/^ 0^ ] , 
= tan"^P(5j^a/yH^)/(l-Sj^^) J , 
A - 2"?! • 
Thus, the response function Y(x) looks just like the input 
Z(x) except for a phase shift 9^ and an amplitude modulating 
factor k^. It is the amplitude factor A^ which is the im­
portant quantity here since it has a very sharp maximum when 
= 1 (jU^  Figure 2.9 is a plot of this amplitude 
factor and the phase shift 9^ as a function of the reduced 
frequency If we compare Equation 2.6 above with the 
equation describing an R-L-C network, we see that (yt/^/a) is 
just the Q of the network. It is clear that this is the 
parameter which determines the sharpness (bandwidth) of the 
filter (see Figure 2.9)• 
The filter cannot be made infinitely sharp by taking 
Q-> 00 because of the contribution from the homogeneous 
term In the solution of Equation 2.4. This is an oscillatory 
Figure 2 . 9 .  Amplitude and phase angle response for a 
simple filter. The solid curve is for Q, = 100 
and the dashed curve for Q = 30. 
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solution which dies away as exp(-x/Q). This homogeneous 
term corresponds to the initial ringing of an electronic 
filter; the narrower the filter bandwidth, the longer the 
ringing lasts. Thus, if Q, were made too large, the tran­
sient solution would take too long to die out. Evidently 
the criterion for choosing the maximum value of Q will de­
pend on the length of the set of input data. 
Operationally, the procedure was to solve Equation 2.4 
numerically for different values of and measure the 
strength of response, for example by squaring and summing 
all the output points Y(x). Since a large response for a 
particular meant that frequency was contained in the data, 
a plot of strength of the response as a function of 
served as a frequency spectrum of the input data. 
The numerical solution of Equation 2.4 follows a ~ 
straight-forward Taylor series approach^. Suppose the x-
axis (really the l/B axis) is divided into n equal segments 
of length h so that 
- x^ = h (2.7) 
Then 
This method was used because of its basic simplicity; 
more elaborate methods, as described by Henrici (1962), have 
been contemplated for the future. 
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Y(Xl+l) = Y(x+h), (2.8) 
and if we expand Y(x^+h) In a Taylor series about the point 
x^ we get 
Y(x^+h) = Y(x^) + hY'(x^) + h^Y"(Xj^)/2 + ... , (2.9) 
where the prime denotes differentiation with respect to x. 
If we also expand Y*(xj^ + h) we get 
Y'(x^+h) = Y'(x^) + hY"(x^) + h^Y"'(x^)/2 + ... (2.10) 
Y(Xi^.^) is the exact solution of Equation 2.4 at the point 
x^^^. If.we let Y^+^ be the result of terminating the series 
2 in Equation 2.9 at the h term, then the error term E^_^^ is 
defined as 
®i+l = - ^i+i = (h^/6) Y'"(x) (2.11) 
where x.<x< x... . If we also terminate the series for Y' i i+1 
(Xj^+h) at the second term we have 
Y^^^ = Yj, + hY[ + h^Y"/2 (2.12) 
and 
Y'^^ = Y* + hYJ . (2.13) 
We now use Equation 2.5 to eliminate Y'J in (2.12) and (2.13) 
get the final result 
ïi+1 = (1- )^ i + 1^ » (2.1^ -^) 
and 
? 
Y 1+1 = I - hY^  + hZi » (2.15) 
where the are our input data points. Equations 2.14 and 
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2.15 are recursion relationships for determining and 
^i+1 terras of and Y/. Thus we need only know Y and 
Y ' • 
o to get all the other Y's. 
Although many different sets of initial conditions 
Y^ and Y^ were tried, the response was almost independent 
of the choice. Indeed, one would expect that after the 
transient solution has died out the response would be the 
same regardless of what initial conditions were used. For 
convenience we made the simplest choice and took 
Y = Y' = 0 
o o 
What about the error in the numerical solution? 
Fortunately we know the form of the solution and this enables 
us to get a reasonably good upper bound on the error. At 
resonance ~ we know that the response Y is of the 
form 
Y(x) = A^^Qcos(x+QQ) 
so that 
Y'" (x) = Aq^Qcos(x+a^) . (2.16) 
Putting this into Equation 2.11 we get 
= (h^/6) A^^Qcos( x+o^) , 
and if we define a dlmensionless upper-bound error term E 
relative to unit output amplitude as 
Ë = Max I E^/(A^^Q)| , (2.17) 
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then 
Ë = (h3/6) . (2.18) 
But, from Equations 2.6 and 2.7 we see that 
so that 
. 2tt h  7  ( 2 . 1 9 )  
where m is the number of subdivisions per cycle. In deriving 
Equation 2.19 we used the fact that the de Haas-van Alphen 
oscillations are periodic in l/B so that 
//Z" = n/A (g) 
where N is the number of cycles in the range A (l/B). In 
particular, if A refers to the interval between two adjacent 
data points, then 
A _ 1 1 _ 2tt 
<B> -
Putting Equation 2.19 into Equation 2.18 we see that an 
upper bound on the error looks like 
Ê = ^(-Sï)3 • (2-20) 
Since a typical value for m is about 200 points per cycle 
and there are about 20,000 points in each data set, the error 
in the numerical calculation of the last Y will be of the 
order of 0.08, which, is small compared to unity. 
As with most numerical integration methods, the smaller 
the step size the better the result. Here, misa measure 
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of the step size; it would be the number of calculation 
points per cycle if the data were a pure sine wave. Un­
fortunately, typical data may have only 2-20 points measured 
per cycle, whereas we have seen that something on the order 
of 200 points per cycle are required to keep the error small. 
Additional points were calculated by interpolating uniformly 
in l/B between pairs of original data points. 
Although the filter analysis was used by itself for some 
time, it became clear that the method used for measuring the 
strength of the response was very wasteful in computer time. 
The analysis could be made more economical by using Girvan's 
(1966) periodogram technique to look at the output of the 
filter. There are several distinct advantages in using these 
two methods together. 
Since the periodogram is looking at the response of the 
filter to the input data, the input to the periodogram will 
be large for frequencies near a true de Haas-van Alphen term 
and small otherwise. This preliminary frequency discrimina­
tion of the filter means that the output of the preiodogram 
cannot be large except near true de Haas-van Alphen frequencies 
where the periodogram can now give very sharp frequency 
discrimination. Another result of this preliminary frequency 
selection is that the harmonic and subharmonic frequencies, 
which are usually introduced by the periodogram analysis, are 
now missing. The reason why these harmonic and subharmonic 
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terms are missing is that the response of the filter to these 
terms is very small, and hence the output of the .periodogram 
must likewise be small. For this same reason, the large 
sidebands which are normally associated with periodogram 
spectra are virtually eliminated by using the combination 
filter—periodogram method. 
Thus, by using an analysis program which, contains both, 
the filter and periodogram techniques, de Haas-van Alphen 
data can be analyzed with a resolution of better than 0.^% 
in frequency and the resulting spectra will be virtually free 
of extraneous sidebands and harmonic terms. The entire 
analysis program is listed in the Appendix. A typical set 
of 2000 data points can be analyzed over the range of three 
octaves with a frequency spacing of one percent in about six 
minutes on an IBM 360/50 computer. Figure 2.10 is a com­
posite frequency spectrum generated from the data shown in 
Figure 2.6 by using this analysis program. 
Since several investigators are presently using Fourier 
analysis techniques to obtain frequency spectra for their 
steady-field de Haas-van Alphen data (Watts 1966), it seems 
appropriate that we give a brief comparison of the simple 
Fourier analysis technique with the filter-periodogram method 
which has been described above. First, we must realize that 
according to Fourier spectral theory, regardless of the method 
used, the maximum frequency resolution which can be obtained 
Figure 2.10. Composite spectrum .generated by the combined filter-periodogram 
for data from a Q-llj iron whisker oriented with the field near |_ll3 . This figure was constructed by adding the spectra for 
several different frequency ranges. The dashed line is the noise 
threshold; peaks below this level were not considered to be 
reliable. 
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from a given set of data will be ultimately limited by the 
length of that data set; this of course is due to the 
presence of sidebands in all finite data sets. These side­
bands occur approximately at frequencies f such that f = f^ 
+ (n+l/2)/T, where T is the duration of data record, and 
have amplitudes, relative to the center peak, which are 
given by 
Eel. Amp = (-^) ^ ^ 
" (2n+l)^ 
where n=0,+l, +2, . 
In general, a continuous periodic function Z(x) can be 
represented by 
+ CD 
Z(x) = \ T(f) exp(-2nifx)df , 
-00 
where 
+ 00 
T(f) = r Z(x) exp(2TTifx)dx , 
-GO 
and T(f) gives the amplitude of frequency f contained in 
Z(x). The usual practice is to consider the square of the 
absolute value of T(P) (with a suitable normalizing factor) 
as the power spectrum P(f); a plot of P(f) as a function of 
f then gives the frequency spectrum of Z(x). Since the 
length of the data record is finite, we usually take Z(x) = 
0 except in the range 0<x<X so that the limits of integration 
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will be from 0 to X. Thus, the power spectrum is 
p(f) = i T ( f )  
where now, 
X 
T(f) = ^ Z(x) exp(2TTifx)dx 
o 
A major problem now arises; Z(x) is not a continuous 
function, but rather it is made up from a discrete set of 
values Z(x^) . Since Z(x) is discrete, the integral in the 
above equation for T(f) must be solved numerically; using 
the trapezoid rule we can replace the integral by a sum, 
so that 
M 2 
P(f) = # 
which gives 
^ Z(x^) exp(2nifx^) 
p(f) = i 
n=o 
N N 
y Z(x^) cos(2nfx^) + ^ Z(x^) sln(2TTfx^) 
n=o n=o 
Thus, to determine the power spectrum P(f) we need to perform 
6N multiplications and calculate 6N" sines and cosines for 
each frequency f. 
From Equations 2.14 and 2.15 of the filter analysis we 
see that we require only 6N multiplications to determine the 
spectral strength, for a particular frequency. Since it takes 
2-3 times longer to compute the value of a sine or cosine 
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term than to do a multiplication on the computer, it is ex­
pected that for a given N the Fourier analysis technique 
would take 2-3 times more computer time than the fllter-
periodogram analysis for the same resolution; in both methods 
the addition time was very small compared to the multiplica­
tion time. In determining the relative computer time we have 
assumed that N, the number of calculation steps, was the same 
in both, methods, as is approximately the case. When the 
numerical solution for the filter analysis was set up we 
neglected terms of order h (h is the step size); on the 
other hand, for the trapezoid rule, which is used for a 
2 Simple Fourier analysis, one neglects terms of order h . Thus, 
the number of points required by the Fourier analysis must be 
at least as great as that required by the filter to obtain 
the same numerical accuracy. 
The saving in computer time is in itself sufficient 
reason to choose the filter-periodogram technique over the 
Fourier analysis method. As an additional consideration, 
Richards (1967) has shown that for very noisy data the 
simple Fourier analysis scheme could give spurious results. 
Indeed, when Girvan^ tried to use the Fourier method on 
^Girvan, R. F. Ames Laboratory, Ames, Iowa. Fourier 
analysis technique. Private communication. 1964. 
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noisy impulsive-field de Haas-van Alphen data, he obtained 
very erratic spectra. 
As an experimental check on the effect of noise on the 
filter-periodogram spectra, a set of randomly distributed 
numbers were superimposed on a pure sine wave and analyzed. 
The resulting spectra had a clearly defined, dominant peak 
at the frequency of the sine wave, even when the noise 
(random numbers) amplitude was twice the sine-wave amplitude. 
Figure 2.11 is the spectrum resulting from test data with a 
signal-to-noise ratio of 1:2. 
F. Calculation of B 
In what has been discussed so far we have assumed that 
the magnetic induction B is accurately known, but in fact it 
is H, the magnetic field intensity, which is measured. When 
a ferromagnetic body of irregular shape is brought into a 
uniform applied field H, the magnetic induction B inside the 
material will in general vary in magnitude and direction 
throughout the body. However, for a homogeneous body whose 
surface is of second degree, both. B and M are uniform through­
out (Maxwell 1904). 
The long whiskers used here had surfaces which were 
almost of the second degree after they had been electro-
polished, and so the B field inside the samples is expected 
Figure 2.11. Frequency spectrum for noisy test data. The frequency of the 
test sine wave is 2.0 x 1O"G and the signal to noise ratio is 
approximately 1:2 
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to be fairly uniform. Indeed, if the field were not uniform 
we would not see any high frequency de Haas-van Alphen 
oscillations. 
Both the magnitude and direction of B have been calcu­
lated using the theory of Stoner and Wohlfarth (19^8) and the 
calculated results could be conveniently represented by a 
set of semi-empirical formulae (Gold 1964-) . Gold found 
that, for and for prolate ellipsoids, at least, the 
numerical Stoner-Wohlforth results were given to high 
accuracy by 
z = e/(nM^(l-3D)sin20 , 
and where 0 and are the angles between the major axis of the 
sample and H and B, respectively, and D is the demagnetizing 
factor along the long axis of the ellipsoid of revolution. Our 
samples were much longer ('y6mm) than they were wide (0.2mm) and 
for a length to width ration of'^30 the demagnetizing factor D 
is about 0.01 (Osborn 19^5). Since D is small we have completely 
neglected it throughout, i.e. this Is the infinite cylinder 
approximation. Prom H and 9, which are directly measured, 
B = l4.nM (1_D) + H(H+x)/(H+y) 
s 
= eH^/(l+zH) 
(2.21) 
( 2 . 2 2 )  
where, 
X = 2TTMg(l-3D) (3cos^e-l) 
y = 4TTMg ( 1-3D) cos^e 
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we can thus readily calculate B and X*. Notice that B rotates 
as H changes in magnitude; this means that the relevant area 
of the Fermi surface will in general change as H varies. 
This ferromagnetic complication will be discussed further in 
Chapter III. 
G. Solenoid Calibration and Field Measurement 
Anderson (I962) and Girvan (1966) both discussed in 
detail the measurement errors which can arise in this ex­
periment. We shall restrict our attention to discussing 
only the errors which arise in the measurement of the magnetic 
field. The field generated by the solenoid is determined by. 
measuring the current flowing through, a standard resistor 
in series with the solenoid, and then using the relationship 
H = KI where K is the magnet constant and I is the current. 
. 1. Solenoid calibration 
In the past the constant K has been determined by NMR 
with a steady current flowing through the solenoid. Un­
fortunately, heating in the solenoid becomes excessive when 
the current exceeds about 20 amps, even when the solenoid is 
cooled in liquid nitrogen, so K could only be measured for 
low fields between 1 and 2kG. In a typical pulse, on the 
other hand, the solenoid may reach a field of 200kG and 
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there is some question about using a value K determined at 
low fields to obtain the value of the field near 200kG. 
A more reasonable way to calibrate the solenoid, at 
high fields, is to use the de Haas-van Alphen effect itself. 
Lead was chosen as a transfer standard; in particular, the 
P oscillations near Q.OÔ] seemed ideal since they change very 
slowly with, orientation and their frequency was accurately 
determined to be 5*130 x lO^G by Schirber^. The field 
constant determined in this way for solenoid G was 
K = 134.7 + 0 . 3  G/amp 
The error quoted above is the standard deviation from the 
mean of 30 determinations of the frequency (15 for rising 
field and 15 for falling field) using pulses which had a 
peak value between 80 and 180kG. There could also be a 
systematic error of up to 0.5% because of the possibility 
that the sample might have been misaligned by as much as 2°. 
In determining K, and indeed any frequency, by the 
impulsive field technique, phase shifts can cause systematic 
errors. In the following section we discuss these errors and 
explain how they were corrected. 
Schirber, J. E., Sandia Corp., Albuquerque, New Mexico. 
Accurate determination of the P frequency in lead. Private 
communication. 196?. 
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2. Phase shifts in the imwlslve field apparatus 
When the resonance technique was used to separate fre­
quencies, the shift in frequency (about 8^) between rising 
and falling field values was attributed to- the resonance 
circuit, and to a lesser extent to eddy-current effects in 
the sample. However, even after the digital recording system 
was put into operation and under non-resonant conditions, the 
large difference between the values of the corresponding 
frequencies for rising and falling field persisted. Clearly 
the resonance circuit was therefore not the major factor in 
this frequency shift, at least not at high frequencies. 
It was then discovered that the small self inductance 
of the "non-inductive" standard resistor was the major source 
of the large frequency shift. The resistor used was a type 
4-222 Leeds and. Northrup O.Olil standard resistor; when its 
Inductance was measured by a General Radio Q,-meter, it was 
found to be about 0.3 microhenries. While this is not a very 
large Inductance, the resulting phase shift between the cur­
rent in the resistor and voltage across it can easily account 
for a S% shift in the de Haas-van Alphen frequency. To see 
this effect, consider the voltage which is developed across 
the standard resistor with a current I flowing through it ; 
V = IR + Ldl/dt (2.23) 
If we take our pulse to be approximately sinusoidal, then the 
maximum value of dl/dt is 2nfl where f = 40H^ and I is 
o z o 
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about 1500 amps. So, for an inductance of 0.3 microhenries 
we have L dl/dt = 0.1 volts which is certainly not negligible 
compared to the resistive voltage drop at low fields. 
It was very.difficult to measure this small inductance 
very accurately, and its effect was ultimately determined by 
the de Haas-van Alphen signal itself. We can rewrite 
Equation 2.23 as 
I = + (L/R) dlg/dt (2.24) 
where 1^ is the true current flowing through the solenoid. 
If we multiply through by K, use H = KI and rearrange terms 
we get 
Hq = H - (L/R) dHg/dt (2.25) 
Now, L/R is the time constant t for the resistor, H is the 
apparent (measured) field and is the true field. 
If we successively replace in the last term of 
Equation 2.25 by as given in Equation 2.25, then we will 
generate the series given below 
«0 = H - " a# + + --- : (2.26) 
i.e., the effect of the self Inductance of the resistor is to 
introduce a linear time delay. The expansion is also of the 
same form as the eddy-.current correction worked out by Gold 
(1958). Thus, by choosing t properly we can correct for 
inductive effects in the resistor, eddy-current effects in 
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in the sample and any other mechanism capable of introducing 
a time delay, e.g. electronic filters and amplifiers. 
The analysis program had a subroutine built into it 
which would calculate dH/dt from the measured H and then 
determine the true field H from the first two terms of 
o 
Equation 2.26, using various values of t. The correct value 
of T was chosen to be that which gave best agreement between 
the rising and falling field values of the de Haas-van 
Alphen frequencies. It was found that t was approximately 
constant for a given sample, but there were small variations 
in T from sample to sample. This variation would be expected 
if eddy-current effects were present since their effect would 
vary with, different samples. A typical value for t was about 
70 microseconds. 
An attempt to measure t directly was made by measuring 
the shift between peak field, where both the frequency and 
amplitude of the de Haas-van Alphen oscillations should go to 
zero, and the null point in the oscillations. This shift is 
shown schematically in Figure 2.12. The oscillations sense 
the true field H^, but the peak is determined from the 
measured field H. The value of t found this way varied 
between ^ 0-100 microseconds; this insensitivity was due to 
the uncertainty in choosing the null point on the oscilla-
t i ons. 
Figure 2.12. Schematic time-delay effect. Peak field is determined from the 
five measurement points nearest the turning point on the field. 
The null point on the oscillations, which sense the true field, 
is shifted from the measure value of peak field by a time t. 
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The oscillations shown in Figure 2.12 were obtained using 
a variation of the pulsed-field experiment in which a small 
high-frequency (2mHz) component is superimposed on the rela­
tively slowly varying main pulse (40Hz); this method was set 
up and operated by R. A. Johnson (I967). One advantage of 
this modification of the usual pulsed-field experiment is that 
the amplitude of the oscillations are no longer modulated by 
dH/dt and so are still quite strong at peak field, i.e. we can 
take full advantage of the high fields obtained in the experi­
ment . 
When measured fields were corrected in the fashion 
described above, it was found that all the previous frequency 
measurements (average of rising and falling field) were too 
high by about 1^. Since the pulse is not perfectly symmetric, 
the systematic errors in the frequency would not be expected 
to cancel perfectly, and this is believed to be the cause of 
the 1^ error in the earlier data. All the results presented 
here have been corrected for the time-delay effect. 
In calculating the value of B from H we iiave used the sat­
uration magnetization = 1750G. This value for is obtain­
ed from the magnitude of the magnetic moment per gram at 0°K 
which was measured by Weiss and Forrer (1929). Actually Weiss 
and Forrer did not measure the moment below the temperature of 
liquid air, however since the moment changed very slowly with 
temperature they were able to extrapolate their high-tempera­
ture curve to T = 0°K. The magnitude of the moment per gram 
75b 
was found to be 221.7^ in c.g.s. units, so multiplying this 
by the density of iron at 0°K, which is 7.92 g/ccm (Hiegel 
and Cleaves 1942), we obtain M = 1750. 
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III. RESULTS 
A. Frequency Results 
The frequency data used in this dissertation were ob­
tained with samples which, were oriented so that the magnetic 
field direction lay in a (100) plane. The points in Figure 
3.1 show the overall frequency variations which were obtained 
for iron. We have plotted the results on a logarithmic scale 
in order to present all the data on one drawing. The points 
for magnetic field direction near |J-0QJ were taken with a 
whisker which had its long axis along |_10Ô]. Similarly, the 
points near QllI and Qiq] were taken using whiskers which . 
had their long axis along [lllland QiqI» respectively. All 
the data shown in Figure 3.1 were taken with a bath tempera­
ture of about 1°K and with a peak magnetic field of about 
l60kG. 
In order to facilitate discussion of the data, each set 
of fundamental data points has been labeled with a Greek 
letter; the harmonic terms have been distinguished by label­
ing with a superscript corresponding to the order of the 
harmonic. Each point plotted on the figure is usually an 
average of two rising and two falling field frequency deter­
minations . 
Figure 3.1. Frequency variation of the de Haas-van 
Alphen oscillation observed in Iron. 
The data plotted with the symbols a , 
A, and o were taken by using crystals 
which h^ their long axis along the 
IJ-OQ] , Ij-li] and |J-1QI direction, 
respectively. The dashed in curves 
are the frequency result which were 
obtained by Girvan (1966) for tungsten 
and their Greek letter designation and 
effective mass value are enclosed in 
parentheses. 
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Ideally we would have liked to have the data from the 
l_10(n and IJ-IQI crystals overlap the data from the |_lll} 
crystal. There is a little overlap between the |_lll] data 
and the |_11Ô% data, but unfortunately there is about a 10° 
break between the |_11][[ and Q-OdJ data. It is worth noting 
here that in no case was it possible to follow a particular 
de Haas-van Alphen frequency for more than about 30° from 
the symmetry direction, since after about 30° the amplitude 
of the oscillations was well below the noise level. This is 
in sharp contrast to the behavior observed for a non-ferro­
magnetic metal where the decrease in the amplitude of the 
oscillations is proportional to the cosine of the angle 
between the field direction and the axis of the pickup 
coil. The rapid reduction in amplitude in iron may be due 
to the field-rotation effect which, we shall discuss in Section 
III-C. A plot of the amplitudes of the and oscillations 
is shown in Figure 3.2. The oscillations in the amplitude 
of the term are probably due to the beat structure exhib­
ited by this term. The sharp peak in the amplitude of the 
oscillations as a function of rotation angle was used to ac­
curately fix the IJ-OQI direction of the sample. 
The most complete frequency data were obtained with the 
|_lli% sample. This specimen was larger than either the |_11Ô% 
or QoqI samples and it generated a signal which was a factor 
of 2-3 stronger iii amplitude. Although many attempts were 
made, no high-frequency oscillations could be found near the 
Figure 3.2 Plot of the signal amplitude as a function of rotation angle 9 for 
the S and ^ oscillations. These data were taken using a peak field 
of about 130kG and rotating in a (110) plane. 
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1_10QI direction though, several intermediate-frequency terms 
were observed. In contrast, term a, of highest frequency, 
was quite strong near [llô], but no intermediate frequencies 
could be observed here. 
The low-frequency data are plotted in Figure 3.3 on an 
enlarged scale. It is interesting to note that at one time 
(Anderson and Gold 19^3) these oscillations along with the S 
oscillations were considered to be just one term; the im­
provement in frequency discrimination has resulted entirely 
from application of the new recording and analyzing techniques. 
Figure 3-^ is an example of the frequency spectra which were 
obtained for these complex low frequency data; the lower 
curve is the output from the filter alone, the upper curve 
is the output of the combined filter-periodogram. The wide 
peaks in this figure result from the limited number of cycles 
of the low frequency oscillations which are available, 
typically 20-40 cycles compared with more than a hundred 
cycles for the higher frequency terms. Figure 3-5 is an 
example of the frequency spectrum resulting from the higher 
frequency data, in this case the and X oscillations near 
1_10Q3; the spectral peaks are considerably sharper than those 
of the low frequency data. 
Figure 3.3. An expanded plot of the frequency variation for the €r oscillations 
In a (110) plane. The dashed curves represent the frequency vari­
ation expected for ellipsoidal surfaced at N. 
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Figure 3.4. Sample frequency spectrum for the low frequency oscillations 
found in iron 4° from IJ-OQ] in a (100) plane. The lower curve 
is the output obtained by using the filter analysis alone; 
the upper curve is obtained by using the filter-periodgram 
method. The first two peaks correspond to the é oscillations ; 
the third and strongest peak corresponds to the S oscillation. 
Peak field is about l6okG. 
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B. A Pew Cyclotron Mass Results 
A study of the dependence of the amplitude A of the 
de Haas-van Alphen oscillations on the temperature T allows 
one to determine the cyclotron mass of the orbit corres­
ponding to these oscillations. The temperature dependence 
of the amplitude is explicitly contained in the amplitude 
factor of Equation 1.6 in the form Texp(-2n m*ckT/ehB) so 
that the cyclotron mass m* can be found from the slope of 
a plot of logA/T versus T. Although this procedure for ob­
taining the cyclotron masses is much more tedious and in­
accurate than direct cyclotron resonance experiments, it 
does provide the advantage of directly connecting the mass 
value with, a particular frequency (i.e., area of cross-
section) . 
Determination of cyclotron masses from pulsed field 
signals is usually subject to various uncertainties unless 
considerable care is taken (Shoenberg 1962; Phillips I967). 
In order to make reliable cyclotron mass measurements it is 
Imperative that a particular de Haas-van Alphen frequency be 
isolated from the other terms. This forces us to go back to 
analog methods for separating frequencies, such as the 
resonance technique. Several frequency terms are too weak 
to be clearly separated from the background noise by the 
resonance technique and cyclotron mass values could not be 
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obtained for these terms. Unfortunately, the resonance 
technique is also inadequate to resolve the complex frequency 
structure of the low frequency terms and hence cyclotron mass 
measurements were complicated by the strong beat structure 
present in these oscillations. Since only the low frequency 
de Haas-van Alphen oscillations could be observed above 1.8°K 
and since the lowest temperature obtainable was about 1°K, we 
were forced to study the amplitude dependence for the high 
frequency oscillations over the very small temperature range 
of 0.8°; this considerably reduced the precision of our re­
sults . 
Nonetheless, the cyclotron masses of several frequencies 
were measured. The strongest signal in iron occurred for the 
a oscillations at |j.ll]; for these, the cyclotron mass ratio 
(ratio of cyclotron mass to free electron mass) was found to 
be 1.7+0.2. The strong high-frequency a oscillations at QiqI 
were found to have a mass ratio of 2.6+0.3* The a and a 
masses were obtained from relatively strong signals and they 
are the most reliable masses which could be measured for iron. 
Figure 3.6 is a cyclotron mass plot for the a oscillations 
near QiqI • 
The cyclotron mass ratios for the p and €• oscillations 
in the [ill] direction were found to be 2.8+0.5 and 0.35+0.08 
respectively. Figure 3.7 is a cyclotron mass plot for the e 
oscillations at [ill]; although a large temperature range 
Figure 3. 6 .  Cyclotron mass plot for the a oscillations in 
the 1J-1QI direction. The magnetic field is 
about 130kG and m^/m^ = 2.6. 
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could be used for these oscillations, the strong beat 
structure present makes the results less reliable than the 
high-frequency results. Finally the mass ratio for the S 
oscillations at Qoô] was found to be 0.21+0.05 and again 
the accuracy suffered because of the strong beat structure 
which was present. 
C. Field Rotation Effect 
Before discussing the interpretation of our data we 
must consider the significance of the demagnetizing effect 
(shape anisotropy) which, is present in ferromagnetic samples. 
Experimentally we measure H, the applied magnetic field, and 
0, the angle between H and the geometrical axis of the 
crystal but in Section I-C we pointed out that the de Haas-
van Alphen oscillations are really periodic in l/B and the 
relevant electron orbit is normal to the B direction which 
makes an angle X" with the geometric crystal axis. In Section 
II-P we listed a set of equations which related (B, 2^) to 
(H,G) and pointed out that since /T was a function of H and 9, 
the relevant area of the Fermi surface, and hence the fre­
quency, should vary as the magnitude of H changed; this is 
the "field rotation effect". 
We will now make a detailed investigation of the magni­
tude of this rotation effect. The de Haas-van Alphen fre-
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quency which Is actually measured and attributed to angle 9 
is F (9) and is given by 
m 
= 3TI7BT 
K (7?) t 3 (3.1) B 
where P^(?0 is the true frequency corresponding to an orbit 
which is normal to B. For a non-ferromagnetic metal ?f= 6 
and F^ is independent of B, so F^ = F^ as is expected. For 
the ferromagnetic case, however,depends on both H and 0 and 
so in general F^(8) ^  F^(7?) . Experimentally, we hold 9 fixed 
while we vary H, thus, at constant 9 we can consider B and ^  
to be functions of H only. If we invert B so that we have H 
as a function of B, then we should be able to write Xas an 
explicit function of B. Keeping in mind that 7C=7C(B) we can 
put Equation 3.1 into the form 
~ôF^  ( 
P^(e) = P^(^) + 1 
from which, we can get 
C], 
_a(i/B) , (3.2) 
F (e) = F. ( X) - B r L a(B) J 0 
and 
dF. ( K ) |-\ 'x\ 
° ® ~d7f~ ijB Jg • (3.4) 
Both F^ and (dF,/d?^) depend on the detailed shape of the t t 
Fermi surface but we can calculate using Equations 
2.21 and 2.22. If we consider our sample to be an infinite 
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cylinder we have 
e H 
?r= ï+iï (3.5) 
where z depends only on 0 and is given by Equation 2.22. 
When the expression for B in Equation 2.21 is inverted to 
obtain H as a function of B, the resulting expression is very 
awkward to use. For this reason we will make a further 
simplifying assumption and suppose that B is related to H 
by 
B = H + sin^e) = H + f(e) (3.6) 
For an infinite cylinder we get the correct value for B at 
0=0° and 0 = 90° (Equation 2.21) provided we set k(0°) = 
k(90°) = 1, so that Equation 3.6 should be a reasonably good 
approximation for intermediate angles. With this simplifica­
tion we can replace H by B - f(0) in Equation 3*5 to get 
ze ^ 
|j.+z(B-f)3 (1+zf^  B 
Putting this into Equation 3.4 we get the final result 
4^4-(^) 
r  .  ' 3 - ^ '  
Experimentally we measure F^(9); so we would like to 
have an expression relating F^CX) to F^(e) rather than the 
reverse, which is the case in Equation 3•7» If we rearrange 
3.7 and impose an iteration procedure of the form 
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(n+1) dF.(*)(??) 
(TT) = F (9) + — ? — (3.8) 
^ (l+zH)2 
where = F^(9) , then to first order we have 
FV(2)(7C) = F (9) + — 
^ ® (1+zH)^ 
which can be rewritten as 
F (2)(2C) = F (9) + ^ eS • |i , (3.9) 
^ (l+zH)2 0-9 
Starting with Equation 3 - 5  we can show that 
^ ^ (l+zH)2 
' pH(l+zH)+eH; 
and then using Equation 2.21 to eliminate dz/d9 we get 
Putting 3.10 into Equation 3.9 we arrive at 
8B/H dF^(9) 
 ^ ' [f+zH.2e 
The right hand side of Equation 3*11 is the first two terms 
of the Taylor series expansion of ^^(9+5), so we can write 
F. ( ?^) 4= F (9+&) (3.12) 
D ni 
where 
9B/H & = 
[2+^ H-2e §%#] 
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If we put the 0 dependence of z explicitly into the expression 
for 5 we get 
Ç enMgSinZeCg) 
2TIM sin2e + e(H-2nM cos20) (3.13) 
S s 
where is the saturation magnetization for iron; we have 
used Mg = 1750k0e throughout. 
Given the experimentally-determined frequency variation 
P^(8) we can calculate the true frequency variation F^(X). 
The detailed procedure is as follows, (i) choose a particular 
value of H and 9 and use Equations 2.21 and 2.22 to calculate 
B and TTand use Equation 3.13 to get (ii) from the experi­
mental curve F^^0) determine the numerical value of 
and set equal to this value, (iii) plot at the angled. 
If this procedure is repeated for each of the original data 
points the resulting plot of F^ versus PC will give a good 
approximation to the true frequency variation of that de Haas-
van Alphen term. 
To get an idea of the magnitude of this correction con­
sider the cylindrical and elliptical Fermi surfaces sketched 
in Figure 3.8. For the surfaces which are oriented as shown 
in the figure we can describe the true frequency variation 
(area variation) as F^ = F^/cos ?C for the cylinder and F^ = 
P^/(l+2cos^X')^'^^ for the ellipsoid with a/b =2. A plot of F^ 
and F^ for the cylinder and ellipsoid is shown in Figure 3.9 
and 3.10, respectively; P^ is plotted as a function of TC and 
Figure 3.8. Sketch of the orientation of cylindrical and 
elliptisoidal Fermi surfaces relative to the 
sample, and field geometry 
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its variation compared with that of which is plotted as 
a function of 9. From these curves and from Equation 3.8 
we see that the effect of field rotation is to reduce the 
variation which, is expected in a frequency plot. For H = 
100kg and 0 = 30° we see from Figure 3-9 that the correction 
for a cylindrical surface is about 1^; at 9 = 0, of course, 
F^ and F^ must be equal. 
If we look at our frequency data, Figure 3.1, we see 
that the curves are very flat, thus dP^/d9 will be very small 
and so the correction factor will also be very small. The 
two curves labeled % have a particularly strange appearance; 
it is very difficult to imagine that these curves belong to 
different orbits, and yet it is very doubtful that these 
curves will join at some point between |_100% and |_11^ . 
The field rotation effect cannot alter the frequency determined 
along the axis of the sample, so the frequencies determined 
at |_10QJ and lj-ll[ should be correct. As the field H moves 
away from |_10ÔJ the rotation effect forces the measured 
frequency to rise less rapidly than the true freuqency. On 
the other hand, as the field moves away from |_lll[ the measured 
frequency decreases less rapidly than the true frequency. 
Thus, we would expect a break in the frequency plot which is 
similar to that observed for the % oscillations. Unfortunately 
the magnitude of the break which is observed is 2-3 larger 
than that predicted from the field rotation analysis. The 
Figure 3.9' Comparison of and for a cylindrical Fermi surface; JI -/as 
taken to be lOOkG 
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reason for this lack of quantitative agreement between the 
experimental results and the theory is probably due bo the way 
we take the data, i.e. by measuring many cycles over a very 
long field range. In working out the theory of field rota­
tion we tacitly assumed that the field H was approximately 
constant and well defined; experimentally this condition does 
not hold. In spite of this difficulty the theory does give 
a good qualitative description of the field rotation effect 
and for those cases where a narrow field range is used the 
theory should give good quantitative results also. 
It should be mentioned here that since the relevant 
cross-sectional area of the Fermi surface is no longer 
constant during a pulse, there will be extra oscillations 
in a plot of M versus B which mean that the de Haas-van 
^ —o s c — 
Alphen oscillations will no longer be strictly periodic in 
l/B. However, as noted above, this effect is quite small and 
indeed, the fact that we get sharp peaks in the frequency 
spectrum by assuming that the oscillations are strictly 
periodic in l/B would indicate that this is very nearly the 
case. 
A more subtle effect of field rotation involves the 
amplitude of the de Haas-van Alphen signal. Although the 
mathematics has not been worked out, it is clear that since 
the direction of the vector is a function of the field 
H, we would expect the de Haas-Van Alphen signal, which is 
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proportional to B '(dM^^^/dt) to show the effect of a rotating 
—os^' rotation might be the cause of the rapid reduction 
which is observed in the amplitude of the de Haas-van Alphen 
s ignal. 
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IV. THE FERMI SURFACE OF IRON 
A. A Theoretical Model 
Wood (1962) made a detailed APW energy band calculation 
for paramagnetic iron and he suggested that one could get a 
rough idea of the shape of the ferromagnetic Fermi surface 
from his non-ferromagnetic bands by rigidly shifting the 
bands which contained spin-up electrons from those which 
contained spin-down electrons. The magnitude of this splitting 
was estimated by moving a total charge of one spin-down 
electron per atom from below the non-ferromagnetic Fermi 
level up to the unoccupied region above this level, thus 
giving 2 Bohr magnetons per atom to approximately account for 
the saturation moment of 2.2 magnetons for iron. When the 
spin-up and spin-down electrons were considered separately, 
their Fermi levels were found to differ by about 0.l4ry or 
1.9eV. Of course the Fermi level for spin-up and spin-down 
electrons must coincide, so, as noted above, this shift in 
energy was associated with a splitting of the spin-up and 
spin-down bands by O.l^ry. 
The Fermi surface which results from Wood's shifted 
bands is very similar to the Fermi surface which was con­
structed from the more recent energy-band calculation of 
Wakoh and Yamashita (I966). These authors used a Green's 
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function-interpolâtion method with a spin-dependent (ferro­
magnetic) potential in their calculation, and they found that 
the shift between the spin-up and spin-down bands was no 
longer "rigid" and depended on the character of the relevant 
wavefunctions (e.g. the splitting is greatest where the bands 
show d-like character). Their bands happen to agree quite 
closely with Wood's rigidly-split bands near the Fermi level 
and so give approximately the same Fermi surface obtained 
from Wood's bands. 
In any band calculation for iron we must accommodate 8 
conduction electrons which are outside the filled argon core 
and at the same time account for the 2.2 Bohr magnetons of 
spin. If nf and ni represent the number of spin-up and 
spin-down electrons per atom, respectively, then we must solve 
nt + ni =8, 
and 
nt - nt = 2.2 
We find that we must accommodate 2.9 spin-down electrons in 
the minority band and 5«1 spin-up electrons in the majority 
band. We would expect the Fermi surface corresponding to 
the minority band in iron, which contains 2.9 electron per 
atom, to be very similar to the Fermi surface of the para­
magnetic metal tungsten which has 3 spin-up and 3 spin-down 
electrons per atom in states for which the spin-degeneracy of 
Ill 
2 has not been removed. Indeed, the spin-down Fermi surface 
resulting from Wood's calculation, which is almost identical 
to the spin-down surface calculated by Wakoh and Yamashita 
and shown in Figure 4.1, is of the same general topology as 
the Fermi surface of tungsten (see Lomer 1964, Loucks 1965, 
and Girvan 1966). This surface consists of (i) a central 
electron "jack" which is formed by 6 electron balls located 
between P and H and an electron octahedron centered at P , 
(ii) a set of hole octahedra centered at H and just touching 
the balls of the jack, (iii) a set of hole ellipsoids cen­
tered at N, and (iv) a set of electron lenses located between 
and within the electron balls and the body of the jack. 
The Fermi surface which was constructed from the spin- . 
up bands of Wakoh and Yamashita (1966) is also shown in 
Figure 4.1. This surface consists of (i) a large electron 
surface centered at H , (il) a multiply-connected set of hole 
arms extending across the zone face from H to H' through N, 
and (iii) two sets of hole pockets centered at H. The surface 
generated by Wood's shifted bands for spin-up electrons has 
these same three features except that the hole arms across 
the zone face are pinched-off near N. 
For completeness and for later reference, drawings of 
the energy bands of iron which were calculated by Wakoh and 
Yamashita (1966) have been included here. In Figure 4.2 we 
Figure 4.1. Fermi surface determined•from the energy-
bands of Wakoh. and Yamashita (after Wakoh 
and Yamashita 1966) 
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spin-up bands 
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have reproduced the bands of Wakoh and Yamshita as they ap­
peared in their original paper; the superimposed spin-up and 
spin-down bands show the splitting quite clearly in this 
figure. However, in order to prevent confusion in discussing 
the many bands which appear in Figure 4.2, we have drawn the 
spin-up and spin-down bands separately in Figure 4.3. 
B. Some Previous Experimental Results 
1. Magnetoresistance measurements 
For a compensated metal like iron which has an equal 
number of holes and electrons per unit cell (Pawcett and 
Reed 19^3) the transverse magnetoresistance approaches a be­
havior which is quadratic in the magnetic induction B. How­
ever, if there are field directions for which open orbits 
can exist on the Fermi surface, the transverse magnetore-
sistance will instead approach saturation (become independent 
of B) in these directions at high fields. Thus, the sharp 
dips which occur in the transverse magnetoresistance for 
particular orientations of a sample when it is rotated in a 
constant magnetic field indicate the presence of open orbits 
normal to that field orientation. 
High-field magnetoresistance measurements have been 
made on strain-annealed single crystals of iron by Reed 
and Pawcett (1964). Magnetoresistance measurements on single-
Figure 4.3. Energy bands in iron (after Wakoh and Yaraashlta 
1966). The dashed lines are the spin-down 
bands and the solid lines the spin-up bands. 
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crystal iron whiskers have also been made at high fields by 
Reed and Pawcett (1964) and at lower fields by Is in and Cole­
man (1965) and Dheer (1967). These measurements suggest the 
presence of a narrow band of open orbits along the [lOO} and 
[lloV directions in iron; however, as Reed and Fawcett (1964) 
point out, it was not possible to determine with certainty 
whether these open orbits result from magnetic breakdown of 
a closed orbit to an open orbit or from very small necks on 
a multiply-connected surface. 
The Fermi surface determined by Wakoh and Yamashita 
(1966) can support open orbits along {,100? in either of two 
ways. First, as indicated by the heavy line in Figure 4.1, 
an open orbit can exist on the spin-down surface. The effect 
of spin-orbit coupling, which was neglected in the calcula­
tion of Wakoh and Yamashita (1966), is expected to separate 
the electron ball and the hole octahedron so that any open 
orbit on the spin-down surface must result from magnetic 
breakdown across the gap. The second possibility is for open 
orbits to exist on the hole arms of the spin-up surface. In 
the model of Wakoh and Yamashita, these arms can support open 
orbits in both the ^100^ and ^lo] directions. Furthermore, 
this model predicts that the open orbits in the [lOO^ direc­
tions along these arms should exist over a range of about 8° 
from [100] which is in rough agreement with the results of 
Reed and Fawcett. 
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2. Hall effect measurements 
In a ferromagnetic metal thé Hall effect is usually 
descrilDed by an equation of the form 
By = S^B + Eg4nM , (4.1) 
where e^ is the Hall resistivity. The first term on the 
right in Equation 4.1 is the usual expression for the Hall 
effect in non-ferromagnetic metals so is called the 
"ordinary" Hall coefficient. On the other hand, the second 
term which is due to the intrinsic magnetization M arises 
only in ferromagnetic.materials and is usually called the 
"extraordinary" Hall coefficient. Dheer (I967) measured both 
R and R in single-crystal iron whiskers and found that R OS 3 
exhibited a very strange temperature variation below liquid-
nitrogen temperatures. 
The splitting of the conduction bands in iron is ex­
pected to be temperature dependent since it should vanish 
at the Curie temperature where iron ceases to be ferromagnetic. 
Thus, the detailed shape of the Fermi surface would also be 
expected to be temperature dependent to some extent. Keeping 
these ideas in mind, R. Pivaz (I967) has suggested that the 
peculiar temperature variation of R^ which was observed by 
Dheer (1967) below liquid nitrogen temperatures may be due 
to an accidental degeneracy in the bands which occurs near 
the Fermi level and moves across it as the temperature Is 
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raised. Pivaz was able to show, through symmetry considera­
tions, that only the crossing of the A^, Ag or bands 
between and H could account for the anomalous behavior of 
Rg. If we refer to Figure ^.3 and we see that only the 
Ag-A^ crossing point for the spin-down bands is near the 
Fermi level, so by Pivaz's argument this crossing point must 
lie above the Fermi level and move down across it as the 
temperature increases. 
The repositioning of the bands in accordance with 
Fivaz's ideas has a very pronounced effect on the shape of 
the Fermi surface. Lomer (1962 and 196^) considered a 
problem very similar to this and Figure 4.4 is a reproduction 
of a figure in Lomer's 1964 paper. The effect of moving the. 
bands is shown very clearly in the figure and we see that if 
the crossing of the Ag-A^ bands occurs above the Fermi level 
at T = 0°K, as Pivaz suggests and as is shown in Figure 4.4-c, 
then we have a small hole ball inside the hole octahedron. 
As the temperature increases the bands move down and even­
tually the crossing point will be below the Fermi level where 
the hole ball will become an electron ball (Figure 4.4-b). 
As the bands move down still further, the electron ball will 
increase in size and become attached to the central electron 
octahedron, forming the original electron jack in the tung-
sten-like surface of Wakoh and Yamshita (1966) as shown in 
Figure 4.4-a. 
Figure 4.4. Shape of the Fermi surface for a Ag-A^ crossing which is (a) above 
Epj (b) just below Ep and (c) well below Ep. The appropriate bands 
. are shown schematically above the surfaces. (After Lomer 1964). 
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The de Haas-van Alphen measurements were made at 1°K so 
we would expect to see a surface which, is very nearly the 
T = 0°K surface, i.e. the crossing of the bands should 
be above the Fermi level. Also, since de Haas-van Alphen 
measurements cannot be made above 4.2°K we would not expect 
to see any effect from the temperature dependence of the 
band splitting. 
C. Interpretation of the de Haas-van Alphen Data 
Before discussing a possible interpretation of our data 
we should be careful to point out that these data are not 
complete enough to uniquely support any particular model for 
the Fermi surface of iron. The model suggested here is one 
which, seems to account for most of the experimental informa­
tion which is available at present ; as more data becomes 
available this model will undoubtedly have to be modified. 
1. The spin-down surface 
We will consider the model for the spin-down Fermi 
surface in iron first since most of the de Haas-van Alphen 
data seem to apply to it. If we refer to the plot of the 
frequency variations in iron, Figure 3.1, on which the tung­
sten results of Girvan (1966) have been superimposed as the 
dashed curves, we see that a crude comparison between the 
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results for iron and tungsten can be made. The various 
branches of the data have been labeled with a Greek letter 
followed by the value of the cyclotron mass, when available. 
When comparing the frequencies in iron and tungsten care 
must be taken to account for the difference in the size of 
the two Brillouin zones. The lattice constants for iron and 
o o 
tungsten are 2.86A and 3.1^A, respectively, thus an orbit 
in the iron zone which covers the same fraction of the zone 
as an orbit in the tungsten zone would be expected to enclose 
an area (and have a frequency) which is 1.22 times larger 
than that of the tungsten orbit. In the comparisons which 
follow this zone scaling has been taken into account. 
The iron data designated by a lies close to and has 
the same variation as the a oscillations in tungsten, which 
correspond to an orbit around the hole octahedron centered 
at H. If we ascribe the a oscillations in iron to the hole 
octahedron, then since the frequency for the iron term is 
50% higher than the tungsten frequency, if we take the zone 
scaling factor into account, we find that the cross-sectional 
area relative to the zone is about 20% larger for iron than 
for tungsten. The fact that the iron surface is larger 
(relative to the Brillouin zone) than the corresponding 
surface for tungsten is consistent with the model suggested 
in Section IV-B in which we considered the bands of Wakoh 
and Yamashita (I966) but with a lowered Fermi level as 
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suggested by Fivaz; lowering the Fermi level has the effect 
of increasing the area of the hole octahedron at H. 
Moving down the frequency scale of Figure 3.1 we next 
come to the g oscillations in tungsten which correspond to 
an orbit around the body of the electron jack in tungsten. 
In our model, the Fermi level is too low for the electron 
balls, which make up part of the jack, to exist and the 
electron octahedron, which makes up the body of the jack, 
must be much smaller than in tungsten and, in fact, may 
no longer look like an octahedron. The iron data labeled 
appear to result from an orbit which is centered at 
since there do not appear to be any other branches related 
to these data by symmetry. If the y oscillations correspond 
to an orbit around the central electron-surface, then be­
cause the frequency of the ^ term is higher at [lllj than 
at IJ-OqI this surface cannot be an octahedron. A careful 
examination of the bands which, make up the electron surface 
indicates that for a Fermi level near the bottom of these 
bands the distance from P to the Fermi surface may be larger 
along P-P than along P-H. This means that the surface will 
be more cubic than octahedral and for a cubic surface oriented 
with its faces normal to P-H the cross-sectional area 
normal to Q.ll[ is larger than the area normal to Q-OQJ. 
Near Q.lQ the cross-sectional area of this portion of 
the iron surface is about 1/3 that of the corresponding 
tungsten surface (relative to the Brillouin zone) which would 
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indicate that we are indeed near the bottom of these bands. 
Thus, assigning to the electron surface centered at p seems 
to be quite reasonable. 
The 7-; oscillations in tungsten, which correspond to an 
orbit around the neck connecting the balls to the body of the 
jack, are among the strongest oscillations which Girvan (I966) 
observed in tungsten. No term has been observed in iron 
which exhibits the hyperbolic frequency dependence which is 
characteristic of a neck orbit 'and the absence of these 
oscillations in iron is the strongest evidence available to 
show that the tungsten-like electron jack does not exist in 
iron. 
The interpretation of the E oscillations in iron is 
particularly difficult. One possibility is that these oscil­
lations arise from an orbit around the hole ball which is 
expected in our model. This ball should be very small and • 
should protrude through the hole octahedron when spin-orbit 
effects are considered. Furthermore, if there is hybridiza­
tion between the bands which make up the hole ball and the 
hole octahedron we might expect these surfaces to be sepa­
rated by a narrow energy gap. If the S oscillations corre­
spond to an orbit around the hole ball, then as the field is 
rotated away from 1_100_[ this orbit should come very close to 
the hole octahedron and we might expect magnetic breakdown 
between the ball and the octahedron. This breakdown could 
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account for the strange amplitude variation of the 5 term 
which we described in Section III-A, i.e. the oscillations 
disappear about 8° from QoÔJ in a (110) plane. 
Finally we come to the low frequency 6 oscillations 
which have been plotted on an expanded scale in Figure 3-3. 
These oscillations have a very complicated frequency varia­
tion and the data plotted in Figure 3.3 probably really 
consists of many different terms. However, if we compare 
the data with the dashed lines in Figure 3-3 we see that 
many of the data points lie on or near these lines. The 
dahsed lines represent the frequency variation which would 
be expected from ellipsoidal surfaces centered at N and the 
crude agreement with the data suggests that there might be 
ellipsoids at N in iron as in tungsten. The rest of the 
points in this group may result from orbits around the small 
hole pockets at H in the spin-up surface (see below). There 
is too much scatter in these low-frequency data to say any­
thing which is more definite. 
We have summarized all these results in Figure 4.5 
where we have sketched a central Ij-OQ section of the pro­
posed Fermi surface model. No attempt has been made to draw 
this figure to scale since the detailed shape of the surfaces 
have not yet been well established. 
Figure 4.^. A central Ij-OÔJ section though the proposed 
spin-down Fermi surface of iron 
130 
HOLE OCTAHEDRON 
HOLE BALL 
CENTRAL 
ELECTRON 
SURFACE 
HOLE 
ELLIPSOID 
H 
131 
2. The spin-up surface 
Unfortunately, there is not much data available for the 
spin-up surface. However, this surface is relatively insensi­
tive to the position of the Fermi level and we would expect 
the model of Wakoh and Yamashita (1966) to be fairly good. 
The very high frequency a oscillations appear to result 
from an orbit around the large spin-up electron surface 
centered at P. The only other orbit which could give rise 
to such a high frequency term would be the orbit around the 
inside of the hole arms in a plane normal to |_10^ . • However 
this orbit will only exist near [lOÔ] which is not the case 
for the o oscillations which can be observed near Q-l^ 
CiioH. 
The very high-mass p oscillations can be attributed to 
the large triangular orbit inside the hole arms and normal 
to the Ij-llj direction. Although these oscillations are 
relatively strong in the l_lllQ direction, they cannot be 
observed near IJ-IQI or 1_10Q2 as we would expect for this 
hole-arm orbit. 
The only data which, has not been assigned to a par­
ticular orbit are the X oscillations near 1_111[ . Although 
it is possible that these oscillations can be assigned to 
orbits in the spin-up hole-arms, they have a very weak 
amplitude and could be observed only over a small angular 
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range near |_lll[; any assignment of these oscillations would 
be very unreliable. 
All the fundamental results for iron in the three 
symmetry direction have been collected and tabulated in 
Table 4.1 along with, the provisional orbit assignment. 
Table 4.1. Summary of frequency results 
Orientation Symbol Spin Frequency (xlO^G) 
IIiooH 
^u i  0
0 + 0 .02  
i  0
 
CO
 
+ 0.03 
& I  5.04 0 0 
Ï  I  23 .8  + 0 .4  
Qiin 6  1 4. 11  + 0.05 
A T 11 . 3  + 0 .2  
I  28 .0  + 0 .2  
p 51.8 + 0.6 
a I  154. 1  1. 
0  t  369 .  + 4. 
Qion 
^u I  3 .89  + 0.05 
I  4. 10  + 
vn 0
 
0
 
o T 347. + 5. 
Surface 
ellipsoid at N (lower branch) 
ellipsoid at N (upper branch) 
hole ball along T-H 
central electron surface 
hole ellipsoid at N 
(not reliably defined) 
central electron surface 
triangular hole-arm orbit 
hole octhedron at H 
large electron surface at P 
ellipsoid at N (lower branch) 
ellipsoid at N (upper branch) 
large electron surface at P 
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V. CONCLUDING DISCUSSION AND SUGGESTIONS FOR FURTHER STUDY 
Our investigation has shown that high-speed digital 
recording techniques can be used in the impulsive-field de 
Haas-van Alphen experiment to significantly increase the maxi­
mum frequency resolution obtainable in this experiment and at 
the same time enormously reduce the time required for data 
analysis. This new recording and analysis system was used 
to study the de Haas-van Alphen effect in iron, both, to check­
out the usefulness of the system itself and to provide useful 
information about the Fermi surface of iron. 
While the data obtained using this new technique repre­
sent a vast improvement over the previous results, the data 
were still not sufficient to.uniquely determine a Fermi surface 
for iron. The model suggested in Chapter IV will undoubtedly 
have to be modified as more data become available. However, 
this model does account for most of our de Haas-van Alphen 
data and it can explain the results of both magnetore?istance 
and Hall effect measurements on iron. 
It is peculiar that iron, which is similar to tungsten 
in many ways, gives a signal amplitude of from 10 to 100 micro­
volts when we compare it with a signal amplitude of about a 
volt for tungsten in the same apparatus. One explanation of 
this low amplitude may be that microdomains of reversed 
magnetization persist even at 200kG. The presence of these 
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microdomains will result in a significant reduction in the 
field homogeneity within the sample, which in turn will 
considerably reduce the signal amplitude. These microscopic 
domains are located at dislocations and impurities inside the 
crystal which may explain why whiskers, which, are almost 
dislocation free, exhibit high, frequency de Haas-van Alphen 
oscillations but strain-annealed samples do not.-
In spite of the many advantages of using whiskers as 
samples, the demagnetizing effects which are present in 
these long whiskers may make their use in the future 
questionable. Ideally we would like to use a spherical 
sample , which would not be expected to exhibit the field 
rotation effect, and preferably a sphere cut from a thick 
whisker. Unfortunately, due to eddy current effects, the 
diameter of the spherical sample (for pulsed-field work) 
would have to be quite small, less than about 0.5mm and the 
reduction In signal amplitude for such a small sample may be 
Intolerable. 
Very high purity iron is now becoming available. It 
may be possible to cut a large spherical sample from a strain-
annealed single crystal of this material which will exhibit 
high frequency oscillations in the modulated-fieId experi­
ment. This technique is ideally suited to study the low 
frequency oscillations in more detail. 
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VIII. APPENDIX 
Figure 8.1. Fortran listing of data analysis program 
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s .o ion  913  NC( )L=Ncm-N^rz r»NSTnp  
s.0106 0G=2 . *P IE / (DRH»IJC l )L I  
s .0107  IF  (NCOL-NLASn 307 ,305 ,305  
S .0108  307  CONI INUF 
S .0109  L lL ' I - 1  
S .0110  311  CONI INUF 
S .0111  CALL  F IT  (LLL ,Z ,UU,U IJ l ,Z l ,RAT inN,LK I  
S .0112  CALL  F IT  (LLL ,ZZ  ,UU ,UlJ?,22  ,RATIO,LK21  
S .0113  on  1010  1=1 ,LLL  
S .0114  1010  ZZ I I )=ZZ( I l - l .  
S .0115  DP 418  1=1 ,LK  
S .0116  418  Z l (  11  =  211  I I /RATION 
S .0117  on  427  1=1 ,LK2  
S .0118  427  Z2 I I I=Z2 I11 /RATIO 
S .0119  428  WRITE (3 ,4151  RATION 
S .0120  WRITE (3 ,1000)  RATIO 
S .0121  415  FORMAT I '  NORMALIZ ING FACTOR (PERIODOGRAMj  = '  
S .0122  1030  FORMAT I '  NORMALIZ ING FACTOR (F ILTER)  =  1  
S .0123  426  CALL  GRAPH (LLL ,UU,Z ,KS,NA,12 . ,10 . ,0 ,  0 ,0 .2 , -1 .0 ,  iXLABI  
1GLAB1,GLAB2)  
S .0124  CALL  GRAPH (LLL ,UU,ZZ ,KS,NA,0 . ,10 . ,0 ,  0 1 o
 
o
 
S . 0125  WRITE (3 ,4161  
S .0126  416  FORMAT COM 
S.0127  WRITE (3 ,10011  
S .0128  1001  FORMAT CO F ILTER ANALYSIS ' )  
S .0129  WRITE (3 ,417 )  
S .0130  417  FORMAT ( ' 0  FREQUENCY INTENSITY '  1  
S .0131  WRITE (1 ,419 )  
S .0132  00  1  00% 1  =  1 ,LK2  
S .0133  1005  WRITE (3 .10C6)  UU2( I1 ,Z2 ( I )  
S .0134  1006  FORMAT (E20 .5 ,E19 .5 I  
S .0135  WRITE (3 ,1015)  
S .0136  1015  FORMAT CO ' )  
S .0137  WRITE (3 ,1002)  
S .0138  1002  FORMAT CO PERIODOGRAi ;  ANALYSIS ' )  
S .0139  WRITE (3 ,417 )  
S .0140  WRITE (3 ,419 )  
S .0141  419  FORMAT C  •  )  
S .0142  1=1  
S .0143  LLLLK=LK 
S .0144  BOO IF  (Z l ( I ) -0 .05 )  801 ,802 ,802  
S .0145  802  1=1  +  1  
S .0146  IF  (1 -LLLLK)  800 ,800 ,820  
S .0147  001  IF  (  I - LLLLK)  804 ,806 ,806  
S .0148  804  LLLLK=LLLLK-1  
S .0149  00  803  K= I iLLLLK 
S .0150  Z I IK )  =  Z1 (K+1)  
S .0151  80  3  UU1IK I  =  UU1IK  +  1 )  
S .0152  GO TO 800  
S .0153  806  LLLLK=LLLLK-1  
S .0154  820  DO 420  I= l , LLLLK 
S .0155  420  WRITE (  3 ,421  )  UU l l  I  )  , h  (  1 )  
S .0156  421  FORMAT (E2C.5 ,E19 .5 )  
S .0157  461  CONTINUE 
S .0158  IF  (LMAX)  424 ,424 ,12  
S .0159  12  IF  (LMAX-17491  5 ,5 ,424  
S .0160  424  CONTINUE 
S.0161 000=0 .  
S .0162  F1  =  0 .  
S .0163  F2  =  0 .  
S .0164  RES=0 .  
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M P T S = 0  
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I S U  O I S K  R f c S  S f ' O O L E D  B P S  F O R T R A N  
B E G I N  C O M P I L A T I O N  
S . O O C l  S U B R O U T I N E  I N P U T  (  D F U l ,  H 1  , I I S C  A L E ,  C O I L K  ,  T  Z E R O ,  O T  ,  H Z E R H ,  T H E T  A ,  N O E  G .  
INPTSiHEAO.LHAV.FI ,F?,RES.^PTS,TIMEM.00'),KMAX1 
C  
C  T H I S  S U B R O U T I N E  C O N T R O L S  T H E  R E A D I N G  I N  O F  D A T A ,  F I T T I N G  O F  T H E  
C  2 0  F I E L D  V A L U E S ,  A N D  T H E  C O N S T R U C T I O N  O F  T H E  ' D A T A  A R R A Y ' ,  
C  
S . 0 0 0 2  D I M E N S I O N  Y ( 2 0 3 0 ) , r i ( 2 0 3 0 l  
S . 0 0 C 3  D I M E N S I O N  G L A B 1 ( 5 ) , G L A B 2 I  5 ) . H E  A D  1 U  
5 . 0 0 0 4  D O U B L E  P R E C I S I O N  M H . O C J H . A  
5 . 0 0 0 5  C O S M O N  X L A B ( 0 ) , Y L A B ( 5 1 , Z ( I )  
5 . 0 0 0 6  K S = 1 5 4 7 7 1 4 6 2 4  
5 . 0 0 0 7  IF  ( L M A X I  2 , 2 , 3 7  
5 . 0 0 0 8  1 0 0  F O R M A T  ( 2 E 9 . 2 . F 5 . 3 , F I C . O , I  2 , 2 1  5 )  
5 . 0 0 0 9  2  R E A D  1 1 . 1 0 0 )  F  1 , F 2 , R E S , T 1  M E M , L P L O T , M S T A R T , M S T O P  
S . O O I C  C A L L  R E A D I N  ( Y , H , M E A O , C O I L K , H S C A L E , L P L O T )  
5 . 0 0 1 1  I F  ( M S T A R T )  5 4 , 5 4 , 5 5  
5 . 0 0 1 2  5 4  H S T A R T = 1  
5 . 0 0 1 3  5 5  I f  ( H S T O P )  5 6 , S t , 5 7  
5 . 0 0 1 4  5 6  H S T 0 P = 2 C 0 8  
5 . 0 0 1 5  5 7  C O N T I N U E  
5 . 0 0 1 6  1 4  C A L L  B F I E L O  ( H , 2 0 , T H E ! A , H Z E R O , D T , T Z E R O )  
5 . 0 0 1 7  W R I T E  ( 3 , 1 9 )  
5 . 0 0 1 8  5 8  F O R M A T  I '  T H E  A N A L Y S I S  S T A R T S  A T  C O U N T  N U M B E R ' , 1 5 , '  A N D  E N  
I D S  A T  N U M B E R ' , 1 5 1  
5 . 0 0 1 9  1 9  F O R M A T  C O  Y O U  A R E  I N  T H E  C O R E  B U F F E R  F O R M A T ' I  H  
5 . 0 0 2 0  C A L L  F I T H  (  H  , D T ,  N D E G ,  T Z E  R O  , L  M A X  I  
5 . 0 0 2 1  L H A X 1 = M S T A R T  N  
5 . 0 0 2 2  IF  ( L M A X I  3 0 , 3 0 , 5 3  
5 . 0 0 2 3  5 3  I F  ( L M A X - 2 5 0 )  3 7 , 3 1 , 3 1  
5 . 0 0 2 4  3 0  L M A X 2 = M S T 0 P  
5 . 0 0 2 5  G O  T O  3 2  
5 . 0 0 2 6  3 1  I F  ( L H A X - M S T A R T I  7 1 1 , 7 1 1 , 7 1 2  
5 . 0 0 2 7  7 1 1  L M A X = 0  
5 . 0 0 2 8  L M A X 2 = N S T 0 P  
S . 0 Û 2 9  G O  T O  3 2  
5 . 0 0 3 0  7 1 2  I F  ( L M A X - M S T O P )  '  1  7 1  4 ,  7 1  3  
5 . 0 0 3 1  7 1 3  L M A X = 0  
5 . 0 0 3 2  L M A X 2 = M S T 0 P  
5 . 0 0 3 3  G O  T O  3 2  
5 . 0 0 3 4  7 1 4  L M A X 2 = L M A X  
5 . 0 0 3 5  G O  T O  3 2  
S . 0 C 3 6  3 7  L H A X l = L M A X + 5  
5 . 0 0 3 7  L M A X 2 = H S T 0 P  
S . 0 ' j 3 8  L M A X  =  n  
5 . 0 0 3 9  3 2  l = L M A X 2 / 2  
5 . 0 0 4 0  6 0  i r  (  H (  I  )  )  6 2 , 6 2 ,  f . l  
5 . 0 0 4 1  6 1  I = H 1  
5 . 0 0 4 2  I F  (  I - L M A V 2 )  , ' > 0  ,  f t S O  
5 . 0 0 4 3  6 2  L M A > . 2 = I - 1  
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ISU  D ISK  RES SPOOLED BPS FORTRAN 
SURROUTINE REAOIN  (Y ,H ,HEAO,CO ILK ,HSCALE,LPLOT » 
TH IS  SUBROUTINE READS AND TRANSLATES DATA FROM CORE BUFFER SYSTEM 
IF  LPLOT IS  1 ,  NO PLOT WILL  BE GENERATED 
BEGIN  COMPILAT ION 
5.0001 
C 
c 
c 
c 
5 .0002  D IMENSION Y l  1  ) ,H (1> ,X (2010 ) iHX(211 ,HY{2  I )  
5 .0003  D IMENSION HE AD(1 ) ,GLABI (5 ) ,GLAB2(5 )  
5 .0004  COMMON XLAB(5 ) ,YLAD(5»  
5 .0005  K5=1547714624  
3 .0006  START=40 .  
5 .0007  READ (1 ,1 )  (Y ( I ) , 1 -1 ,10241  
5 .0008  1  FORMAT (20A4 I  
5 .0009  CALL  TRANS (Y ,H)  
5 .0010  DO 2  1=1 ,2008  
5 .0011  2  X ( I I - - - I  
5 .0012  HX(1 )=START 
5 .0013  DO 3  1=1 ,20  
5 .0014  H(  I  )=H(  I  )>:= (  10 . / 4096 .  | fCOI  LK/HSCAIE 
S.OOl f )  HY(  n -HH ) /1000 .  
5 .0016  3  HX(  I -H )=HX{  I  1 +  100 .  
5 .0017  IF  (LPLOT)  7 ,7 ,8  
5 .0018  7  DO 4  1=1 ,5  
5 .0019  GLABK I  )=HEAD(  I  )  
5 .0020  4  GLAB2(  I )  =  HEAD(  H -5 )  
3 .0021  CALL  GRAPH {2008 ,X ,Y ,KS ,4 ,12 . ,10 , ,0 ,0 ,50 . , -250 . ,XLAB,YLAB,GLAB1 ,  
IGLAB2)  
5 .0022  CALL  GRAPH (20 ,HX ,HY ,KS ,1 ,0 .  ,  10 ,  ,  0 ,0 ,0 ,0 ,0 ,0 ,0 ,0 )  
5 .0023  8  CONTINUE 
5 .0024  RETURN 
3 .0025  END 
S IZE  OF COMMON 00040  PROGRAM 09240  
END OF COMPILAT ION .  READUi  • 
COMPILAT ION T IME WAS 0001 .00  SECONDS 
Ln 
00 
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