Abstracf-One purpose of &is article is to develop the theory of black body-radiation, thermal noise, and quantum noise from a few basic physical principles. A second purpose is to show how these resalts apply to certain areas such as antenna theory and ideal receivers. It is hoped that having this related material collected and presented in the language of the electronics engineer will be of tutorial value.
T WO FUNDAMENTAL sources of noise limit the useful sensitivity of any linear amplifier. One is thermal noise, which is black body radiation in a single propagation mode; the other is quantum noise, which is a manifestation of the uncertainty principle. Thermal noise is usually present; quantum noise is unavoidable. Until recently quantum noise was of little interest to electronics engineers since in their devices i t was generally negligible compared with thermal noise. Over the frequency ranges and at the temperatures involved, thermal noise could be considered to have a flat spectral distribution. With the advent of masers and lasers this situation is no longer true. Today it is important that we know the limitations imposed by noise at very low temperatures and at very high frequencies.
The original works on thermodynamics, statistical mechanics, black body radiation, and quantum mechanics comprise a substantial fraction of all physics literature. The theories and results in these areas have been well established by rigorous and often beautiful proofs, and have been carefully verified by experiment.
In compressing so much physics into one article it is necessary to forego rigor and completeness. The intent here has been to develop understanding of already well established principles, using plausible arguments. The reader who desires to dig deeper will find the effort rewarding. Many of the original papers on fluctuations
[1]- [4] , on shot noise [SI and on thermal noise [ 6 ] , [7] make interesting reading.
In addition, many recent works [Si- [ l l ] provide comprehensive treatments of matters treated only superficially, or not at all, in this paper.
PART I: BLACK BODY RADIATION AND THERMAL NOISE
The first two laws of thermodynamics and Planck's relation form not only a convenient but also an essentially complete foundation for the theory of black body radiation [lo], [ll] . Since they are so fundamental, it is perhaps appropriate to restate and discuss them. Calif.
1)
In a n y closed system the total energy is constant. This, the first law, is perhaps the most famili,ar. Since a "closed" system is one in which neither energy nor mass enter or leave, this law is simply a restatement of the principle of the conservation of energy.
2) I n a n y closed system the entropy eventually maximizes. Since entropy is a measure of randomness, this, the second law, says that any closed system tend9 toward a state in which its total energy is randomly distributed among the various degrees of freedom present.
In general the total energy of a system can be written as the sum of a number of terms each involving the square of a system coordinate or its derivative. For example, the total energy of a system of n free particles is while the energy of a spring-mass resonator is
where S is the spring stiffness, m the mass, and d the deflection. The energy represented by any particular quadratic term is not constant, but fluctuates as energy is exchanged with other terms. However, in thermal equilibrium, all quadratic terms will have the same average energy: k T / 2 , where k = 1.38X10-23 J/deg is Boltzmann's constant, and T is the absolute temperature. This is known as the principle of equipartition of energy. Any other statistical distribution results in lower entropy. Thus the average energy in any mode involving n quadratic terms is n k T / 2 .
A monatomic gas illustrates these principles nicely. Assume an initial state in which all the molecules in an enclosure are a t rest save one, so that the entire thermal energy of the gas is in one molecule. This situation is short lived for, like a cue ball in a three dimensional billiard game, the one energetic molecule will stir up all the rest, losing energy to them as it does so. Any molecule having more than average energy will tend to lose energy on collision, while any having less than average energy will tend to gain. In the end, all the molecules will be ricocheting around the enclosure, gaining or losing energy a t random on collision, but always tending toward the same average energy 3kT/2: (kT/2 for each quadratic term in (l).)
In the above example we could equally well have said: "Assume an initial state in which all the molecular velocities, ii, j i , and i i , are known. This situation wM1 be very short lived however, for very soon innumerable collisions will occur producing a completely new set of velocities. In a very short time our knowledge of the particular velocities will be obliterated and we will only be able to speak of probability distributions." As the entropy increases, so does our ignorance of the state of the system. Assume that a system is able to assume any of N discrete states and that p i is the probability of its being in the ith state. Boltzmann, in his famous H theorem was able to show that as a closed system approaches thermodynamic equilibrium, the quantity never decreases, but tends to increase toward a maximum value, which is attained at thermodynamic equilibrium. In this respect H resembles entropy, and in fact S= kH, where S is the physical entropy and k is Boltzmann's constant [IO] .
If the system state is known, then all the p i are zero, save the specified one, which has the value unity. In this case H and S are zero. The entropy of a completely specified system is zero. As the state becomes more and more unknown, the probability "flows" from the initial state into neighboring states. In the limit, the pi become as nearly equal as other physical constants allow, and this maximizes H a n d S. In a system having a continuous distribution of states an integral expression analogous to ( 2 ) holds.
Equation ( 2 ) is identical with Shannon's expression [12] for the average information of messages from a discrete source, where N is the number of possible messages and p i is the probability of the ith message. This is no coincidence. To describe the ith state of the system, using an ideal code, would take -log p i natural units of information (bits, if the logarithm is to the base 2) so, on the average, H units are required. Thus the entropy of a physical system is proportional to the information we lack about it, the rate of exchange being k J/deg/natural unit (or k log 2 J/deg/bit).
As a system approaches equilibrium, S, as given by kH, approaches the familiar value of thermodynamics where SQ is an increment of energy (as heat) supplied to the system and T is the system temperature. Unless the system is a t equilibrium there is no unique system temperature so (3) cannot be applied to the system as a whole. However, the system may often be divided into a number of isothermal regions and the partial entropies determined by (3) can then be added. When this is done the result agrees with kH, so the latter is considered a more basic definition of entropy than (3).
When attempts were first made to apply the laws of thermodynamics to systems involving electromagnetic waves, it soon became apparent that .something was radically wrong. Consider a cavit enclosed by (imperfectly) conducting walls a t a temperature T. The electrons in the walls are in thermal equilibrium and their motions will excite electromagnetic waves in the enclosed space. The expression for the energy in each normal mode of the cavity contains two quadratic terms, one for the electric field and one for the magnetic, and therefore in equilibrium each mode should have an average energy kT. But there are an infinite number of normal modes! Thus, if classical principles applied, the equipartitioning of energy would distribute the finite energy of a closed system among an infinite number of modes; the average energy per quadratic term, and hence the absolute temperature would approach zero. All heat would leak away to infinite frequencies, producing the so-called "ultra-violet catastrophe." The answer to this dilemma was found in the quantization of radiation as expressed in Planck's law. In attempting to derive a theoretical expression for black body radiation, Planck assumed that a simple harmonic oscillator could have only certain discrete energy levels differing by hv, where v is the oscillator frequency. His original intent was to let h-0 in his results, but he found to his surprise that the correct law was obtained for a finite h. This led to the following concept, since amply justified.
3) Electromagnetic energy is radiated and absorbed i n discrete quanta (photons) of energy hv. Here Y is the frequency of the radiation and h = 6.624X Jouleseconds is Planck's constant.
The effect of this quantization on the thermal energy in a single resonant mode will be treated quantitatively in the next section. Qualitatively it is apparent that, since any quadratic term rarely has an instantaneous energy of more than a few kT, modes having frequencies so high that hv>>kT are rarely excited thermally.
Thermal Excitation of a Resonant Mode
t Consider now any sort of electrical resonator in thermal equilibrium with its environment.
Because the resonator can gain or lose energy only in discrete amounts, hv, where v is the resonant frequency, if we drain off a11 the energy available at any instant of time we will find an amount nhv to have been present, where n is an integer. By the second law, the probability distribution, p(n), must be such as to maximize the system entropy. We will determine p(n) in two steps. First we will find the shape of the distribution that maximizes the resonator entropy for a given average energy (i.e., for a given expectation, ii, of photons in the resonator).
Then using this distribution we will adjust the average energy so as to maximize the system entropy.
The entropy of the distribution p(n) is
n-0
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We wish to maximize S, subject to the constraints is a maximum. Differentiating with respect to u, we find this requires The first constraint arises because any probability disp(n) = (1 -e-hr/kT)e-n(hr/kT).
(10)
tribution must add up to unity;
i.e., n must be some integer. The second constraint says that as we vary the distribution p ( n ) we will fix its first moment, which is the average number ii of photons present. Note that ti need not be an integer.
If the constraints are satisfied, the sums on the left of (5) and ( 6 ) will not vary as p(n) is varied, while if S, has an extreme value, the sum in (4) will not vary for infinitesimal changes in p ( n ) . Thus any linear sum of (4), (5) and ( 6 ) will have zero variation for small perturbations of p ( n ) about the desired solution. Accordingly, we let u = c p(n) 1% p(n> + ac n p(n) + B c p(n> where CY and are constants, and require that
This equation will be satisfied for any 6p(n) if log p(n) + 1 + an + B = 0 p(n) = e-1-Pe-a" = Kg"
where K =e-'+ and u =e-". The constants K and u may now be evaluated in terms of the constraints. Substitution of (7) into (5) yields K = 1 -u , so
Substitution of (8) into ( 6 ) yields i i = u / ( l -u ) . Thus adjusting ZL i s equivalent to adjusting ii.
If we substitute (8) into (4), we find for the entropy
1-24
If we now imagine that the resonator initially contains zero energy (n = 0 ) , then the above resonator entropy is produced by draining an energy iihv from the rest of the system. If the system is a t temperature T this produces an entropy change
in the rest of the system. By the second law, the "filling" of the resonator will proceed until, in equilibrium
Since nhv is the actual energy W in the resonator, we see from (10) that the probability of a state falls off as e--llkT, as is true in the absence of quantum effects. The effect of quantization is to make only certain discrete energy levels possible. As the frequency Y increases the available levels thin out until at very high frequencies (CY = (hv/kT)>>l) even the lowest excited level, n = 1, represents so much energy that e-hv/kT is vanishingly small. Figure 1 shows the behavior of p(n) as a function of (Y = hv/kT for n = 0 to 5. Figure 2 shows three particular distributions for CY=*, 1, and 4.
When (hv/kT)<<l, the energy levels become very numerous and closely spaced. I t is then both permissible and convenient to assume a continuous distribution of energy, q ( W ) , rather than the true discrete distribution, p ( n ) . Since both distributions must give the same probability that the energy W = n h v lies in the range AW = hvAn, we require q( W)AW=#(n)An. Thus from (9)
Taking the limit as hv+O, we find the Boltzmann distribution Returning now to (9) we find that the average energy in the resonator is Figure 3 is a normalized plot of (12) and shows the manner in which the average energy falls with increasing frequency. Later we shall see that this same curve gives the power spectrum for thermal noise.
Mode Densities i n One and Three Dimensions
Equations (10) and (12) give the distribution of energy and the average energy in a particular resonant mode. T o compute the energy densities and power flows in transmission lines and cavities in thermal equilibrium, we now need to know how the resonant modes in such systems are distributed in frequency.
Let us consider first a lossless transmission line shorted at both ends and capable of supporting a single propagation mode. The line will be resonant whenever the length 2 is an integral number, n, of half wavelengths. So for any resonant mode, we have Z=n(X/2), or n = (2Z/c)v where c is the velocity of propagation. In the second form of the equation it is apparent that n is the total number of modes up to the frequency Y. While n is limited to integral values, the error in assuming that it varies continuously with Y will be negligible if we take 1 sufficiently large. We conclude, therefore, that there are modes per unit length per unit bandwidth. Thus in one dimension-in a single propagation mode-the mode density is a constant, independent of frequency.
In three dimensions the situation is more complicated, but is readily analyzed by first considering an intermediate two-dimensional case. Imagine a thin elastic diaphragm stretched over a rectangular frame. Such a diaphragm has an infinite number of normal modes of vibration, each corresponding to a particular standing wave pattern. In the lowest frequency mode, the whole diaphragm vibrates in phase, with the greatest amplitude at the center, the edges remaining motionless. In the next higher mode, a nodal line connects the midpoint of the longer sides, and the two halves of the diaphragm vibrate in opposite phase. Higher normal modes involve one or more nodal lines on each side dividing the entire area into rectangular cells, with adjacent cells vibrating in opposite phase as shown in Fig. 4 . Just as standing waves on a transmission line may be resolved into a pair of equal amplitude, oppositely traveling waves, so each of these modes of a diaphragm may be resolved into two pairs of oppositely traveling waves as indicated in Fig. 5 . The horizontal and vertical dashed lines represent the cell boundaries, while each set of diagonal lines represents the alternate crests (solid) and troughs (dotted) of the standing wave pattern caused by each pair of oppositely traveling waves. 'Note that at the instant shown the crests of all four waves combine to form the maxima in the centers of alternate cells, while the troughs all combine to form the minima in the centers of the other cells. One half period later all crests and troughs will have changed places and, in accomplishing this, each traveling wave will have advanced the distance h/2. By similar triangles we see that This expression will be familiar to those who have worked with microwave cavities. T o find the mode density we now resort to an auxiliary geometric construction.
In the first octant of a Cartesian coordinate system, we mark off all lattice points whose coordinates are n J A , nb/B, n,/C where n,, nb, and n, are positive integers, as shown in Fig. 7 . The number of modes of wavelength greater than X is the number of lattice points included by an octant of a sphere whose radius is 2/X. Neglecting surface and edge effects, which are negligible in the limit as A , B , C+ m , this number n is given by 
V-m V dv modes per unit bandwidth per unit volume. Actually, this result is true for acoustic waves in fluids. For electromagnetic waves there are two independent polarizations so the total number of modes is We note that whereas in one dimension, the mode density is independent of frequency, in three dimensions it increases as the square of frequency. I t is this difference that causes the different spectral distribution of black body radiation and thermal noise. In the above analysis we have assumed lossless lines and cavities. The normal modes are then true spectral lines. Once excited they would continue to resonate a t a constant level indefinitely. In any physical system there will be loss and the normal modes will be resonances of finite bandwidth. I t is this loss that couples the normal modes to the rest of the system and enables thermal equilibrium to be established. The average energy per mode will be given by (12), the distribution of energy by (lo), and the time scale of the fluctuations will depend on the bandwidth of the modes, i.e., upon the degree of coupling.
Thermal Noise
Following the method of Nyquist [7] , let us now consider a slightly lossy transmission line shorted a t both ends. There will be, as we have seen, m l = 2 / c normal modes per unit length per unit bandwidth, and each of these modes in thermal equilibrium will, according to If the short circuit on either end is now replaced by a termination, the power density on the line must remain unaffected. For were it to change, the termination would either deliver power to the (lossy) line or absorb energy from it, which cannot happen if everything is a t the same temperature. We conclude that the matched load both absorbs and radiates an average power.
If a lossless line is matched a t both ends, the two terminations, both a t temperature T , are exchanging energy a t this rate. We now have an unresonant system and the line length is immaterial. If one termination is cooled to absolute zero so that it can no longer radiate, (16) gives the rate of energy flow from the hot load to the cold one.
If (hv/kT)<<l, we can write with little error &=kT watts/c/s, which is the expression normally used in most electronics work.
I t is of interest to compute the total thermal noise power available from a resistor. This is not infinite as the approximate expression kTB would suggest, but is rather
At a temperature of 290°K we find P1=4X loe8 watts. This is the rate at which a resistor would cool if its only heat loss were through electromagnetic radiation over a matched transmission line to a load a t T=O. If a transmission line is matched a t both ends with terminations a t temperature T , the total power flow in both directions is 2P1 and the rms voltage on the line is .\/2P1R. For T=29Q°K and R=5O ! J we find 4 2 P 1 R = 2 mV. Expression (16) can be derived in another way that does not make use of the artifice of normal modes. Consider an ideal band-pass filter, having a bandwidth Av, connected between two matching terminations.
As is well known from the sampling theorem, the signal transmitted by such a filter can assume 2Av statistically independent values per second. The received wave can be thought of as the superposition of a train of elementary pulses having the shape of the filter impulse response. The expression for the energy of the elementary pulse contains one quadratic term, so the pulse energy will have an expectation w/2. Combining these facts, we see that the filter will deliver from each load to the other a power ~A v watts, so the power spectrum has a density watts/c/s, as given by (16) .
__
Black Body Radiation
In a slightly lossy cavity all the normal modes will be in thermal equilibrium with the conducting walls, which we assume to be at a uniform temperature T. Thus from ( 1 2 ) and ( 1 5 ) we see that the average electromagnetic energy density in the cavity is J/m3/c/s. Obviously, this density must be independent of the size and shape of the cavity, for otherwise, when two different cavities were connected by an iris, there would be a net power flow from the one with the higher density to the one with the lower. With both cavities a t the same temperature, this is contrary to the second law and we conclude that the mode density m3, which we derived for a rectangular cavity, is independent of the cavity shape, and indeed, is a property of space itself.
If a lossy patch is applied to one of the walls this cannot change the energy density in the cavity, for were this to happen, there would be a net power flow between the walls and the lossy patch and a temperature difference would develop, contrary to the second law. Thus, radiation and absorption are always balanced a t every point on the walls, regardless of the lossiness. The lossiness of a cavity does not affect the energy density inside, but merely (by affecting the Q of the modes) alters the rate a t which energy is exchanged between the space and the walls. We conclude that ( 1 8 ) is a universal expression for the energy density in any isothermal enclosure.
Since the radiation field inside the cavity is isotropic (equal power flow per solid angle in all directions) it is a simple matter to compute the power incident on each unit area of wall. Thus If the surface is black all this incident power will be absorbed. However, as we have seen, precisely this same power would be reradiated to maintain thermal equilibrium. Thus (19) is the radiation law for a black body a t temperature T .
If a small hole is cut in the wall of a large cavity, (19) gives the rate at which energy will escape through the hole. A small hole in a large cavity always approximates a black body regardless of the "color" of the walls. Naturally, if the walls themselves are nearly blackthat is, good absorbers and radiators-at all frequencies in question, the energy exchange between the walls and the enclosed space is rapid, and the presence of a small hole produces little effect on the energy density in the cavity. In other words, the blackest thing in the world is a small hole in a large black box. Figure 8 shows the black body radiation as given by (19) for two temperatures, 290°K and jSOO"K, which are approximately the surface temperatures of the earth and sun. Equation (19) can be rewritten
where, as before, a=hv/kT. By differentiating with respect to a, the peak power per cycle is found to occur ata=2.82144 . . . ,giving(a3/ea-1)=1.4214 -. . .The peak power density is thus proportional to the cube of the temperature, and the frequency at which this peak occurs is directly proportional to temperature.
Quite frequently the black body radiation law is expressed as a function of wavelength. To do that the new function, +(X) must satisfy This expression peaks at a=4.965 . . , the shifting of the peak to higher frequencies being a result of the fact that a given increment in wavelength is a greater increment in frequency the higher the frequency. The total radiated power is found by integrating (19) This is the famous Stefan-Boltzmann radiation law and shows that the total radiation from a black body increases as the fourth power of absolute temperature. Substituting the temperatures 290°K and 5800°K we find from (22) that the radiation from a square meter a t room temperature is about 400 watts, while each square meter of the surface of the sun radiates approximately 64 MW! Returning to (19) we see t h a t a t low frequencies, where (hvl'kT)<<l, At low frequencies, then, the radiated power per unit bandwidth is proportional to the absolute temperature.
Were it not for the high frequency cutoff due to quantum effects, this relation would hold a t all frequencies, and among the many catastrophic effects which would ensue would be that of everything on earth, including the retinae of our eyes, being about 290/5800= 1/20 as bright as the sun. Because of the quantum cutoff, the brightness of a black body a t 290°K is less than lobao that of the sun (or more than 300 dB down) and the total radiation per square meter in the visible range is about watts, or about three photons per day.
A n dntenna Theorem and its Consequences
An antenna is a device that couples a single propagation mode to space. As a transmitting antenna it will, if matched, radiate all the power delivered to i t in the proper propagation mode. As a receiving antenna it will capture a certain amount of energy from incident electromagnetic waves and deliver this power in a single propagation mode to the transmission line. The effectiveness of a receiving antenna is conveniently described in terms of its capture cross section, or effective aperture, A . This may be defined as follows: A fundamental antenna theorem states that, for any matched antenna, x is a universal constant dependent only on wavelength. We are now in a position to evalu4r e=o ate this constant from purely thermodynamic considerations [ 1 3 ] . Figure 9 shows an antenna matched to a load over a transmission line, the whole assembly enclosed in a cavity a t temperature T . Consider now the power passing a plane S-S' on the transmission line. As we have seen earlier, the load a t temperature T will radiate a (thermal noise) power -w-
With a matched antenna, all this power passing S-S' will be radiated; none will be reflected. The thermal power received by the antenna will be 
where the factor + arises because only one polarization is effective. With a matched load all this power will pass the plane S-S' and none will be reflected. By the second law, P r a d = P,,, for otherwise the load would grow hotter or cooler than the cavity. Hence, equating (24) and (25) we find
If the antenna is not matched to the transmission line, a similar analysis shows that z = (X2/4r) (1 -I p I z, where p is the reflection coefficient due to the mismatch. Antenna losses will further reduce z, so that X2/4r is the maximum possible value. Just as in a transmitting antenna the power radiated in a given direction can be increased only at the expense of power radiated in other directions, so in a receiving antenna the capture cross section in a particular direction can be increased only at the expense of capture cross section in other directions.
The directive gain of an antenna is the ratio of the power received or radiated in a given direction to that which would be received or radiated if the antenna were nondirectional and is given simply by This equation may be used to find either A or g if the other quantity is known.
The free space radio transmission law follows simply from the above relations. Assume a transmitting and receiving antenna separated by a distance d>>X, so that the received waves may be considered plane over the receiving antenna cross section. If the transmitting antenna were nondirectional, the transmitted power PT would be spread uniformly over a sphere, so the power per unit area at the receiver would be PT/4nd2. The actual density will be gT times this value. Hence the received power will be PI1 = (PT/4?rd2)gTAR where A R is the capture cross section of the receiving antenna. Using ( 2 7 ) this may be rewritten or in terms of capture cross sections P R A T A R -= -.
PT h2d2
For some antennas, such as large, uniformly illuminated horns or dishes, the capture cross section is approximately equal to the physical area, so (29) is particularly convenient.
When a receiving antenna is in a thermal radiation field, the power received from any direction will depend on the emissivity and temperature of the source and the antenna capture cross section in that direction. If the sources are good absorbers (black) and if we are concerned with frequencies well below the quantum cutoff, then from ( 2 3 ) the power received will be proportional to the source temperature.
As a result, to the receiver, a matched, lossless antenna appears as a source with an effective temperature When the main lobe of an antenna is pointed at a cold source, minor lobes may point a t much hotter sources and raise Teff considerably. Thus receiving antennas for radio astronomy or space communication in frequency bands where the sky is cold should have very small minor lobes.
e=o + I
Statistics of Thermal Noise
Noise in the output of a linear amplifier is usually observed as a fluctuating amplitude, i.e., a voltage or current or some linearly related quantity. In a receiver, the PROCEEDINGS OF THE IEEE *way output fluctuations are the low-pass filtered response of a linear or square law detector to the thermal noise in a band of frequencies. The statistics of the fluctuations in these cases are all different, but can all be derived from the probability distribution of the energy in a thermally excited resonant mode. For simplicity we will consider only frequencies for which a<<l and quantum effects may be ignored. This will enable us to deal with continuous distributions. Later we will find that our results apply to the quantum case with only slight modification.
T o avoid talking about voltage or current specifically, and to avoid continually worrying about impedance level, let us define an amplitude a as a real quantity which may have either sign and whose square is instantaneous power. Let us now couple a single thermally excited resonant mode of frequency Y O to a transmission line so that, when the energy in the mode is W , a power P = B W is delivered to the line. For the moment we will define B simply as a coupling constant having the dimensions of frequency. The signal on the line will consist of an amplitude and phase modulated sinusoid of frequency YO. The instantaneous power on the line will therefore vary cyclically a t a frequency 2v0. The total energy in the resonant mode does not have this cyclic variation, instead it oscillates between electric and magnetic energy at this rate. Since it is the total energy in the mode that is distributed according to (1 1), we must define P as the average power in a sinusoid of peak amplitude A , i.e., P=A2/2. If q(P) is the probability distribution of P = B W , we then require that q(P)dP=q(W)dW, so that from (1 1)
--
Likewise the peak amplitude (or envelope) distribution, p ( A ) , must satisfy the condition p(A)dL4 =q(P)dp. Since P = A 2 / 2 and dP = A d A , we find This distribution is of the form xe-zt/2, known as a Rayleigh distribution.
Because, in the thermal process, there is nothing in the nature of a clock to synchronize the excitation of the mode, we conclude that 4 will vary randomly and is equally likely to have any value from 0 to 2n. This is also the maximum entropy distribution. If we plot the vector = Aei* the tip will be equally likely to lie anywhere on a circle of radius A as shown in Fig. 10.  p ( A ) d A is thus the probability that the tip of x lies anywhere in the annulus of radius A and width d A .
Since If instead of plotting the vector x, we plot x e i w t we obtain the diagram shown in Fig. 11 , which may be thought of as produced by Fig. 10 rotating counterclockwise at Y O r/s. The projection A R of Aei(wf++) onto the real axis is the instantaneous amplitude, a. Since the probability distribution p(A) is a function of the radius A only, the distribution obtained by rotating it at any speed will be the same function of radius. I t follows that the distribution of the instantaneous amplitude a is the same as that of a, or a,, that is 1 e -a 2 / 2 k T B .
again a Gaussian distribution. Thus the instantaneous amplitude produced by the excitation of a single mode has a Gaussian distribution. Now consider the signals from two normal modes. Each will have a Gaussian distribution and the two will be statistically independent. If al and a 2 are the two amplitudes, and $,(al) and p2(a2) are their distributions, then the distribution of their sum a is This is because each value of al that produces a requires that a2 =a-a1. The total probability of a is thus the product of pl (a1 A Gaussian distribution has the greatest entropy for a given average power. The proof is exactly parallel to that given on page 437. In (4) and ( 5 ) p(n) is replaced by p ( a ) . The sums are replaced by integrals, and (6) is replaced by a constraint on the second moment rather than the first, i.e., we require
Usually the Gaussian amplitude distribution of thermal noise is developed on the basis of a model source containing a very large number of independent generators each of which produces an infinitesmal contribution to the resultant amplitude. For example, in a resistor, each conduction band electron as it is buffeted about produces a random current wave. The total current is then shown to have a Gaussian distribution by the Central Limit Theorem. This theorem says that the distribition resulting from the convolution of a large number of elementary distributions approaches a Gaussian distribution even though the elementary distributions themselves may be non-Gaussian and all different. While a rigorous proof of this theorem (or even a rigorous statement) is lengthy, the central idea is that since probability distribituions are always positive functions, their transforms have their greatest value when the argument is zero, and fall off on either side as the square of the argument. The product of a large number of such transforms tends toward a Gaussian shape and therefore so does its inverse transform which is the resultant distribution. Figure 12 shows an example of repeated convolution. Two rectangular distributions convolve to form a triangular distribution.
A second convolution of this with a rectangular distribution produces a distribution composed of three parabolic segments. The rapid trend toward a Gaussian shape is already evident.
Our derivation of the Gaussian distribution arising from coupling to a single resonant mode would seem at first to indicate that one need not assume a complicated model source. However, one must remember that the distribution of a thermally excited mode is the result of a large number of independent statistical forces acting on it at random. The resonant mode model was chosen not to obscure this complexity, but merely because quantum effects are easily included in the analysis.
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Assuming the amplitude a includes the equally weighted signals from n normal modes, (36) would become n -The average power a2 is the second moment of (36a), that is Evaluating this we find n -a2 = RT Bi.
i-1
Since the total thermal noise power in a bandwidth B is kTB, we conclude that x B i = B is the total bandwidth of the ideal filter through which the noise is viewed. Thus B in (34) and the preceding equations may be identified as bandwidth, and a as the total noise amplitude in this bandwidth. Working back through these equations we see now that the envelope, A ( t ) , of any thermal noise wave has a Rayleigh distribution and the power, P = A 2 / 2 represented by this envelope is exponentially distributed.
Consider now a noise wave that has been passed through an ideal filter of bandwidth B centered a t YO as shown in Fig. 13(a) . If B = 2vowe have a low-pass filter, if B < 2 v 0 we have a band-pass filter. In any case the wave may be written as The power spectrum of a(t) is flat from vo-(B/2) to v O + ( B / 2 ) , so the power spectra of a,(t) and a,,(t) (which amplitude modulate cos wot and sin wot) must be flat from 0 to B / 2 . If we multiply a(t) by 2 cos wot and 2 sin wd, as in homodyne detection, we obtain
The spectra of a, and a. consist of two portions, one extending from 0 to B / 2 and the other from 2v0-(B/2) to 2vo+(B,/2) as shown in Fig. 13(b) .
If ( B / 2 ) <2vo
-( B / 2 ) , i.e., if B <2v0, these two portions may be separated by filters. The upper portion of (38a) is a replica of (37) with vo replaced by 2v0. The same is true of (38b) except that 4 is decreased by n/2. The lower portion consists of the independent, Gaussian distributed, low-pass filtered noise waves a&) and a&).
Using nonlinear devices one could, from these waves, generate new amplitudes proportional to (~,~+ a , ,~) / 2 = P and 4a,2+a,2 = A . As we have seen, P has an exponential distribution and A a Rayleigh distribution. However az(t) and a,,(t) might as well be any two independent noise waves having the same statistics. We conclude that the sum of the squares of any two independent, similarly band-limited, low-pass thermal noise waves has an exponential distribution, while their quadratic sum has a Rayleigh distribution.
If a thermal noise wave a(t) has a power spectrum, w.(v), then it can be shown [8], [9] that the power spectrum of a new amplitude b(t) =a2(t)/ao, where a0 is a constant of proportionality, is given by (t) is generated from the a(t) of (37) the spectrum will consist of a dc component kTB/ao, and a continuous component
k2 P B O < v < B
as shown in Fig. 14. If B <2vo -B, Le., if B <YO, the lower portion of the spectrum may be separated from the upper by filtering. The wave thus obtained (including the dc component) will be proportional to P and hence will be exponentially distributed. This is therefore the distribution of amplitude in the output of a square law detector, provided all low frequency components (and no frequencies around 2v0) are passed by the output filter.
The simple square of a thermal noise wave does not have an exponential distribution. If q(b) is the distribution of b(t) =a2(t)/ao, we require that q(b)db= [q(a) +a (-a Since a(t) crosses the axis frequently, a*(t) tends to dwell there and q(b)+m as b decreases to zero. When two independent noises are squared and added, the probability of both being nearly zero at the same time is small enough to remove the singularity at b = 0. If a great many noise waves are squared and added the sum becomes nearly constant with only a small Gaussian fluctuation about the mean.
The spectrum of the envelope A in (37) is not definitely frequency limited as is the spectrum of P. This can be seen qualitatively from Fig.  10 . Even though a, and a, are smooth band-limited functions, each time the tip of the vector x passes through (or near) the origin, a sharp cusp (or near cusp) will be produced for the minimum of A . Thus A ( t ) contains frequency components greater than B. On the other hand, if a linear detector is supplied with a thermal noise wave (37) for which vo>>B, and if the low-pass filter following detection also has a bandwidth much greater than B but less than v o -( B / 2 ) , the output will be a good replica of A and hence be Rayleigh distributed. A "half wave" linear detector characterized by
will produce, after filtering, the wave There are of course many other statistical properties of thermal noise that we have not discussed. To do so would lead us too far from our central theme. The interested reader will find these treated in many definitive books and papers on the subject [Si, [9] . The main purpose of this section has been to relate the maximum entropy statistics produced by thermal equilibrium to the noise waves observed in communications circuits.
UP to 2~0 -B .
PART I1 : QUANTUM NOISE In Part I we found that thermal noise falls off exponentially with increasing frequency when (hv/kT)>>l. If thermal noise were the only noise present, then the received signal power necessary for a given communication rate would also fall exponentially with an increase in channel frequency.
By choosing v high enough one could receive the entire contents of the Encyclopedia Britannica, say, with a total received energy less that of one photon of frequency Y . Clearly there must be another source of noise to prohibit such impossible economies. This additional noise arises from the quantization itself.
Radiation sensitive devices fall into two fairly distinct categories. One class of devices responds to the amplitude of the wave function associated with the radiation and produces an output statistically related to the amplitude in both magnitude and phase. At high enough input levels, the output will be a good replica of the input wave. These devices we will call (linear) ampli$ers. Examples are ordinary triode or transistor
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May amplifiers, masers, and lasers. The other class of devices responds to the square of the magnitude of the input wave amplitude (or the product of the amplitude and its complex conjugate) and produces an output statistically related to this quantity, i.e., to the power. These devices we will call power, or energy detectors. Examples are the eye, photocells, and photon counters. Power detectors can be used as mixers to provide linear amplification, the output being proportional to the input amplitude, or phase, or both. We shall discuss this case at length later since it illustrates how the noise of a detector is converted to the noise of an amplifier.
In power detectors the noise may be considered to be shot noise arising from the arrival of discrete photons. In amplifiers the input signal (i.e., the wave function) may be considered noiseless, but the amplifying mechanism itself introduces a form of shot noise. Since shot noise is involved in either case, let us first study its more important characteristics.
Shot Noise
Whenever discrete particles arrive a t random times there will be fluctuations in the rate of arrival. I t is these fluctuations that constitute shot noise. The hailstorm of electrons arriving at the plate of an emission limited diode is perhaps the most familiar example Let us assume that a particle is equally likely to arrive at any time, and that the average rate of arrival is r . By this we mean that if we measure the number n that arrive in a time t the quantity n(t)/t approaches a limit, r , as t+m. This implies that the process is statistically stationary, at least during the time of observation. Under these conditions the numbers of arrivals in a given length of time are distributed according to the well-known Poisson distribution.
Under the assumption given, the probability of receiving a particle in the time At<<(l/r) is then rAt. The probability of not receiving a particle during this time is 1 -rAt. Thus the probability, po(t), of no arrivals during the time t is 151, [81. po(t) = lim ( 1 -rAt)t'3t A t 4 since there are t/At independent intervals during which no arrival must occur. Taking the limit we find po(t) = e+.
The probability $ l ( t ) of exactly one arrival in the time t , is the probability of receiving a particle in the interval r to r+dr and none before or after, summed over all r. That is = rte-".
Continuing in this fashion we find that the probability of exactly n arrivals in the time t is (43) Figure 15 shows the behavior of p n ( t ) for values of n from 0 to 4. (It is interesting to note that p,(t) has the same form as the impulse response of a low-pass filter having n + l simple poles, e.g., a multistage amplifier with simple RC cutoffs.)
The expectation, Le., the average number ii of arrivals during a time t that we would expect to find on repeated trials, is the first moment of the distribution (43). Evaluating this, we find Figure 16 shows p ( n ) for ii= 1 , 3, and 10. ii. The mean square of the fluctuation is then
Now let 6n = n -n be the fluctuation about the mean
Since % = 2 i i i i we have --
This is analogous to the familiar statement that the ac power is the total power minus the dc power. Of course n2 (the expectation of n2) is the second moment of (45)
Substituting in (46) we find the remarkably simple result
The rms dispersion of a Poisson distribution is the square root of the mean.
When n>>l the factorial in (45) may be replaced by StirliRg's approximation Upon substituting n = ii+bn and observing that as may be seen by taking the logarithm of both sides and noting that log ( 1 + x)" = m log ( I + x) = m we find
(49)
Thus when the average number of arrivals during the observing time is large, the fluctuations approach a Gaussian distribution about the mean with
This trend is apparent in Fig. 16 .
Let us now use the above results to calculate the shot noise in a device X shown in Fig. 17 . For the moment we need only say that in device X, electrons pass from . 4 to B , or holes pass from B to A , or both, a t random times and with negligible transit time. Each carrier that arrives produces an impulse of current. If we were to observe the current with a device having an impulse response short compared to the mean time between impulses, we would see the individual arrivals. However, we will choose to observe the current after passage through a low pass filter, so that the current at any time is a weighted sum of many past arrivals.
For simplicity we will choose a sin x/x filter; one whose impulse response is a unit area rectangle of height 1 / T and duration T . The output current at any instant is then q n / T where p is the charge per carrier and n is the number of arrivals in the last T seconds. We thus have
(5Oc)
Now our filter has a frequency response
Since we have assumed the transit time negligible, the individual current impulses will have a flat spectrum, and so will the noise they produce. At each frequency the filter attenuates the noise power by the factor
Hence the effective bandwidth is
Substituting 1/2B for T i n (SOc), we find
A more sophisticated analysis [4] , [8] shows that this result is independent of the filter shape, provided B is defined by the first equality in (51). In particular, it holds for an ideal filter of bandwidth B so the spectral 
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where V is the voltage applied to the junction, and I , is the saturation current under reverse bias. The current i is the difference of two currents: a forward current I,eqWlkT due to energetic majority carriers that make their way across the junction against the retarding field, and a reverse current I , due to minority carriers that get swept back across the junction by the field, as shown in Fig. 18 . These two currents are statistically independent and both consist of randomly arriving carriers. Hence the effective shot-noise current is
and -(6i)2 = 2qB(i + 2I,).
By differentiating (53) we find the (incremental) junction conductance
The greatest noise power will be received from the diode if the load resistance R = 1/G, and will be given If i = O , we see that P = k T B , which is the thermal noise power available from any resistor. We should be very distressed to find any other result since, with no applied voltage, the diode is in thermal equilibrium. We note from (57) that under heavy forward bias (;>>I,) the diode is half as noisy as a resistor. This may seem a bit surprising, and in many diodes may in fact not be true because of surface effects. However, the result is theoretically possible. There are other examples of active devices producing impedances quieter than kTB. The input resistance presented by an amplifier with shunt feedback may have a noise much less than RTB.
Under reverse bias (i-t-I , ) the available noise power increases without limit. This is because the incremental conductance, G, approaches zero as the external current approaches -I,. The diode then behaves as a current generator delivering a current I , into an arbitrarily large load resistor. A similar analysis can be made for the shot noise of thermionic emission.
Quantum Noise in Detectors
A photocell is a good example of a radiation power detector in that the current out is directly proportional to the received power. So let us now assume that device X is a photocell having a quantum efficiency q, This means that every received photon has a probability 7 of releasing an electron (or forming a hole-electron pair). Before proceeding further, we must ask whether or not the electrons will be regularly or randomly emitted.
If q = 1 then each photon produces an electron and the series of electrons produced will bear a one to one correspondence with the series of photons captured. In this case, one might think that under constant illumination a regularly spaced stream of electrons would result. No such orderly situation exists, however. According to a well established principle of quantum mechanics, amply verified by experiment, the intensity of a radiation field, i.e., the product of the amplitude vector by its complex conjugate, merely specifies the probability of intercepting a photon. Thus even if the illumination is a coherent monochromatic wave, of constant power P, photons will be received a t random, a t a n average rate n / T = P / h v , and the probability that one will be received in the time dt is (Plhv) dt. If q < 1, not all photons will produce electrons but the misses produce random deletions in an already random series of events.
From the above we conclude that, for a photocell, (5Oa) and (50b) may be rewritten where n and fi now refer to the number of photons producing qn and qii electrons, respectively. Similarly In order to facilitate later comparison of the performance of a detector with that of a linear amplifier, let us assume that the filtered photocell current is passed through a nonlinear device, which forms an amplitude, a, proportional to the square root of i. That is, we assume a(t) = d E a i ( t ) , where Eo is a constant of proportionality. The combination is the equivalent of an ordinary "linear" detector. We then have and From which it follows that and that
62
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From (62) we see that the noise power is now independent of received power level (though the statistics of the noise will change as P-0) so (63) is more nearly comparable with linear amplifiers. The equivalent noise power spectral density referred to the input is now hv/27 watts/c/s, or one-fourth that found from (60). While the present device is an absolute-value detector, we shall see later that the same result can be achieved for a truly linear amplitude (or phase) detector, Le., one that preserves sign.
The Uncertainty Principle
The limiting performance of linear amplifiers, mixers, and homodyne detectors is set by the uncertainty principle, which, for photons a t least, can be regarded as a purely mathematical consequence of Planck's law, E = hv.
Fourier analysis shows that the shorter a pulse is, the broader will be its spectrum, and conversely, the narrower the spectrum. the longer the Dulse must be. The question then arises: What pulse has the least duration for a given bandwidth? Before an answer can be given we must define precisely what we mean by the duration or bandwidth of continuous functions.
A convenient and meaningful definition of the duration, At, of a functionf(t) is the radius of gyration off2(t). This is the square root of the second moment of fz((t) divided by the square root of the integral of f 2 ( t ) :
Similarly the bandwidth, Av, may be defined as
where F(v) is the Fourier transform of f(t).
With these definitions the pulse shape that minimizes AvAt turns out to be Gaussian, that is f(t) =Ae-(t*/2toP). The proof is a straightforward problem in the Calculus of Variations. For this optimum pulse, AvAt = 1/4?r. This means that for any pulse whatever In these expressions, Av and At may be thought of as the rms dispersions of the pulse energy in frequency and in time. The more we localize the energy in frequency the less we are able to localize it in time, and we have only the mathematics to blame for this. Now if we are talking about a photon, for which E = hv, localization in frequency means determination of its energy. Since A E = hAv, the physical counterpart of (65) is
The more accurately we know the energy of a photon the more nearly monochromatic its wave function becomes, and the less accurately can we know its (probable) time of arrival. Planck's law+ (65) = (66). Let us assume photons are being produced by a coherent source of known frequency so that there is no doubt as to their individual energy. If, after considerable inverse square attenuation, say, we receive a small fraction of the emitted photons, there will be random fluctuations in the energy received in a given time, corresponding to the fluctuations in the number of photons received. Substituting A E = hvAn in (66) and letting 2mAt =@ we find
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This says that if we wish to know the phase accurately we must tolerate a correspondingly large uncertainty in the number of photons. Since this means we must receive a large number of photons to know the phase of the wave accurately. If we forego any phase knowledge, we can know n exactly. This is the situation with a particle counter, which gives no phase information. The exact count of received photons is of course only a statistical measure of the number sent, so there is still noise present, in the communication sense. Equation (60) is an example of a general quantum mechanical relation known as the principle of complementarity.
Noise in Linear Amplifiers
The principle of complementarity shows that a noiseless amplifier is impossible Carrying the analysis further, we can determine exactly how much noise an amplifier must add to satisfy (67). The equality in (67) obtains only if 6n and &b have Gaussian distributions. Hence an ideal amplifier, one that minimizes A&, will have an added Gaussian noise. With this the case, the minimum noise that must be present in the output is (G-l)huB, which corresponds to a power [ 1 -( l / G ) ] h u B watts referred to the input. If further devices are to contribute negligible noise we must let G + a . We conclude that the best of all possible linear amplifiers will add a Gaussian noise corresponding to an input spectral power density of +*(v) = hv watts/c/s.
(68)
Many analyses have shown that masers and lasers are capable of achieving this limiting performance when complete population inversion of the energy states involved is achieved [16] . The noise in masers and lasers is incoherent radiation produced by sponadd noise. They convert the input photons to higher frequency ph-1 Parametric upconverters satisfy complementarity but need not tons on a one for one basis. They thus preserve the quantum noise while raising the signal power (by the frequency ratio) with respect to thermal noise. taneous emission, i.e., spontaneous transitions from the upper to the lower state.
Photocells can also achieve the limiting performance given by (68) by using them as mixers. Consider the arrangement shown in Fig where o,, and w, are the local oscillator and signal frequencies. These beams are detected by two photocells of quantum efficiency 7 to produce currents il =vp(Pl/hu) and iZ=qp(P2/hv). Ignoring any frequency components higher than 6 =08 -wo we find that If the bandwidth of the circuits following the mixer is B , the shot noise affecting the output will be Taking the ratio of ( 7 2 ) to (73) we find for the SNR
As A , is increased, both the signal current and the SNR . Fig. 19 . A balanced photo-electric mixer.
Oliver: Thermal and Quantum
Noise 453 increase, the former without limit, the latter approaching the limit Thus the noise power spectral density referred to the input is hv/q watts/c/s. If q+l (as is the case for solid state photo-diodes) the performance approaches the ideal limit given by (68).
Homodyne Detection
If we let w. = w8 in the previous example we will have a homodyne (or synchronous) detector. I t is then necessary to maintain a prescribed phase relation between the local oscillator and the signal. Figure  20 shows a receiver capable of simultaneous in-phase and quadrature amplitude detection. Before entering the balanced homodyne mixer on the right, a fraction, e, of the received signal power, p,, is diverted by a partially reflecting mirror, E M , into an auxiliary balanced mixer. The relative optical path lengths are adjusted by rotating the compensating plate, C, so that, when the phase angle between the signal and local oscillator is zero a t the mixer on the right i t is f (aj2) at the auxiliary mixer. With these phase relations the mixer on the right responds to in-phase (amplitude) variations of the signal, while the auxiliary mixer responds to quadrature (phase) variations. For the moment assume P, is a CW signal and that differential amplifier 2 is connected directly to low-pass filter ( L P F 2 ) . If the bandwidth of this filter is much less than EB, where B is the bandwidth of the low-pass signal filters ( L P F l ) , a relatively noise free control signal will be produced, which can vary the local oscillator frequency by any suitable means. We thus have a closed-loop phase lock system whose response time is inversely proportional to EB. Assuming sufficient frequency stability in the signal and local oscillator, we can let e+O, thus producing negligible degradation of the SNR at the in-phase detector. We are taking advantage of the fact that the information rate necessary to maintain phase-lock can be made negligible compared with the signaling rate, so a negligible fraction of the power need be diverted for this function.
If P, is a carrier suppressed AM signal (for example a binary channel using positive and negative pulses), -4, will assume positive and negative values and we must reverse the polarity in the feedback loop as -4, reverses in order to maintain negative feedback. This is the function of the f modulator. The system will now lock in one of two possible states so there is a polarity ambiguity in the output, which, if important, can be corrected once and for all at the start of each transmission.
The signal current in the in-phase mixer will now be given by (7 1) with 6 = 0 and -4, reduced to A , d G .
Since cos 6t is now replaced by unity, the factor 2 disappears from the denominator of (72). The SNR is now
As e+O the noise power spectral density referred to the input becomes hv/2q watts/c/s, which is the result (63) obtained for a simple photocell. However, we now have a strictly linear system capable of distinguishing between positive and negative amplitudes A , and hence suitable for more efficient modulation methods. As q+l, (76) shows that we can approach half the noise power spectral density associated with a linear amplifier.
To see why this is so let us examine the SNR in both outputs of the receiver, assuming q = 1. If W, = P,/2B is the signal energy per elementary pulse (or per Nyquist interval), then from (76) we find In the quadrature channel we find similarly that the ratio of mean square noise current to the square of the signal current, id', corresponding to unit phase devia-
tion, is
This ratio is the apparent mean square phase fluctuation (A+)* of the input. Thus from (79) and (80) we obtain The minimum value of this expression occurs when E = 3 corresponding to equal power into both channels.
We then have Ana+=$, or the limiting performance allowed by the principle of complementarity. With E = fr both signals will now contain a noise of hv watts/c/s referred to the input. The two signals jointly completely describe the input wave modulation, and could be used to reconstruct it aside from the added noise. Thus this system with e = + is directly comparable with a linear amplifier or heterodyne mixer and gives the same performance. I t is evident that by letting e-1 we could detect quadrature modulation with a noise of hv/2 watts/c/s referred to the input. Thus we can detect either amplitude modulation or phase modulation with a noise power spectral density half as great as that of an ideal amplifier. If we wish to do both equally well we are reduced to the performance of the linear amplifier.
Total Noise
Combining the results of Part I and Part I1 we see that the total noise of an ideal amplifier is given by hv 'a(v) e h r / k T -1 + hv, (824 where T is now the temperature that the input faces in the propagation mode involved. Similarly the total noise of an ideal linear amplitude or phase detector is hv hv eihr/bT -1 2
$'d(v)
+--.
(82b) Figure 21 shows a normalized plot of (82a) and (82b) while Fig. 22 is a plot on log scales a t three particular source temperatures. We see that the total noise power spectral density increases monotonically with frequency. There are two distinct regions of the noise spectrum: a "thermal" region where (hv/kT) <1 and $ ( v ) -k T , and a "quantum" region where (hv/kT)> 1, -hv, and $&) = (hv/2). At all frequencies the noise is Gaussian. In the thermal region the noise is "white," i.e., has equal power a t all frequencies. In the quantum region the noise is "blue," i.e., has a power proportional to frequency.
In spite of the frequency proportionality of quantum noise, the total noise power passed by an amplifier in the quantum region is proportional to bandwidth, since 
.o-(B/Z)
Further, the noise in the output of a homodyne detector will be white since each modulation frequency is produced by frequencies symmetrically disposed about Y O and the total noise power from these two sidebands is independent of modulation freauencv. Fig. 22 . Thermal, detector, and amplifier noise a t various temperatures.
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