Abstract. We study the three dimensional active scalar equation called the magneto-geostropic equation which was proposed by Moffatt and Loper as a model for the geodynamo processes in the Earth's fluid core. When the viscosity of the fluid is not taken to be zero, the constitutive law that relates the drift velocity u(x, t) and the scalar temperature θ(x, t) produces two orders of smoothing. We study the implications of this property. For example, we prove that in the case of the non-diffusive (εκ = 0) active scalar equation, initial data θ0 ∈ L 3 (R 3 ) implies the existence of unique, global weak solutions. If θ0 ∈ W s,3 (R 3 ) with s > 0, then the solution θ(x, t) ∈ W s,3 (R 3 ) for all time. In the case of positive diffusivity (εκ > 0), even for singular initial data θ0 ∈ L 3 (R 3 ), the global solution is instantaneously C ∞ -smoothed and satisfies the drift-diffusion equation classically for all t > 0.
Introduction
Physicists have long realized the importance of the Earth's magnetic field and that this field originates in the Earth's fluid core. The geodynamo is the process by which the rotating, convecting, electrically conducting molten iron in the Earth's fluid core maintains the geomagnetic field against ohmic decay. The convective processes in the core that produce the velocity fields required for dynamo action are a combination of thermal and compositional convection. The full dynamo problem requires the examination of the full three dimensional partial differential equations governing convective, incompressible magnetohydrodyamics (MHD). In the past decades computer models have been used to simulate the actual geodynamo. However, current computers and numerical methods require the imposition of diffusivities that are several orders of magnitude larger than those which are realistic. It is therefore reasonable to attempt to gain some insight into the geodynamo by considering a reduction of the full MHD equations to a system that is more tractable, but one that retains many of the essential features of the problem. The magnetogeostrophic equation proposed by Moffatt and Loper ([17] - [18] ) is one such model. The physical postulates of this model are the following: slow cooling of the Earth leads to slow solidification of the liquid metal core onto the solid inner core and releases latent heat of solidification that drives compositional convection in the fluid core. The arguments for the appropriate ranges of the characteristic length, velocity, and perturbation density are based on these physical postulates.
We first present the full coupled three-dimensional MHD equations for the evolution of the velocity vector u(x, t), the magnetic field vector B(x, t) and the buoyancy field θ(x, t) in the Boussinesq approximation and written in the frame of reference rotating with angular velocity. The physical forces governing this system are Coriolis forces, Lorentz forces, and gravity. Following the notation of Moffatt and Loper [17] we write the equations in terms of dimensionless variables. The orders of magnitude of the resulting nondimensional parameters are motivated by the physical postulates of the Moffatt and Loper model: Here S = S(x, t) is a given smooth function that represents the forcing of the system. The mathematical statement of the geodynamo problem asks whether there are initial data for the MHD system for which the evolution of the perturbation of the magnetic field b(x, t) grows for sufficiently long time. This can be interpreted as a question of the existence of instabilities of (1.1)-(1.4).
The notation in (1.1)-(1.4) is the following. The Cartesian unit vectors are denoted by e 1 , e 2 and e 3 . For simplicity, we have assumed that the axis of rotation and the gravity g are aligned in the direction of e 3 . We have assumed that the magnetic field B(x, t) consists of the sum of an underlying constant field B 0 e 2 and a perturbation b(x, t). Our choice of B 0 e 2 as the underlying magnetic field is consistent with the models where the magnetic field is believed to be predominantly toroidal (see [17] ). The dimensionless parameters in (1.1)- (1.4) are N 2 (the inverse Elsasser number), R 0 (the Rossby number), R m (the magnetic Reynolds number), ε ν (the inverse square of the Hartman number) and ε κ (the inverse Peclet number). The definitions of these numbers in terms of the relevant dimensionless quantities are given in [17] where the authors argue that in the region of the fluid core that they are modeling the parameters have the following orders of magnitude: N 2 is order unity while R 0 is order 10 −3 and R m is relatively small. The Moffatt and Loper model neglects the terms multiplied by R 0 and R m in comparison with the remaining terms. Essentially this means that the evolution equations for the velocity and magnetic field take a simplified "quasi-static" form and are linear in the perturbation vector fields u(x, t) and b(x, t). The diffusion parameters ε ν , which is proportional to the viscosity ν, and ε κ , which is proportional to the thermal diffusivity κ, are plausibly extremely small. However their roles are to multiply the Laplacian which is the highest spatial derivatives in the system and these terms are retained in the model.
In the Moffatt-Loper model the dominant balance of the leading order terms in equations (1.1)-(1.2) gives the following reduced system
The linear system (1.5)-(1.7) determines the differential operators that relate the vector fields u(x, t) and b(x, t) with the scalar buoyancy (or temperature) θ(x, t). These operators encode the vestiges of the physics in the problem, namely Coriolis force, Lorentz force, and gravity. Vector manipulations of (1.5)-(1.7) give the expression
The sole remaining nonlinearity in the system comes from the coupling of (1.8) with the equation (1.3) for the time evolution of θ(x, t). We call this nonlinear active scalar equation the magnetogeostrophic (MG) equation. We study the properties and behavior of the active scalar equation in R
via an examination of the Fourier multiplier operator M obtained from (1.8), which relates u and θ. More precisely,
for j ∈ {1, 2, 3} and the explicit expression for the components of M as functions of the Fourier
where
In a series of recent papers ( [7] , [9] , [10] , [11] ) properties were proved for the inviscid MG equation (i.e. the system (1.9)-(1.13) when the viscosity ε ν is set to zero). In this case the Fourier multiplier symbols M 0 , given by (1.10)-(1.12) with ε ν = 0 are not bounded in all regions of Fourier space. More specifically in "curved" regions where
2 ) the symbols are unbounded as |k 1 | → ∞ with | M 0 (k)| ≤ C|k| for some positive constant C. Thus the relation between the velocity field u and the scalar θ is given by a singular operator of order 1. The implications of this fact for the inviscid MG equation are summarized in the survey paper Friedlander-Rusin-Vicol [8] . In particular, it is proved that when the thermal diffusivity ε κ is set to zero, the inviscid MG equation is ill-posed in the sense of Hadamard in Sobolev spaces. In contrast when ε κ > 0, the inviscid but thermally dissipative MG equation is globally well-posed.
In this present article we study the viscous MG equation (i.e. ε ν > 0). The situation is then dramatically different because the operator M whose symbol is given by (1.10)-(1.12) now produces two orders of smoothing. We remark that the non-diffusive MG equations fall into a hierarchy of active scalar equations arising in fluid dynamics in terms of the nature of the operator that produces the drift velocity from the scalar field:
1. for the inviscid MG equation the operator is singular of order 1. 2. for the surface quasi-geostrophic equation the operator is the Riesz transform which is singular of order zero. 3. for the 2D Euler equation in vorticity form the operator is smoothing of degree one. 4. for the viscous MG equation the operator is smoothing of degree two. In this sense the viscous MG equation, even without thermal diffusion, is "better behaved" than the 2D Euler equation. In the following sections of this article we will prove strong properties of the system (1.9)-(1.13) that are a consequence of this fact.
The paper is organized as follows. In Section 2, we state the main results of this article which are summarized in various theorems. In Section 3, we introduce some notations and recall some useful embeddings which can be found in the literature. In Section 4, we study the case when ε κ = 0. We prove that initial data θ 0 ∈ L 3 (R 3 ) implies the existence of unique, global weak solutions; while for θ 0 ∈ W 1,3 (R 3 ) we obtain the single exponential growth in time on ∇θ(·, t) L 3 (R 3 ) . In Section 5, we consider the thermally dissipative case (ε κ > 0) and prove that the solution θ εκ (x, t) ∈ L 3 (R 3 ) exists for all time. In particular, we show that the solution is instantaneously C ∞ -smoothed out and in the class W s,p (R 3 ) for all positive time with s ∈ [0, 1) and p ∈ (3, ∞). Finally in Section 6, we address the convergence of θ εκ as ε κ approaches to zero. Under the assumption that θ 0 ∈ L 3 (R 3 ), the sequence of solutions {θ εκ (x, t)} εκ>0 to (1.9)-(1.13) with ε κ > 0 converges to θ(x, t) weakly in L 3 (R 3 ) for all t > 0, where θ(x, t) is the solution to (1.9)-(1.13) when ε κ = 0. Moreover, if ∇θ 0 ∈ L 2 , then for all
Main results
We now give a precise formulation of our results. The following theorems will be proved in Section 4 to Section 6.
) and ε κ = 0. There exists unique global weak solution to (1.9)-(1.13) such that
with s > 0 and ε κ = 0. There exists a unique solution to (1.9)-(1.13) such that θ(·, t) ∈ W s,3 (R 3 ) for all t ≥ 0. In particular, for s = 1, we have the following single exponential growth in time on
3)
where C 1 , C 2 > 0 are constants which depend only on the spatial dimension.
. Then there exists a unique global-in-time mild solution θ εκ to (1.9)-(1.13) such that
for all s, p satisfying s ∈ [0, 1) and p ∈ (3, ∞). In particular,
Remark 2.4. If we assume θ 0 ∈ Ws ,3 (R 3 ) fors > 0, then by a similar argument given in the proof of Theorem 2.3, one can show that there exists a unique global-in-time mild solution θ εκ to (1.9)-(1.13) with
for all s, p satisfying s ∈ [s,s + 1) and p ∈ (3, ∞), and
be given. Let θ εκ be the solution to (1.9)-(1.13) when ε κ > 0 with initial data θ 0 as obtained in Theorem 2.3. There exists a sequence {ε κn } n∈N with lim n→∞ ε κn = 0 such that,
where θ is the solution to (1.9)-(1.13) when ε κ = 0 with initial data θ 0 as obtained in Theorem 2.1. Moreover, if we further assume that ∇θ 0 ∈ L 2 (R 3 ), then for any T > 0, we have
Preliminaries
We introduce the following notations. We say (θ, u) is a weak solution to (1.9)-(1.13) if they solve the system in the weak sense, that means for all φ ∈ C
are the usual inhomogeneous Besov space and Sobolev space with norm
.
We recall the following facts from the literature (see for example Azzam-Bedrossian [1], BahouriChemin-Danchin [3] and Ziemer [21] ): there exists a constant C > 0 such that
and for p ≥ 1 and q > 3, there are constants C(p), C(q) > 0 such that
For simplicity, we sometimes write
, etc. unless otherwise specified.
Non-diffusive case when ε κ = 0
We study the non-diffusive case when ε κ = 0 in (1.9)-(1.13). We first prove the global-in-time wellposedness of (1.9)-(1.13) in the Lebesgue space L 3 (R 3 ) without any smallness conditions. Here L 3 (R 3 ) is the critical Lebesgue space with respect to the natural scaling of the system (1.9)-(1.13) in the sense that if θ(x, t) is a solution, then θ λ (x, t) = λ 3 θ(λx, λ 2 t) is also a solution with corresponding drift given by u λ (x, t) = λu(λx, λ 2 t) = M [θ λ ] for λ > 0. We let (θ, u) be a local smooth solution to (1.9)-(1.13) with smooth initial data defined on
, we show the following two lemmas about some a priori estimates on (θ, u).
Lemma 4.1. For any p ≥ 1 and t ∈ (0, T ), there exists C > 0 such that
and
Proof. (4.1) follows immediately from the first equation in (1.9) (with the help of ∇ · u = 0), and (4.2) follows form the fact that M is a smoothing operator of degree 2 and the Fourier multiplier theorem (see Stein [20] ).
Lemma 4.2. For any t ∈ (0, T ), we have
Proof. Using (3.1), (3.2), (3.5), (4.1) and (4.2), we can choose some C > 0 such that
Since the operator M as in (1.9) is smoothing of degree 2, together with (3.6) and (4.1), we have
and hence (4.3) follows. To show (4.4), using (3.3), (4.1) and (4.2), 
. A uniform-in-time bound on the Log-Lipschitzian norm of u is essential to assure the existence and uniqueness of the flow map ψ(x, t) (which will be given in the proof of Theorem 2.1, see below) and hence the existence and uniqueness of the solution. In the case for 2D Euler equation, initial conditions on the vorticity ω 0 of the type
. By utilizing the 2-order smoothing effect of M , we obtain enough regularity on u which gives the desired bound on
We are ready to give the proof of Theorem 2.1. The main idea is to apply Lemma 4.2 which gives uniform bounds on
only. Once these bounds are established, the existence and uniqueness follow from the similar argument given by BernicotKeraani [2] for 2D Euler equation.
Proof of Theorem 2.1. The proof is divided into two parts. Existence: Consider the standard mollifier ρ ∈ C ∞ 0 (R 3 ), and we set θ (n) 0 = ρ n * θ 0 for n ∈ N and ρ n (x) = n 3 ρ(nx). For the rest of this section, C > 0 denotes a generic constant which is independent of n unless otherwise stated.
By standard argument, we can obtain a sequence of global smooth solution (θ (n) , u (n) ) to (1.9) with u (n) = u(θ (n) ). Define ψ n (x, t) to be the flow map given by
One can show (for example in [2] ) that
where the norm · * is given by
So using (4.3) and (4.5), we have
for all (x 1 , x 2 ) ∈ R 3 × R, where c(t), β(t) are some continuous functions which depends on u 0 L 3 (R 3 ) . And also, for t 1 , t 2 ≥ 0, using (4.4),
In view of (4.6)-(4.7), the family {ψ n } n∈N is bounded and equicontinuous on every compact set in R + × R 3 . Arzela-Ascoli theorem then impies the existence of a limiting trajectory ψ(x, t). By similar analysis on {ψ − n } n∈N (where ψ − n is the inverse flow map of ψ n ), we can obtain a limit φ(x, t) to ψ − n and that φ • ψ = ψ • φ = id. So ψ(x, t) is a Lebesgue measure preserving homeomorphism.
We define θ(x, t) = θ 0 (ψ
which implies u (n) (·, t) → u(·, t) uniformly, using the fact that
So the above allows us to pass the limit in the integral equation on θ (n) and prove that (θ, u) is a weak solution to (1.9). The continuity of ψ and the preservation of Lebesgue measure imply that t → θ(t) is continuous with values in
We only give a sketch of the proof. Let T > 0 and suppose that (θ 1 , u 1 ) and (θ 2 , u 2 ) solve (1.9)-(1.13) with θ 1 (·, 0) = θ 2 (·, 0) = θ 0 . Following the similar argument given in [3] , there exists a constant C > 0 such that for all δ ∈ (0, 1) and k ∈ {−1} ∪ N, we have
where ∆ k 's are the usual nonhomogeneous dyadic blocks and
Using Theorem 3.28 in [3] , we have for all k ≥ −1,
Summing over k, we conclude that
By repeating the argument a finite number of times we obtain the uniqueness on the whole interval [0, T ]. We finish the proof of Theorem 2.1. Theorem 2.2 can then be proved by a similar argument as that of Theorem 2.1 for θ 0 ∈ W s,3 (R 3 ) with s > 0. By controlling the term ∇u(θ)(·, t) L ∞ (R 3 ) , we further obtain the single exponential growth in time on ∇θ(·, t) L 3 (R 3 ) when θ 0 ∈ W 1,3 (R 3 ). The details are given as follows.
Proof of Theorem 2.2. We only need a priori bounds on θ. For the rest of the proof, C > 0 denotes a generic constant which is independent of time. From (1.9)-(1.13), we have
It suffices to estimate ∇u(·, t) L ∞ (R 3 ) . We divide it into two cases. Case 1: 0 < s < 1. Define p = 3 1−s . Then p > 3 and we have the following embedding (see for example Nezzaa-Palatuccia-Valdinocia [19] ) that:
and hence
On the other hand, by the similar argument as given in the proof of Lemma 3.2, we get
Therefore, using (3.7), (4.1), (4.9) and (4.10), we conclude
Case 2: s ≥ 1. Using the embeddings
we follow the similar argument as given in Case 1 to get
. We substitute the above estimates on ∇u(·, t) L ∞ into (4.8) and obtain the a priori required bounds on θ.
Uniqueness of the solution follows from the above estimate on ∇u(·, t) L ∞ (R 3 ) which implies u is a Lipschitz function. Therefor we can apply the similar argument given in the proof of Theorem 2.1 to conclude that (θ, u) is unique.
Finally, we prove the single exponential growth in time on ∇θ(·, t) L 3 (R 3 ) under the assumption that θ 0 ∈ W 1,3 (R 3 ). We consider the sequence of global smooth solution (θ (n) , u (n) ) to (1.9) as given in the proof of Theorem 2.1 with mollified initial data θ (n) 0 ∈ C ∞ . We then differentiate the first equation of (1.9) with respect to x, integrate over space-time and use Gronwall's inequality to get
where C 1 > 0 is a fixed constant which is independent of θ 0 , n, t. On the other hand, we have another fixed constant C 2 > 0 which depends only on the spatial dimension and is independent of θ 0 , n, t such that
for all t ≥ 0 and n ∈ N. Hence we conclude from (4.11) that
By taking n → ∞, (2.3) follows immediately. We finish the proof of Theorem 2.2. Remark 4.5. We further consider the non-diffusive system (1.9)-(1.13) with "damping", namely
where c > 0 is the damping constant and M is the operator as defined in (1.10)-(1.13). Using a similar argument to the one given in the proof of Theorem 2.2, we have the following estimate on ∇θ provided that θ 0 ∈ W 1,3 (R 3 ):
where C 1 , C 2 are the constants defined in the proof of Theorem 2.2 which depend only on the spatial dimension. Hence the solution θ to (4.12) remains bounded in L ∞ ((0, ∞);
5. Thermally diffusive case when ε κ > 0
Next we study the thermally diffusive case when ε κ > 0 in (1.9)-(1.13). We first state the following lemmas for which the proofs can be found in Carrillo-Ferreira [4] and Lewis [15] .
Lemma 5.1. Let G(t) be the convolution operator with kernel given in Fourier variables by g(ξ, t) = e −εκt|ξ| 2 . Then for s 1 ≤ s 2 , s 1 , s 2 ∈ R and 1 ≤ p 1 ≤ p 2 < ∞, there is a constant C > 0 such that
for all f ∈ W s1,p1 .
Lemma 5.2. Let X be a Banach space with norm · X and B : X × X → X be a continuous bilinear map, that means there exists K > 0 such that
for all x 1 , x 2 ∈ X. Given 0 < δ < 1 4K and y ∈ X such that y X ≤ δ, there exists a solution x ∈ X for the equation
such that x X ≤ 2δ. The solution x is unique in the closed ball {x ∈ X : x X ≤ 2δ}. Moreover, the solution depends continuously on y in the following sense: if ỹ X ≤ δ,x =ỹ + B(x,x) and x X ≤ 2δ, then
We will prove the following theorem about the local-in-time existence of solutions to (1.9)-(1.13) with initial data θ 0 ∈ L 3 (R 3 ) when ε κ > 0. It is crucial in proving Theorem 2.3. The argument is similar to the one given by Ferreira-Lima [6] .
. For any ε κ > 0, there exists T > 0 such that (1.9)-(1.13) has a unique mild solution θ εκ in the class
for all s, p satisfying s ∈ [0, 1) and p ∈ (3, ∞).
proof of Theorem 5.3. We convert the system (1.9)-(1.13) into the integral equation:
where G(t) is the convolution operator as defined in Lemma 5.1 and B(·, ·) is the bilinear form
We will prove that there exists a constant K > 0 such that for any T ∈ (0, 1],
In view of the operator M with u = M [θ] as given by (1.10)-(1.12), for any s ∈ R and p ∈ (1, ∞), there exists K 0 > 0 such that given f ∈ W s,p , we have the following estimate on M [f ] W s−2,p :
Using (3.7), (5.1) and (5.6), there exists K > 0 such that, given 0 < t < T , we have
By the assumption that T ≤ 1 and p ∈ (3, ∞), it implies (1 − z)
and so (5.5) follows. For any T ∈ (0, 1], we now define
It is clear that E T is a Banach space, and by (5.5), we have
Given θ 0 ∈ L 3 , using (5.1) there exists C 0 > 0 such that,
Hence for any δ > 0, there exists T ∈ (0, 1) such that
We can apply Lemma 4.2 to obtain a unique solution θ εκ to (5.5) such that
Next, we consider the Picard sequence defined by:
We notice that the solution θ εκ as given by (5.7) can be obtained as the limit in E T of {θ n } n∈N . Moreover,
(5.8)
We now prove that for any n ∈ N, the sequences {θ n } n∈N and {t
We first show that {t
). Using (5.1), there exists a constant C 1 > 0 such that
For any n ≥ 1, using the definition of θ n , we have
Using (3.7), (5.1), (5.6) and (5.8), there exists a constantC 1 > 0 such that
By the assumptions on s and p, we have − (1 − z)
and reducing T , we conclude from (5.9) that
Next we prove that {θ n } n∈N is uniformly bounded in
). Again using (5.1), there exists a constant C 2 > 0 such that
and by the definition of θ n , for n ≥ 1,
Using (3.7), (5.1), (5.6) and (5.8), there exists a constantC 2 > 0 such that the term B(θ n (·, t), θ n (·, t) L 3 can be estimated as follows.
Since T ≤ 1 and
By choosing δ small enough and reducing T if necessary, an induction argument on (5.10) shows that
, we can see that there exists a subsequence of {θ n } n∈N which converges towards someθ weak-* in
On the other hand, we know that θ n → θ εκ in E T , which implies convergence in D ′ (R 3 × (0, T )) as well. Therefore,
The time-continuity of θ εκ follows by using the fact that θ εκ belongs to E T and it solves (5.4) (see Kato [13] - [14] ). Hence we obtain (5.2).
By similar methods, we can prove that t
) as well, and we finish the proof of Theorem 5.3.
Remark 5.4. We point out that, the indexes s, p as appeared in Theorem 5.3 are independent of each other. In other words, there is no further restriction on s, p except s ∈ [0, 1) and p ∈ (3, ∞).
We give the proof of Theorem 2.3 which involves showing the global-in-time existence of θ εκ and the time decay of θ εκ (·, t) W s,p for all s ∈ (0, 1] and p ∈ (3, ∞) when t > 0.
proof of Theorem 2.3. In view of Theorem 5.3, we first extend the local solution θ εκ satisfying (5.2)-(5.3). Standard parabolic theory (see for example [13] ) shows that
for all p > 3, m ∈ {0} ∪ N and multi-index l ∈ ({0} ∪ N) 3 , where T > 0 is the existence time obtained in Theorem 5.3. Hence, we have θ εκ ∈ C ∞ (R 3 × (0, T )) and θ(t) ∈ L ∞ (R 3 ) for all t ∈ (0, T ). Now we prove (2.4). The following argument is reminiscent of the one given in [6] . We notice
, the existence time T (as in Theorem 5.3) can be chosen as
where 0 < δ < 
Next we define
We claim that T = ∞. We argue by contradiction. Suppose that T < ∞, and we let δ ∈ (0, T 2 ) which will be chosen later. By Theorem 5.3, we have θ
), there exists T 1 > 0 and a unique solutioñ
By the uniqueness of solution, we have θ εκ (t) =θ εκ (t) for all t ∈ (T − δ, T ). We now choose
then T < T 2 and there exists a solutionθ
for allT ∈ (0, T 2 ), which contradicts the maximality of T . Hence we must have T = ∞ and we finish the proof of (2.4). Finally we consider (2.5). We first claim that there exists a constant C 3 > 0 independent of t such that
for all t > 0. The proof for (5.12) is the same as the one given in [6] and we include here for completeness. Because θ εκ exists for all time, it follows from (3.7) and (5.11) that
In particular, θ εκ (t) satisfies (1.9) in the classically sense for all t > 0. In view of ∇ · (u(θ εκ )) = 0, we integrate (1.9) by parts to obtain, for any q ≥ 1,
for all t > 0. Using the Gagliardo-Nirenberg inequality for R 3 , there exists a constant C 4 > 0 such that
and hence we obtain the following inequality
By considering the sequence q k = 3 · 2 k for k ≥ 0, we can solve (5.14) inductively to get
where A q k are defined by
and we have used (5.13) to get θ εκ (·, t)
Taking k → ∞, we obtain a constant C 5 > 0 such that, for t > 0,
which implies (5.12) by choosing C 3 = C 5 θ 0 1 3 L 3 . By interpolation, for p > 3, we can further obtain a constant C 6 > 0 such that 
hence (2.5) follows and we have θ εκ (·, t) W s,p → 0 as t → ∞. We finish the proof of Theorem 2.3.
Convergence of solutions when ε κ → 0
Let θ εκ be the solution to (1.9)-(1.13) when ε κ > 0 with initial data θ 0 ∈ L 3 (R 3 ) as obtained in Theorem 2.3. We now consider the convergence of θ εκ as ε κ → 0. We first prove the following lemma which gives some uniform bounds on θ εκ independent of time and ε κ .
, there exist constants c 1 , c 2 > 0 independent of t and ε κ such that, for any t ≥ 0 and ε κ > 0,
Furthermore, for any q ≥ 1, there exists c 3 (q) > 0 independent of t and ε κ such that
Proof. To show (6.1), We choose q = 3 in (5.13) to obtain ∂ ∂t θ εκ (·, t) 
for some constant c 4 > 0 independent of time and ε κ . So it follows that {θ εκ n (·, t)} n∈N converges weakly to an elementθ(·, t) ∈ W −2,3 (R 3 ) for every t ∈ [0, ∞). On the other hand, using the uniform bound (6.1), we have
It shows that every subsequence of θ εκ n has a further subsequence (still call it θ εκ n for simplicity) which converges weakly in L 3 (R 3 ), necessarily toθ(·, t), for every t ∈ [0, ∞). Henceθ(·, t) ∈ L 3 (R 3 ), andθ solves (1.9)-(1.13) with ε κ = 0 in the weak sense. By the uniqueness of the solution θ to (1.9)-(1.13) with ε κ = 0 as obtained in Theorem 2.1, we concludeθ = θ and therefore θ εκ n (·, t) → θ(·, t) weakly in L 3 (R 3 ) for every t ∈ [0, ∞). Finally, it remains to prove (2.7). We assume further that ∇θ 0 ∈ L 2 (R 3 ). in view of (5.11), we can differentiate ∂ t θ εκ + u(θ εκ ) · ∇θ εκ = ε κ ∆θ εκ with respect to x and integrate to obtain
for all t ∈ (0, T ). Using Gronwall's inequality, there exists a constant c 5 > 0 independent of t, ε κ such that
It suffices to estimate ∇u(θ εκ )(·, τ ) L ∞ . Using (3.4), (3.7) and (6.3), there exists a constant c 6 > 0 independent of τ, ε κ such that for all τ ∈ (0, t),
Therefore we have
Integrating over t, we conclude from (6.4) that
and (2.7) follows immediately by taking ε κ → 0. We finish the proof of Theorem 2.5.
