High-resolution spectra, including hyperfine structure, have been observed for numerous vibrational-rotational levels (v,N) of the 4 3 ⌺ ϩ Rydberg state of the NaK molecule. The data have been used to construct a Rydberg-Klein-Rees potential curve, and this molecular potential has been further refined using the inverse perturbation approximation method. Bound-free emission from the 4 3 ⌺ ϩ electronic state to the repulsive a(1) 3 ⌺ ϩ state has also been measured and used to determine both the absolute vibrational numbering and the transition dipole moment function M (R). Ϫ4 cm Ϫ1 and depend strongly on v. The values of ␥ appear to exhibit anomalous structure for (v,N) levels perturbed by nearby levels of the 3 3 ⌸ state.
High-resolution spectra, including hyperfine structure, have been observed for numerous vibrational-rotational levels (v,N) of the 4 3 ⌺ ϩ Rydberg state of the NaK molecule. The data have been used to construct a Rydberg-Klein-Rees potential curve, and this molecular potential has been further refined using the inverse perturbation approximation method. Bound-free emission from the 4 3 ⌺ ϩ electronic state to the repulsive a(1) 3 ⌺ ϩ state has also been measured and used to determine both the absolute vibrational numbering and the transition dipole moment function M (R). The experimentally derived potential curve and M (R) are compared with recent theoretical calculations of Magnier et al.; the agreement is very good. Each of the levels (v,N) is typically split into three sets of sublevels by the Fermi contact interaction bI"S. Further splitting ͑of order 0.004 cm Ϫ1 ) has been attributed to the spin-rotation interaction ␥N"S. 
I. INTRODUCTION
In our laboratory we are carrying out a program of highresolution spectroscopic studies of the fine and hyperfine structure of excited triplet states of NaK. Sodium-potassium mixtures are of current interest for mixed-species atom traps, and the NaK high-lying triplet states are of particular interest for the understanding of future sodium-potassium photoassociation spectra. Recently we published an initial investigation 1 of the 1 3 ⌬ state of NaK. In the present paper we extend our work to the 4 3 ⌺ ϩ state. One of the most interesting features of this work is the demonstration that different electronic states of NaK exhibit quite different behavior. Different electronic states, and even different rotational levels within the same electronic state, often exhibit strikingly different hyperfine structure. The analysis of this behavior will provide important information about fundamental electronic and magnetic interactions in molecules.
As in our previous work, 1 we use the technique of ''perturbation-facilitated, optical-optical double resonance'' ͑PFOODR͒ ͑Refs. 2-29͒ to probe excited triplet states. This technique involves two-step excitation from the singlet ground state to a highly excited triplet state through specific intermediate-state rovibrational ''window'' levels that display both singlet and triplet character due to perturbations. When one uses narrow-band continuous-wave ͑cw͒ lasers ͑as we do͒, this technique is also capable of very high resolution since it is inherently Doppler free. Previous studies using this method have investigated the hyperfine structure of many triplet states of Na 2 ͑Refs. 6 -12 and 30-34͒, a few triplet states of Li 2 ͑Refs. 6, 14, 15, 29, and 35͒, and also triplet states of NaRb ͑Refs. 36 and 37͒ and NaK ͑Refs. 3, 26 -28, and 38 -40͒.
We have measured the average energies of a total of 107 vibrational-rotational levels (v,N) with 0рvр33 and 14 рNр46. The potential curve of the 4 3 ⌺ ϩ state is not com-pletely smooth; calculations by Magnier et al. 41, 42 indicate that it should exhibit a slight shelf. Our results indicate that a traditional Dunham expansion of the (v,N) level energies is unsatisfactory, so we developed an alternative expansion and used it to construct the Rydberg-Klein-Rees ͑RKR͒ potential curve. This RKR curve was then refined using the inverse perturbation approximation ͑IPA͒ method. 43 Both the RKR and IPA potentials exhibit a shelf that is slightly more pronounced than the one predicted by the calculations.
The 4 3 ⌺ ϩ state exhibits novel hyperfine structure since as a ⌺ state its first-order spin-orbit interaction is zero. This case is quite different from the situation observed in our previous study 1 of the 1 3 ⌬ state, where for each level (v,N) a large spin-orbit interaction leads to a coarse structure, and then the Fermi contact interaction bI•S leads to a finer splitting. For the 4 3 ⌺ ϩ state, the Fermi contact interaction leads to the coarse structure, and a still finer structure has been observed, which we attribute to the spin-rotation interaction ␥N•S. The angular momentum coupling approximately follows Hund's case b ␤S , although systematic deviations from this limit in the direction of case b ␤J are clearly seen as N ͑nuclear rotation͒ increases. By numerically diagonalizing a model Hamiltonian, we are able to reproduce the observed energy levels for intermediate coupling cases with high accuracy. We achieve a satisfactory fit to the observed hyperfine energies of each rovibrational level with the adjustable parameters b and ␥. The value of b depends weakly on v, and ␥ depends strongly on v.
This paper is organized as follows: Section II describes the details of the experiment and the data obtained. Section III describes the analysis and interpretation of the data. The discussion includes the spectroscopic parameters for the vibrational and rotational energy levels, the RKR and IPA potentials for the 4 3 ⌺ ϩ state, the general features of the hyperfine structure, and the methodology we have developed to model that structure. Section IV contains concluding remarks.
II. EXPERIMENT
The experimental setup is the same as that described in Ref. 1 and is shown in Fig. 1 of that reference. Briefly, a mixture of sodium and potassium is heated in a fourarm cross heat-pipe oven. 44 The oven temperature is maintained in the range 361-395°C. The densities of the various atomic and molecular species ͑at Tϳ380°C) are ϳ3. 45, 46 Argon gas at a pressure of 1-3 Torr in the oven is used to keep the hot alkali vapor away from the oven windows.
The basic idea of the PFOODR experiment is depicted schematically in Fig. 1 . A single-mode cw dye laser ͑Co-herent model 699-29, ϳ300 mW output power in the 720-760 nm range using LD700 dye when pumped by a 5-W krypton ion laser͒ is used as the pump laser to excite NaK molecules on various b(1)
) transitions, where the upper level is a mixed singlet-triplet ''window'' level. A single-mode cw Ti:sapphire laser ͑Coherent model 899-29, 500-600 mW output power in the range 700-900 nm when pumped by a 10-W argon ion laser͒ is used as the probe laser to excite the NaK molecules further to various levels of the 4 3 ⌺ ϩ state, i.e., 4
. The pump and probe beams are focused with 100 and 200 cm focal-length lenses, respectively, and the beams counterpropagate through the oven. In the later stages of the experiment we found we could improve the signal-to-noise ratio by adding 67 and 44.4 cm focal-length lenses to the pump and probe beam paths, respectively.
Several detectors are used to collect laser-induced fluorescence emitted in a direction perpendicular to the axis of the laser beams. A freestanding photomultiplier tube ͑PMT͒ ͑Hamamatsu R406͒, equipped with a 700-1000 nm bandpass filter, is used to monitor total A(2)
) fluorescence as the pump laser frequency is scanned. Once a particular b(1)
window level is located, the pump laser frequency is fixed to line center of the appropriate transition. A second freestanding PMT ͑Hamamatsu R928͒ is equipped with either a set of three 364 -539 nm bandpass filters ͑Oriel model 51710͒ with a 465 nm transmission peak or with a 400-550 nm bandpass filter ͑SCOG model QB23͒ in combination with a 625 nm shortpass filter ͑Rey-nard model 935͒. This detector is used to monitor bound-free NaK 4 3 ⌺ ϩ →a(1) 3 ⌺ ϩ fluorescence as the probe laser frequency is tuned through various 4 3 
transitions. Dopplerfree transitions to levels of the 4 3 ⌺ ϩ state can easily be distinguished from transitions to other triplet electronic states in the same probe laser frequency range by their distinctive signature pattern ͑see Fig. 2͒ . The pump laser is mechanically chopped and lock-in detection is employed. Resolved fluorescence scans can also be recorded with a monochromator-PMT system. In the present experiment, resolved bound-free 4 3 ⌺ ϩ →a(1) 3 ⌺ ϩ fluorescence was recorded with the pump and probe lasers fixed to a particular
) double-resonance transition. These scans were used to determine the absolute vibrational numbering of the 4 3 ⌺ ϩ (v ⌺ ) levels as described below. The detection efficiency of the monochromator-PMT system as a function of wavelength was determined using a calibrated tungsten-halogen white light source. 47 The wavemeter of the pump laser was calibrated by comparing frequencies of I 2 laser-induced fluorescence lines to those listed in the iodine atlas. 48 The probe laser wavemeter was calibrated using optogalvanic signals from neon transitions in a hollow cathode lamp. Absolute energies of 4 3 ⌺ ϩ (v ⌺ ,N) levels are considered to be accurate to ϳ0.02 cm Ϫ1 . However, splittings between hyperfine and spin-rotation components are determined to much higher accuracy, typically 0.001 cm Ϫ1 ͑30 MHz͒.
III. ANALYSIS AND RESULTS

A. Rotational level structure and vibrational numbering
Transitions to the NaK 4 3 ⌺ ϩ state are easily distinguished from those to other nearby triplet states because they display the characteristic signature patterns shown in Fig. 2 . These rotational line patterns look quite similar to those of the 6 Li 7 Li 3 3 ⌺ g ϩ state 35 and are formed by a combination of hyperfine structure ͑Fermi contact interaction͒ and the spinrotation interaction. They are also very different from the line shapes associated with the 1 3 ⌬ state 1 and the 3 3 ⌸ state. 49 A discussion of this structure is given in Secs. III E and III F below. The ϩ/Ϫ parity of an intermediate state
J . Similarly, the parity of a 4 3 ⌺ ϩ (v,N) level is given by (Ϫ1) N . Due to the dipole selection rules, ϩ↔Ϫ, ϩ↔ " ϩ, Ϫ↔ " Ϫ transitions are observed from a given intermediate window level b(1)
3 ⌺ ϩ rotational levels, characterized by NϭJϮ1 (R and P lines͒ for each vibrational level v ⌺ .
The intensities for P line pumping (⌬NϵN upper ϪN lower ϭϪ1) shown in Fig. 2͑c͒ build at the highfrequency end of the hyperfine multiplet line shape. Conversely, the R line (⌬Nϭϩ1) intensities shown in Fig. 2͑d͒ trail off at the high-frequency end. This behavior can be qualitatively understood by considering selection rules, as shown in Fig. 3 . The lines drawn correspond to the possible transitions that satisfy the selection rule ⌬Fϭ0,Ϯ1. Because of the details of our two-laser pumping scheme, 1 every transition that reaches a particular upper state contributes to the peak corresponding to that upper state. The initial window level does not matter. Thus, in a simple statistical model, the intensity of each observed peak is proportional to the number of allowed transitions reaching the corresponding upper hyperfine level. For P lines, shown on the left, no transition is Table I͒ were used to record the present spectra. In all, 114 transitions were recorded, representing 4 3 ⌺ ϩ vibrational levels ranging from 0 to 33 and rotational levels Nϭ14, 16, 25, 26, 27, 28, 37, 39, 44 , and 46 ͑107 total 4 3 ⌺ ϩ levels͒. The observed transitions are available electronically. 52 The absolute vibrational numbering was determined from the spectrally resolved 4 3 ⌺ ϩ →a(1) 3 ⌺ ϩ bound-free fluorescence recorded with the pump and probe laser frequencies fixed to populate a particular upper state level 4 3 ⌺ ϩ (v ⌺ ,N). Examples of these spectra are shown in Fig.  4͑a͒ for v ⌺ ϭ0, 1, 2, 3, 4, and 8 ͑with Nϭ37). According to the classical Franck-Condon principle, the oscillations in the continuous spectrum directly reflect the oscillations in the upper bound-state radial probability distribution ͑radial wave function squared͒. 50 Because the 4 3 ⌺ ϩ Ϫa(1) 3 ⌺ ϩ difference potential is a monotonic function over the region of internuclear separation spanned by the upper bound-state wave function, the number of nodes in the spectrum gives a direct measure of the vibrational numbering of the upper state level. Figure 4͑b͒ shows quantum mechanical simulations 53 of the same
emission based upon the experimental IPA 4 3 ⌺ ϩ potential determined here, the composite experimental a (1) 3 ⌺ ϩ potential of Refs. 28 and 54, and the theoretical dipole moment function of Magnier et al. 42 These results are discussed further in Sec. III D.
B. The 4 3 ⌺ ¿ RKR potential
The 4 3 ⌺ ϩ state is a ''shelf'' state due to interactions among several 3 ⌺ ϩ states. 41, 42 The shelf manifests itself by a kink in the plot of the vibrational level spacing (⌬G v ) versus vibrational level v. Figure 5 shows such a plot created using the theoretical 4 3 ⌺ ϩ state potential of Magnier et al. 41, 42 ͑solid circles͒. Figure 6 shows a similar plot of the dependence of the rotational constant B v on vibrational quantum number v. It is clear from the plots shown in Figs. 5 and 6 that a Dunham expansion is unlikely to produce a good fit to the data, and this was indeed found to be the case. Fig. 5 indicates that the change of slope in the potential curve at the shelf is more pronounced than theory predicts.
We found we could accurately fit T v and B v using a quadratic polynomial in (vϩ Table III .
Finally, we modified LeRoy's RKR1 program 55 slightly so that it would accept these functions rather than Dunham coefficients and would use them to determine an RKR potential for the 4 3 ⌺ ϩ state. The RKR turning points are listed in Table 2 of the accompanying EPAPS file. 52 The program (1) 3 ⌺ ϩ bound-free fluorescence spectra. Panel ͑a͒ shows the experimental spectra ͑intensity per unit wavelength interval͒ corrected for the relative detection system efficiency vs wavelength. Panel ͑b͒ shows spectra simulated using the experimental IPA potential determined in the present work and the theoretical transition dipole moment function of Magnier et al. ͑Ref. 42͒ ͑solid lines͒ plus, for comparison, every fifth data point from panel ͑a͒. Panel ͑c͒ shows spectra simulated using a dipole moment function that is constant with internuclear separation R. In ͑b͒ and ͑c͒ the theoretical spectra were scaled to the experimental spectra at the shortest wavelength peak for vϭ0, 1 and 2, at the second peak for vϭ3 and 4, and at the third peak for vϭ8. exponential function and to larger values of R using an inverse power law. This procedure improved the agreement between the experimental and calculated energies for 30рv р33. The calculated energies match the experimental energies for all measured levels (vϭ0 -33) with a standard deviation of 0.55 cm Ϫ1 .
C. IPA potential
The inverse perturbation approximation ͑IPA͒ method 43 can be used to find a potential V(R) whose calculated rovibrational energy levels E calc (v,N) match experimentally measured energies as closely as possible. The methodology has been documented; 43 the essential feature is that one starts with an approximate ''reference'' potential V 0 (R) whose energies roughly match the experimental values and seeks to find a potential
that matches the data better. The method is based on varying the values of ␦V(R) at a set of P points R 1 ,R 2 , . . . ,R P in order to achieve the best agreement between experiment and The calculations reported here were performed using a modified version of the publicly available code. 43 We simplified the input files required, and we adapted subroutines from the program LEVEL ͑Ref. 56͒ to calculate the rovibrational energy levels of the reference potential. Using LEVEL has the advantage that initial guesses for the energy levels are not required.
Because the IPA method adjusts the values of the potential on a grid of points, it can introduce unphysical structure ͑''wiggles''͒ into the result. To minimize this effect in the present case, we decided first to smooth the RKR potential presented above, since the RKR curve already showed some 
Ϫ7 cm Ϫ1 for all v. Uncertainties in the least significant digits are given in parentheses. Uncertainties are only reported for vibrational levels where three or more rotational levels were recorded. small wiggles on the inner wall. We plotted the RKR inner wall turning points R min versus energy and fitted these points to the function
which is equivalent to fitting the energies to an exponential function EϭA 3 exp(R min /A 1 )ϩA 2 . The inner-wall turning points were corrected to the fitted values, and the outer-wall turning points were also adjusted to maintain the differences (R max ϪR min ) calculated in the RKR analysis. We used this smoothed version of the RKR curve as the reference potential V 0 (R) in the first iteration of IPA. The standard deviation of the calculated versus experimental energies was 0.74 cm Ϫ1 for V 0 (R). Following each iteration, we calculated the energy levels of the current IPA potential and compared them with the experimental values. We also plotted the IPA potential to see if any unphysical wiggles had been introduced during that iteration. In the early iterations, we used a very coarse grid of points ͑starting with Pϭ5) and we slowly increased this number in subsequent iterations ͑eventually reaching P ϭ35). Using more grid points led to wiggles on the inner or outer wall. The IPA program allows the user to freeze the potential for some grid points while varying it for others in a particular iteration. Therefore, once relatively good agreement was obtained for the lower-level energies, we froze the potential near the bottom of the well and only varied points higher on the inner wall or on the outer wall ͑or both͒. The final IPA curve, listed in Table 3 of the accompanying EPAPS file, 52 was obtained by seeking a compromise between the goals of a reasonably smooth curve and good agreement between calculated and measured level energies. The standard deviation of the calculated versus experimental level energies for the final IPA potential is 0.14 cm Ϫ1 . The IPA potential obtained in this work is shown in comparison to the theoretical potential of Magnier et al. 41, 42 in Fig. 7 .
D. The 4 3 ⌺
The intensity of the bound-free 4 3 ⌺ ϩ (vЈ,NЈ,JЈ) →a (1) 3 ⌺ ϩ fluorescence emission within a range d about is given by
where N u is the number of molecules in the upper state and S J Ј J Љ is the Honl-London factor. u vЈJЈ (R) and l E l ,JЉ (R) are, respectively, the wave functions for the upper, bound state of energy E u and for the lower, continuum state of energy E l . These wave functions are taken to be real, and l E l ,JЉ (R) is energy normalized. M (R) is the transition dipole moment function, and E u ϪE l ϭhc/. Equation ͑5͒ generally predicts oscillatory spectra for cases like this one where the difference potential is monotonic over the relevant range of internuclear separation. The positions of the nodes contain information on the shapes of the upper-and lowerstate potentials, and the relative intensities of the peaks reveal information about M (R). Figure 4͑c͒ shows a series of simulated spectra obtained using the IPA potential obtained in the present work and assuming that the dipole moment M (R) is a constant. large internuclear separation, so that the short-wavelength end of the fluorescence band consists of unresolved discrete lines that are not calculated by the simulation program. In the present case, due to the shape of the lower-state potential, the long-wavelength end of the resolved fluorescence is determined primarily by the potentials and transition dipole moment at small R, while the short-wavelength end of the fluorescence spectrum is determined by the potentials and dipole moment at large R. Thus a comparison of the simulations and experimental spectra of Fig. 4͑c͒ indicates that the transition dipole moment function must increase as R increases over the range 3.7-5.5 Å. We have fitted the experimental spectra ͓relative intensities of the bound-free oscillations in Fig. 4͑a͔͒ using a 42 In this figure, the experimental dipole moment was scaled to the theoretical function at RϭR e . The agreement is quite good over the limited range where comparison is possible. Figure 4͑b͒ shows 
ϪS
2 ) is the spin-spin term. As usual, N is the sum of the rotational angular momentum of the nuclei ͑R͒ plus the electron orbital angular momentum ͑L͒, S is the total electron spin, and I is the nuclear spin. We take I to be the nuclear spin of Na only, since the nuclear magnetic moment of Na is much larger than that of K.
We consider the matrix representation of H in a Hund's case b basis, modified to include nuclear spin. The case b basis functions may be denoted ͉␣NSJM J ͘, and they specify the electronic, vibrational, and rotational degrees of freedom: ␣ is shorthand for the 4 3 ⌺ ϩ electronic state (⌳ϭ0) and a particular vibrational level v, and N, S, J, and M J are the angular momentum quantum numbers. The simplest way to add the nuclear spin is to define direct product states 
where C(¯) is a Clebsch-Gordan coefficient. Using sum rules for the Clebsch-Gordan coefficients, 64 it can be shown that
͑9͒
The states ͉␣NSJI;FM F ͘ correspond to Hund's case b ␤J ͑Ref. 62͒. In this basis, both H rot and ␥N•S are diagonal. Following well-established procedures, [58] [59] [60] one can arrive at the following matrix elements: 
where
where ͕¯͖ is a 6j symbol. Using this transformation between the basis sets, it is straightforward to set up and diagonalize the matrix representation of the Hamiltonian.
For a ⌺ state in Hund's case b, the spin-orbit term in Eq. ͑6͒ can be taken to be zero as long as no second-order perturbations are considered. Also, there is no clear experimental indication that ⑀ is different from zero. Therefore, for the calculations we performed on the 4 3 ⌺ ϩ state, we dropped the spin-orbit term, and we usually set ⑀ϭ0. With these simplifications, the analysis above corresponds to the classic situation where the appropriate coupling scheme depends on the relative values of the coupling constants ͑␥ and b) for two different parts of the Hamiltonian. Since N is a good quantum number in either the b ␤J or the b ␤S basis, the Hamiltonian reduces to
This form emphasizes that the Hamiltonian consists of a constant energy depending only on N plus two terms I•S and N•S, which are multiplied by different parameters. This type of situation was nicely analyzed by Condon and Shortley, 65 who showed that the relative energy spacings for any ratio of the two parameters could be written using dimensionless parameters. To exploit the parallel to the situation Condon and Shortley considered, we rewrite N•S as ͉N͉N •S, where N is a unit vector. Now one part of the Hamiltonian obviously scales as ␥͉N͉Ϸ␥(Nϩ 1 2 ), and another part as b, leading us to expect that the relative energy level differences should depend primarily on the ratio (Nϩ 1 2 )␥/b. We have found, by direct numerical calculation, that this predicted scaling is essentially exact in the limit of large N. Figure 9 illustrates the results obtained. For a particular N, we show reduced energy levels as a function of ϭ2b/(N ϩ 1 2 )␥. For Nտ15, we obtain essentially the same reduced energies for any value of ␥/b. The reduced energies were obtained by dividing the absolute energies ͓obtained by direct diagonalization of Eq. ͑14͔͒ by ͱ ␥ 2 (Nϩ 1 2 ) 2 ϩ(2b) 2 and then adding the same constant to all the energies to make the average zero. The reduced energies are well described as a universal function of . In other words, for any specific values of N, ␥, and b, the reduced energies will fall very nearly on the universal curve at the point ϭ2b/(Nϩ 3 ⌺ ϩ levels we have investigated, the ratio ␥/b is such that 1/ changes from around 0.3 for Nϳ14 to around 0.9 for Nϳ46. Therefore, as N increases, one expects to see a transformation in the structure of the hyperfine multiplets that corresponds to moving from the right-hand side of Fig. 9 towards the middle.
The present situation (⌳ϭ0) is simpler than the general case, because without the spin-orbit interaction there are no matrix elements connecting states of the same J and different N. For a general ⌳, we diagonalize a 12ϫ12 matrix for each value of F that includes states with NϭFϪ States of one rotational level N and a given F may be coupled to the states of the same F and a different N. To obtain all the states for a particular N, we must diagonalize matrices for several values of F. The coupling between N and NЈ levels does not occur for ⌺ states, so in this case the correlation diagram in Fig. 9 represents all the coupled states for any given N. The only effect of the specific value of N is to set an absolute energy, B v N(Nϩ1) ͑plus a term involving D v if needed͒. Another simplification in the present discussion is that the spin-spin term is neglected. The simple dependence on (Nϩ 1 2 )␥/b no longer holds when ⑀ is nonzero.
F. Method of fitting the hyperfine structure
We wish to determine the parameters b and ␥ for the model Hamiltonian given by Eq. ͑14͒ that best fit the data. In principle these parameters may depend on v, and our results will confirm that ␥ does exhibit a strong dependence on v. We will describe first the techniques we used to fit the hyperfine structure of each (v,N) level separately. The basic The 4 3 ⌺ ϩ state of NaK computational tool is a nonlinear least-squares fitting program based on the Levenberg-Marquardt algorithm.
As discussed in the previous section, we can calculate the energies of the 12 hyperfine levels for a given (v,N) for any specific values of b and ␥. Since B v ͑as well as D v and T v ) contributes only an additive constant to the absolute energies ͓cf. Eq. ͑14͔͒, we can treat each (v,N) level completely independently if we consider only energy differences between the hyperfine levels. Twelve energies would provide 11 pieces of data to be fitted by two parameters. However, several issues complicate that simple picture. The 12 energy levels for each (v,N) could not always be clearly assigned to peaks in the experimental scans. In some cases, two or more levels were separated by less than their homogeneous linewidths. In other cases, peak positions were difficult to resolve due to low signal-to-noise ratios. Finally, one of the 12 lines is missing from each spectrum because of selection rules.
To account for these complications, we based the fitting procedure on the following two-step strategy. We first identified the peaks whose assignments were reasonably certain. For example, from Fig. 9 it is clear that, near the b ␤S limit (1/Ӷ1, right-hand side of Fig. 9͒ , the first three energies ͑counting from the bottom͒ are usually well separated and that the next three energies are always very close together. We normally took the average of the fourth, fifth, and sixth calculated hyperfine energies to give a single value to fit to the large central peak. The seventh peak ͑again, assuming the ordering on the right-hand side of the correlation diagram͒ often could also be easily identified. This peak appears in the R branch spectrum shown in Fig. 2͑d͒ . We obtained preliminary values of b and ␥ for each (v,N) level by fitting three to five spacings between the clearly resolved peaks. The results of the preliminary fit predicted positions for all 12 hyperfine energies, and we used those positions to assign the remaining experimental peaks to specific states. The fit was then performed again, including additional energy spacings. The new values for b and ␥ never changed by more than 5%. Table IV shows the results of these fits. Table IV .
Another way to consider the results is to examine the dependence of b and ␥ on v. Figure 11 presents our results in this way; the best-fit values are shown for every (v,N) level considered. The bottom panel shows that the dependence of b on v is quite weak. The most striking feature of the data is that ␥ exhibits a very strong v dependence. Our preliminary interpretation is that this structure arises because ␥ is the sum of two terms: ␥ϭ␥ (1) ϩ␥ (2) ͑Refs. 66 -69͒. Here ␥ (1) arises in first-order perturbation theory as the average value, in the electronic state of interest, of a particular one electron operator. ␥ (2) appears in second-order perturbation theory when the effects of other electronic states are taken into account. We suspect that ␥
(1) depends smoothly on v over the range shown in the figure and that ␥ (2) exhibits a strong dependence on v due to the varying strength of the perturbation by the nearby 3 3 ⌸ electronic state. We also investigated the effect of including a spin-spin interaction ͓cf. Eq. ͑6͔͒. We used the same procedure as before; several (v,N) scans were fitted separately. The parameters adjusted were b, ␥, and the spin-spin constant ⑀. The final values of b and ␥ for each v were within 8% of those determined on the first pass. Most of the values of ⑀ fell between Ϫ2.4ϫ10 Ϫ3 and Ϫ1.5ϫ10 Ϫ3 cm Ϫ1 , although the value for (v,N)ϭ (25, 27) was anomalously low (⑀ϭϪ5.4 ϫ10 Ϫ4 cm Ϫ1 ). Including the spin-spin interaction leads to slightly better agreement between experiment and theory; the calculated energies come closer to several individual peaks. The values of b in the individual fits show a weak dependence on vibrational number, and the best fit values of ␥ still exhibit a strong dependence on v. Although we did not perform a full statistical analysis, we do not think including three adjustable parameters instead of two leads to any useful new information. The fit using b and ␥ appears preferable. The objective of further work will be to develop a quantitative explanation of the v dependence of these parameters.
IV. CONCLUSIONS
We have measured the energies of 107 rovibrational levels of the NaK 4 3 ⌺ ϩ state using PFOODR spectroscopy. We also measured spectrally resolved 4 3 ⌺ ϩ →a(1) 3 ⌺ ϩ boundfree fluorescence, which enabled us to establish the absolute vibrational numbering of the 4 3 ⌺ ϩ levels. The measured level energies were used to determine the 4 3 ⌺ ϩ potential with the RKR and IPA methods. The potentials obtained are very similar to the theoretical potential of Magnier et al. 41, 42 We also calculated the intensity of the bound-free fluorescence as a function of wavelength, using several transition dipole moment functions M (R). The quality of the RKR and IPA potentials determined in this work is validated by their ability to reproduce the positions of the peaks and troughs of the oscillating spectra. Similarly, the quality of the transition dipole moment function is tested by its ability to reproduce the relative magnitudes of the peaks in the oscillatory spectra. The spectra calculated using the transition dipole moment of Magnier et al. agree very well with the experimental spectra, confirming the high quality of the theoretical calculations. A slightly better fit was obtained by varying M (R) using a quadratic trial function.
The 4 3 ⌺ ϩ hyperfine structure presents a unique signature pattern resulting from a combination of spin-rotation and Fermi-contact interactions. We have analyzed this structure and determined the Fermi contact constant b and the spin-rotation constant ␥ for many of the levels. The results indicate that the angular momentum coupling scheme varies with N, shifting from the limiting case b ␤S towards b ␤J as N increases. The Fermi contact constant is independent of vibrational level, while the spin-rotation parameter varies considerably with v. Future work will explore this dependence in more detail.
