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We consider the SturmLiouville boundary value problem
&( p(x) u$(x))$+q(x) u(x)=f (x, u(x))+h(x), x # (0, ?),
c00u(0)+c01 u$(0)=0, c10u(?)+c11u$(?)=0,
where p # C1 ([0, ?]), q # C 0 ([0, ?]), with p(x)>0, x # [0, ?], c2i0+c
2
i1>0, i=0, 1,
h # L2 (0, ?), and f : [0, ?]_R  R is a Carathe odory function. We assume that the
rate of growth of f (x, !) is at most linear as |!|  , but the asymptotic behaviour
may be different as !  \, so the non-linearity is termed ‘‘jumping.’’ Conditions
for existence of solutions of this problem are usually expressed in terms of ‘‘non-
resonance’’ with respect to the standard Fuc @ k spectrum. In this paper we give
conditions for both existence and non-existence of solutions in terms of a slightly
different idea of the spectrum. These conditions extend the usual Fuc @ k spectrum
conditions.  2001 Academic Press
1. INTRODUCTION
We consider the SturmLiouville boundary value problem
&( p(x) u$(x))$+q(x) u(x)=f (x, u(x))+h(x), x # (0, ?), (1.1)
c00u(0)+c01u$(0)=0, c10u(?)+c11 u$(?)=0, (1.2)
where p # C1 ([0, ?]), q # C 0 ([0, ?]), with p(x)>0, x # [0, ?], c2i0+c
2
i1>0,
i=0, 1, h # L2 (0, ?), and f : [0, ?]_R  R is a Carathe odory function (i.e.,
f (x, !) is measurable in x for every fixed ! # R, and continuous in ! for a.e.
x # (0, ?)). We assume that the rate of growth of f (x, !) is at most linear
as |!|  , in the sense that there exists non-negative A # L2 (0, ?) and
B # R such that
| f (x, !)|A(x)+B |!|, (1.3)
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for a.e. x # [0, ?] and all ! # R. However, the asymptotic behaviour of
f (x, !) may be different as !  \, so the non-linearity is termed jumping.
The solvability of such problems has been studied extensively; see [6, 9, 11,
14, 15]. The corresponding problem with periodic boundary conditions has
also been studied; see [4, 5, 8, 10, 13]. Although we do not deal with the
periodic problem here, the solvability conditions used in this case are
similar to those used for the case of separated boundary conditions, so for
comparison we continue to refer to papers dealing with the periodic
problem.
Usually, solvability conditions for (1.1) have been expressed in terms of
the so-called Fuc @ k spectrum of the problem. To define this spectrum, let
H be the set of real-valued functions u # H2 (0, ?) satisfying the boundary
conditions (1.2) (H2 (0, ?) denotes the usual Sobolev space of order 2 on
(0, ?); here and below all function spaces will be real). We let & }&0 and & }&2
denote the usual L2 (0, ?) and H2 (0, ?) norms respectively. Define the
SturmLiouville operator L: H  L2 (0, ?) by
Lu=&( pu$)$+qu, u # H,
and let *1<*2<..., denote the set of eigenvalues of L. For any u # H, define
functions u\ by u\ (x)=max[\u(x), 0], x # [0, ?], and consider the
problem
Lu=:u+&;u&, (1.4)
where (:, ;) # R2. The Fuc @ k spectrum of L is defined to be the set
7(L)=[(:, ;) # R2 : (1.4) has a non-trivial solution u # H].
In the special case p#1, q#0, with Dirichlet boundary conditions, we
denote the operator L by LF ; the set 7(LF) is known explicitly, see
Section 6 of [6] or Chapter 42 of [9] (the spectrum is also known explicitly
in the case of periodic boundary conditions). In the general case it is
known that 7(L) consists of a sequence of pairs of C1 curves
1k=1k, + _ 1k, & , k=1, 2, ... . For each k1, each curve 1k, \ passes
through the point (*k , *k) and is strictly decreasing, with vertical and
horizontal asymptotes (except when k=1, when the pair of curves consists
of a vertical and a horizontal straight line through (*1 , *1)). Also, for any
distinct k, k$1, 1k & 1k$=<, that is, the curves coresponding to different
values of k do not intersect. On the other hand, for every k1, the pair
of curves 1k, \ intersect at the point (*k , *k) and, for k2, they may inter-
sect at other points. See [15] for further details of these and other
geometrical properties of 7(L) in the general case.
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When f is independent of x and the limits ‘\=lim!  \ f (!)! exist, it
is known that the problem (1.1), (1.2) has a solution if the point (‘+ , ‘&)
in R2 lies strictly between ‘‘consecutive’’ pairs of curves 1k , 1k+1 , of 7(L),
see Chapter 42 of [9] for the special case where L=LF , or Theorem 5(iv)
and Proposition 1(ii) of [6] for the general case (with Dirichlet boundary
conditions). The case when f depends on x and the limits ‘\ exist, as
functions of x, is considered in Theorem 6.1 in [15].
When the above limits do not exist the usual approach to obtaining
solutions of (1.1), (1.2) can be briefly described as follows. Define the func-
tions
\ (x)=lim inf
!  \
f (x, !)
!
, 9\ (x)=lim sup
!  \
f (x, !)
!
, x # [0, ?].
Note that condition (1.3) implies that each of the functions \ , 9\ lie in
the space L (0, ?) (the argument in Remark 2.2 of [10] shows that these
functions are measurable). Suppose now that for some k1 there exist
points (r+ , r&) # 1k , (s+ , s&) # 1k+1 , such that the following conditions
hold:
(i) the open rectangle R=(r+ , s+)_(r& , s&)/R2 does not inter-
sect 7(L) (that is, R lies between consecutive curves of 7(L));
(ii) the following inequalities hold,
r\\ (x), 9\ (x)s\ , a.e. x # (0, ?); (1.5)
(iii) there exists two sets J1 , J2 /(0, ?), each having positive
measure, such that both of the first pair of inequalities in (1.5) hold strictly
when x # J1 and both of the second pair hold strictly when x # J2 .
Then the problem (1.1), (1.2) has a solution. The case k=0 can also be
considered by putting r\=&.
Defining the functions z, Z: [0, ?]  R2 by
z(x)=(+ (x), & (x)), Z(x)=(9+ (x), 9& (x)), x # [0, ?],
we see that, geometrically, conditions (ii) and (iii) ensure that the values of
z and Z lie in the closed rectangle R for a.e. x # (0, ?), and are forced away
from portions of the boundary R when x lies in J1 and J2 , respectively.
Conditions (i)(iii) are called non-resonance conditions. The following ter-
minology is often used: if there exists a compact set K/R such that
z(x), Z(x) # K for a.e. x # (0, ?) then the non-resonance condition holds
uniformly, otherwise it holds non-uniformly. The precise details of the
allowable intersection of the values of the functions z, Z with R varies
somewhat from paper to paper; see [4, 5, 10, 11, 13], for various examples,
but the general structure of the non-resonance conditions is as above.
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Generally, the explicitly known spectrum 7(LF) is used in these references,
but the results can be extended to the general spectrum 7(L).
In this paper we show that non-resonance conditions can be formulated
in terms of a slightly different idea of a spectrum which allows the condi-
tions to be relaxed significantly. In particular, the constants r\ , s\ in the
inequalities (1.5) are replaced by functions, so the points z(x), Z(x) are no
longer confined to a fixed rectangle R lying between Fuc @ k spectrum curves
1k and 1k+1 , and may in fact cross these curves on part of the interval
(0, ?), so long as this is ‘‘cancelled out’’ on other parts of (0, ?) (details will
be given below). The alternative idea of the spectrum will be briefly dis-
cussed in Section 2, and then used to prove existence results for the
problem (1.1), (1.2) in Section 3.
Conditions for non-existence of solutions have also been considered pre-
viously. It is shown in Theorem 5(iii) of [6] that if f is independent of x
and the limits ‘\ exist, and if the point (‘+ , ‘&) lies strictly between the
curves 1k, + , 1k, & , for some k1, then there exists a function h # L2 (0, ?)
such that (1.1), (1.2) has no solution. A similar result is given in Theorem
6.1 of [15], in the case where f depends on x and the limits ‘\ exist as
functions of x. In Section 4 we prove a non-existence result in the case
when the limits ‘\ do not exist.
2. HALF-EIGENVALUES AND ASSOCIATED SPECTRAL THEORY
From now on we will suppose that L is invertible. This does not entail
any loss of generality since, if L is not invertible, we may add =u to each
side of (1.1), with an arbitrarily small = such that the operator L+=I is
invertible and regard this new operator as L. This addition will have no
affect on the various existence or non-existence conditions below, but the
invertibility condition will be helpful in our use of degree theory.
Let (a, b) # L (0, ?)2 and consider the problem
Lu=au+&bu&+*u, (2.1)
where * # R. This problem is non-linear, but is positively homogeneous in
the sense that if (*, u) is a solution then (*, tu) is also a solution for all
t0. We define a spectrum for this problem in the natural way by putting
7H(L; a, b)=[* # R : (2.1) has a non-trivial solution u # H].
We also consider the solvability of the inhomogeneous problem
Lu=au+&bu&+h, (2.2)
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for general functions h # L2 (0, ?). Related to this problem, we define an
operator Ra, b : H  H by
Ra, b (u)=u&L&1 (au+&bu&)
(this operator is analogous to the operator R+, & defined in Section 3 of
[6] for constants +, &). Clearly, (2.2) is equivalent to the equation
Ra, b (u)=L&1h. The operator Ra, b is positively homogeneous, in the sense
that Ra, b (tu)=tRa, b (u) for any t0 and u # H. Also, since the mapping
u  au+&bu&: H  L2 (0, ?) is compact, the operator I&Ra, b is compact
so, letting Br denote the ball in H with centre zero and radius r>0,
the LeraySchauder degree, deg (Ra, b , Br , 0), is well-defined whenever
0  7H(L; a, b) and r>0, see [7].
The following results regarding 7H(L; a, b) are proved in Theorems 5.1
and 5.5 of [15].
Theorem 2.1. The set 7H(L; a, b) consists of a sequence of numbers
*1, min (L; a, b)*1, max (L; a, b)<*2, min (L; a, b)*2, max (L; a, b)< } } } .
Define the open intervals
41k (L; a, b)=(*k, max (L; a, b), *k+1, min (L; a, b)), k0,
40k (L; a, b)=(*k, min (L; a, b), *k, max (L; a, b)), k1
(setting *0, max (L; a, b)=&). The intervals 40k (L; a, b) may be empty.
(A) If 0 # 41k (L; a, b), for some k0, then:
(i) deg(Ra, b , Br , 0)=(&1)k, for all r>0;
(ii) for any h # L2 (0, ?) Eq. (2.2) has a solution u # H.
(B) If 0 # 40k (L; a, b), for some k1, then:
(i) deg(Ra, b , Br , 0)=0, for all r>0;
(ii) there exists h # L2 (0, ?) such that Eq. (2.2) has no solution.
The numbers *k, maxmin (L; a, b), k1, are termed half-eigenvalues in
[2], and this terminology is followed in [3, 15] (they are called split-eigen-
values in [14]). The following monotonicity result for the half-eigenvalues
is proved in Theorem 5.3 of [15]. For (ai , bi) # L (0, ?)2, i=0, 1, we write
(a0 , b0)(a1 , b1) if
a0 (x)a1 (x) and b0 (x)b1 (x), a.e. x # (0, ?), (2.3)
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and we write (a0 , b0)<(a1 , b1) if (a0 , b0)(a1 , b1) and both the
inequalities in (2.3) hold strictly when x lies in some subset J/(0, ?) having
positive measure. A slightly different form of strict inequality for pairs
(ai , bi) is discussed in Remark 3.7 below.
Theorem 2.2. If (a0 , b0)(a1 , b1), then for each k1,
*k, min (L; a1 , b1)*k, min (L; a0 , b0),
(2.4)
*k, max (L; a1 , b1)*k, max (L; a0 , b0).
This result also holds if  is replaced throughout by <.
3. EXISTENCE OF SOLUTIONS
Let F: H  L2 (0, ?) be the Nemitskii operator defined by F(u)(x)=
f (x, u(x)), for u # H and x # (0, ?), see Section 1.2 of [1]. Since the embed-
ding H  L2 (0, ?) is compact it follows from Theorem 2.2 in [1] that F is
compact, and from (1.3),
&F(u)&0&A&0+B &u&0 , u # H. (3.1)
We now consider the existence of solutions of the problem (1.1), (1.2),
which we may rewrite as
Lu=F(u)+h. (3.2)
Theorem 3.1. Suppose that, for some k0,
0 # 41k (L; + , &) & 4
1
k (L; 9+ , 9&). (3.3)
Then Eq. (3.2) has a solution u # H.
Proof. Define the functions +\= 12 (\+9\), and consider the
homotopy
u&L&1 ((1&{) F(u)+{(++u+&+& u&))=(1&{) L&1h, (3.4)
where u # H, { # [0, 1]. When {=0 this problem is equivalent to Eq. (3.2),
and when {=1 it becomes the equation
R++, +& (u)=0.
By definition,
(+ , &)(++ , +&)(9+ , 9&),
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so by Theorem 2.2 and (3.3), 0 # 41k (L; ++ , +&), and hence, by
Theorem 2.1, deg(R++, +& , Br , 0){0 for all r>0. Thus, by the Leray
Schauder continuation theorem, to prove the theorem it suffices to show
that there exists a constant C>0 such that any solution ({, u) # [0, 1]_H
of (3.4) satisfies &u&2C.
Suppose instead that there exists a sequence of solutions ({n , un) #
[0, 1]_H, n1, with &un&2n for all n. Writing vn=&un &&12 un and
choosing a subsequence if necessary (we will not relabel subsequences), we
see that there exists ({, v) # [0, 1]_H such that {n  { and vn ( v in H
(where ( denotes weak convergence). It is well known that weak con-
vergence in H implies strong convergence in the spaces L2 (0, ?) and
C1 ([0, ?]) (with respect to the usual sup norm). This fact will be used
several times below without further comment. Furthermore, letting
gn=&un &&12 F(un), n1, it follows from (3.1) that
&gn&0&un&&12 &A&0+B &vn&0 . (3.5)
Now suppose that v=0. Then (3.5) implies that gn  0 in L2 (0, ?), and
so it follows from (3.4) (after dividing by &un&2) that vn  0 in H, which
contradicts the fact that &vn&2=1 for all n.
Next, suppose that v{0. The inequality (3.5) shows that the sequence gn
is bounded in L2 (0, ?), so the argument in [8, p. 648] proves the following
result.
Lemma 3.2. After choosing a subsequence, if necessary, we have
gn ( m+v+&m&v&, (3.6)
in L2 (0, ?), for some pair of functions (m+ , m&) # L (0, ?)2 satisfying
(+ , &)(m+ , m&)(9+ , 9&).
By taking weak limits it now follows from (3.4) that v satisfies the equation
Lv=(1&{)(m+ v+&m& v&)+{(++v+&+&v&)=&+v+&&& v&, (3.7)
where &\=(1&{) m\+{+\ . Also, by the above definitions and
inequalities,
(+ , &)(&+ , &&)(9+ , 9&),
and hence, by Theorem 2.2 and (3.3), 0 # 41k (L; &+ , &&). However, this
together with (3.7) implies that v=0, which is a contradiction and so
proves the theorem. K
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We will now show that the non-uniform, non-resonance conditions
(i)(iii) discussed in Section 1 imply that (3.3) holds. However, we first give
more general sufficient conditions for (3.3) to hold. The following lemma is
an immediate consequence of Theorem 2.2.
Lemma 3.3. Suppose that, for some k0, there exist functions
\\ , _\ # L (0, ?) such that
(\+ , \&)<(+ , &)(9+ , 9&)<(_+ , _&), (3.8)
*k, max (L; \+ , \&)0*k+1, min (L; _+ , _&) (3.9)
(when k=0 the inequalities involving (\+ , \&) are to be disregarded ). Then
(3.3) holds.
Next, we will clarify the relationship between the Fuc @ k spectrum and the
half-eigenvalues. Observe that any point (:, ;) # R2 can also be regarded as
a pair of constant functions in L (0, ?)2, so the half-eigenvalues
*k, maxmin (L; :, ;) are well-defined.
Lemma 3.4. For each k1,
1k=[(:, ;) # R2 : *k, max (L; :, ;)=0 or *k, min (L; :, ;)=0]. (3.10)
In addition, if (:i , ;i) # 1k , i=0, 1, and (:0 , ;0)<(:1 , ;1), then
*k, max (L; :1 , ;1)=0, *k, min (L; :0 , ;0)=0. (3.11)
Proof. Suppose that (:, ;) # 1k . Then, by definition, (1.4) has a non-tri-
vial solution u and, furthermore, the results in [15] show that u has exactly
k&1 nodal zeros in the interval (0, ?) (see [15] for further details of the
nodal properties of u). It follows immediately from the definition that at
least one half-eigenvalue *k$, maxmin (L; :, ;) must be zero, and the results in
[15] and the nodal properties of the solution u imply that in fact k$=k.
Hence (:, ;) lies in the set on the right of (3.10), and so 1k is a subset of
this set. The reverse inclusion can be proved in a similar manner. Now sup-
pose that *k, max (L; :1 , ;1){0. Then, by (3.10), *k, min (L; :1 , ;1)=0, so
*k, max (L; :1 , ;1)>0, and hence *k, maxmin (L; :0 , ;0)>0, by Theorem 2.2.
But this contradicts the hypothesis that (:0 , ;0) # 1k and (3.10), so we must
have *k, max (L; :1 , ;1)=0. The other equality can be proved similarly. K
Remark 3.5. Geometrically, Lemma 3.4 says that, for any k1, the
pair of curves 1k consists of the set of points (:, ;) for which at least one
of the half-eigenvalues *k, maxmin (L; :, ;) is zero and, furthermore, the
‘‘upper’’ curve in 1k (in the sense of the above ordering) corresponds
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to *k, max (L; :, ;)=0, while the ‘‘lower’’ curve corresponds to
*k, min (L; :, ;)=0. In addition, it follows from the geometrical structure of
the curves in 7(L) described above that, for any k$>k1, the pair of
curves 1k$ must lie strictly above the curves 1k .
Lemma 3.6. Suppose that, for some k1, there exist points (r+ , r&) #
1k , (s+ , s&) # 1k+1 , such that conditions (i)(iii) in Section 1 hold (as in
Section 1, the case k=0 can also be considered by putting r\=&). Then
(3.8) and (3.9) are satisfied, using the functions \\ #r\ , _\ #s\ .
Proof. It is clear that conditions (ii) and (iii) imply (3.8). Next, it
follows from the geometrical hypothesis on the rectangle R in condition (i),
together with the geometrical structure of the curves in 7(L), that (r+ , r&)
must lie on the upper curve of 1k , while (s+ , s&) lies on the lower curve
of 1k+1 . Thus, by the geometrical interpretation of Lemma 3.4 in
Remark 3.5,
*k, max (L; r+ , r&)=0, *k+1, min (L; s+ , s&)=0, (3.12)
and hence (3.9) holds with the functions defined in the lemma. K
We now show that the conditions in Lemma 3.3 do actually extend the
non-resonance conditions in Section 1, in the sense that there exist func-
tions \\ , _\ which satisfy (3.9) but for which, even when (3.8) holds, the
functions z, Z may strictly cross the Fuc @ k spectrum curves 1k, \ on sets of
positive measure. Thus, we obtain solvability of (3.2) under conditions
which violate the standard type of non-resonance conditions.
As a simple construction of such functions, choose k1 and points
(r+ , r&), (s+ , s&), lying on the Fuc @ k spectrum curves 1k , 1k+1 , as
described in Section 1, and choose disjoint subsets J1 , J2 /(0, ?), each of
positive measure. Regarding the numbers r\ , s\ , as constant functions, we
may perturb these functions into functions \~ \ , _~ \ # L (0, ?) by strictly
increasing the values of r\ and strictly decreasing the values of s\ on the
set J1 , in such a way that (\~ + , \~ &)<(_~ + , _~ &). It now follows from (3.12)
and Theorem 2.2 that
*k, max (L; \~ + , \~ &)<0<*k+1, min (L; _~ + , _~ &).
Next, by strictly decreasing the values of \~ \ and strictly increasing the
values of _~ \ on the set J2 by a sufficiently small amount, we obtain func-
tions \\ , _\ # L (0, ?) which satisfy (3.9) but which allow the functions
z, Z to strictly cross the curves of 7(L) in sets of positive measure. Note
that the argument in this final step requires that the half-eigenvalues
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*k, maxmin (L; a, b) depend continuously on (a, b) # L (0, ?)2. This con-
tinuous dependence can easily be proved using the method of proof of
Theorem 5.3 in [15].
Remark 3.7. We can introduce an alternative inequality on pairs
(ai , bi) # L (0, ?)2 as follows: define (a0 , b0)< a (a1 , b1) to mean that
(a0 , b0)(a1 , b1) and at least one of the inequalities in (2.3) holds strictly
for a.e. x # [0, ?]. Remark 5.4 in [15] notes that if (a0 , b0)< a (a1 , b1) then
the strict monotonicity result in Theorem 2.2 holds for all k2. Since the
above discussion is based on this result, it follows that when k2 the <
inequalities in condition (3.8) can be replaced by <a . Making this replace-
ment in the discussion following Lemma 3.8 then leads to a slightly
different form of the non-uniform, non-resonance condition (iii), viz., in
each of the pairs of inequalities in (1.5) at least one of the inequalities
should hold strictly for a.e. x # [0, ?].
4. NON-EXISTENCE OF SOLUTIONS
Theorem 3.1 extended the existence result in part (A) of Theorem 2.1
from equation (2.2) to equation (3.2). We now extend part (B) to give a
corresponding non-existence result.
Theorem 4.1. Suppose that, for some k1,
0 # 40k (L; + , &) & 4
0
k (L; 9+ , 9&). (4.1)
Then there exists h # L2 (0, ?) such that Eq. (3.2) has no solution u # H.
Proof. We first require the following lemma.
Lemma 4.2. There exists a non-zero function h0 # L2 (0, ?) such that, for
any (a, b) # L (0, ?)2 satisfying
(+ , &)(a, b)(9+ , 9&), (4.2)
Eq. (2.2) with h=h0 has no solution u # H.
Proof. In Proposition 1(i) in [6] Dancer essentially proves this result
for a fixed pair of functions (a, b), while Lemma 4.2 says that a single func-
tion h0 can be chosen which works simultaneously for the entire set of pairs
(a, b) satisfying (4.2). To prove this result we first follow the proof of
Proposition 1(i) in [6], using the hypotheses in [6] that p#1 and the
boundary conditions (1.2) are Dirichlet. We discuss the general case at the
end of the proof.
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For any (a, b) # L (0, ?)2, let 8\, a, b denote the solutions of the dif-
ferential equation corresponding to (2.2) (without the boundary condi-
tions) with h=0 and the initial conditions 8\, a, b (0)=0, 8$\, a, b(0)=\1.
It follows from (4.1), (4.2) and Theorem 2.2 that 0 # 40k (L; a, b), so the
results in the proof of Proposition 1(i) in [6] show that the numbers
8\, a, b (?) must be non-zero and have the same sign. As in [6] we may
suppose, without loss of generality, that these numbers are positive. In his
proof Dancer now chooses a point x0 # (0, ?) such that 8\, a, b (x){0 for
x # [x0 , ?]. To prove our result it is necessary to show that x0 can be
chosen independently of (a, b) (satisfying 4.2))the rest of the proof then
proceeds exactly as in [6].
Suppose instead that for each n1 there exists (an , bn) # L (0, ?)2
satisfying (4.2) and a point xn # (?&1n, ?) such that 8+, an , bn (xn)=0 (a
similar proof works if 8&, an , bn has such a sequence of zeros). We write
wn=8+, an , bn for n1. By applying a variant of Gronwall’s inequality (see
the argument in [2, p. 379]), it can be shown that &wn&0+&w$n&0C1 , for
all n1, and hence, from the differential equation (2.2), &wn&2C2 , for
some constants C1 , C2>0. Thus, by choosing a suitable subsequence, we
have wn ( w in H 2 (0, ?) and (an , bn) ( (a, b) in L2 (0, ?)2, and it can
easily be shown that (a, b) satisfies (4.2) (by a similar, but easier, proof to
that of Lemma 3.2). Thus, (a, b) # L (0, ?)2. Furthermore, since wn  w in
C1 ([0, ?]) we have w(0)=w(?)=0 and w$(0)=1, so w{0. Also, by mul-
tiplying the differential equation (2.2) by , # H 10(0, ?) and integrating we
obtain
|
?
0
w$n,$+|
?
0
qwn ,=|
?
0
(an w+n &bnw
&
n ) ,, n1,
so taking the limit yields
|
?
0
w$,$+|
?
0
qw,=|
?
0
(aw+&bw&) ,, \, # H 10(0, ?).
Thus w is a weak solution of the differential equation corresponding to
(2.2) with h=0, and also satisfies the Dirichlet boundary conditions. Thus,
by standard regularity results, w is a solution of (2.2) in the H sense. But
now a similar argument to that following Eq. (3.7) in the proof of
Theorem 3.1 (using (4.1) and (4.2) here) shows that this is impossible. This
contradiction proves the desired result and completes the proof of
Lemma 4.2 under the hypotheses in [6].
The proof of part B(ii) of Theorem 5.5 in [15] shows how to extend the
proof in [6] to obtain the result in the general case, for a single pair (a, b).
The argument in [15] extends readily to prove the result in the general
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case, for the entire set of pairs (a, b), if the above number x0 and the
number $ defined in the proof in [15] can be chosen uniformly for all
(a, b) satisfying (4.2). A simple extension of the above proof shows that this
is indeed true for x0 , and it is relatively easy to show, from the choice of
$ in [15], that this is also true for $. Thus, this completes the proof of
Lemma 4.2. K
We now show that if h=#h0 , for sufficiently large #>0, then equation
(3.2) has no solution. Suppose instead that there exists a sequence
(#n , un) # R_H, n1, of solutions of (3.2) with #nn for all n. Then it
follows from (3.1) and (3.2) that &un&2  . Dividing (3.2) by &un &2 and
writing vn=&un &&12 un , gn=&un &
&1
2 F(un) and ’n=&un&
&1
2 #n , for n1,
yields the equation
Lvn= gn+’n h0 . (4.3)
It now follows from (3.5) and (4.3) that the sequence ’n is bounded, so
taking the weak limit of an appropriate subsequence yields the equation
Lv=m+ v+&m&v&+’h0 , (4.4)
where the pair (m+ , m&) # L (0, ?)2 satisfies (4.2) (by Lemma 3.2) and
’0. There are now various possibilities for the limits v and ’, each of
which have implications which contradict preceding results. These are as
follows:
(i) if v=0, ’=0, then by (3.5) and (4.3), &vn&2  0, which con-
tradicts &vn&2 #1;
(ii) if v=0, ’>0, then (4.4) contradicts h0 {0;
(iii) if v{0, ’=0, then (4.4) and the argument following (3.7) (using
(4.2)) yields a contradiction;
(iv) if v{0, ’>0, then dividing (4.4) by ’ leads to a contradiction of
Lemma 4.2.
These contradictions complete the proof of the theorem. K
Remark 4.3. We could use the results obtained during the proof of
Lemma 3.6 to give non-solvability conditions for (3.2) in a form similar to
conditions (i)(iii) in Section 1. In this case the appropriate rectangle R
would lie between some pair of curves 1k, \ , k1, rather than between 1k
and 1k+1 .
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