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Abstract
This paper studies the possibility of writing a given square matrix as the product of two
matrices with prescribed spectra and ranks. It extends some previously known results. © 2002
Elsevier Science Inc. All rights reserved.
1. Main result
Throughout this paper, F denotes an arbitrary field. Let A be a nonscalar n× n
matrix over F, and let b1, . . . , bn, c1, . . . , cn ∈ F . Sourour [6] proved that, if A is
nonsingular and detA = b1 · · · bnc1 · · · cn, then there exist matrices B and C, with
eigenvalues b1, . . . , bn and c1, . . . , cn, respectively, such that A = BC. Horn and
Johnson [3, Theorem 4.5.4] extended Sourour’s theorem to the case where exactly
n− rankA of the elements b1, . . . , bn, c1, . . . , cn are equal to zero. Assuming that
A is singular, Sourour and Tang [8] gave a necessary and sufficient condition for
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the existence of matrices B and C, with prescribed spectra, such that A = BC; their
result appears as Corollary 2 in our paper. Botha [2] studied the possibility of writing
a square matrix as a product of diagonalizable matrices with prescribed ranks. Wu
[9] proved that any complex singular square matrix A can be written as a product of
two nilpotent matrices B and C, with rankA = rankB = rankC, except when A is a
2 × 2 nilpotent matrix of rank one. Laffey [4] and Sourour [7] proved that Wu’s the-
orem is valid in any field F. Botha [1] extended this result and gave a necessary and
sufficient condition for the existence of nilpotent matrices B and C, with prescribed
ranks, such that A = BC; his result appears as Lemma 8 in our paper.
The purpose of this paper is to describe the possibility of writing a square matrix
as the product of two matrices with prescribed eigenvalues and ranks. We omit the
nonsingular case, as it has already been considered in Sourour’s paper [6].
Theorem 1. LetA ∈ Fn×n be a singular matrix, b1, . . . , bn, c1, . . . , cn ∈ F, ρ, σ ∈
{0, . . . , n}. Assume that the following exceptional case (Wu’s exception) does not
hold:
(E) n = 2, A is nilpotent of rank one and b1 = b2 = c1 = c2 = 0.
Then there exist B,C ∈ Fn×n such that B has eigenvalues b1, . . . , bn, C has eigen-
values c1, . . . , cn, rankB = ρ, rankC = σ and A = BC if and only if the following
conditions are satisfied:
• ρ + σ − n  rankA  min{ρ, σ },
• ρ  #{i ∈ {1, . . . , n} : bi /= 0},
• ρ = n implies that #{i ∈ {1, . . . , n} : bi /= 0} = n,
• σ  #{j ∈ {1, . . . , n} : cj /= 0},
• σ = n implies that #{j ∈ {1, . . . , n} : cj /= 0} = n.
The proof of the necessity is trivial. We shall prove the sufficiency in Section 2.
The following corollary is a simple consequence of Theorem 1.
Corollary 2 [8]. Let A ∈ Fn×n be a singular matrix, b1, . . . , bn, c1, . . . , cn ∈ F .
Suppose that (E) is not satisfied.
Then there exist B,C ∈ Fn×n such that B has eigenvalues b1, . . . , bn, C has ei-
genvalues c1, . . . , cn and A = BC if and only if rankA+ n is greater than or equal
to the number of elements different from 0 in the list b1, . . . , bn, c1, . . . , cn.
Proof. The proof of the necessity is trivial. In order to prove the sufficiency, take
ρ := max {rankA, #{i ∈ {1, . . . , n} : bi /= 0}},
σ := max {rankA, #{j ∈ {1, . . . , n} : cj /= 0}}
and apply Theorem 1. 
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2. Proof of the sufficiency
We split the proof of the sufficiency into a few lemmas. Note that, without loss of
generality, A can be replaced by any similar matrix.
Lemma 3. Suppose that A ∈ Fn×n is nonscalar, has at least two eigenvalues equal
to 0 and is not a 2 × 2 nilpotent matrix of rank one. Then n  3 and A is similar to
a matrix of the form
0 0 a10 0 0
0 a2 A0

 , (1)
where A0 ∈ F (n−2)×(n−2), a1 = [1 0 · · · 0] ∈ F 1×(n−2) and a2 ∈ F (n−2)×1.
Proof. Recall that A is similar to the direct sum of the companion matrices of its
elementary divisors. Let A′ ∈ Fn×n be this direct sum. Suppose that the elemen-
tary divisors are ordered so that A′ = A1 ⊕ A2, where A1 ∈ Fp×p is nilpotent and
A2 ∈ F (n−p)×(n−p) is nonsingular. If p  3 and A1 /= 0, then A′ is permutation sim-
ilar to a matrix of the form (1). Two cases remain to be studied: (i) p  2 and A1 = 0;
(ii) p = 2 and A1 /= 0. Note that, in both cases, p < n. Suppose that A2 = D1 ⊕D2,
where
D1 =


0 1 0
.
.
.
.
.
.
0 0 1
∗ · · · ∗ ∗


is a nonsingular companion matrix. If Case (i) holds, let k = 0 ∈ F . If Case (ii)
holds, let k = 1 ∈ F . In both cases, A′ and
A
′′ =


0 0
0 0
1 0 · · · 0
0 0 · · · 0
0 0
...
...
0 0
0 k
D1


⊕D2 ⊕ 0p−2
have the same elementary divisors and, therefore, are similar. The matrix A′′ has the
prescribed form. 
Lemma 4. Let A ∈ Fn×n be a singular matrix that is not a 2 × 2 nilpotent matrix
of rank one. Then there exist nilpotent matrices B,C ∈ Fn×n such that A = BC.
Proof. By induction on n. If A is scalar, the result is trivial. From now on, assume
that A is nonscalar.
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Case 1. Suppose that A has exactly one eigenvalue equal to 0. Without loss of gen-
erality, suppose that A = 0 ⊕ A0, where A0 ∈ F (n−1)×(n−1). Choose d ∈ F (n−1)×1
and e ∈ F 1×(n−1) so that A0 − de is singular and is not a 2 × 2 nilpotent matrix
of rank one. According to the induction assumption, there exist nilpotent matrices
B0, C0 ∈ F (n−1)×(n−1) such that A0 − de = B0C0. Then
A =
[
0 0
d B0
] [
0 e
0 C0
]
.
Case 2. Suppose that A has at least two eigenvalues equal to 0. Then, according
to Lemma 3, n  3 and A is similar to a matrix of the form (1). Without loss of
generality, suppose that A has that form. Choose d ∈ F (n−2)×1 so that A0 − da1
is singular and is not a 2 × 2 nilpotent matrix of rank one. According to the in-
duction assumption, there exist nilpotent matrices B0, C0 ∈ F (n−2)×(n−2) such that
A0 − da1 = B0C0. Then
A =

 0 1 00 0 0
a2 d B0



0 1 00 0 a1
0 0 C0

 . 
Lemma 5. Let A ∈ Fn×n be a singular matrix, b1, . . . , bn ∈ F . Then there exist
B,C ∈ Fn×n such that B has eigenvalues b1, . . . , bn, C is nilpotent and A = BC,
except if, simultaneously, n = 2, A is nilpotent of rank one and b1 = b2 = 0.
Proof. The proof has already been done when b1 = · · · = bn = 0. The lemma is
trivial if A = 0. Now suppose that A /= 0 and there exists i ∈ {1, . . . , n} such that
bi /= 0. Without loss of generality, suppose that b1 /= 0.
Case 1. Suppose that A has exactly one eigenvalue equal to 0. Then A is similar
to 0 ⊕ A0, where A0 ∈ F (n−1)×(n−1) is nonsingular. Choose d ∈ F (n−1)×1 and e ∈
F 1×(n−1) such thatA0 − de is singular and is not a 2 × 2 nilpotent matrix. According
to the induction assumption, there exist matrices B0, C0 ∈ F (n−1)×(n−1) such that B0
has eigenvalues b2, . . . , bn, C0 is nilpotent and A0 − de = B0C0. Then A is similar
to
[
0 b1e
0 A0
]
=
[
b1 0
d B0
] [
0 e
0 C0
]
.
Case 2. Suppose that A has at least two eigenvalues equal to 0.
Subcase 2.1. Suppose that n = 3, A is nilpotent and b2 = b3 = 0. Then A is sim-
ilar to

0 1 00 0 k
0 0 0

 ,
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where k ∈ {0, 1}. Without loss of generality, suppose that A has this form. Then
A =

b1 0 0b1 0 −1
0 0 0



0 b
−1
1 0
0 k −k
0 1 −k

 .
Subcase 2.2. Suppose that Subcase 2.1 is not satisfied. Then A is similar to a
matrix of the form[
0 a
0 A0
]
,
where A0 ∈ F (n−1)×(n−1) is singular and a ∈ F 1×(n−1). Without loss of generali-
ty, suppose that A has this form. According to the induction assumption, there ex-
ist matrices B0, C0 ∈ F (n−1)×(n−1) such that B0 has eigenvalues b2, . . . , bn, C0 is
nilpotent and A0 = B0C0. Then
A =
[
b1 0
0 B0
] [
0 b−11 a
0 C0
]
. 
Lemma 6. Let A ∈ Fn×n be a matrix such that rankA = n− 1. Let b1, . . . , bn ∈
F, with at least one of these elements equal to zero.
Then there exist matrices A′, B ′, C′ ∈ Fn×n such that A′ is similar to A,B ′ has
eigenvalues b1, . . . , bn, C′ is nilpotent, the first column of B ′ is equal to zero, the
first row of C′ is equal to zero and A′ = B ′C′, except if, simultaneously, n = 2, A
is nilpotent of rank one and b1 = b2 = 0.
Proof. According to Lemma 5, there exist matrices B,C ∈ Fn×n such that B has
eigenvalues b1, . . . , bn, C is nilpotent and A = BC. Choose a nonsingular matrix
X ∈ Fn×n such that X−1BX = [0 B2], where B2 ∈ Fn×(n−1). Let X−1CX =
[Ct1 Ct2]t, where C1 ∈ F 1×n. Then X−1AX = B2C2. As rankA = n− 1, the rows
of C2 are linearly independent and C1 is a linear combination of the rows of C2, that
is C1 = yC2 for some y ∈ F 1×(n−1). Let
Y =
[
1 y
0 In−1
]
and take A′ = Y−1X−1AXY, B ′ = Y−1X−1BXY, C′ = Y−1X−1CXY . 
For every positive integer i, let
Ji =
[
0 Ii−1
0 0
]
∈ F i×i .
In particular, J1 = 0 ∈ F .
Lemma 7. Suppose that n3 and A=J2⊕Jn−2∈Fn×n. Let ρ, σ ∈{n−2, n−1}.
Then there exist matrices A′, B ′, C′ ∈ Fn×n such that A′ is similar to A,B ′ and
C′ are nilpotent, rankB ′ = ρ, rankC′ = σ and A′ = B ′C′. Moreover, unless ρ =
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σ = n− 1, the matrices B ′, C′ can be chosen so that the first column of B ′ is equal
to zero and the first row of C′ is equal to zero.
Proof. Define k1, k2, l as follows:
• k1 = k2 = l := 0 if ρ = σ = n− 2;
• k1 = l := 0 and k2 := 1 if ρ = n− 1 and σ = n− 2;
• k1 = k2 := 0 and l := 1 if ρ = n− 2 and σ = n− 1;
• k2 := 0 and k1 = l := 1 if ρ = n− 1 and σ = n− 1.
If n = 3, take A′ = A,
B ′ =

 0 0 1k1 0 0
0 k2 0

 and C′ =

0 0 0l 0 0
0 1 0

 .
If n = 4, take A′ = A,
B ′ =


0 0 1 0
0 0 0 k2
0 1 0 0
k1 0 0 0

 and C′ =


0 0 0 0
0 0 0 1
0 1 0 0
l 0 0 0

 .
Now suppose that n  5. According to Lemma 6, there exist matrices A0, B0, C0 ∈
F (n−2)×(n−2) such that A0 is similar to Jn−2, B0 and C0 are nilpotent, the first col-
umn of B0 is equal to zero, the first row of C0 is equal to zero and A0 = B0C0.
Clearly rankA0 = rankB0 = rankC0 = n− 3. As B0 is singular, there exists d ∈
F (n−2)×1 such that d is not a linear combination of the columns of B0. Then take
A′ = J2 ⊕ A0,
B ′ =

 0 0 fk1 0 0
0 k2d B0

 and C′ =

0 0 0l 0 0
0 f t C0

 ,
where f = [1 0 · · · 0]. 
Lemma 8 [1]. Let A ∈ Fn×n be a singular matrix. Let ρ, σ ∈ {0, . . . , n− 1}. Then
there exist nilpotent matrices B,C ∈ Fn×n such that A = BC, rankB = ρ and
rankC = σ if and only if
ρ + σ − n  rankA  min{ρ, σ } (2)
and A is not a 2 × 2 nilpotent matrix of rank one.
Proof. The necessity is obvious. We shall prove the sufficiency by induction on n.
The proof is a simple consequence of Lemma 4 when rankA = n− 1. Suppose
that rankA  n− 2. If n = 2, the result is trivial. Suppose that n  3. As rankA 
n− 2, A has at least two elementary divisors that are powers of x.
Case 1. Suppose that A is similar to J2 ⊕ Jn−2. This case has already been con-
sidered in Lemma 7.
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Case 2. Suppose that n > 4 and A is similar to J2 ⊕ J2 ⊕ A0, where A0 ∈
F (n−4)×(n−4) is nonsingular. Note that ρ, σ ∈ {n− 2, n− 1}. According to
Lemma 6, there exist matrices A1, B1, C1 ∈ F (n−2)×(n−2) such that A1 is similar
to J2 ⊕ A0, B1 and C1 are nilpotent, the first column of B1 is equal to zero, the first
row of C1 is equal to zero and A1 = B1C1. Note that rankB1 = rankC1 = n− 3.
Then A is similar to J2 ⊕ A1. Without loss of generality, suppose that A = J2 ⊕ A1.
Then A = BC, where
B =

0 0 fk 0 0
0 0 B1

 , C =

0 0 0l 0 0
0 f t C1

 , (3)
f = [1 0 · · · 0] and k, l are elements of F chosen so that rankB = ρ and
rankC = σ .
Case 3. Suppose that A is similar to J2 ⊕ J2 ⊕ J2. Note that ρ, σ ∈ {3, 4, 5} and ρ
and σ are not simultaneously equal to 5. According to Lemma 7, there exist matrices
A1, B1, C1 ∈ F 4×4 such that A1 is similar to J2 ⊕ J2, B1 and C1 are nilpotent, the
first column of B1 is equal to zero, the first row of C1 is equal to zero,
• rankB1 = ρ − 2 if ρ  4,
• rankB1 = ρ − 1 if ρ = 3,
• rankC1 = σ − 2 if σ  4,
• rankC1 = σ − 1 if σ = 3,
and A1 = B1C1. Then A is similar to J2 ⊕ A1. Without loss of generality, sup-
pose that A = J2 ⊕ A1. Then A = BC, where B and C have the forms (3), f =
[1 0 0 0] and k, l are elements of F chosen so that rankB = ρ and rankC =
σ .
Case 4. Suppose that A is similar to the direct sum of τ = n/2 copies of J2, with
τ  4. Then A is similar to A1 ⊕ A2, where A1 is the direct sum of two copies of J2
and A2 is the direct sum of τ − 2 copies of J2. Without loss of generality, suppose
that A = A1 ⊕ A2. We have ρ + σ − n  τ  min{ρ, σ }.
• If ρ + σ − n = τ , then τ < min{ρ, σ }; in this case, let ρ1 = σ1 := 3.
• If ρ + σ − n = τ − 1 and τ = ρ, then τ < σ ; in this case, let ρ1 := 2 and σ1 :=
3.
• If ρ + σ − n = τ − 1 and τ < ρ, let ρ1 := 3 and σ1 := 2.
• If ρ + σ − n < τ − 1, let ρ1 := σ1 := 2.
In any of the previous cases, let ρ2 := ρ − ρ1, σ2 := σ − σ1.
According to the induction assumption, there exist nilpotent matrices B1, C1 ∈
F 4×4 and B2, C2 ∈ F (n−4)×(n−4) such that rankB1 = ρ1, rankC1 = σ1, rankB2 =
ρ2, rankC2 = σ2, A1 = B1C1 and A2 = B2C2. Then A = BC, where B = B1 ⊕ B2
and C = C1 ⊕ C2.
Case 5. Suppose that none of the previous cases is satisfied. Then A is similar to
A1 ⊕ A2, where A1 ∈ Fp×p and A2 ∈ F (n−p)×(n−p) are singular, none of them is
nilpotent of size 2 × 2 and rank one, rankA1 = p − 1, 1  p < n. Without loss of
generality, suppose that A = A1 ⊕ A2.
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We assume that ρ  σ . In the other case the arguments are similar. Note that σ =
n− 1 implies ρ + σ − n = rankA = n− 2. Also note that ρ + σ − n = rankA im-
plies that ρ > rankA. Let
• ρ2 := ρ − p + 1 if ρ + σ − n < rankA and ρ < n− 1,
• ρ2 := ρ − p if either ρ + σ − n = rankA or ρ = n− 1,
• σ2 := σ − p + 1 if σ < n− 1,
• σ2 := σ − p if σ = n− 1.
According to Lemma 6, there exist nilpotent matrices B1, C1 ∈ Fp×p such that the
first column ofB1 is equal to zero, the first row of C1 is equal to zero and A1 = B1C1.
Clearly rankB1 = rankC1 = p − 1. According to the induction assumption, there
exist nilpotent matrices B2, C2 ∈ F (n−p)×(n−p) such that rankB2 = ρ2, rankC2 =
σ2 and A2 = B2C2. Bearing in mind Lemma 6, if σ = n− 1, then B2 and C2 are
chosen so that the first column of B2 is equal to zero and the first row of C2 is equal to
zero. As B2 and C2 are singular, there exist vectors d ∈ F (n−p)×1 and e ∈ F 1×(n−p)
such that d is not a linear combination of the columns of B2 and e is not a linear
combination of the rows of C2.
If σ < n− 1, then A = BC, where
B =
[
B1 0
kd 0 B2
]
, C =
[
C1 0
0 C2
]
and k is an element of F chosen so that rankB = ρ.
If σ = n− 1, then A = BC, where
B =
[
B1 0
d 0 B2
]
, C =

C1 0e
0 C2

 . 
Lemma 9. Let A ∈ Fn×n be a singular matrix. Let b1, . . . , bn ∈ F . Let ρ ∈
{0, . . . , n}. Let σ ∈ {0, . . . , n− 1}. Suppose that
• ρ + σ − n  rankA  min{ρ, σ },
• ρ  #{i ∈ {1, . . . , n} : bi /= 0},
• ρ = n implies that #{i ∈ {1, . . . , n} : bi /= 0} = n.
Then there exist B,C ∈ Fn×n such that B has eigenvalues b1, . . . , bn, C is nilpo-
tent, rankB = ρ, rankC = σ and A = BC, except if, simultaneously, n = 2, A is
nilpotent of rank one and b1 = b2 = 0.
Proof. By induction on n. The case n = 1 is trivial. Suppose that n  2. The proof
has already been done when b1 = · · · = bn = 0. Now suppose that there exists i ∈
{1, . . . , n} such that bi /= 0.
According to Lemma 5, there exist B,C ∈ Fn×n such that B has eigenvalues
b1, . . . , bn, C is nilpotent and A = BC. If bj /= 0, for every j ∈ {1, . . . , n}, then it
follows that rankB = n = ρ, rankC = rankA = σ and the proof is complete. Now
suppose that there exists j ∈ {1, . . . , n} such that bj = 0.
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If rankA = n− 1, then it follows that rankA = rankB = rankC = n− 1 = ρ =
σ and the proof is complete. From now on, suppose that rankA  n− 2.
Without loss of generality, suppose that A = A1 ⊕ A2, where A1 ∈ Fp×p is a
singular Jordan block and A2 ∈ F (n−p)×(n−p) is a singular matrix. Also suppose
that, if x2 is an elementary divisor of A, then A1 is of size 2 × 2.
Case 1. Suppose that A2 is a 2 × 2 nilpotent matrix of rank one and three of the
elements b1, b2, b3, b4 are equal to 0. Without loss of generality, suppose that b1 /= 0
and b2 = b3 = b4 = 0. Then ρ, σ ∈ {2, 3} and, without loss of generality,
A1 = A2 =
[
0 1
0 0
]
.
Then A = BC, where
B =


b1 0 0 0
0 0 0 0
0 1 0 0
0 0 k 0

 , C =


0 b−11 0 0
0 0 0 1
0 0 0 0
0 0 l 0

 ,
and k, l are elements of F chosen so that rankB = ρ and rankC = σ .
Case 2. Suppose that Case 1 is not satisfied. Without loss of generality, suppose
that
#
{
i ∈ {1, . . . , p} : bi /= 0
} = min {p − 1, #{i ∈ {1, . . . , n} : bi /= 0}}.
According to Lemma 6, there exist matrices A′1, B1, C1 ∈ Fp×p such that A′1 is
similar to A1, B1 has eigenvalues b1, . . . , bp, C1 is nilpotent, the first column of
B1 is equal to zero, the first row of C1 is equal to zero and A′1 = B1C1. Clearly,
rankA′1 = rankB1 = rankC1 = p − 1.
Note that, if bp+1, . . . , bn are different from 0, then ρ = n− 1. Let
• ρ2 := ρ − p + 1 = n− p if bp+1, . . . , bn are different from 0,
• ρ2 := min{n− p − 1, ρ − p + 1} otherwise;
• σ2 := σ − p if either σ = n− 1 or (ρ2 = ρ − p + 1 and ρ + σ − n = rankA).
• σ2 := σ − p + 1 otherwise.
Subcase 2.1 Suppose that ρ2 = n− p − 1 < ρ − p + 1 and σ = n− 1. Then
ρ = n− 1, there exists i ∈ {p + 1, . . . , n} such that bi = 0 and rankA2=n−p−1.
According to Lemma 6, there exist A′2, B2, C2 ∈ F (n−p)×(n−p) such that A′2 is sim-
ilar to A2, B2 has eigenvalues bp+1, . . . , bn, C2 is nilpotent, rankB2=ρ2, rankC2
= σ2, the first column of B2 is equal to zero, the first row of C2 is equal to zero and
A′2 = B2C2. Choose vectors d ∈ F (n−p)×1 and e ∈ F 1×p such that d is not a linear
combination of the columns of B2 and e is not a linear combination of the rows of
C1. Then A′1 ⊕ A′2 = B ′C′, where
B ′ =
[
B1 0
d 0 B2
]
, C′ =

C1 0e
0 C2

 .
As A and A′1 ⊕ A′2 are similar, the conclusion of the proof is trivial.
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Subcase 2.2 Suppose that Subcase 2.1 is not satisfied. According to the induc-
tion assumption, there exist B2, C2 ∈ F (n−p)×(n−p) such that B2 has eigenvalues
bp+1, . . . , bn, C2 is nilpotent, rankB2 = ρ2, rankC2 = σ2 and A2 = B2C2. If B2 is
singular, choose d ∈ F (n−p)×1 such that d is not a linear combination of the col-
umns of B2; otherwise, take d = 0. Choose e ∈ F 1×(n−p) such that e is not a linear
combination of the rows of C2. Then A′1 ⊕ A2 = B ′C′, where
B ′ =
[
B1 0
kd 0 B2
]
, C′ =

C1 le0
0 C2


and k, l are elements of F chosen so that rankB ′ = ρ and rankC′ = σ . Note that
at least one of the elements k, l is equal to 0. As A and A′1 ⊕ A2 are similar, the
conclusion of the proof is trivial. 
Proof of Theorem 1 (Sufficient condition). By induction on n. The case n = 1 is
trivial. Suppose that n  2. The proof has already been done when c1 = · · · = cn =
0. When b1 = · · · = bn = 0, the proof is analogous. Now assume that there exist
i, j ∈ {1, . . . , n} such that bi /= 0 and cj /= 0. Without loss of generality, suppose
that b1 /= 0 and c1 /= 0.
Firstly, suppose that A = 0. Note that ρ + σ  n and max{ρ, σ } < n. Without
loss of generality, suppose that bρ+1 = · · · = bn = 0 and c1 = · · · = cn−σ = 0. Then
A = BC, where
B = (diag(b1, . . . , bρ, 0)+ J tρ+1)⊕ 0n−ρ−1,
C = 0n−σ−1 ⊕
(
diag(0, cn−σ+1, . . . , cn)+ J tσ+1
)
.
Now suppose that A is nonscalar. Then A is similar to a matrix of the form[
b1c1 A1,2
A2,1 A2,2
]
∈ Fn×n.
(Cf. [5, Lemma 1].) Without loss of generality, suppose that A has this form. Note
that rank (A2,2 − b−11 c−11 A2,1A1,2) = rankA− 1.
Case 1. Suppose that n = 3, A2,2 − b−11 c−11 A2,1A1,2 is nilpotent of rank one,
b2 = b3 = c2 = c3 = 0 and ρ = σ = 2. As rankA = 2 and A is singular, we deduce
that either A is nonderogatory or A is similar to diag(0, a, a), with a /= 0.
Subcase 1.1. Suppose that A is nonderogatory. Then A is similar to a matrix of the
form 
0 b1 00 v c1
0 u 0


for some u, v ∈ F . Without loss of generality, suppose that A has this form. Then
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A =

b1 0 0v 0 1
u 0 0



0 1 00 0 0
0 0 c1

 .
Subcase 1.2. Suppose that A is similar to diag(0, a, a), with a /= 0. Without loss
of generality, suppose that A has this form. Then
A =

0 0 01 0 0
0 1 b1



0 a 00 0 a − b1c1
0 0 c1

 .
Case 2. Suppose that Case 1 is not satisfied. From now on, the argument is adapted
from [3, Theorem 4.5.4]. According to the induction assumption, there exist ma-
trices B0, C0 ∈ F (n−1)×(n−1) such that A2,2 − b−11 c−11 A2,1A1,2 = B0C0, B0 has ei-
genvalues b2, . . . , bn, C0 has eigenvalues c2, . . . , cn, rankB0 = ρ − 1, rankC0 =
σ − 1. Then
A =
[
b1 0
c−11 A2,1 B0
] [
c1 b
−1
1 A1,2
0 C0
]
. 
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