We present an extension to the conventional transition mean model by adding a conditional variance model and assuming unknown link and variance functions. This extension gives rise to great flexibility of addressing not only the transitional relationship between the response and covariates but also the heteroscedastic mechanism of the underlying measurement process. We propose a kernel-based nonparametric estimation and inference for the regression parameters. Our estimation procedure for the regression coefficients detours the unknown link and variance functions, and hence its implementation is rather straightforward. The simulation studies show that the proposed methodology is particularly useful to extract the mean signals when they are heavily masked by strong variation. Both root-n parametric rate consistency and asymptotic normality of the proposed estimators are established. Numerical illustrations include also an analysis of longitudinal data on the length of women's menstrual cycles.
INTRODUCTION
Consider longitudinal outcomes, y ij , measured at time j for subject i, j = 1, . . . , n i ; i = 1, . . . , K. Associated with each time series {y ij , j = 1, . . . , n i } are covariate vectors x ij . In the analysis of such longitudinal data, transition models are used to describe the conditional distribution of response y ij as a function of past responses, y ij−1 , . . . , y i1 , and covariate x ij . In the framework of generalized linear models, the conditional mean, μ ij = E (y ij |H ij , x ij ), and the conditional variance, ν ij = var (Y ij |H ij , x ij ), are the central profiles of the conditional distribution for modelling. Here H ij = {y i1 , . . . , y i,j−1 } represents the past responses for subject i. The classical generalized linear transition model explicitly expresses the influences of the past values y i1 , . . . , y i,j−1 on the present observation, y ij , hence it is useful to predict the future of the measurement process using the past and the present observations as well as the covariate information.
The transition model of order p takes the form (e. and ν ij = ϕV (μ ij ), where h is a known canonical link function and V is a known variance function determined fully from an assumed density function for the data. Here ϕ is the dispersion parameter. The interest for the utility of this model lies mostly in understanding the mean function of the measurement process, in which the conditional variance is completely specified by the mean model via the known variance function. However, in some practical studies, it is rather restrictive to require the conditional variance in a bond with the mean through a fixed manner. In other words, the order p in the mean model does not necessarily suit for the variance mechanism. The misspecification of the variance may lead to a great loss of efficiency for the mean parameter estimation as well as to inadequacy of commonly used goodness-of-fit statistics (Chiou and Müller, 1998; Wang and Carey, 2003 ; Ye and Pan, 2006) . In addition, in some applications such as image restoration, microarray data analysis and financial time series analysis, modelling of the variance itself is of interest; see for example, Diggle and Verbyla (1998) and Ruppert et al. (1997) , to name but a few. Hence, many researchers have advocated to relax either the dependence of the variance on covariates through only the mean function (e.g. Crowder, 1995 and Carroll and Ruppert, 1988; Paik 1992; Carroll, 2003) or the fixed form of the variance function V (·). For the latter case, various kernel-based estimators were suggested, such as Müller and Stadtmuller (1987) , Hall and Carroll (1989) , Hall and Marron (1990) , and Neumann (1994) ; local polynomial based estimators were considered by Fan and Yao (1998) and Ruppert et al. (1997) , Chiou and Müller (1998) , and Fan et al. (2007) . However, simultaneously relaxing both restrictions has been little studied in the literature. The paper is intended to make a contribution in this regard.
We consider a semiparametric transition model of orders p and q, denoted by STM(p, q), given by
where m is an unknown smooth link function and v 2 is an unknown smooth variance function, both of which are to be estimated, and z ij is a vector of covariates, which may be a subset of x ij . Compared to the traditional transition model, the proposed model does not require the specification of the link and variance functions, in the hope that the nonparametric functions m and v 2 can provide, respectively, data-driven functional relationships of the present observation on past observations and covariates. In addition, our models are free of the assumption that the variance depends on covariates only through the mean.
Throughout the paper, subscripts m and v denote any terms related to the mean and variance models, respectively. Also, subscript mv indexes a joint vector of both mean and variance model components. For instance, θ m = (β , φ 1 We propose a kernel-based estimating equation approach to the estimation of regression coefficients θ mv . A novel methodological contribution of this paper is that the θ mv is estimated directly, rather than iteratively, with no need of estimating the two nonparametric functions m(·) and v 2 (·). Then, these two functions are estimated using any familiar nonparametric regression method such as that given in Ruppert et al. (1997) or Fan and Yao (1998) . We show that the estimator of θ mv is of parametric rate root-n consistency and asymptotically normally distributed.
The paper is organized as follows. Section 2 presents the estimation method for the regression coefficients. The large sample properties of the estimators are discussed in Section 3. Section 4 concerns a bandwidth selection procedure. Details of simulation studies are reported in Section 5. In Section 6 the proposed model is illustrated by a real data analysis. Some concluding remarks are given in Section 7. All technical details are listed in the two appendices.
ESTIMATION
To deal with the identifiability issue between the nonparametric function and the regression coefficients, we invoke a set-to-zero constraint; that is, the first components of θ m and θ v are fixed at certain known values c m and c v , respectively. Therefore, the actual number of parameters to be estimated in θ m or in θ v is reduced by one. For the ease of exposition, in this paper we keep using the above notation for the subvectors of parameters to be estimated, although both their first elements need not be estimated.
It is crucial to build up an estimation procedure that is numerically stable for the estimation of θ v in the variance model. If following Chiou and Müller's (1998) three-stage approach, one may use the residuals to set up an estimating equation for θ v as follows:
where N v is the number of terms in (3), D is a weight function and e m,ij = {y ij − m(w m,ij θ m )} 2 are the squared residuals from the mean model. p∨q+1 = max{p, q+1}. However, two issues may affect the performance of this method. One is the analytic difficulty of establishing large sample properties at a parametric rate K −1/2 , owing to the involvement of parametric estimate θ m and the nonparametric estimate v 2 (·). The other is the numerical stability, as squares in the e m,ij 's can easily create a number of unduly large values, which will impair the stability of estimation, unless a certain robustness treatment is imposed to downweight the influence of outliers. Refer to some numerical evidence reported from our simulation studies in Section 5.
To de-tangle the estimation of θ mv from the estimation of the nonparametric functions, for the purpose of better numerical stability, we propose kernel-based estimating equations. To proceed, first note that the first and second conditional moments of y ij depends on covariates x ij and past observations H ij , respectively, only through in- 
Then, the least squares estimates of the regression coefficients θ m and θ v are obtained as the solutions to the two following kernel estimating equations:
where N m is the numbers of terms in (6) . The estimators θ m and θ v are the solution to the joint equations (6) and (7) . Asymptotic properties of the proposed estimators above are presented in Section 3, including √ K-consistency and asymptotic normality. But, all the technical details such as proofs are listed in the two appendices. We make three remarks.
1. A difference of (7) from the existing method given by (3) is that the former uses directly the squared observations, y 2 ij , rather than the squared residuals e m,ij . This treatment enables us to avoid the unknown link function m(·) and the unknown variance function v 2 (·) in the estimation of θ v . 2. The formulation of (6) is helpful to gain numerical stability because the estimation of θ m is little interfered by the estimation with (7) . In other words, the estimating function of (6) is {θ v , v 2 (·)}-insensitive (Jørgensen and Knudsen, 2004) , which is a desirable property in handling the estimation of nuisance parameters. 3. Another advantage for the utility of kernels in the construction of the estimating equations (6) and (7), especially (7), is the robustness against unduly large observations that are easily created by the squares of observations. Kernels essentially use local observations and hence hamper the propagation of local abnormality into a global effect.
Throughout the rest of the paper, denote the (
For r = 0, 1, i = 1, . . . , K and j = 1, . . . , n i , let
The Newton-Raphson algorithm is used to solve the above equations (6) and (7) . The Hessian matrix of
is a 2 × 2 block matrix of the following form:
,
An iterative update scheme is used to search the solution of equation s mv (θ m , θ v ) = 0. Since the Hessian matrix is lower block-triangular, it is numerically stable to iteratively update the values of θ m and θ v as follows,
The starting values of the search may be specified from a GLM fit, where both m(·) and v 2 (·) are approximated with high-order polynomial functions. 
LARGE SAMPLE PROPERTIES
where Ω m and Ω mv are two compact sets satisfying conditions (13) and (14) given in Appendix 1, respectively. Here I(C) is an indicator of set C.
Theorem 1. (Consistency) Under Condition List
A in Ap- pendix 1, θ mv converges in probability to θ mv,0 as K → ∞.
Theorem 2. (Asymptotic Normality) Under both Condition Lists A and B in Appendix
where the sensitivity matrix is
and the variability matrix is
Here the Kronecker product is a ⊗2 = aa for any vector a.
Directly evaluating the above sandwich asymptotic covariance matrices is numerically challenging, because it involves estimating the derivatives of the nonparametric functions, which appears very tedious. To overcome this difficulty in the numerical implementation, we adopt the bootstrap method to compute the standard errors of the estimates.
Note that to make the above asymptotic properties valid both K m and K v are required to be fourth-order kernels, in which the corresponding bandwidths h m and h v are of order n −η , 1/8 < η < 1/5. Fourth-order kernels can be found in Müller (1984) . It is known in the literature (e.g. Hastie and Tibshirani, 1990; Carroll et al., 1997) that to achieve consistency at the root-n parametric rate, the nonparametric components need to be under-smoothed, resulting in the requirement of higher-order kernels than the familiar secondorder kernels.
BANDWIDTH SELECTION
The proposed method needs to choose suitable bandwidths h m and h v . We followed Chiou and Müller's (1998) method of bandwidth selection, as it is found to fit well into our setting. To proceed, let the estimated moments in (4) and (5) 
A Pearson-type goodness-of-fit measure is given by
To find the optimal solution, in this paper we considered a "greedy" search. That is, we first specified a sequence of paired grid points of (h m , h v ), and at each point we then computed Q(h m , h v ). The optimal bandwidths h m and h v can be easily obtained as the pair giving the minimum of the following objective function:
ni j=p∨q+1 a ij , and k = dim(w mv,ij ).
SIMULATION EXPERIMENTS
To examine the performance of the proposed model and inference method, we conduct two simulation experiments in this section. One experiment is designed to have strong signals in the mean model but weak variability in the variance model, while the other is set to have strong variability in the variance model that badly masks the signals in the mean model. In both simulation studies, the true link and variance functions are known. So, we compare the estimates obtained from our approach with unknown link and variance functions to those obtained from the approach with known link and variance functions. According to Hall and Severini (1998), we consider the competing estimates obtained from the following two estimating equations,
where both m and v 2 are specified as their true functions. The Newton-Raphson algorithm is implemented to solve the above equations (11) and (12) . The resulting estimates are referred to as the estimates with CLVF (correct link and variance functions).
We simulate longitudinal data from a transition model of orders p = 2 and q = 1, where the covariate vector for the mean model is x ij = (x ij1 , x ij2 , x ij3 ) with
Hypothetically, x 1 represents an exposure over time per subject, x 2 represents a treatment over time per subject, and x 3 represents a time-dependent trend. The covariate vector for the variance model is z ij = (x ij1 , x ij3 ) . The initial observation is generated by
and the other observations are generated sequentially from the following transition model,
In the two simulation studies, we always fix parameters α = (−0.5, 2. 
where SD stands for the standard deviation. Clearly, the SNR measures the severity that the variance masks the mean signals. The sample version of the SNR is calculated by the substitution of the corresponding sample standard deviations.
It is worth noting that in the first design of simulation, compared to the square variance function v 2 (u) = u 2 , the exponential link function, m(u) = exp(u), clearly presents a dominant trend, so the corresponding SNR is large. In contrast, the second design of simulation specifies a periodic link From the simulation studies, we learned:
(i) The method with CLVF performs better than the proposed STM when the SNR is around 1, indicating a balance between the signals from both mean and variance models. See the top block of Table 1 . This is not surprising, because the CLVF estimation is carried out under the true link and variance functions, whereas the STM method assumes these two functions unknown. One exception, though, is the estimation of parameter φ 1 , the lag-2 autoregressive effect in the mean model, where the bias and ESD of the proposed STM estimation are smaller. Also, we found in our simulation studies that the CLVF is very sensitive to the SNR level. From some additional simulation experiments, we observed that with a slight increase in the SNR, the bias and ESD of CLVF's estimates of mean parameters become smaller than those of the STM's, whereas the bias and ESD of CLVF's estimates of variance parameters tend to become larger than those of the STM. In contrast, the proposed STM is relatively robust against the change of SNR level. (ii) The CLVF method has been greatly challenged when the SNR balance is broken. When the mean signal is very strong, the case presented in the bottom block of Table 1 , the CLVF method appears to have great difficulty of capturing the variance structure properly, resulting in about 74% of runs failing to converge. This is due largely to that in the CLVF method, the estimation of the mean and variance model parameters are deeply involved each other. In contrast, the proposed method works well, which is beneficial from the fact that equation (6) is {θ v , v 2 (·)}-insensitive. In addition, the kernel-based estimation utilizes essentially local observations, and unduly large observations created by y 2 ij in the variance model can be automatically downweighted or deleted from a local fit. Thus, the performance of the STM method appears quite stable. (iii) The performance of the STM appears steadily better than the CLVF method when the variance model dominates over the mean model, as indicated by the Table 2 . In such a situation, strong variability severely masks the mean signals. So, even if the link and variance functions are correctly specified, the CLVF method does not work well. The top block of Table 2 A possible explanation for such a poor performance is that the large variance can lead to distortion or cancellation of the mean effects in the estimating equation (11), described as follows: for any θ mv in a neighborhood around the θ mv,0 , Table 2 , when the dominance of the variance model decreases by lowering σ 2 from 1 to 1/4, because again of the weak trend pattern of m(u) = sin 2 (uπ/2), the performance of the kernelbased estimation remains still better than the CLVF method, although the concern on convergence of the latter is alleviated.
With regard to the computing time, the proposed procedure converged on average with 10 iterations, and each iteration took approximately 1.5 CPU seconds on an average PC that we used to run the simulation studies.
A DATA EXAMPLE
To illustrate the application of the proposed methodology, we re-analyzed the data from a 1-year longitudinal study on the length of menstrual cycles in a sample of 157 college women (Harlow and Matanoski, 1991; Lin et al., 1997) . In this study, a total of 1158 standard cycles were observed with each woman contributing from n i = 1 to (1997) . Such strong within-subject heterogeneity at the variance level motivates Lin et al. to extend Harlow and Zeger's analysis based on the standard linear mixed-effects model. In this paper, using the proposed semiparametric transition model, our analysis will provide a different approach to modelling and interpreting this strong heterogeneity. Thus, we present some new understanding about the transitional behaviour of ovarian function. It is also useful to forecast the transitional mechanism of the menstrual cycle based on the historic cycle information and the baseline covariates.
Denote by y ij the j-th menstrual cycle length for the i-th women (i = 1, . . . , 157, j = 1, . . . , n i ). The following model STM(1, 1) is applied to fit the data, We compare the STM(1,1) based analysis to that given by a simple linear transition model (LTM) of order 1:
where ς ij are iid errors with mean zero and variance σ 2 . The simple LTM analysis assumes the identity link function, m(u) = u, and does not model the variance of the measurement process. Using the bandwidth selection method given in (10), we found the bandwidths equal to h m = 2.7 and h v = 0.15, and the resulting estimates of the regression coefficients and their standard errors are listed in Table 3 . The calculation of the standard errors was done via the resampling method with 300 bootstrap samples, in which each subject is treated as a resampling unit in order to preserve the inherent transitional feature of the data. The choice of 300 sample size was determined by monitoring the stability of the standard errors; we found that when the bootstrap sample size is between 200 and 300, the resulting standard errors got stabilized and the difference was only marginal. The estimation results from the analysis of the menstrual cycle length data using the proposed STM(1, 1) The estimates obtained from the simple LTM(1) model are also included in Table 3 for comparison. Our analysis concludes that the diet has a significant effect on both the mean length of menstrual cycle and the variance of the cycle. This finding is in agreement with the previous two analyses by Harlow and Matanoski (1991) and Lin et al. (1997) . What is new from our analysis is that the variance of the cycle has a significantly positive relation with the length of cycle at the previous time; that is, the longer the previous cycle takes, the more variable the current cycle length is. Figure 1 displays the estimated mean and variance functions of the STM(1, 1) model, with 95% bootstrap confidence bands. For the variance function, we fix the mean index d m at the sample mean (equal to 2.7) of d m,ij 's. These estimated functions are obtained by the standard kernelbased nonparametric regression approach, after the estimation of the regression coefficients in both the mean and variance models is done. Clearly, the two estimated functions appear to be highly non-linear. The mean function begins to decrease when the mean index d m is around 6. Considering the edge effect of kernel smoothing technique, our conclusion of pattern change would be drawn cautiously for the range of 6 < d m < 8. This means that for example, for an average college woman (with d m around the average 2.7) dieting will reduce the length of her menstrual cycle, but this effect may be reversed for a woman with approximately 6 < d m < 8. Similarly, the variance function exhibits an overall increasing pattern with a few waves. Given these findings of non-linearity, one should be cautious to interpret the results given in the LTM(1) based analysis, where the three covariates and the lag-1 observation are all found statistically significant. In particular, the covariate CAMP is only marginally significant from the LTM analysis, but not significant from the STM analysis.
CONCLUDING REMARKS
There are several types of models developed in the literature for the analysis of longitudinal data. The class of transition models provides a unique perspective to address the serial dependence mechanism for the longitudinal data. Transitional patterns are of primary interest in dealing with serially correlated data and forecasting. Besides the applications shown in the paper, our proposed model can be applied to analyze time-course microarray data and panel data from finance and economics. In these subject-matters fields, signals at the mean level are typically masked by strong noise, so that it is hard to extract the mean signals effectively and appropriately. This paper presents a useful approach to overcoming this difficulty.
A striking experience gained from our simulation studies is the importance of numerical stability. The standard transition model with correctly specified link and variance functions can easily run into the problem of non-convergence, and hence numerically very unstable. Practically, this is a big concern, which can stop practitioners from using the transition model. In contrast, the proposed method performs remarkably stable, due to the use of local observations in the kernel-based estimating equations and the exclusion of the variance parameters from the estimating equation related to the mean model. Our approach may result in lower estimation efficiency in the case when both link and variance functions are known and the signal-to-noise ratio is around 1. However, in practice this efficiency loss is hardly avoided because the true link and variance functions are never known.
With no doubt, to fit the proposed model well, in which the unknowns include two nonparametric functions and some regression coefficients, the sample size cannot be too small. As suggested by a reviewer, we repeated the simulation studies on STM(2,1) model in Section 5 with sample size K = 100. We found that the proposed method failed to converge for 27.5% of the samples, and the CLVF performed even worse. However, using the convergent cases we obtained findings similar to those from Tables 1 and 2 .
One limitation of the proposed methodology is that it is not applicable to data with categorical response variables. For the example of binary responses, equation (7) is invalid because y 2 ij = y ij . A new approach is needed to overcome this limitation. Another remaining issue is the selection of orders p and q in the application of the proposed STM methodology. This is a non-trivial issue as in the context of estimating functions, the lack of objective functions gives rise to the difficulty of proposing suitable model selection criteria, such as analogs of the AIC or BIC in the likelihood based inference. One possible direction is in the line of Pan (2001) , but further exploration is needed.
As for other possible future directions of research in the area of transition models for longitudinal data, although being very useful, such types of models are currently limited to fit only regularly balanced time series. Some extensions are needed to cope with (i) data with irregular visit times, (ii) subjects who do not have sufficient number of observations for the transition models of orders p and/or q, and (iii) data with intermittently missing observations. Methodologies such as continuous-time Markov models and missing data imputation are of possibility, which have been listed as part of our future projects.
To establish asymptotic normality for the proposed estimators, some additional assumptions are given in the Condition List B below.
B1: There exist compact sets Ω m and Ω v , with 
By the strong law of large numbers, the first term
→ 0, and the third term 
where g(·) is a function whose derivatives g (rm+1,rv+1) (δ mv ) exist and are bounded.
Proof of Lemma A1. See Horowitz (1996) .
As K → ∞,
, and
Proof of Lemma A2. We prove the first result for F mv,0 ( δ m , δ v ) and the second can be proved in a similar way. Let the first-order Taylor expansion gives, with r = 0, Similarly, from (5) we have E(y 2 | mv ) ≡ E(y 2 | δ mv ) = F mv,1 ( δ mv )/ F mv,0 ( δ mv ). It follows from Lemma A2 that 
Plugging (18) into (21) and (19) into (21), exchanging the order of two summations, and applying Condition B1, we obtain 
Hence, Theorem 2 is proved.
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