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I. INTRODUCTION
There are two aspects of human speech: audio and visual. The audio speech signal refers to the acoustic that uses the articulatory organs together with the muscles a speaker produce speech. The problem of acoustic signal is that the accuracy of speech recognition technique is not good enough in noisy condition. [1] The process of identifying the words or letters from the movement of lips is called lip-reading. Lip-reading can solve this problem because lip-reading uses only visual features, which are not affected by noise. The lip movements contain enough information for the visual categorization of speech but these features vary from one language to another because the pronunciation is different for different languages.
As for spoken language learning for hearing impaired people, aside from residual listening, lip reading is an important channel to understand the information. Lip reading or speech reading is a tool applicable for person with hearing disability. This is a way of understanding speeches by interpreting the movement of the lips and tongue when there is noise interference or normal sound is not available. With the  Manuscript received December 29, 2013; revised June 20, 2014. This work was supported in part by the Polytechnic University of the Philippines.
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complexity of the Artificial Neural Network (ANN), nowadays, many computer systems use ANN for it is developed with a systematic step-by-step procedure which optimizes a criterion commonly known as the learning rule.
Artificial Neural Network refers to computing systems whose central theme is borrowed from the analogy of biological neural networks. The use of the term "Artificial" is to provide an imitation of the real thing by the use of computer technology. [2] A neural network's ability to perform computation is based on hope that we can reproduce some of the flexibility and power of human brain by artificial means. Basically, [3] a neural network is machined that is designed to model the way in which the brain performs a particular task or function of interest. The network is usually implemented by using electronic components or is simulated in software on a digital computer. This paper is closely related to the existing study entitled "Lip-Reading using Neural Networks" wherein [4] the researchers of this study implemented this project using an evaluation version of the software NeuroSolutions5. They have used the evaluation version of the software; they got the maximum accuracy of 52%. This research project is the first attempts to use Neural Networks classification (clustering) for addressing this challenging problem that combines two different application domains of classification and predicting which brings out the much desired output. However, none of these include the effect of the variable extraction of the lips, distance, viewing angle and the light orientation while recognizing the speech.
The developed tool is an application that recognizes the select alphabet by interpreting the movement of the lips and tongue where noise interference and normal sound is a not a factor. [5] Filipinos speak nine more indigenous languages all belonging to the Malayo-Polynesian group namely: Tagalog, Cebuano, Ilocano, Ilonggo, Bikolano, Waray, Visayan, Pampango and Pangasinan. Each of the nine has a number of dialects; hence, there are 87 dialects in all. Some dialects of the same language are mutually unintelligible to each other. Each of the nine languages has its own extensive literature. The oldest and the richest is Tagalog, the language extensively used in Central and Southern Luzon, and considered the basis of the national language of the Philippines. The ABAKADA alphabet is the traditional Filipino alphabet that is being used as guide in writing and speaking of Filipino words. Since the said alphabet is the starting point of learners herein the Philippines, the researchers decided to make a lip reading system using this language as the basis of the training ground for the experiment. The researchers used algorithms such as ANN and macropixelling algorithm and processes to be able to come up with the desired variables presented in this paper. [6] Neural networks, with their remarkable ability to derive meaning from complicated or imprecise data can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. A trained neural network can be thought of as an expert in the category of information it has been given to analyze. Neural network is applied in Lip Reading, one of the easiest ways to recognize the speech. It is one of the latest techniques widely preferred for speech recognition. [7] We describe a lip reading system that uses both, shape information from the lip contours and intensity information from the mouth area. (Shape information is obtained by tracking and parameterizing the inner and outer lip boundary in an image sequence. Intensity information is extracted from a grey level model, based on principal component analysis. [8] In comparison to other approaches, the intensity area deforms with the shape model to ensure that similar object features are represented after non-rigid deformation of the lips. We describe speaker independent recognition experiments based on these features.
II. THE DEVELOPED SYSTEM
The system is developed using MATLAB and Microsoft Visual C#. It is not a web-based application therefore, it is intended to run on standalone computer. Since it is an experimental study, it will only yield on the ABAKADA alphabet and the researcher alone will be the respondent to evaluate the developed application.
A. System Architecture
In the initialization of the system, it will capture a video of the speaker by using a webcam. The captured video will undergo the process of image acquisition; this process will acquire the image frames from the video. The images will be pre-processed; cropping, gray-scaling and noise reduction will be implemented. Then the pre-processed images will be converted to image matrices. The system will then manipulate the gathered data and will compare it to the trained data using the Artificial Neural Network algorithm to give the optimized solution. Once the process was done it will give the optimized output selected as recognized word based on the A-BA-KA-DA and will display the frames of images of the mouth of the speaker. The System Architecture is illustrated in Fig. 1 . Fig. 1 . System architecture. Fig. 2 shows the composition of image processing architecture. The sequence of images captured from the video will be the input for image processing. This unit includes techniques in image processing or editing like recognition of point of interest, cropping, gray-scaling and noise reduction of the images. Then the pre-processed images will be generated to image matrices. 3 shows the artificial neural network architecture. The image matrices are the input and will undergo the artificial neural network algorithm that will determine if the pattern generated is matched to the trained data. The process will output the matched data recognized by the system. 
B. Software
The researcher provides an interface wherein the user can interact with the system. Fig. 4 shows the prototype of the interface where there is only one option on it. The aim of the system is to capture the lips and identify the letter that is been mentioned.
C. Research Methods and Techniques
In Ref. [9] an experimental method is an attempt by the researcher to maintain control over all factors that may affect the result of an experiment it is cause and effect relationship based on the manipulated variables. In doing this, the researcher attempts to determine or predict what may occur. This method is design to test the degree of accuracy in recognition of the Tagalog Alphabet.
The researchers gathered data through experiments. In each experiment, there is controlled variable in the lip-reading process. These experiments determine the sample amount different parameters to be used. The following are the amount of each independent variable used by the proponents.
[10] RSS is used to calculate the aggregate accuracy of the measurement when the accuracies of the all measuring devices are known. The average accuracy is not merely the arithmetic average of the accuracies (or uncertainties), nor is it the sum of them. The following is the formula for computing the RSS. 
III. RESULT AND CONCLUSION
After the tool was developed the degree of accuracy of the recognition of the application was evaluated by the proponents according to (a) light orientation; (b) viewing angle and (c) the user's distance from the camera. The light orientation determines the shadow it creates and how it is affected by a particular light source. It also identifies an object's shadow as the region from which a light source is not visible because the object obstructs the line of sight. Table I shows the Summary of findings in experiment paper for varying light orientation. It illustrates that the mouth's movement are most recognizable with front side light orientation with an average of 69.66%, followed by 45° right hand side light orientation with an average of 69.42% and lastly by 45° left hand side light orientation with 68.99%. These findings only show that the most ideal light orientation to use for the system to get the highest accuracy of recognition is the front side.
On the other hand, the viewing angle assesses the degree of accuracy in the recognition of Select Tagalog Alphabet through lip reading with respect to the viewing angle. We tested the tool and set the independent parameters of distance to 60cm, light orientation to front and answered the formulated experiment paper. The proponents chose 45 degrees left side view, front view and 45 degrees right side view as the various settings for the viewing angle to test with.
The researchers summed up the precision rate of the tool for matched, mismatched and unrecognized outputs on the different viewing angle settings. The results of the tests are shown it Table I . It depicts that mouth's movement are most recognizable with front side light orientation with an average of 69.66%, followed by 45° right hand side light orientation with an average of 69.42% and lastly by 45° left hand side light orientation with 68.99%. These findings only show that the most ideal light orientation to use for the system to get the highest accuracy of recognition is the front side. To assess the degree of accuracy in the recognition of the developed tool with respect to the viewing angle, we tested the tool and set the independent parameters of distance to 60cm, light orientation to front and answered the proposed experiment paper. The researchers chose 45 degrees left side
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view, front view and 45 degrees right side view as the various settings for the viewing angle to test with.
The researchers summed up the precision rate of the tool for matched, mismatched and unrecognized outputs on the different viewing angle settings as shown in Table II .
The Table II shows that mouth's movement is most recognizable with right side view viewing angle with an average of 70.87%, followed by 60° front view viewing angle with an average of 70.19% and lastly by 60° left side view viewing angle with 69.11%. These findings only show that the most ideal viewing to use for the system to get the highest accuracy of recognition is the 60° left side viewing angle.
B. Distance of the Speaker
To assess the degree of accuracy in the recognition of the developed tool with respect to the distance of the speaker, we tested the tool and set the independent parameters of light orientation to front, viewing angle to front view and answered the proposed experiment paper. The researchers chose 50cm, 60cm and 70 cm as the various settings for the distance of the speaker to test with.
The researchers summed up the precision rate of the tool for matched, mismatched and unrecognized outputs on the different distance of the speaker settings. The results of the tests are shown in Table III . The Table III shows that mouth's movement is most recognizable with 50cm distance with an average of 74.78%, followed by 60cm distance with an average of 70.39% and lastly by 70cm distance with 67.92%. These findings only show that the most ideal distance to use for the system to get the highest accuracy of recognition is the 50cm.
Table IV summarized the findings in experiment paper for varying viewing angle The table shows that mouth's movement is most recognizable with right side viewing angle with an average of 70.87%, followed by 60° front viewing angle with an average of 70.19% and lastly by 60° left side viewing angle with 69.11%. These findings only show that the most ideal viewing to use for the system to get the highest accuracy of recognition is the 60° left side viewing angle. Apparently, the distance of the speaker assess the degree of accuracy in the recognition of Tagalog alphabet through lip reading with respect to the distance of the speaker, we tested the tool and set the independent parameters of light orientation to front, viewing angle to front view and answered the proposed experiment paper. The researchers chose 50cm, 60cm and 70 cm as the various settings for the distance of the speaker to test with.
The proponents summed up the precision rate of the tool for matched, mismatched and unrecognized outputs on the different distance of the speaker settings. The results of the tests are shown below.
Table V summarizes the findings with regards to varying distance of the speaker to the camera. It shows that the mouth's movement is most recognizable with 50cm distance with an average of 74.78%, followed by 60cm distance with an average of 70.39% and lastly by 70cm distance with 67.92%. These findings only show that the most ideal distance to use for the system to get the highest accuracy of recognition is the 50cm.
IV. CONCLUSION
Based on the thorough and critical analysis of the implemented and evaluated study the researchers concluded that mouth's movement is most recognizable with a front side light orientation with an average of 70.34%. It is followed by 45° right hand side light orientation with an average of 69.28% and lastly by 45° left hand side light orientation with 69.13%. However, the mouth's movement is most recognizable with a right side view viewing angle with an average of 70.87%. Then followed by 60° front viewing angle with an average of 70.19% and lastly by 60° left side viewing angle with 69.11%. On the contrary, the mouth's movement is most recognizable with a 50cm distance with an average of 74.78%, followed by 60cm distance with an average of 70.39% and lastly by 70cm distance with 67.92%. During the tool implementation, the proponents discovered that the output of the tool may vary due to different environment settings such as the amount of light luminance. Furthermore, the chosen algorithms used by the proponents to develop the tool was able to properly recognized the pattern of the lip's (mouth's) movement.
V. RECOMMENDATION AND FUTURE WORKS
In the future, the researchers would like to extend their work by using other algorithms for the better performance and higher accuracy of the system. They will add movement of the tongue and mouth for higher accuracy in lip reading. Moreover, they will develop a real-time application for Lip reading, with ABAKADA alphabet as spoken language and they will train more samples of mouth in order to get more patterns for comparison in recognition of the images.
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