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FACTORABILITY, STRING REWRITING AND DISCRETE
MORSE THEORY
ALEXANDER HEß AND VIKTORIYA OZORNOVA
Abstract. This article deals with the notion of factorability. Elements
of a factorable group or monoid possess a normal form, which leads to a
small complex homotopy equivalent to its bar complex, thus computing
its homology. We investigate the relations to string rewriting and to
discrete Morse theory on the bar complex. Furthermore, we describe a
connection between factorability and Garside theory.
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1. Introduction
This article investigates combinatorial properties of certain groups and
monoids with a view towards their homology.
One of the methods to compute the homology of a group is to consider
its bar complex. However, the bar complex is very large and hard to deal
with. While studying moduli spaces of Riemann surfaces, C.-F. Bödigheimer
and B. Visy discovered that symmetric groups have normal forms with some
remarkable properties. Among other consequences, these normal forms lead
to a chain complex, much smaller than the bar resolution, computing ho-
mology of the symmetric groups. C.-F. Bödigheimer and B. Visy abstracted
ozornova@math.uni-bremen.de.
hess@math.uni-bonn.de.
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the properties needed for these normal forms and defined the notion of a fac-
torable group (cf. [33], [2]). Later on, R. Wang and the first author extended
the definition of factorability to categories and monoids in [34] and [21].
A factorability structure depends not only on the group or monoid itself
but also on the chosen generating system. The factorability structure con-
sists of a factorization map which assigns to each element of the monoid a
preferred generator that is split off in a geodesic, i.e., word-length-preserving
way. This map is subject to several axioms, which in particular ensure a cer-
tain, non-obvious compatibility with the multiplication in the monoid. Such
a factorability structure yields a choice of geodesic normal forms, i.e., min-
imal representatives of each element of the monoid in terms of the chosen
generating system.
A consequence of the aforementioned axioms is the existence of a quite
small complex computing the homology of those objects. This complex was
introduced and first studied by B. Visy, and he showed that it computes the
homology in the case of symmetric groups in [33], [2]. R. Wang has extended
this result to groups with finite chosen generating system in [34]. We present
a proof in the more general case of monoids with arbitrary chosen generating
systems (see also [21]).
In more detail, the first aim of this article is to investigate the rewriting
system and the corresponding matching on the bar complex arising from
a factorability structure. While the former turns out not to be noetherian
in some cases, the latter always is, and the resulting chain complex can be
identified with the one introduced by B. Visy (cf. [33], [2]). The basis of this
complex is described by the following theorem, generalizing the results by
Visy and Wang (for the notion of stability, see Definition 3.1):
Theorem. Let (M, E , η) be a factorable monoid. Then there is a chain
complex (V∗, ∂V) of free abelian groups with bases
{[mn| . . . |m1] |mi ∈ E ,mi 6= 1, (mi+1,mi) unstable}
in degree n, which computes the homology of the monoid M .
Moreover, in Proposition 10.1 and Theorem 10.7, we give an explicit de-
scription of the differentials in this complex.
Counterexamples for noetherianity of the rewriting system exist even if
this rewriting system is finite and the monoid described by it is right-
cancellative. An example of such a monoid is given in the appendix. How-
ever, there are several cases where the corresponding rewriting system is
noetherian, as for example in the following theorem (this is Corollary 12.6):
Theorem. Let M be a right-cancellative, left-noetherian monoid in which
any two elements admitting a common left-multiple also admit a least com-
mon left-multiple. Then the rewriting system associated as above with the
factorability structure on M is complete.
This statement generalizes the complete rewriting systems for Garside
groups described in [20].
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A further aim of this article is to show that a large class of groups and
monoids can be equipped with a factorability structure. Before we formu-
late our result, we report shortly on previously known examples. Among
the few families of examples besides symmetric groups, the dihedral groups
were known to carry an interesting factorability structure. The first-named
author investigated another family of monoids closely related to Thompson’s
group F in his thesis [21]. The second-named author and C.-F. Bödigheimer
showed that O(V ) carries a factorability structure with respect to the gen-
erating system of all reflections in [30]. Moreover, in [30] it is shown that
the Coxeter groups of B-series admit a factorability structure with respect
to all reflections. Whether the D-series and the exceptional irreducible finite
Coxeter groups are factorable with respect to all reflections, is open.
One should keep in mind that the existence of a factorability structure
depends on the choice of the generating system. For example, the symmetric
groups are factorable with all transpositions as a generating system, but they
do not admit a factorability structure if we consider the generating system
of simple transpositions. One obstruction to being a factorable monoid is a
theorem due to M. Rodenhausen [32] stating that the monoid has to admit
with the given generating system a presentation with relations of length at
most 4.
The main result of this part provides factorability structures on a large
class of monoids (see Theorem 12.5):
Theorem. Let M be a a right-cancellative, left-noetherian monoid so that
any two elements admitting a common left-multiple also admit a least com-
mon left-multiple. Let E be a generating subset of M that is closed under
least common left-multiple and left-complement. Then (M, E) is factorable.
This class of factorable monoids includes in particular the Artin monoids
introduced by E. Brieskorn and K. Saito ([4]) while studying the correspond-
ing Artin groups. Monoids as in this theorem were studied by P. Dehornoy
and Y. Lafont under the name “left locally Gaussian” in [13]. Similar con-
cepts have already been defined by P. Dehornoy in [10] and by P. Dehornoy
and L. Paris in [14]. These concepts were developed to abstract and general-
ize the work by F. Garside ([18]), where he solves the word problem and the
conjugation problem for braid groups. There are several further treatments
of these and similar structures in the literature, mostly united by the term
“Garside theory”, e.g. in [12], [19], [16].
For a certain subclass of monoids mentioned above, namely for the Garside
monoids, it is possible to extend the factorability structure to the group of
fractions of the monoid. In particular, one obtains a factorability structure
on the braid groups and, more generally, on all Artin groups of finite type.
The structure of the article is as follows. In Section 2, we report on basic
definitions and existing results about factorability. In Section 3, we report
on the alternative description of factorability by M. Rodenhausen [32].
In Section 4, we give a brief overview of rewriting systems basics needed
in this article. In Section 5, we describe the rewriting system arising from
a factorability structure, which is always convergent. To show that it is
noetherian in some cases, we have to prove a combinatorial lemma in Section
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6. Then the proof of the completeness of the corresponding rewriting systems
is given in Section 7.
Next, the basics of discrete Morse theory used in this article are collected in
Section 8. After this, we define a matching on the bar complex of a factorable
monoid, similar to the matching arising from the complete rewriting system
on a monoid (cf. [5], [9]) and show that it is noetherian in Section 9. We
describe the resulting chain complex in Section 10.
In Section 11, we first report on basic Garside theory. Then we explore
the connection between factorability and Garside theory. In particular, we
show in Section 12 that each right-cancellative, left-noetherian monoid in
which any two elements admitting a common left-multiple also admit a least
common left-multiple is factorable. We describe the factorability structure
more concretely for Artin monoids in Section 13. In Section 14, we show
that the factorability structures on Garside monoids can be extended to the
corresponding groups of fractions. Finally, in the appendix, we exhibit an
example where the associated rewriting system of a factorable monoid is not
noetherian.
Acknowledgements. This article arises from the theses of the authors writ-
ten under the supervision of C.-F. Bödigheimer. The authors wish to express
their gratitude to him for his permanent encouragement and support. We
would like to thank Lennart Meier and Felix Boes for reading preliminary
versions of this article. The first author wishes to thank GRK 1150 Ho-
motopy and Cohomology (University of Bonn) for financial support. The
second author thanks GRK 1150 Homotopy and Cohomology (University
of Bonn), the International Max Planck Research School on Moduli Spaces
(MPI Bonn) and the SFB 647 Space-Time-Matter (Free University Berlin)
for their financial support.
2. Factorability: Basic Definitions
In this section, we are going to define factorability structures. We will
collect some basic facts and notation. The idea of factorability is to provide
a special sort of structure on groups (and later on monoids) which allows to
get, starting with the bar complex, a much smaller complex for computing
group homology (or corresponding analogues). The original definition of
this structure is due to B. Visy ([33]) and C.-F. Bödigheimer, and can be
found in [2], along with the main results on factorability. The definition was
generalized to monoids by R. Wang ([34]) and the first author ([21]).
Let M be a monoid and E a generating set. By E∗, we denote the free
monoid generated by E . Recall that since E is a generating system for M ,
there is a monoid homomorphism E∗ →M sending each word to the element
it represents. Denote by NE the word length with respect to E , i.e., NE(m) is
the least length of a word in E∗ which represents the given element m ∈M .
If there is no danger of confusion, we write N = NE for short. We proceed
with the definition of factorability.
Definition 2.1. Let M be a monoid and E a generating set not containing
1. We say, a map
η = (η, η′) : M →M ×M
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is a factorization map if it satisfies the following three axioms:
(F1) For all m ∈M , we have m = η(m)η′(m).
(F2) For all m ∈M , we have N(m) = N(η(m)) +N(η′(m)).
(F3) For all m ∈M \ {1}, the element η′(m) lies in E \ {1}.
For 1 ≤ i ≤ n − 1, we denote by fi the map M
n → Mn which assigns to
(xn, . . . , x1) ∈ M
n the tuple (xn, . . . , xi+2, η(xi+1xi), xi−1, . . . , x1). We call
η a factorability structure on (M, E) if the three maps
f1f2f1f2, f2f1f2, f2f1f2f1 : M
3 →M3
are equal in the graded sense, i.e., for each tuple (x3, x2, x1) ∈ M
3, the
three maps agree or each of them lowers the sum of the norms of the entries.
If η is a factorability structure onM , we call the triple (M, E , η) a factorable
monoid.
We call the triple (M, E , η) weakly factorable monoid if η is a factor-
ization map, and, in addition, the following diagram commutes in the graded
sense (same sense as above):
(WF)
M × E
µ

η×id
// M × E˜ × E
id×µ

M ×M
id×η
// M ×M × E˜
µ×id

M
η
// M × E˜
Here, we write E˜ = E ∪ {1}. Moreover, µ denotes the multiplication in the
monoid.
From now on, we write x = η(x) and x′ = η′(x) for an element x ∈ M
and a factorization map η whenever confusion is unlikely.
The following remark is immediate.
Remark 2.2. Let M be a monoid with a chosen generating system E , and
let η : M →M ×M be a factorization map. Let t be an element of E . Then
(1) η(1) = (1, 1),
(2) η(t) = (1, t).
The following notion turns out to be useful in our context.
Definition 2.3. In a monoid M with a chosen generating set E , we call a
pair (a, b) ∈M×M geodesic if NE (ab) = NE(a)+NE (b), where NE denotes
the word length with respect to E .
Remark 2.4. (1) From a result of Visy ([33], Corollary 3.1.7), given a
factorization map η on a monoid M with a chosen generating system
E and a geodesic pair (x, y), the pairs (x′, y) and (x, x′y) are auto-
matically geodesic. Note that Visy only shows this for groups, but
word-by-word the same argument works also for monoids.
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(2) Furthermore, we can also transfer Visy’s proof that the diagram
above commutes in graded sense for all of M ×M (instead of only
M×E , cf. [33], Proposition 3.1.8. Indeed, Visy even uses this stronger
statement for the definition of factorability.)
We give a slight reformulation of the last condition WF which is easier to
handle:
Lemma 2.5 ([33]). Let M be a monoid with a chosen generating system E.
For a factorization map η : M →M×M , the condition WF for a pair (x, t) ∈
M × E is equivalent to: If both (η′(x), t) and (η(x), η(η′(x)t)) are geodesic
pairs, then (x, t) is a geodesic pair and the equalities η′(xt) = η′(η′(x)t) and
η(x)η(η′(x)t) = η(xt) hold. In groups or, more generally, right-cancellative
monoids, the last equation holds automatically by cancellation.
Note furthermore that if η′(ab) = η′(η′(a)b) and η(a)η(η′(a)b) = η(ab) hold
for some pair (a, b) ∈M×E, the norm condition for this pair is automatically
satisfied.
Remark 2.6. (1) Note that the original definition of factorability for
groups ([2]), directly transferred to monoids, is exactly the weakly
factorability property. However, it turns out in general not to be the
right definition for our purposes, in particular, in order to obtain a
small chain complex computing the monoid homology. See also [27].
(2) To illustrate the situation, we will depict fi by the following diagram:
xn . . . xi+2 xi+1 xi xi−1 . . . x1
xn . . . xi+2 xi+1xi (xi+1xi)
′ xi−1 . . . x1
(3) With this notation, we can depict the three maps in Definition 2.1
as follows:
a b ccbacba
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Notation 2.7. If we have any map α : Xk → X l for some set X and some
natural numbers k and l, we will define maps αi : X
n → Xn−k+l for n ≥ k
and 1 ≤ i ≤ n− k + 1 via
αi(xn, . . . , x1) = (xn, . . . , xi+k, α(xi+k−1, . . . , xi), xi−1, . . . , x1).
Since Definition 2.1 above is rather hard to check, we are going to use also
an equivalent description. We will now define the recognition principle and
then formulate this equivalent description.
Definition 2.8 ([21], Recognition Principle). Let M be a monoid, let E be
a generating system for M and let η : M →M ×M be a factorization map.
We say that η satisfies the recognition principle if for all m ∈M , a ∈ E ,
the pair (m,a) satisfies η(ma) = (m,a) if and only if the pair (m′, a) satisfies
η(m′a) = (m′, a), where m′ = η′(m).
The criterion for factorability is now as follows:
Theorem 2.9 ([21], Theorem 2.2.6). Let M be a monoid, let E be a gener-
ating system for M and let η : M → M ×M be a factorization map. Then
η is a factorability structure on M in the sense of Definition 2.1 if and only
if it is a weak factorability structure and satisfies in addition Recognition
Principle 2.8.
We will subdivide the proof in several parts. Some parts are due to or in-
spired by M. Rodenhausen. We start by showing that factorability structure
is a weak factorability structure:
Lemma 2.10. Let M be a monoid with a chosen generating system E and
let η : M → M × M be a factorability structure. Then η is also a weak
factorability structure.
Proof. Consider a pair (x, t) ∈M×E . We want to use Lemma 2.5. So assume
(x′, t) and (x, x′t) are geodesic pairs. We consider the triple (x, t, 1) ∈ M3.
We apply to it f2f1f2f1 first. We use Remark 2.2 (from now on without
mentioning it explicitly).
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x t 1
x 1 t
x x′ t
x x′t (x
′t)′
x · x′t
(
x · x′t
)′
(x′t)′
By assumption, all of the multiplied pairs are geodesic, so the application
of f2f1f2f1 preserves the sum of the norms when applied to (x, t, 1). By the
definition of factorability, so does f2f1f2, and the results are equal.
The application of f2f1f2 to the triple (x, t, 1) yields:
x t 1
xt (xt)
′ 1
xt 1 (xt)
′
xt
(
xt
)′
(xt)′
Observe that an application of fi to any tuple either preserves or lowers
the sum of the norms of the entries. Since we know that the application of
f2f1f2 does not lower the norm, we can conclude that (x, t) is a geodesic
pair. Moreover, since the resulting triples of applying f2f1f2 and f2f1f2f1
are equal, they are still equal after multiplying the two left entries, and so
we obtain:
(x · x′t, (x′t)′) = (xt, (xt)′).
This was exactly to be shown according to Lemma 2.5. 
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Next, we are going to show that a factorability structure satisfies the
recognition principle.
Lemma 2.11. Let M be a monoid with a chosen generating system E, and
let η be a factorability structure on (M, E). Then η satisfies Recognition
Principle (as in Definition 2.8).
Proof. Let x be in M and let t be an element of E .
First, assume that the pair (x, t) is η-stable. In particular, it is geodesic.
By Remark 2.4, we are in the same situation as in the proof of the last
lemma, so we obtain in particular:
f2f1f2(x, t, 1) = (xt,
(
xt
)′
, (xt)′).
By assumption, this triple reduces to (x, x′, t). Since η is a factorability struc-
ture and f2f1f2 is norm-preserving on (x, t, 1), we know that the application
of f1 to f2f1f2(x, t, 1) does not change the triple, so we have
η(x′t) = (x′, t),
i.e., the pair (x′, t) is η-stable.
Conversely, assume now that the pair (x′, t) is η-stable. Then, as in the
last lemma,
f2f1f2f1(x, t, 1) = (x · x′t,
(
x · x′t
)′
, (x′t)′).
By assumption, this triple simplifies to (x, x′, t). In particular, the applica-
tion of f2f1f2f1 is norm-preserving, so we get an equality
(x, x′, t) = f2f1f2(x, t, 1) = (xt,
(
xt
)′
, (xt)′).
So (xt)′ = t and
xt ·
(
xt
)′
= xt = x · x′ = x,
thus the pair (x, t) is stable. This finishes the proof of the lemma. 
For the last part of Theorem 2.9, we need to show the other implication.
This is done in the next lemma.
Lemma 2.12. Let M be a monoid, E a chosen generating system and η a
weak factorability structure on M satisfying recognition principle. Then η is
a factorability structure.
Proof. Note that commutativity in graded sense behaves well under precom-
position with arbitrary maps and under postcomposition with maps which
do not increase the norm. If we write α ≡ β for equality in graded sense,
we can express the compatibility with composition as αγ ≡ βγ for all γ and
γα ≡ γβ for γ not norm-increasing.
We denote by µ the multiplication in the monoid and use Notation 2.7 to
define µi on tuples of monoid elements. Then we can write the compositions
in Diagram WF as η1µ1 and µ2η1µ1η2, respectively. Recall that by Remark
2.4, these compositions are equal in graded sense on all of M ×M . Note
that we can write fi as ηiµi. So we consider
f2f1f2 = η2µ2η1µ1η2µ2.
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By the preconsideration, we can derive from Diagram WF that
f2f1f2 ≡ η2η1µ1µ2.
On the other hand,
f2f1f2f1 = η2µ2η1µ1η2µ2η1µ1 ≡ η2η1µ1µ2η1µ1.
Observe that associativity of µ can be expressed by µ1µ2 = µ1µ1. Further-
more, the condition (F2) implies that µiηi = id. This in turn shows:
f2f1f2f1 ≡ η2η1µ1µ1 = η2η1µ1µ2.
Thus, we have shown f2f1f2 ≡ f2f1f2f1.
Now we have to show that f2f1f2 ≡ f1f2f1f2. Observe that it is enough to
show that whenever f2f1f2 is norm-preserving for some triple, the application
of f1 to the resulting triple does not change it. Given a triple (x3, x2, x1)
for which f2f1f2 is norm-preserving, we set x to be the product x3x2x1 =
µ1µ2(x3, x2, x1). Then
f2f1f2(x3, x2, x1) = η2η1(x) = (x, (x)
′ , x′).
Since (x, x′) is by definition a stable pair, we may apply the Recogni-
tion Principle and conclude that
(
(x)′ , x′
)
is a stable pair, so the triple
f2f1f2(x3, x2, x1) remains unchanged under f1. This completes the proof of
the lemma.

Observe that the last three lemmas combined give precisely Theorem 2.9.
The following corollary will be important in our setting. The statement
was first observed by M.Rodenhausen.
Corollary 2.13 ([21], Sections 2.1-2.2). For right-cancellative monoids, the
notion of factorability as in Definition 2.1 coincides with the notion of weak
factorability.
Proof. Due to Theorem 2.9, we only have to show that a weak factorability
structure on a right-cancellative monoid always satisfies Recognition Princi-
ple. So let M be a right-cancellative monoid, E a generating set for M and
η a weak factorability structure on M .
First, let (x, t) ∈M ×E be a stable pair. In particular, it is geodesic, thus
we know that
(x, t) = (x · x′t, (x′t)′).
Thus t = (x′t)′ and x′ ·t = x′t·(x′t)′, so cancelling on the right yields x′ = x′t,
so that the pair (x′, t) is stable.
Now assume that the pair (x′, t) is stable for some pair (x, t) ∈ M × E .
Then this pair is geodesic, and the pair (x, x′t) = (x, x′) is geodesic as well.
So by Lemma 2.5, we know that (x, t) is geodesic and that
η(xt) = (x · x′t, (x′t)′) = (x, t).
We have established the Recognition Principle, and thus the proof of the
corollary. 
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3. Local Factorability and Normal Forms
An important property of factorable monoids is the existence of well-
behaved normal forms. Indeed, if we start with an element x ∈ M , we first
write it as x = xx′. We can continue with x and write it again as x = x ·(x)′.
Inductively, we can write x as a product xk . . . x1 of k = N(x) generators.
This normal form has the property of being everywhere stable. We start
with the definition of this notion.
Definition 3.1 ([21], Rodenhausen). Let (M, E , η) be a factorable monoid.
We say a tuple (xn, . . . , x1) ∈M
n is stable at the i-th position if η(xi+1xi) =
(xi+1, xi). We call a tuple everywhere stable if it is stable at each position.
The tuple (xk, . . . , x1) associated with x ∈ M by the procedure defined
above has now the following property:
Lemma 3.2 ([21] Remark 2.1.27, Rodenhausen). Let (M, E , η) be a fac-
torable monoid. Then the tuple (xk, . . . , x1) associated with x ∈ M by the
procedure as above is everywhere stable. This tuple associated with x will be
called the normal form of x (with respect to this factorability structure).
M. Rodenhausen gave the following alternative description of factorabil-
ity, which needs to be defined only on pairs of generators. A byproduct of
this description is the existence of very special presentations for factorable
monoids. Since the proofs of M. Rodenhausen were unpublished so far, the
second author wrote them down in her thesis ([30]) with Rodenhausen’s kind
permission.
Definition 3.3. (Rodenhausen) Let M be a monoid and E a generating
system of this monoid. Denote by E+ the union of this generating system
with {1}, and by E∗ the free monoid generated by E . In this section, we
always assume 1 /∈ E . Then a local factorability structure is a map
ϕ : E+ × E+ → E+ × E+
with the following properties:
(1) M ∼= 〈E|(a, b) = ϕ(a, b)〉.
(2) Idempotency: ϕ2 = ϕ.
(3) Value on norm 1 elements: ϕ(a, 1) = (1, a).
(4) Stability for triples: ϕ2ϕ1ϕ2(a, b, c) is (ϕ-)totally stable (i.e., apply-
ing any ϕi to this tuple leaves it unchanged) or contains a 1, for all
a, b, c ∈ E .
(5) Normal form condition: NF(a, b, c) = NF(ϕ1(a, b, c)) for all a, b, c ∈
E .
(Recall we use the notational convention 2.7 to define ϕi). Here, the normal
form of a tuple (an, . . . , a1) is an element of E
∗ defined inductively as follows:
The normal form of a string containing 1 is the normal form of the same string
with 1 removed. For a string not containing 1, define
NF(an, . . . , a1) =
{
ϕn−1 . . . ϕ1(NF(an, . . . , a2), a1), if it contains no 1;
NF(ϕn−1 . . . ϕ1(NF(an, . . . , a2), a1)), otherwise.
Define NF(a) = a for all a ∈ E and NF(()) = (). Furthermore, we call a
string of the form (1, 1, . . . , 1,NF(x)) an extended normal form of x.
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Theorem 3.4 (Rodenhausen). If a monoid M with a generating system E is
factorable, then ϕ(a, b) = η(ab) defines a local factorability structure on this
monoid. Conversely, one can construct out of a local factorability structure
a factorability structure in the usual sense, and those share the same normal
forms. These constructions are inverse to each other.
We will need some parts of the proof in order to construct a factorable
monoid with non-complete associated rewriting system. The corresponding
lemmas can be found in the appendix.
4. Rewriting System Basics
Our first aim is to investigate a connection between factorability structures
and complete rewriting systems. The basic notions of rewriting systems are
the topic of this section. The exposition in this section is based on D. Cohen’s
survey article ([9]).
The basic idea of a rewriting system is easy: In a monoid presentation with
generating set S, we specify a relation not just by a set, but by a pair of two
words in the free monoid S∗ over S, i.e., an element in S∗×S∗. Thus, we are
going to determine a “direction” for each relation, and it must not be applied
in the other direction. There are several properties which are desirable when
considering such a rewriting system. We will be mostly interested in the
notion of a complete rewriting system. In a complete rewriting system, any
non-trivial chain of applications of rewriting rules stops after finite time
producing a nice normal form. For our purposes, a result of K. Brown ([5]),
which relates complete rewriting systems and noetherian matchings, is of
particular interest. It will be made more precise in the next section.
Definition 4.1. Let S be a set (sometimes called alphabet) and denote by
S∗ the free monoid over S. A set of rewriting rules R on S is a set of
tuples (l, r) ∈ S∗ × S∗. The string l is called the left side and r is called
the right side of the rewriting rule.
(1) We introduce a relation on S∗ as follows: We say that w rewrites
to z, denoted by w →R z, if there exist u, v ∈ S
∗ and some rewriting
rule (l, r) ∈ R such that w = ulv and z = urv.
(2) A word w ∈ S∗ is called reducible (with respect to R) if there is
some z such that w →R z. Otherwise, it is called irreducible (with
respect to R).
(3) Denote by ↔R the reflexive, symmetric and transitive closure of
→R. Two words w, z over S are called equivalent if w ↔R z. Set
M = S∗/ ↔R. We then say that (S,R) is a (string) rewriting
system for the monoid M .
We now can define complete rewriting systems.
Definition 4.2. Let (S,R) be a rewriting system.
(1) (S,R) is called minimal if the right side r of every rewriting rule
(l, r) ∈ R is irreducible and if in addition the left side l of every
rewriting rule (l, r) ∈ R is irreducible with respect to Rr {(l, r)}.
(2) (S,R) is called strongly minimal if it is minimal and if in addition
every element s ∈ S is irreducible.
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(3) (S,R) is called noetherian if there is no infinite sequence
w1 →R w2 →R w3 →R . . .
of rewritings. This implies that every sequence of rewritings eventu-
ally arrives at an irreducible word.
(4) (S,R) is called convergent if it is noetherian and if in every equiv-
alence class of ↔R there is only one irreducible element.
(5) A rewriting system is called complete if it is strongly minimal and
convergent.
As already mentioned, successive rewritings in a complete rewriting system
(S,R) induce a normal form, assigning to each x ∈M the unique irreducible
word in S∗ in its equivalence class.
We want to illustrate the notions with some small examples.
Example 4.3. (1) The set S = {a, b} can be equipped with the rewriting
system aba → bab. The word bab ∈ S∗ is then irreducible, the word
abab is reducible. This rewriting system is strongly minimal. It is
noetherian since each rewriting strictly decreases the number of a’s
in the word. It is not convergent: We can rewrite ababa to babba
and to abbab, which are both irreducible. The monoid defined by this
rewriting system is isomorphic to the positive braid monoid B+3 on 3
strands.
(2) We can also equip the set S = {a, b} with the rewriting system ab→
ba. It is not hard to see that this system is complete, and the set of
normal forms is given by bkal with k, l ≥ 0. The monoid given by this
rewriting system is just the free abelian monoid on two generators.
(3) We can equip the set S = {a, b, c} with the rewriting system ab →
bc, bc → ca. This system is not minimal since there is a rewriting
rule (ab→ bc), the right-hand side of which is reducible due to bc→
ca. The monoid defined by this rewriting system is a special case of
Birman-Ko-Lee monoids (cf. [3]). These are closely related to the
braid groups.
(4) We consider the set S = {a, b, c} with the rewriting system ab →
bc, ab→ ca. This system is again not minimal, since the left side ab
of the rewriting rule ab→ bc is reducible even if we delete this rewrit-
ing rule. Note that this rewriting system defines the same monoid as
the one in the last point.
(5) An easy example of a rewriting system which is not noetherian is
given by a rewriting system a→ a2 on the single generator a.
The following theorem reveals an important connection between complete
rewriting systems and homological properties of a monoid.
Theorem 4.4 (Brown [5]). Let M be a monoid given by a complete rewriting
system (S,R). Then there exists a space homotopy equivalent to the bar
complex of M with cells in bijection with tuples [xn| . . . |x1] subject to the
following conditions: If wi ∈ S
∗ is the irreducible representative of xi, then
we require
(a) w1 ∈ S,
(b) The word wi+1wi is reducible for every 1 ≤ i ≤ n− 1,
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(c) For every 1 ≤ i ≤ n − 1, any proper (right) prefix of wi+1wi is
irreducible.
5. Rewriting System of a Factorable Monoid
We want to deal with the question when a factorability structure on a
monoid provides a complete rewriting system (as defined in Section 4) for
this monoid. We always obtain a rewriting system with exactly one irre-
ducible element in each equivalence class, but we will show that it is not
necessarily noetherian. We will yet exhibit several cases where the given
rewriting system is noetherian. First, we are going to make precise which
rewriting system is going to be associated with a factorability structure on
a monoid. The choice is quite self-evident.
Lemma 5.1. Let (M, E , η) be a factorable monoid. Then the rewriting rules
(x, y)→ η(xy) for x, y ∈ E if (x, y) is unstable
define a strongly minimal rewriting system on M with exactly one irreducible
element in each equivalence class. (Here, if xy = 1, we interpret the rewriting
rule as (x, y)→ xy.)
Proof. First, by Proposition 3.4 of M. Rodenhausen, we know that this
rewriting system defines exactly the monoid M we started with. Since the
right-hand side of each rewriting rule is always a stable pair or a single ele-
ment of E or 1, we know that right-hand sides of our rewriting rules are irre-
ducible. Furthermore, the elements of E are irreducible, and left-hand sides
are irreducible if we remove the rule containing them. Thus this rewriting
system is strongly minimal.
Moreover, each representative of an element of the monoid can be brought
into its normal form with the normal form procedure described in Definition
3.3, which is obviously a chain of applications of the rewriting rules above.
Furthermore, Lemma 3.2 (in presence of Theorem 3.4) states that the ob-
tained normal form is totally stable, which translates exactly into irreducible
in the language of rewriting systems. This implies there is exactly one irre-
ducible element in each equivalence class of words in the free monoid on E
(under the equivalence relation generated by above rules). 
Unfortunately, this rewriting system is not always noetherian, even if E
is finite and the resulting monoid is right-cancellative. See appendix for an
example of a factorable monoid where the associated rewriting system is not
noetherian.
6. Main Lemma for Noetherianity
Our aim is to prove Theorem 6.14, which reveals some of the structure of
the monoid Q′n, defined below. It is closely connected to the proof that the
rewriting system defined by a factorability structure is noetherian in some
cases. We will introduce some notation which is related to handling the
applications of rewriting rules later.
Definition 6.1 ([21]). Let Fn be a free monoid on letters 1, 2, . . . , n (with
the empty string as a neutral element). The elements of Fn will be denoted
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either like (1 2 3 4) or like (1, 2, 3, 4) to increase the readability; sometimes,
we also omit the brackets. Let ∼P be the congruence generated by
ab ∼P ba for |a− b| ≥ 2 and
a2 ∼P a for 1 ≤ a ≤ n.
Recall that a congruence is a left and right invariant equivalence relation.
Let Pn be the quotient of Fn by this congruence. Define now a congruence
∼Q on Pn generated by
(k k + 1 k k + 1) ∼Q (k + 1 k k + 1) and
(k + 1 k k + 1 k) ∼Q (k + 1 k k + 1).
Let Qn be the quotient of Pn by this congruence. Last, define a congruence
∼ on Qn generated by the following relation: If for I, J ∈ Fn the relation
kIJ ∼Q IJ holds, kI ∼P Ik and k does not occur in I, then we set kJ ∼ J .
Define the quotient monoid of this congruence to be Q′n.
The following evaluation lemma should motivate the definition of Qn.
Recall that in a monoid with chosen generating system E , we denote by NE
the word-length with respect to E .
Lemma 6.2 ([21], Evaluation Lemma). Let (M, E , η) be a factorable monoid.
For any sequence I = (is, . . . , i1) ∈ Fn, we define fI : M
n+1 → Mn+1
to be the composition fis ◦ fis−1 ◦ . . . ◦ fi1 . If I ∼Q J , then the maps
fI , fJ : M
n+1 → Mn+1 are equal in the graded sense, i.e., for any tuple
(mn+1, . . . ,m1), we have either fI(mn+1, . . . ,m1) = fJ(mn+1, . . . ,m1) or
both tuples have strictly smaller word-length: if we write
fI(mn+1, . . . ,m1) = (yn+1, . . . , y1) and
fJ(mn+1, . . . ,m1) = (zn+1, . . . , z1),
then the condition is
NE(mn+1) + . . .+NE(m1) > NE(yn+1) + . . .+NE(y1)
and
NE (mn+1) + . . . +NE (m1) > NE(zn+1) + . . .+NE (z1).
Thus, instead of proving graded identities for the fi’s, we may often prove
the corresponding identities in Qn. We will also show later that a similar,
but weaker evaluation lemma holds for Q′n.
Remark 6.3. Note that application of relations ∼P and ∼Q never changes
the set of letters occuring in a sequence. This implies that the inclusion of
generators induces monoid inclusions Pn ⊂ Pn+1 and Qn ⊂ Qn+1. Moreover,
the relation ∼ also does not change the set of letters occuring in a sequence:
The definition of ∼ requires that kIJ ∼Q IJ and k does not occur in I, but
since ∼Q preserves the set of letters, k has to occur in J , thus the claim.
This also implies Q′n is a submonoid of Q
′
n+1.
For later use, we fix some notation for these monoids and collect some
facts about them.
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Notation 6.4. We denote by shk : Fn−k → Fn the shift homomorphism
induced by i 7→ i+ k.
For I, J ∈ Fn, we write I ⊂ J if I is a (possibly disconnected) subsequence
of J .
Denote by Iba the sequence (a a+ 1 . . . b− 1 b).
Denote by Dk the sequence I
k
k I
k
k−1 . . . I
k
2 I
k
1 .
The elements Dn play a very special role in the monoids Qn.
Theorem 6.5 ([21], Section 2.3). The element represented by Dn in Qn is
an absorbing element, i.e., for any I ∈ Fn, we have IDn ∼Q Dn ∼Q DnI.
Remark 6.6. The monoids Qn were considered independently by D. Kram-
mer ([25]). In [25], Proposition 67 shows that Dn is an absorbing element in
Qn.
In particular, the Evaluation Lemma implies that fDn(mn+1, . . . ,m1) is
everywhere stable if fDn does not drop the norm. An immediate consequence
of this is the following proposition.
Proposition 6.7 ([21], Section 2.3). Let (M, E , η) be a factorable monoid.
Let m be an element of M and let mn . . . m1 be a minimal word in E repre-
senting m. Then fDn−1(mn, . . . ,m1) is the normal form of m.
The following definitions introduce particularly nice representatives of el-
ements in Pn. These are going to make it easier to track down applications
of some fI to tuples of monoid elements.
Definition 6.8 ([21]). A sequence (is, . . . , i1) ∈ Fn is called left-most if
for every s > t ≥ 1, the following holds: if |it+1 − it| ≥ 2, then it+1 > it. In
other words, it exceeds it+1 at most by 1. A sequence (is, . . . , i1) is called
reduced if it contains no subsequent equal entries.
Example 6.9. The sequence (4, 2, 1, 2, 3) ∈ F4 is left-most. In contrast, the
sequence (2, 4, 1, 2, 3) is not left-most as |2− 4| ≥ 2, but 2 < 4.
The following criterion provides an equivalent description of left-most se-
quences.
Lemma 6.10 ([21], Section 2.3). A sequence I = (is, . . . , i1) ∈ Fn is left-
most if and only if for every connected subsequence J holds: If a < b and
(a, b) ⊂ J , then Iba ⊂ J .
The first author showed in his thesis that we can always find left-most,
reduced representatives for elements in Pn:
Proposition 6.11 ([21], Section 2.3). Every sequence I ∈ Fn is ∼P -equivalent
to a unique left-most, reduced one.
Remark 6.12. An analogous statement is proven by D. Krammer([25]) via
an appropriate rewriting system.
The following lemma shows that choosing such a representative preserves
existence of certain subsequences:
Lemma 6.13. Let J ∈ Fn be a sequence with I
n
1 ⊂ J . Let furthermore J
′
be a left-most, reduced sequence with J ′ ∼P J . Then I
n
1 ⊂ J
′ holds.
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Proof. This follows directly as one observes that whenever (i, i + 1) is a
(possibly disconnected) subsequence of some word in Fn, those entries can
never be interchanged using relations in Pn. 
This finishes for the present the list of general properties of Pn and Qn
which will be used later.
Now we exhibit three statements which will be important for the main
lemma mentioned above.
A(n) Let I be a sequence in Fn with I = 1X˜n and X˜ = sh1(X) for some
X ∈ Fn−2 (in other words, 1 and n do not occur in X˜). Furthermore,
we assume In1 ⊂ I. Then there are sequences J,K ∈ Fn−2 such that
I ∼ sh2(J)I
n
1 sh1(K).
This can be rephrased as follows: In Q′n, if a representing sequence I starts
with 1, ends with n, contains all other letters in increasing order in between
(not necessarily as a connected subsequence), and no 1’s and n’s occur in
between, then I is equivalent to another representative which contains In1 as
a connected subsequence, only entries greater than 2 left to In1 and entries
between 2 and n− 1 on the right of it.
B(n) Let Z be a sequence in Fn−1 and set Z˜ = sh1 Z. Then we have
1Z˜In1 ∼ Z˜I
n
1 .
C(n) Let L be any sequence in Fn and let M be a sequence obtained from
L by deleting all 1’s in L. Then LIn1 ∼MI
n
1 .
Intuitively, C(n) tells us that the sequence In1 “swallows” all the 1’s left
from it when considered as an element of Q′n. This is a powerful statement
for finding nice representatives of elements in Q′n.
Now the main lemma for noetherianity is as follows:
Theorem 6.14. For all n, the statements A(n), B(n), C(n) hold.
We subdivide the proof in several lemmas. Basically, this is a somewhat
involved induction argument.
Lemma 6.15. The statement B(n) implies C(n).
Proof. We can write L from C(n) as
L = sh1(Lm)1 sh1(Lm−1)1 . . . sh1(L1)1 sh1(L0)
with Li ∈ Fn−1. Now we can iteratively apply B(n) with Z = LiLi−1 . . . L1L0
to delete the 1’s. 
Lemma 6.16. The statements A(n) are true for 1 ≤ n ≤ 3. The statement
B(1) is also true.
Proof. For n = 1 and n = 2, X in A(1) and A(2) has to be the empty
sequence, so I = In1 and A(1) and A(2) hold. Similarly, for n = 1, the string
Z in B(1) is empty, so B(1) holds. For n = 3, the only non-empty case
of A(3) is X = 1 (since we can apply idempotency relation in P1). Then
I = (1 2 3), and the statement A(3) obviously holds. 
Lemma 6.17. Assume A(k) and B(k) hold for all 1 ≤ k ≤ n− 1. Then the
statement B(n) holds.
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Proof. Let Z be in Fn−1 and set Z˜ = sh1 Z. We would like to show 1Z˜I
n
1 ∼
Z˜In1 .
Without loss of generality, we may assume that Z is left-most due to
Proposition 6.11.
If Z does not contain a 1, all entries of Z˜ are at least 3 and 1Z˜ ∼P Z˜1,
so we conclude
1Z˜In1 ∼P Z˜1I
n
1 ∼P Z˜I
n
1
as In1 starts with a 1. Now assume that Z does contain a 1. Then we can
write Z = Z ′Z ′′ with Z ′ ∈ Fn−1 not containing a 1 and Z
′′ ∈ Fn−1 starting
with a 1. If Z˜ ′ = sh1(Z
′) and Z˜ ′′ = sh1(Z
′′), then Z˜ ′ again contains only
entries commuting with 1, so it is enough to show that 1Z˜ ′′In1 ∼ Z˜
′′In1 since
then we have
1Z˜In1 = 1Z˜
′Z˜ ′′In1 ∼P Z˜
′1Z˜ ′′In1 ∼ Z˜
′Z˜ ′′In1 = Z˜I
n
1 .
Let r be the maximal entry occurring in Z ′′; by assumptions r ≤ n − 1.
By the definition of r, we know that Z ′′ ∈ Fr. There must be a connected
subsequence of Z ′′ starting with 1, ending with r and not containing 1 or
r in between: Find the first occurrence of r in Z ′′ starting from the left,
then there is at least one 1 left from it since Z ′′ starts with 1; from all the
1’s left to this r take the one on the very right. So we may write Z ′′ as
Z ′′ = U1V˜ rW with U,W ∈ Fr, V˜ = sh1(V ) with V ∈ Fr−2. Since 1V˜ r is a
connected subsequence of Z ′′ and Z ′′ is a connected subsequence of the left-
most sequence Z, we conclude that 1V˜ r is left-most. This implies Ir1 ⊂ 1V˜ r
by Lemma 6.10. Then we may apply A(r) and get two sequences J,K ∈ Fr−2
such that 1V˜ r ∼ sh2(J)I
r
1 sh1(K). Therefore, Z
′′ ∼ U sh2(J)I
r
1 sh1(K)W .
Observe that all entries of sh2(J) are at least 3. By C(r), which holds
since we assumed B(r), we may also change U to U˜ ′ by deleting all 1’s in U
so that U˜ ′ = sh1(U
′) for some U ′ ∈ Fr−1.
Now we put together what we have done so far:
1 sh1(Z
′′)In1 ∼ 1 sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2.
Consider now the product of sh2(Dr−1) with the left-hand side. It is ob-
vious that sh2(Dr−1) commutes with 1 by ∼P and the 1 does not occur in
sh2(Dr−1). It is enough to show that
sh2(Dr−1)1 sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼Q
sh2(Dr−1) sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2
since that by definition of ∼ in Definition 6.1 implies
1 sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼
sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2.
Now we have
sh2(Dr−1)1 sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼P
1 sh2(Dr−1U
′ sh1(J))I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼Q
1 sh2(Dr−1)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2,
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where the first equivalence follows from the fact that sh2(Dr−1) has entries
greater or equal to 3, and the second one from the absorption property 6.5
of Dr−1 in Qr−1, where U
′ and sh1(J) define elements in.
Observe now that we can write sh2(Dr−1)I
r+1
2 as sh1(Dr). Again by
Theorem 6.5, we have
sh1(Dr sh1(K)W ) ∼Q sh1(Dr)
since sh1(K),W ∈ Fr represent elements in Qr. Together this yields
1 sh2(Dr−1)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼Q 1 sh1(Dr)I
r+1
1 I
n
r+2
= 1Dr+1I
n
r+2 ∼Q Dr+1I
n
r+2,
where we again used the absorption property in the last step.
Using the same arguments, one observes that also
sh2(Dr−1) sh2(U
′) sh3(J)I
r+1
2 sh2(K) sh1(W )I
r+1
1 I
n
r+2 ∼Q Dr+1I
n
r+2
implying the claim B(n).

Lemma 6.18. Assume A(k) and B(k) hold for all 1 ≤ k ≤ n− 1. Then the
statement A(n) holds.
Proof. Suppose we have X ∈ Fn−2 such that I = 1X˜n contains I
n
1 as a
(possibly) disconnected subsequence with X˜ = sh1(X). Without loss of
generality, we may assume X to be left-most; due to Lemma 6.13, the prop-
erty In−21 ⊂ X is preserved. Write X as X = X˜t1X˜t−11 . . . 1X˜21X˜1 where
X˜i = sh1(Xi), with Xi ∈ Fn−3. The sequences Xt and X1 are possibly
empty, whereas Xi can be assumed non-empty for 2 ≤ i ≤ t − 1. (Observe
that X has to contain a 1 since In1 ⊂ I = 1X˜n, and that the Xi are left-most
again.) Set X˜i = sh2(Xi). Then
I = 1X˜t2
˜
Xt−12 . . . 2X˜22X˜1n.
Since In1 ⊂ I, there must be a smallest k such that n−1 ∈ X˜k, i.e., n−3 ∈ Xk.
As we already showed A(n) for n ≤ 3, we may assume n ≥ 4. Thus, n
commutes with 2, and
I ∼P 1X˜t2
˜
Xt−12 . . . 2
˜
Xk+12X˜kn2
˜
Xk−12
˜
Xk−22 . . . 2X˜1.
Note that k < t since In1 ⊂ 1X˜n, so there must be an entry n − 1 after the
first appearance of 2. Now we have 2X˜kn = sh1(1X˜k(n − 1)), where Xk ∈
F(n−1)−2. Moreover, 2X˜k is left-most and contains (2, n−1) by assumptions,
thus it contains In−12 by Lemma 6.10 and therefore I
n−1
1 ⊂ 1X˜k(n − 1).
So we may use A(n − 1) and obtain sequences J ′,K ′ ∈ Fn−3 such that
1X˜k(n − 1) ∼ sh2(J
′)In−11 sh1(K
′). Putting this into the formula above
leads to
I ∼ 1X˜t2
˜
Xt−12 . . . 2
˜
Xk+1 sh3(J
′)In2 sh2(K
′)2
˜
Xk−12
˜
Xk−22 . . . 2X˜1.
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Use now sh1(C(n− 1)) to see
I ∼ 1X˜t
˜
Xt−1 . . .
˜
Xk+1 sh3(J
′)In2 sh2(K
′)2
˜
Xk−12
˜
Xk−22 . . . 2X˜1.
Since all entries in X˜t
˜
Xt−1 . . .
˜
Xk+1 sh3(J
′) are at least 3, this term commutes
with 1 and we obtain
I ∼ sh2(XtXt−1 . . . Xk+1 sh1(J
′))In1 sh1(sh1(K
′)1X˜k−11X˜k−21 . . . 1X˜1).
Since J := XtXt−1 . . . Xk+1 sh1(J
′) is in Fn−2 as well as
K := sh1(K
′)1X˜k−11X˜k−21 . . . 1X˜1,
this completes the proof of the lemma. 
Proof of Theorem 6.14. follows now by induction assembling the lemmas
above. 
This leads us to the following corollary.
Corollary 6.19. In Q′n, the equality I
n
1 I
n
1 = I
n
2 I
n
1 follows from C(n) with
L = In1 . Applying the statement C(n) iteratively, we obtain furthermore
(In1 )
n ∼ InnI
n
n−1 . . . I
n
2 I
n
1 = Dn.
Remark 6.20. One can use the theorem above to show that Q′n is finite for
all n; for details, we refer to [30]. Contrary to this, the monoid Qn is infinite
for n ≥ 3, cf. [21] or [25].
7. Factorable Monoids with Complete Rewriting Systems
Recall that for the monoid Qn, the Evaluation Lemma 6.2 holds, i.e., for
any tuples I, J ∈ Fn with I ∼Q J , we know that we have the equality
fI ≡ fJ in the graded sense. Unfortunately, only weak analogs are true for
the monoid Q′n. However, they are sufficient to provide some examples of
complete rewriting systems. So we will show a suitable Evaluation Lemma
for Q′n. First, we will prove a variant of the Evaluation Lemma 6.2 for the
original monoid Qn.
Lemma 7.1. Let (M, E , η) be a factorable monoid satisfying the stronger
conditions (xs)′ = (x′s)′ and xs = x · x′s for any x ∈M and s ∈ E. Then
f1f2f1f2 = f2f1f2 = f2f1f2f1
holds for all triples in this monoid. Recall that for a sequence I = (is, . . . , i1) ∈
Fn, we defined fI : M
n+1 →Mn+1 to be the composition fis ◦ fis−1 ◦ . . . ◦ fi1.
If I ∼Q J and (xn+1, xn, . . . , x1) is a tuple of elements xi ∈ E, then
fI(xn+1, . . . , x1) = fJ(xn+1, . . . , x1).
Note that this equality holds not only in the graded sense.
Proof. Note that we can rewrite the assumption (xs)′ = (x′s)′ and xs = x·x′s
for any x ∈ M and s ∈ E as η1d1 = d2η1d1η2 : M × E → M ×M , where we
use Notation 2.7. For the proof, we have first to show that η1d1 = d2η1d1η2
also holds for all pairs in M ×M . This works exactly as the proof of the
graded equality in Lemma 2.12 by deleting the word “graded”. The second
part of the proof works by applying the same method to the proof of Lemma
2.2.5 in [21]. 
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Now we are ready to prove the Evaluation Lemma for Q′n.
Lemma 7.2. Let (M, E , η) be a factorable monoid satisfying the stronger
conditions (xs)′ = (x′s)′ and xs = x ·x′s for any x ∈M and s ∈ E. If I ∼ J
and (xn+1, xn, . . . , x1) is a tuple of elements xi ∈ E, then
fI(xn+1, . . . , x1) = fJ(xn+1, . . . , x1).
Proof. It is enough to show this for the defining relation of ∼. So let U, V ∈
Fn be two words in letters 1, . . . , n and 1 ≤ k ≤ n such that kU ∼P Uk, the
letter k does not occur in U and such that kUV ∼Q UV . We want to show
that fkfV and fV are equal evaluated on each (xn+1, xn, . . . , x1). We have
only to show that under these conditions, fV (xn+1, xn, . . . , x1) is stable at
the position k. Note that since k does not occur in U , the only possibility for
kU ∼P Uk to be true is that neither k+1 nor k−1 occur in U . So applying fU
does not affect the letters in the k-th and the k+1-st place. Hence, at these
places, fUfV (xn+1, xn, . . . , x1) and fV (xn+1, xn, . . . , x1) have equal entries.
Thus, the same holds for fkfUfV (xn+1, xn, . . . , x1) and fkfV (xn+1, xn, . . . , x1).
But kUV ∼Q UV , so we can apply the Evaluation Lemma 7.1, which now
holds in the proper and not only in the graded sense. 
This gives us a (quite restrictive) sufficient condition for the completeness
of the associated rewriting system.
Theorem 7.3. Let (M, E , η) be a factorable monoid satisfying the stronger
conditions (xs)′ = (x′s)′ and xs = x · x′s for any x ∈ M and s ∈ E. Then
the associated string rewriting system is complete.
Proof. We only have to prove the noetherianity of the rewriting system. Call
a sequence of rewritings effective with respect to a tuple x = (xn+1, xn, . . . , x1)
in En+1 if every application of a rewriting rule in this sequence changes the
tuple. Recall furthermore that a finite sequence of rewritings corresponds
uniquely to a tuple in Fn.
We will show the following statement: For any n ∈ N, the length of tuples
in Fn which are effective for a fixed x is bounded by a number c(n). This
will yield the claim of the lemma.
Note that any effective sequence has to be reduced. In particular, we see
that c(1) = 1 is a desired upper bound. For n = 2, we know that both
sequences (1 2 1 2) and (2 1 2 1) yield the normal form, so that the effective
sequences are bounded by c(2) = 4.
Now assume the statement is proven for all natural numbers smaller than
n, and let x = (xn+1, xn, . . . , x1) ∈ E
n+1 be any tuple of length n+ 1.
Let I ∈ Fn be effective with respect to x. If I does not contain the
entry n, we are done by induction hypothesis. Otherwise, we can find the
first occurence of n in I from the right, and so we have I = J1 n J0 for
some J0 ∈ Fn−1. Note that J0 is effective with respect to (xn, . . . , x1), so
by induction hypothesis, its length is bounded by c(n − 1). If J1 does not
contain a 1, then it is in sh1(Fn−1), and the corresponding sequence in Fn−1
is effective with respect to the left n-subtuple of fnfJ0(x). Thus, if J1 does
not contain a 1, the length of I is bounded by 2c(n − 1) + 1.
Now assume J1 does contain a 1. Then we can write I either as
K2 1 K1 n K0 n J0
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or as
K2 1 K1 n J0
with K1 ∈ sh1(Fn−2) and K0 ∈ sh1(Fn−1), depending on whether the right-
most occurence of a 1 in J1 is separated from the already found n by another
occurence of n or not.
We claim that in either case, the sequence K2 cannot contain a 1. Set
y = fK0fnfJ0(x) in the first and y = fJ0(x) in the second case. Then the
sequence K2 1 K1 n is effective with respect to y. Moreover, by statement
A(n) of Theorem 6.14, we know that there are sequences L,M ∈ Fn−2 so
that
1 K1 n ∼ sh2(L)I
n
1 sh1(M).
By Evaluation Lemma 7.2, this implies under the assumptions of the theorem
that
f1fK1fn(y) = fsh2(L)fIn1 fsh1(M)(y).
Assume for contradiction that K2 contains a 1, so we can write K2 = Z2 1 Z1
with Z2 ∈ Fn and Z1 ∈ sh1(Fn−1) (i.e., we consider the first occurence of
1 from the right in K2). Then by statement C(n) of Theorem 6.14, we can
conclude
1 Z1 sh2(L)I
n
1 sh1(M) ∼ Z1 sh2(L)I
n
1 sh1(M).
Thus, using Evaluation Lemma 7.2 again, we obtain
f1fZ1fsh2(L)fIn1 fsh1(M)(y) = fZ1fsh2(L)fIn1 fsh1(M)(y),
contradicting the effectiveness of the sequence I.
So we have proven that K2 is contained in sh1(Fn−1). Again by arguing
with appropriate subsequences of I and tuples obtained from x, we see that
the sequences K2,K1,K0 are effective with respect to some tuples, so that
their lengths are bounded by c(n − 1), c(n − 2), c(n − 1), respectively.
All in all, we have shown that the length of I is bounded by
c(n) = 3c(n − 1) + c(n− 2) + 3.
This completes the proof of the theorem. 
Remark 7.4. Proposition 3.4.4 of [21], stating a stronger version of our
Lemma 7.2, is unfortunately wrong. It cannot be proved without further
assumptions, as the counterexample in the appendix shows. Thus, the proof
of noetherianity for the rewriting system associated with a factorable monoid
cannot be fixed in general. However, it can be fixed in special cases, e.g. as
in Theorem 7.3 above. We will present more concrete examples later on.
8. Discrete Morse Theory Basics
We want to show that even though the rewriting system associated with a
factorability structure fails to be complete in general, an analogon of Brown’s
Theorem 4.4 is true for any factorable monoid. To do so, we will need
techniques from discrete Morse theory. We introduce an algebraic version
here. Again, we follow the exposition in [21].
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A based chain complex is a non-negatively graded chain complex (C∗, ∂),
where each Cn is a free Z-module, together with a choice of basis Ωn for each
Cn. In what follows, (C∗,Ω∗, ∂) will always be a based chain complex.
We equip each Cn with the inner product 〈 , 〉 : Cn × Cn → Z obtained
by regarding Ωn as an orthonormal basis for Cn. For elements x ∈ Cn and
y ∈ Cn−1, we say that 〈∂x, y〉 is their incidence number. If x, y have the
“wrong” dimensions, i.e., if x ∈ Cn, but y /∈ Cn−1, then we set their incidence
number 〈∂x, y〉 to be zero.
Definition 8.1. A Z-compatible matching on a based chain complex
(C∗,Ω∗, ∂) is an involution µ : Ω∗ → Ω∗ satisfying the following property:
For every x ∈ Ω∗ which is not a fixed point of µ, we have 〈∂x, µ(x)〉 = ±1
or 〈∂µ(x), x〉 = ±1. (This last condition is called Z-compatibility.)
The fixed points of a matching µ : Ω∗ → Ω∗ are called essential. If x ∈ Ωn
is not a fixed point, then µ(x) ∈ Ωn−1 ∪Ωn+1. We say that x is collapsible
if µ(x) ∈ Ωn−1, and it is called redundant if µ(x) ∈ Ωn+1.
Remark 8.2. Note that it is enough to check 〈∂µ(x), x〉 = ±1 for redundant
cells in order to check that an involution µ : Ω∗ → Ω∗ is Z-compatible if we
know that all non-fixed points are either collapsible or redundant. Indeed,
let x ∈ Ωn be a non-fixed point of an involution µ as above. We have to
show that 〈µ(x), ∂x〉 = ±1 for the case that x is collapsible. In this case,
the image µ(x) ∈ Ωn−1 is redundant since µ(µ(x)) = x is in Ωn. So we know
that for y = µ(x), we have 〈∂µ(y), y〉 = ±1. Inserting y = µ(x), we obtain
〈µ(x), ∂x〉 = ±1.
Let µ be a matching on (C∗,Ω∗, ∂). For two redundant basis elements
x, z ∈ Ω∗ set x ⊢ z to be the relation “z occurs in the boundary of the
collapsible partner of x”, i.e., 〈∂µ(x), z〉 6= 0.
Definition 8.3. A matching on a based chain complex is called noetherian
if every infinite chain x1 ⊢ x2 ⊢ x3 ⊢ . . . eventually stabilizes.
Given a noetherian matching µ on (C∗,Ω∗, ∂), we define a linear map
θ∞ : C∗ → C∗ as follows. Let x ∈ Ω∗. If x is essential, we set θ(x) = x. If x
is collapsible, we set θ(x) = 0, and if x is redundant we set θ(x) = x−ε·∂µ(x),
where ε = 〈∂µ(x), x〉.
Note that if x is redundant, then 〈x, θ(x)〉 = 0. It is now not hard to
check that for every x ∈ Ω∗ the sequence θ(x), θ
2(x), θ3(x), . . . stabilizes for
noetherian matchings (cf. also [21], Section 1.1), and we define θ∞(x) :=
θN(x) for N large enough. We linearly extend this map to obtain θ∞ : C∗ →
C∗.
We can now state the main theorem of discrete Morse theory.
Theorem 8.4 (Brown, Cohen, Forman). Let (C∗,Ω∗, ∂) be a based chain
complex and let µ be a noetherian matching. Denote by
Cθ∗ = im(θ
∞ : C∗ → C∗)
the θ-invariant chains. Then (Cθ∗ , θ
∞ ◦∂|im(θ∞)) is a chain complex, and the
map
θ∞ : (C∗, ∂) −→
(
Cθ∗ , θ
∞ ◦ ∂|im(θ∞)
)
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is a chain homotopy equivalence. A basis of Cθ∗ is given by the essential cells.
For a proof see e.g. [17].
Remark 8.5. Discrete Morse theory is the key tool for Brown’s proof of
Theorem 4.4: On a monoid M given by a complete rewriting system (S,R),
he constructs a noetherian matching on the bar complex with essential cells
as described in Theorem 4.4.
The differential of the Morse complex can be described more explicitly.
Given an essential cell x ∈ Ωn, we want to determine the coefficient of an
essential cell y ∈ Ωn−1 in the boundary of x (in the Morse complex). For
this, consider the set Z(x, y) of all chains
zr ⊢ zr−1 ⊢ . . . ⊢ z1
of redundant cells in Ωn−1 so that 〈∂x, zr〉 6= 0 and also 〈∂µ(z1), y〉 6= 0. So
we can formulate the following theorem:
Theorem 8.6 ([24], Section 11.3). Let (C∗,Ω∗, ∂) be a based chain com-
plex and let µ be a noetherian matching on it. Then C∗ is chain homotopy
equivalent to a chain complex with bases given by µ-essential cells and with
differentials ∂µ(x) for x essential equal to∑
y∈Ωness.
∑
(zr ,...,z1)∈
Z(x,y)
(−1)r
〈∂x, zr〉〈∂µ(zr), zr−1〉〈∂µ(zr−1), zr−2〉 . . . 〈∂µ(z1), y〉
〈∂µ(zr), zr〉〈∂µ(zr−1), zr−1〉 . . . 〈∂µ(z1), z1〉
y.
Remark 8.7. Both Morse complexes described above can be seen to coincide
by an analogous argument as in [17], Section 8.
9. Matching for Factorable Monoids
We are now going to construct a matching on the reduced, inhomoge-
neous bar complex of a factorable monoid. The idea is to make a similar
construction as in Theorem 4.4 and Remark 8.5. Although the rewriting
system defined by the factorability structure is in general not noetherian,
the matching defined by the same method turns out to be noetherian nev-
ertheless.
We will need to analyze some elements of Qn (cf. Definition 6.1) in order
to prove the noetherianity. We will do this first.
Definition 9.1. An element I of Fn is called small if it is not equivalent in
Qn to an element of the form
(J k + 1 k k + 1 K)
for any 1 ≤ k ≤ n and any J,K ∈ Fn. This is the same as to say that I is
not equivalent to an element of this form in Pn.
The following finiteness result will be crucial for the noetherianity.
Lemma 9.2. In Fn, there are only finitely many reduced, right-most, small
sequences. (Right-most is defined dually to left-most, cf. Definition 6.8)
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Proof. Observe that connected subsequences of small sequences are small
again.
First, we are going to prove that a reduced, right-most, small sequence has
a unique maximal entry. This is clear for n = 1. We proceed by induction
on n. Assume we have proven the claim for all natural numbers smaller or
equal to n, and consider a sequence as above with maximal entry n+1 (if the
maximal entry is smaller, the sequence is contained in Fn ⊂ Fn+1 and the
conclusion holds by induction hypothesis). Recall that right-most is a condi-
tion depending on consecutive pairs of entries, so any connected subsequence
of a right-most sequence is right-most again. Assume for contradiction that
n+ 1 occurs more that once. Then we can choose a connected subsequence
of the form
(n + 1 I n+ 1),
where I does not contain n + 1. Note that both this subsequence and I
are reduced, right-most and small. Since the sequence (n + 1 I n + 1) is
right-most and I does not contain the maximal entry n+1, we can conclude
that I = (n, I ′) for some sequence I ′. Furthermore, n has to be the maximal
entry of I and thus it does not occur in I ′ by induction hypothesis. But then
all entries in I ′ are smaller or equal to n− 1, thus I ′ and n+ 1 commute in
Pn+1 and we have
(n+ 1 I n+ 1) ≃Qn+1 (n+ 1 n n+ 1 I
′),
contradicting the smallness. This completes the induction step.
Thus, any reduced, right-most, small sequence has a unique maximal en-
try. Now we prove the claim of the lemma by induction. For n = 1, the
claim is obvious. Assume now that we have proven the claim for all natural
numbers ≤ n, so in particular, there are constants ci for 1 ≤ i ≤ n bounding
the length of reduced, right-most, small sequences in Fi. Now consider a
reduced, right-most, small sequence in Fn+1. Either it does not contain the
entry n + 1, in which case it is contained in Fn ⊂ Fn+1 and has length at
most cn, or it contains exactly one entry n+1, in which case it is of the form
(I n + 1 J) with I, J reduced, right-most, small sequences which lie in Fn.
So the total length of such a sequence as we started with in Fn+1 is at most
2cn+1. This shows that there are only finitely many of these and completes
the proof of the lemma. 
We will need the following criterion for smallness. We write Jba for the
sequence (b b − 1 . . . a) for natural numbers b ≥ a (cf. the “dual” notation
6.4 for the left-most case). Observe that we can write any right-most reduced
sequence in a form JblalJ
bl−1
al−1
. . . Jb1a1 with ar < br−1.
Lemma 9.3. Let JblalJ
bl−1
al−1
. . . Jb1a1 with ar < br−1 be a right-most, reduced,
small sequence.
(1) Let j < bl. Then jJ
bl
al
Jbl−1al−1 . . . J
b1
a1
is also right-most, reduced and
small.
(2) Let j = bl+1 and let either l = 1 or bl+1 < bl−1. Then jJ
bl
al
Jbl−1al−1 . . . J
b1
a1
is also right-most, reduced and small.
(3) If al+1 ≤ bl+1 < bl, then J
bl+1
al+1
JblalJ
bl−1
al−1
. . . Jb1a1 is also right-most, re-
duced and small.
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Proof. The new sequence is clearly reduced and right-most, so we only have
to prove it is also small.
If the right-most reduced sequence JblalJ
bl−1
al−1
. . . Jb1a1 is in addition small,
then any connected subsequence of it is also small, and a small, right-most,
reduced sequence has a unique maximal entry, as we have seen in the proof
of the last lemma. This is in particular true for each subsequence of the form
JbaJ
d
c ; if we had b ≥ d, then J
d
a were a connected subsequence of J
b
a, and the
subsequence JdaJ
d
c of J
b
aJ
d
c has the maximal value d occurring twice.
Thus, a right-most, reduced, small sequence can be written in form
JblalJ
bl−1
al−1
. . . Jb1a1
with ar < br−1 and br < br−1 for all 2 ≤ r ≤ l. Now consider the sequence
jJblalJ
bl−1
al−1 . . . J
b1
a1
.
with j < bl. Assume for contradiction that it is not small, i.e., there exists
another representative of this element in Qn of the form (I k + 1 k k + 1J).
Observe that such a representative of this element in Qn must be possible
to obtain by applying relations in Pn only, since for applying any additional
relation of Qn, we already have to have a connected subsequence of the form
(k + 1, k, k + 1). So we want to show that applying relations in Pn only,
we will not produce a sequence with a connected subsequence of the form
(k + 1, k, k + 1).
The sequence we started with has the following property: Whenever there
are two equal entries in different spots of this sequence, forming a connected
subsequence of the form mI m, then either I m ∼P mI (this actually does
not occur in the sequence we started with, but we need to allow it in a
moment) or I contains the entry m+1. We want to show that this property
is preserved under applying relations in Pn. This will complete the proof of
the first part of the lemma.
We have three types of applications of the relations in Pn:
I a2 J → I a J
I a J → I a2 J
I a b J → I b a J for |a− b| ≥ 2.
These applications of relations surely do not affect the property for pairs of
equal entries which lie both in I or both in J . Moreover, if one of the equal
entries lies in I and the other one in J , then the set of letters separating
them does not change and so the property holds. Moreover, it is clear that
the property holds for all appearances of a in I or J after applying one of
the idempotency relations; and it also holds for the new equal pairs possibly
created by the relations. Last, we have to analyze the case where a or b
appear in I (the case for J will follow symmetrically) and we apply the last
relation. If a appears in I, we just add a letter commuting with a to the
set separating both appearances of a, so it still has the property above. If
b appears in I, then we delete one letter commuting with b from the set of
letters separating both appearances of b, in particular, the deleted entry is
not b + 1; so the property holds. This completes the case distinction and
also the proof of the first part of the lemma.
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For the second part, observe that in that case, the P -invariant property
above is satisfied again.
The third part follows immediately from applying the first part to j = al+1
and then repeated application of the second part. 
An immediate consequence of the preceding lemma is the following.
Corollary 9.4. Let JblalJ
bl−1
al−1
. . . Jb1a1 with ar < br−1 be a right-most, reduced
sequence. Then it is small if and only if br+1 < br holds for all 1 ≤ r ≤ l−1.
Now we can proceed to define the promised matching.
Let (M, E , η) be a factorable monoid. Let (B∗M,d) denote the reduced,
inhomogeneous bar complex of M . Recall that it can be seen as a based
chain complex with basis
Ωn = {[mn| . . . |m1] | mi ∈M,mi 6= 1}
in degree n, and the differential is given by
d([mn| . . . |m1]) =
n∑
i=0
(−1)idi([mn| . . . |m1]),
where di are given by
di([mn| . . . |m1]) =

[mn| . . . |m2], if i = 0,
[mn| . . . |mi+1mi| . . . |m1], if 0 < i < n,
[mn−1| . . . |m1], if i = n.
(Here, we define di([mn| . . . |m1]) to be 0 whenever it would contain 1 as an
entry otherwise.)
We want to specify a matching µ : Ω∗ → Ω∗. Let NF: M → E
∗ denote
again the normal form in the factorable monoid. Recall that by Lemma 5.1,
we have a rewriting system associated with the factorability structure η. In
particular, the notion of reducible/irreducible words in E is well-defined.
Let [mn| . . . |m1] be essential, i.e., a fixed point of the matching µ, if and
only if the following conditions hold:
(1) m1 ∈ E ,
(2) The word (NF(mi+1),NF(mi)) is reducible for every 1 ≤ i ≤ n− 1,
(3) For every 1 ≤ i ≤ n− 1, any proper (right) prefix of
(NF(mi+1),NF(mi)) is irreducible.
These conditions are analogous to those in Theorem 4.4.
Observe that since all rewriting rules are of the form (x, y) → η(xy) for
x, y ∈ E , these conditions are equivalent to:
(1) mi ∈ E for 1 ≤ i ≤ n,
(2) The pairs (mi+1,mi) are unstable for all 1 ≤ i ≤ n− 1.
Next, we want to describe the redundant and collapsible cells in Ω∗. Define
first the height of a cell as the length of the maximal “right subcell” which
is essential, more precisely,
ht([mn| . . . |m1]) := max{k ∈ N|[mk| . . . |m1] is essential}.
Note that the height of [mn| . . . |m1] is an integer between 0 and n. Such
a cell is of height n if and only if it is essential. Consider now an n-cell
[mn| . . . |m1] of height h < n. We call such a cell collapsible if (mh+1,mh)
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is stable. Otherwise, we call the cell [mn| . . . |m1] redundant. Observe that
in this case, mh+1 is not in E , so it is of E-length at least 2. Note also
that the cell is always redundant if it is of height 0. Now define for a cell
m := [mn| . . . |m1] ∈ Ωn the map µ as follows:
µ(m) =
{
[mn| . . . |mh+1mh|mh−1| . . . |m1], for m collapsible of height h,
[mn| . . . |η(mh+1)|η
′(mh+1)|mh| . . . |m1], for m redundant of height h.
Proposition 9.5. Let (M, E , η) be a factorable monoid. Then the map
µ : Ω∗ → Ω∗ as above is a noetherian, Z-compatible matching on the bar
complex of M .
Proof. First, we observe that µ is well-defined: If m := [mn| . . . |m1] ∈ Ωn is
collapsible of height h, then the pair (mh+1,mh) is stable, so in particular,
mh+1mh 6= 1. If m := [mn| . . . |m1] ∈ Ωn is redundant of height h, then
mh+1 is not in E , so it has E-length at least 2. Thus, we know that η
′(mh+1)
is in E . Furthermore, the length of η(mh+1) is at least 1, hence this element
is also non-trivial.
Next, we are going to check that µ is an involution. Letm := [mn| . . . |m1] ∈
Ωn be collapsible of height h. Then we know by assumption that the cell
[mh−1| . . . |m1] is essential, so the cell µ(m) is of height at least h− 1. More-
over, by Recognition Principle, the pair (mh+1mh,mh−1) is unstable if and
only if the pair (mh,mh−1) is unstable. The latter statement holds since
the original cell was of height h. Thus, the cell µ(m) is redundant of height
h− 1. To compute µ2(m), recall that we assumed
η(mh+1mh) = (mh+1,mh).
This implies µ2(m) = m for collapsible cells m.
Consider now a redundant cellm := [mn| . . . |m1] ∈ Ωn of height h. Again,
the cell µ(m) is at least of height h. Furthermore, we know that the pair
(mh+1,mh) is unstable by assumption. By Theorem 2.9, we may use Recog-
nition Principle in M . Thus, we know that the pair (η′(mh+1),mh) is also
unstable. Together with the observation that η′(mh+1) lies in E we can con-
clude that µ(m) is at least of height h + 1. Since η(mh+1) is a stable pair
by definition, we obtain that µ(m) is a collapsible cell of height h + 1, and
µ2(m) = m follows immediately.
Now we are going to check that µ is a Z-compatible matching. According
to Remark 8.2, it is enough to check 〈dµ(m),m〉 = ±1 for redundant cells
m := [mn| . . . |m1]. Assume m has height h. By definition, dh+1µ(m) = m.
We will show diµ(m) 6= m for i 6= h+1, which will prove the Z-compatibility.
Furthermore, we will take a closer look at diµ(m), since it will be helpful
for proving that the matching µ is noetherian. We have to consider several
cases. Of course, only the cases with diµ(m) 6= 0 are interesting for our
consideration.
Case 1: Consider i = 0 < h+ 1. If h > 0, then
diµ(m) = [mn| . . . |η(mh+1)|η
′(mh+1)|mh| . . . |m2].
This tuple has η(mh+1) in (h + 1)-st place from the right. Thus, it
cannot equal m, since m has mh+1 in this spot and
NE(η(mh+1)) < NE(mh+1).
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Note furthermore that mj for 2 ≤ j ≤ h as well as η
′(mh+1) are in
E , and all of the pairs (mk+1,mk) for 2 ≤ k ≤ h− 1 are unstable by
assumption. Moreover, the pair (η′(mh+1),mh) is unstable since the
pair (mh+1,mh) is unstable (by Recognition Principle). So the cell
diµ(m) has at least height h. Since the pair (η(mh+1), η
′(mh+1)) is
stable, this cell has height exactly h, and it is collapsible.
If m is of height 0, then diµ(m) = [mn| . . . |η(m1)]. Here, we apply
the same argument as before to the right-most position of the tuple.
Observe that this cell may or may not be redundant, and there are
no constraints on its height.
Case 2: Assume now 0 < i < n+1, and consider the case i < h, in particular,
h > 0. Then we have
diµ(m) = [mn| . . . |η(mh+1)|η
′(mh+1)|mh| . . . |mi+1mi| . . . |m1].
This tuple has η(mh+1) in the (h + 1)-st spot, and as before, this
entry is different from mh+1. Note that the height of diµ(m) is at
least i − 1 < h, and it may or may not be redundant. Moreover, if
the application of di does not lower the norm, then the tuple diµ(m)
has the height exactly i− 1.
Case 3: The case 0 < i = h < n+ 1 is almost the same:
dhµ(m) = [mn| . . . |η(mh+1)|η
′(mh+1)mh|mh−1| . . . |m1].
This tuple has again η(mh+1) in the (h + 1)-st spot, and as before,
this entry is different from mh+1. The height of diµ(m) is at least
h−1 < h, and it may or may not be redundant. The height is exactly
h− 1 if the application of dh does not lower the norm of the tuple.
Case 4: Next, we deal with the case 0 < i = h+ 2 < n+ 1. We have in this
case
dh+2µ(m) = [mn| . . . |mh+3|mh+2η(mh+1)|η
′(mh+1)|mh| . . . |m1].
By a similar consideration as above, diµ(m) has η
′(mh+1) as an entry
in the h+1-st spot. Since N(mh+1) > 1, the tuple diµ(m) is different
from m. The cell diµ(m) may or may not be redundant, and it is of
height at least h+ 1. If dh+2 is norm-preserving, this cell has height
exactly h+ 1 if it is redundant.
Case 5: Now consider the case 0 < i < n+ 1 and i > h+ 2. We have here
diµ(m) = [mn| . . . |mi+1mi| . . . |η(mh+1)|η
′(mh+1)|mh| . . . |m1].
By a similar consideration as above, diµ(m) has η
′(mh+1) as an entry
in the (h + 1)-st spot. Since N(mh+1) > 1, the tuple diµ(m) is
different from m. Furthermore, in this case, the resulting cell is
collapsible of height h+ 1.
Case 6: Last, consider i = n + 1. Recall that h < n, so h + 1 < n + 1,
and we can conclude again diµ(m) 6= m by looking an the (h+ 1)-st
spot. If n = h+ 1, then the resulting cell is essential, otherwise it is
collapsible of height h+ 1.
So we have proven that µ is a Z-compatible matching. We still have to show
that µ is noetherian.
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Assume for contradiction that there are redundant cells x1 ⊢ x2 ⊢ . . ..
First, we consider the sum of the norms of the entries for this sequence of
cells. Since applying ηi preserves this quantity and di either preserves it or
drops it, we can assume that this quantity is constant for the considered
sequence. Note that this implies in particular that there are no applications
of d0 or dn+1 in the sequence.
Next, observe that if xj is obtained as dijµ(xj−1), then the height of xj
is ij − 1. This follows from the case distinction above since we assumed
that xj is redundant and that dij does not drop the norm. Hence, µ(xj) is
given by ηij (xj), so by ηij (dijµ(xj−1))) = fij(µ(xj−1)). Thus, we obtain the
corresponding infinite sequence of collapsible partners of xi, which can be
described as
µ(x1), fi2(µ(x1)), fi3(fi2(µ(x1))), . . .
The m-th element in this sequence starting from the second one is charac-
terized by the sequence (im, im−1, . . . , i2) in Fn. By assumption, any two con-
secutive cells in the sequence of collapsible cells as above are distinct, thus the
sequences (im, im−1, . . . , i2) are all reduced. Furthermore, the foregoing case
distinction shows that it+1 ≤ it + 1, so that the sequence (im, im−1, . . . , i1)
is right-most.
We will prove next that all sequences (im, im−1, . . . , i2) constructed as
above are small. Assume for contradiction that r is the minimal index so that
(ir, ir−1, . . . , i2) is not small. By Lemma 9.3 and the case distinction above,
we can conclude that ir = ir−1 + 1 and that the sequence (ir−1, ir−2 . . . , i2)
is of the form JblalJ
bl−1
al−1 . . . J
b1
a1
with ar < br−1 and br < br−1 for all 2 ≤ r ≤ l
and l ≥ 2 and bl−1 = ir−1+1 = ir = bl+1. So since al ≤ bl−1 = (bl+1)−2,
the (possibly empty) sequence Jbl−1al commutes with bl + 1 = bl−1, so that
(ir−1, . . . , i2) ∼P (ir−1, ir−1 + 1)J
for some sequence J . Recall that P -equivalent sequences evaluate to equal
sequences of applications of fi (independently of norm behavior).
So we may assume the sequence in question (resulting from the collapsible
cell sequence) would contain a connected subsequence of the form (k+1, k, k+
1). Denote the spots k+2, k+1, k, k−1 of the collapsible element of height
h the sequence (k + 1, k, k + 1) is applied to by (a, b, c, d). Consider the
application of fkfk+1 which were assumed to be norm-preserving:
a b c d
ab (ab)
′ c d
ab (ab)′c ((ab)
′c)′ d
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(Note that for k = 1, the last column does not exist. This is not going to
be a problem.)
Since the application of first dk+1 yields a redundant cell of height k + 1,
we know in particular that c lies in E . Furthermore, since factorability
implies weak factorability and the applications of fi were assumed to be
norm-preserving, we have
ab · (ab)′c = abc,
((ab)′c)′ = (abc)′.
So after dk+1fkfk+1, the tuple is stable at position k, thus it is not redundant
of height k.
This is a contradiction, so all the sequences (im, im−1, . . . , i2) in Fn+1 re-
sulting from the chain of collapsible cells as above are right-most, reduced
and small, and thus have bounded length by Lemma 9.2. So we have proved
that the matching µ is noetherian, and this completes the proof of the propo-
sition. 
10. Chain Complex for Homology of Factorable Monoids
In the previous section, we have shown that there exists a noetherian,
Z-compatible matching on the bar complex of a factorable monoid (M, E , η).
In this section, we would like to describe the resulting complex. Recall that
Theorem 8.4 gives us a description of the desired complex.
The basis for each degree is given by the essential cells in this degree.
Recall that these are given by tuples of the form [mn|mn−1| . . . |m1] with
mi ∈ E for all 1 ≤ i ≤ n and with (mi+1,mi) unstable for all 1 ≤ i ≤ n− 1.
The aim of this section is to describe the differentials of the new complex
explicitly. Recall that di denotes the i-th part of the differential in the bar
complex.
First, we obtain the following proposition from Theorem 8.6.
Proposition 10.1. Let (M, E , η) be a factorable monoid, and let µ be the
matching on B∗M associated with this factorable monoid as in Section 9.
Then the Morse complex (V∗, ∂V) of this matching is a free chain complex
with basis
{[mn| . . . |m1] |mi ∈ E ,mi 6= 1, (mi+1,mi) unstable}
in degree n.
The differential is given by
∂V([mn| . . . |m1]) =
∑
(j,ir ,...,i1)
(−1)j+rdjfir . . . fi1([mn| . . . |m1]),
where the sum runs over all reduced tuples (j, ir , . . . , i1) so that all
dikfik−1 . . . fi1([mn| . . . |m1]) are redundant and djfir . . . fi1([mn| . . . |m1]) is
essential.
Proof. We apply Theorem 8.6. There, we have to build a sum over all chains
zr ⊢ . . . ⊢ z1 of redundant cells in Ωn−1 so that 〈d([mn| . . . |m1]), zr〉 6=
0. Thus, in our case zr is some di1([mn| . . . |m1]) which is required to be
redundant.
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We make a general analysis of cases where such a cell is redundant. Con-
sider any cell [xs| . . . |x1] with all xi ∈ E . This cell has to be either essential
or collapsible. Moreover, if dj([xs| . . . |x1]) is redundant, this implies that
0 < j < n, so we have
dj([xs| . . . |x1]) = [xs| . . . |xj+1xj | . . . |x1].
For this to be redundant, it is necessary that xj+1xj has exactly norm 2.
Thus, its collapsible partner is given by
µ(dj([xs| . . . |x1])) = [xs| . . . |η(xj+1xj)|η
′(xj+1xj)| . . . |x1].
In particular, all the entries of this cell are elements of E . We conclude that
in the chain zr ⊢ . . . ⊢ z1, the sum of norms of entries remains constantly n.
Thus, we are in the same situation as in the proof of Proposition 9.5,
where the relation zk ⊢ zk−1 was analyzed. There, we have seen that
µ(zk−1) = fir−k+2(µ(zk))
for some 1 ≤ ir−k+2 ≤ ir−k+1 + 1. Observe for further use that we have
seen that the sequence (ir, . . . , i1) is reduced, right-most and small. It is
also unique for given zr ⊢ . . . ⊢ z1 as ik = ht(zr−k+1) + 1. Moreover, by the
same argument as there, we have
µ(zr) = µ(di1([mn| . . . |m1])) = fi1([mn| . . . |m1]).
So the sequences (ir, . . . , i1) such that all dikfik−1 . . . fi1([mn| . . . |m1]) are
redundant are in one-to-one correspondence with chains zr ⊢ . . . ⊢ z1 of
redundant cells in Ωn−1 so that 〈d([mn| . . . |m1]), zr〉 6= 0.
Last, for the summand djfir . . . fi1([mn| . . . |m1]) to occur in the sum defin-
ing the differential according to Theorem 8.6, it is in addition necessary that
the cell
djfir . . . fi1([mn| . . . |m1])
is essential, as stated above. So the sum in the statement of the theorem
contains exactly the same summands as the one in Theorem 8.6. We still
have to check the coefficients in the sum.
Recall that for the matching µ defined in the last section, we have
〈dµ(x), x〉 = (−1)h+1
for any redundant cell x of height h. Moreover, from the case distinction of
the proof of Proposition 9.5, we conclude that each
dikfik−1 . . . fi1([mn| . . . |m1])
has height ik − 1. So the coefficient of (j, ir, . . . , i1)-summand simplifies to
(−1)r
〈dx, zr〉〈dµ(zr), zr−1〉〈dµ(zr−1), zr−2〉 . . . 〈dµ(z1), y〉
〈dµ(zr), zr〉〈dµ(zr−1), zr−1〉 . . . 〈dµ(z1), z1〉
= (−1)r
〈dx, zr〉〈dµ(zr), zr−1〉〈dµ(zr−1), zr−2〉 . . . 〈dµ(z1), y〉
(−1)ir+...+i1
,
where we write x = [mn| . . . |m1] and y = djfir . . . fi1([mn| . . . |m1]).
Next, we note that zr = di1x implies 〈dx, zr〉 = (−1)
i1 . Similarly,
〈dµ(zk), zk−1〉 = (−1)
ir−k+2
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and
〈dµ(z1), y〉 = (−1)
j .
Thus, the desired coefficient is given by (−1)j+r. This completes the proof
of this proposition. 
Note that in the proposition above, the indexing set of the sum depends
on the cell we apply the differential to. Next, we want to exhibit, as far as
possible, a common indexing set for all essential cells. This is going to be
the set of all reduced, right-most, small sequences (il, . . . , i1).
Let us denote the set of all reduced, right-most, small sequences in Fn−1 by
Λn−1. Recall that all tuples occurring in the sum above already lie in Λn−1.
We want to say that a tuple (il, . . . , i1) is x-coherent if all dikfik−1 . . . fi1(x)
are redundant, and denote by Fx the set of all x-coherent sequences. It
follows from the proof of the theorem above that if x has only entries in E ,
then Fx ⊂ Λn−1. The following lemma characterizing the complement of
this inclusion will be crucial.
Lemma 10.2. Consider x = [mn| . . . |m1] ∈ Ωn with all mi lying in E, and
let (is, . . . , i1) be right-most, reduced and small, but not x-coherent. Then
fis . . . fi1(x) = 0 or there exists 1 ≤ t ≤ s such that fit . . . fi1(x) is stable at
position it − 1.
Proof. Let t be the uniquely determined index such that (it−1, . . . , i1) is
x-coherent and (it, . . . , i1) is not. Set y := fit−1 . . . fi1(x). If dit is not norm-
preserving for y, then applying ηit would produce a trivial entry and thus
fit(y) = 0. In this case we are finished.
So assume that dit is norm-preserving for y. We know by assumption that
dit(y) is not redundant. We will now show that fit(y) is stable at position
it − 1.
We use the case distinction of the proof of Proposition 9.5. Note that
1 ≤ it ≤ it−1 + 1 since (is, . . . , i1) is right-most sequence in Fn−1. This
excludes, since the height of y is it−1− 1, the cases 1, 5 and 6. Thus, we can
conclude that height of dit(y) is at least it − 1.
The situation is as follows: dit(y) has height at least it − 1 and its it-th
entry has norm 2. So dit(y) has height exactly it − 1. Furthermore, dit(y)
is not redundant. It follows that dit(y) is stable at position it − 1. Let the
entries at positions it and it−1 of dit(y) be denoted by a and b, respectively.
Then fit(y) has the entries (a
′, b) in the same places. Due to the Recognition
Principle, this is again a stable pair. Thus, fit . . . fi1(x) is stable at position
it − 1. 
The following lemmas give partial answers to what extend insertion and
deletion of entries preserve smallness of finite sequences. Recall that any
connected subsequence of a small sequence is again small. In particular, a
small sequence stays small when deleting its first or last entry. We investigate
what happens if we delete an “inner” entry.
Lemma 10.3. Let (is, . . . , i1) be a right-most, reduced and small sequence.
For every 1 ≤ k ≤ s, the following holds: If ik < ik−1, then (is, . . . , îk, . . . , i1)
is right-most, reduced and small.
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Proof. Assume that ik < ik−1. We will use the third part of Lemma 9.3
repeatedly. Recall that we can write any right-most reduced sequence in a
form JblalJ
bl−1
al−1
. . . Jb1a1 with ar < br−1. Since it is small, we concluded further-
more br < br−1 for all 2 ≤ r ≤ l. Since ik < ik−1, there is 2 ≤ r ≤ l with
ik = ar, ik−1 = br−1. Thus, after deleting ik, the sequence is either of the
form
JblalJ
bl−1
al−1
. . . Jbrar+1 . . . J
b1
a1
or of the form
JblalJ
bl−1
al−1
. . . Ĵbrar . . . J
b1
a1
,
depending on whether ar = br holds. In both cases, repeated application of
the third part of Lemma 9.3 yields the claim.

Lemma 10.4. Let (is, . . . , i1) be right-most, reduced and small. Let j be
such that (is, . . . , ik, j, ik−1, . . . , i1) is right-most and reduced but not small.
Then one of the following holds
• j > ik−1 or
• ik < j and there exists some r
′ > k such that ir′ = j.
Proof. Assume that j ≤ ik−1, i.e., j < ik−1 since the sequence is reduced. We
are going to verify the second condition. Write again the sequence (is, . . . , i1)
in the form JblalJ
bl−1
al−1
. . . Jb1a1 with ar < br−1 and br < br−1 for all 2 ≤ r ≤ l.
Since the sequence is still right-most and reduced after inserting j, it has
again a similar presentation. Note that j cannot be inserted inside some
connected sequence Jba. Thus, there is some 1 ≤ r ≤ l so that
(is, . . . , ik) = J
bl
al
. . . Jbr+1ar+1 ,
(ik−1, . . . , i1) = J
br
ar
. . . Jb1a1 .
Note that if j ≤ ar+1 = ik, then by definition of right-most reduced se-
quences, we have j = ar+1 − 1 < br, so the decomposition of the new
sequence is given by
Jblal . . . J
br+1
ar+1−1J
br
ar . . . J
b1
a1
.
Since bs < bs−1 for all 2 ≤ s ≤ l, this sequence is small by Corollary 9.4,
contradicting our assumptions on j.
Hence, we may conclude that j > ar+1 = ik. Recall that by assumption,
we have j < ik−1 = br. Thus, the decomposition of the new sequence is
given by
Jblal . . . J
br+1
ar+1
J jj J
br
ar
. . . Jb1a1 .
Again by Corollary 9.4, there must exist an r+1 ≤ t ≤ l so that j ≤ bt, since
the new sequence is not small. Since br+1 > bt, we have ar+1 < j ≤ br+1, so
j appears in Jbr+1ar+1 . This completes the proof of the lemma. 
Proposition 10.5. Let x ∈ Ωn be essential. Then∑
I∈Λn−1rFx
(−1)#I · fI(x) = 0.
Note that the sum makes sense since Fx ⊆ Λn−1 and Λn−1 is finite.
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Proof. The proof is quite long and we therefore give a rough outline first.
The idea is as follows. We define an action of Z/2 on Λn−1 \ Fx such that
“the sum over each orbit is zero”. More precisely, we define for each essential
x a map ξ : Λn−1 \ Fx → Λn−1 \ Fx with the following properties:
(1) ξ2 = id.
(2) fξ(I)(x) = fI(x).
(3) If I is a fixed point of ξ, then fI(x) = 0.
(4) If I is not a fixed point of ξ, then the lengths of I and ξ(I) differ
by one. Together with the second point, this gives (−1)#IfI(x) +
(−1)#ξ(I)fξ(I)(x) = 0.
We now construct this map ξ. Consider (is, . . . , i1) ∈ Λn−1\Fx. If fis . . . fi1(x) =
0, then ξ will fix this sequence.
For other sequences (is, . . . , i1) ∈ Λn−1 \Fx, we know by Lemma 10.2 that
there is a t so that the cell fit . . . fi1(x) is stable at position it − 1. We will
show that, whenever such a t is given, one of the following three cases occurs:
Case 1: The sequence (is, . . . , it+1) is P -equivalent to a sequence with it − 1
on the very right; i.e., there is an entry it− 1 in (is, . . . , it+1) and on
the right from it, there are only entries commuting with this one. In
this case, we can define ξ be deleting the entry it − 1.
Case 2: The sequence (is, . . . , it+1) is not P -equivalent to a string with it− 1
on the very right, but(is, . . . , it+1).(it−1).(it, . . . , i1) is small. Then
we will be able to define ξ via inserting it − 1.
Case 3: If none of the first two cases occurs, then there is a t′ > t so that the
cell fit′ . . . fi1(x) is stable at position i
′
t − 1.
This makes clear how to define ξ in general: We start with a minimal t
satisfying the condition above, and we are either done if we are in Case 1 or
2, or we continue with the minimal t′ as in Case 3. Note that this procedure
has to terminate since the sequence we started with is finite. We now fill in
the details of the case distinction above.
Case 1: Assume (is, . . . , it+1) is P -equivalent to a string with it − 1 on the
very right; i.e., there is an entry it − 1 in (is, . . . , it+1) and on the
right from it, there are only entries commuting with this one.
The idea is to define ξ(is, . . . , i1) to be the finite sequence that
arises from “deleting” this (it − 1)-entry. Let k ≥ t + 1 be minimal
subject to ik = it − 1 and set ξ(is, . . . , i1) := (is, . . . , îk, . . . , i1). We
now check that ξ(is, . . . , i1) lies in Λn−1 \ Fx.
By assumption, we have
(is, . . . , it+1) ∼P (is, . . . , ik+1).(ik−1, . . . , it+1).(ik).
We claim that ik < ik−1. If k = t+1, this is obvious. If k > t+1,
we know by assumption that |ir − ik| ≥ 2 for every t ≤ r ≤ k. Since
(is, . . . , i1) is right-most, we must have ik < ik−1.
Lemma 10.3 tells us that (is, . . . , îk, . . . , i1) is indeed right-most,
reduced and small. It is obviously not x-coherent, because (it, . . . , i1)
is not. Note that by definition #ξ(I) = #I− 1. Observe that in this
case, fξ(I)(x) = fI(x) holds. Indeed, this follows since fit . . . fi1(x) is
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stable at position it−1 via the Evaluation Lemma using the identity
(is, . . . , it+1) ∼P (is, . . . , ik+1).(ik−1, . . . , it+1).(ik).
Case 2: Assume (is, . . . , it+1) is not P -equivalent to a string with it−1 on the
very right and assume that (is, . . . , it+1).(it−1).(it, . . . , i1) is small.
The idea is to define ξ(is, . . . , i1) by “inserting” the entry it−1 into
(is, . . . , i1). Note that (is, . . . , it+1).(it−1).(it, . . . , i1) need not be
right-most. Recall however that by (the symmetric counterpart of)
Proposition 6.11, there exists a unique right-most, reduced sequence
L which is P -equivalent to (is, . . . , it+1).(it−1).(it, . . . , i1). So we
define
ξ(is, . . . , i1) := L (it, . . . , i1).
It is easily checked that this sequence is right-most and reduced.
It is not hard to see from the proof of Proposition 6.11 that the
length of ξ(is, . . . , i1) is s+1. Furthermore, ξ(is, . . . , i1) is small since
smallness depends only on P -equivalence class. Since (it, . . . , i1) is
not x-coherent, ξ(is, . . . , i1) is neither. Obviously, in this case ξ has
all the desired properties.
Before discussing the remaining case, let us remark that for all sequences I
that are covered by Cases 1 and 2, we have ξ2(I) = I.
Case 3: Assume (is, . . . , it+1) is not P -equivalent to a string with it − 1 on
the very right and assume that (is, . . . , it+1).(it−1).(it, . . . , i1) is not
small.
We are going to find an index t′ > t such that fit′ . . . fi1(x) is
stable at position it′ −1. The existence of such an entry t
′ will follow
from Lemma 10.4. To have it applicable, we need to find the right-
most, reduced representative of (is, . . . , it+1).(it−1).(it, . . . , i1). Since
(is, . . . , i1) is right-most and reduced it follows that there exists some
k such that the right-most, reduced representative is of the form
(is, . . . , ik).(it−1).(ik−1, . . . , i1).
Note that k ≥ t + 1 because (it−1, it, . . . , i1) is right-most and
reduced. Intuitively speaking, we obtain this right-most, reduced
representative by successively pushing the entry (it−1) to the left,
and that we do as long as its left neighbor is ≥ it + 1. Observe also
that the entry (it−1) cannot be absorbed by this operations since
otherwise, (is, . . . , it) would be P -equivalent to a string with it − 1
on the very right.
Claim 1. it − 1 < ik−1.
If k−1 = t then the Claim 1 reads as it−1 < it, which is obvious.
Otherwise, it−1 and ik−1 commute, thus, |(it−1)− ik−1| ≥ 2. Since
our sequence is right-most, this implies it − 1 < ik−1. Claim 1 is
proven.
We are in the following situation: The sequence (is, . . . , i1) is right-
most, reduced and small. The sequence (is, . . . , ik).(it−1).(ik−1, . . . , i1)
is right-most and reduced but not small. Furthermore, it− 1 < ik−1.
Lemma 10.4 guarantees that ik < it − 1 and that there exists an
entry t′ > k such that it′ = it− 1. Amongst all possible choices of t
′,
we choose the smallest one.
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Claim 2. There is a sequence K so that
(it′−1) K ≃Q (it′ , . . . , ik, it−1).
The connected subsequence (it′ , . . . , ik) is small, right-most and
reduced and thus by Corollary 9.4, we can write it as JbmamJ
bm−1
am−1
. . . Jb1a1
with ar < br−1 and br < br−1 for all 2 ≤ r ≤ m. Note that if m ≥ 2,
then the inequality
a1 = ik < it − 1 = bm = it′ < b1
holds, so that it − 1 appears in the sequence J
b1
a1
, contradicting the
minimality of t′.
Thus, we conclude that m = 1, and since the sequence
(it′ , . . . , ik, it−1) is reduced, am is strictly smaller than bm. So we
have it′−1 = it′ − 1 = bm − 1, and all entries between it′−1 and it − 1
commute with bm = it−1. Thus, the sequence (it′ , . . . , ik, it−1) is P -
equivalent to one of the form (bm, bm−1, bm)I, and thus Q-equivalent
to
(bm − 1, bm, bm − 1, bm)I = (it′ − 1)(bm, bm − 1, bm)I.
This completes the proof of the claim.
Claim 3. fit′ . . . fi1(x) is stable at position it′ − 1.
Recall that fit . . . fi1(x) is stable at position it − 1, yielding
fit′ . . . fi1(x) = fit′ . . . fit+1fit−1fit . . . fi1(x).
Since (it′ , . . . , it+1, it − 1, it, . . . , i1) is P -equivalent to
(it′ , . . . , ik, it−1, ik−1, . . . , i1), we obtain
fit′ . . . fit+1fit−1fit . . . fi1(x) = fit′ . . . fikfit−1fik−1 . . . fi1(x).
Observe that fit′ . . . fi1 is norm-preserving for x: Since all entries of
x are in E , being not norm-preserving would imply fit′ . . . fi1(x) = 0.
Thus, the Q-equivalence of the Claim 2 gives an (honest) equality
in the Evaluation Lemma, so that fit′ . . . fi1(x) is stable at position
it′ − 1. Claim 3 is proven.
As explained earlier, the completeness of this case distinction shows that
the existence of the map ξ with the desired properties, and this in turn yields
the vanishing of the sum in question. 
The following example should shed some light on the algorithm described
in the proof above.
Example 10.6. Let (M, E , η) be a factorable monoid. Consider an essential
4-cell x = [x4|x3|x2|x1] ∈ B4M with the property that the finite sequence
(2, 1) is x-coherent and
d3f2f1(x) = [x4x3x2x1|(x3x2x1)
′|(x2x1)
′]
is not redundant. We write Ξ for the set of all finite sequences in F3 that
are right-most, reduced, small and that are of the form L.(3, 2, 1) for some
L ∈ F3. Explicitly:
Ξ = {(3, 2, 1), (1, 3, 2, 1), (2, 1, 3, 2, 1), (1, 2, 1, 3, 2, 1), (2, 3, 2, 1), (1, 2, 3, 2, 1)}.
Note that Ξ ⊆ Λ3 \ Fx.
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Let us assume that every element in Ξ is norm-preserving for x, because
otherwise it would be a fixed point of ξ and nothing interesting happens. We
will now explicitly describe the map ξ : Ξ → Ξ. First of all, f3f2f1(x) is
clearly stable at position 3, and the proof of Proposition 10.5 tells us that it
is also stable at position 2.
• (is, . . . , i1) = (3, 2, 1) = ( ).(3, 2, 1).
We will discuss this case in detail. The data is the following:
t = 3, it − 1 = 2 and (is, . . . , it+1) = ( ). Clearly, we are not in
Case 1. Moreover, the sequence (is, . . . , it+1).(it−1).(it, . . . , i1) =
(2).(3, 2, 1) is small. Therefore we are in Case 2, yielding ξ(3, 2, 1) =
(2).(3, 2, 1) = (2, 3, 2, 1).
• Let us, for convenience, briefly discuss (is, . . . , i1) = (2, 3, 2, 1) =
(2).(3, 2, 1).
Clearly, we are in Case 1, yielding ξ(2, 3, 2, 1) = (2̂, 3, 2, 1) =
(3, 2, 1). This shows that we indeed have ξ2(3, 2, 1) = (3, 2, 1).
• (is, . . . , i1) = (1, 3, 2, 1) = (1).(3, 2, 1).
Clearly, we are not in Case 1, and (1).(2).(3, 2, 1) is small. There-
fore we are in Case 2, yielding
ξ(1, 3, 2, 1) = (1).(2).(3, 2, 1) = (1, 2, 3, 2, 1).
It is also easy to see that, conversely, ξ(1, 2, 3, 2, 1) = (1, 3, 2, 1).
• (is, . . . , i1) = (2, 1, 3, 2, 1) = (2, 1).(3, 2, 1).
Again, we are not in Case 1, but (2, 1).(2).(3, 2, 1) is not small.
Therefore, we are in Case 3. We therefore restart the case distinction
with the sequence (2, 1, 3, 2, 1) and t = 5, it − 1 = 1. We are again
not in Case 1 and (1, 2, 1, 3, 2, 1) is small. Hence, ξ(2, 1, 3, 2, 1) =
(1, 2, 1, 3, 2, 1).
• (is, . . . , i1) = (1, 2, 1, 3, 2, 1) = (1, 2, 1).(3, 2, 1).
As in the last point, we are not in Case 1, and also (1, 2, 1).(2).(3, 2, 1)
is not small. Hence, we are again in Case 3. We therefore restart the
case distinction with the sequence (1, 2, 1, 3, 2, 1) and t = 5, it−1 = 1.
Since (1, 2, 1, 3, 2, 1) = (1).(2, 1, 3, 2, 1), we are now in Case 1, and
thus ξ(1, 2, 1, 3, 2, 1) = (2, 1, 3, 2, 1), as expected.
Combining Propositions 10.1 and 10.5, we obtain the following theorem.
We have linear maps i∗ : V∗ → B∗M and pi∗ : B∗M → V∗, given by inclusion
and projection on the essential cells. (These are not chain maps.)
Theorem 10.7. Let (M, E , η) be a factorable monoid and denote by (V∗, ∂V)
its Morse complex associated with the matching of Section 9. The differential
∂V : V∗ → V∗−1 can be written as follows,
∂Vn = pin−1 ◦ d ◦
∑
I∈Λn−1
(−1)#IfI ◦ in.
Here, d denotes the differential in the bar complex.
Remark 10.8. A variant of Theorem 10.7 was obtained first by quite dif-
ferent method by Visy [33] and is to appear in [2].
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11. Garside theory: Basics
We would like to report on the connection between factorability and Gar-
side theory. In this section, we gather Garside theory basics needed later.
Garside theory deals among other things with greedy normal forms, for ex-
ample on monoids, and with consequences arising from the existence of such
normal forms. These normal forms will provide a wide class of examples of
factorable monoids and groups.
The notion of a Garside monoid arises from the following observation: The
properties of the braid monoids used by F. Garside in [18] to solve the word
and the conjugacy problems in the braid monoids and braid groups are also
present in a wider class of groups. There are several sets of axioms which
reflect the most important of those properties (e.g. [10], [14], [13], [12]). We
will stick to the definition below, which seems to be most appropriate in our
context. First however, we clarify which sort of properties is needed. These
are certain conditions on the divisibility order in the monoid.
Definition 11.1. [13] Let M be a monoid and let x, y be elements in M .
We say “x is a left-divisor of y” or, equivalently, “y is a right-multiple of
x”, and write x  y if there is a z ∈ M such that y = xz. We write x ≺ y
if x  y and x 6= y. We call M left-noetherian if there are no infinite
descending sequences of the form . . . ≺ x3 ≺ x2 ≺ x1. Symmetrically, we
write x  y for y being a right-divisor of x.
Remark 11.2. A least common left-multiple c of two elements a, b of a
monoid M is a common left-multiple of these elements with the following
property: whenever d is a common left-multiple of a and b, we have d  c.
This should not be confused with the notion of minimal common left-multiple
of a and b, meaning a common left-multiple of a and b which is not right-
divisible by any other common left-multiple of a and b.
Remark 11.3. There are many variants of the Garside theory. Right-
cancellative, left-noetherian monoids in which any two elements admitting
a common left-multiple also admit a least common left-multiple were previ-
ously called “left locally Gaussian” in [13]. It seems not to be used often in
more recent papers, yet it fits exactly in our context. Unfortunately, “left
locally Gaussian” was also called “right locally Garside” in [11]. This notion
is closely related to the notion of a preGarside monoid in a recent paper by
E. Godelle and L. Paris ([19]). It can also be put in the context of the book
project by P. Dehornoy, F. Digne, E. Godelle, D. Krammer and J. Michel
([12]).
Definition 11.4. A monoid M is called atomic if for any element m ∈
M \ {1}, the number
‖m‖ := sup{n | ∃ a1, . . . , an ∈M \ {1} such that m = a1 . . . an}
is finite.
The notion of a Garside monoid collects the nice (divisibility) properties
enabling many conclusions about the monoid.
Definition 11.5. [10] A monoidM is calledGarside monoid if it is atomic,
cancellative and the following conditions hold:
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(1) For any two elements x, y in M , their least common left- and right-
multiples and their greatest common left- and right-divisors exist.
(We denote them by l-lcm(x, y), r-lcm(x, y), l-gcd(x, y), r-gcd(x, y),
respectively.)
(2) There is an element ∆ ∈ M , called a Garside element, such that
the set of the left-divisors of ∆ coincides with the set of right-divisors
of ∆, is finite and generates M .
The braid groups were the inspiration for the notion of Garside groups,
so it is not surprising that these and similar groups provide examples for
Garside monoids or weaker forms of those.
Definition 11.6. Recall that an Artin group is a group given by a group
presentation of the form
G(S) = 〈S| sts . . .︸ ︷︷ ︸
ms,t
= tst . . .︸ ︷︷ ︸
ms,t
for all s 6= t ∈ S〉.
where ms,t are natural numbers ≥ 2 or infinity, with ms,t = mt,s for all
s 6= t ∈ S. Here, ms,t = ∞ means that the pair s, t does not satisfy any
relation. We can associate with each Artin group a Coxeter group W (S)
by adding relations s2 = 1 for all s ∈ S; this is consistent with setting
the numbers ms,s to be 1. The matrix MS = (ms,t)s,t∈S will be called the
Coxeter matrix defining G(S) or W (S), and the pair (S,MS) will be also
called the Coxeter system. For each Coxeter system, we can define the
corresponding (positive) Artin monoid by the monoid presentation
M(S) = 〈S| sts . . .︸ ︷︷ ︸
ms,t
= tst . . .︸ ︷︷ ︸
ms,t
for all s 6= t ∈ S〉mon.
For later use, we will denote the alternating word sts . . . with m factors by
〈s, t〉m. Note that there are a monoid homomorphism pi : M(S) → W (S)
and a group homomorphism pi : G(S) → W (S) mapping each generator s
to its image in the quotient group. We will call M(S) as well as G(S) or
sometimes, by abuse of notation, even S of finite type if the associated
Coxeter group W (S) is finite.
Remark 11.7. Artin monoids of finite type turn out to determine the be-
havior of the corresponding Artin group quite completely, as first shown by
E. Brieskorn and K. Saito ([4]). In the same article, they investigate more
generally the structure of all Artin monoids. Amongst other things, they
show that any Artin monoid is left- and right-cancellative, left- and right-
noetherian, and any two elements admitting a common left- or right-multiple
also admit a least common left- or right-multiple, respectively. Moreover, it
is a Garside monoid if and only if it is of finite type.
Remark 11.8. There are further examples of Garside monoids or weaker
versions of such as e.g. torus knot groups; see [12] for a detailed account.
Now, we are going to describe the normal form mentioned above. This is
a greedy normal form: Loosely speaking, one tries to split off a generator
which is as large as possible. We are going to make this more precise soon.
Furthermore, we are going to recall that being normal form can be checked
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locally. The following relation makes it easier to describe the local behavior
of the normal forms.
Definition 11.9. [13] Let M be a monoid and let E be a subset of M . For
x, y ∈ M , we say that x ⊳E y if every right-divisor of xy lying in E is a
right-divisor of y.
We are ready to formulate the main property of the future normal form.
Definition 11.10. [13] Let M be a monoid and E a subset of M . We say
that a finite sequence (xp, . . . , x1) in E
p is E-normal if for 1 ≤ i < p, we
have xi+1 ⊳E xi.
The following result is closely related to the existence of the normal form:
Lemma 11.11. ([13], Lemma 1.7) Let M be a right-cancellative, left-noe-
therian monoid so that any two elements admitting a common left-multiple
also admit a least common left-multiple. Let E a generating set closed under
least common left-multiples. Then every element x ∈M\{1} admits a unique
greatest right-divisor lying in E. Here, “greatest” means again: Every other
right-divisor of x lying in E is a right-divisor of the greatest one.
The following theorem of P. Dehornoy and Y. Lafont ([13]) ensures the
existence of normal forms in right-cancellative, left-noetherian monoids in
which any two elements admitting a common left-multiple also admit a least
common left-multiple. Before stating it, we will need one more notion. It is
closely connected to the notion of least common multiples: the notion of a
left-complement and right-complement.
Definition 11.12. Let M be a left-cancellative monoid. For any two x, y ∈
M whose least common right-multiple exists, we denote by x\y the unique
element such that r-lcm(x, y) = x · (x\y), called the right-complement of
y in x.
Analogously, we define x/y to be the left-complement in a right-can-
cellative monoid, i.e., the unique element with l-lcm(x, y) = (x/y) · y.
From now on, we assume 1 /∈ E . We say E is closed under left-complements
if for any x, y ∈ E , their left-complement x/y also lies in E ∪ {1} if it exists.
Theorem 11.13. ([13], Proposition 1.9) Let M be a right-cancellative, left-
noetherian monoid so that any two elements admitting a common left-multiple
also admit a least common left-multiple. Let E be a generating subset of M
that is closed under least common left-multiples and left-complements. Then
every nontrivial element x of M admits a unique minimal decomposition
x = xp . . . x1 such that (xp, . . . , x1) is an E-normal sequence.
Remark 11.14. The original formulations in [13] use right locally Gaussian
monoids (i.e., left-cancellative, right-noetherian monoids so that any two
elements admitting a common right-multiple also admit a least common
right-multiple) and left E-normal forms. We use everywhere the mirrored
version: We use ⊳E as in Definition 11.9 symmetrically to ⊲E of [13] and our
E is closed under least common left-multiples and left-complement instead of
least common right-multiples and right-complements in [13]. In what follows,
we use the term “normal form” for the right E-normal form of Theorem 11.13.
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For a Garside monoid, it is possible to make some conclusions about its
group of fractions. Recall that the group of fractions of a monoid M con-
sists of a group G together with a monoid homomorphism i : M → G (often
suppressed in the notation) and it is characterized by the following universal
property: Whenever G′ is a group and f : M → G′ is a monoid homomor-
phism, f factors uniquely through i, i.e., there is a unique group homomor-
phism f ′ : G→ G′ such that f ′i = f . As usual, such a group is unique up to
canonical isomorphism if it exists. One possible construction of the group of
fractions is given by taking any monoid presentation of M and considering
it as a group presentation.
Note that in general i needs not to be injective. Obviously, a necessary
condition for i to be injective is the cancellativity of M . However, it was
shown already by Malcev in 1937 ([26]) that this is not sufficient. One simple
sufficient condition is provided by the Ore criterion: If in a cancellative
monoid any two elements admit a common left-multiple, then this monoid
embeds into a group, which is equivalent to the injectivity of i. Moreover, if
the Ore condition is satisfied, any element of the group of fractions can be
written in the form a−1b with some a, b ∈ M (cf. e.g. [8], Section 1.10). In
particular, any Garside monoid satisfies the Ore condition and embeds into
its group of fractions. Furthermore, for the example of Artin groups and
Artin monoids above, the above description shows that an Artin group is
exactly the group of fractions of the corresponding Artin monoid. It is clear
from facts collected so far that an Artin monoid of finite type embeds into
the corresponding Artin group. In the general case, this question was open
for a long time and it was answered affirmatively by L. Paris:
Theorem 11.15. ([31]) Every Artin monoid injects into the corresponding
Artin group.
The fact that Garside monoids satisfy the Ore condition allows to extend
the normal form of a Garside monoid to its group of fractions. This is
our next aim. A group which can be written as a group of fractions of a
Garside monoid is called Garside group. We introduce some notation in
the following remark.
Remark 11.16. ([10]) Let M be a Garside monoid with a Garside element
∆. We denote the set of left-divisors of ∆ except for 1 by D, and set S =
D∪{1}. Recall that S also coincides with the set of right-divisors of ∆. For
any t ∈ S, we define t∗ = t\∆ and ∗t = ∆/t. Observe that ∆ = tt∗ = ∗tt
and (∗t)∗ = t. We also denote ∗t by α(t).
Furthermore, we denote by ϕ the extension as an endomorphism M →M
of the map t 7→ t∗∗ on D. Note that for any x ∈ M we have ∆ϕ(x) = x∆.
Denote furthermore δ = ϕ−1. Note that δ = α2 on D.
Proposition 11.17 ([10]). Let M be a Garside monoid with a Garside
element ∆ and let G be its group of fractions. Then each element of G
has a unique decomposition xp . . . x1y
−1
1 . . . y
−1
q with yi, xi ∈ D for all i,
r-gcd(x1, y1) = 1 and
r-gcd(∗xk, xk+1) = 1
r-gcd(∗yk, yk+1) = 1
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for all k.
In particular, if q = 0, xp . . . x1 ∈ M and x1 = r-gcd(x,∆). The normal
form of the monoid elements coincides with the D-normal form described in
Theorem 11.13.
The condition in this proposition reformulates the “greediness” of the nor-
mal form.
For the rest of this section, we collect several facts of Garside theory
needed in later proofs. To investigate the behavior of the normal form with
respect to products, we begin with the following lemma.
Lemma 11.18 ([10]). Let M be a Garside monoid with a Garside element
∆ and let x, y be elements in M . Then we have:
r-gcd(xy,∆) = r-gcd(r-gcd(x,∆) y,∆)
For our proofs, we will need some rules for the operations of least common
left-multiple and left-complement. They are summed up in the following
lemma.
Lemma 11.19 ([10]). Let S be again the set of left-divisors of the Garside
element ∆ in the Garside monoid M . Let x, y, z be elements of M and
s, t ∈ S. Then we have:
(1) (xy)\z = y\(x\z)
(2) z\(xy) = (z\x)((x\z)\y)
(3) r-gcd(st,∆) = (δ(t)\α(s))∗
(4) st = (α(s)\δ(t)) · ((δ(t)\α(s))∗)
To provide a factorability structure on Garside groups, we need to inves-
tigate the properties of the normal form given by Proposition 11.17. First,
we need to know how it behaves with respect to the norm. This question is
answered by R. Charney and J. Meier ([6]):
Lemma 11.20 ([6]). Let M be a Garside monoid and G its group of frac-
tions. The normal form (as in Proposition 11.17) for an element g ∈ G
is geodesic, i.e., the word-length norm of g with respect to E = D ∪ D−1 is
exactly the length of the normal form of g.
In particular, this implies that the embedding M → G preserves word-
lengths. Even in cases where a monoid embeds into its group of fractions,
this generally need not to be true.
We will need some further properties of the word length in a Garside
group.
Lemma 11.21 ([6]). Let M be a Garside monoid, G its group of fractions.
If a ∈M has the word length k with respect to D and n is a positive integer,
then a∆−n has word length NE(a∆
−n) ≤ max{k, n} and the equality holds if
and only if ∆  a.
Remark 11.22. The normal forms as in Proposition 11.17 were already
used to describe the homology of Garside groups by R. Charney, J. Meier
and K. Whittlesey in [7]. We slightly generalized their result, cf. [29].
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Remark 11.23. Let M be a right-cancellative, left-noetherian monoid so
that any two elements admitting a common left-multiple also admit a least
common left-multiple. Then there are no non-trivial invertible elements in
M : Assume ab = 1. Multiplying with an on the left yields an+1b = an.
Hence, for each n, the element an+1 is a left-divisor of an. Thus, we obtain
a chain of left-divisors . . .  a3  a2  a1  1. Since the monoid is left-
noetherian, this chain has to stabilize. So for some k, we have ak+1 = ak
and this implies by right cancellation a = 1. This implies also b = 1.
We will need later the following easy lemma.
Lemma 11.24. Let M be a right-cancellative, left-noetherian monoid so
that any two elements admitting a common left-multiple also admit a least
common left-multiple, and let x, y ∈ M have the least common left-multiple
ax = by. Then for any z ∈M , xz and yz admit a least common left-multiple
which is equal to axz.
Proof. Since axz = byz is a common left-multiple of xz and yz, the elements
xz and yz have to admit a least common left-multiple. We write it in the
form cxz = dyz. By right cancellation, we have cx = dy, and since ax = by
is the least common left-multiple of x and y, we have cx = uax for some
u ∈M . By definition, there is then an element t in M such that axz = tcxz
holds. Right cancellation implies a = tc and c = ua, so 1 = tu. Since M
is left-noetherian, this implies u = t = 1, hence axz is the least common
left-multiple of xz and yz. 
12. Factorability Structure on a Class of Monoids
The aim of this section is to exhibit a factorability structure on right-
cancellative, left-noetherian monoids which have the property that any two
elements admitting a common left-multiple also admit a least common left-
multiple. This factorability structure will correspond to the normal form
we discussed in Section 11. First, we give a reformulation of Theorem
11.13. Again, we assume 1 /∈ E . Recall we say that E is closed under
left-complements if for all x, y ∈ E , the left-complement x/y lies in E ∪ {1}
whenever this complement exists.
Corollary 12.1. Let M be a a right-cancellative, left-noetherian monoid so
that any two elements admitting a common left-multiple also admit a least
common left-multiple. Let E be a generating subset of M that is closed under
least common left-multiples and left-complement. For any x ∈ M \ {1}, the
beginning x1 of the (unique) E-normal form of x is the greatest right-divisor
of x lying in E (greatest with respect to “being right-divisor”).
Proof. This follows immediately from the proof of Theorem 11.13 in [13]. 
Lemma 12.2. Let M be a right-cancellative, left-noetherian monoid so that
any two elements admitting a common left-multiple also admit a least com-
mon left-multiple. Let E be a generating subset of M that is closed under
least common left-multiples and left-complements. Let x ∈ M \ {1} be any
non-trivial element and let a ∈ E be a generator. Let NF(x) = xp . . . x1 be
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the (right) E-normal form as described in Theorem 11.13. Let NF(xa) =
yq . . . y2y1. Then either x1a = y1 or there is a generator z ∈ E such that
NF(x1a) = zy1.
Proof. Assume y1 6= x1a. We know by the maximality of y1 that y1 is a
left-multiple of a, so there is a t ∈ M with y1 = ta. Thus t is the left-
complement y1/a, and hence t ∈ E . Furthermore, we have xa = yq . . . y2ta.
This implies by cancellation x  t. By maximality of x1, we have x1  t
and by assumption, t 6= x1. So there is a z ∈M \ {1} such that x1 = zt. As
above, z ∈ E . We already have x1a = zta = zy1 and have to show that y1 is
the greatest right-divisor of x1a lying in E . Now, for any u ∈ E with x1a  u,
we also have xa = (xp . . . x2)x1a  u and thus, by definition, y1  u. This
proves the statement. 
This lemma allows us to compare the lengths of normal forms of x and xa
for a generator a. This is similar to Lemma 4.6 of [28].
Corollary 12.3. Let M be a a right-cancellative, left-noetherian monoid
so that any two elements admitting a common left-multiple also admit a
least common left-multiple. Let E be a generating subset of M that is closed
under least common left-multiple and left-complement. Let x ∈ M \ {1}
and a ∈ E. Let NF(x) = xp . . . x1 be the (right) E-normal form of x. Let
NF(xa) = yq . . . y2y1. Then either q = p or q = p+ 1.
Proof. We proceed by induction on p. For p = 1, we have x = x1, and the
claim follows directly from Lemma 12.2. Now assume we have proved the
statement for all lengths of normal forms ≤ p − 1. We wish to show the
statement for x with NF(x) = xp . . . x1 as in the statement of the theorem.
Set v = xp . . . x2. We know that this is the normal form of v by the definition
of E-normal sequences. Again, by Lemma 12.2 we can conclude that either
x1a = y1 or there exists a z ∈ E such that NF(x1a) = zy1.
In the first case, xa = vy1 = yq . . . y2y1, thus v = yq . . . y2 and by the
uniqueness of normal forms, q = p follows.
In the second case, NF(x1a) = zy1, so we know by the induction hypoth-
esis that vz has a normal form of length either p − 1 or p on the one hand.
On the other hand, we have
vzy1 = xp . . . x2zy1 = xp . . . x2x1a = xa = yq . . . y2y1
and NF(vz) = yq . . . y2 by cancellation and by the uniqueness of the normal
form. So q − 1 = p− 1 or q − 1 = p, and the claim follows. 
Now we can apply the previous corollary to show that the E-normal form is
geodesic. The following lemma is an analogue of Lemma 11.20 by R. Charney
and J. Meier.
Lemma 12.4. Let M be a right-cancellative, left-noetherian monoid so that
any two elements admitting a common left-multiple also admit a least com-
mon left-multiple. Let E be a generating subset of M that is closed under
least common left-multiples and left-complements. Then the length p of the
normal form x = xp . . . x1 coincides with the word length with respect to E,
NE(x), for any x ∈M \ {1}.
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Proof. It is clear that l(NF(x)) ≥ NE(x). For the other inequality, we pro-
ceed by induction on k = NE(x). For k = 1, the claim is clearly true.
Assume we have proven the statement for all word lengths ≤ k − 1. Let
ak . . . a1 be a minimal word in E representing x. Then v = ak . . . a2 is also a
minimal word, i.e., word of minimal length, and has thus word length k− 1,
so NF(v) = vk−1 . . . v1 by the induction hypothesis. By Corollary 12.3, we
know that the normal form of x = va1 is either of length k − 1 or of length
k, so ≤ k. Hence we are done. 
We sum up the results of this section in the following theorem.
Theorem 12.5. Let M be a right-cancellative, left-noetherian monoid so
that any two elements admitting a common left-multiple also admit a least
common left-multiple. Let E be a generating subset of M that is closed under
least common left-multiple and left-complement. For any x ∈ M \ {1} with
normal form NF(x) = xp . . . x2x1, set
η(x) = (xp . . . x2, x1),
and set furthermore η(1) = (1, 1). Then (M,NE , η) is a factorable monoid.
Proof. The proof will essentially assemble the results of the last lemmas.
First, since M is right-cancellative, we need to show only weak factorability
due to Corollary 2.13. By definition, η′(x) is an element of E for x 6= 1, and
η(x) · η′(x) = x
holds. Since xp . . . x2 is the normal form of η(x) for an x with NF(x) =
xp . . . x2x1, we conclude by Lemma 12.4 that NE(x) = p and NE(η(x)) =
p− 1, so the norm condition is satisfied.
For the last condition given by the Diagram WF, we have to compare
NF(x) = xp . . . x2x1 with NF(xa) for some a ∈ E . Write NF(xa) = yq . . . y1
as before. First, by Lemma 2.5, we have to show that NE(xa) = p+1 if (x1, a)
and (x, x′a) = (xp . . . x2, z) are assumed to be geodesic, where z ∈ E \ {1} is
characterized by NF(x1a) = zy1. The case distinction in the proof of Lemma
12.3, combined with Lemma 12.4, shows that in this case, the E-norm of xa
is p+ 1. Furthermore, we know that in this case
(xa)′ = y1 = (x
′a)′
holds. This completes the proof. 
Corollary 12.6. Let M be a right-cancellative, left-noetherian monoid in
which any two elements admitting a common left-multiple also admit a least
common left-multiple. Then for any factorability structure on M obtained
from Theorem 12.5, its associated rewriting system is complete.
Proof. Let M be a monoid as above and E a generating set closed under
least common left-multiples and left-complements. We have to show that
(xs)′ = (x′s)′ and xs = x · x′s for any x ∈ M and s ∈ E . Recall that
the factorability structure was defined via η(x) = (xp . . . x2, x1) for NF(x) =
xp . . . x2x1 for x 6= 1 and η(1) = (1, 1), where NF denotes the E-normal form.
Recall furthermore that by Corollary 12.1, x1 can be characterized as the
greatest right-divisor of x lying in E .
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So we have to compare the greatest right-divisors of xs and x1s lying in
E . Call them a and b, respectively. Observe that since xs  x1s, we can
conclude that a  b. Since NE(x1s) ≤ 2, we know that the E-normal form of
x1s has length at most 2. So write x1s = tb with t ∈ E ∪ {1}. Furthermore,
we can write a = cb with c ∈ E∪{1} since E is closed under left-complements.
Now if t = 1, then a = cx1s and there is a d ∈M such that
xs = xp . . . x1s = da = dcx1s,
so that cx1 right-divides x by right-cancellativity. Now observe that since
s, a ∈ E , also cx1 ∈ E since E is closed under left-complements. Thus, cx1 is
a right-divisor of x lying in E and by definition of x1, it has to right-divide
x1. So we conclude c = 1 and thus a = b in the case t = 1.
Assume now t 6= 1. Since b is the greatest right-divisor of x1s lying in E , it
has to be right-divisible by the right-divisor s ∈ E of x1s; so there is a u ∈ E
such that b = us. By the same argument, there is a v ∈ E so that a = vs
holds. We can again find a d ∈M such that xs = da. Inserting a = vs and
cancelling on the right, we obtain x = dv. Hence, there is a w ∈ E so that
x1 = wv, by the definition of x1. This implies that x1s = wvs = wa. By
the definition of b, this shows that a is a right-divisor of b. Since we already
had a  b, the statement a = b follows. This proves (xs)′ = (x′s)′.
Since xs = xs · (xs)′ on the one hand, and, on the other hand,
xs = xx′s = x · x′s · (x′s)′,
and since we have already shown (xs)′ = (x′s)′, right-cancellativity implies
x · x′s = xs. This completes the proof since now we are in the situation to
use Theorem 7.3.

Remark 12.7. Note that the corollary above in particular provides a com-
plete rewriting system on each Artin monoid. Besides the finite-type Artin
monoids ([20]), some other complete rewriting systems for subclasses of Artin
monoids were known before (cf. [1]).
13. Factorability Structure on Artin Monoids
We are going to describe the factorability structures on Artin monoids in
more detail. In particular, we are going to take a closer look at square-free
elements which are an appropriate generating system for factorability. We
will rely on the analysis of divisibility in Artin monoids due to E. Brieskorn
and K. Saito ([4]). The following results will be needed.
Proposition 13.1 ([4], Prop. 2.3). All Artin monoids are cancellative.
The following lemma gives a necessary condition for three generators to
have a common multiple. (It turns out also to be sufficient.)
Lemma 13.2 ([4], §2). An element z of an Artin monoid M(S) can only
be divisible by three different letters a, b, c ∈ S if the Coxeter matrix M{a,b,c}
defines a finite Coxeter group.
The following basic observation is also important for us.
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Lemma 13.3 ([4], §3). For two letters a, b, their least common multiple is
given by 〈a, b〉ma,b = aba . . . (a product of ma,b factors).
Furthermore, we will need some results about the square-free elements.
Recall that an element of an Artin monoid M(S) is square-free if there is
no word representing this element and containing a square of a generator s2
(s ∈ S). We will denote the set of square-free elements in M(S) by QF(S).
A classical theorem often attributed to J. Tits or H. Matsumoto indicates
the importance of square-free elements (cf. e.g. [22]).
Theorem 13.4 (Tits, Matsumoto). Any two reduced words representing the
same element in a Coxeter group W (S) can be transformed into each other
only using braid relations, i.e., without increasing the length of the word in
between.
In particular, one obtains a set-theoretic section τ : W (S) → QF(S) ⊂
M(S) of the projection pi : M(S) → W (S). One can use this to show that
pi : QF(S)→W (S) is a bijection. Furthermore, τ is not a monoid homomor-
phism in general, but we have τ(uv) = τ(u)τ(v) whenever l(uv) = l(u)+ l(v)
holds for the Coxeter length l on W (S).
The following proposition is proven by F. Digne and J. Michel ([16]), based
on [28].
Proposition 13.5. ([16]) Let M(S) be an Artin monoid. Then the set of
all square-free elements QF(S) ⊂ M(S) is closed under least common left-
and right-multiples and left- and right-complement. In particular, there are
QF(S)-normal forms in M(S) like described in Theorem 11.13.
This implies the following corollary concerning factorability structures.
Corollary 13.6. LetM(S) be an Artin monoid. Then there is a factorability
structure on M(S) with respect to the generating system QF (S) of all square-
free elements. The prefix η′(x) of an element x ∈ M(S) is given by the
maximal square-free right-divisor of x.
In some cases, it is possible to show that QF(S) is the smallest subset of
M(S) closed under least common left-multiples and left-complements and
containing S. For example, this is surely true for all Artin groups of finite
type (cf. e.g. Section 6.6 of [23]). However, this does not hold in general. An
example where such a subset is again finite and strictly smaller than QF(S)
is given in second author’s thesis ([30]). A general finiteness result for these
subsets can be found in [15].
14. Factorability Structure on Garside Groups
We have already shown that there is a factorability structure on right-
cancellative, left-noetherian monoids in which any two elements admitting
a common left-multiple also admit a least common left-multiple. However,
it is hard to transfer information about monoids into information about the
corresponding groups of fractions in the general case. In this section, we
show how this works in the case of Garside monoids. The key ingredient
is the normal form described by P. Dehornoy ([10]) as in Proposition 11.17.
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Furthermore, we will use the results by R. Charney and J. Meier concerning
the lengths of normal forms.
In this section, let M be a Garside monoid with a Garside element ∆
and let D be the set of its non-trivial left-divisors. Let G be the group of
fractions of M .
We define now η on G as follows: For any z ∈ G, let xp . . . x1y
−1
1 . . . y
−1
q
be the normal form of Proposition 11.17. We set
η′(z) = y−1q
η(z) = xp . . . x1y
−1
1 . . . y
−1
q−1
in the case that q 6= 0 and
η′(z) = x1
η(z) = xp . . . x2
for q = 0 (equivalently, for z ∈M).
Proposition 14.1. The map η turns the group G with the chosen generating
system E into a factorable group. Here, E denotes the generating set E =
D ∪ D−1.
Before proving the proposition, we need the following lemma varying
slightly the normal forms already known in the literature. Since we need
to connect these normal forms with the ones in Proposition 11.17, we will
give a proof of this lemma.
Lemma 14.2. For any z ∈ G, there is a unique decomposition
z = wr . . . w1∆
−m
with m ≥ 0 where wr . . . w1 ∈ M is in its normal form like in Proposition
11.17, and wr . . . w1  ∆ if m > 0. If the normal form of z described in
Proposition 11.17 is given by
xp . . . x1y
−1
1 . . . y
−1
q
and q > 0, then m = q and r ≤ p + q. Furthermore, if in this case z is not
a power of ∆, the relation between w1 and yq is given by w1 = ϕ
q−1(y∗q ) or,
equivalently, y−1q = ∆
−1ϕ−q(w1).
Proof. The uniqueness is a direct consequence of the uniqueness of the nor-
mal form in Proposition 11.17.
If q = 0 (equivalently, z ∈ M), the existence of the decomposition is
immediate. So we assume q > 0 (equivalently, z /∈M).
We start with the normal form of z as in Proposition 11.17 and apply the
observations of Remark 11.16. In particular, we know for each divisor s of
∆ that s−1 = s∗∆−1 holds.
z = xp . . . x1y
−1
1 . . . y
−1
q
= xp . . . x1y
∗
1∆
−1 . . . y∗q∆
−1
= xp . . . x1y
∗
1ϕ(y
∗
2) . . . ϕ
q−1(y∗q )∆
−q.
Observe that all ϕi−1(y∗i ) are divisors of ∆ since ϕ(∆) = ∆ and y
∗
i are
divisors of ∆. However, it can happen that ϕi−1(y∗i ) = 1. Since ϕ is a
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monoid automorphism, this is equivalent to y∗i = 1, and this in turn is
equivalent to yi = ∆. Observe that if p > 0, this cannot occur. Indeed, if
yj = ∆, then we have
xp . . . x1y
−1
1 . . . y
−1
q = xp . . . x2(x1∆
−1)ϕ−1(y−11 ) . . . ϕ
−1(y−1j−1)y
−1
j+1 . . . y
−1
q
which would contradict the fact that this normal form is geodesic (cf. Lemma
11.20) since x1∆
−1 ∈ E ∪ {1}. Now let p = 0. Then z−1 = yq . . . y1 is a right
greedy normal form normal form of Proposition 11.17. In it, all ∆’s are on
the very right. Indeed, if an element of M can be written in the form a∆b,
then it is equal to aϕ−1(b)∆. It follows from the definition of greediness
that if the normal form of z−1 contains a ∆, then ∆ = r-gcd(∆, z−1) = y1.
Iterating this argument, we see that all ∆’s in the normal form are on the
very right.
Denote now by wr, . . . , w1 the letters xp, . . . , x1, y
∗
1, ϕ(y
∗
2), . . . , ϕ
q−1(y∗q ) if
p > 0 and the letters ϕj−1(y∗j ), . . . , ϕ
q−1(y∗q) for p = 0 where j is the smallest
index such that yj 6= ∆.
We check that z∆q has wr . . . w1 as its normal form. Indeed, the equation
r-gcd(∗xk, xk+1) = 1
holds by definition. Next, we obtain
r-gcd(∗(y∗1), x1) = r-gcd(y1, x1) = 1.
At last, we note that Remark 11.16 implies x∗ = ∗ϕ(x) and ϕ(x∗) = ϕ(x)∗
for all ∆  x. Recall furthermore from Remark 11.16 that for all t ∈ D, the
identity (∗t)∗ = t holds. Analogously, also the identity ∗(t∗) = t holds true.
We use this to check
r-gcd(∗ϕi(y∗i+1), ϕ
i−1(y∗i )) = r-gcd(ϕ
i(yi+1), ϕ
i(∗yi))
= ϕi(r-gcd(∗yi, yi+1)) = 1.
So, xp . . . x1y
∗
1ϕ(y
∗
2) . . . ϕ
q−1(y∗q) is a normal form.
Assume now, for contradiction, xp . . . x1y
∗
1ϕ(y
∗
2) . . . ϕ
q−1(y∗q )  ∆ holds.
Then we know that ϕq−1(y∗q) = ∆ by the second part of Proposition 11.17,
thus also y∗q = ∆ and yq = 1 follows. This contradicts the choice of yi.
The uniqueness of the new normal form now follows from the uniqueness
of the normal form in Proposition 11.17.
We have defined w1 to be ϕ
q−1(y∗q). We want to prove the equivalent
formulation y−1q = ∆
−1ϕ−q(w1). The definition is equivalent to
ϕ1−q(w1) = y
∗
q .
We can rewrite yqy
∗
q = ∆ to y
∗
q = y
−1
q ∆. Inserting this into the equation
above and multiplying with ∆−1, we obtain
y−1q = ϕ
1−q(w1)∆
−1 = ∆−1ϕ−q(w1).
This completes the proof. 
The following easy fact will be used several times in the proof of Proposi-
tion 14.1:
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Lemma 14.3. Let M be a Garside monoid and let a, b ∈ D be two divisors
of ∆. Then a∗  b is equivalent to ab  ∆. Indeed, in this case one can
even show that there is a t ∈ D ∪ {1} so that ab = t∆.
Proof. The statement a∗  b is equivalent to the existence of a d ∈M with
a∗d = b. Due to cancellativity, this is equivalent to the existence of d ∈ M
with ∆d = aa∗d = ab, and this is in turn equivalent to the existence of
d ∈M with ab = ∆d = ϕ−1(d)∆. This proves the first statement.
Now we assume these equivalent conditions hold. Since b is a right-divisor
of ∆ and d is a right-divisor of b, the element d lies necessarily in D ∪ {1}.
Since ϕ−1 maps divisors of ∆ to divisors of ∆, this completes the proof.

We are now ready to prove the proposition above.
Proof. (of Proposition 14.1) Since we are dealing with a group, which is in
particular right-cancellative, we only have to show that η is a weak factora-
bility structure.
Note that for a non-trivial z with normal form
xp . . . x1y
−1
1 . . . y
−1
q
the element y−1q is in D
−1 and x1 ∈ D, so (F3) of Definition 2.1 holds. Fur-
thermore, (F1) holds by definition. By Lemma 11.20 and since by definition
η(z) has the normal form xp . . . x1y
−1
1 . . . y
−1
q−1 or xp . . . x2, we observe that
(F2) is fulfilled.
We now proceed to show that the last condition WF. Note that if the two
compositions in the diagram coincide, they are in particular equal in graded
sense.
We have to distinguish several cases.
(1) First, take z ∈ M,s ∈ D. We use Proposition 11.17 and Lemma
11.18 to see:
η′(zs) = r-gcd(zs,∆) = r-gcd(r-gcd(z,∆)s,∆) = η′(η′(z)s).
This implies that on such elements, both compositions from Defini-
tion 2.1 coincide.
(2) Now assume z /∈ M , s ∈ D. Recall that by Lemma 2.5, we have
to show that if the pairs (η′(z), s) and (η(z), η(η′(z)s)) are geodesic
pairs, then (z, s) is a geodesic pair and that in this case η′(η′(z)s) =
η′(zs) holds. So we assume the pairs (η′(z), s) and (η(z), η(η′(z)s))
are geodesic.
We use the normal form z = wr . . . w1∆
−q, q > 0, of Lemma 14.2.
Observe that we can write
zs = wr . . . w1∆
−qs = wr . . . w1ϕ
q(s)∆−q.
This implies in particular that
NE(zs) ≤ max{NE (wr . . . w1ϕ
q(s)), q}
by Lemma 11.21. (Recall that for elements in M , the word length
with respect to E is the same as the word length with respect to D.)
Now we have to analyze when the pairs (η′(z), s) = (y−1q , s) and
(η(z), η(η′(z)s)) are geodesic. We show first that if r = 0, the pair
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(η′(z), s) is non-geodesic. If r = 0, we have z = ∆−q and η′(z) =
∆−1. This implies
NE (η
′(z)s) = NE(∆
−1s) = NE
(
(s∗)−1
)
≤ 1.
So we don’t need to consider the case r = 0.
Assume from now on r ≥ 1, i.e., w1 6= 1. By Lemma 14.2, we have
y−1q = ∆
−1ϕ−q(w1) = ϕ
−q+1(w1)∆
−1.
The product η′(z)s can thus be written as
η′(z)s = ϕ−q+1(w1)∆
−1s = ϕ−q+1(w1ϕ
q(s))∆−1.
Since we assumed the pair (η′(z), s) to be geodesic, the element
η′(z)s has length 2. So we use Lemma 11.21 to see
2 = NE
(
ϕ−q+1(w1ϕ
q(s))∆−1
)
≤ max{ND(ϕ
−q+1(w1ϕ
q(s))), 1}.
Thus, we know that the D-length of ϕ−q+1(w1ϕ
q(s)) is at least 2.
Since ϕ is an automorphism of M mapping D to itself, we conclude
that w1ϕ
q(s) has at least D-length 2. But as a product of two ele-
ments of D, it has D-norm exactly 2. In particular, we know that
the above inequality is in this case an equality, so by Lemma 11.21,
the element ϕ−q+1(w1ϕ
q(s)) and thus also w1ϕ
q(s) is not divisible
by ∆.
Denote η(w1ϕ
q(s)) by (a, b). Since w1ϕ
q(s) has norm 2, the pair
(a, b) is already the normal form of w1ϕ
q(s). In particular, a and b are
in D, and by the definition of the normal form in Proposition 11.17,
we have r-gcd(∗b, a) = 1. Moreover, since w1ϕ
q(s) is not divisible by
∆, the prefix b is not equal to ∆. We would like to express η′(η′(z)s)
in a and b using Lemma 14.2. Since ϕ−q+1(w1ϕ
q(s)) is not divisible
by ∆, the normal form of η′(z)s in the sense of Lemma 14.2 is given
by NF(ϕ−q+1(w1ϕ
q(s)))∆−1. Observe that
η′(z)s = ϕ−q+1(w1ϕ
q(s))∆−1
= ϕ−q+1(ab)∆−1 = ϕ−q+1(a)ϕ−q+1(b)∆−1.
We check that ϕ−q+1(a)ϕ−q+1(b) is the normal form of ϕ−q+1(w1ϕ
q(s)).
We only have to show that ϕ−q+1(b) is the right-most letter of the
normal form since the element ϕ−q+1(w1ϕ
q(s)) has norm 2. Now we
have:
r-gcd(ϕ−q+1(a)ϕ−q+1(b),∆) = ϕ−q+1(r-gcd(ab,∆)) = ϕ−q+1(b).
So we know by Lemma 14.2 that
η′(η′(z)s) = ∆−1ϕ−1(ϕ−q+1(b)) = ∆−1ϕ−q(b) = ϕ−q+1(b)∆−1
and thus η(η′(z)s) = ϕ−q+1(a).
We now look at the second pair. By definition, η(z) is given by
zyq. We want to compute its normal form as given in Lemma 14.2.
We have
zyq = wr . . . w1∆
−qyq = wr . . . w1ϕ
q(yq)∆
−q.
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We look closer at the product w1ϕ(yq) using Lemma 14.2 once
again:
w1ϕ
q(yq) = ϕ
q−1(y∗q)ϕ
q(yq) = ϕ
q−1(y∗qϕ(yq)).
We can now simplify y∗qϕ(yq) by observing that
yqy
∗
qϕ(yq) = ∆ϕ(yq) = yq∆,
which immediately implies y∗qϕ(yq) = ∆. So we obtain in total
zyq = wr . . . w1ϕ
q(yq)∆
−q = wr . . . w2∆
−q+1,
which is now again a normal form in the sense of Lemma 14.2. Here,
we use that wr . . . w2 is not divisible by ∆ since wr . . . w1 is not
divisible by ∆. Hence, the E-length of wr . . . w2∆
−q+1 is by Lemma
11.21 given by max{r − 1, q − 1}.
Since the pair
(η(z), η(η′(z)s)) = (wr . . . w2∆
−q+1, ϕ−q+1(a))
is geodesic, we know that the norm of
wr . . . w2∆
−q+1 · ϕ−q+1(a) = wr . . . w2a∆
−q+1
must be equal to max{r− 1, q− 1}+1 = max{r, q}. Combining this
with Lemma 11.21 applied to wr . . . w2a∆
−q+1, we see that
max{r, q} ≤ max{ND(wr . . . w2a), q − 1} ≤ max{r, q − 1}.
This, in turn, implies r = max{r, q} = max{r, q−1}. So we conclude
that the norm of wr . . . w2a is r and by the second part of Lemma
11.21, ∆ does not right-divide wr . . . w2a.
Recall that we need to calculate η′(zs), so it is helpful to consider
the normal form of wr . . . w1ϕ
q(s) = zs∆q. Using Lemma 11.18
and Proposition 11.17 once again, we see that the normal form of
wr . . . w1ϕ
q(s) ends with
r-gcd(wr . . . w1ϕ
q(s),∆) = r-gcd(r-gcd(wr . . . w1,∆)ϕ
q(s),∆)
= r-gcd(w1ϕ
q(s),∆) = b.
In particular, since we have seen b 6= ∆, it follows that ∆ does not
right-divide wr . . . w1ϕ
q(s). So the normal form of wr . . . w1ϕ
q(s) is
given by
NF(wr . . . w1ϕ
q(s)) = NF(wr . . . w2a)b.
Since NF(wr . . . w2a) has length r (e.g. by Lemma 12.4), the normal
form of wr . . . w1ϕ
q(s) is of length r + 1 and the norm of
zs = wr . . . w1ϕ
q(s)∆−q
is max{q, r + 1} = r + 1. So we have shown that (z, s) is a geodesic
pair. Using Lemma 14.2, we can compute η′(zs): It is given by
∆−1ϕ−q(b) = ϕ−q+1(b)∆−1.
This coincides with η′(η′(z)s). So we have proven the statement for
this case.
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(3) Consider now the case z ∈M , s ∈ D−1. There is a t ∈ D∪{1}\{∆}
with s = t∆−1, namely, if s = u−1 with u ∈ D, we have t = u∗. Let
z = xp . . . x1 be the normal form of z. Then zs = xp . . . x1t∆
−1.
If x∗1  t, then there is by Lemma 14.3 an element c ∈ D ∪ {1}
such that x1t = c∆. Therefore,
η′(z) · s = x1t∆
−1 = c
so the pair (η′(z), s) is not geodesic. Thus, we can use Lemma 2.5 to
conclude in this case.
If x∗1  t, then Lemma 14.3 implies that x1t  ∆. We show first
that this implies xp . . . x1t is not right-divisible by ∆. Suppose it
were, then there is a u ∈M so that
xp . . . x1t = u∆ = u ·
∗tt,
and by cancellation, ∗t ∈ D is a right-divisor of xp . . . x1. By def-
inition, x1 is the greatest divisor of xp . . . x1 lying in D, so this
would imply the existence of some v ∈ M with x1 = v ·
∗t, and
x1t = v ·
∗tt = v∆, contradicting our assumptions.
Hence, NF(xp . . . x1t)∆
−1 is a normal form in the sense of Lemma
14.2. The normal form NF(xp . . . x1t) ends with
r-gcd(xp . . . x1t,∆) = r-gcd(r-gcd(xp . . . x1,∆)t,∆) = r-gcd(x1t,∆),
which we will denote by a. Here, we use Lemma 11.18 for the first
equality. Thus by Lemma 14.2 and by definition of η, we have
η′(zs) = ∆−1ϕ−1(a). On the other hand,
η′(η′(z) · s) = η′(x1t∆
−1) = ∆−1ϕ−1(r-gcd(x1t,∆)) = ∆
−1ϕ−1(a).
This implies that on such elements z and s, the maps from the Def-
inition of factorability coincide, so the diagram WF commutes.
(4) Last, we come to the case z /∈ M , s ∈ D−1. There is again a t ∈
D∪{1}\{∆} with s = t∆−1. Let as before z = wr . . . w1∆
−q, q > 0,
be the normal form of Lemma 14.2. Then zs = wr . . . w1ϕ
q(t)∆−q−1.
Again, two cases are possible.
If w∗1  ϕ
q(t), we have w1ϕ
q(t) = d∆ for some d ∈ D ∪ {1} by
Lemma 14.3. We obtain using Lemma 14.2:
η′(z)s = ∆−1ϕ−q(w1)t∆
−1
= ∆−1ϕ−q(w1ϕ
q(t))∆−1 = ∆−1ϕ−q(d) ∈ D−1 ∪ {1}.
So (η′(z), s) is not geodesic. Thus, we can apply Lemma 2.5.
If w∗1  ϕ
q(t), we conclude again that ∆ is not a divisor of
wr . . . w1ϕ
q(t). Therefore, NF(wr . . . w1ϕ
q(t))∆−q−1 is the normal
form of zs in the sense of Lemma 14.2. We compute again as before:
r-gcd(wr . . . w1ϕ
q(t),∆) = r-gcd(w1ϕ
q(t),∆) =: a.
Thus by Lemma 14.2, we have η′(zs) = ∆−1ϕ−q−1(a) = ϕ−q(a)∆−1.
On the other hand, we have to determine η′(η′(z) · s). First, we
can write η′(z)s as follows using Lemma 14.2:
η′(z) · s = ϕ−q+1(w1)∆
−1s
= ϕ−q+1(w1)∆
−1t∆−1 = ϕ−q+1(w1)ϕ(t)∆
−2.
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We now want to compute its prefix. By Lemma 14.3, our assumption
w∗1  ϕ
q(t) implies w1ϕ
q(t)  ∆, and thus also
ϕ−q+1(w1)ϕ(t) = ϕ
−q+1(w1ϕ
q(t))
is not divisible by ∆. So NF(ϕ−q+1(w1)ϕ(t))∆
−2 is the normal form
of η′(z)s in sense of Lemma 14.2. We use this lemma as well as the
Proposition 11.17 once again to conclude:
η′(η′(z)s) = ϕ−1
(
r-gcd(ϕ−q+1(w1)ϕ(t),∆)
)
∆−1
= ϕ−q (r-gcd(w1ϕ
q(t),∆))∆−1 = ϕ−q(a)∆−1
This implies that on such elements z and s, the maps of the diagram
WF coincide. This completes the case distinction.

In the case of Garside groups, there are already complete rewriting systems
describing them due to S. Hermiller and J. Meier ([20]).
Remark 14.4. Let M be a Garside monoid with a Garside element ∆. Let
G be the group of fractions of M , and let D be the set of left-divisors of ∆
except for 1. Then Lemma 5.1 allows us to associate a rewriting system with
the factorability structure on (G,D ∪ D−1) described above. This rewriting
system is exactly the second rewriting system R2 for Garside groups in [20].
There, this rewriting system is shown to be complete. By this argument, we
know that the rewriting systems associated with factorability structures in
Garside groups are complete.
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Appendix: Factorable Monoid with Non-Complete Rewriting
System
We present now an example of a factorable monoid where the associated
rewriting system is not noetherian. We prove the factorability by exhibiting
a local factorability structure and using then the criterion 3.4. We will also
need the following two lemmas, which are used in the proof of Rodenhausen’s
Theorem. The first one reduces the fifth condition of local factorability to a
few cases.
Lemma .5. Let E be a set. Let
ϕ : E+ × E+ → E+ × E+
be a map with ϕ2 = ϕ and ϕ(a, 1) = (1, a) and satisfying stability for triples.
(In other words, we start with any set E and a map ϕ satisfying the second,
third and fourth conditions of Definition 3.3.) Furthermore, we define the
normal form function NF: E∗ → E∗ as in Definition 3.3. Then the fifth
condition of Definition 3.3 is satisfied for a triple (a, b, c) whenever (a, b) or
(b, c) is a stable pair.
The second lemma says how to compute normal forms, even if ϕ is not
shown to be a local factorability map.
Lemma .6. Let E be a set. Let
ϕ : E+ × E+ → E+ × E+
be a map with ϕ2 = ϕ and ϕ(a, 1) = (1, a) for which stability of triples
holds. (In other words, we start with any set E and a map ϕ satisfying
the second, third and fourth conditions of Definition 3.3.) Furthermore, we
define the normal form function NF: E∗ → E∗ as in Definition 3.3. Then it
follows that an application of ϕ1ϕ2ϕ1ϕ2 to a triple (a, b, c) yields an extended
normal form for this triple.
Since the result is quite technical, we first show how the example was
constructed. We want to find a cycle in the system of rewritings when
(ϕ3ϕ2ϕ1ϕ2)
N is applied. (This can be checked to be the only candidate to
produce a cycle when applied to a 4-tuple.) One can construct a monoid
with a cycle of length N = 1, but naive attempts yield then a not right-
cancellative monoid. So we will force the cycle to have length 2. Thus, we
have necessarily rewritings of the form depicted on the next page.
Furthermore, one can see that the pairs (a2, b3) and (a1, b6) should not
be geodesic since otherwise, the rewritings have to stabilize. The further
rewriting rules arose during the proof. This should justify the definition in
the next proposition.
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a1 b1 c1 d1
a2 b2 c1 d1
a2 b3 c2 d1
a2 b3 c3 d2
a2 b4 c4 d2
a1 b5 c4 d2
a1 b6 c5 d2
a1 b6 c6 d1
a1 b1 c1 d1
. . . . . . . . . . . .
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Proposition .7. Let E be the following set:
{a1, a2, b1, b2, b3, b4, b5, b6, c1, c2, c3, c4, c5, c6, d1, d2, e2, e3, f2, f3, g2, g3, h2, h3, i, j, k}
Define a function ϕ : E+ × E+ → E+ × E+ as follows:
ϕ(a1, b1) = (a2, b2)
ϕ(b2, c1) = (b3, c2)
ϕ(c2, d1) = (c3, d2)
ϕ(b3, c3) = (b4, c4)
ϕ(a2, b4) = (a1, b5)
ϕ(b5, c4) = (b6, c5)
ϕ(c5, d2) = (c6, d1)
ϕ(b6, c6) = (b1, c1)
ϕ(a2, b3) = (1, e2)
ϕ(a1, b6) = (1, e3)
ϕ(e2, c2) = (f2, g2)
ϕ(e3, c5) = (f3, g3)
ϕ(e2, c3) = (f3, g3)
ϕ(e3, c6) = (f2, g2)
ϕ(g2, d1) = (h2, i)
ϕ(g3, d2) = (h3, i)
ϕ(f2, h2) = (j, k)
ϕ(f3, h3) = (j, k)
ϕ(s, 1) = (1, s) for all s ∈ E+
and ϕ(s, t) = (s, t) if (s, t) is not in the list above.
This function is a local factorability structure in the sense of Definition
3.3. The associated rewriting system is not noetherian. Furthermore, the
monoid M defined by this local factorability structure is right-cancellative.
Proof. The map ϕ satisfies by definition ϕ(x, 1) = (1, x) for all x ∈ E+ and
also ϕ2 = ϕ.
Since the proof is quite technical and requires a lengthy case distinction
with many similar steps, we will only present some cases. For a complete
proof, we refer the reader to [30], Section 7.1.
Now we are going to check the fourth condition of Definition 3.3, the
stability for triples condition. We will consider several cases. Note that the
stability for triples condition is automatically satisfied if the triple we start
with is totally stable. Moreover, we are done as soon as the triple contains
a 1; thus, we do not have to consider triples already containing 1 and we
are also immediately done with triples of the form (a2, b3, t) or (a1, b6, t)
for all t ∈ E . To make the steps more transparent, we will use graphical
presentation.
Case 1: Here, we start with the triple (a1,b1, t) for some t ∈ E . Observe
that we are done after applying ϕ2 unless t = c1, so we assume this
from the second step on.
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a1 b1 t
a2 b2 t
a2 b3 c2
1 e2 c2
Thus, in this case, application of ϕ2ϕ1ϕ2 yields a 1.
Case 2: We start with the triple (b2, c1, t) for some t ∈ E . Here, we are done
after applying ϕ2 unless t = d1, so we assume this from the second
step on.
b2 c1 t
b3 c2 t
b3 c3 d2
b4 c4 d2
Since the pair (c4, d2) is stable, the resulting triple is totally stable.
Case 3: We start with the triple (e2, c2, t) for some t ∈ E . Here, we are done
after applying ϕ2 unless t = d1, so we assume this from the second
step on.
60 ALEXANDER HEß AND VIKTORIYA OZORNOVA
e2 c2 t
f2 g2 t
f2 h2 i
j k i
Since the pair (k, i) is stable, the resulting triple is totally stable.
After considering some cases where the first pair is unstable, we show
some cases where the first pair is stable, so we only have to show that
the application of ϕ2ϕ1 to such a triple yields either a 1 or a totally
stable triple.
Case 4: We consider the triple (t,a1,b1) for some t ∈ E . Here, we are done
after ϕ1 since all pairs of the form (t, a2) are stable.
t a1 b1
t a2 b2
Case 5: We consider the triple (t, c2,d1) for some t ∈ E . Observe that by
assumption t 6= e2. Thus, we are done after applying ϕ1 unless t = b3,
so we assume this in the second step.
t c2 d1
t c3 d2
b4 c4 d2
We are done in this case since the pair (c4, d2) is stable.
After checking the complete list of triples which are not everywhere stable
or contain 1, the proof of the fourth condition would be complete.
Now we are going to check the fifth condition for local factorability, the
normal form condition. Recall that we have to show that the normal form of
a triple remains unchanged under applying ϕ1. We will use Lemma .5 which
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says we only have to check the totally unstable triples. For the given map ϕ,
these are only the triples (a2, b3, c3), (a1, b6, c6), (e2, c2, d1) and (e3, c5, d2).
We use Lemma .6 to compute normal forms for triples.
In the first case, the application of ϕ1ϕ2ϕ1ϕ2 gives the following picture.
a2 b3 c3
1 e2 c3
1 f3 g3
which is everywhere stable and thus already the (extended) normal form.
On the other hand, the application of ϕ1ϕ2ϕ1ϕ2ϕ1 yields the following.
a2 b3 c3
a2 b4 c4
a1 b5 c4
a1 b6 c5
1 e3 c5
1 f3 g3
So both normal forms coincide in this first case.
The second case is very similar: The application of ϕ1ϕ2ϕ1ϕ2 gives the
following picture.
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a1 b6 c6
1 e3 c6
1 f2 g2
which is everywhere stable and thus already the (extended) normal form.
On the other hand, the application of ϕ1ϕ2ϕ1ϕ2ϕ1 yields the following.
a1 b6 c6
a1 b1 c1
a2 b2 c1
a2 b3 c2
1 e2 c2
1 f2 g2
So both normal forms coincide in this case.
We continue with the third case: The normal form of (e2, c2, d1) is obtained
as follows.
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e2 c2 d1
f2 g2 d1
f2 h2 i
j k i
and the tuple (j, k, i) is already everywhere stable. On the other hand,
the application of ϕ1ϕ2ϕ1ϕ2ϕ1 yields the following.
e2 c2 d1
e2 c3 d2
f3 g3 d2
f3 h3 i
j k i
So we obtain in both cases the same normal form. The last case is again
very similar: The normal form of (e3, c5, d2) is obtained as follows.
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e3 c5 d2
f3 g3 d2
f3 h3 i
j k i
and the tuple (j, k, i) is already everywhere stable. On the other hand,
the application of ϕ1ϕ2ϕ1ϕ2ϕ1 yields the following.
e3 c5 d2
e3 c6 d1
f2 g2 d1
f2 h2 i
j k i
Thus, also in this case, the normal form condition is satisfied. This implies
that the map ϕ defined in this Lemma is indeed a local factorability structure.
Next, observe that the associated rewriting system is not noetherian. In-
deed, we have the chain of rewritings
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a1 b1 c1 d1
a2 b2 c1 d1
a2 b3 c2 d1
a2 b3 c3 d2
a2 b4 c4 d2
a1 b5 c4 d2
a1 b6 c5 d2
a1 b6 c6 d1
a1 b1 c1 d1
. . . . . . . . . . . .
So we obtain a cycle in the rewritings. Observe that this cycle is non-
trivial: For example, note that if a1 = a2, there had to be a zigzag of
rewritings from a1 to a2. But none of the non-trivial rewriting rules starts
or ends with a1, so this is impossible.
Last, we are going to show that the monoid M defined by the local fac-
torability structure as above is right-cancellative. We are going to rely on the
ϕ-normal forms in this monoid. Assume M is not right-cancellative. Then
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there are some elements x, y, z ∈ M such that xz = yz, but x 6= y. Obvi-
ously, z 6= 1. We want to consider an example with minimal E-word length
of z. Then NE(z) = 1: Indeed, otherwise there is an s ∈ E and w ∈M \ {1}
such that z = ws. Then (xw)s = (yw)s, so that either xw = yw contra-
dicting the minimality of z, or xw 6= yw, which is again contradicting the
minimality.
So we know that there are x 6= y ∈M and z ∈ E such that xz = yz. Let
(xm, . . . , x1) be the normal form of x and (yn, . . . , y1) the normal form of
y. We may choose an example where m + n is minimal. First, we want to
demonstrate that m+n ≥ 3. Indeed, m+n has to be at least 1 by definition.
Then, if m = 1 and n = 0 (the other case can be treated symmetrically), we
have x1z = z, which in particular implies ϕ(x1, z) = (1, z). But there is no
pair (x1, z) with x1 6= 1 and image (1, z) under ϕ, so this cannot happen.
More generally, we can exclude the case n = 0 (and so symmetrically m = 0):
We compute the normal form of (xm, . . . , x1, z) using the definition. We
already know that this normal form has to be z. Note that in the step where
the number of non-trivial letters in the string reduces to one, we have to get
a 1 out of a pair of elements of E by applying ϕ, so that z must be ei with
i ∈ {2, 3}. But all pairs of the form (x1, ei) are stable, so that (xm, . . . , x1, ei)
has to be already the normal form, contradicting the assumption m+n > 0.
Furthermore, we can exclude the case m = n = 1, observing that in the
definition of ϕ, there are no distinct pairs (x1, z), (y1, z) which are mapped
to the same pair by ϕ.
Now we know m+n ≥ 3. In order to compute the normal forms of tuples
(xm, . . . , x1, z) and (yn, . . . , y1, z), we first have to apply ϕmϕm−1 . . . ϕ1 or
ϕnϕn−1 . . . ϕ1, respectively. Observe that if both (x1, z) and (y1, z) are stable
pairs, then we would have two different normal forms for the same element
xz = yz of M , yielding a contradiction. So we may assume ϕ(x1, z) =
(u1, v1) with (x1, z) 6= (u1, v1). Note that this in particular implies z 6= v1
by the definition of ϕ.
Consider now the case where applications of both ϕmϕm−1 . . . ϕ1 and
ϕnϕn−1 . . . ϕ1 do not produce a 1. Then the results have to be equal,
in particular, n = m. Furthermore, this implies ϕ(x1, z) = (u1, v1) and
ϕ(y1, z) = (t1, v1) with the same v1, in particular, (y1, z) 6= (t1, v1). There
are no two distinct pairs with same right letters in the list defining ϕ, i.e.,
if ϕ(α, β) = (γ, δ) and ϕ(α˜, β) = (γ˜, δ) and β 6= δ, we know that α˜ = α and
γ˜ = γ. Hence, we may conclude that x1 = y1 and u1 = t1. Now since x 6= y,
we know that xm . . . x2 6= yn . . . y2. The normal forms of (xm, . . . , x2, u1)
and (yn, . . . , y2, u1) have to coincide since they are the same as the normal
form of xz = yz with the right-most letter v1 deleted, and so the elements
xm . . . x2u1 and yn . . . y2u1 have to coincide. But this contradicts the mini-
mality assumption on n+m.
So we have to consider the case where we obtain a 1 while building the
normal form. We may assume that application of ϕp to
ϕp−1 . . . ϕ1(xn, xn−1, . . . , x1, z)
produces the first 1. Define uq and vq inductively via u0 := z and ϕ(xq+1, uq) =
(uq+1, vq+1) for 0 ≤ q ≤ p − 1. By assumption, up = 1. (We illustrate the
situation by the following picture.)
FACTORABILITY, STRING REWRITING AND DISCRETE MORSE THEORY 67
xn . . . xp xp−1 . . . x3 x2 x1 z
xn . . . xp xp−1 . . . x3 x2 u1 v1
xn . . . xp xp−1 . . . x3 u2 v2 v1
xn . . . xp xp−1 . . . u3 v3 v2 v1
. . . . . . . . . . . . . . . . . . . . . . . . . . .
xn . . . xp up−1 . . . v4 v3 v2 v1
xn . . . 1 vp . . . v4 v3 v2 v1
ϕ1
ϕ2
ϕ3
ϕp
Observe that by definition of the normal form, we have
NF(xp−1, . . . x1, z) = ϕp−1 . . . ϕ1(xp−1, . . . x1, z) = (up−1, vp−1, . . . , v1).
In particular, this tuple is totally stable.
Now since ϕ(xp, up−1) = (1, vp) and we know that xp 6= 1 and up−1 6= 1,
we conclude that vp = er with r ∈ {2, 3}. Thus, the pair (xp, up−1) equals
(a4−r, b3r−3). Furthermore, observe that there is no unstable pair which ends
with er on the right, so the tuple (xm, . . . , xp+1, er) is totally stable.
If we assume p = 1, then z = b3r−3 and x1 = a4−r and (xm, . . . , x2, er)
is the normal form of xz = yz. So in particular, this is the normal form
of the tuple (yn, . . . , y1, b3r−3). In particular, since b3r−3 6= er, the tuple
(y1, b3r−3) has to be unstable, so that y1 = a4−r follows. This now implies
that yn . . . y2er = xm . . . x2er, while yn . . . y2 6= xm . . . x2, contradicting the
minimality of n+m.
So we have shown that p ≥ 2. To simplify the notation, we consider first
the case r = 2. Here, we know that xp = a2 and up−1 = b3. Since the pair
(xp, xp−1) was stable, we know that xp−1 is neither b3 nor b4. In particular,
the pair (xp−1, up−2) cannot be stable since up−1 6= xp−1. Thus, (xp−1, up−2)
has to be an unstable pair such that ϕ(xp−1, up−2) = (b3, vp−1). This implies
xp−1 = b2, up−2 = c1 and vp−1 = c2.
If p = 2, then z = c1 and we have
ϕmϕm−1 . . . ϕ1(xm, . . . , x1, z) = ϕmϕm−1 . . . ϕ1(xm, . . . , x3, a2, b2, c1)
= ϕmϕm−1 . . . ϕ2(xm, . . . , x3, a2, b3, c2)
= ϕmϕm−1 . . . ϕ3(xm, . . . , x3, 1, e2, c2)
= (1, xm, . . . , x3, e2, c2).
Computing the normal form of this tuple is done after applying ϕ1 since
then we obtain the tuple (xm, . . . , x3, f2, g2) and all pairs of the form (x3, f2)
are stable. So we know that (yn, . . . , y1, c1) is not in the normal form. In
particular, the pair (y1, c1) is unstable and so y1 = b2, so that ϕn . . . ϕ1
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yields a c2 in the right-most place when applied to (yn, . . . , y1, c1). Since the
normal form of this tuple ends with g2 on the right, we know that applying
ϕn . . . ϕ1 must have produced a 1. If y2 would not be equal to a2, the
triple (y2, ϕ(y1, c1)) = (y2, b3, c2) would be stable and thus the whole tuple
(yn, . . . , y2, b3, c2), which contradicts our assumptions. So y2 = a2, and thus
we have the equality
(yn . . . y3e2)c2 = (yn . . . y3a2b3)c2 = (yn . . . y3a2)b3c2 = yn . . . y3y2b2c1
= yn . . . y3y2y1z = xm . . . x1z = (xm . . . x3e2)c2.
Now since x1 = y1 and x2 = y2 and x 6= y, we conclude that xm . . . x3 6=
yn . . . y3. Then either (yn . . . y3)e2 = (xm . . . x3)e2 and this produces a coun-
terexample to right-cancellativity contradicting the minimality of n+m, or
(yn . . . y3)e2 6= (xm . . . x3)e2, then we have a contradictory counterexample
due to
(yn . . . y3e2)c2 = (xm . . . x3e2)c2.
So we know that p ≥ 3. Recall that xp = a2, up−1 = b3, xp−1 = b2,
up−2 = c1 and vp−1 = c2. Now the pair (xp−1, xp−2) is stable, thus xp−2 is
not c1. As before, this implies that the pair (xp−2, up−3) is unstable and is
mapped via ϕ to (c1, vp−2). However, this is impossible. This completes the
proof for the case r = 2.
The proof in case r = 3 is completely analogous. This can be also seen as
follows: There is a map γ : M → M , defined below by its values on gener-
ators, which is a monoid homomorphism and involution and which maps e2
to e3 and preserves ϕ. This allows to avoid the symmetrical argument. The
map γ is given as follows.
a1 7→ a2
a2 7→ a1
b1 7→ b4
b2 7→ b5
b3 7→ b6
b4 7→ b1
b5 7→ b2
b6 7→ b3
c1 7→ c4
c2 7→ c5
c3 7→ c6
c4 7→ c1
c5 7→ c2
c6 7→ c3
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d1 7→ d2
d2 7→ d1
e2 7→ e3
e3 7→ e2
f2 7→ f3
f3 7→ f2
g2 7→ g3
g3 7→ g2
h2 7→ h3
h3 7→ h2
i 7→ i
j 7→ j
k 7→ k
This completes the proof. 
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