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The inflationary impact of environmental pollution policies within
the context of growing regional disparities in the United States has become
an issue of enormous importance in the deepening debate on the economic and
political feasibility of a strong national environmental policy. Higher
costs of production do result from the abatement expenditures required by
federally mandated emissions control levels. The consequence is higher
prices, eventual reductions in output, and often, social and economic dis-
location caused by the inability of marginal firms to conform to mandated
abatement levels.
This thesis argues, however, that the degree of social and economic
dislocation will also depend on the extent to which available productive
resources are allocated to the production of pollution-abatement technology.
Abatement expenditures do not necessarily mean inflation if these costs re-
present investment in the pollution-abatement industry. Indeed, the gains
in output and employment resulting from investment in pollution abatement
can outweigh.the losses due to inflation-based reductions in output for
polluting firms.
A multiregional environmental policy analysis model is constructed
in order to investigate the impacts of environmental pollution policy on
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prices and output in the economy as well as the positive investment impacts
of growth in the pollution-abatement industry. Emissions and abatement-cost
data are used to develop a Leontief-based multiregional price model to de-
termine the policy impact on prices across regions. Modified multiregional
multipliers are then constructed to examine the effects of the shifts in
relative prices on regional outputs through the induced consumption and
income effects of higher prices in the polluting industries, and the in-
creases in regional outputs resulting from pollution-abatement expenditures.
One version of the model is constructed to simulate the effect of price
shifts and abatement expenditures simultaneously on the structure of region-
al outputs.
The results show a net gain in the national economy of 1.41 percent
or roughly 20 billion dollars. Thus, in the aggregate, production gains
due to abatement expenditures outweigh the losses due to pollution-policy-
based price effects. However, variations by industries and regions is also
significant. Industries showing the largest increases in output and employ-
ment are those with substantial linkages to the production of abatement
technology such as the machinery and equipment industries, while those
experiencing small gains or net reductions in output are industries were
either large polluters with low linkages to the abatement industry or con-
sumer oriented industries that particularly susceptible to induced reductions
in consumption in the system. Several industries, such as petroleum and
related industries, while being large polluters, because of their high
linkage to abatement technology production, showed substantial increases
in output. Simultaneously, those regions showing the most significant gains
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in regional output are those regions contributing most to the production
of abatement technology. Thus, spatial shifts in the location of economic
activity tended to favor the older, more heavily industrialized regions
of the country. The results, in general, substantiate the overall premise
that the net outcome for any region will depend on the extent to which
investment in pollution-abatement technology offsets the losses to be
expected from the price impacts of emissions controls. Thus, while the
more industrialized eastern regions showed higher general levels of indus-
trial pollution than western regions because of the concentration of high
emission industries in those regions, they were nevertheless able to gen-
erate net gains in output because of the concentration of abatement-tech-
nology investment in those regions. The overall results also begin to
suggest a process of income redistribution to the more industrialized,
older sections of the country in contrast to the historically prevailing
trend of industrial diffusion to the western regions.
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CHAPTER 1
A SUMMARY OF ISSUES
The primary issues that will be investigated in this thesis are the
industrial and regional economic impacts of environmental pollution control
policy. Pollution-abatement costs at the individual firm level are known to
be significant in terms of capital investment in pollution abatement tech-
nology and cleaner methods of production, leading to price increases and
possible reductions in output for the abating firms, as well as inflation-
ary impulses throughout the economy. However, the question that arises is,
assuming the existence of unutilized resources in the economy, whether or
not these costs are outweighed by the positive benefits of increased output
and employment generated by simultaneous investment in the pollution-abate-
ment industry; that is, do pollution-abatement policies lead to a net loss
of output in terms of employment and the production of goods and services at
the macroeconomic level? What are the macroeconomic consequences of impos-
ing environmental standards on an economic system? What will be the effect
on prices? What redistributive effects will they have in terms of the dif-
ferential impacts on output and employment in different sectors of the econ-
omy?
Cutting across the issue of industrial redistribution of economic ac-
tivity as a result of pollution standards is the problem of spatial redis-
tribution and the related issue of regional equity. Virtually all work on
the macroeconomic implications of pollution-abatement policy is framed in
national terms. However, the incidence of price inflation due to cost fluc-
tuations will vary from region to region depending on the degree of indus-
trialization in each region, local resource and factor endowments, relative
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access to abatement technology, as well as the geographic limits of trade
and production linkage relationships; in short, all of the resource and fac-
tor characteristics that determine relative regional advantage. The ability
of a particular region to absorb the costs of pollution-abatement and gener-
ate new activity will be a function of these characteristics. Hence, for the
planning and implementation of pollution-abatement policies, the inclusion
of the regional dimension is important.
A corollary dimension to the problem of regional adjustments to pol-
lution-abatement standards is the effect that they have on trade between re-
gions. Aside from the more obvious flow of abatement-related commodities,
considerable shifts in trading patterns can occur in the process of factor
adjustments to pollution standards. For example, if coal-consuming produ-
cers in the East were to decide to switch to low-sulfur coal inputs as a re-
sult of federal ambient air quality standards, the result will involve sub-
stantial increases in trade flows and the opening of new trade and transport
corridors between the low-sulfur coal areas in the West and the East. The
impact on the transportation industry could be tremendous. An important
part of the thesis will be directed toward the implications of these factor
reallocations on the level and distribution of trade and transportation.
METHOD OF ANALYSIS
The method used to carry out the research involves the extension and
elaboration of input-output analysis, or more specifically, the price input-
output model. Although input-output analysis has been used previously to
model the economic impacts of environmental pollution policy, it has been
extended in the current research by: (1) looking specifically at the impacts
of investment in the pollution-abatement sector; (2) substantially refining
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the methodology of multiregional analysis of environmental pollution, and
(3) examining the various applications of the price model for pollution pol-
icy analysis. Thus, considerable time will be spent in the theoretical and
operational development of the model itself and its relevance for environ-
mental policy analysis in addition to applying it to the actual analysis of
environmental pollution policy.
Input-output analysis is particularly appropriate for this type of
research for several reasons. First, it implicitly recognizes the conserva-
tion-of-mass and materials-balance principles in mediating the relationship
between the economy and the environment. The conservation-of-mass principle
states that matter, insofar as it can be converted into and from energy, can
be manipulated, combined, and transformed, but neither destroyed nor crea-
ted. Production, furthermore, invariably involves waste products that are
either returned to the environment or recycled back into the production pro-
cess0 In the longer run, all matter eventually becomes waste and is re-
turned to the environment. This is known as the materials-balance principle.
Together, these two concepts form the basis of a system of ecologic-economic
accounts that is conceptually similar to the accounting identities used in
input-output analysis.
Second, the disaggregated structure of input-output analysis lends
itself to the kind of interindustry analysis that allows an examination of
the effects of pollution policies on individual industries. This is criti-
cal, as the effects of pollution control will vary greatly from industry to
industry, an example being the effect on the steel or paper industry as op-
posed to, say, agriculture or service industries.
Third, because of the capability of spatially disaggregating the
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model, an examination can be made of the regional implications of pollution-
control policies. Production functions are not uniform across the nation
but are reflections of at least geographic differences in regional resource
and factor endowments. Environmental pollution, therefore, as well as the
capacity to overcome the costs of its abatement, depend on these production
functions and will vary accordingly, even for similar commodities. The use
of a spatially disaggregated model aids greatly in articulating those re-
gions most likely to suffer the greatest economic impacts in terms of pro-
duction dislocations and those areas most likely to experience the greatest
net gains with respect to the production of pollution-abatement technology.
The fact that none of these regional concerns has been considered in any pol-
lution-analysis models published so far underscores the importance of empha-
sizing the regional dimension in any economic analysis of environmental pol-
lution policy.
ORGANIZATION OF THE THESIS
The overall structure of the thesis consists of six parts. The first
three parts are structured around three basic questions concerning the
macroeconomic and regional implications of environmental pollution policy:
(1) What are the basic issues that frame the particular questions being
posed in this thesis? (2) What previous modeling attempts have been made
to examine the spatial and economic impacts of environmental pollution-con-
trol policy and how successful have they been? and (3) What alternative
methods utilizing input-output analysis are available for this task? Thus,
in Chapter 2 the issue of inflation and macroeconomic stability is examined
more closely, citing available evidence on the impacts of pollution-abate-
ment on private industry, expenditures going into the pollution-abatement
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industry, and existing work on the question of macroeconomic stability.
In Chapter 3, a number of environmental systems models based on in-
put-output analysis will be assessed in terms of their usefulness for the
type of analysis under discussion, and in Chapter 4, an examination will be
made of the Leontief input-output system as it is derived from the Walrasian
system of general equilibrium economics.
The second three parts are structured around an attempt to construct
an environmental policy analysis model, built on the framework originally
laid out by Leontief but extended to examine the case of spatially disaggre-
gated industries, as well as the effects of investment in the pollution-
abatement industry. Thus, in Chapter 5, the theoretical and mathematical
properties of the model are described. In Chapter 6, issues relative to the
use of data in the model are discussed, and in Chapter 7, the final empiri-
cal results obtained from the model are presented.
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CHAPTER 2
POLLUTION-CONTROL POLICY AND THE MACROECONOMY:
IMPLICATIONS FOR INFLATION AND ECONOMIC STABILITY
One of the most significant controversies concerning environmen-
tal pollution standards concerns their inflationary impact on the economy.
Opponents claim that by forcing new capital investment in pollution-
abatement technology, costs of production are pushed up leading to price
increases, inflationary spirals through the economy, and downturns in out-
put and productivity. Industry mortality rates increase as marginal firms,
unable to absorb the increased capital costs of pollution abatement, or
having done so, find themselves at a comparative cost disadvantage and are
forced to close, causing employment layoffs, the waste of productive re-
sources, and a general exacerbation of social and economic dislocation.
On the other hand, proponents of tough pollution policies are no less
vociferous in their position. Benefits of pollution abatement are totally
ignored by critics, they claim. The first obvious benefit is that ob-
tained by the absence of pollution. This immediately implies the collec-
tive benefit to the community of higher standards of public health, safety,
and welfare. Secondary benefits include such things as the value of a
clean environment for future generations, as well as the more intangible
but nevertheless real benefits of psychic, mental, and aesthetic well-
being attached to living in a nonpolluted environment. Aside from the
obvious problem of quantification, which has been a general criticism of
the anti-environmentalists, and the not so obvious but more funda-
mental issue of comparability stemming from the attempt to value social
- 7
benefits in terms of private costs, proponents of tough pollution poli-
cies have also attacked critics directly in the area of prices and infla-
tion. Pollution policies are not inflationary, they claimo If the con-
sumer price index were adjusted to reflect some of the benefits mentioned
above, pollution control would not be inflationary as long as the bene-
fits exceed the costs. Moreover, even without the benefits, prices would
not be unduly affected. According to Environmental Protection Agency
(EPA) Deputy Administrator Barbara Blum, quoting a study by Chase Econo-
metrics, the consumer price index would be only 4 percent higher in 1983
with federal pollution-abatement requirements than it would be without
them. In fact, employment levels will be marginally increased through
1980 due to the stimulative effect of pollution control-investment [20,
p. 1941]. The key factor is the positive growth effects brought about by
investment in the pollution-abatement industry itself, a factor often ig-
nored by critics.
Underlying the entire debate is the basic question of whether or
not the social gains from stringent pollution policies outweigh the pri-
vate losses to individual firms. It should be clear that environmental
pollution policies represent ipso facto a redistribution of resources and
activity within the economy, and those who must internalize the costs are
not the same as those who benefit from the additional investment, both in
terms of industries as well as regions. Implicit in this argument, there-
fore, is the necessity of viewing the problem in a macroeconomic perspec-
tive, for as is stated in the Fallacy of Composition, what is true for the
individual operator may not be true for the economy as a whole.
However, economic and social dislocation is not insignificant. Nor
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is it totally clear what the aggregate effects of pollution investment
have been. Thus, in the present chapter the issues are reviewed in the
light of available evidence, from several perspectives: (1) the costs
to private industry, (2) investment in pollution abatement, (3) impacts
on the national economy, and (4) the cost-benefit controversy.
IMPACTS ON PRIVATE INDUSTRY
What the total costs of environmental regulations are to private
industry, in terms of capital outlays, production and employment foregone,
and general opportunity costs to the economy, is still an area in which
little systematic research has been done. Plant closings and job losses,
on the other hand, although not measuring true operational costs, do give
a baseline perspective on the impacts on private industry. Moreover,
some general information is available on an industry-specific basis, al-
though prepared by the affected industries themselves.
Cumulative data on economic dislocations reported from January,
1971 to the second quarter of 1977 show that 134 plants have claimed
environmentally-related actual or threatened job losses, of which actual
closings or curtailments of 109 plants have dislocated approximately 20,517
workers, Furthermore, as of the second quarter of 1977, 30 plants employ-
ing 31,301 workers were threatening to close for environmentally related
reasons. According to the EPA, about two-thirds of threatened plants
eventually resolve their compliance problems and continue operating.1 In
1These figures are a product of the Economic Dislocation Early Warn-
ing System resulting from a 1971 interagency agreement between EPA and the
U.S. Department of Labor to minimize the adverse employment effects of en-
vironmental dislocations and are maintained on a quarterly basis. However,
the accuracy of the figures is questionable as they are based on informa-
tion supplied by threatened or closing firms. Firms that have closed but
have not contacted the EPA are not listed. Hence, the figures should be
considered as a low estimate.
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general, actual closings tend to concentrate in four industries: pri-
mary metals, food, chemicals, and pulp and paper, which constitute 65
percent of the actual dislocations and 98 percent of the threatened jobs
[2 l,p. 1048]. Although the number may appear small, considering the num-
ber of plants in the country, it can be expected to increase significant-
ly, given stricter enforcement of environmental regulations.
Environmental regulations are not the sole cause of many closings,
however. Other reasons include unfavorable market conditions, obsolete
equipment, and declining profits. But if plants are operating on the
margin of an industry, then the combination of strict environmental regula-
tions combined with their generally precarious position in the market
could easily catalyze a plant failure0 These facts become clearer in
Table 2-1 where summary data are listed for actual plant closings in the
first three quarters of 1977. These figures do not include threatened
closings.
In addition to causing the actual closing of plants and the layoff
of workers, environmental regulations also affect the ability of indus-
tries to expand and compete in national and international markets. The
following examples are drawn from the steel, copper, and paper industries,
with data compiled from the Environmental Reporter [22 ; 23 ; 24].
The steel industry is reportedly so strapped for cash that it can-
not expand production facilities or comply with stringent environmental
standards. The industry has spent $4.9 billion through 1976 and will pay
$4.9 billion more through 1985 for a total of $9.8 billion for pollution
abatement. This excludes operating and maintenance costs, which total
$3.6 billion per year or roughly 10 percent of the industry's total opera-
TABLE 2-1: ACTUAL PLANT CLOSINGS (first three quarters - 1977)
Quarter Total Jobs Firm Name Industry Location Reason
Plants Lost
First 4 150 Diamond-Portland Concrete Ohio -old, economically marginal facility,
Cement Company could not afford modernization costs
30 Paving and Roofing Roofing Minn. -noncompliance with state odor regula-
Company tions
26 Electric Company Power Penn. -noncompliance with state air particu-
late regulations
25 Dairy Products Dairy Iowa -inability to finance a control system
Firm Products for process waste water
3 150 Hooker Chemical
Company
49 Allegheny Pepsi
Company
65 NRM Corporation
5 31 Associated Milk
Producers
30 Commonwealth
Edison
100 Federal Paper
and Board
Chemicals
Soft
Drinks
Primary
Metals
Dairy
Products
Power
Paper
Products
Mich.
Penn.
Ohio
Wis.
Ill.
Ohio
-failed to meet national pollutant dis-
charge elimination standards
-could not afford new waste treatment
facility
-could not afford $400,000 investment
in new air pollution equipment
-failed to qualify for federal funding
for its share of a municipal waste-
water treatment plant
-closed because costs for precipita-
tors for sulfur dioxide and particu-
late emissions would have quadrupled
costs.
-old plant could not afford $100,000
cost of new mechanical collection
device
Second
Third
0
TABLE 2-1 (continued)
Quarter Total Jobs Firm Name Industry Location Reason
Plants Lost
131 Commonwealth Edison Power Ill. -could not meet state particulate
requirements
370 Celofex Corporation Paper La. -could not afford cost of biological
oxygen demand reduction to meet per-
mit requirements
Total 12 1,157
Source: Environment Reporter, Current Developments, Bureau of National Affairs, Vol. 8, No. 5, p. 551;
Vol. 8, No. 28, p. 1048; Vol. 8, No. 37, p. 1380.
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ting costs. According to Reynold C. MacDonald, Chairman of Interlake,
Inc., the industry's ability to compete in the future will depend on how
environmental problems are solved. According to him, achieving compli-
ance with improper and excessive environmental controls slashes into the
steel industry's normal business activities and hinders its ability to
maintain vitality, earnings, and long-term stability.
For the copper industry, cumulative capital investments for control
equipment for the industry will be between $1.7 and $1.9 billion from 1974
to 1987, about 30 percent of which has been spent so far. In addition,
the industry is expected to spend $1.0 billion to $1.1 billion in opera-
ting and maintenance costs. According to a contract study carried out for
EPA, two basic courses of action lie open for the industry. The first, or
the "constrained capacity" approach, calls for continued operation of all
existing smelters with no new capacity until 1987. Under these condi-
tions, real prices would be 29.4 percent higher in 1987 than under base-
line conditions, and growth in terms of employment would be cut back by
approximately 21,000 full-time equivalent jobs. This represents 24.9 per-
cent less employment than would be likely without the abatement require-
ments0 The second approach, "reduced capacity", assumes the closing of
three large smelters by 1987 with a total annual capacity of 268,000 short
tons. Under this approach, prices would be 29.4 percent higher in 1987
than under baseline conditions, and 28,000 future jobs would be foregone,
representing a potential drop in the job rate of 32.9 percent. According
to the study, environmental regulations increase production costs and
cause uncertainty due to frequent changes in the standards. This increa-
ses risks in planning new facilities, thus making the industry more cau-
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tious and increasing both lead times and the costs for adding new capa-
city.
Regarding the paper industry, according to officials of the Ameri-
can Paper Institute, 70 percent of all paper plants that shut down in
1977 would do so because of environmental factors. Of these, 40 percent
would do so because of failure to meet abatement requirements, and 30 per-
cent because of a combination of environmental and other factors. Plant
shutdowns are expected to cost the paper industry a 571,000 ton loss in
capacity, out of a total capacity forecast of 69 million tons of paper
and paperboard or 0.8 percent. Environmental regulations now account for
$600 million yearly, or one-third of the industry's total annual invest-
ment, and are becoming a primary factor in the decision to invest in new
facilities.
The federal government is fully aware of these problems. However,
what it can actually do to help these firms is another question. At pre-
sent, the EPA is cooperating with the Small Business Administration (SBA)
to find ways of reducing possible adverse effects on small firms through
the use of existing or supplementary SBA programs. As of yet no firm
policy has been announced.
IMPACTS ON THE POLLUTION-ABATEMENT INDUSTRY
On the other hand, in large part as a result of the costs imposed
on private industry, government, and consumers, the growth of the pollu-
tion-abatement industry has certainly not been inconsequential. Expendi-
tures for air, water, solid waste, and other pollution-abatement and con-
trol increased 18 percent in 1974-1975 to $30.9 billion, and 12 percent in
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1975-1976 to $34.7 billion. As a share of the gross national product
(GNP), pollution-abatement expenditures were 2.0 percent in 1975 and
1976, up from 1.6 percent in 1972. About 95 percent of the expenditures
(net of costs recovered) in 1976 was for goods and services to reduce
pollution emissions directly, 3 percent was for research and development,
and 2 percent for regulation and monitoring. This distribution has varied
little since 1972. As shown in Figure 2-1, of the total pollution-abate-
ment expenditures in 1975 of $29.2 billion, private business paid $17.8
billion or 61.0 percent, government paid $7.7 billion or 26.4 percent,
and consumers paid $3.7 billion or 12o7 percent. In 1976, out of a total
of $32.8 billion, the distribution was business, $19.9 billion or 61.0
percent, government, $8.5 billion or 25.9 percent, and consumers, $4.4
billion or 13.4 percent [61, p. 12].
Although final data for 1977 and 1978 are not yet available, pre-
liminary estimates are that private industry investments for new plant
and equipment to abate air, water, and solid-waste pollution rose by 11
percent over 1976. Capital spending was expected to be about 5.6 percent
of total new plant and equipment spending [25, p. 756]. During 1978,
private business is expected to spend 21 percent more than in 1977 for
pollution controls, a total of $10.92 billion. This will result in pollu-
tion expenditures accounting for 6.9 percent of total capital investment
in 1978 126, p. 100]o
In terms of the distribution of total private-industry pollution-
abatement spending during 1978, the electric utilities industry will spend
the most, investing $2.96 billion, a 29 percent rise from 1977. The
petroleum industry, the second largest investor, will spend $1.41 billion,
FIGURE 2-1: POLLUTION-CONTROL EXPENDITURES BY MEDIA, SECTOR, AND TYPE
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1972-76," Survey of Current Business, Vol. 58, No. 2 (February 1978), p. 12.
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up 22 percent from the previous year. Commercial businesses (large chain
stores, mail order and department stores, insurance companies, and banks)
will experience the highest increase in spending: $11.63 billion in
total expenditures, representing a 115 percent increase over the previous
year. The full breakdown of these expenditures is shown in Table 2-2.
A glance at Table 2-2 may suggest some possible trends in the dis-
tribution of pollution-abatement spending over time. The first is that
the general incidence of pollution-abatement spending is a relatively
short-term phenomenon. Payments (and the rate of economic dislocation)
may be high in the initial stages as the basic changes must be made to
existing and often outdated industrial technology. In later stages, as
new plants come on line with more updated technology, cleaner production
methods and more efficient abatement technology, abatement costs as a por-
tion of investment costs will tend to decline, with none of the employ-
ment dislocations common in the beginning stages. It was previously men-
tioned that economic dislocations were centered in four industries, pri-
mary metals, food, chemicals, and pulp and paper0 By 1981 abatement ex-
penditures are expected to decline in all four industries except chemicals.
This may suggest that these industries experience a relatively early peak-
ing period in abatement expenditures with the higher rate of economic dis-
location in these industries diminishing over time.
Another observation is that abatement expenditures tend to shift
from industry to industry over time. One reason is that expenditures in-
crease as abatement-compliance deadlines become due, as the flow of federal
funds varies,and as general capital spending fluctuates. For instance, a
high level of government regulation and funding activity stimulated pollu-
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TABLE 2-2: TOTAL INDUSTRY ANTIPOLLUTION EXPENDITURE FOR AIR, WATER, AND
SOLID WASTE (millions of dollars)
Industry Actual Percent Percent Planned Percentage Planned Percentage
1977 of of 1978 Change 1981 Change
Industry Total 1977-1978 1978-1981
Iron and Steel 575 24.8 6.4 650 13.0 464 -28.6
Nonferrous
Metals 651 28.1 7.2 66.0 1.4 716 8.5
Electrical
Machinery 89 3.8 1.0 104 16.8 120 15.4
Machinery 381 16.4 4.2 454 19.2 250 -44.9
Autos, Trucks,
and Parts 155 6.7 1.7 259 67.1 197 -23.9
Aerospace 34 1.5 0.4 55 61.2 40 -27.3
Transportation
Equipment 8 0.3 0.1 9 12.5 11 22.2
Fabricated
Metals 132 5.7 1.5 225 70.4 307 36.4
Instruments 36 1.6 0.4 51 41.7 101 98.1
Stone, Clay,
and Glass 146 6.3 1.6 304 108.2 335 10.2
Other
Durables 111 4.8 1.2 126 13.5 253 100.8
Total Durables 2,318 100.0 25.7 2,897 25.0 2,794 -3.6
Chemicals 717 25.2 7.9 661 -7.8 883 33.6
Paper 436 15.4 4.8 391 -10.3 363 -7.2
Rubber 171 6.0 1.9 274 60.2 261 -4.7
Petroleum 1,151 40.5 12.7 1,407 22.2 1,557 10.7
Food and
Beverages 218 7.7 2.4 257 17.9 212 -17.5
Textiles 55 1.9 0.6 53 -3.6 103 94.3
Other Non-
durables 91 3.2 1.0 41 -54.9 113 175.6
Total Non-
durables 2,839 100.0 31.4 3,084 8.6 3,492 13.2
Total Manu-
facturing 5,157 - 57.1 5,981 16.0 6,286 5.1
Mining
Railroads
Airlines
Other Trans-
portation
787
51
28
20.3
1.3
0.7
57 1.5
8.7
0.6
0.3
624
53
44
-20.7
3.9
57.1
0.6 60 5.3
629 0.8
47 -11.3
90 104.5
64 6.7
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TABLE 2-2 (continued)
Industry Actual Percent Percent Planned Percentage Planned Percentage
1977 of of 1978 Change 1981 Change
Industry Total 1977-1978 1978-1981
Communications 139 3.6 1.5 169 21.6 209 23.7
Electric
Utilities 2,288 59.0 25.3 2,955 29.2 3,271 10.7
Gas Utilities 158 4.1 1.7 244 54.4 258 5.7
Commercial 368 9.5 4.1 793 115.5 474 -40.2
Total Non-
manufactur-
ing 3,876 100.0 42.9 4,942 27.5 5,042 2.0
Total
Business 9,033 - 100.0 10,923 20.9 11,328 3.7
Source: "McGraw Hill
Expenditures for 1978
Eleventh Annual Survey of Planned Pollution Control
(as of May 15, 1978)," Environmental Reporter, Current
Developments, Vol. 9, No. 4, p. 140.
- 19 -
tion-abatement spending in 1975, but that stimulation was not sustained
in 1976. In 1975, capital spending by business and government enter-
prises rose 16 percent as several national abatement deadlines became ef-
fective and new federal funds for waste-water treatment plants increased
sharply. Compliance with the national primary ambient-air-quality stan-
dards became mandatory in 1975 and guidelines defining best-practice
technology for water pollution were promulgated for most industries in
1974 and 1975. Largely reflecting these measures, business investment in
pollution-abatement structures and equipment rose $0.9 billion [61, p. 14].
IMPACTS ON THE NATIONAL ECONOMY
The implications of these patterns for the national economy in
terms of prices and the distribution and level of output are less clear.
Available studies tend to give more emphasis to the positive effects of
pollution-abatement expenditures than the inflationary impacts of cost
increases. In the previously mentioned Chase Econometrics study, it was
estimated that the consumer price index would be only 4 percent higher in
1983 with federal pollution-abatement requirements than it would be with-
out them. It was also estimated that employment levels would be marginally
increased through 1980,
due to the stimulative effect of pollution control invest-
ment, followed by reduced employment for at least a few
years after 1981 due to the dampening effect of slightly
higher prices on economic growth. [27, p. 2069]
These results are substantiated by econometric studies in other
countries. For example, macroeconomic models simulating the economy with
and without pollution controls in Japan have provided roughly similar con-
clusions. One model, developed by Shishido and Oshizaki 154, p. 77], com-
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bined a Leontief input-output model and a Keynesian-type macroeconomic
model. They studied the effect of two types of pollution-abatement poli-
cies over a period of six years: a "harder" policy and a "softer" policy,
both defined in terms of pollution-abatement standards. Antipollution
investments required to achieve these pollution-abatement targets were
estimated, and in turn used to estimate their multiplier effects through-
out the economy. The most striking result was that GNP and employment were
practically unaffected by environmental policy. GNP was reduced by the
deflationary price effects associated with nonproductive investment and
at the same time increased by the expansionary income effect resulting
from anti-pollution investments. In the first years, the positive effect
was even greater than the negative one; later they balanced each other. In
the sixth year, GNP was actually raised by 0.1 percent (over what it would
have been in the absence of the antipollution policy) by the "softer"
policy. 154, p. 78]
A second interesting result of the simulation related to the chan-
ges in the distribution of output and employment that were brought about
by environmental policies. The share of output and employment increased
in primary and prefabricated metals and in the machinery industry, whereas
it declined in the food industry, textilesand electricity. This was be-
cause polluting industries, such as the steel industry, although incurring
high pollution-abatement costs, were the main beneficiaries of antipollu-
tion investments compared with, say, the textile industry. For them, the
income effects were greater than the price effects.
The model also yielded information about prices. Antipollution
policies did raise the price level, but this increase was modest. It was
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estimated to be, over six years, 1.9 percent in the case of the "softer"
policy, or somewhat over 0.3 percent per year. Of course, higher increa-
ses occured for certain industries as a function of the higher abatement
costs they had to bear. Examples were automobiles (5.9 percent), electri-
city (6.2 percent), primary metals (7.6 percent), and pulp and paper (7.7
percent). [54, p. 78]
THE COST-BENEFIT ARGUMENT
Comprehensive analyses, such as the study cited above, have yet to
be carried out in the United States. Indirectly, as a result, proponents
of strict environmental regulations have been forced to adopt a more qual-
itative line of argument, due to the dearth of hard evidence on the ef-
fects of pollution controls on prices and output. In this regard, com-
ments by EPA Administrator Douglas Costle summarize well the more intan-
gible benefits deriving from a clean environment and the problem of quan-
tification:
...an estimated increase in the CPI does not mean that
environmental regulations are inflationary, because the
price index ignores improvements to public health, re-
duced property damage, increased crop yields, etc., that
result from pollution-control spending. Adjusting the
CPI to reflect these improvements would show that pollu-
tion-control spending is not inflationary as long as the
benefits exceed the costs, which I believe is generally
the case. The economic costs of pollution impacts on
animal and plant life cannot be clearly determined. We
are learning, however, that they are much more substan-
tial than we once imagined. The valuation of benefits
of environmental programs is still a developing area of
economic analysis, so there are no exact estimates in
dollar terms of the environmental damages we are attempt-
ing to reduce. There's no way we can calculate the cost
of future harm represented by the pollution that's now
in the environment.
Reducing health and other costs resulting from pollution
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is the key gain from pollution controls. Other kinds
of benefits, harder to "cost out" are equally impor-
tant. These include a farm worker's knowledge that he
or she is not working daily with pesticides that will
harm health, the value of a city worker being able
to see clear skies, or the value of knowing water is
safe to drink.
We cannot put a dollars-and-cents figure on these bene-
fits. Moreover, economists don't know how to "model"
the quality of life. Yet most Americans believe that
such benefits are real and are demanding a clean and
healthy environment. 127, p. 2069]
Despite the eloquence of Costle's words, however, the fact remains
that the frustratingly intractable problem of allocating objective values
to subjective benefits continues to leave pollution-control opponents un-
convinced in the face of the very real and quantifiable costs of infla-
tion, plant shutdowns, job layoffs, and economic decline. This is not
surprising. The fact that private industry must bear such a heavy cost,
despite contributions by government, immediately renders them hostile and
unsympathetic to environmental objectives, rhetorical eloquence notwith-
standing.
Moreover, the issue of costs and benefits highlights another prob-
lem. Those who pay are not necessarily those who receive. The dynamics
of the open-market system simply do not allow social objectives to be
equated with private means, except under very special circumstances. For
the polluting firm, environmental pollution standards represent a net sub-
sidy to others, either in the form of tangible investments in the pollu-
tion-abatement industry or as more intangible benefits to society at large,
either within the present generation or in generations to follow. The con-
flict of interest, therefore, reaches into the heart of the private eco-
nomic motive.
- 23 -
From the private sector, or cost view of the world, pollution-con-
trol costs are seen as a drain on resources exerted by mandatory pollution-
abatement policies. Capital and labor resources that are being utilized
to abate pollution are not being utilized to manufacture either consumption
goods or productive equipment. Pollution expenditures have an opportunity
cost. The income foregone is the price to be paid for environmental qual-
ity. As far as private industry is concerned, it is a price to be paid
for benefits others will derive.
However, looking at the question from a macroeconomic point of
view, what is expenditure for one enterprise is income for another. De-
pending upon the state of the economy, upon businessmen's behaviour, upon
government intervention, and more generally upon the structural configur-
ation of the economy, pollution-abatement expenditures will result in the
modification of a number of economic flows, which in turn will modify
other flows and so on. In dynamic terms, environmental expenditures should
not be seen as a loss of resources, but as modifications of economic flows.
To be sure, to the polluting firm these flows will not necessarily mean a
net increase in its own profit ledger, but they can mean an increase in
employment in those firms providing the very commodity that the polluting
firm was unable to, a clean environment. In this sense, pollution-abate-
ment expenditures represent the true internalized social costs of produc-
tion. Likewise, the expansion of the pollution-abatement industry repre-
sents a necessary and desirable response to a system of productive rela-
tions where social cost becomes part of the private cost calculus. In es-
sence, it is the result of a market, created by necessity, for a clean
environment. Polluting firms, by not reflecting these social costs in
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their production functions, perpetuate the schism between individual and
social motives in the relationship between society and environment. Pollu-
tion-abatement policy, therefore, represents one way in which this contra-
diction can be resolved for the collective benefit of society.
What the net results of these modifications to economic flows are
in terms of GNP, prices, employment, and output are difficult to predict,
but they are not necessarily negative. Indeed, the entire thrust of the
present thesis is to determine what those modifications are, in terms both
of industries and regions. Indeed, it may very well be that the cost-bene-
fit issue, insofar as intangible benefits are concerned, may become unimpor-
tant in the face of the real gains in output experienced by the pollution-
abatement industry. Simple increases in costs in polluting industries at
the microeconomic level do not necessarily mean inflation at the macroeco-
nomic level if these costs are offset by output gains in other indus-
tries, assuming the availability of resources. To the extent that a pol-
lution-abatement expenditure by a polluting firm represents an input to
an abatement-technology firm, inflation in the macroeconomy does not stem
from a simple increase in costs. The real issue then is to what extent,
at the macroeconomic level, are cost increases for polluting industries
and the implied loss in production balanced out by productivity increases
in the abatement sector. Thus, the issue of inflation in the macroeconomy
is at heart an issue of tradeoffs. If the real impacts of pollution
abatement on the economy are to be determined, then a wider theoretical
framework than provided by the microeconomic view of the world will be
necessary. By looking specifically at industrial output shifts within an
interindustrial and interregional framework, an attempt is made in this
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thesis to examine the problem from that wider perspective.
Before doing so, however, the next chapter will be devoted to an
examination and critique of previous attempts at analyzing environmental
pollution policies in order to evaluate their usefulness for the type of
analysis to be presented in this thesis.
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CHAPTER 3
INPUT-OUTPUT MODELS AND THEIR APPLICABILITY
TO POLLUTION-CONTROL POLICY
Aside from the previously mentioned Chase Econometrics model, there
has been a dearth of macroeconomic models, much less input-output models,
attempting to analyze the economic impacts of pollution-control policies
in the United States. This is not, however, to say that no work has been
done on the problems of environmental pollution and the analysis of pollu-
tion-control policy. Considerable work has been done in this area. How-
ever, for reasons having to do with the particular objectives for which
the models were constructed, as well as the technical means by which these
objectives were met, much of this work was found to be inapplicable to the
particular objectives of the present thesis, which are to determine the
price and output implications of environmental pollution standards as well
as investment in the pollution-abatement industry on an interindustrial
and interregional basis. The sole exception to this was the Leontief pol-
lution-policy-analysis model, which although built on the same theoretical
foundations as the other models to be discussed, was predicated on a com-
pletely different interpretation of the problem. The resulting technical
structure became the basis upon which the model presented in this thesis
was constructed. Before embarking on a detailed analysis of the Leontief
formulation, however, it will be useful to understand the evolutionary
context within which the Leontief approach was to assume significance as
the most appropriate method for analyzing the macroeconomic and spatial
impacts of pollution-control policy. This presentation, therefore, will
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begin with a brief presentation of some of the better known environmental
systems models incorporating input-output analysis in order to demonstrate:
(1) the objectives for which the models were originally constructed and
therefore the analytical context in which the models should be seen, and
(2) their specific applicability to the analysis of environmental pollution
policy.
GENERALIZED ENVIRONMENTAL SYSTEMS MODELS
The models selected for this introductory assessment are those of
Ayres and Kneese [4], Cumberland [15], Daly [17], Isard [35], and Leontief
[43]. Initially, with the exception of the Leontief model, all the models
can be considered as environmental simulation models as opposed to formal
policy-analysis models. The difference stems from the manner in which the
model is used to simulate the interaction between the economy and the envi-
ronment and the degree of closure postulated in the relationship. In com-
plete systems models, the relationship between the economy and the environ-
ment is treated as a totally closed relationship. The task then becomes
that of monitoring the interactions between the two sectors and prescribing
policy alternatives as modifying agents in the two-way flow process. A
more policy-analysis-oriented model, on the other hand, which focuses di-
rectly on the implications of particular policy interventions, may not
imply the same degree of systems closure for technical reasons to be dis-
cussed below. Thus, in spite of their generic similarity as input-output
models designed to model the economy-environment relationship, the two
types of models are utilized with different objectives in mind, which re-
sult in different manipulations of the input-output framework. It was for
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that reason that several criteria were introduced into the analysis to
maintain the overall intent of the evaluation. The criteria were as fol-
lows: (1) direct applicability to formal policy analysis, (2) internal
accounting consistency, and (3) particular strengths and weaknesses with
respect to the analysis of pollution-abatement policy.1 Direct applica-
bility to formal policy analysis refers to the ability to use the model to
analyze the macroeconomic consequences of a given policy framework. In-
ternal accounting consistency refers to the consistency of accounts within
the model as a function of the model's internal construction, and parti-
cular strengths and weaknesses refer to particular attributes of the model
relative to its use for policy analysis.
Direct Applicability to Formal Policy Analysis
On the basis of direct application to formal policy analysis, two
models would have to be initially excluded from consideration, the Ayres
and Kneese model and the Cumberland model. The Ayres and Kneese model is
probably the most theoretically developed of the models considered, in
terms of the economy-environment interaction. The two-sector relationship,
in this case, is framed directly in Walras-Cassel general equilibrium
terms. All materials that enter and leave the economic system must pass
through these two sectors. The environmental sector supplies all the raw
materials to the various processing industries in the economy and receives
all waste products apart from those that are recycled. The final consump-
1All the models incorporate input-output analysis and therefore
are subject to the same set of basic assumptions of: (1) perfect compe-
tition in the economy, (2) infinite supply elasticity of the factors of
production, (3) linear, fixed-proportion production functions, (4) con-
stant returns to scale, (5) single-industry production processes with no
joint products, and (6) constant technology, at least over the time frame
of the given analysis.
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tion sector has as inputs all material objects supplied to final demand
in the Walrasian model and produces an output of wastes, which are either
recycled into the production process or discarded into the environmental
sector. These material flows are summarized in two basic "laws": The
first, known as the conservation of mass, states that all matter insofar
as it can be converted into and from energy, can be manipulated, combined,
and transformed, but neither destroyed nor created. The second, known as
the materials-balance principle, states that in the economic process of
extracting matter from the environment and introducing it into the produc-
tion process, waste products are generated that are either returned to the
environment or recycled back into the production process. In the long
run, all goods become waste and are returned to the environment. In the
final analysis, the weight of all raw materials from the environmental sec-
tor to all industries must equal the weight of all return (waste) flows
from industrial production and final consumption. These two basic prin-
ciples summarize the fundamental theoretical and methodological structure
of the model. The first principle essentially states that all matter is
constant despite the numerous transformations it undergoes in the produc-
tion process, while the second principle states that the cumulative sum of
all interactions within and between the environmental and economic sec-
tors balance out in terms of actual physical weight. Thus, theoretically,
systems closure between the two sectors is accomplished through the ma-
terials-balance principle, while the same principle underlies the use of
Walrasian general equilibrium economics to map the actual quantitative
interactions between the two sectors.
Unfortunately, the principal liability of the model for present
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purposes is that it is virtually impossible to implement. Although a
formal mathematical structure is designed to trace all residuals flows in
the economy and relate them to a general equilibrium model of resource al-
location, the particular formulation implies a knowledge of all preference
and production functions, including relations between residuals discharge
and external cost and all possible factor and process substitutions, which
are, strictly speaking, unknowable. In their own words:
While we feel that it represents reality with greater fi-
delity than the usual (partial equilibrium) view, it also
implies a central planning problem of impossible difficulty,
both from the standpoint of data collection and computa-
tion [4, p. 295].
The Cumberland model, on the other hand, is essentially an environ-
mental cost-benefit accounting system designed as a standard Leontief-type
interindustry table with additional rows and columns representing the en-
vironment. Three rows are added. For each row element, therefore, three
column elements are given: one for environmental benefits, one for costs,
and one for the net balance between the two. This is shown in Figure 3-1.
Hence, the row entries represent costs and benefits attached to a particular
project. The single column entry, on the right-hand side of the matrix, on
the other hand, represents the costs of restoring the environment to its
preproject condition. The net benefit row and the environmental column
balance, in Cumberland's formulation. Unfortunately, he mentions nothing
about how costs and benefits are to be evaluated and postulates no fixed
relation between economic activity and net environmental repercussions
[65, p. 37]. Furthermore, the existence of negative signs in the matrix,
in terms of environmental costs, renders the model incapable of being used
for further analytic manipulation, aside from being used as a rough account-
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FIGURE 3-1: THE CUMBERLAND INPUT-OUTPUT ENVIRONMENTAL MODEL
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Source: J. H. Cumberland, "A Regional Inter-industry Model for the
Analysis of Development Objectives," Regional Science Association
Papers, 17, 1966, p. 68.
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ing device. Thus, beyond expository purposes, the usefulness of the model
for the type of macroeconomic policy analysis under consideration is severe-
2ly limited. The model also lacks consistency in its accounting units, a
problem typical to most formulations utilizing the Leontief input-output
framework as opposed to the Walrasian general equilibrium system. This
will be discussed in more detail in relation to the Daly model.
Internal Accounting Consistency
The problem of internal accounting consistency applies to both the
Daly and the Isard models, but in different ways. Of those models under
consideration that utilize the Leontief as opposed to the Walrasian analytical
framework, the Daly model contains the greatest detail on the economy-
environment relationship. Daly attempts to integrate purely economic rela-
tions, purely environmental relations, and the relationship between the
two sectors into one model. The model is divided into human and nonhuman
sectors. Interactions that go on entirely in the human sector are conven-
tionally described as economic, with only economic commodities being pro-
duced and exchanged. The nonhuman sector is the environmental sector.
When commodities flow from the human or economic to the nonhuman or environ-
mental sector, they are called externalities. Flows in the opposite direc-
tion are called "free" goods. These relationships are shown in Figure 3-2
as quadrants (1) and (3), respectively. On the other hand, flows within
the human or economic sector are shown in quadrant (2) and are defined as
interindustrial relations. Flows within the ecological sector are shown
in quadrant (4) and are defined as relations between nonhuman entities or
a transfer of ecological commodities. This is essentially the realm of
2
Cumberland, however, has made considerable use of the input-output
model for residuals forecasting. See Polenske [59].
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FIGURE 3-2: THE DALY INPUT-OUTPUT ENVIRONMENTAL MODEL
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Source: H.E. Daly, "On Economics as a Life Science," The Journal of
Political Economy, 76, No. 3, May-June 1968, p. 402.
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nonhuman transformations of matter and refers to such processes as the bio-
organic decomposition of prehistoric life forms into contemporary energy
resources or more short-term phenomena, such as biological food chains and
their relationship to human life.
Despite the conceptual wholeness of the Daly formulation, however,
the critical issue is the system of valuation by which the accounting sys-
tem must be constructed. The problem relates to the fact that in quadrant
(2), the standard input-output table, all the flows are conventionally
measured in dollar units. However, no such simplification can be made when
the flows are in ecological commodities and nonmarketed industry outputs
[65, p. 40]. The problem stems from two sources. In the first instance,
each industry in quadrant (2) produces basically two commodities, one a
physical commodity measured in value terms and the second a waste product
of uncertain value. In order to calculate technical coefficients, Daly
must sum across the rows to obtain total outputs, adding ecological and
economic commodities. However, as Peter Victor asserts in his evaluation
of the Daly model, the totals as given by the column of Q's in Figure 3-2
are as meaningless as the coefficients they are used to determine, because
owing to a lack of a market in ecological commodities, no market prices
can be adequately attributed to them. Lacking these prices, there is no
sense in which the economic output of an industry can be added to the as-
sociated output of the same industry since no numeraire exists for the
purpose. Thus, rolled steel cannot be aggregated with sulfur dioxide al-
though it can be brought into relation with it [65, p. 41]. In short,
while useful for descriptive purposes, the model is inadequate for analy-
tical uses because of the problem of incommensurable units.
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Isard overcomes this problem, but only by using an entirely differ-
ent system of accounts. His method is to structure input-output data on
the basis of commodity-by-industry accounts rather than by industry-by-
industry accounts, which is the traditional basis for input-output account-
ing procedures. The critical implication of industry-by-industry accounts
is that each industry must produce only one output and each output can only
be produced by one industry; in other words, joint products are not allowed
in the standard input-output system. On the other hand, the very nature
of the problem is that each industry produces in principle two products,
its normal commodity output and an associated waste product. By going to
a commodity-by-industry accounting system, industries are allowed to pro-
duce more than one output. The resulting Isard table is shown in Figure
3-3. Quadrant (2) is the interindustry table, with columns representing
industries and rows representing the commodities associated with those in-
dustries -- as outputs and resources. Quadrant (4) represents the ecologi-
cal system, where the ecological commodities of the rows enter the ecologic
process of the columns as inputs and/or outputs. Quadrant (3) displays
the input and output of ecologic commodities to economic activities, while
quadrant (1) shows the inputs and outputs of the economy that enter into
the environmental sector.
Although resolving the issue of industry-by-industry accounts,
several problems with the Isard formulation remain unresolved. Initially,
the Isard model has the same problem as the Daly model in that data for
quadrant (4), the ecological sector, are nonexistent and virtually impos-
sible to specify. The second problem relates to the difficulty of imple-
menting an Isard-type formulation utilizing commodity-by-industry data for
- 36 -
FIGURE 3-3: THE ISARD INPUT-OUTPUT POLLUTION MODEL
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the United States. That is because all major national and multiregional
input-output systems in the United States are constructed on an industry-
by-industry basis, including the 384-industry Bureau of Economic Analysis
1967 national input-output table. Isard's model was constructed on the
basis of a 45-industry, one-region, commodity-by-industry table, using data
from the Philadelphia regional input-output model, and was applied to a
small region in the Plymouth Bay area of Massachusetts. Thus, while ap-
plicable for the analysis of a small region, virtually impossible data
problems would be encountered in the case of a national, much less 51-re-
gion, situation.
In both the Isard and Daly models, the matrix configurations are
the same. That is, pollutant discharges into the environment are general-
ly associated with the output side of the economy and placed in quadrant
(1) to the right of quadrant (2), the input-output matrix for the economy
(see Figures 3-2 and 3-3). Likewise, inputs from the environment into the
economy are associated with the input side of the economy and are located
in quadrant (3). By elimination, the environmental sector must be placed
in quadrant (4). However, although intuitively reasonable, this configur-
ation is the very reason for the unworkability of the model. Assuming in-
dustry-by-industry accounts, the result is joint products along each row,
while problems of valuation make it virtually impossible to specify quad-
rant (4), the environmental sector. Isard is able to get around the issue
of joint products by specifying a commodity-by-industry set of accounts,
but he remains unable to specify the environmental sector. Moreover, des-
pite the fact that it is still possible to operate the model without quad-
rant (4), problems of data specification make it infeasible to attempt the
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construction of the model on a multiregional basis for the entire economy.
Leontief, on the other hand, was able to resolve the problem of
integrating the economy and the environment within the context of a single-
product industry-by-industry accounting system by ingeniously reversing
the positions of quadrants (1) and (3). The result is shown in Figure 3-4.
Matrix A2 1 (formerly quadrant 1) represents the amount of pollution pro-
duced by each industry as a function of its total output. Matrix A1 2
represents the industrial inputs going into the production of antipollution
technology and should thus be seen as an intermediate demand component
rather than as part of final demand as in the Daly and Isard models. Ma-
trix A2 2 describes the amount of pollution generated by the production of
the antipollution industry itself. What Leontief achieves by this trans-
position of matrix A21 and A1 2 is that what was formerly the output of
pollution along the row of each industry has been shifted to a column
position, while what was formerly seen as inputs from the environmental
sector into the economy has now been placed in the row position and rein-
terpreted as inputs into the production of pollution-abatement technology.
Several implications stem from this structural reallocation of matrix
elements. First of all, the problem of joint products is resolved as each
industry, in each respective input-output row, now only produces one out-
put, which is interpreted as that input going into the production of pollu-
tion-abatement technology. On the other hand, pollution emissions are
maintained in the model, but shifted into the column of each industry and
treated as an output. In this manner it becomes technically possible to
solve for pollution as a function of each industry's output without en-
countering the problem of joint products.
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FIGURE 3-4: THE LEONTIEF INPUT-OUTPUT POLLUTION MODEL
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where
A = matrix of interindustry coefficients,
A2 1 = matrix of direct pollution output coefficients,
A1 2 = matrix of input coefficients of antipollution sectors,
A = matrix of pollution output coefficients for antipollution sectors,
a i = input of good i per unit of output of good j (where i,j =
S1,2,3,...,m),
a. = input of good i per unit of pollutant g eliminated (where i =
1,2,3,...,m; and g = m+lm+2,mt3,...,q),
a . = output of pollutant g per unit of output of good i (where g =
gl m+1,m+2,m+3,... ,q; and i = 1,2,3,...
a gk = output of pollutant g per unit of eliminated pollutant k (where
g,k = m+l,m+2,m+3,...,q),
i,j = industrial sectors (1,2,3,...,m), and
g,k = pollution sectors (m+1,m+2,mt3,...,q).
Source: Wassily W. Leontief and Daniel Ford, "Air Pollution and the Economic
Structure: Empirical Results of Input-Output Computations," in A.
Brody and A.P. Carter, eds., Input-Output Techniques, Amsterdam:
North-Holland Publishing Company, 1972, p. 10.
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However, by shifting the position of the two matrices in the man-
ner that Leontief did, the fundamental character of the model is changed.
The environmental sector is left out, and what was formerly the matrix of
flows from the environment to the economy now becomes the pollution output
matrix. On the other hand, Leontief adds an antipollution industry, which
for given amounts of inputs from the other industries in the economy, can
eliminate a technologically determined amount of pollution. In light of
the fact that none of the previous models were able to specify data for
the environmental sector, as well as the fact that the extraction of re-
sources from the environment is not as important for policy-impact analysis
purposes as the flow of inputs into the pollution-abatement sector, what
Leontief gains from the modification appears greater than what he loses.
Nevertheless, what Leontief does gain in relevance to policy analysis and
feasibility of implementation, he sacrifices in terms of what might be
termed systems closure or the ability to simulate completely the interac-
tions between the economy and the environment. Thus, strictly speaking,
the Leontief model is not a generalized systems model in the sense of the
Daly and Isard formulations, but rather a more policy-analysis-oriented
type of model. What these distinctions imply in terms of the objectives
for which these models were constructed can now be treated in more detail.
Policy Analysis Implications
As seen in the previous section, within the family of input-output
models that attempt to look systematically at the economy-environment
interface, the Leontief formulation emerges as being qualitatively differ-
ent from the Ayres and Kneese, Cumberland, Daly, and Isard models. Al-
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though a fuller discussion of the Leontief approach will be given later,
as it formed the basis upon which the model presented in this thesis was
developed, some comment is necessary concerning the policy-analysis impli-
cations of the models under discussion. The discussion begins with an
analysis of the articulated objectives for which the models were construc-
ted and the means by which those ends were to be achieved.
One of the principal assertions that Ayres and Kneese make is that
under conditions of intensive economic and population development, the
assimilative capacity of the environment becomes a natural resource of
great value with respect to which voluntary exchange cannot operate because
of its common property characteristic [4, p. 295]. Therefore, the problem
of achieving Pareto optimality in resource allocation goes beyond the com-
putation of appropriate shadow prices and involves the planning and execu-
tion of investments with public goods aspects. Pursuant to this objective,
they see the usefulness of their model principally in the area of regional
residuals projections, estimation of external costs associated with resi-
duals discharge, and the estimation of control costs in terms of various
alternative measures [4, p. 296]. In essence, what they describe is the
process of optimum policy design where pollution generation, control costs,
and environmental costs are endogenous to the system. Leontief, on the
other hand, extends the analysis by incorporating the same variables as
exogenous elements into a model in which their impacts on the economy in
terms of prices, income, employment, and other economic variables are en-
dogenous. Therefore, their use of the input-output system becomes confined
to the output side of the model with less attention given to the input side,
which relates directly to the cost (or under perfect competition assump-
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tions, the price) side of the model.
The Cumberland model suffers from the same analytical bias, that is,
tracing the flows of wastes from their production origin to their ultimate
disposition in the environment for any economic sector or firm [15, p. 64].
Given his original preoccupation with project-analysis objectives, the re-
sult is basically an output-oriented environmental cost-benefit accounting
system, with greater emphasis on incremental policy design than a more
structurally oriented policy analysis.
The Daly and Isard models, although using different accounting pro-
cedures and designed at different scales, Isard's at the level of a micro-
system and Daly's at a more global level, both have similar analytical
capabilities as judged by the internal disposition of their accounting
systems. For his own part, Daly is rather vague about the uses of his
model. The closest he comes to specifying a concrete use is where he
states that:
Application can be confined to a given spatial or con-
ceptual region, with an export row and an import column
summarizing relations with the "rest of the world." In
any case, application appears rather less utopian than
'"cost-benefit analysis," which on the slender thread of
exchange-value calculations, attempts to maximize the
present value of all benefits less all costs, subject
to specified constraints. [17, p. 404]
Isard, however, is more explicit about how his model can be used.
He cites an example of the routing, capacity, design, and impact of a
highway system through an ecosystem, in this case, Plymouth Bay in Massa-
chusetts. Another problem posed by Isard is the impact of a new town of
200,000 population on the recreational and natural resources of Plymouth
Bay. He also considers several other proposals, including an alternative to
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protect the existing Duxbury marshlands. In essence, the model is a cost-
benefit accounting system used to identify the relative cost impacts of
various alternative projects and is no different from the previous models
except that it has gone farther in identifying linkage relationships in
the economy and their effect on relative costs and benefits. Moreover,
beyond the confines of a microsystem, his model would be impossible to im-
plement at the national level, given the difficulties of creating a new
system of commodity-by-industry accounts for the entire nation and its 51
regions.
In all of the models examined, there appears to be a general pro-
clivity toward what might be termed an "environmental-impact bias." This
is understandable given the particular tenor of environmentalism in the
United States and the recent history of environmental legislation. How-
ever, in none of the models can an "economic-impact bias" be distinguished.
All of the models are concerned with essentially two things: (1) the gener-
ation of pollution and the cost of damage to the environment, and (2) al-
ternative development projects and their net impact in terms of perceived
benefits and costs, both of these objectives being linked to the process
of optimum policy design. However, any attempt at project analysis not
only entails environmental costs and benefits, but economic costs and
benefits in terms of output, employment, investment, and economic growth,
not only in direct, but indirect terms as well. Unfortunately, this seems
to have been overlooked in the models examined, with the possible exception
of Isard. However, it is clear that no one went so far as to discuss the
direct and indirect output multipliers that result from any economic de-
velopment decision. Most important, none of the analysts talked about the
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economic consequeres of controlling pollution vis-a-vis the existing in-
dustrial structure. No mention is made about the economic impacts of anti-
pollution policies on the structure of costs, prices, employment, invest-
ment, and all the other variables that constitute the process of economic
growth. Attention is primarily directed toward what kind of growth is
optimal given net environmental and economic impacts. Thus, despite the
fact that a significant body of input-output literature exists on the prob-
lems of environmental pollution, the work tends to be limited to a speci-
fic range of environmental concerns and tends to ignore the large and sig-
nificant range of issues having to do with the economic impacts, not only
of development policy but also of antipollution policy.
This is not, however, to gainsay the importance or theoretical con-
tributions of the work being discussed. The concern with inflation and
regional disparities that motivates the economic bias of the present re-
search is no less historically determined than the concern with environ-
mental deterioration that motivated the environmental bias of the previous
research. Academic research today is no less a child of social and politi-
cal concerns than it was in the years when the impact of industrialization
on the environment was first "discovered." Thus, the intent is not to
establish any "qualitative" difference between the previous studies and the
present research, but rather, to extend the analysis into areas heretofore
neglected.
In that respect, however, it may be helpful to summarize the essen-
tial characteristics that distinguish the previous models from the present
effort. The models of Ayres and Kneese, Cumberland, Daly, and Isard, while
sharing with the present work the use of input-output analysis, stop short
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of examining the economic impacts of environmental policy on the economy.
On the other hand, the present work does not look at the effects of policy
on the environment at all; nor does it interpret the concept of costs and
benefits in the same manner as the previous models, both in terms of the
nature of their definition and the actors to whom they are attributed.
Using the Ayres and Kneese formulation as an example, costs are defined
as the social costs of residuals discharge as well as the cost of actual
emission control. Isard defines cost much more broadly as the "overall
costs of alternative projects." On the other hand, only Cumberland makes
any explicit statement about benefits, although he stops short of actually
defining them. In the present work, costs are defined specifically as what
the polluting industry must pay in terms of investment and operating costs
to purchase and maintain the specific type of technology required to abate
federally mandated amounts of pollution. No opportunity costs are included.
Benefits are interpreted purely in terms of the gains in industrial output
experienced through investment in the pollution-abatement industry, given
the assumption that unutilized resources in terms of capital and labor exist
in the economy. In no way is the attempt made to define benefits in the
way described by EPA Director Costle in the previous chapter.
It is in that manner that the previous models can be termed environ-
mental impact models, while the present work can more accurately be des-
cribed as measuring only the regional and industrial impact of environmen-
tal regulations on the economic system, setting aside any considerations
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of the environment per se. It is exactly in this sense that the "systems"
characteristic of the model used, as discussed in the first part of the
chapter, conforms to the intent for which the model is designed. Closed
systems models were useful precisely because they included the environment.
The Leontief model, while not including the environmental sector, is more
useful for the objectives stated above, which is to look at the economic
impacts on the economy. It was for that reason that his model was chosen
for further consideration and will be discussed in more detail below.
ADVANTAGES OF THE LEONTIEF MODEL
Ayres and Kneese, Cumberland, Daly, and Isard began with the expli-
cit objective of focussing on the relationship between the economy and the
environment, both in terms of intrasectoral as well as intersectoral dyna-
mics. The almost inevitable result was the type of two-sector, four-
quadrant model that all of them basically developed. Leontief, on the
other hand, mindful of the problem of accounting consistency, was more in-
terested in the generation and elimination of pollutants within the frame-
work of a conventional input-output system, so that the pollution process
could be explicitly modeled in the same fashion as the normal production
and consumption of all industrial products and services. In his own words:
It is the purpose.. .first to explain how such "external-
ities" can be incorporated into the conventional input-
output structure of a national economy and, second, to
demonstrate that, once this has been done, conventional
input-output computations can yield concrete replies to
some of the fundamental factual questions that should be
asked and answered before a practical solution can be
found to problems raised by the undesirable environmental
effects of modern technology and uncontrolled economic
growth 143, p. 262].
Leontief was interested not so much in the theoretical implications
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of the economy-environment relationship, but rather in the specific ques-
tion regarding the generation and elimination of pollution and methods by
which this could be incorporated into the already existing body of input-
output modeling and forecasting techniques. From the very beginning his
objectives were much more delimited than the more global theories of his
predecessors. What he may have sacrificed in terms of theoretical scope,
he made up in practical material applications to some of the urgent eco-
nomic policy questions of the day.
In the first publication of his model, he described the system of
accounts for integrating pollution emission and abatement sectors into
the standard technology matrix, as illustrated in Figure 3-3. He then
developed the output and price identities by which he was able to carry out
the standard inversion process in order to determine the direct and indi-
rect outputs of industrial goods and pollution as a function of exogenous
final demand, as well as prices as a function of changes in value added.
The data, however, were hypothetical, and it was not until later that he
used actual data [44]. Unfortunately, at the time, information was avail-
able for only the technology matrix (Al) and pollution-emission coeffici-
ents (A2 1), while data on inputs into the pollution-abatement sector (A1 2)
and outputs of pollution per unit of eliminated pollution (A22 ) were non-
existent. As a result, the analysis was limited to a study of pollution
outputs as a function of economic expansion. Due to the absence of the
input data, he was neither able to obtain a complete inverse, nor to carry
out any work on the price side of the model. Thus, to the present, that
has been the extent of the work in the field.3
Since then, however, with the rapid growth of environmental econo-
3Hartog and Houweling, however, used a version of Leontief's model
to determine the price impacts of pollution-abatement policies in the
Netherlands. See Polenske [59].
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mics and input-output techniques, there have been further developments
both in the area of theory, as well as data generation. For example, in
the area of input-output price theory, solution algorithms now exist for
two-period changes in price as a function of shifts in value added, as well
as shifts in the price of one or more commodities. Also, agencies such
as Resources for the Future and the Department of Commerce now maintain
data banks on environmental emissions and related industrial data for re-
search and policy analysis.
It was thus the convergence of three factors: the particular na-
ture of the Leontief model in terms of its usefulness for policy analysis,
developments in general input-output theory with respect to price and fac-
tor-cost analysis, and the increasing availability of data that led to the
selection of the Leontief model as the basis for the present attempt to
model the impacts of environmental policy at the regional level.
On the other hand, using input-output techniques,in general, and
the Leontief model,in particular, presupposes a certain view of the econ-
omy that has been often criticized as being overly rigid and linear, too
static and mechanistic, as well as overly "classical," and certainly non-
marginalist. It is true that the concept of prices in the Leontief input-
output framework differs considerably from that of the neoclassical mar-
ginalist point of view. Because of the importance given to the effect on
prices of environmental pollution policy, it will therefore be necessary
to give some attention to how the concept of prices is arrived at in the
general Leontief input-output framework as it evolved from the neoclassi-
cal system of general equilibrium economics. This will be the subject of
the next chapter.
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CHAPTER 4
DERIVATION OF PRICES IN THE LEONTIEF INPUT-OUTPUT SYSTEM
The basic definition and meaning given to the concept of prices in
the Leontief system of input-output economics is fundamentally different
from the marginalist conception of prices as articulated in the Walrasian
system of general equilibrium economics. However, the Leontief framework
in general, and the price model in particular, were essentially derived
from Walrasian general equilibrium theory and are very much products of
Walrasian general equilibrium economics. To understand the price model,
therefore, presupposes an understanding of the Walrasian system from which
it wasderived, the transformations necessary to arrive at the Leontief model,
and some differences in theoretical interpretation that result from that
transformation process.
The present chapter, therefore, is organized into the following
sections: (1) a summary exposition of Walrasian general equilibrium theory,
(2) the derivation of the Leontief system of industrial interdependence,
(3) the theoretical basis of the Leontief price model, and (4) examples of
various applications of the price model for actual empirical analysis.
THE GENERAL EQUILIBRIUM SYSTEM OF LEON WALRAS
As first published in Elements d'Economie Politique Pure [66], the
Walrasian system begins with the assumptions of: perfect competition in
all factor and commodity markets, different utility functions for all con-
sumers, and maximization behavior for all firms and consumers.1 From these
This section draws primarily on Balderston [6], Baumol [7], Cameron
[9], and Kuenne [41].
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assumptions, it is possible to derive the prices and quantities for all
goods and services. Due to the perfect competition and behavior maximiza-
tion assumptions, all major resource and commodity allocation functions of
society are determined by given marginal optimality conditions. In summary,
they are as follows:
1. Individual commodity consumption: all consumers will expand
their purchases of commodities until the marginal utility of each commod-
ity equals its price.
2. Allocation of commodities among consumers: consumers will al-
locate their purchases of goods until the marginal rate of substitution
between any two commodities is equal for all individuals.
3. Utilization of resources and factors: any input will be util-
ized in productive processes until the ratio of marginal physical products
between any two inputs is identical for all goods.
4. Optimal output of a commodity: all producers will produce up to
that point where marginal revenue equals price. Because marginal reve-
nue equals both marginal and average cost under conditions of long-run
competitive equilibrium, this leads to the corollary condition that mar-
ginal and average cost will also equal the price of the commodity under
equilibrium conditions.
6. Optimal allocation of commodities: all producers will allocate
their resources to the production of goods until the ratio of marginal
revenue between any two goods is identical for all producers.
7. Equilibrium output of commodities: any commodity will be pro-
duced until its marginal social utility and marginal social cost are equal,
and
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8. Equilibrium allocation of commodities: in long-run competitive
equilibrium, the ratio of marginal social utility to marginal social cost
for all goods must be equal.
All of these conditions are assured under the rules of perfect com-
petition where all inputs and outputs have fixed prices that are unaffected
by any buyer or seller. Moreover, because free entry and exit of firms are
assumed, profit is zero in long-run equilibrium. Also, no distinction is
made between fixed and variablp costs in the long run, while each producer
of the same product is assumed identical in size and efficiency with every
other producer. Long-run equilibrium conditions also imply total market
clearing in all commodities and therefore no inventories and stable interest
rates, which obviates the function of money in the equilibriation process.2
Given the absence of a monetary sector, equilibrium is achieved
through the postulated equality of supply and demand in all sectors. Hence,
receipts and expenditures are equated for individual entrepreneurs, quanti-
ties of services supplied equal services employed for the market at large,
while costs of production always add up to the price of the product. As
summarized by Kuenne:
In essence, the Walrasian system demonstrates that, given:
(1) simple premises about consumer and entrepreneurial moti-
vation; (2) consumer preferences for each individual in the
economy; (3) technological conditions for the production of
each product; and (4) the amounts and distribution among in-
dividuals of economic resources, then the logicality of be-
havior, constrained by the given assumptions, leads to cer-
tain equilibrium conditions, which, when enforced upon the
system, allow the unique determination of all economic mag-
nitudes in the system [41, p. 324].
2The assumptions of no inventories and stable interest rates are
controversial and are discussed in Kuenne [41, p. 329] and Baumol [7, p.
362].
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The essential question the Walrasian system is designed to answer
is: given the number and distribution of resources in the economy, maxi-
mization behavior by firms and consumers, and fixed technology, what would
be the prices and quantities that would have to rule in equilibrium?
THE LEONTIEF INPUT-OUTPUT SYSTEM
In order to derive the Leontief system from the previously described
set of relations, certain endogenous variables were made exogenous in view
of the inability of the static input-output system to simulate the realistic
processes that determine them [41, p. 350]. The first set of variables
that were restructured relate to the role of money, cash balances, inventor-
ies, and capital goods. The essential reason is that these variables inter-
vene in the one-period market-clearing processes necessary for equilibrium
in a perfectly competitive system. From the viewpoint of model solvability,
they represent complicating elements in what should necessarily be a deter-
ministic structure. The demand for capital goods and inventories was
therefore removed as a variable from the system and treated as an input datum
to the model. Cash balance equations were also removed and replaced by an
identity expressing the truism that the industrial demand for cash balances
equals the industrial requirements for cash balances [41, p. 351]. Finally,
equations in the Walrasian system expressing the necessary equality of the
price of each capital good, and money, to the prices of their services
capitalized at the rate of interest were dropped insofar as the structuring
of investment and the price of money are determined outside the system.
Thus, in the Leontief system, the price of money, investment, savings, and
the need for cash balances were removed as variables and treated as data.
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Another important set of variables was relegated to the data sec-
tor: all utility-based consumer demands, and the supply and prices of all
factor services, due to the impossibility of determining preference maps
for all consumers or even market demand functions [41, p. 351]. All the
marginal optimality conditions concerning consumption, resource use, and
output, as well as their allocation among sectors, and the necessary pricing
rules that accompany them were therefore removed from the model. The equa-
tions in the Walrasian system that express the equilibrium condition that
the demand for each factor service equals its supply were converted in the
Leontief system to identities expressing the fact that the total supply of
factor services equals the sum of the industrial requirements for them.
In essence, choice and the institutional basis for price formation as a
function of the interaction between consumers, producers, and factors of
production, summed up in the eight allocative rules outlined above, were
removed from the model, leaving a simple system of accounting identities
based on the idea of industrial interdependence. The traditional economic
problems were essentially placed outside the model: the determination of
the amounts of each commodity taken by consumers, the amount of saving and
its structuring among capital goods, the determination of factor service
supplies, the demand for cash, and the determination of the interest rate
[41, p. 351].
Moreover, due to the fact that the resource allocation function
involving the identity of marginal physical product ratios for all com-
modities was omitted, Leontief relied on the assumptions of: (1) fixed
input coefficients, which rule out substitution among inputs, implying zero
cross-price elasticity for intermediate goods, and (2) linear production
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functions, which rule out economies of scale. According to Kuenne:
The substitution of given constants for [production coef-
ficients] removes the last trace of general equilibrium
except for the most simple general interdependence. It
marks the abandonment of marginal productivity theory;
it allows the system to be split down the middle so that
prices and quantities can be considered independently.
Economic choice and decision-making have been reduced to zero
extent. Moreover, the economic concepts of supply and
demand are replaced by the engineering concept of "re-
quirements." The questions posed to the model are of the
nature, "Given the final demand for goods, what physical
quantities of goods and services would be required to sup-
port such levels of demand, given constant coefficients
of production?" or "Given the price of money and the
ability of numeraire prices to change only with changes
in the technological structure or the prices of primary
factors, what price changes in money terms would result
from a given change in the data?" [41, p. 352]
Furthermore, parallel to the fixed production coefficient assump-
tion is the assumption of fixed consumption coefficients in the household
sector. In short, price elasticities of consumer demand are zero, and in-
come elasticities are unity.
The resulting set of relations are set out below. Each industry is
assumed to produce only one homogeneous good, and each good is assumed to
be produced by only one industry. The terms "industry" and "good" or "com-
modity" will therefore be used interchangeably. The notations are defined
as follows:
q. = total physical output of industry i, and
q.. = physical quantity of commodity i bought by industry j.
The equations in set (4-1) describe the fact that the total output of each
industry (measured in physical terms) equals the sum of its products con-
*
sumed by all other industries. Thus, if q. indicates the net output (total
output minus the amount of its products consumed within the same industry)
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of the ith industry, and q,,, qi2' i3' ''' ' in stand for the amounts
of its products absorbed by the first, second, third, and so on up to
the nth industry, the
tries in the economic
following set of
system results: 3
n linear equations for n indus-
* + 2 1
~1 + ql2 + gl3 + ... * +
*
+ q2 3 + ... + q2k
*
q31 + q3 2 ~
+ 
... + q 3k
+
+
+
... +
... + q2n
.. + q3n
=0
=0
= 0 (4-1)
k k2 + qk3 + ..
*
- qk + ... + qk
*
qnl + gn2 + qn3 + ... + +nk '
=0
= 0
Equation set (4-2) states that under conditions of stationary
equilibrium, the value (price times quantity) of the product of each in-
dustry equals the value of the goods and services absorbed by it, where
P is the actual per unit price of the output of industry i:
3The notation used in this presentation are not Leontief's origi-
nal notation as first described in his Structure of American Economy,
1919-1939 145], but reflects recent theoretical developments in the out-
put and price model. The more contemporary notation has been used for
the sake of clarity. In addition, the original exposition was stated
only in terms of the number of industries in the economic system. In
contemporary usage it would be expanded to include the various components
of final demand as well.
0 9 0 0 0 & 9 0 0 0 0 0 0 a 0 0 a 0 * 0 0 0 0 0 0 0 0 0 0 0 a 0 0 a 0 a 0 0 0 . 0 0 0 a 0 a 0 . 0 * 0 0 0 0 0 0 0
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*
-qip1 + q21p2 + 31p3 '''
*
gl 1 2 22
q1 3p1 + q23p2
+ q32p3 + .
+ k+ ... + qn n 0
+ qk2 k + + gn2n = 0
- q3p 3 + ... + qpk3+ 
.. + q n3pn = 0 (4-2)
0 00 9& 00 aa 00 0 0 00 00 a0 a0 a 0a 00 00 *0 00 & 00 0& 00 00 0&
*
lk1 + q 2 + q3k 3 + ..
qlnp 1+ q2nP2 + q 3n 3 + ...
+ ... + gnk n
*
+ qk k + ... - q
The third type of equation describes the technical relation between
the physical output of an industry and the physical inputs absorbed in the
process of production. Stated in general form, it is as follows:
q..
f. .q.
1LJ J
A.3
(4-3)
where
f.. = technical coefficient of production, or the physical amountIJ
of commodity i necessary to produce one physical unit of
commodity j, where: f j = q /qj; qij is the amount of
commodity i used in the production of commodity j, and q
is the total physical output of commodity j, and
A = scalar coefficient used to measure the overall productivity
J
of each industry, initially assumed to equal one.
= 0
0 0 0 0 a a 0 8 0a a& 00 0 00 a0 0 0 0 0 0 0 * a 0a 00 00 00 00 00 0 0 a 0 0 0 a
=0
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These three basic sets of relations sum up the entire Leontief
system of industrial interdependence. Equation set (4-1) summarizes the
output side of the economy, while equation set (4-2) summarizes the input
side of the economy. Equation (4-3), on the other hand, describes the
ratio of inputs (in coefficient form) necessary for the production of all
commodities. From these relationships, it should be clear that both out-
put and input relations are based on empirically derived identities.
This illustrates the essential difference between the Leontief system and
the Walrasian system from which it was derived, where all marginality con-
ditions concerning the utilization of resources, the optimum level of
outputs, and the allocation of commodities have been left out in favor of
a system of accounting identities. This is shown most clearly in the
production coefficient in equation (4-3) where the allocation of inputs
into the production of commodity j is determined not by the relationship
between marginal physical product and price, but rather by the simple
ratio of input commodity i used in the production of commodity j to the
total output of commodity j.
THE LEONTIEF PRICE MODEL
The Leontief price model stems directly from equation set (4-2)
that describes the input side of the economy. By substituting the tech-
nical coefficients in equation (4-3) into equation set (4-2) and clear-
ing the X's and A's, a set of n homogeneous linear equations in n un-
knowns results.
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-Alpi + f21p2 + f31 p3 + ... + fkl k + ... + f nl n= 0
f 12 p - A2p 2  + f323 + ... + fk2k + ... + fn2n 0
f 1 2 3p 2  - A3 p3  + ... + fk3k + .. + fn3n = 0 (4-4)
lk + f 2 + + ... - Akpk + ... + fnkpn = 0
fln 1 2n 2 + f3n 3 + + fknpk + . - n n
Because equation set (4-4) is a system of n homogenous linear
equations of degree zero, multiplication by any constant will leave the
basic identity unchanged. Therefore, only relative prices can be deter-
mined in this system. Moreover, because the system is homogeneous, the
determinant of the coefficients must equal zero. That means that at
least one coefficient is not a genuinely independent variable, but is
dependent on the value of the other parameters in order to satisfy the
condition of homogeneity. Leontief finds this to be totally consistent
with economic theory:
No economic system could exist in which the technical and
consumption coefficients were independent of each other.
On the contrary, the relation between the amount of ser-
vices supplied by the households and the rate of their
remuneration (as measured by the coefficients f ln/A n,
f 2 /An ''' f kn/An) is necessarily limited by the produc-
tivity of the system as reflected in the numerical values
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of all production coefficients. Whenever the productivity
of the system falls or rises, the magnitudes of the con-
sumption coefficients are stepped up or down automatically
[45 , p. 67].
Thus, for example, an all-around halving of the productivity in
any industry reduces consumption without reducing the supply of factors.
If A (for industry i) doubles, with the same amount of all cost elements,
industry i can turn out twice as large a product as before. Now, assuming
n equals the household industry, the productivity coefficient A becomes
n
in more familiar terms a consumption coefficient. Leontief asserts that
A is a dependent variable, and on the assumption that the relative dis-
n
tribution of consumption expenditures is invariant, he makes the propor-
tionality factor A responsible for the maintenance of equilibrium [45,
n
p. 25]. Thus, the determinant of the household industry becomes zero,
which implicitly determines the value of the variable coefficient A as
n
a function of all the other independent parameters.
This condition being satisfied, one of the n equations in system
(4-4) becomes redundant. Accordingly, the first equation is eliminated and
the system is solved for all other prices according to the general for-
mula:
p il = Ali All (4-5)
where
pil = price of commodity i expressed in terms of commodity 1,
Ali = cofactors of fl., and
All = cofactors of A i, where both are obtained by striking out
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the first row and the ith column, and the first row and
the first column, respectively, of the determinant of equation
set (4-4) and multiplying the resulting minors with (-l)1+1
l+i
and (-1)
Thus, pi 1 is the price of commodity i with commodity 1 used as the
numeraire good. Leontief later simplified this so that the price of house-
hold services was chosen as the numeraire good, such that pn was used as
the base for the measurement of all the remaining prices. Thus, equation
(4-5) becomes:
Pin = Ani/ Ann (4-6)
where
P.n = price of commodity i expressed in terms of labor,
Ani = cofactors of industry i with respect to labor, and
Ann = cofactors of the household industry.
The procedure is summarized: The nature of the productive system
is asserted to be such that any structural change will be accompanied by
an adjustment in An such that the determinant of the system remains zero.
As all other elements in the determinant are known, the value of An satis-
fying this zero (consistency) condition can be deduced. This value for
A can be fed into the equation system so that the result is n homogenous
n
linear equations, and the set can be solved for relative prices [45, p.
25]. Thus, in contrast to the marginal optimality conditions that deter-
mine prices in the Walrasian framework, the Leontief model arrives at
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prices purely in terms of consistency requirements for a set of n homo-
geneous equations. In spite of the difference between Leontief's
interpretation of prices and that of Walrasian general equilibrium
economics, it is Leontief's system that has laid the basis for virtu-
ally all subsequent empirical work on prices within an input-output
framework. Subsequently, all operational input-output price models
have generally looked at changes in the structure of relative prices
as a result of an exogenous change in either one of the value added
components or one of the industrial prices in the system. As can be seen
from equations (4-5) and (4-6), those types of solutions are particular
cases of the more general solution in which any industry can be used as
a numeraire from which changes in the relative prices of the other n-l
industries are calculated. The basic reason for Leontief's use of labor
as the numeraire is that it is considered the basic primary, homogeneous,
or nonproduced good, which has led some to term the Leontief system the
resurrection of the labor theory of value [10].
Since the original publication of the Leontief price model in
1941 [45], the model was reformulated in a later publication [46], to
include value added, which essentially represented a broadening of his
concept of labor into the component primary factors of production, such
as wages, imports, payments to government, and other factors of produc-
tion not included in the intermediate flow of commodities. Thus, equa-
tion (4-7) is an extension of the original price model shown in equation
set (4-2):
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q 1p = q p + q p + q p + ... + q p + ... + q p + w11 1 21 2 31 3 klik nlin 1
2 2 =12 22 2 32 3 k2 k + .+ gn2 n + w2
q3p3 = q13P1 + + q33p3 + ... + qk3k + ... + gn3 n + w3
n nin 1  q2n 2  q3n 3  knk '' q nnpn wn
where
w. = difference between the unit price of the commodity and
that part of its unit cost which consists of payments for
goods and services. w can be thought of as the "value
i
added" originating in industry i.
Introducing input coefficients for all intermediate inputs: 5
f. = q.. /q.
ij 1J J
4According to contemporary usage, an entry is assigned for those
commodities consumed by each industry of its own product (xij where i = j).
5See equation (4-3). In this case, A. is assumed to be equal to
one. I
(4-7)
qk pk = lkp 1 2kp 2 +q3kp 3 + . .. + q kkpk +... + g nkp n + wk
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Equation set (4-7) can be rewritten:
qip1 = f 1 1 qipi + f21q 1p2 + f31q 1p3 +
... + fkl 1 pk + ... + fnlql n + wl
q2P2 = f12q 2p1 + f2 2q 2p2 + f3 2q 2 p3 + ... + fk2 q2k + ... + fn2 2 n + w2
q3P3 = f 1 3q 3 p1 + f 2 3q 3p 2 + f 3 3q 3P 3 +
+ f 3 3 + ''' +fn3 3Pn + w3
k k= lk qk + f2k qk2 + f3A kP3 + ... + fkk k k +
... + fnk qkn + wk
qpqf f q p+f q p+ .. + fq p+ .. + f qp+ wn n lnn1 2n n 2 3n n 3 kn n k nn nn n
This system can be reduced by dividing every equation by its respective qj
which produces the following results:
p1 = f 1 1pi
p3 = f 13P 1
+ f 21P 2
+ f 22P2
+ f 23P 2
+ f2kP2Pk = k 1I
+ 31p 3
+ f32p 3
+ f33P3
+ f3kp 3
+ ... + fn nn+ .. + fkl k
+ .. + f k2pk
+ .. + f k3 k + fn3 pn
+ fnk n+ .+ fkkk
+ w1 /q 1
+ w2 2
+ 3 3/q
+ wk k
Pn = fln 1 P+ f2nP2 + f3nP 3 + ' kn nn pn +wn n
(4-8)
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The resulting set of equations summarizes the basic price struc-
ture of an open static input-output system in which the price each pro-
ductive sector of the economy receives per unit of its output must equal
the total outlays incurred in the course of its production. These outlays
comprise not only payments for inputs purchased from the same and other
industries, but also the value added per unit of output. Assuming the
technical coefficients to be known, the result is a system of n linear
homogeneous equations with 2n unknown variables, the n prices (p1 ,p2,p3,
... , pn), and the n value added components (w1 /q, w2 /q2, wq3 q3'
wn q). By fixing definite numerical magnitudes for either prices or
value added components, the system can be solved for the remaining vari-
ables. In normal usage, prices are usually determined endogenously, al-
though a price-fixing authority, for example, could calculate the com-
bined amount of wages and profits that each of the n separate industries
would derive per unit of output on the basis of any particular set of
prescribed n prices [45, p. 190]. In matrix notation, the equations can
be rephrased as:
11 21 31 ''' ki ''' nl 1 w1 /q, pi
f12 f22 f32 ' k2 ' n2 P2  w2 q2  P2
f13 f23 f33 ' k ' n3 P3  w3 /q3  P3
(4-10)
f1k 2k 3k ' kk ' nk k wk /qk k
ln 2n 3n' kn ''' nn Pn wn qn n
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Up to this point, the discussion has been in terms of physical
quantities and actual per unit prices. Thus, the elements of the tech-
nology coefficient matrix, f.. (where i,j = 1,2,3, ... , n), are defined
1J
as ratios of commodities, such as tons ofsteel per unit of machinery, or
kilowatt of electricity per unit of clothing, and so on. However, in
terms of the actual implementation of the model with respect to empirical
data, several problems began to emerge historically that were to affect
the internal structure of the model. One was the difficulty of gathering
accurate physical data on the physical input structure of each industry.
Another was the difficulty of interpretation stemming from the necessity
of inverting the F matrix in order to compute the equilibrium vector of
prices.
In order to circumvent these problems, Leontief converted all
the physical units, q. (where i = 1,2,3, ... , n) into value units, x.
(where i = 1,2,3, ... , n) by multiplying by actual prices such that
xi = q p . In short, looking at equation set (4-2) and the subsequent set
(4-7), which incorporate the same relationships, in the actual empirical
implementation of the tables, all of the q.'s and the q..'s (where i,j =
1,2,3,...,n) actually contain prices in them such that, if expressed in
terms of value units, x. = q.p. and x.. q p.
1 1 1 ij ij i
As a result, the relationship expressed in equation
(4-3), and present in equation sets (4-4), (4-8), (4-9), and (4-10),
f = q ./q. (assuming A equal to unity), strictly speaking, actually
contains prices, such that when expressed in value terms, it equals:
a f ~(pi) (qij) (P) )411a.. =f.. 
- (4- 11)
1J I
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Thus, the entire system of relationships, although interpreted as
physical relationships, in fact, are implemented in value terms such that
what was q. and q.. become x. and x.. or the value of the total output of
industry i and the value of the output of industry i used in the produc-
tion of industry j, respectively; likewise f.. becomes a.. or the value of
commodity i necessary to produce one dollar's worth of commodity j. The
prices, in this case, are the actual prices used in the calculation of
the coefficients.
A corollary assumption is that the price vector P originally
shown in equation set (4-10) as a vector of actual prices, becomes a nor-
malized unit vector. Thus, in equation (4-12), below, the P vector be-
comes the P unit vector, while the actual prices remain implicit in the
technical coefficients of the A matrix.
The normalization of the price vector to one is not only the key
to the implementation of the entire system, but is also rela ted to the
underlying theoretical assumptions of the model. Initially, each inter-
industry coefficient in value terms, a , represents the value of good i
used in the production of one dollar's worth of good j, rather than one
physical unit of good j, as was assumed in the physical system of ac-
counts. Under general equilibrium conditions, the sum of the costs of
all inputs into the production of one unit of good j must equal the price
of that unit. Given the assumptions of perfect competition and fixed
linear production functions in the input-output system, the procedure for
deriving the production function (the input column for each industry in
the interindustry matrix) necessarily implies that the cost of producing
one dollar's worth of good j must sum to one dollar. Therefore, the price
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for one unit of good j is one dollar, and the vector of base prices for
all commodities will equal one. Furthermore, any modifications to the
production functions in terms of either changes in the value added compo-
nents, changes in other prices in the system, or modifications to the in-
put coefficients themselves in terms of adding or modifying existing in-
puts, will result, after being solved through the open or closed inverse,
in a modification of the total per unit cost-of the good under question
expressed as a figure greater or less than one depending on the nature of
the exogenous modifications to the input structure and the degree of clo-
sure of the model.
In making the transition from physical to value units in the Leon-
tief system, one additional assumption is that prices are stable in the
short-run. As seen in equation (4-11), because the coefficients in the
value-based technology matrix contain prices, if prices were to shift
then the coefficients would be unstable and the model would become inoper-
ative.6 However, the assumption applies only to the implicit prices in
the technology matrix shown in equation set (4-12), of the form shown in
equation (4-11). It does not apply to the normalized equilibrium vector
of prices. These prices are distinct from the implicit prices in the
technology matrix, which when combined with quantities are interpreted
as "physical" units and therefore are assumed to remain stable. The equi-
librium vector of prices, ?, however, does change as a function of chan-
ges in the exogenous parameters of the model, while the prices in the
technology matrix are assumed to be fixed.
Incorporating the changes necessary to make the transition from
6This is discussed in more detail in Moses 151].
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the physical-based to the value-based model results in the following set
of relations, which restate the relations in equation set (4-10) in value
terms.
a1 a21 a 31 .. ak ... an 1 1 x1
a2 22 32 ' k2 n2 2 2 2 p2
13 23 33 ...ak3 ... a 3  P3  v3  3  p3  (412)
alk a2k a3k ... akk .. ank Pk vk /k
a a a av/ln 2n 3n . akn . ann n vn n n
where
a.. = technical coefficient of production, or the value of com-
modity i necessary to produce the value of one unit of com-
modity j (nxn),
P = price of good i normalized to 1 (nxl),
v = value added originating in industry i expressed in value
terms, and
x. = value of output of industry i.
I
A closer examination of the A matrix and the P vector above shows
that, if multiplied and expressed in the same form as equation (4-11),
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each coefficient would be as follows:
Pi (q il)(p ) I
a.. p. = f p. = p. (i,j=1,2,3,...,n) (4-13)
1J 1 j13
This shows the relationship between the actual prices used to cal-
culate the "physical" technology coefficients, a.., and the equilibrium vector
^13
of prices, P, which is in fact normalized to one. This becomes clearer in
an examination of equation set (4-2). If one of the intermediate inputs
were extracted from the system, it could be expressed in analogous physical
and value terms as:
q ij pi xij pi [(ij) ) i pi (i,j 1,2,3,...,n) (4-14)
Thus, for example, if the steel industry i sells q = 50 tons of
steel to the construction industry j at an actual price of p. = 400 money
units per ton, the total amount appearing in the value-based technology
coefficient matrix as a.. is q.. p. = 20,000. Because of the fact that it
13 1J 1
is in actuality multiplied by the normalized unit price, p , this figure is
to be interpreted as a flow of 20,000 fictional tons at a price of one
money unit per ton. What was formerly the actual physical unit, q.., and
the actual price, p, becomes the value-based or "Leontief physical unit,"
q.. p , and the normalized price, p.. The importance of this subtle but
critical pricing convention should not be understated. Not only does it
allow the computation of the standard technology matrix, but by using nor-
malized values for prices, it becomes possible to compute relative price
repercussions as deviations from a unit vector of ones.
Another point that is critical to an understanding of the price
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model is the relationship among the actual prices, P, the normalized
prices, P, and the use of a numeraire sector in the solution of n homoge-
neous equations. In the discussion of the consistency requirements for
the solution of a homogeneous equation system as shown in equations (4-5)
and (4-6), prices are calculated as a function of, or relative to, the
numeraire good, in this case household services. The prices determined
in that system are, in fact, the actual prices, relative to the price of
labor. Those are the prices that are implicit in the technology matrix
or p. and p. in equation (4-13). The P vector, on the other hand, strict-
ly speaking, does not represent actual prices in any way. It is derived
from the technical fact that the production function in the column-coef-
ficient model sums to one, where any change in the production function
will result in changes in the total, expressed as deviations from the base
value of one. Strictly speaking, the P vector is an index vector that
measures the relative change in price only.
If the actual per unit price of the numeraire good, labor, equalled,
say, x, and one radio equalled 2.5x in terms of its actual price, then if
the pi for radios equalled 1.33 as a result of some exogenous change, it
would mean that the price of the radio had increased by 0.33 (2.5x) or by
7 1"U
33 percent. Thus, the P vector simply indicates percentage changes in
in prices, but says nothing about their absolute value. The importance
of differentiating the actual prices in the system from the P vector should
be emphasized as it has been the source of some confusion in the litera-
ture.
7Assuming, of course, that the implicit prices in the technology
matrix remain stable.
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Going back to equation (4-12), it can be seen that the A matrix
represents the transpose of the matrix of intermediate input coefficients.
Therefore:
T
A p + U= P
where
U = vector of value added coefficients per unit of output ex-
pressed in value terms where u. = v /x (i=1,2,3,... ,n).
Therefore
ST-o
P A P = U
(I- A )P = U
Ili T)-l
P (I - A) U (4-15)
By varying exogenously the U vector of value added components, it is pos-
sible to determine the new vector of relative prices by industry. An im-
portant characteristic of equation (4-15) is that the solution for equi-
librium output prices, P, is symmetrical to the solution for Outputs
as a function of exogenous changes in final demand; that is, P (I-A ) U
is the exact transpose or dual of X = (I-A)~1 Y, where A is the value ma-
trix of technical coefficients and Y the vector of final demands. As can
be seen from equation set (4-1), the row aggregation that equals total
output is directly orthogonal to the column aggregation that equals price.
Indeed, the equations that form the price model in equation set (4-2) are
the columns of equation set (4-1) multiplied by their respective actual
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prices. Moreover, since the transpose of the inverse Leontief matrix
-1 T
equals the inverse of the Leontief matrix transposed, or [(I-A) ] =
(I-A ) 1, the solution for prices depends on the same matrix of direct and
indirect coefficients as the solution for outputs [59, p. 56].8 Thus, the
ultimate function of = (I-A T) -1 U is to allocate the effects of exogen-
ous shifts in value added to price changes in the same relative proportions
as direct and indirect industrial output increases are allocated as a re-
sult of changes in final demand. The price-allocation mechanism, (I-AT )-1
is simply the dual of the output-allocation mechanism, (I-A)~ . This or-
thogonal relationship is critical as it describes the central mechanism
used for cost-impact allocation, is the basis for the primal (or output) and
dual (or price) terminology used below, and is at the heart of most subsequent
work on input-output price analysis.
Leontief goes on to present an empirical example of the price
model in which changes in equilibrium output prices are determined as a
function of changes in wages and profits. He does this by dividing the
value added, u., of each industry into its two components, wages, s , and
nonwage income or profits, r. The wage costs per unit of output can,
furthermore, be represented at the wage rate, p , multiplied by the labor
input coefficients, a .. This coefficient represents the amount of direct
labor hired and used by industry i per unit of its output. Thus,
u= s + r. = a . p + r. (i=1,2,3,...,n)
and
8For a more detailed description of the output model, see Polenske
[58].
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= (I-A) [ S + R] (4-16)
Each equation in equation system (4-16) describes the price of one
commodity as depending on the wage bill, s., paid by all industries and
the profit rates, r., earned by each industry [45, p. 191].
EXTENSIONS OF THE LEONTIEF PRICE MODEL
Since the first publications of the original Leontief system, a
number of variations on his basic formulation have evolved, with various
objectives in mind. Included in this discussion is the work of Gupta [32],
Yan [68], Rasmussen [60], Evers [28], Young [69], Polenske [56], Lee [42],
and Del Duca [18]. In general, the models fall into three broad categories:
(1) equilibrium price models based on price changes in one or several of
the value added components, (2) equilibrium price models based on changes
in the output prices of one or several of the commodities in the system,
and (3) output-impact price models. The last category of models will
henceforth be termed "price-output" models because they incorporate both
the dual (price) modelto determine relative price changes, and the output
(primal) model to determine the impacts on output. With the exception of
the Del Duca model, none of the models were formulated with the purposes
of pollution policy analysis in mind. Therefore, these models should be
seen in the light of their potential rather than actual utilization for
environmental policy analysis, in addition to being examples of how the
Leontief price system has been translated into contemporary empirical
usage. 9 An additional objective of this section is to outline some tech-
9The form of the price model finally used in the actual model repre-
sents, in fact, another variant of the price model and can be seen in de-
tail in Chapter 5.
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nical issues relative to a determination of the impact of a change in
relative prices on industrial outputs, due to the fact that the final model
was constructed for that purpose. Hence, the subsequent sections should
be seen as an introduction to some of environmental policy modeling issues
that will be discussed in more detail in Chapter 5.
Price Models with Exogenous Value Added Components
Gupta, Yan, Rasmussen, and Evers each developed equilibrium price
models based on changes in various components of the value added sector,
which are similar, and in some cases, virtually identical to the Leontief
formulation.
Gupta [32, p. 4], looking at the same problem as Leontief, studied
the effects of changes in wage and nonwage income on outputs and prices in
which:
11, -1 TP= [(I-A) ] U (4-17)
where
P
A
I
[(I-A) ]
U
= unit-price column vector (nxl),
- matrix of input coefficients (nxn),
= identity matrix (nxn),
= transpose of the inverse of the (I-A) Leontief matrix
(nxn),
= column vector of value-added-per-unit-of-output coeffi-
cients, where u. = v.I/X. (nxl).
1 1 1
In his solution equations, the value added vector, U, is replaced
by its wage and nonwage income subcomponents, such that:
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-l Tp = [(I-A) I LS(l+a) + R(1+S)] (4-18)
where
= unit vector of output prices (nxl),
S = vector of wage income per unit of output (nxl),
R = vector of nonwage income per unit of output, where
U=S + R (nxl),
a = vector of changes in wages per unit of output (nxl), and,
S = vector of changes in nonwage income per unit of output
(nxl).
As can be seen by inspection, Gupta's formulation is virtually
identical to the original Leontief equation (4-15). [(I-A) 1]T is equiva-
lent to the (I-A ) 1 found in equation (4-16), as is the second term in
equation (4-18) that measures the changes in the wage and nonwage compo-
nents of value added.
Chiou-Shang Yan [68, p. 73] proposes another similar solution in
which relative prices are a function of wages and profit, such that:
T A -lA
P = (I-A -R) S (4-19)
where
R = diagonal matrix of profit rates (nxn),
S = diagonal matrix of wage payments (nxn), where: s. = p .s.;
Ps.= the price of labor, and s.= the physical input of labor, and
ASl
P = the endogenous vector of equilibrium prices (nxl).
In this case physical units are contained in the value added components,
although the system is implemented in value terms.
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Wage and profit rates are considered autonomous and the equilbrium price
structure is determined through the price equation. Changes in wage rates
(Ap si) and profit rates (AR) lead to changes in prices (L\P). Therefore:
1-1T A A
(P + AP) = [I-A - (R + ARI)] (pi .+ p.)s. (4-20)
Rasmussen and Evers, on the other hand, probably because of their
concern with small, open economies, such as that of Denmark and Iran, are
more interested in the effect of wages and imports on the general equili-
brium structure of output prices. Rasmussen's formulation [60] is stated
as:
A ^ T A A
P = [X -X] [SP + NP]
s m
(4-21)
where
X
S
I\.;
P
s
M
I',
P
m
[X XT ]-l
= diagonal matrix of industrial outputs (nxn),
= diagonal matrix of wage payments to sector i (i=1,2,2,...,n),
= index vector of wage changes (nxl),
= diagonal matrix of imports to industry i (i=1,2,3,...,n),
= index vector of import price changes, and
S(I-A )~- [60, p. 56].
Ingo Evers [28, p. 11] develops a solution that is also very similar
to the Leontief formulation in which:
T = - )1
=(I-A - U) M (4-22)
where
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M = vector of wage and import prices given exogenously (nxl),
and
U = diagonal matrix of residual value added per unit of output
elements (nxn).
T .2 -1
In the case of the Evers model, the nxn (I-A -U) matrix is essentially
the inverse of the transposed Leontief matrix modified by a diagonal ma-
trix of residual value added per unit of output elements. In order to
solve the system, the vector of wage and import prices, M is isolated from
the other aggregated primary inputs. By varying exogenously the price of
wages or imports, m., either as a total vector or as single elements within
the vector, new equilibrium industrial output prices can be found. The
model can then be used to estimate the impact of wage rate changes, import
price changes, or changes in any other primary factor of production [28,
p. 15].
Price Models Based on Exogenous Changes in Output Prices
Both Evers [28], Polenske [56], and Young [69] developed variants
of the price model in which a price change in one or more (generally not
more than two) industries is taken as the exogenous variable, while chan-
ges in the output prices of the remaining industries are endogenous to the
system.
The Evers model starts with the assertion that, as the output price
for industry i is determined exogenously, the different cost components of
its output have no influence on the remaining structure of prices [28,
p. 14]. Thus, the row and column that constitutes the exogenous commodity
in the general equation system is eliminated from the endogenous part of
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the model. Hence, given the set of equations:1 0
= a p1
= a lp
= a ln 1
+
+
+
IF
... + a Pi
"F
... + a. .p.i i
..+ a.np.
+
+
+
+ apnl n
+ a .p
nj n
... + nn n
+ u p1
+ u.p.
+ un n
(4-23)
u = aggregated value-added-per-unit-of-output coefficients
(nxl),
p. = industrial output prices (nxl), and
a. i = Leontief technology coefficients (i,j=l,2,3,...,n).
Industry i (where i=j) is removed from the endogenous part of the system,
leaving the resulting truncated equation system:
p1  + a .p.
p n+ a. pn in n
= a11p + ... + an n u.p
- a p + ... + a p + u p
lnl nn n n n
What has happened is that the output column for industry i has
become exogenous to the other industries in the model. Thus, in matrix
notation:
10
These equations are the same as shown in equation set (4-9) ex-
cept prices are notated for the value added vector. This is valid under
the assumption that the original vector of prices equals one.
flu
Pi
p.p
"F
where
(4-24)
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p a p a11 ... anl u p
. + = . - - + - (4-25)
P aan ... ann pn un nn nj  nn n n
T I%
or P + E = A P + U P
where
E = the output vector of the exogenous industry i.
Thus, transforming the system of equations achieves the following results:
AP + UP = IP + E
SA - UP =E
T ^(I - A - U)P = E
I~j T -1P = (I - A - U) E (4-26)
Hence, for example, in the case of a 10 percent increase in the price of
industry i's output, the exogenous estimation variable E = 1.lE is intro-
duced into equation (4-26) and the new output price levels in the other
industries can be calculated.
Polenske and Young propose an essentially similar solution algorithm
except that it is solved in a multiregional framework. The model is as
follows:
*^T* , * * *
P = [CA] P + T + U* (4-27)
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where
[CA] = truncated matrix with the exogenous column and row elimi-
nated. The matrix represents the value of intermediate
inputs from all other industries and regions for the pro-
duction of goods and services, where m = the number of re-
gions [(nm-1)x(nm-1)],
*
U = truncated vector of aggregate value added per unit of out-
put [(nm-l)xl],
*
T = exogenous truncated vector of price changes [(nm-l)xl],
p = endogenous truncated vector of price changes in the remain-
ing n-1 industries [(nm-l)xl.
Thus, solving the equations:
A*^T* * *
[I-(CA) ] = T + U
*T*l * *
= [I-(CA) ] [T + U ] (4-28)
After solving for the P vector, the value added for the exogenous
industry can be calculated using the endogenous prices. This term is in-
terpreted as the new amount of value added per unit of output needed to
produce the exogenous good at the increased price. Prices are also solved
for on a multiregional basis, which involves their spatial allocation in
11
terms of trade and production linkage relationships.
11
In all of the models discussed above, as well as those to be shown
below, the solutions are in value terms. Thus, despite occasional references
to physical units, these units are to be interpreted as "Leontief physical
units" with prices normalized to one, except where otherwise specified. The
frequent tendency of analysts to interpret physical units and prices in the
Leotief system in their literal sense has been the cause much confusion in
the literature.
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Structural Limitations of Price Models
Despite the not inconsequential analytical capabilities of the
models discussed above, however, they do not go beyond what should now
be understood as the inherent structural boundary of the dual; that is,
the calculation of the new equilibrium vector of output prices. By simple
definition, the dual cannot include any of the output-related impacts
that are a structural consequence of the shift in prices, such as outputs,
income, employment, and consumption. The central concern and focus of the
present study are what happens to those variables that are affected by the
shift in prices in the economy. Another aspect not covered in the models
discussed so far is the impact of investment in the pollution-abatement
industry itself. For, as prices in polluting industries may rise, thereby
affecting their output and diminishing the net product, increases in the
production and output of the antipollution industries may not only balance
the net output losses in the polluting industries, but also exceed them, re-
sulting in a net gain to the economy in terms of industrial output.
Furthermore, as the argument can be made that the structural shift
in production is a necessary social cost of internalizing the hitherto
external costs of pollution generation, the actual extent to which inter-
mediate and final consumption of polluting goods will really diminish is
a function of their respective demand elasticities. To the extent that
polluting goods are demand inelastic, then the price of the goods, inclu-
ding the emission control inputs, should be a reflection of the impor-
tance that society places on them as consumption goods. To the extent
that polluting goods are demand elastic, then given the proper price for
the goods with emission control inputs, substitution effects will shift
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consumption patterns to less-expensive nonpolluting goods, and the net
effect for society will be, in the final analysis, salutory. On the other
hand, what are the distributive impacts of all these allocational shifts
that will result from federal antipollution policies? Who will gain and
who will lose, and are these redistributions equitable from the viewpoint
of society as a whole? What will be the regional impacts of such policies?
Will some regions benefit more than others because of their capacity to
produce antipollution technology, while others suffer because of factory
shut-downs, lay-offs, and bankruptcies caused by pollution-generating pro-
duction processes?
These are important and substantive issues, none of which can be
answered by the analytical tools discussed so far. In more structured
terms, they can be summarized as follows:
1. What is the true net impact on the economic system of a given
antipollution policy, either in terms of gross national product
or gross regional product, including output losses due to the
effects of price changes resulting from the policy and output
gains due to increased productivity in the anti-pollution sec-
tor?
2. What will be the distributive impacts of these reallocations
both in terms of shifts in industrial output, as well as employ-
ment and consumption?
3. What will be the regional impacts of such policies, both in
terms of regions that lose due to a high concentration of
pollution-generating industrial processes and regions that
gain due to their capacity to make the required shifts in pro-
duction capacity to nonpolluting or antipollution production?
4. What will be the implications of these impacts on the structure
of interregional trade?
What should be clear from this discussion is that the price model,
despite its importance, is really only one component of a larger analyti-
cal system that is needed to answer the types of questions being asked in
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this thesis. In essence, the question resolves into three parts:
(1) What is the effect of a given antipollution policy on the structure
of relative prices? (2)' What is the effect of the resulting changes in
the structure of prices on the level and distribution of output in the
economy? and (3) What is the positive effect brought about by investment
in the pollution industry? The final answer to the actual net impact of
any antipollution policy, as well as its effects on interregional trade,
will come about through a comparison of the second and third questions.
The spatial impact of these issues, given the structure of the input-out-
put model, is not treated as a separate question, but rather is a struc-
tural component of each of the three questions; in other words, each of
the three questions is framed and answered in a multiregional context.
Of the models discussed so far, therefore, the price model really
composes roughly one-third of the necessary model specification. However,
there have been some attempts to look at the impacts that a change in
prices have on industrial outputs in the economy in an input-output frame-
work. One is by Lee [42] and the other is by Del Duca [18]. Before pre-
senting the model actually developed for this thesis, some comments will
be directed to these models.
In the Lee model, prices, final demands, and autonomous income are
taken as exogenous and industrial outputs, factor purchases, consumption, im-
ports, and income are endogenous. Lee begins with the basic market-clear-
ing identity in which the value of each producing industry's output must
equal the sum of interindustry demand plus household consumption and exo-
genous final demand, so that:
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P. E a.. X. + c. Z + p. Y = . (4-29)
1 . ij J 1 1 i t 1
where
= vector of current industrial output prices (nxl),
c Z = consumption function where:
Z = current-period income,
c. = a proportionality constant: c. = p 0/ Z
1 1 .~
where:
= base-period price for industry i,
0
k = base-period consumption of commodity i,
Z = base-period income,
Y. = exogenous final demand for industry i, and
X. = output of industry i (i=1,2,3,... n).
He next introduces the following matrix notation:
A
P = diagonal matrix with prices, P., on the principal diagonal
nxn),
A = matrix of technology coefficients, a.. (nxn),
X = column vector of outputs (nxl),
K = column vector of marginal propensities to consume (nxl),
and
Y = column vector of final demands (nxl),
This allows equation (4-29) to be rewritten as:
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A A A
r'J *
PAX + KZ + PY = PX
or
A A
P (I-A)X - KZ = PY (4-30)
In this case, the value of total final demand equals total output minus
intermediate demands, minus current consumption. Lee then inserts a
function for his endogenous variable, income:
'\j
Z = Er. + P E s.X. + Z (4-31)j -s a
where
Za = autonomous income,
s = the money wage rate, and Z s.X. = total wages,
J
r. = gross returns to fixed capital and returns to labor and
J
management in owner-operated firms.
Total income in the economy is defined as the sum of autonomous income
(Za), wage payments (ps Z s X ), and gross returns to fixed capital and
Ji
returns to labor and management in owner-operated firms (r.). The r. is
J J
defined as a residual earning category and is equal to the following for
each industry:
r. = p.X. - E p.a. .X. - p s.X - E p .X. (4-32)
J .i3 s J 3 .mi j
where
pi = price of the ith good imported into the region (i=1,2,3,
..., n).
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The three equations (4-30), (4-31), and (4-32) summarize the major rela-
tions in the model in which the jointly endogenous variables X, Z, and r
are related to the exogenous variables Y, Za, and P. Lee then solves the
system of equations in matrix terms in which output (X) is solved for in
terms of changes in industrial output prices (AP = p./pi), changes in
1 1
final demand (D = Y./Y.), changes in the price of labor (A\ = p /0)Y i i s s s
changes in the price of imports (Do = Pmi mi ), autonomous income (Z )
and base period final demand (Y0). Solution values for X are then used
to solve for R and Z. Thus, Lee manages to solve for output, income, and
profits, from which solutions for consumption and employment can be found.
At first glance, the model appears to furnish the needed steps to
complete the link between pollution policy, prices, and economic impacts
in terms of industrial outputs. If linked to either the value added or
price-based equilibrium price models discussed in the two previous sec-
tions, the result would be a two-stage model incorporating policy impacts,
price changes, and their effect on industrial outputs. However, the
model still fails to capture many of the critical elements necessary for
a satisfactory analysis of emissions-control policy for the following rea-
sons: (1) the model still neglects the effects of the antipollution in-
dustry, (2) while the model solves for the output, income, and consump-
tion effects of industrial price changes, it does so through the open in-
verse of the Leontief matrix. Thus, it fails to take into account the
interactive effects between consumption, income, and the structure of
output. These effects can only be modeled by closing the interindustry
matrix with respect to consumption and wages and salaries. This is not
done, and (3) although not a specific objective of the analysis, the for-
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mulation remains spaceless. Spatial dimensions have yet to be modeled in
a way that begins to reflect the empirical reality of spatial friction in
a system of productive relations.
The overall problem stems not from any internal inconsistency in
the mathematical structure of the model, but because the model is a
purely closed solution system that does not allow for any interaction be-
tween pollution policy and prices, as well as pollution investment and out-
put. In certain respects, this is an unfair criticism as the Lee model
was not designed for pollution analysis but for making comparative static
analyses of one-period changes in output as a function of exogenous shifts
in prices.
One model that does incorporate the effects of antipollution policy
at least up to its influence on prices and output is that of Del Duca
[18]. He constructs a solution algorithm based on the earlier work of
Leontief and Lee in which he explicitly includes: (1) pollution emission
and abatement cost coefficients, (2) the development of a price model,
based on Leontief's original pollution model, which differs from the price
models discussed above by mapping relative input cost shifts into equili-
brium price changes, (3) development of a price-output impact model that
explicitly incorporates own-price elasticities of polluting goods as well
as multiregional trade flows, and (4) an analysis of the direct, indirect,
and induced effects of a shift in prices by incorporating households, both
as purchasing and producing agents in the production process. His model
consists of the following four equations:
First, the market-clearing identity:
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A
X = CAX + CY + CY (4-33)
end ex
where
X = vector of total outputs (mnxl),
A = block diagonal matrix of regional technology coefficients
(mnxmn),
C = diagonal trade flow matrix (mnxmn),
Yend = vector of endogenous final demand (mnxl),
Y ex = vector of exogenous final demand (mnxl),
m = number of industries, and
n = number of regions.
Second, the consumption equation:
Y = KIZ (4-34)
where
K = diagonal matrix of constant proportions consumption coeffi-
cients (mnxmn),
e = vector of normalized prices where each price is raised to its
own demand-price elasticity (mnxl), and
Z = total income (a scalar) devoted to personal consumption
expenditures (mnxl).
Third, the income equation:
Z = UX 
(
(4-35)
- 89 -
where
Us vector of value added coefficients, where usi 2si = i
or the input of labor into the production of good i (mnxl),
and
Fourth, the price equation:
T -1
P = [I-(CA) ] U (4-36)
where
= vector of relative prices (mnxl), and
U = vector of value added per unit of output (mnxl).
The overall model consists of essentially two basic computational
phases: the solution of the price model to determine the effect of antipol-
lution policy on the structure of relative prices, and the solution of
the output equations to determine the impact of the change in relative
prices on the structure of industrial output. The system is solved in
the following manner: First, equation (4-35) is substituted into equation
(4-34) to solve for personal consumption expenditures:
Y d KP (U X) (4-37)
end s
Then, the result is substituted into equation (4-33) to solve for outputs:
X = CAX + C[KP (UsX)] + CYex
A\e
X = CAX + CKP (U X)
s
X 
- CAX 
- CK (Us ) CY
S [I-C U ex (4-38)
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Equation (4-38) represents the multiplier equation developed from
equation (4-33). Output is shown for each industry and region in the ac-
counting system. All of the data in the model are given exogenously ex-
cept for the shift in relative prices (P ) which is determined in the
first phase of the computation process. Finally, using equations (4-34)
and (4-35), total income and the amount of each good consumed as part of
final demand in every region can be determined. Comparing the old and
new final demands (after relative price changes) allows an assessment of
the impacts of the pollution standard on a multiregional basis.
The Del Duca formulation goes the farthest toward resolving some
of the issues in question. However, it still does not look at the posi-
tive output and employment effects generated by actual investment in the
antipollution sector, as it remains limited to an examination of the ef-
fects of price changes alone. Secondly, given the particular solution
format shown in equation (4-38), which is a variant of the standard closed
multiregional multiplier equation, two important variables were overlooked:
the increase in output that comes about as a result of increases in final
demand for the output of the household sector, and the income effects of
the domestic household sector. This is discussed in detail in Chapter 5.
The results, in terms of output impacts, therefore, are understated as
household final demand and the domestic sector exercise important func-
tions in economic equilibrium. Thus, in order to implement the price-out-
put model in more satisfactory terms, as well as begin to incorporate the
positive investment effects of pollution-abatement expenditures, the model
was respecified in the form to be discussed in the following chapter.
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POLICY APPLICATIONS OF THE PRICE MODEL
Before going on to the presentation of the model as it was developed
for the thesis, however, it will be useful to discuss briefly some of the
policy applications for which the price models discussed so far may be use-
ful. The reason is that, although, as mentioned in the previous section,
price models may not extend as far as price-output models in the range of
their analytical capability, they can be utilized for certain types of
policy analysis that do fall within their analytical boundaries. Moreover,
because of their essential similarity with respect to endogenous variables,
these models, as will be shown later, can often be used in combination
with other models. Thus, an understanding of how these models can be util-
ized for certain forms of policy analysis can be both constructive and use-
ful.
All of the price models discussed so far are virtually identical
in all respects except for what is specified as exogenous in the system.
In all cases: (1) equilibrium output prices are endogenous to the sys-
tem, and (2) the allocation mechanism used to distribute price impulses
through the industrial system are in all cases the same, that is, the
transpose of the Leontief matrix of direct and indirect coefficients. On
the other hand, what is specified as exogenous in the first class of
models are shifts in any or several of the components of the value added
sector, while what is exogenous in the second class of models are shifts
in either one or several of the prices in the system.
What the implications for the policy applications of the models
are, therefore, become essentially a function of what is specified as ex-
ogenous. In the case of the first class of models, the potential range of
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independent variables include: (1) wages and salaries (including fringe
benefits), (2) profits, (3) interest, (4) dividends, (5) depreciation,
(6) taxes, (7) rent, and (8) capital consumption allowances, or, in other
words, all the components of value added in the system of national accounts.
The output side, on the other hand, is limited to the vector of equili-
brium prices for all industries resulting from a change in the value of
any one or combination of the independent variables. The analysis of en-
vironmental pollution policy, therefore, entails an analysis of how a par-
ticular policy affects any one of the value added components, and, in turn,
how these changes affect the structure of output prices. On the other hand,
although highly effective for certain types of policies that directly af-
fect the primary input or payment side of the industry ledger, it cannot
be used to analyze other policies such as consumption-related pollution
policies, or intermediate demand-related policies, such as input substi-
tution policies. What the model essentially does is to allocate changes
in primary input costs to other industries according to the proportion of
those costs in the production of each good. It does not-, moreover, des-
cribe any of the effects of price changes, such as shifts in consumption,
input substitution, shifts in output, income and employment, and all the
other consequences that occur as a result of a shift in the structure of
relative prices. Thus, while being an essential part of any pollution
policy analysis model, it should be clear that its analytical properties
are circumscribed by its structural characteristics and that any attempt
to analyze pollution policy beyond the shifts in relative prices would
need to incorporate additional components into the model.
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On the other hand, although not related to the purpose of the pre-
sent thesis, which is to look beyond price changes to their impact on the
level and distribution of economic activity in the system, the uses that
the model does have for the analysis of pollution policy in terms of its
direct impact on prices is not inconsequential. More specifically, feder-
al policy in the form of the Clean Air Amendments of 1970 and the Federal
Water Pollution Control Act Amendments of 1972, has emphasized two basic
policy perspectives: First, detailed regulations limiting the amount of
pollutants that firms, municipalities, and consumers may discharge into
the environment; and second, subsidies to municipalities and business
firms for the construction of plants to treat waste water [39].
Direct regulation deals with pollution by tackling the problem at
its physical source, that is, the polluter. Control is achieved through
standards, licenses, zoning, and other strategies. Aside from the many
criticisms of this policy, the particular potential of this model lies in
its ability to translate the economic costs of regulation into its impact
on prices. Hence, for example, licenses and fees represent direct pay-
ments to government, which can be incorporated into the model as shifts
in taxes. Uses of standards, zoning, and other more indirect means of
regulation would have to be translated into opportunity costs of produc-
tivity foregone because of the regulation. Once quantified, however, it
would allow a determination of the inflationary impact of alternative
regulatory policies.
Subsidies, on the other hand, seek to induce industry through
financial incentives to achieve higher levels of environmental quality.
These policies, also, have been severely criticized from many quarters
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for their failure to achieve their stated objectives [39]. Without
dwelling on the weakness of the policy itself, however, the price model,
in this case is well-suited for analyzing the inflationary impacts of
subsidy policy. Subsidies can happen in various ways, through acceler-
ated depreciation, various forms of tax concessions (deferment, reduction,
or elimination), and uses of capital consumption allowances. Assuming
constancy in the other value added. components, the effect on the relative
structure of prices can be readily ascertained through the model. More-
over, to the extent that prices tend to be sticky downwards, given a hypo-
thetical reduction in prices predicted using the model, certain hypotheses
can be tested concerning the actual effect and distributional impact of
subsidies.
More recently, however, greater attention is being focussed on ef-
fluent charges as the appropriate policy for emissions control. In this
case, the price model can also be useful. Interpreted as payments to
government, and if properly indexed to actual pollution output through
the use of emission coefficients, effluent charges can easily be analyzed
in terms of their inflationary impact on prices; the impact, in this case,
being a direct function of the level of pollution output. However, the
model cannot pick up the effects of switching away from effluent charges
to the use of specific forms of pollution-abatement technology. This pre-
vents the model from being used to analyze what has been argued as the
prime virtue of effluent charges, the possibility of achieving flexible
policy mixes due to the tendency for the producer to utilize control tech-
nology up to the point where the marginal cost of the adaptation of tech-
nology equals the marginal cost of the effluent charge. After that point,
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where the marginal costs of production changes would be greater than the
marginal cost of effluent charges per unit of pollution, the firm would
pay the effluent charges in order to discharge the last units of pollu-
tion. Unfortunately, the price model, as it presently stands, will pick
up only the price impact of the marginal effluent charge and miss the impact of
both the input substitution and the installation of abatement technology. In
order to account for these, certain basic modifications must be made to the
model, which will be discussed when the final model is presented.
On the other hand, price models in which one or more of the output
prices become exogenous to the system have slightly different applica-
tions. The original purpose for which the Evers model was constructed
was to look at the price impact of administratively fixed prices in the
small, open economy of Iran. The purpose of the Young formulation, on the
other hand, was to look at the changes in the price of transportation and
their potential effects on intermodal substitution of freight transport
modes. In the case of pollution policy analysis, the model is useful in
examining the impacts of exogenous price changes in various industries of
the economy due to changes in either value added or intermediate inputs
into the production of the exogenous commodity. The price changes are
simply allocated through the system according to the proportions in which
the exogenous factor is used in the production of the endogenous goods.
Thus, in this case, price controls or other policies to control infla-
tionary impulses in the economy due to emissions control policy can be
analyzed. In a sense, the model provides a convenient short-cut method
for the analysis of the structural impacts of changes in industrial prices
without having to determine the exact cause of the original exogenous
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shift. Thus, it is useful for the analysis of equilibrium price changes,
resulting from industrial price shifts, the causes of which are not clear-
ly known.
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CHAPTER 5
A MODIFIED LEONTIEF-BASED MULTIREGIONAL POLLUTION POLICY ANALYSIS MODEL
In the previous chapter, the evolution and application of the
Leontief price model were discussed. Also, a generalized set of objec-
tives was articulated for the design of a policy-analysis model capable
of simulating both the output impacts of price changes brought about by
pollution policy and the positive effects of investment in the antipollu-
tion industry. In the present chapter, a multiregional pollution policy-
analysis model will be presented, taking those considerations into ac-
count. Attention will also be directed to the construction of Leontief's
augmented technology matrix, first introduced in Chapter 3, both in its
primal and dual forms, as well as the theoretical implications of spatial
disaggregation and the inclusion of price effects in the input-output
framework. All of this is basic to an understanding of the theoretical
underpinnings of the multiregional environmental model presented in the
last section of the chapter.
Broadly speaking, the model is composed of four separate components.
The first, utilizing the price model in the modified form to be discussed
below, involves determining the impact of antipollution policy on the
structure of relative prices. The second involves the analysis of the ef-
fects of the price shift on the structure of output for all industries and
regions, utilizing a modified version of the standard input-output multi-
plier format. The third involves the use of an expenditure-multiplier
model to determine the positive growth effects brought about by investment
in the antipollution industry for all regions and industries. The total
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net effect is therefore a function of the changes brought about by the
policy-based shift in relative prices and by investment in the antipollu-
tion industry. The fourth component looks at the effect of the shifts in
output on the structure of interregional trade.
One fact that should also be mentioned is that as will become
evident in the presentation of the Leontief pollution model below, the
particular variant of the price model incorporated into the present model
is slightly different in construction than the price models discussed so
far. The previous price models were developed on the basis of the origi-
nal Leontief price model constructed in 1941. The variant to be presented
below was developed much later and represents a structural modification
of the original price-model framework. However, the previously discussed
price models can also be utilized in the general model framework to be
presented below given the fact that the endogenous variables of the two
price model variants are identical. Both determine the equilibrium struc-
ture of output prices. Thus, in addition to the second and third components
of the overall model, either of the two previously discussed price model
variants can be used depending on what is taken to be exogenous: changes
in the value added components, changes in the output prices, or as will be
seen below, changes in the cost structure of industries. Because the re-
sults of the price models are identical in all cases, any of the three
basic price-model variants is capable of being utilized with the price-
output multiplier and the expenditure-multiplier model. This represents a
distinct advantage in terms of model flexibility with respect to the range
of issues capable of being addressed.
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In the present chapter, the first three sections deal with the
augmented primal model with pollution sectors included, the augmented
dual model with pollution sectors included, and the incorporation of the
spatial dimension. All refer to the solution of the price model. The
fourth section concerns the analysis of price effects in the input-output
framework and is included in the solution of the price-output model.
Finally, all four model components are presented in detail in the last
section of the chapter.
THE INPUT-OUTPUT PRIMAL WITH POLLUTION SECTORS INCLUDED
Inclusion of the pollution sectors in the accounting framework in-
volves the insertion of emission-coefficient rows and pollution-abatement
cost columns into the standard Leontief interindustry framework. Hence,
the row-column symmetry of the accounting system is maintained, while the
analytical capability of the model with respect to pollution is extended
in the direction of pollution outputs and abatement inputs. The primal
equation can thus be stated as:1
X 1 A11 Al12 X 1 Y 1
(5-1)
X2- A 21 A 22 J X2_ 
~ 2-
where
X = value of total output of m industries (mxl),
1 In the original presentation of the model in Chapter 3, Figure
3-4 shows only the structure of the augmented technology matrix. Equation
5-1 presents the entire accounting system with the pollution sector in-
cluded.
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X2 total physical amount of q pollutants eliminated where
q = the number of pollutants (qxl),
Y, =value of total final demand of m industries (mxl),
Y2 = total physical amount of pollution tolerated or "demanded"
(qxl),
A1 1  = matrix of interindustry coefficients, in value terms (mxm),
A21 = matrix of pollutant output coefficients per unit of indus-
trial output, in physical terms (qxm),
A1 2 = matrix of pollution-abatement-expenditure coefficients 
per
unit of pollution eliminated, in value terms (mxq), and
A2 2 = matrix of pollutant-output coefficients per unit of pollu-
tion eliminated, in physical terms (qxq).
Several things should be immediately noticed about the accounting
relationships in equation (5-1): (1) the output and input vectors for
the pollution sector are reversed, (2) the accounting units are mixed
with both physical and value units in the system, and (3) there is a nega-
tive sign before Y2. The first point has already been discussed and re-
lates to the issue of multiple outputs for each industry. It was, in
fact, this particular arrangement of matrices that distinguished the
Leontief formulation from other attempts to model environmental pollution
in an input-output framework. The significance of the last two points
will become evident below. Expanding equation (5-1) leads to:
X1 A1 1 Xl + A1 2X2 + Y1 (5-2)
X2 = A21 1 + A22X 2 (5-3)
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In equation (5-2), the value of total industrial output (X1)
equals the value of total intermediate demand (A1 1X1), plus the value of
demand for inputs into the pollution-abatement sector (A1 2X2) and the
value of final demand for industrial goods (Y ). In equation (5-3), the
total physical amount of pollution abated (X2) equals the total physical
amount of pollution emitted by industrial processes (A2 1X1 ) plus the total
physical amount of pollution emitted by the pollution-abatement sector
(A2 2X2) minus the total physical amount of pollution tolerated in the
environment (Y2). In accounting terms, the logic of equation (5-3) be-
comes clearer if the equation is written as:
Y 2 AX21X1 + A22X2 - X2 (5-3a)
Here, the total pollution remaining in the environment after the control
policy has been imposed (Y2) equals the total amount emitted (A2 1 x1 +
A2 2X 2) minus the amount abated (X2). The fact that the units are entirely
in physical terms should be kept in mind as it will be covered in more
detail below. In terms of the total amount of pollution emitted (A2 1XI +
A22X2), while the amount emitted by industries should be conceptually
clear, the amount emitted by the abatement sector has been the subject of
some empirical investigation. Originally called the "Leontief effect"
in view of the intuitively plausible notion that the activities of the
antipollution sector may themselves generate more pollution, the effect
was found to be quantitatively insignificant by Kohn t95] in a study of
the St. Louis metropolitan region. In essence, compared with the total
amount of pollution generated by the economy, pollution generated by the
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abatement sector is quite small, and should basically be considered as a
residual accounting category remaining after the inclusion of the pollu-
tion output row and input column. In the subsequent empirical work, A22
was therefore taken to be zero.
In this model, Y2, or the amount of pollution tolerated is exo-
genously generated as the policy variable. For example, the 1970 Clean
Air Amendments mandate essentially an 80 percent across-the-board reduc-
tion in total tons of pollution generated by all industries. Hence, Y2
would be set at 20 percent of gross emissions for all sectors, and the
model would then be solved for X2, or the amount to be abated by each in-
dustry. Solving the system for the output vector gives:
X1 A11X1 A12 X2 Y1
X - A X - Al2X2 1
X2 - 21 1 - 222 2
or
X1(I-A 1) 
- 12 2 1
- A21 1 + X2 (I-A2 2) 2
Adjusting the sign of Y2 and solving for the output vector gives:
X1 (I-A11) - 1 2X2 1
A21 1 X2(I-A22 ) 2
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or
Xi (I-Agi -A 12 Y1
= (5-4)
X2 A 21 (I-A22) L [ 2 a
Thus, given final demands for all industrial sectors (YI) and target
levels of pollution to be tolerated (Y2), the model gives the total di-
rect and indirect industrial outputs (X1) and the total amount of pollu-
tion to be eliminated by pollution type (X2). These relationships can be
grasped more clearly through a graphic illustration of the accounting
system. In Figure 5-1, the various A matrices are arranged as in equa-
tion (5-1) in addition to the other accounting categories, which, although
not part of the immediate calculations, are part of the overall accounting
system. As mentioned previously, matrices A and A are in physical units,21 22
while matrices A and A12 are in value units. This becomes more apparent by
noticing the similarity of units along the rows (or output direction of
the table) and the difference in units along the columns (or input direc-
tion). The disparity in units in the input direction, however, is recon-
ciled by the normalization of prices to one. More specifically, each
element of A21 or (a2 1)ij (where i>m and j<m) is expressed in terms of
tons of pollution per unit of dollar value of output for each industry i.
Likewise, each element of A22 or (a2 2)ij (where i>m and j>m) is expressed
in terms of tons of pollution per unit of dollar value of output of each
abatement sector j. On the other hand, each element of the A and A12
matrices is expressed as a ratio of value units. When broken down into
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FIGURE 5-1: THE LEONTIEF INPUT-OUTPUT
SECTORS INCLUDED
ACCOUNTING SYSTEM WITH POLLUTION
Total Final
1
2
3
m
1 2 3 .................. m
A2 1
q 2
q+1
7
q+2
8
m+1..ql q+1
A1 2
3 5
A 4 
1 0
9 11
1 13 1t 141
1. Matrix of interindustry coefficients, in value terms (mxm),
2. Matrix of pollution output per unit of industrial output, in physical
terms (qxm),
3. Matrix of pollution-abatement expenditures per unit of industrial pollu-
tion eliminated, in value terms (mxq),
4. Matrix of pollution output per unit of pollution eliminated, in physical
terms (qxq),
5. Personal consumption expenditures per unit of total personal consumption,
in value terms (mxl),
6. Other final demand per unit of total output of the other final demand
sectors, in value terms (mxl),
7. Wages and salaries per unit of output, in value terms (lxm),
8. Other value added per unit of output, in value terms (lxm),
Al
1
Total
Value
Added
12
15
16
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FIGURE 5-1 (continued)
9. Wages and salaries expended per unit of pollution eliminated, in value
terms (1xq),
10. Pollution output per unit of personal consumption expenditure, in physical
terms (qxl),
11. Wages and salaries per unit of personal consumption expenditure, in value
terms (lx1),
12. Pollution output per unit of output of other final demand sectors, in
physical terms (qxl),
13. Other value added expended per unit of pollution eliminated, in value
terms (lxq),
14. Other value added per unit of personal consumption expenditure, in
value terms (lx1),
15. Wages and salaries per unit of output of other final demand sectors,
in value terms (1x1), and
16. Other value added per unit of output of other final demand sectors,
in value terms (1x1).
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its component units as in Figure
matrix would be expressed in the
5-1, a typical coefficient from each
following manner:
1. (a11 ) j
2. (a1 2) ij
3. (a 2 1 ) .
(where ism
(where iSm
(where i>m
4. (a2 2) ij (where i>m
and jsm) = q .p. /Eq ip.
and j>m) = q. /Eq p
and jsm) = q.. /Eq p.
ij j j j
and j>m) = q / q pj IJ
As can be seen
terms of value units,
to-value units. The
ever, because of the
structed his system,
physical units, that
above, the
while the
prices, in
particular
first two coefficients are expressed in
second two represent a ratio of physical-
both cases, are the actual prices. How-
manner in which Leontief originally con-
all of the coefficients are interpreted as being in
is, as ratios of physical units to physical units,
although in actuality, they are not. The way Leontief was able to ex-
press the coefficients in common value terms in order to implement the
model was by expressing them in terms of the vector of prices that was
normalized to one. This is shown most clearly in equation (4-12). In
the equation, one set of prices is explicit. That is the normalized P
vector. However, another is implicit. Those are the actual prices con-
tained in the A matrix, and as shown above. Those are the prices used
to compute the coefficients, despite the fact that Leontief describes
the matrix as being in physical terms. This is the basis of the so-
called "Leontief physical unit."
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THE INPUT-OUTPUT DUAL WITH POLLUTION SECTORS INCLUDED
The incorporation of the pollution sector also has effects on
the price equation. The augmented price equation is expressed as fol-
lows:
,T
1 A A11 Ul
+ (5-1)
2 A 21 A22 2 U2
where
P1 price per unit of all m industries (mxl),
2= price per unit of all q antipollution services (qxl),
U = value added per unit of output of all m industries (mxl),
U2  value added per unit of output of pollution abatement (qxl),
A 11 matrix of interindustry coefficients (mxm),
A = matrix of pollutant output coefficients per unit of indus-
trial output,where (a21 ij = Xij. a .,and Aij is the propor-
tion of the total pollution of industry j (i>m, jsm) elimi-
nated by that industry (qxm),
A = matrix of input coefficients per unit of pollution elimi-
nated (mxq), and
A = matrix of pollutant outputs per unit of pollution elimina-
ted,where (a2 2) ij = ij. ai and Aii is the proportion of
the total pollution of antipollution industry j (i>m, j>m)
eliminated at the expense of that industry (qxq).
As in the price equations discussed previously, the technical co-
efficient matrix is the same as that of the output model but transposed.
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Also, the elements of the submatrices A21 and A22 are composed of the
product of a A and the technical coefficient.- In the general case of
A ij ai, X ij (where i>m) represents the portion of the ith pollutant re-
moved and paid for by the jth industry (where jsm in the case of indus-
tries, and j>m in the case of pollution-abatement sectors). A is thus
an exogenously determined policy variable. If A = 0, then no pollution
is removed by the polluting industry, and there is no change in relative
prices. The input structure of the industry is thus unaffected, and the
system reduces to the standard price model without the pollution sector.
In this case, whether the cost is absorbed by government or left as an
externality depends on the exogenously determined amount of pollution to
be tolerated (Y2) and the nature of government policies.
The function of A when it is nonzero can best be illustrated by
looking at equation (5-4). Rewritten with the A included, it says:
X2 = A(A21 X1 + A2 2X2  2
or, that the amount of pollution to be eliminated equals the total
amount generated by industry and the antipollution sectors minus the
amount tolerated. (A21X1 + A2 2X2) represents the total pollution in
the environment, and A is defined as the proportion of the total amount
of pollution generated by industry i that is removed by that same indus-
try. Thus, if A equalled one, the total amount removed by private in-
dustry, including the abatement sectors, would equal (A2 1X1 + A2 2 2),
and Y2 would equal zero. If, on the other hand, Y2 were set at 20 per-
cent, meaning that 80 percent of the total pollution had to be removed,
and the private sector had to bear 50 percent of the cost, then it would
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have to remove 40 percent of the total pollution, and A would be set at
0.4. If on the other hand, the private sector were made to bear 100
percent of the 80 percent reduction, the A would be set at 0.8. In all
cases, the A is the proportion of the total pollution that is to be
removed by the private sector. In terms of the price equation, expand-
ing equation (5-6) with the A included gives the following:
P = A P + A 21(A21 2 + U1  (5-6)
P2 A2 P1 22(A22 2 + U2 (5-7)
In equation (5-6) the prices of industrial goods (P 1 ) equal the
cost of all intermediate inputs (A 1 1P1 ) plus the portion of pollution-
abatement cost paid for by private industry (A2 1 P2 where A2 1 # 0) plus
the value added per unit of output (U1). In equation (5-7), the price
of antipollution services ( 2) equals the cost of the inputs to elimi-
nate pollution (A1 2P 1) plus the portion of pollution-abatement cost paid
for by the antipollution industry (A22 2 where A22 0) plus the value
added per unit of pollution abated (U2).
In this case, A's appear in submatrices A and A2 , submatrix21 22
A21 being more important because it refers to industries, while sub-
matrix A22 is considered for all intents and purposes to be zero.
Furthermore, X is defined in the same way as in the output model,
that is, the amount of pollution that must be removed by the industries
that produced it. To solve the system by the use of A, the amount to
be tolerated (Y2) is first established in the output equation. That
gives the amount that must be eliminated. The A's are then set as a
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proportion of that amount in terms of the total pollution generated. It
should be noted that the X is always set as a proportion of the total pol-
lution generated and not as a proportion of the actual amount to be eli-
minated. Hence, in equation (5-6), the X's appear in relation to sub-
matrix A21P , which represents the total cast of pollution abatement.
Thus, in this case, X.. a .p. (where i>m and jsm) represents the propor-
tion of the total cost of pollution abatement paid for by industry j.
Solving equations (5-6) and (5-7) for the P vector gives:
. . -1.-
P(I-A ) -A2 U[~] 1 [1 2] [ (5-8)
P 2 
-Al12 (I-A 22) U2
Therefore, given value added per unit of output for the industries
(U ) as well as the proportion of the total pollution emission that must
1
be removed by private industry (A # 0), the resulting structure of rela-
tive prices for all industries (P and the price per unit of pollution
removed for all pollution-related sectors ( 2) can be obtained. It should
also be kept in mind that the p's in all the previous equations are al-
ways normalized to one. Thus, when the system of equations is solved
with pollution sectors included, and A is set between zero and one, the
resulting price vector will be a set of numbers varying around the numer-
aire value of one. In essence, what is occurring is that the production
function for each industry is being augmented by that proportion of pol-
lution generated by them that they must abate. That proportionate in-
crease is then allocated through the system by means of the Leontief in-
verse and results in the particular form of the equilibrium price vector
mentioned above.
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INCORPORATION OF THE SPATIAL DIMENSION
Another important aspect of the model is the spatial dimension,
or the capability of the model to disaggregate the effects of price chan-
ges on a regional basis. As the final model will be in spatially disag-
gregated form, the theoretical basis for the multiregional model that
will be implemented is now discussed.
Two basic structural differences between a multiregional input-
output model and a one-region national model are that a separately
determined technology matrix exists for each region (n regions) and a
set of trade-flow matrices for each commodity links each region in the
system.
Concerning the regional input-output matrices, the structure of
each matrix is exactly analogous to the one-region case. In terms of
accounting consistency, industrial outputs in all regions sum to their
respective total national industrial outputs; thus, the national table
is the sum of the regional tables.
In any given region, however, the technical coefficient matrix
represents only the inputs used in that region. That region is seen as
the end point of all inputs shipped into and used in the region. Where
the inputs came from is still unknown; they could be from the same re-
gion or any of the other n-l regions in the system. Hence, for example,
03
al2 indicates the value of good 1 used in the production of good 2 in
region 3.
For the trade-flow matrices, instead of a commodity table for
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each region as in the technology matrix, a regional table for each com-
modity is constructed. A typical table is shown in Figure 5-2. Separ-
ate tables exist for each commodity in the system. Each commodity-trade
matrix is square and represents the shipments of one commodity to all the
regions in the economy. Hence, for commodity i, in Figure 5-2, the first
element in row one contains shipments from region 1 to region 1, the
second element from region 1 to region 2, and so forth. The sum across
each row, therefore, equals the total production of good i in region 1
as it is the sum of good i used in region 1 plus the amounts shipped
from region 1 to all the other regions in the economy. The sum of the
first column indicates all good i used in region 1 plus the total ship-
ments of good i into region 1 from all the other regions in the economy,
and equals the total consumption of good i in region 1. Consistency
between the trade-flow matrices and the transactions matrices is illus-
trated in Figure 5-3. The sum of the row in the trade-flow matrix, or
the total production of good i in region g coincides with the total of
the column for good i in region g in the transactions matrix. In other
words, the total production of good i in region g equals the total in-
puts into the production of good i in region g, or the total output
equals the total input. Likewise, the total consumption of good i in
region g in the trade-flow matrix equals the total production of good i
in region g, as expressed by the row sum for good i in the transactions
matrix.
However, in each trade-flow matrix, there is no reason for the
column totals to equal the row totals, or total shipments into a region
to equal total shipments out of a region. To derive the actual trade
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FIGURE 5-3: RELATIONSHIP BETWEEN INTERREGIONAL TRADE FLOWS AND REGIONAL INPUT-OUTPUT
TABLES IN THE MULTIREGIONAL INPUT-OUTPUT MODEL
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coefficients, cgh , or the flow of good i from region g to h, each of
1
the elements of each column of the trade-flow matrix is divided by the
corresponding column sum, or:
ghx.
gh 1C. =
1 oh
X.
This is the basis of the column-coefficient trade model in which the
trade coefficient is based on inflows from all regions.
In terms of integration into the basic input-output primal, the
regional technology and interregional trade-coefficient matrices were re-
arranged and combined to form the multiregional materials balance equa-
tion. An example is given for a two-region, two-commodity case.
X = CAX + CY (5-9)
Total output Intermediate Final Demand
in all demand in all in all
regions regions regions
(4x1) (4x4) (4x1)
or
1 11 12 ~ 01 01 1 1
c 0 c 0 11 12 0 0y
1 11 12 01 01 1 1
20 c 0 c2  21 22 2 72
2 21 22 02 02 2 2
c 0 c 0 0 0 a 1al2  1 Y1
2 0 21 0 22 02 02 2 2
x2 c2 0 0 a2 1 a 2 2 2 72
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It can be seen that the C and A matrices have been arranged so as to
allow them to be combined. The C matrix is arranged so that the main
diagonal contains the intraregional trade flowswhile the secondary di-
agonal elements contain the interregional trade flows. The regional
technology matrices are arranged in a block-diagonal form, with each
diagonal matrix being the technology matrix for each region. The logic
of this particular arrangement of matrix elements becomes apparent when
the matrices are expanded.
1 11 12
1 11
2 0 c2  0
2 21 22
1 c1 0
21
0 c2
Thus:
0
12
c2
0
22
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01
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1
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11 01 1 +01 1
c1  La1 1 x 1 +a 2 x2]
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Equation system (5-11) represents the full multiregional model for
the case of two goods and two regions. Thus, for example, x2 or the total
+
1~
1
2
2
2
Y2
(5-10)
and
1
1
2
1
2
x2
(5-11)
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output of good 2 in region 1 equals the total intermediate demand for
01 1 01 1
good 2 in region 1 (a21 l + a2 2 x ) times the proportion of trade flow21 1 2 1
11
of good 2 in region 1 (c2 ) plus the total intermediate demand for good 2
reio 2( 02  2 02 2
12in rein 21 a02x + a202 x 2) times the proportion of trade' flow of good
2 from region 1 to region 2 (c2 ), plus the final demand for good 2 in
11 1
region 1 times the intraregional flow within region 1 (c2 y), and the
final demand for good 2 in region 2 times the proportion of trade of
good 2 from region 1 to region 2. The other equations are similarly in-
terpreted.
One of the key assumptions of this analysis is that all indus-
tries use imports of each good in the same proportion. For example, in
12
equation (5-11), c1 , or the proportion of good 1 shipped from region 1
to region 2 is the same for the amount of good 1 used in the production
02 2
of good 1 in region 2 (a11 x1 ) and the amount of good 1 used in the pro-
02 2duction of good 2 in region 2 (a1 2 x2). Although the assumption is some-
what limiting, further elaboration of individual trade flows would make
the analysis unduly complex with comparatively little marginal benefit
with respect to analytical capability.
Given equation (5-11), the materials-balance identity can be
solved for industrial outputs in the following manner using matrix nota-
tion:
X = CAX + CY
A
X - CAX = CY
X(I-CA) = CY
X = (I-CA) CY (5-12)
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The price model is solved in the multiregional case in a fashion
analogous to the output model. The trade coefficient and technology
matrices are combined in the price equation in the following manner:
P (CA) P + U (5-13)
An example for the case of a two-commodity two-region model is given
below:
11
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Thus, for example, in the first equation in equation set (5-14),
the price of good 1 in region 1 equals the sum of the per unit value of
11 Oll 11 Ollgood 1 from region 1 (c1 a1 1p1 ), good 2 from region 1 (c2 a2 1 p2'
21 01%2 21 01%2good 1 from region 2 (c1 a10p1 ), good 2 from region 2 (c2 a2 1p 2), plus
value added from region 1 (uI). Also, the P vector is normalized to a
numeraire value of one. Starting from equation (5-14), the system can
be solved for prices in matrix notation as follows:
= (CA)TP + U
P - (CA) P = U
^ T -l
P = [I - (CA)] U
^T T -l
or P = [I - A C ] U (5-15)
Using equation (5-15), prices can be analyzed as in the one-region
case except that prices are now defined by region as well as industry.
In addition, it is assumed that the trade coefficients are stable with
respect to changes in prices, just as it was assumed that technical co-
efficients were stable with respect to prices. Given the essentially
short-range time frame of the model, these assumptions are reasonable.
PRICE EFFECTS IN AN INPUT-OUTPUT FRAMEWORK
In summary, the basic Leontief input-output system was modified
by the addition of an emission-coefficient row and an abatement-coeffi-
cient column. Under the assumption that A. 0 0 (for i = 1,2,3,...,
industries), each industry is required to remove some fraction of the
pollution it produces. By mandating pollution abatement, in effect,
each industry is compelled to modify its cost structure, in short, its
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production function. Since the original technology matrix was altered
by the addition of the new row and column vectors, when A # 0, there will
be a new price vector. Given the fact that this new set of equilibrium
prices is now expanded into a regional vector, the question emerges:
What are the implications in terms of industrial outputs, or industry
supply curves? This question relates to the second component of the
overall model and will be addressed in this section.
The input-output framework assumes a fixed-proportion production
function, which allows for no substitution among inputs. Thus, input
substitution is insensitive to changes in relative prices in the short
run. Although the subject of some controversy, there are theoretical
and analytical reasons why this is valid, at least in the short run.
Initially, substitution effects resulting from shifts in prices of fac-
tors of production can generally be assumed to be smaller than those for
consumption goods, because demand for intermediate inputs will tend to
be relatively inelastic compared with consumer goods due to their util-
ization in generally fixed proportions in any given production process.
Another technical reason for the lack of input substitution in the input-
output system concerns the operational necessity for stability in the
technology matrix. If inputs constantly shifted in response to infin-
itesmal changes in prices at the margin, then production functions would
be unstable and analysis would be impossible. According to Leontief:
It means no less than a formal rejection of marginal
productivity theory. The marginal productivity of any
(factor)-- defined as the ratio resulting from dividing
an infinitesmal separate increment of any one factor into
the corresponding infinitesmal increment of total output
-- equals zero: the output would not increase unless
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the inputs of all the other factors were also augmented
according to their respective coefficients of produc-
tion [45, p. 38].
His last statement points out another assumption of the model:
constant returns to scale. Hence, to increase output n times, inputs
must also be increased n times. The proportion in which these inputs
are increased, moreover, Leontief's famous "cooking recipes", are deter-
mined by the proportions given in the production function itself. Thus,
if one banana, two oranges, and three apples make one fruit salad, then
two bananas, four oranges, and six apples make two fruit salads, and
so on. Thus, production functions in the input-output framework are of
fixed proportions and constant returns to scale.
In reality, these assumptions are not untenable. Production
functions do remain relatively stable over time, while changes in the med-
ium term to long term are generally a response to a much wider range of
factors than simply a shift in the relative prices of factors. Some ex-
amples include long-term secular changes in consumption patterns or the
structure of final demand, improvements in productive technology, the
dynamics of competition and innovation in the economy, and many other
factors rooted deep in the structure of long-term changes in the economy,
of which price changes are merely a surface symptom. When production
functions do change, moreover, the assumption of a proportionate increase
in all factors according to previously determined "recipes" is probably
the most conservative, yet safest, baseline assumption to make. The rea-
son is that actual changes in technology over time are extremely diffi-
cult, if not impossible, to predict in any consistent fashion,because it
is precisely those changes that are determined by the more deep-rooted
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and long-term secular dynamics in the economy.
These assumptions lead to the familiar flat supply curve shown
in Figure 5-4. The aggregate supply curve for the entire market is ob-
tained by adding the individual supply curves for each industry. In this
case,
FIGURE 5-4: THE AGGREGATE SUPPLY CURVE
P = $/Unit
AC = MC = P
Q = Units
it is assumed that there are no fixed costs, the analysis being confined
to short-term marginal changes in supply. For this reason, and also be-
cause of constant returns to scale and fixed proportions, the average
cost for each producer equals marginal cost, which in turn, under the
assumption of perfect competition, equals price. Also, because the sup-
ply curve is flat, it is assumed that the elasticity of supply is infi-
nite. Again, it should be reiterated that these are short-run assump-
tions and do not necessarily apply in the long run.
When private industries are obligated to internalize the costs of
reducing pollution, their cost-input structures are affected, and under
perfect competition assumptions, prices will also be affected. Hence,
the supply curve will shift upwards assuming that increases in costs have
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led to increases in price. Cost increases can be caused, not only by a
direct increase due to the higher costs attributable to reducing pollu-
tion, but also from the purchase of inputs from other polluting indus-
tries whose commodity prices have increased because of pollution-abate-
ment standards. Introducing a downward sloping demand curve of constant
elasticity over the relevant range, the result is shown in Figure 5-5.
FIGURE 5-5: PRICE-OUTPUT RELATIONSHIPS IN THE INPUT-OUTPUT FRAMEWORK
P = $/Unit
Q = Units
The shift in the supply curve due to the increase in relative prices is
shown as ab, the vertical distance between S and S'. In order to arrive
at the new equilibrium at c, or to determine the actual reduction in
units (Q) brought about by the change in prices, demand price elastici-
ties must be introduced into the discussion. By the application of these
elasticities, the abscissa, c., for each industry can be found. The or-
dinate is already known. It is the new relative price obtained from the
dual equation. Given the coordinates of each point c., the result is the
new equilibrium output position for each industry in the input-output sys-
tem.
Four different types of price elasticities were considered: own-
c -- ---  -- b S'
a S
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price and cross-price elasticities in intermediate demand, and own-price
and cross-price elasticities in final demand. The reason is that given
the accounting conventions of input-output analysis, own- and cross-price
elasticities, which are generally only considered in a final demand sense,
must be disaggregated into intermediate and final demand because of sta-
bility considerations in the technology matrix and the assumption of
fixed-proportion production functions. That is, all intermediate or fac-
tor cross- and own-price elasticities are assumed to be zero. Without
this assumption, input substitution would begin to occur, producton func-
tions would be randomly affected, and the technology matrix would be un-
stable.
In terms of final demand elasticities, for the purposes of the
analysis, cross-price elasticities were also assumed to be zero. Hence,
changes in the prices of other goods are assumed to have no effect on the
particular good under consideration. In terms of complementary goods this
is reasonable due to the extremely high level of industrial aggregation
used in the model. Substitute goods, however, are more important. But
due to the lack of empirical data, this assumption was unavoidable. Thus,
only the effects of own-price elasticities of final demand were investi-
gated in the empirical work.
Income effects were also incorporated into the model. When the mul-
tiplier model is partially closed with respect to households, income and
consumption effects become an important part in determining the induced ef-
fects of price increases. Given negative own-price elasticities, increases
in prices will lead to reductions in output primarily through induced con-
sumption and income effects. Reduced consumption implies reduced disposable
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income, except in the case of inferior goods. The amount of reduction
depends on the specific income elasticity for each good. In terms of
supply and demand curves, as consumption diminishes the demand curve for
each commodity will shift to the left,while the supply curve remains con-
stant. The amount of each shift is determined by the specific income
elasticity of each good. This is shown in Figure 5-6.
FIGURE 5-6: EQUILIBRIUM EFFECTS OF INCOME ELASTICITIES
D' D
P = $/Unit I
IN N
2 £ Q = Units
The general form of the consumption function incorporating all
price and income effects is, therefore, given as:
kir"e M rie at
k c = pi ( fI p j) z.
jfi
where
k = consumption of good i,
c. = a constant,
.1
P = price of good i,
ei = own-price elasticity of good i (e <0),
p. prices of all other goods,
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e. = cross-price elasticities of other goods (e.<0),
J J
z. = income, and
.= income elasticity of good i (O<a.sl).
e
Thus, if the price of good i increases, p.i decreases since e.,
the own-price elasticity of good i is negative. This would cause a de-
crease in the consumption of good i. Likewise, if income decreases,
and ot (the income elasticity of good i) is positive, then consumption
of good i will decrease. In the input-output system, income elasticities
are assumed to be unitary primarily because in the actual implementation
of the model, personal consumption expenditures must equal income, ,which,
in turn, is a function of total output. Using nonunitary income elasti-
cities would violate this important accounting identity, especially since
in the multiplier phase of the analysis, the input-output system is closed
with respect to households, which means that consumption and income be-
come endogenous to the model.
Hence, in the model, two effects are considered in terms of the
implications of a shift in relative prices, own-price elasticity effects
for each commodity and income effects. The former are negative, while
the latter are equal to one. Thus, while the effects on output of nega-
tive own-price elasticities of final demand will be negative, through
reductions in consumption, unitary income elasticities will also mean
reductions in disposable income, leading to further induced reductions
in consumption and output in the system.
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PRESENTATION OF THE OVERALL MODEL
The previous sections have dwelt primarily on the theoretical and
accounting relationships underlying the structure of the input-output
model with the pollution sector included, the generalization of the model
to the multiregional case, and the interpretation of price effects in
the input-output framework. In the present section, the objective will
be to lay out the actual algorithm for each part of the model developed
in the thesis, showing: (1) the structure of calculations used in the
model, (2) how the data are incorporated into the model, and (3) the
kinds of results that the model can be expected to produce. As previous-
ly stated, the solution of the entire model entails the solution of four
parts: the price model, the price-output multiplier model, the pollution-
abatement expenditure model, and the trade-flow impact model. The pre-
sent section has therefore been structured to reflect this overall frame-
work, beginning with the price model.
Computational Structure of the Price Model
In the previous sections, the price model was developed in terms
of the accounting relationships required to incorporate the pollution
emission and abatement sectors, while an example was given of the model
in multiregional terms. In the present section, these considerations
will be combined into a multiregional Leontief-based price model, in
order to show how a new set of regional relative prices result when the
structure of A's, or the proportion of pollution that private industry
removes at its own cost, is known. The example to be used is set out
for the case of 2 industries and 2 regions, plus a pollution sector.
In the final calculations, 19 industries, 9 regions and the pollution
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sector were used. However, the illustration is exactly analogous to the
final model, showing, for all intents and purposes, the salient interac-
tions between the variables.
The main components of the multiregional price model with pollu-
tion sectors included involve technology matrices for each region aug-
mented by the pollution row and column, and expanded into block diagonal
form, and trade-flow-coefficient matrices for each commodity, including the
pollution industry, and expanded into appropriate diagonalized form.
The augmented technology matrices with pollution sectors included
are structured according to each region in the following manner:
01 01 01 02 02 02Region 1: a11 a12 b Region 2: a 1 al2 b
01 01 01 02 02 02
21 22 b2q 21 22 2q
01 01 01 02 02 02
e e e e e e
_ ql q2 qq_ 
_ ql q2 qq_
where
Oh
a = technology coefficients for each region, where i,j = industry
1 and 2, and h = region 1 and 2,
Oh
e qi = emission coefficents for each industry, where q = pollution,
and
Oh
b. = abatement cost coefficients for each industry.iq
These regional technology matrices are analogous to the augmented
technology matrix illustrated in Figure 5-1, aside from the notational
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change to avoid confusion in later manipulations. Although the matrices
for each region differ according to varying regional structures of produc-
tion, the abatement-cost coefficients and emission coefficients are identi-
cal across regions. Regional abatement and emission vectors would have
been more desirable, but data were unavailable.
In order to incorporate the technology matrices into the multi-
regional price model, the matrices are rearranged in the expanded block
diagonal form as follows:
01 01 01
11 12 bq 0 0 0
01 01 01
21 22 b2q 0 0 0
01 01 01
e e e 0 0 0
ql q2 qq
02 02 020 0 0 11 12 b
02 02 020 0 0 21 22 b2q
02 02 020 0 0 e e eql q2 qq
The structure of the expanded block diagonal matrix is identical
to the multiregional matrix discussed above except that in this case the
pollution sectors are now included.
The trade-coefficient matrices are then constructed for each com-
modity, including pollution as follows:
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Commodity 1: cl1 c 12l Commodity 2: c 1 c2 Pollution: c3 c3
21 22 21 22 21 22
1 c c2 c2 c3 c3
where
cg = the trade coefficient showing the fraction of total con-i
sumption of commodity i in region h that is transported
from region g, where i = commodities 1,2,3, and g, h = re-
gions 1 and 2.
One important assumption is that the commodity called pollution,
c3, is not traded from region to region; that is, actual pollution is not
shifted from region to region. This is not unreasonable at a fairly high
level of spatial aggregation such as the nine census regions. However, at a
lower level of aggregation, this shifting effect might hold some signifi-
cance. In any case, all the off-diagonal elements in the pollution trade-
coefficient matrix become zero such that egh = 0 when g # h. This results3
in a unit identity matrix for pollution. Expanded into multiregional form for
inclusion into the price model, the resulting trade-coefficient matrix is:
11 12C1  0 0 C1  0 0
11 12
0 0 c 12  0
0 0 11 0 0 12
cO 0 0 i 0
1 2 2
C1  c 0 0 021 2
O c2 c 0 0 c
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The next step involves incorporating the expanded technology and
trade-coefficient matrices into the multiregional price model. This is
analogus to the example in equation (5-13), except that in this case, pol-
lution trade, abatement cost, and emission coefficients are included in
the model. Thus:
P= (CA) P + U
11 12c1 00c 0 0
11 120 c 0 0 c2 02 2
11 120 0c 3
21 22
c 1 0 0 c2 0 0
21 220 c 0 0 c2 02 2
21 22O 0 Oc
_ c 3 3]_
E
01 01 01
11 12 b
01 01 01
21 a22 b2q
01 01 A1
0 0 0
0 0 0
qle e 0 0 0
02 02 02
11 12 lq0 0 0 a02 a2 b 002 02 02
21 22 2q
02 02 02
0 0 qe e e
ql q2 qq_
T
'1
p4
Pq"2
'2
pq
-v2
p 1
2Q
p 2
_u q_
+
u
1
u
2
1
uq
2
u2
2
u2
2
u
_q_
Next, the equation system is expanded and the CA matrix transposed to
give the following results:
11 01 11 01 11 01
.c1 a11 c2 a21 c3 eql
21 01
c1 a 11
21 01 21 01
c2 a21 c3 eql
11 01 11 01 11 01 21 01 21 01 21-01
c1 a1 2  c2 a22 c3 eq2 c1 al2 c2 a22 c3 eq2
1101 1101 2101 2101 2101 2101
c1 blq c2 e2q c3 eqq bq c2 b2q c3 eqq
12 02 12 02 12 02
c1 a11  c2 a21 c3 eql
12 02 12 02 12 02
c1 a12 c2 a22 c3 eq2
12 02
_cb
12 02
2 2q
22 02
cI a
22 02 22 02
c1 a21 c3 eql
22 02 22 02 22 02
c1 a12 c2 a22 c3 eq2
12 02 22b02
c3 eqq cI q
22 02 22 02
c 2 b2 q c3 eqq
"1
P2
"'1
Pq
2
2
P2
+
or:
"1
Pi
p1
p2'1
".41
pq
"'2
Pi
"'2
P2
Lpq_
'i
2
"1
Pq
-'2
1
"u2
-q_
U1
u1
1
u
q
2
u 1
2
u2
2
_u
(5-17)
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The next step involves the implementation of the assumptions pre-
viously discussed:
1. Pollution is not traded from region to region. Thus, all c gh3
elements where g # h become zero, and all c gh elements where g = h3
become 1.
2. Pollution generated by the pollution-abatement sector is zero.
oh
Thus, e = 0, where h = 1,2, and
qq
3. The emission coefficient for each industry equals the coefficient
timesk where Xvaries between 0 and 1 depending on the exogenous
oh oh
policy variable under consideration. Thus, e. =X e. where
ip ip
i = 1 and 2.
Implementing these assumptions and multiplying the CA matrix with the p
vector gives the following results:
1 11 01%l 11 01%l 01l1 21 Ol%2 21 01%2 1
p1  c1 a1 1p1  c2 a2 1p2 Xeqlpq c1 a1 1 p, c2 a21p 2  0 u1
1 11 01U1 11 Oll Oll 21 01%2 21 Ol2 1
p2  c1 a1 2p1  c2 a2 2p2 Xeq2 pq c1 a1 2p1  c2 a22p2  0 u2
1 11 01l1 11 01%1 21 Ol%2 21 Ol%2 1
pq c p cb2 2q2 0 c 1  p c2 2qP2 0 u2
2 12 02%l 12 02%l 22 02%2 22 02%2 02%2 2
P1  c1 a11 p c2 a2 1P2  0 c1 a11pl c2 a2 1p2  eqlpq u
2 12 02%l 12 02'1 22 02%2 22 02%2 02%2 2
p2  c1 a1 2p1  c2 a2 2p2  0 c1 a1 2p1  c2 a2 2 p 2  Xeq2 pq u2
2 12 02%l 12 02%l 22 02%2 22 02%2 2
Pq_ c b qP1  c2 b 2q 2 0 c1 b qp1  c2 b2qpl 0 u
This final equation set shows clearly the structure of the multi-
regional price model with the pollution sectors included. For the entire
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solution system, if A equalled zero, then the private sector would assume
no costs of pollution abatement, and the entire system would reduce to a
three-industry, two-region model, assuming the existence of the abatement
sector. If not, the system would reduce to the basic price model with two
industries and two regions as discussed previously. Introducing a nonzero
A augments the cost structure of all industries with the exception of the
abatement industry itself, which is assumed to have no pollution. Thus,
unit prices for each commodity are augmented by the amount of pollution
the industry producing that commodity is required to remove, depending on
the value of A. This is the direct price effect of pollution abatement.
Subsequently, increases in the unit costs of each commodity will be passed
on to other industries in successive rounds according to the proportion
that the input commodity occupies in the production function of the re-
ceiving industry. These successive rounds of input usage are modeled by
the inversion process, shown by the following equations in matrix notation:
P (CA) P =U
- (CA)T] = U
A Tu-
S= [I- (C) ]~ U (5-19)
The solution to the system of equations is analogous to the stan-
dard multiregional price model in equation (5-15), the difference here
being that the technology matrices have been augmented by emission coeffi-
cient rows and abatement-cost coefficient columns. Thus, the solution for
the vector of relative prices, , shows the final direct and indirect ef-
fects of an initial increase in the cost of each commodity as a function
of X.
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Several important points should be made relative to the interpre-
tation of the results. First, Xe.. has been defined as representing the
LJ
portion of total pollution emitted by industry i that is removed by the
same industry i. In terms of units, it is interpreted as tons per unit of
output measured in value terms. The critical point is that in actuality,
the function of Xe.. is not defined directly in terms of monetary cost,
J
as are the other inputs into the production function. It is simply the
proportion of pollution that industry i must remove. In short, it is not
a measure of the actual cost incurred in the removal of the given amount
of pollution, but, strictly speaking, a physical proxy for cost in mone-
tary terms. Operationality in the model is maintained by two critical
assumptions: that all commodities are valued in monetary units with
prices equal to 1 in the base period, as was previously discussed, and
that the total physical amount abated by each industry as given by its X
and implicit in its Xe.. in the emission coefficient corresponds to the
ILJ
monetary expenditure of the same industry to abate the same amount of
pollution, which is given in the abatement-cost coefficient. Hence, the
Xe.. is integrated into the model due to the Leontief price assumption,
1LJ
and maintains a consistent relationship to actual cost in terms of the
abatement-cost coefficient. Additions or reductions to pollution expendi-
tures for each industry as given in the abatement-cost coefficient simul-
taneously imply equal additions or reductions to the A for the same indus-
try and vice-versa. However, within the production function itself, the
increase in cost associated with the Xe.. consists not of the actual cost
IJ
of the abatement, but the proportion of the total pollution emitted that
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the industry is required to remove, which is in actuality a physical quan-
tity.
The second point involves the assumption of nontransferability of
pollution from region to region. If this assumption did not hold, or the
off-diagonal elements in the pollution trade matrix, c3h (where g 0 h),
were not zero, than A's would have to be assigned to those elements con-
taining cgh (where g # h) in equation set (5-17). The result would be
that firms in one region would be paying to abate pollution from other
firms in the same industry in another region. This has no empirical val-
idity, assuming heterogeneous ownership of firms in any industry. Thus,
the use of the model may not be applicable at low levels of spatial ag-
gregation such as the county level, where the transfer of pollution may
be an important issue. However, pollution-abatement inputs are traded
from region to region as a function of the proportionate flow of commod-
ity inputs into the pollution-abatement sector. This is shown most clear-
ly in equation set (5-18).
A third point involves the assumption of the equality of emission
coefficients, abatement-cost coefficients, and 's across regions. Unfor-
tunately, the pollution data for the model were developed at the national
level without taking into consideration regional differences in production
and emission. Thus, the assumption of equal coefficients was unavoidable.
With respect to the Xs, the assumption is valid to the extent that federal
standards are uniform across regions. However, to the extent that federal
standards are augmented by state and local environmental control policies,
the uniformity of the X across all regions should be carefully reconsi-
dered.
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In addition, although the model was implemented according to the
computational structure shown in equation sets (5-18) and (5-19), as was
mentioned previously, other forms of the price model discussed in the
previous chapter can also be used at this stage of the analysis. One
example would be to take the abatement-cost data that were used to gener-
ate the abatement-cost coefficients, and utilize them as additions to
value added as shown in the standard price model. In addition, the vari-
ous analytical uses of the price model discussed previously can also be
incorporated at this stage of the model, thus increasing its flexibility
and potential range of analysis.
Computational Structure of the Price-Output Model
Once the vector of new relative prices is obtained, the next step
is to determine their effects on the structure of output. Before begin-
ning a description of the computational structure of the model, however,
some general observations are in order. First, the solution algorithms
for the second and third computational phases both involve modifications
to the partially-closed standard multiregional multiplier format designed
to include the direct, indirect, and induced impacts of value added and
personal consumption expenditures. Second, the pollution sector is now
excluded from the calculations. It is only introduced in terms of the
vector of new relative prices resulting from the first computational
phase. Hence, although the standard partially-closed technology matrix
to be used in the example below shows three sectors, the third sector is
no longer the pollution sector, but rather the value added row and con-
sumption coefficient column used in standard closings of the model. The
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example will initially be given for two industries, the household sector,
and one region to illustrate the internal composition of the model. After
that, the model will be generalized to multiregional case. The solution
format is as follows:
1 a al2 al X1  bl
2 = 21 a22 Ya2 x2  + Yb2 (5-20)
3 _ 1 2 u3 3 Lb3
where
x. = output of industrial sectors 1 and 2 (where i 1,2),
and output necessary to satisfy final demand of the
household sector (where i = 3),
a.. = technology coefficients for industries 1 and 2 (where
IJ
i,j = 1,2),
ybi = exogenously determined vector of final demands (where
i = 1,2), and exogenous final demand of the household
sector (where i = 3),
u. = adjusted value added per unit of output for industries
1 and 2 (where i = 1,2), and value added per unit of
output in the household industry measured in terms of
wages and salaries (where i = 3),
y. = endogenous vector of final demand, given as the vector
of household personal consumption expenditure for the
commodities of industry i (where i = 1,2), and:
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y . = k. p. where:
k. = consumption coefficient, or the value of per-
sonal consumption expenditures for good i divid-
ed by total personal consumption expenditures
(i = 1,2),
p = exogenously determined relative price for commo-
dity i,
-e-
e = the own-price elasticity of good i where p i
equals the price of good i raised to its own de-
mand price elasticity.
Assuming for the moment that the vector of relative prices is set
at 1, so the endogenous final demand vector is composed entirely of cons-
umption coefficients, what remains is the standard partially-closed matrix
multiplier, where personal consumption expenditures have been isolated
from the original final demand vector and made endogenous to the model
by expressing it in coefficient form in the technology matrix. Likewise,
the new row of value added coefficients represents income in terms of
wages and salaries that have been made endogenous by isolating them from
the other value added components, such as taxes, imports, and inventory
depletions. Partially closing the model in this way is akin to assuming
a new industry--the household industry. The output of the industry is the
income it receives from other sectors, and the inputs are the uses for
which the income is utilized by households for the purchase of goods and
services.
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When relative prices change, or the vector of relative prices
becomes some multiple of 1, and is introduced into the model as such,
the technology matrix must be adjusted to reflect these differences,
specifically in the personal consumption expenditure column and the value
added row. Initially, the endogenous vector of final demand, which is
%e.
composed of personal consumption expenditures, y.= k.p.i, is solved with
respect to the new vector of relative prices. Holding consumption coeff-
icients constant, it can be seen that increasing the p, or relative price
by some proportion greater than one, given negative exponents for price
elasticities, will result in an overall reduction in the endogenous final
demand component. This new endogenous final demand for commodity i, is
then placed into the standard matrix, and the row of value added coeffic-
ients is adjusted to be consistent with the new total personal consumption
expenditure. The adjusting method is to scale down each value added element
according to the same proportionate reduction by which personal consump-
tion expenditures were reduced. Hence, as consumption decreases as a
function of the increase in prices, disposable income devoted to consump-
tion, in the form of wages and salaries, will also decrease, it being
recalled that income elasticities were assumed unitary and cross-price
elasticities zero.
Once the technology matrix has been adjusted for the new set of
relative prices, solving the overall model for the same set of exogenous
base-year final demands gives the net reductions in output by industry
that can be expected as a result of the increase in relative prices.
Stated in summary, the solution algorithm for the overall solution of the
price-output model involves the following steps:
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First, the standard partially closed model is solved in terms of
base-year 1963 final demands in order to establish the base-year 1963 out-
puts. These will be used to measure the changes in the base-year outputs
resulting from the change in relative prices.
Second, to implement the price-output model, the technology matrix
is partially closed with repect to the household sector, and the consump-
tion and income vectors are adjusted to reflect the increase in relative
prices.
Third, the adjusted technology matrix is then used to solve for
outputs in terms of the same set of 1963 base-year final demands. The
resulting output figures should be lower than the 1963 output values, given
the adjustments in the technology matrix.
Fourth, the 1963 base-year output values are subtracted from the
resulting price-adjusted output figures to arrive at the net change in
industrial output, in 1963 prices, resulting from the pollution-policy-
based price effect. The results are thus interpreted as reductions in
1963 base-year outputs caused by the pollution-policy-based price effect.
Because of the fact that the data used to implement the model,
namely the emission and abatement-cost coefficients, are stated in terms
of 1985 steady-state emission and abatement rates, and valued in 1971
prices, certain adjustments had to be made to the data before implementing
the model. These are discussed in more detail in the next chapter concer-
ning the nature of the data used in the model. For the purposes of the
present discussion, however, the implication is that the actual results
represent 1985 steady-state emission and abatement-cost parameters expressed
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in terms of 1963 base-year outputs.
The internal mechanics of the actual solution are illustrated in
the following example for three industries, including the household sector,
and one region. Expanding equation (5-20) gives the following results:
xy = a11x1 + a2 2 + yalx3 +ybl (5-21a)
2 = 21 1 + a22 2 + ya2x3  + yb2 (5-21b)
x3 1 1 + 2 + u3x3  + yb3 (5-21c)
Although the system is generally solved through the inversion pro-
cess, the solution is written below, for x1 and x2 as a function of x3 in
order to illustrate the internal structure of the actual solution. To do
this, x3 must be expressed as a function of x1 and x2. Thus, taking
equation (5-21c):
x - ux = + ux +
3 - 3 1  + x2  + yb3
x3 (- u 3) 1 + 2 + yb3
3 l u 2 b3 (5-22)
1 
-u3
Equation (5-22) is then substituted into equations (5-21a) and (5-21b):
11 1 12 2 + al 'l 1.2 + b3 + ybl
1 3
x a x + a x + y x + uyx2+ y +2 21 1 22 2 ya2 1 + 2 + b3 + b2
1 - 3
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Expanding and simplifying the equations then gives the following results:
x =a + y all] x1 + a12
x2= a 2 1 +a2 u 1 x1 + a22
1 -u 3
+ yal2 ' 2 + yal b3 + ybl
1-u 3J 1 -u 3
a2 2 2 + a2b3 + yb2
1-U3 1 - u3
As was discussed earlier, y - ki p i, or the endogenous final demand for
sector i (personal consumption expenditure) equals the consumption coeffi-
cient for that industry times the price per unit of its product raised to
its own demand price elasticity. In the base year, when p= 1, y. re-
duces to k.. Therefore, when the partially closed model is solved for 1963
base year final demands with prices equal to 1, the result is as follows:
x = a + k x1  + a12
1-u3 
+
x 2 = a21 + k 2 1 1 + a 22
L 1-u3- U
+ k1U2  x2  + k yb3  + ybl
1-u3J 1 - 3
+ k2 2 2  + k +2b3 b2
1-u 3- 1 - U 3
Each equation in equation set (5-23) shows the amount of increase
in intermediate inputs, income, consumption, and final demand that would
result from a one dollar increase in demand for good i. The elements in
the first bracket state that inputs of good 1 into good 1 will increase
(5-23)
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by a1 1 or the amount of direct input of good 1 in the production of good
1, plus the amount of consumption of good 1 (k ) that is generated by the
increased amount of income from the labor that is used to produce good 1
(U ),as well as the amount of income generated in the household sector
(u3). In addition, looking down the input column for good 1, the amount of
good 2 utilized in the production of good 1 will increase by a2 1, or the
amount of direct input of good 2 into the production of one unit of good
1, plus the amount of consumption of good 2 (k2 ) that is generated by the
increased amount of income from the labor utilized to produce good 1 (u ),
as well as the amount of income generated in the household sector (u3 ).
Reading along the output side, or across row 1 and 2, the multiplier
equation can be seen to be essentially a modification of the general
X = AX + Y output relationship. In this case, however, the intermediate
technology coefficients are each augmented by terms representing consump-
tion, value added, and household income, while the final demand term is
augmented by final demand for the output of the household sector modified
by consumption and household income.
Once the internal structure of the solution algorithm has been laid out,
it is now easy to see the implication of a shift in relative prices. As
stated above, the discussion has proceeded along the assumption that yai
k ipi = ki or thatp = 1, in the base year. When relative prices change,
however, the technology matrix and ultimately the entire solution algo-
rithm is adjusted to reflect these differences. The result in terms of
equation (5-23), therefore, is as follows:
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'e - - - ;e - - r\-e
xy =~a 11  + k pilu x + a1 2 + k pilu2 2 + k lpllyb3 + ybl
S 3 1 - u3 1u 3
(5-24)
x 2 a21 + k2 22uI xl + a22 + k2 p22u 2 + k2 2yb3 + y b2
1 -u 3 1 u 3" 1 - U3
Thus, in equation (5-24), pii is set in every position where prev-
iously pi had been assumed equal to 1. Initially, it should be clear
that price changes with affect only those terms that involve personal con-
sumption; that is, the price effects concern only the induced effects of
economic expansion and not the direct effects in terms of the allocation
of intermediate inputs. This is a consequence of the previous assumption
of zero cross and own-price elasticities for intermediate demand. When
prices increase, or, p. (for i = 1,2,3,...,m industries) is expressed
as a number greater than 1, given negative own-price elasticities as exp-
be
onents, it can be seen that each of the six terms containing p i in equa-
tion set (5-24) that expresses the induced consumption effects of an inc-
rease in final demand with diminish, both due to the effect of the Pi, as
well as the adjustment downward in the value added coefficients (u ). The
total of the direct, indirect, and induced effects when prices are greater
than 1 will, therefore, be less than the sum of direct, indirect, and
induced effects when prices were originally set at 1. This difference is
precisely the measured difference in induced consumption that results when
prices rise. When used to solve for each of the industrial outputs with
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1963 base-year final demands, the net result will be seen to be less than
the total outputs in the base year with prices equal to 1.
In terms of generalizing the model to the multiregional case, the
essential elements consist of the partially closed regional technology
matrices expanded into block diagonal form, as in the multiregional price
model, as well as the expanded matrix of trade coefficients. An example
is given of a two-commodity, two-region model with the household sector
included. The case illustrated below is given for the baseline situation
in which prices are initially assumed to be zero. Thus:
X = C(AX + Y) (5-25)
or:
1- - 11 12 - - 01 01 01 1 1-
x 1 1 11 12 k 0 0 0 x y
1 11 12 01 01 01 1 1
2c 0 0c 0 a2 a2 k2 0 0 0 x2  2
1 11 12 -01 -01 01 1 1
x3 0 0 c3  0 0 c3  u1  U2  u3  0 0 0 x3  Y3
2 c21  022 0 00 0a 02  02 02 2+ 2
1 0 1 0 1 1  2 k1  x 1
2 21 22 02 02 02 2 2
2 2 2 21 22 2 2 2
2 21 22 -02 -02 -02 2 2
x 3  0 0 c3  0 0 c3  0 0 0 u1  u2  u3  x3  L3
Multiplying the system through, and simplifying the equation system pro-
duces the following results in equation set (5-26) below:
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1
xl
1
x2
1
x3
2
xl
2
x2
2
x3 _
11 01 1 01 1 01 1 12 02 2 02 2 02 2 7
c1 (a1 1x1 + a1 2'2 + kl x 3 ) + c (a11x1 + a1 2x 2 + k1 x 3)
11 01 1 01 1 01 1 12 02 2 02 2 02 2
c2  a2 1x1  a2 2 2  2  3) 2 (a2 1 1  222 2 3)
11 -01 1 -01 1 01 1 12 -02 2 -02 2 02 2
c3 (u1 x1 + u2 x2 + u3 x3) + c3 (u1l x1 + u2 x2 + u3 x3)
21 01 1 01 1 01 1 22 02 2 02 2 02 2
c1 (a1 x + a1 2  + k1 x3) + c 1 (a11xl + al2x 2 +k 3
21 01 1 01 1 01 1 22 02 2 02 2 02 2
c2 (a21x1 + a2 2x2 + k2 X3 + c 2 (a2 1x1 + a2 2 2 + k2 x3)
21 -01 1 -01 1 01 1 22 -02 2 -02 2 02 2
c3 (u 1 x 1 + u2 x2 + u3 x 3) + c 3 (u1 x1 + u2 X2 + u3 x 3
+
11 1 12 2
ci yl + Ci Yl
11 1 12 2
C2  2 + c2 2
11 1 12 2
C3  3 + c 3  3
21 1 22 2
c y + c 1 y1
21 1 22 2
C2  2 + c2 2
21 1 22 2
C3 3 + c 3 3
An examination of equation set (5-26) should begin to reveal the inter-
nal mechanics by which regional allocation of production is determined. For
example, row 4 states that the total output of good 1 produced in region 2
(x2), is composed of: (1) that portion of good 1 used as intermediate goods
to roucegods an 2 01 1 01 1
to produce goods 1 and 2 (a 1 x  + a 12x2 ), plus the induced consumption of good
01 1
1 (k 1 x3 ), all of which is shipped to region 1;. (2) that portion of good 1
used as intermediate goods in the production of goods 1 and 2 (a02x + a2x2
02 2
plus the induced consumption of good 1(k0 x3 ), all of which is utilized in
region 2; and (3) the final demand for good 1 that is consumed in region 1
21 1 22 2(c1y y), and region 2 (c1 y1 ).
In the final implementation of the model, the personal consumption exp-
enditure and value added vectors are adjusted to reflect the increase in rel-
ative prices. In the context of equation (5-26), this means that all the ki
rue.
values are multiplier by a factor, pii, reflecting the increase in the price
of good i raised to its own negative demand-price elasticity. Subsequently,
(5-26)
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as consumption decreases due to negative own-price elasticities, the value
added (in terms of wages and salaries) vectors for all regions are adjusted
to reflect the reduction in total personal consumption expenditure. Once
adjusted, the regional technology matrices are used to solve for the same
set of 1963 base-year final demands as prevailed before prices shifted. The
net result in terms of industrial outputs in all regions can be seen in
equation (5-26). Output for goods 1 and 2 will diminish by precisely that
Oh
amount by which the induced household consumption terms (k where i,h =
1,2) have been adjusted downward by the shift in relative prices, ei. This
downward adjustment is apportioned by region and is shown in the first and
second, and fourth and fifth rows. Furthermore, the output of the house-
hold sector, in terms of disposable income, will also diminish in all regions
as a function of the adjustments made to the value added coefficients in all
regions. These adjustments are seen in the u's in the third and sixth rows.
The final solution of the system of equations to determine the direct,
indirect, and induced consumption effects of the shift in relative prices
involves the solution, through inversion, of the output-primal model. Start-
ing from equation (5-25), in matrix notation, the solution steps are as
follows:
X = C(AX + Y)
X = CAX + CY
X - CAX = CY
X(I - CA) = CY
X = (I - CA) CY (5-27)
Thus, given the technical relationships that exist in the production pro-
cess, trade flows between regions, and the vector of final demands, the total
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output of each industry in each region reflecting direct, indirect, and
induced effects can be calculated. In summary, the solution procedures
involve the solution of the system for base year 1963 final demands with
prices equal to 1, adjustment of the regional technology matrices to reflect
the shift in relative prices, which result from the calculations in the first
computational phase, and the solution of the system using the same 1963
base-year final demands, but with the technology matrices adjusted for the
price changes. Finally, the two outputs are compared by industry and region
to determine the net changes in the industrial and spatial distribution of
production.
Computational Structure of the Expenditure-Multiplier Model
As discussed previously concerning the computational structure of the
price model, the total amount of pollution abated by each industry, given
by the X in the Ae.. coefficient, is analogous to the actual amount spent
by that industry to abate the same amount of pollution, which is expressed
in terms of the abatement-cost data used to construct the abatement-cost
coefficient. Hence, theAe i. is to be seen as essentially a proxy for the
actual monetary cost of abatement, and the augmentation of each industry's
production function is on the basis of the proportion of total pollution
removed, rather than the actual cost of its removel. It is that proxy
variable that forms the basis Qf the increase in production costs used to
determine the shift in the structure of relative prices. In the expenditure-
multiplier model to be discussed presently, the actual pollution-abatement-
expenditure data, in monetary terms, analogous to the value of A for each
industry, are analyzed with respect to their multiplier effects in the
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economy. The increases in productivity in the economy that emanate from
pollution-abatement expenditures, therefore, are based on the same set of
generating conditions that resulted in the reduction of output due to inc-
reases in relative prices.
The method by which the multiplier effects of pollution-abatement exp-
enditures are measured involves the same standard multiplier format used
in the price-output model discussed previously. The main difference is that
the closed regional technology matrices are used in their original unmodi-
fied form, while the structure of exogenous final demand Is changed. More
specifically, each industry is augmented by the increase in final demand
for those goods and services that it provides as direct inputs into the
production of pollution-abatement technology2 As will be discussed in more
detail in the next chapter, data for actual new investment, operations and
maintenance, and capital cost expenditures were available for each of the 19
multiregional input-output (MRIO) industries used in the analysis. These
data were used to augment the existing exogenous 1963 base-year final demands,
and calculate the direct, indirect, and induced increases in 1963 outputs
resulting from the increases in final demand due to pollution-abatement
expenditures, measured in 1963 prices.
The equation system by which the analysis is carried out is analogous
to equation set (5-26) except the standard partially closed technology mat-
rices are used in unmodified form.
However, due to the fact that abatement-expenditure data are only avai-
lable at the national level, certain allocation procedures were necessary
2Although, strictly speaking, the increases-in final demand are composed
both of direct expenditures for intermediate goods and services as well as
actual new investment, they have been lumped together and treated in the form
of an expenditure multiplier.
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to distribute pollution-abatement expenditures on a regional level. The
method selected was to distribute pollution-abatement expenditures on the
basis of the proportion of regional to national output for each industry.
Although a somewhat mechanistic procedure, given the lack of regional data
on pollution-abatement expenditures, it was the most direct and effective
method of allocating regional expenditures.
The Determination of Trade-Flow Impacts
Changes in the structure and magnitude of interregional trade that re-
sult from both the pollution-policy-related price effects and investment in
pollution abatement technology constitute another important dimension in
the determination of the regional impacts of environmental-pollution policy.
The net result for any region will depend not only the extent to which it
is able to generate the production of abatement technology to meet its own
needs, but also on the extent to which it can export to other regions.
Can the region produce more than its own domestic need, exporting the sur-
plus, and therefore achieving an improvement in its trade position relative
to other regions, or will it have to import abatement technology, thereby
incurring both the loss of benefits from increased domestic output and the
prospects for increased output and productivity through interregional trade?
The final phase of the model was designed to explore those issues through
an analysis of the trade-flow impacts of the environmental policy-based
price effects and investment in the pollution-abatement industry.
The method by which this is done involves the same data that were
utilized in earlier portions of the model to determine output impacts. The
four necessary data components include: (1) the vector of total outputs,
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(2) final demands for all regions, (3) regional technology coefficient mat-
rices, and (4) individual regional trade-coefficient matrices. Given con-
stant technology and trade coefficients derived 1963 base-year data, the
result is that trading relationships in terms of the proportional alloca-
tion of trade between regions remains constant, but the total amount of
trade will vary as a function of changes in both final demand and total
output. As the data are in constant 1963 dollars, the changes represent
divergent levels of shipping activity based on 1963 relationships and values.
The solution procedure involves the determination of interregional trade
flows for the 1963 standard closed model with 1963 outputs and final demands,
and the case reflecting both the pollution-price effect and pollution-
abatement expenditures. After solving for trade flows in both cases, net
changes in imports, exports, and trade balances are calculated for each
region as a function of base-year trade flows.
The steps by which the calculations are carried out are as follows:
^ rT
A cm X= D (5-28)
where
A = expanded regional technology coefficient matrix (mnxmn),
where m = number of industries, n = number of regions,
X = vector of total outputs (mnxl),
D = matrix of intermediate demand (mnxmn), and
cm = column multiplication -- every element of a column of a
given matrix is multiplied by the corresponding element of
a given row vector, which is equivalent to multiplying each
column by a scalar.
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When the technical matrix is column-multiplied by total output,
the resulting matrix shows the amount of intermediate product consumed. In
the actual operation, the vector total industrial output is transposed to
allow the column multiplication procedure. The value of the D matrix will
change for each output situation being examined, in this case, for the policy
and base year case described above, but the relationships between the tech-
nical input coefficients do not change.
Each row in the D matrix is then summed so that the total represents
the total amount each industry demands for use as an intermediate product
by other industries.
mn
Z d.. = D (where i = 1,2,3,...,mn) (5-29)
j=1 j
The column vector of total intermediate demand is then added to the
column vector of final demand. The result is the total amount of product
that is demanded by each producing industry.
D + Y G (5-30)
where
Y = vector of final demand (mnxl), and
G = vector of total intermediate and final demand (mnxl).
In the final step, the trade-coefficient matrix for each industry
is column-multiplied by the transposed total demand row vector to form the
commodity-trade matrix for each industry. In the computation, the vector
of total demand is broken down into m, nx1 vectors. The solution cannot
be achieved through the use of the expanded C matrix because of its parti-
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cular diagonalized format, and must be carried out for each individual ind-
ustry.
C cmG = T (5-31)
where
C = individual trade-coefficient matrix for each commodity (nxn),
and
T = matrix of trade flows for each commodity. There are m trade-
flow matrices, each nxn.
The final demand and output vectors are the only sets of data that
change in the calculations for the base year and the policy-adjusted case.
The base year computations utilize 1963 technology and trade-coefficient
matrices with 1963 final demands and outputs to establish base-year trade
flows. The policy adjusted case uses the same technology and trade matri-
ces, but with final demands adjusted for pollution-abatement expenditures
and outputs adjusted for both abatement expenditures and the policy-based
price effect. The resulting trade flows are then compared to determine the
net changes in trade flows resulting from both the policy-based price effect
and pollution-abatement expenditures. The results, in terms of changes in
total exports, total imports, and trade balances by region are then expressed
as percentages of base-year flows. The final results are shown in Chapter
7.
Before discussing the final results, however, because of the nature
and importance of the data used in the model, some attention will be given
to the data in the next chapter. Some of the issues pertaining to the use
of the data include: the nature of its definition; the manipulations nece-
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ssary to construct the A's, the emission and abatement-cost coefficients,
and price elasticities, and the adjustments needed to incorporate the data
into the multiregional input-output framework.
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CHAPTER 6
MODEL DATA REQUIREMENTS
As discussed in the previous chapter, the implementation of the
overall model involved four components: (1) the price model, (2) the
price-output model, (3) the abatement expenditure-multiplier model, and
(4) the calculation of interregional trade impacts. Relationships be-
tween the various parts were also critical to an evaluation of the re-
sults. For example, expenditure multipliers resulting from the flow of
funds into the abatement sector had to be consistent with the amounts
being paid out by polluting firms for there to be any meaningful rela-
tionship between the reductions in output resulting from an increase in
prices and increases in output due to pollution-abatement expenditures.
Thus, the problem of the definition, accuracy, and consistency of the
data became a critical element in the interpretation of the final re-
sults, as well as an element in the structural consistency of the model
itself. In the present chapter, the nature and characteristics of the
data base will be discussed in detail before presenting the final re-
sults in the next chapter.
THE STRUCTURE AND UTILIZATION OF EXOGENOUS DATA
The basic input-output components, regional technology matrices,
and interregional trade-flow matrices were available from the multi-
regional input-output (MRIO) project in the Department of Urban Studies
and Planning at the Massachusetts Institute of Technology.1 In order
1The MRIO data are in producer prices. Although purchaser pri-
ces would have been more desirable as they contain transportation,
wholesale,and retail margins, resources did not exist at the time to
transform the data.
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to implement the model, however, additional data were necessary for the
calculation of the emission coefficients, the abatement-cost coeffici-
ents, the X's used in the price calculations, and the aggregated-price
elasticities used in the price-output calculations. These data were
available from two sources, Resources for the Future (RFF), which pro-
vided data for the As and the emission and abatement-cost coefficients,
and the Clopper Almon Interindustry Forecasting Project at the Univer-
sity of Maryland (INFORUM) model, which provided the price-elasticity
data. The RFF data will be discussed in detail in the present section,
while the price-elasticity data will be discussed in the section con-
cerning the aggregated price elasticities.
The RFF data were generated from the RFF Strategic Environmental
Assessment System (SEAS) model utilizing scenario ORSA B. 75. In es-
sence, the SEAS model is a national economic growth model, based on 1975
base-year data, which was used to project industrial output, emissions
generation, and emission abatement for 6 time periods, 1971, 1975, 1985,
2000, 2010, and 2025. The economic growth and emission projections were
based on industrial engineering data and specific economic-growth as-
sumptions,2 while emission-abatement projections were based on air-qual-
ity standards, as specified by the federal 1974 new source performance
standards and the implementation of state air quality standards by 1977.3
The data represent a hypothetical set of projections based on a given
The economic assumptions are listed in an RFF printout entitled
"Residual Report," while the engineering assumptions are listed in another
printout, "Abate Input Data."
3Although the analysis was done for air pollution, data also exist
for water and solid-waste generation.
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set of assumptions from which data were extracted for the purposes at
hand. The time period for which the data were extracted was chosen to
be 1985, as this represents the closest projection period subsequent to
the implementation of federal and state air-quality standards. In ad-
dition, the economic projections can be expected to be more accurate
in the short run, given the input-output assumptions inherent in the
SEAS model. The year 1985, therefore, represents a steady-state equili-
brium in which economic growth, pollution emission, and pollution abate-
ment are in balance. What the present analysis does is to draw from
those projections and make inferences concerning the price and expendi-
ture impacts stemming from the same set of generating assumptions. The
price effects from pollution-related changes in industrial production
functions, for example, are directly related to the patterns of output
growth in the economy and the amount of residuals generated and abated.
This is essential to keep in mind as it forms the basis from which data
consistency as well as the final results can be evaluated. In addition,
the economic growth projections from which the emission and abatement-
cost coefficients were computed do not match the output and growth pat-
terns that are part of the multiregional input-output data base. Thus,
in the utilization of the data, adjustments were necessary and are dis-
cussed below.
The specific pieces of data that were constructed from the RFF data
base were the emission coefficients, the abatement-cost coefficients,
and the structure of A's implicit in the SEAS model projections. Three
pieces of information were necessary for this purpose: (1) projections
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of gross and net residuals, cross-classified by industrial sector and
criteria air pollutants, (2) projections of gross output by industry, and
(3) projections of pollution-abatement expenditures by industry. Projec-
tions of gross and net residuals by industry were available in the RFF
printout, "Air Residuals by Sector." Projections of gross output were
drawn from "Output Values for 1985 (S2V2)," also from RFF, and pollution-
abatement expenditures by industry came from the RFF "Abatement Cost Re-
ports (ABATE S2V2)." All data were in terms of the Almon 1856sector classi-
fication and had to be aggregated to the MRIO 19-industry classifica-
tion to be incorporated into the model.4
The most important and basic piece of data was the residuals
projection by industry and polluting agent or process. It is shown in
Table 6-1, cross-classified by type of criteria air pollutants. The rea-
son for its importance is that it is used in the calculation of the emis-
sion coefficients, the abatement-cost coefficients, as well as the 's.
A close examination of the table should reveal the specific nature of
the kinds of air pollutants under examination, their relative distribu-
tion, and the industrial processes responsible for their generation.
One caveat should be mentioned here. The Almon classification
system includes three dummy sectors: 9, 79, and 185, which, with the
exception of 185, carry no definition and are used essentially as catch-
all sectors to classify industrial functions that do not fit into the
classification system. Out of the projected grand total of 291,009,977
4
See Appendix 1 for a cross-listing of the Almon 185-sector
and MRIO 19-industry classifications.
TA1LE 6-1: EMISSIONS BY INDUSTiRY AND 'OL1LUTING A(INT ( 1 i'i1i0CEYS
MItlO 11-nduitry Polluting Pollution irtticilntep Sulfur Oxiden Nitroge n Oxiden nydrocarbona Carbon Mnnoxide
Clanafication Sector Generating Groms Net Abated Gross Net Abated Grons Net Abated Groan Net Abuted rons Net Abated(ALMON 105 . Agent
Industry or Proress (tons) (tone) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tone) (tona)
Clnsqitication)
(1) Livestock and none none - - - - - - -
Liventock
Products
sactor Sutotal - ' * * '
(2) Other Agricul- none none - - - - - - - - - -
tural Products
Sector Subtotal - - - - - - " * - * - - * -
(3) Coal Mining (14) Coal Mining (1) Coal 502,147 2,383 499,764 - - - - - - - -
cleaned
and dried
(2) Coal - - - - 66,093 25.365 40,728 - - - - - - -
synthetic
falls
Sector Subtotal 502,147 2,383 499,764 66,093 25,365 40,728 - - - - - - -
(4) Crude Petro- (15) Crude (1) Industrial 11,70a 11,709 0 408 408 0 113.493 113.493 0 1,974 1,974 0 11,029 11,029 0
lem, Nattral Petroleum, Combus-
Gas Natural tion of
Gas Natural
Gas
(2) Sour - - - 507.179 962 506,217 - - - - - -
Natural
Gas Pro-
cess
Plant.
Sector Subtotal 11,700 11.709 0 507,587 1,370 506,217 113,493 113,493 0 1,974 1,974 0 11,029 11,029 0
(5) Other Mtn ng none none - - - - - - - - - - - - -
Sector Subtotal - * ' ' * -
(6) Construction none none - - - - - - - - - - - -
S-ctor Subtotal
(7) Food, Tobacco, (26) Grain Mill
Fabrics, Ap- Products
parel
(1) Industrial 33,609 319
Combus-
tion of
Coal
(2) Industrial 1.803 1,803
Combus-
tion or Oil
(3) Industrial 485 485
Combus-
tion of
Natural
Gas
33,290
0
0
18,640 18,137 503
21,971 21,971 -. 0
4,394 4,394 0 178 178 0 381 381 0
5,075 3,664 1,411 254 254 0 338 338 0
17 17 0 4,701 4,701 0 - 82 82 0 457 457 0
(35) Broad, Nar- (1) Industrial 42,449 403
row Fabrics Combus-
tion of
Coal
(2) Industrial 8,140 8,140
Combus-
tion of Oil
(3) Industrial 556 555
Combus-
tion of
Natural Gas
42,046
0
0
23,543 22,779 764
99,217 99,217 0
19 19 0
5,549 5,549 0 225
22,918 16,546 6.372 1,145
5,385 5,385 0 94
225 0 481 481 0
1.145 0 1.528 1,528 0
94 0 523 523 0
lAbl.l. 6-1 ( .4n' 1 ad)
ell) l-industry lIIlutinfg P-llution Partirulatea Sulfur Oxid.-h Nitrogen Omideu Hydrm prbona CdrI. nMonoxiJ.de
i.lilen5IIati4n1 hertur teneratIng Grosa Net Abated . Gomsa Not Abated Giross Net Abate*o trofe Met Abated Gru.ms Net Abated
(AUhdN 185 Agent '
Industry or Irucess (tons) (tuns) (tone) (tons) (tons) (tone) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons)
t:.imiftention)
-tur Subtotal 87,042 11.706 75.136 )63.407 162.140 0 48,022 40,239 7.7a3 1.978 1.978 0 3,70 3,70s 0
(a) Transporta- (133) Mtutor (1) industri- 69,130 657 68.473 38.341 37.097 0 9,037 9.037 0 367 367 0 783 783 0
tlna. Lquip- Vehicles al Cumbus-
sent. Ord- ti'n of
nanca Coal
(2) Industrial 8.350 8,350 0 101,779 101,779 0 23.510 16.973 6,537 1.174 1.174 0 1,567 1,567 0
Cumbustion
of Oil
(3) Industrial 798 798 0 28 28 0 7,738 7,738 0 135 135 0 752 752 0
Combustion
of Natural
Ga
(4) Parts - - - - - - - - - - 260,864 12.400 248,464 - - -
Surface
Coating
Sector Subtotal 78,278 9,805 68,473 140.148 138,904 1.244 40,285 53,748 6,S37 262,540 14.076 248,464 3.102 3,102 0
(9) Lumber and (42) Veneer and (1) Production - - - - - - - - 1.167,924 454.544 713,380
Paper Plywood Wastes
(45) Household (1) Production - - - - - - - 305,561 28.290 277,271 - - -
Furniture Wastes
(47) Pulp Kille (1) Industrial 362,016 3,440 358,576 200,761 76,623 124,158 47,324 47,324 0 1,922 1,922 0 4,102 4.102 0
Combustion
of Coal
(2) Industrial 51,949 51,949 0 633,168 616.056 17,112 146,255 105.589 40,666 7,305 7,305 0 9.751 9.751 0
Combustion
of Oil
(3) Industrial 3,486 3,486 0 122 122 0 33,789 33,789 0 588 586 0 3.284 3,284 0
Combustion
of Natural
Gas
(4) Kraft - 5,163,428 138.381 5,025,047 58,289 58,289 0 - - -
Pulp
(5) NSSC - 115,508 1,098 114,410 3,465 3,465 0 - - - -
Pulp
(53) Periodi- (1) Production - - - - - - - 4,810 229 4,581 - -
cale Wastes
(54) Books (1) Production - - - - - - 9,758 464 9.294- - - -
Wastes
(57) Commercial (1) Production - - - - . - - - 162.235 7,712 154,523 - -
Printing Wastes
Sector Subtntal 5,696,387 198,354 5.498,033 895,825 754,555 141,270 227,368 186,702 40,666 492,179 46,510 445,669 1,185,061 471,681 713,380
(10)Petroleum (69) Petroleum
and Rela- Refining
ted Indus-
tries
(1) Industrial
Combustion
of Coal
(2) Industrial
Combustion
of Oil
(3) Industrial
Combustion
of Natural
Gas
(4) Refiner
with Cata-
lytic
Cracking
(5) Crude Oil
Ref ining
105,300
193,730
10.943
1,001
185,352
10,943
104,299 58,401 22,287
8,378 2,361,248 1,132,761
0 382 382
210,315 1,999 - 208,316 431,989 297,722
36,11 13,765
1,228,487 545,424
0 106,061
9,338
393.768
106.061
134,267 61,098 61.098
- 11,599,779 110,231 11.489,548 111.055 111.055
4,427
151,656
0
559
27,244
1.845
559
27,244
1.845
0
0
0
1,193
36,363
10,307
1,193
36,363
10,307
0
0
0
0 200,849 1,144 199,705.12,765,174 48,509 12,716,665
0 2,428,103 101,561 2,326,542 - -
- -* 2,518,219 215,642 2,302,577 -(6) Gasoline
Production
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1I1)0 19-Induatry 1'uAlutn, 11 ,1 l' ution Particulate" Sulfur Oxidea Nitrozen Oxides ,edrocarpona Carbon M.-nuside
Classificatilon tiuLr Generating ross Net Abated Grose Not Abated Cross Net Abated A.ruce Ael Abated Cross Net Abated
(ALHou 185 Ayynt.
Liduntry or Process (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tons) (tone) (tons) (tons) (tons) (tons)
C f l-ic atiton)
(10) Open 81.735 3.330 79,40 - - - - -
Hearth
Furnace
Integra-
ted
Facility
(11) Cupola 102.122 1,941 0uo.181 . - . - - - - 5,024.423 286,664 4,737.759
Furnace
(12) dy-pro- - - *
duct 247,50b 59,100 18,408 2,463 ,463
Coking
(13) Metal/ * - * * - --
Coil
Surface
Coating --
Sector Subtotal 7,684.145 268,687 7.415.458 1,144,227 587,545 556.682 303,151 291,234 11,917 319,680 62,251 57.429 9.910,311 590,086 9,320,225
(14) Primary (84) Copper (1) Secondary 23,822 564 23.58 - - - - - - - -
Nonferrous Copper
inufac- (2) Smelting 384,013 1.851 346,262 3.899.907 64,096 3.835.811 - - - - -
turing with
Roas ter
(3) Smelting 205,118 1,091 *204,C27 2.571,451 42,263 2,529,188 - - - - - - -
without
Roaster
(85) Lead (1) Primary - - - 559,989 53,293 506,696 - - - - - -
Lead
(86) Zinc (2) Primary , - - 2,025,657 48,124 1,977,533 -- - - - - -
Zinc
<87) Aluminum (1) Secondary 31,634 601 31,033 - - - - -
Aluminum
(2) Prebaked 409.795 7,788 402,.07 - - - ---- --
Anode
(3) Horizontal 34,969 665 34,304 - - -- - - - - -
Soderberg
(4) Toth 4,126 78 4,048 - - - - - - - -
Process
Sector Subtotal 1,057,477 12,638 1,044,139 9.057,004 207,776 8,849,228 -
(15) Machinery (123) House- (1) Surface - - - - - - - - . -019 4,327 86,692 - - -
and hold Coating
Equipment Appli-
ances
Sector Subtotal - - - - - - - 91,019 4,327 86,692 - - -
(16) Services (163) Whole- (1) Gran 1 2 3 - " - -* - - - *a -
(170
sale Handling:
Trade Small 216,448
Rural
Facility
(2) Grain 167,420
Handling:
Terminal
Facility
(port)
(3) Grain -
handling:
Terminal
Faciity
(inland)
) Peraonai(1) Dry -
and Re-- Cleaning-
pair Synthetic
Service* Solvente
3,085 213,3,3
2,394 165,026
- 206,790 81,407 125,383
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tons of gross pollutants emitted and 253,109,333 tons abated in 1985,
these dummy sectors accounted for 12,576,199 tons and 3,379,905 tons,
respectively, or roughly 4.3 percent of the total emitted and 1.3 per-
cent of the total abated. These sectors were omitted from the analysis
because they represent final-demand categories and therefore cannot be
integrated into the analysis framework, which is predicated on emis-
sions generated by production processes (or intermediate demand) and
their effect on industrial prices.
DATA CONSISTENCY PARAMETERS
Figure 6-1 shows in more formal terms how the data were incorpor-
ated into the model. The way in which the data were consistently in-
corporated into the emission and abatement-cost coefficients is shown
in the top part of the figure, while the implication in terms of the
consistency of results is shown in the bottom part of the figure. Along
the top of the figure, the "Air-Residuals-by-Sector" data were used in
the numerator of the emission coefficient and the denominator of the
abatement coefficient. In the emission coefficients, they were used in
terms of millions of tons of gross emissions by industry, while for the
abatement-cost coefficients, they were used in terms of millions of tons
of abated pollution by industry. Hence, both sets of figures are based
on the same growth, emission, and abatement assumptions used in the ori-
ginal RFF SEAS model from which the data were extracted. In turn, the
denominator of the emission coefficient is based on the same SEAS as-
sumptions relative to the growth in output of the economy by 1985 in
FIGURE 6-1: DATA RELATIONSHIPS IN THE MODEL
EMISSION COEFFICIENTS
Numerator: total gross emiss-
ion by industry (mil.tons)
given RFF engineering assump-
tions concerning gross emi-
ssions by industry-- Air Res-
iduals by Sector Data
Denominator: gross output by
industry (mil $ 1971) given
RFF 1985 growth assumptions--
Output Values for 1985 (S2V2)
same data
Emissions gen-
eration and in-
dustrial growth
based on same
RFF assumptions
concerning the
growth of the
economy in 1985
ABATEMENT-COST COEFFICIENTS
Numerator: total abatement
expenditure by industry for
new investment, O&M, and cap-
ital costs (mil $ 1971) --
Abate Cost Reports (S2V2)
Denominator: total emission
abated by each industry (mil
tons) given federal/state air
quality standards in RFF data
-- Air Residuals by Sector
Data
same data
K-
amount of
expenditure
abates the
same amount
of pollution
given in the
denominator
PRICE-OUTPUT MODELPRICE MODEL
1963 base-year Abatement
technology coeffi- cost coeffi-
cient matrix cients
IL (Ali) (A12)
emission coeffi- Result in term
cients -- Xeij based changes in rel
on federal/state prices is base
air quality stan- emission and o
dards (A21) data and feder
air quality st
given in RFF A
Abatement levels duals by Secto
given in Air Resi-
duals by Sector
s of
ative
d on RFF
utput
al/state
andards
ir Resi-
r Data
EXPENDITURE-MULTIPLIER MODEL
\111
(~~J
Impacts of price increases and abatement expenditures reflect
same RFF/SEAS assumptions regarding mandated federal/state
standards, emission levels, and required abatement expenditures
r
all
aI
Reductions in output,
income, and employment
reflect induced income
and consumption effects
caused by price increases
based on federal/state
air quality st'andards and
emissions and output data
given in the RFF/SEAS
model
Increases in output,
income,and employment
reflect direct, indirect,
and induced impact of
amount of expenditure
needed to satisfy fed-
eral/state air quality
standards given in RFF
data--Abate Cost Reports
(S2V2)
W
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millions of 1971 dollars.5 The numerator of the abatement-cost coeffi-
cient, furthermore, is given in terms of the expenditures in millions of
1971 dollars by each industry to eliminate the same amount of pollution
abated that is given in the denominator.6 Hence, all four figures used
in the two coefficients are consistent with respect to the SEAS assump-
tions concerning the growth of the economy, the amount of pollution
generated, the amount of pollution abated, and the expenditures neces-
sary to abate the given amount of pollution.
The bottom of the figure lays out the three computational parts
of the model and the relationship between the results and the data ex-
tracted from the SEAS model. Initially, looking at the price model,
matrix A is the standard MRIO technology matrix, given in terms of
1963 base-year prices. Matrix A21 is composed of the emission coeffi-
cients, which, in turn, are composed of the A's and the e. Is. The e. b,
which are the emission coefficients, are based on the amount of pollu-
tion generated in the SEAS model as a function of industrial output.
It should be mentioned here that the output used in the denominator of
the emission coefficient is not related to the outputs in the MRIO model,
and appropriate adjustments are described below. The structure of 's,
on the other hand, reflect the amount of pollution abated by each indus-
try given in the "Air-Residuals-by-Sector" data from the SEAS model.
5
Later, all 1971 dollars were deflated to 1963 dollars and mil-
lions of dollars were converted to thousands of dollars to maintain con-
sistency with the MRIO model.
6Including the reduction of 4.3 percent to account for the exclu-
sion of dummy sectors 9, 179, and 185.
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Thus, the amount of pollution -abatement paid for by each.industry is con-
sistent with the same air quality goals as specified in the federal 1974
new source performance standards and the implementation of state air
quality standards by 1977. Likewise, the abatement-cost coefficients,
given in matrix A1 2, are derived from the expenditures in millions of
1971 dollars by each industry necessary to remove that amount of pollu-
tion specified by the same federal and state air quality standards.
Also, the abatement-cost coefficients and the emission coefficients are
based on the same amount of pollution that is generated and removed,
given in the SEAS model.
The next step, the price-output model, measures the changes in
output that come about as the result of implementing the same policy
parameters implicit in the Xs. In short, the price-output model is
based on the same policy parameters that generated the original price
increases. The price impacts and the output impacts, thus, are based
on common policy parameters.
In the expenditure-multiplier model, the same consistency is
maintained. In this case, the multiplier effects resulting from increa-
ses in pollution-abatement expenditures by industry, given in terms of
millions of 1971 dollars, are computed. The abatement-expenditure data,
in turn, are identical to the data used in the numerator of the abate-
ment-cost coefficient, which are given in terms of net annual investment,
operations and maintenance costs, and capital costs. This expenditure
is the amount necessary to abate the same amount of pollution that is
given in the X's,which are the basis of the price and output impacts
- 169 -
calculated in the first two steps. In short, the resulting expansion
in the economy due to the increase in pollution-abatement expenditures,
and the contraction due to pollution-related price increases are based on
the same set of conditions with respect to economic growth, pollution gen-
eration, and abatement as derived from the RFF SEAS model.
THE CALCULATION OF THE X'S
Given the integrated set of relationships between the data and
the results of the model, the X's, which are the policy parameters, were
calculated directly from the gross and net residual data in Table 6-1.
They are shown in Table 6-2, along with the proportionate distribution
of the five criteria air pollutants. The "Total Proportion Abated"
column shows the total amount abated by each MRIO industry as a result
of subtracting the net from gross residual figures and aggregating across
pollutants in Table 6-1. Thus, the amount removed by each industry in
the SEAS model is the amount used to determine the policy parameters
from which the price effects were calculated.
It should be noted that industry abatement figures were aggrega-
ted across pollutants to arrive at one abatement figure for each indus-
try. This was done to maintain a square technical coefficient matrix
and makes use of the Leontief assumption of fixed proportion homogeneous
goods, or goods whose component shares remain relatively constant. Re-
covery of information for each pollutant is achieved by multiplying the
result by the known share of the specific pollutants in the total amount
abated. These proportions are given in the "Abatement Ratio" rows for
each industry. In the same manner, adjustments in the data and solution
CALCULATION OF X's
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Total
Classification Abated Oxides Oxides Carbons Monoxide Emission Emission Proportion
Abated Abated Abated Abated Abated Generated Abated
(tons) (tons) (tons) (tons) (tons) (tons) (tons) ()
1 Livestock and - - - - - -
Livestock
Products
2 Other Agricul- - - - - - - -
tural Products
3 Coal Mining 499,764 40,728 - - - 540 492 568,240 0.951168
Abatement Ratio 0.9246 0.0754 - - - 1.0000
4 Crude Petroleum, 0 506,217 0 0 0 506,217 645,792 0.783070
Natural Gas
Abatement Ratio - 1.0000 - - - 1.0000
5 Other Mining - - - - - -
6 Construction - - - - - - -
7 Food, Tobacco, 75,336 1,267 7,783 0 0 84,386 304,157 0.277442
Fabrics, Apparel
Abatement Ratio 0.8928 0.0150 0.0922 - - 1.0000
TABLE 6-2:
I
TABLE 6-2 (continued)
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Total
Classification Abated Oxides Oxides Carbons Monoxide Emission Emission Proportion
Abated Abated Abated Abated Abated Abated Abated
(tons) (tons) (tons) (tons) (tons) (tons) (tons) ()
8 Transportation, 68,473 1,244 6,537 248,464 0 324,718 524,353 0.619274
Equipment, Ord-
nance
Abatement Ratio 0.2109 0.0038 0.0201 0.7652 - 1.0000
9 Lumber and Paper 5,498,033 141,270 40,666 445,669 713,380 6,839,018 8,496,820 0.804891
Abatement Ratio 0.8039 0.0206 0.0059 0.0652 0.1044 1.0000
10 Petroleum and 19,432,801 12,888,416 156,083 5,126,537 12,716,665 50,320,502 53,291,911 0.944243
Related Indus-
tries
Abatement Ratio 0.3862 0.2561 0.0031 0.1019 0.2527 1.0000
11 Plastics, 3,653,043 1,719,019 353,817 910,854 6,841,700 13,478,433 15,915,095 0.846896
Chemicals
Abatement Ratio 0.2710 0.1275 0.0262 0.0676 0.5077 1.0000
12 Glass, Stone 37,982,037 649,771 16,692 10,212 0 38,658,712 39,703,195 0.973693
and Clay
Products
Abatement Ratio 0.9825 0.0168 0.0004 0.0003 - 1.0000
Table 6-2 (continued)
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Total
Classification Abated Oxides Oxides Carbons Monoxide Emission Emission Proportion
Abated Abated Abated Abated Abated Abated Abated
(tons) (tons) (tons) (tons) (tons) (tons) (tons) ()
13 Primary Iron, 7,415,458 556,682 11,917 257,429 9,320,225 17,561,711 19,361,514 0.907042
Steel
Abatement Ratio 0.4222 0.0317 0.0007 0.0146 0.5308 1.0000
14 Primary non- 1,044,839 8,849,228 - - 9,894,067 10,114,481 0.978208
ferrous manu-
facturing
Abatement Ra 0.1056 0.8944 - - - 1.0000
15 Machinery and - - - 86,692 - 86,692 91,019 0.952460
Equipment
Abatement Ratio - - - 1.0000 - 1.0000
16 Services 1,712,380 - - 220,169 - 1,932,549 2,048,694 0.943308
Abatement Ratio 0.8861 - - 0.1139 - 1.0000
17 Transportatioa, - - -
Warehousing
18 Gas, Water, . _
Sanitation
Services
Tables 6-2 (continued)
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Total
Classification Abated Oxides Oxides Carbons Monoxide Emission Emission Proportion
Abated Abated Abated Abated Abated- Abated Abated
(tons) (tons) (tons) (tons) (tons) (tons) (tons)
19 Electric 83,293,072 24,200,960 5,268,567 0 119,247 112,881,836 127,368,507 0.886262
Utilities
Abatement Ratio 0.7379 0.2144 0.0467 - 0.0010 1.0000
TOTAL 160,675,236 49,554,802 5,862,052 7,306,026 29,711,217 253,109,333 278,433,778 0.909047
H
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format can easily be made to accommodate additional pollutants and vari-
ous media, by recalculating the pollutant ratios and applying them to
the net results. The final result, which is the aggregate A computed
for each industry, is given in the final column, "Total Proportion
Abated." The proportions calculated for the 19 industries were the pro-
portions used in the final model.
THE CALCULATION OF EMISSION COEFFICIENTS
Emission coefficients are defined in terms of tons of pollutants
emitted on an annual basis for each industry, divided by millions of
dollars of output for each corresponding industry. As previously dis-
cussed, gross residual and gross output data were extracted for the pro-
jection year 1985 from the RFF SEAS model and are consistent with the
SEAS assumptions concerning residuals generation and industrial outputs.
These figures are shown in Table 6-3.
The numerator, which was aggregated from Table 6-1, is drawn from
the RFF printout entitled "Air Residuals by Sector," while the denomi-
nator was drawn from "Output Values for 1985 (S2V2)," also from RFF.
Aggregating from the Almon 185-sector classification to the MRIO 19-
industry classification and dividing total gross emissions and gross
outputs by industry,gives the final emission coefficient for each in-
dustry, shown in the final column of Table 6-3, and entitled "Industry
Emission Coefficient."
As in the case of the A's, data on the five pollutants had to be
collapsed to one number in order to maintain the technical properties
of the technology matrix. The Leontief assumption of fixed proportion
TABLE 6-3: CALCULATION OF EMISSION COEFFICIENTS
MRIO 19-Industry Part.culates Sulfur Nitrogen Hydro Carbon Total Total Industry
Classification Oxides Oxides Carbons Monoxide Industry Industry Emission
Emission Output Coefficient
(tons) (tons) (tons) (tons) (tons) (tons) (m611. $) (tons/m$)
1 Livestock &
livestock prdts. - - - - - - 45,000 0
2 Other agricultural - - - - - - 37,671 0
products
3 Coal mining 502,147 66,093 - - - 568,240 9,299 61.1076
Pollutant Ratio. 0.8837 0.1163 - - - 1.0000
4 Crude petroleum,
natural gas 11,709 507,587 113,493 1,974 11,209 645,792 15,380 41.9891
Pollut'ant Ratio 0.0181 0.7860 0.1757 0.0031 0.0171 1.0000
5 Other mining - - - - - - 13,335 0
6 Construction - - - - - - 90,838 0
7 Food, tobacco
fabrics, apparel 87,048 163,407 48,022 1,978 3,708 304,157 246,849 1.2322
Pollutant Ratio 0.2862 0.5372 0.1579 0.0065 0.0122 1.0000
LJ
(TABLE 6-3, continued)
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Industry
Classification Oxides Oxides Carbons Monoxide Industry Industry Emission
Emission Output Coefficient
(tons) (tons) (tons) (tons) (tons) (tons) (mil. $) (tons/m$)
8 Transportation,
eqpt, ordnance 78,278 140,148 40,285 262,540 3,102 524,353 164,950 3.1789
Pollutant Ratio 0.1493 0.2673 0.0768 0.5007 0.0059 1.0000
9 Lumber & paper 5,696,387 895,825 227,368 492,179 1,185,061 8,496,820 119,988 70.8139
Pollutant Ratio 0.6704 0.1054 0.0268 0.0579 0.1395 1.0000
10 Petroleum &
related inds. 19,704,896 14,451,799 837,403 5,484,776 12,813,037 53,291,911 52,301 1018.9463
Pollutant Ratio 0.3698 0.2712 0.0157 0.1029 0.2404 1.0000
11 Plastics,
chemicals 3,727,165 2,728,755 749,650 1,617,758 7,091,767 15,915, 095 138,411 114.9843
Pollutant Ratio 0.2342 0.1714 0.0472 0.1016 0.4456 1.0000
12 Glass, stone &
clay products 38,087,793 1,259,077 307,867 22,521 25,937 39,703,195 38,752 1024.5457
Pollutant Ratio 0.9593 0.0317 0.0078 0.0006 0.0006 1.0000
13 Primary iron,
steel 7,684,145 1,144,227 303,151 319,680 9,910,311 19,361,514 48,324 400.6604
Pollutant Ratio 0.3969 0.0592 0.0156 0.0165 0.5118 1.0000
'-4
I
(TABLE 6-3, continued)
MRIO 19-Industry Particulates Sulfur Nitrogen Hydro Carbon Total Total Industry
Classification Oxides Oxides Carbons Monoxide Industry Industry Emission
Emission Output Coefficient
(tons) (tons) (tons) (tons) (tons) (tons) (mil. $) (tons/m$)
14 Primary nonferrous
manufacturing 1,057,477 9,057,004 - - - 10,114,481 40,636 248.9044
Pollutant Ratio 0.1046 0.8954 - - - 1.0000
15 Machinery & eqpt. - - - 91,019 - 91,019 375,777 0.2422
Pollutant Ratio - - - 1.0000 - 1.0000
16 Services 1,737,149 - - 311,545 - 2,048,694 1,196,407 1.7124
Pollutant Ratio 0.8479 - - 0.1521 - 1.0000
17 Transportation,
warehousing - - - - - 117,464 0
18 Gas, water,
sanitation services - - - - - - 24,123 0
19 Electric
utilities 83,841,042 32,377,165 10,566,958 143,063 450,279 127,368,507 70,801 1798.9648
Pollutant Ratio 0.6582 0.2542 0.0829 0.0012 0.0035 1.0000
TOTAL 162,215,230 62,791,087 13,184,197 8,749,033 31,494,231 278,433,778 2,846,306
t-L
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homogeneous goods applies again here, such that recovery of information
for each specific pollutant is achieved by multiplying the total result
by the known shares of the specific pollutants in the total. These shares
are given as the "Pollutant Ratio" rows in the table. Likewise, as in
the case of the 's, additional pollutants and media can be incorporated
into the analysis by recalculating the pollutant ratios and applying
them to the net results.
Concerning the homogeneous goods assumption, since, as was discus-
sed previously, the elements of matrix A21 are composed of the X elements
and the e.. elements such that a 2 1  = A..e. the homogeneous goods as-
sumption can be seen to apply to both elements of the term. In the case
of the Xs, the assumption is only operational with respect to net price
effects, while in the case of emission coefficients, the assumption only
applies to the total amount of pollution emitted. Which of the two as-
sumptions to use in any given situation, therefore, will depend on the
objective of the analysis. Whichever allocational assumption is used,
however, ceteris paribus conditions must hold for the other, or the re-
sults will be meaningless.
THE CALCULATION OF ABATEMENT-COST COEFFICIENTS
Abatement-cost coefficients are defined in terms of millions of
dollars spent on pollution abatement, on an annual basis, per ton of
pollution abated. Both abatement and pollution expenditure data were
taken from the RFF SEAS model and are consistent with SEAS assumptions
concerning state and federal abatement standards and the amount and dis-
tribution of abatement expenditures necessary to meet those standards
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during the projection year 1985. The results are shown in Table 6-4.
The numerator measures the actual expenditures by each industry
for pollution abatement under the same conditions and assumptions gener-
ating the actual pollution abatement. RFF provided these data in their
"Strategic Environmental Assessment System Abatement Cost Reports (ABATE
S2V2)." However, several important considerations had to be taken into
account in the actual use of the data.
First, the data are given in terms of the annualized expenditures
necessary to abate to predetermined federal and state mandated levels,
57 enumerated classes of industrial pollution. No information is given
concerning who spent the money or who produced the abatement technology.
Moreover, for each class of pollution, expenditure data are given for
three categories: (1) annual net investment, which is the sum of catch-
up, expansion, replacement, and interim capital investment, the last
being small incremental investments necessary to replace worn-out parts,
(2) annual operating and maintenance costs, and (3) annual capital costs,
which is the product of the value of adjusted capital stock in place
times a capital recovery factor, and is treated essentially as depreci-
ation. In order to be useful for the analysis, however, the expenditure
data had to be expressed in terms of those industries from which the re-
sources or inputs came, in short, the producer industries. In order to
do this, RFF provided a set of input or "feedback" vectors for air pol-
lution abatement. Five vectors were given in all, covering two expen-
diture categories: net new investment and operations and maintenance.
7Different vectors are also available for water and other media.
TABLE 6-41 CALCULATION OF ABATEMENT-COST COEFFCIENTS
M10 19-Industry ALMON 185-Sector input Vectors Actual Resource Allocations (oil 6)
ClassificationTotal Total Total Atent-Expendi- Expendi- Emission coat
turf Al- ture Al- Abated Coefficient
Net New Investuent Operations and Maintenance Net New Investment Operations and Maintenance Location Location
I I
i.11
sit
New No-lead State With Without Fuol Nov No-lead State With Without Fuel (all $) (a1l ) (tons) C ton
Investment Penalty Controls Labor Labor Consumption Investment Penalty Controls Labor Labor Consumption
Penalty J'enalty
1 2 3 4 5 6 7 8(A) (8) (C) (D) (E) () (AxNl) (BxNLP) (CxSC) (DXOM) (EXOM) (FxFCP) (C) (H) V) (JIM)
(1) Livestock n.a. - - - - - - - - - - - - - *
and
Livestock
Product&
(2) Other (1) Fruits, .006 .007 . - - - 4.464 -4.648 4.648 
Agricul- Vegetables,
tural and Other
Products Crops
(3) oala.~ - ?- - - - .. - - - - - - - - 540,492 -(3) Coal Ks 4.9
Mining
(4) Crude n.e. - - - . - - - - - - - - - - 506,217 -
Pet roleum,
Natural
Gas
(5) Other (16) Stone and .001 .001 - - - - 6.418 0.266 - - - - 6.684 6.684 - -
Mining Clay
Mining
(6) -Contruc- (18) New Con- ,135 .153 .420 - - .981.521. 40.593. 139.684. .. - - .1161.797 1161.797. 
-
(ont - truction
tion
(19) Maintenance .001 .001 .580 - - - 0.394 0.016 192.896 - - - 193.307 193.307 - -
and Pepair
Construc-
tion .035 .040 - - - - 256.001 - - - - - 266.628 266.628 -
(7) Food, (35) Brood and .000 .000 - - - - - - - - - - - - -
Tobacco, Narrow
Fabrica. iabrica
Apparel
(39) Apparel - - - .003 .006 - 22.014 38.352 - 22.014 38.352
(76) Leather - - .003 .006 - - - - 22.014 38.352 - 22.014 38.352 84,386 0.000909
Footwear
(8) Transpor- (132) Ttxk, .005 .015 - - - - 37.197 4.002 - - - - 41.198 41.198 -
tation, Bus.
Equipment, Trailer
Ordnance Bodies
(133) Xotor .010 .015 - - - - 72.206 4.002 - - - 76.207 76.207 324.717 0.000362
Vehicles
and
Parts
HCo
TABIL. 6-4 (cuntinued)
KRIO 19-Industry A.fL 185-Sector Input Vector! Actual Resourtc Allocations (8i3 2) Total Total Total .Abamnt-
ClasIfication Ciassification Expondi- Expendi- Emission costClassification Classification ture Al- ture Al- Abated Coefficient
Not New Investment Operations and Maintenance Net Now Investment Operations and Maintenance location location1 II
New No-lead State With Without Fuel New No-lead State With Without Fuel (mil $) (all $) (tona)
Investmaent Penalty Controls Labor Labor Consumption Inveastent Penalty Controls Labor Labor Consumption
Penalty Penalty
(A) (a) (C) (D) (E) (P) (AxN1)I (BxNLP)2 (CxSC)3 (Dx0N) (ExON)4 (PFXCP)5 (C)6 (H) (J)a (J/H)9
(9) Lumber and (41) lumber and .001 .001 - - - - 5.835 0.241 - - - - 6.076 6.076 - -
.Paper Wood
Products
(42) Veneer and .002 .003 - - - - 17.446 0.721 - - - 18.167 18.167 - -
Plywood
(43) Millwork .004 .004 - - - 25.790 1.067 - . - - 26.856 26.856 -
and Wood
Products
(46) Other .000 .001 - .008 .014 - 3.122 0.129 - 55.034 95.876 - 58.285 99.127 - -
Furniture
(49) Paper .000 .000 - - - 2.312 0.095 - - - - 2.407 2.407 - -
rroducts
(50) Wll and .001 .001 - - - - 6.681 0.276 - . - - 6.957 6.957 6.839,018 0.000023
Building
Paper
(10) Petroleum (69) Casoline .002 .002 - .042 .074 1.000 13.121 0.543 - 290.993 506.954 1004.530 1309.187 1525.148 - -
and
Related (71) Paving and .004 .004 - - - - 26.213 1.084 - - - - 27.297 27.297 50,320,502 0.000031
Industries Aaphalt
(11) Plastics (55) Industrial .000 .000 - .122 .213 - 1.335 0.055 - 841.335 1465.738 - 842.724 1467.128 - -
and Chemicals
Ohemicals
(61) Miscellaneous .000 .000 - .142 .248 - 2.334 0.096 - 978.920 1705.433. - .981.350 1707.863 - -
Chemical
Products
(67) Cleaning and - - - .013 .022 - - - 88.055 153.408 - 88.055 153.408 - -
Toilet Pre-
parations
(68) Paints .002 .002 .- - - - 11.101 0.460 - - - - 11.560 11.560 - -
(72) Tires and .000 .000 -- - - - 1.853 0.077 - - - - 1.929 1.929 - -
limer-tubee
(73) Rubber .000 .000 - .011 .020 - 1.072 0.044 - 77.048 134.228 - 78.164 135.345 - -
Products
(74) Miscellaneous .005 .006 - .011 .020 - 39.633 1.639 - 77.048 134.228 - 118.320 175.500 13.478.433 0.000271
Plastic
Products
(12) Class, (78) Class .002 .002 - - - 12.909 0.534 - - - - 13.443 13.443 - -
Stone and
Clay (79) Structural .005 .006 - - - - 39.698 1.642 - - - 41.340 41.340 - -
Products Clay
Products
(Pr M ry .00n .00 . . . . 1. 1' I I Q - . - 1.758 3.258 -
TAL3.Y 6-4 (1unt Inued)
Mit10 19-Industry ALMON 185-Sector Input Vectors Actual Resource Allocation& (oil $) Total Total Total Abatement-
Classification Classification Expendi- Expendi- Emission cost
ture Al- ture Al- Abated Coefficient
Hot New Investment jotrationa nd Maintenance Not New Investment Operations and MaLntoance location location
- 1 11
New No-lead State Uith Without Fuel New No-lead State With Without Fuel (oil $) (Kil $) (tons)
lvestment Penalty Controls labor Labor Consumption Investment Penalty Controls Labor Labor Consumption
Penalty Penalty
(A) (B) (C) (D) (E) (F) (AxNI)I (8xNLP)2 (CxSC)3 (Dx0M) (Ex0H)
4  (FaCP)5  (C)
6  (H) (3) (-/H)I
(81) Cement, .025 .028 - - - 181.032 7.487 . . . - 168.518 188.518 - -
Concrete
and Cypsus
(82) Other .012 .014 - - - - 86.493 3.577 - - 90.071 90.071 38,658.712 0.000087
Stone and
Clay
Products
(13) Primary (83) Steel .004 .004 - - - 27.613 1.142 - - - - 28.755 28.755 17,561.711 
0.000016
Iron.
Steel hanu-
facture
(14) Primary (84) Copper .002 .002 - - - - 12.895 0.533 - - - - 13.428 13.428 -
Nonferrous
Manufac- (87) Aluminum .000 .000 - - - - 0.817 0.034 - - - - .851 .851 -
turing (90) Nonferrous .006 .007 43.812 1.812 -- - 45.624 45.624 9,894,067 0.000016
Wire
Drawing,
Insulation
(15) Machinery (93) Metal - - - .002 .003 - - - - 11.007 19.172 - 11.007 19.172 - -
Barrels and
Drums
(94) Plumbing and
Reating
Equipment
(95) S::ructural
Metal
Products
(96) Screw
Machine
Products
(97) Metal
Stampings
(98) Cutlery. Hand
Toole, Hard-
ware
(99) Miscellaneous
Fabricated
Products
(100) Valves.
Pipe Fittings
and
Fabrications
.003 .004 25.068 1.037
37.197 1.352 - - ..005 .005
.067 .076
.000 .000
26.104 26.104
38.548 38.548
487.000 20.141 - - - - 507.142 507.142
1.123 0.046 - - -
.000 .000 - - - - - 0.795 0.033 - - .
.001
.001
.001 .002 .003 - 7.972 0.330 - 11.007 19.172
.001 - - - - 9.204 0.381 - . .
.045 .080 327.477 21.147 - - -
1.170 1.170
- .828 .828
19.308 27.474
- 9.585 9.585
- 348.624 348.624
N3j
and
Equip-
ment
lAhL 6-4 (cuntiiiuvd)
*IIO 19-Industry ALMON l8~-Sacto input Vectors Actual Resourc: Allustione (D!! I) Total Total Total Abetr-en:
Mla 19-Industry A.MON 185-Sector Input vectors Expendi- Vxpendl- Emission nat
Classification Classification ture Al- ture Al- Abated Caefflient
location loration
Net New Investments Operations and Maintenance Net Naw Investment Operations and Maintenance io
( al)
(all $) (all$ (tons) Lou
Hew No-lead State With Without Fuel New No-lead State With Without Fuel
Investment Penalty Controls Labor Labor Consumption Investment Penalty Controls Labor Labor Conaun tion
Penalty penalty
(A) (B) (C) (D) (E) (F) (AxIIX) I (BaLP) (CxSC)I (DxOil) (EXOM) (FxtFP)
5 (C)6 7 0))8 0)9 
.005 .005 - 37.197 1.352
72.205 1.352.010 .005
.000 .000 - -
.040 .030
.003 .004 - - -
.110 .170 - - -
(101) Other
Fabrica-
ted
Metal
Products
(102) Engines
and
Turbines
(104) Construc-
tion,
Mining.
Oil
Fields
(105) Mater-
ials
Handling
Machinery
(109) Special
Indus-
trial
Machines
(110) Pumps.
Compres-
sors.
Blowers,
Fans
(112) Power
Tranais-
Sion
Equip-
ment
(116) Service
Industry
Machinery
(117) Machine
Shop
Products
(118) Electric
Heasuring
Instru-
ments
(119) Trans-
farmers
and
Switch-
pear
.025 .010
- - 38.548 38.548 -
- - 73.557 73.557 - -
0.518 0.021 - - - - .539 .539
290.280 7.897
26.577 1.099
802.283 45.024
802.283 15.900
2.276 0.094
298.178 298.178
27.677 27.677
847.306 847.306
- 818.183 818.183
- 2.370 2.370
218.804 4.002 - - - - 222.806 222.806
- - - 37.197 1.352 - - 38.548 38.548
- - - 47.408 1.960 - . - - 49.368 49.368
- - - 0.912 0.038 - - - - 0.949 0.949
- - - 181.608 2.650
.050 .015 - - - 364.674 4.002
- - - - 184.258 184.258 -
S . - - 368.676 368.676 -
HO
.110 .060
.000 .000
.030 .015
.005 .005
.006 .007
.000 .000
IAILtE b-4 (cuntinued)
.4M1 19-induistry ALM0iN 1'Sactor Inout VuL.or Actual Resource Allocation$ (all $) a Totni TtI rst
Clsesitication Classification xal- tan-Llso ctlure Al- ture Al- Abated Coefficient
Not New investment Operations and Maintenance dot New Investment Operations and Maintenance location loc ion
New No-lead State With Without Fuel New No-lead State With Without Fuel (all $) (all $) (tone) ton
Investment Penalty Control& Labor Labor Consumption Investaent Penalty Controle Labor Labor Consumption
Penalty Penalty
(A) (B) (C) (D) (E) (7) (AL41)I (BxNLP) 2 CX5C)3 (DxC) (Ex0M)4 (FXFCP) (C)6 (H) (J)a (J/H)9
(120) Mutors and .080 .040 - - - - 583.478 10.626 - - - 547.105 594.105 - -
Generators
(121) Industrial .030 .030 - - - - 218.804 7.897 - - - - 226.701 226.701 - -
Controls
(122) Welding .000 .000 - - 0.817 0.034 - - - .851 .851 - -
and
Graphite
Products
(123) Yousehold .000 .000 - - - 7.826 0.324 - - - - 3.150 8.150 - -
Appliances
(124) Electric .005 .005 - - - - 37.197 1.352 - - - - 38.548 38.548 -
Lihting
and
Wiring
.009 .010 - - - - 63.599 2.630 - - . 66.229 66.229 - -
(131) X-ray and .000 .000 - - - - 0.839 0.035 - - - .873 .873 -
Electrical
Equi pment
(142) riechanical .005 .005 - - - - 37.196 1.351 - - - - 38.548 38.548
Heasuring
Devices
.002 .002 - - - - 14.095 0.583 - - - - 14.681 14.681 - -
(149) office - - - .010 .017 - - - - 66.041 115.056 66.041 115.056 - -
Supplies
(150) :.iscel- .000 .000 - - - - 4.048 0.167 - - - 4.21k 4.215 - --
IAneous
Manufac-
turing
(181) Noncompe- .000 .000 - - - - 1.488 0.061 - - - - 1.549 1.549
titive
Imports
(183) office .000 .000 - - - - 0.372 0.015 - - - - .387 .387 - -
Supplies
(dummy)
(184) Unimpor- .000 .000 - - - - 0.970 0.40 - - - - 1.010.. 1.010 86,692 0.059650
tant
Industry
(dummy)
(16) Services (10) Agricul- .000 .000 - - - 2.582 0.107 - - - 2.689 2.689 - -
ture,
forestry.
Finhing
Services
(151) Telephone.
Telegraph
.001 .001
(163) Wholesale .020 .023 - - -
Trade
4.500 0.187
147.912 6.116 - -
4.686 4.686
154.029 154.029
I
~Aib.L- 6-4 (iuntiued)
lixio 19-industry AL-SuA 185-Sector Input Vectors Actual Resource Allucations (mil $) Total Total Total Abatement-
Classification ClassificatLon Expendi- Expendi- Emission cost
ture Al- ture Al- Abated Coefficient
Net Now Investments Operations and Maintanancs Net New Investment Operations and Mainteu-nce location location
I it
New No-lead State W:.th Without Fuel Wew No-lead State With Without Fuel (all
investment Penalty Controla Lnbor Labor Consumption Investment Penalty Controls Labor Labor Consumption (all $) (.1l $) (tona) ton
Penalty Penalty
(A) (B) (C) (D) (E) (M) (AxN) (BNL) 2 (CxSC)3 (xM) (EUH) (FxCP) (G)6 (H)7  (J) (J/1)9
(164) Retail '.012 .013 - - - 84.882 3.11 - - - - 88.392 88.392 - -
Trade
(165) Credit .000 .000 - - - - 3.304 0.137 . - - . 3.441 3.441 - -
AgencLes,
Brokers
(166) Insurance .001 .001 - - - - 6.747 0.280 - - - - 7.026 7.026 -
Brokers.
AgentE
(168) Real .001 .002 - - - 9.941 0.280 - - . . 10.220 10.220 - -
Estate
(170) Personal. - - - .013 .022 - - - - 88.055 153.408 - 68.055 153.408 - -
Repair
Service@
(171) Business .020 .023 - .404 .028 - 145.432 6.015 - 110.068 191.760 - 261.515 343.207 - -
Services
(172) Adver- .000 .000 - - - 1.641 0.068 - - - - 1.709 1.709 - -
tising
(173) Auto .001 .000 - .006 .011 - 4.522 0.187 - - - - 49.424 82.610 - -
Repair
(176) Private .000 .000 - - - - 1.852 0.076 - - - - 1.929 1.929 -
Schools,
Nonprofit
Organiza-
tions
-(177) Poat -000. .000. - -0.569 0.023 -. 592 .. 592. -
Office
(178) Federal .000 .000 - - - - 0.124 0.005 - - - - .129. .129 -
governmeat
Enterprises
(182) business .002 .003 - - - 18.080 0.747 - - 18.828 18.828 1.932.549 0.000452
Travel
(dummy)
(17) Tranapor- (151) Railroads .004 .005 - - - - 30.961 1.280 - - - - 32.241 32.241 - -
tat-i1h.
Warehous- (153) Trucking .007 .008 - - - - 51.360 2.124 - - - - 53.485 53.485 - -
ing (154) Water .000 .000 - - - - 1.663 0.069 - - - 1.731 1.731 - -
Transport
(155) Airlines .000 .000 - - - - 2.312 0.09 - - - - 2.407 2.407 - -
(1) Gas, (162) Water and .000 .000 - .011 .019 - 0.226 .009 73.608 128.243 - 73.844 128/479 - -
Water, Sever
Sanitary Services
Services
I
1Ahl1. 6r-4 (6-untinued-)
MIU 1I-Industry AILON 185-Sector Input Vectors Actual Raource Allocation* (all $) Total Total Total Abateseas-
Classification Classification Expundi- Expendt- Esission cost
ture Al- ture Al- Abated CAs fficient
Net New Investment Operations and Maintenance Net New Investment Operations and Maintenance location location
I 11
New No-lead State With Without Fuel Now No-lead State With Without Fuel all $
Investment Penalty Controls Labor Labor Consumption Investment Penalty Controle Labor Labor Connemption (all $) (all $) (tons) ton
Penalty Penalty
(A) (B) (C) (D) (E) (F) (AxN1  (BxNLP)2 (CxSC)3 (DxOM)4 (Lx0M)
4  (PxFCP)5  (C)6 (H)
7  (J) (J/)
(19) Electric (160) Electric .000 .000 - .159 .276 - 0.554 0.023 - 1091.740-1901.987 1092.318 1902.565 112.881.836 0.000017
Utilities Utilitiae
(20) Labor - - - .426 - - - - 2930.569 - - 2930.569 - - -
TOTAL 1.00110 1.001 1.000 1.000 1.000 1.000 7300.649 265.164 332.580 6879.270 6879.270 1004.530 15.782.194 15.782.194 253.109.333 -
1. N1 - 7293.48
2. NLP = 265.00
3. SC = 332.58
4. ON 6879.27
5. FCP - 1004.53
6. Expenditure Allocation I Includes labor
7. Expenditure Allocation II excludes labor
8. Source: Table VI-1
9. The Abatement-cost Coefficients are computed without labor or with column I
10. Vectors aus to slightly greater than one reflective of totals In the ALMON C matrix
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Capital costs were not included as they do not represent the same form
of allocated expenditures as new investment and operations and mainten-
ance. Net new investment input vectors were given for three classes of
pollution: (1) general industrial pollution, (2) automobile pollution,
having to do with no-lead penalties, and (3) state controls, having to
do primarily with highway construction and inspection station construc-
tion. Operations and maintenance vectors were given for: (1) general
industrial pollution, and (2) transportation-related pollution, having
to do primarily with fuel consumption penalties. The original data were
given in the Almon 185- sector classification system and were transla-
ted into the MRIO industries. Each vector represents essentially an
average production function composed of a list of input industries, ex-
pressed in terms of proportions, which sum to one. Controlling for each
of the expenditure categories mentioned above, the vectors are assumed
equal for all pollution categories to which they were applied. In the ab-
sence of more disaggregated data, this assumption was, unfortunately,
unavoidable.
In addition, several comments are necessary concerning the con-
struction of the vectors. First, as can be seen in the no-lead penalty
and overall new investment vectors in Table 6-4, a large proportion is
occupied by the construction industry. Allocation of inputs from this
sector was carried out in terms of the Almon INFORUM C matrix for con-
struction expenditures, which is used as the basis of the RFF projections.
Each element of the C matrix, which represents inputs into the construc-
tion industry from the 185-Almon sectors, was multiplied by the construc-
tion sector coefficients given in the two vectors, or the share of total
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industrial construction in the input vector, and then allocated as direct
inputs to pollution abatement. In the original vectors provided by RFF,
the construction sector was 0.3949 for net new investment and 0.4495 for
no-lead penalties. Because these proportions were multiplied by each of
the Almon C matrix elements, they are expressed in Table 6-4 as propor-
tions of the C matrix and are not recorded in their original form. Due
to the fact that the C matrix elements summed to slightly greater than
one, that is also reflected in the no-lead penalty and new investment
vectors.
Also, as can be seen in Table 6-4, the operations and maintenance
vector is shown twice, once with a labor component and once without. The
reason is that although the importance of labor in operations and main-
tenance should be obvious, and was included in the original RFF feedback
vector, the open price model does not contain labor because labor is not
counted as a polluting sector. Hence, the data that were used in con-
structing the abatement-cost coefficients are framed solely in terms of
capital costs and do not include labor. However, in the partially closed
expenditure-multiplier model, the demand for labor does become an important
part of the aggregate effect on output and employment so the vector of
inputs including labor was used.
The denominator of the abatement-cost coefficient, on the other
hand, is in terms of tons of pollution abated, and was derived for each
of the 19 MRIO industries from the RFF "Air-Residuals-by-Sector" data,
8Hence, the vectors shown in Table 6-4 are not the original
vectors provided by RFF,but have been adjusted by adding the proportions
allocated from the Almon construction C matrix.
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which are shown in Table 6-1. The total amount shown in the denominator
is the sum of the five criteria air pollutants, under the same assumption
of homogeneous goods such that the results can be subdivided into the
five criteria pollutants in the same proportion with which they constitu-
ted the proportion of pollution abated.
FINAL DATA ADJUSTMENTS
Three final adjustments had to be made to the emission and abate-
ment-cost coefficients in order to incorporate them into the model: (1)
all values had to be deflated to 1963 dollars to be consistent with the
1963 technical coefficient matrices used for the implementation of the
model, (2) monetary units had to be translated from millions of dollars
to thousands of dollars to be consistent with MRIO monetary aggregations,
and (3) the output data from which the data were constructed, the 1985
SEAS projections, had to be expressed in terms of 1963 MRIO outputs.
In terms of the deflation of prices, the original data were stated
in terms of 1971 dollars. Price deflators were therefore necessary to
adjust the values of the coefficients. Abatement-cost coefficients over-
stated the true values because of 1971 dollars in the numerator, and
emission coefficients understated the true values because of inflated
1971 dollars in the denominator. Also, since prices have changed at dif-
ferent rates in different industries, separate deflators were calculated
for each of the 19 MRIO industries.
In order to accomplish this, the following information was ob-
tained from Jack Faucett Associates, Inc.: (1) 1971 current dollar out-
put values, (2) 1971 (constant 1972) constant dollar output values, (3)
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1963 current dollar output values, and (4) 1963 (constant 1972 dollar)
constant dollar output values. The data were first aggregated from the
79-industry Bureau of Economic Analysis classification, to the 19-indus-
try MRIO classification. Then, because the data were only available in
terms of constant 1972 dollars, the following three-step procedure was
necessary: First, 1971/1972 deflators were calculated by dividing output
values (1) by (2). Second, 1963/1972 deflators were calculated by di-
viding output values (3) by (4). Third, the second deflator was divided
by the first to produce the 1963/1971 deflator. These deflators were
then multiplied by the 1971 dollar abatement-cost coefficients and divi-
ded into the 1971 dollar emission coefficients to produce the deflated
1963 dollar coefficients. The results are shown in Table 6-5.
In addition, total expenditure allocations, including labor,
were also deflated to 1963 dollars as these figures are used in the pol-
lution-expenditure multiplier model.
Finally, the monetary units had to be shifted from millions of
dollars to thousands of dollars. These adjusted figures are shown in
columns A and B in Table 6-6. Furthermore, it will be recalled that the
output values used to calculate the emission and abatement-cost coeffi-
cients were based on 1985 projections from the SEAS model. Thus, adjust-
ment steps were necessary to express the coefficients in terms of 1963
output values to be consistent with the MRIO model. In the case of the
emission coefficient, it will be recalled that the denominator is in
terms of 1985 outputs, now expressed in terms of thousands of 1963 dol-
lars. To adjust the denominator such that it is expressed in terms of
1963 physical outputs, an adjustor was created, composed of the ratio
TABLE 6-5: EXPENDITURE, EMISSION AND ABATEMENT COST COEFFICIENTS
DEFLATED TO 1963 DOLLARS
MRIO 19-Industry (A) (B) (C) (D) (AxD) (BxD) (C/D)
Classification Total Abatement Emission 1963/1971 Deflated Deflated Deflated
Expenditure Coefficients Coefficients Price Total Abatement Emission
Allocation (M$ 1971/ton) (tons/M$ 1971) Deflators Expenditure Coefficient Coefficient
(M$ 1971) Allocation (M$1963/ton) (tons/M$1963)
(M$ 1963)
1 Livestock and
livestock
products
2 Other agricul-
tural pro-
ducts
3 Coal Mining
4 Crude'Petroleum
Natural gas
5 Other mining
6 Construction
7 Food, tobacco
fabrics, apparel
4.648
61.108
41.989
6.684
1621.731
44.027 0.000909 1.232
0.690 1119.733
0.761
0.952
0.628
0.859
4.422
97.341
48.897
5.5420.829
0.834 36.716 0.000758
(TABLE 6-5, continued)
MRIO 19-Industry (A) (B) (C) (D) (AxD) (BxD) (CxD)
Classification Total Abatement Emission 1963/1971 Deflated Deflated Deflated
Expenditure Coefficients Coefficients Price Total Abatement Emission
Allocation (M$ 1971/ton) (tons/M$1971) Deflators Expenditure Coefficients Coefficients
(M $ 1971) Allocation (M$1963 /ton) (tons/M$1963)
(M$ 1963)
8 Transportation,
Equipment,
Ordnance
9 Lumber & paper
10 Petroleum &
related inds.
11 Plastics,
chemicals
12 Glass, stone &
clay products
13 Primary iron,
steel
14 Primary nonferrous
manufacturing
117.405
118.749
1136.484
2122.103
336.630
28.755
59.904
0.000362
0.000023.
0.000031
0.000271
0.000087
0.000016
0.000006
3.179
70.814
1018.946
114.984
1024.546
400.660
248.904
0.816
0.805
95.849
95.603
0.916 1041.481
0.956 2027.681
0.793
0.777
0.726
266.946
22.346
43.498
0.000295
0.000019
0.000028
3.894
87.958
1111.894
N)
0.000259
0.000069
0.000012
0.000004
120.339
1291.996
515.569
342.774
(TABLE 6-5, continued)
MRIO 19-Industry (A) (B) (C) (D) (AxD) (BxD) (CxD)
Classification Total Abatement Emission 1963/1971 Deflated Deflated Deflated
Expenditure Coefficients Coefficients Price Total Abatement Emission
Allocation (M$ 1971/ton) (tons/M$ 1971) Deflators Expenditure Coefficients Coefficients
(M$ 1971) Allocation (M$1963/ton) (tons/M$1963)
(M$ 1963)
15 Machinery & 5105.814 0.005965 0.242 0.819 4183.733 O.00.4888' 0.296
equiptment
16 Services 692.665 0.000452 1.712 0.739 512.072 0.000334 2.316
17 Transportation, 89.865 - - 0.757 68.012 - -
warehousing
18 Gas, Water,
Sanitation svs. 73.844 - - 0.846 62.487 - -
19 Electric 1092.318 0.000017 1798.965 0.895 977.726 0.000015 2009.808
utilities
20 Labor 1 2930.569 - 0.739 2166.503 -
1. Deflated using service sector deflator
I
TABLE 6-6: FINAL ADJUSTMENTS TO EMISSION AND ABATEMENT-COST COEFFICIENTS
(A) (B) (C) (D) (E) (AxCxE) (BxD)
MRIO 19-Industry Adjusted Adjusted Emission Abatement Final Final
Classification Emission Abatement Coefficient Coefficient Emission Abatement
Coefficient Coefficient Adjustor Adjustor Coefficient Coefficient
ton 1000$1963 MRI01963X tons ton 1000$1963
1000$1963 ton RFF 1985X MRI01963X 1000$1963 ton
Livestock,livestock prdt
Other agricultural prdts
Coal mining
Crude petro. ,natural gas
Other mining
Construction
Food,tobacco,fab,apparel
Transport eqpt.,ordnance
Lumber and paper
Petroleum, related Inds.
Plastics and chemicals
Glass, stone, clay prdts
Primary iron, steel mfr.
Primary nonferrous mfr.
Machinery and equipment
Services
Transport. and warehous.
Gas and water services
Electric utilities
0.097341
0.048907
0.001478
0.003894
0.087958
1.111894
0.120339
1.291996
0.515569
0.347774
0.000296
0.002316
2.009808
0.758010
0.295175
0.187870
0.028272
0.258948
0.006905
0.001272
0.004396
48.877380
0.333918
0.015086
0.779545
0.763358
0.451461
0.928641
0.514612
1.360222
0.597516
0.473975
0.523648
0.455387
0.323091
0.405872
0.652137
0.480137
0.328582
0.412953
0.440194
0.697998
0.243417
0.205084
0.041274
0.000686
0.005087
0.135199
2.305506
0.315436
3.049515
0.717092
0.698350
0.000857
0.005291
0.951168
0.783870
0.277442
0.619274
0.804891
0.944242
0.846896
0.973693
0.907042
0.978208
0.952460
0.943308
0.041780
0.035594
0.000245
0.001143
0.037072
0.478110
0.032928
0.510590
0.304967
0.160992
0.000092
0.000902
0.000520
0.001502
0.025400
0.065182
0.081681
0.021403
0.000912
0.003070
0.041881
0.001767
7.317559 0.886262 0.433578 0.110395
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
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of 1963 outputs to 1985 outputs, both expressed in terms of 1963 dollars.
MRIO output figures in 1963 dollars were thus divided by RFF 1985.output
figures deflated to 1963 dollars. The result is shown in column C of
Table 6-6. Multiplying column C with column A gave the adjusted emission
coefficients expressed in terms of 1963 outputs. Furthermore, multiply-
ing A x C with E or the vector of As,which were previously calculated,
results in the Xe.. coefficients used in the actual model. The column
1J
of Ae..'s is thus shown in the second-to-the-last column in Table 6-6.
1J
In the case of the abatement-cost coefficients, the last adjust-
ment in column B shows them expressed as thousands of 1963 dollars per
ton of pollution abated. Since the pollution abated is a function of
1985 outputs, each coefficient was multiplied by the ratio of tons of
pollution abated to total 1963 MRIO outputs. It would have been more
desirable to adjust each factor by the ratio of abated pollution in the
two years, but since the amount of pollution abatement in 1963 is not
known, that would not have been possible. One advantage, however, is
that each coefficient is now expressed as a function of 1963 outputs,
so that pollution expenditure-forecasting procedures become considerably
simplified. The final results are shown in the last column of Table 6-6.
These final values for the emission and abatement-cost coefficients were.
used in the actual implementation of the model.
THE CALCULATION OF AGGREGATED PRICE ELASTICITIES
In the second computational phase, as shown in Figure 6-1, the
changes in prices resulting from increased production costs in all rele-
vant industries become the exogenous variables as the effects of these
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price changes in terms. of industrial outputs become the focus of atten-
tion. Since relative prices have changed, those goods with high abate-
ment costs incurring larger price increases than those with less, it is
reasonable to expect a shift in consumption away from those goods experi-
9
encing significant price increases.
To determine these effects, demand price elasticities were pro-
curred from the INFORUM model. These elasticities, however, were struc-
tured in terms of the Almon 200-sector classification system and had to
be aggregated to the MRIO 19-industry classification to be used in this
analysis. 10
The implementation of the aggregation procedure stems from the
same basic input-output assumption of homogenous goods, or constant rela-
tive shares used in the construction of the A's, the emission coefficients,
and the abatement-cost coefficients. In this case, it is interpreted to
mean that the price change in any aggregate good consists of equal pro-
portional changes in the prices of all its component goods. Thus, if
the composite good X. can be seen as the sum of its component goods,
xik, or:
n
X. =E xik (6-1)
k=l
9It should be recalled that intermediate own-price and cross-
price, as well as final cross-price elasticities, have been assumed zero.
The discussion here is purely in terms of own-price elasticities on final
demand account.
1 0Discussion to the present has been in terms of the Almon 185-
sector classification. For the price elasticities, however, the data
were in terms of the Almon 200-sector classification. See Appendix
1 for a cross-listing of the Almon 200- and 185-sector and MRIO 19-indus-
try classification systems.
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where
X. = composite good used in the MRIO 19-industry classification
system, and
x. = component good from the Almon 200-sector classification
system, where k = 1,2,3,...,n.
Then, taking the total differential of X. with respect to prices would
equal:
n x ik dPdX. = ik
k=l 3 pik
where a change in the price of the composite good is a function of the
changes in the prices of the component goods. If the prices of the com-
ponent goods change in the same proportion as the price of the aggre-
gate good, then the following relationship will be seen to hold:
dP. dP.
pik - - (for all k = 1,2,3,...,n)
or
dP.
dP = - P (6-2)ik ik
P
Substituting equation (6-2) into equation (6-1) leads to the following
results:
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3 x. dP.
n xik i
dX = ' ik
k=l ik i
dP-i 3 x-i
i n i= P. *XP.
P. k=1 3 P ik
1 1k
Multiplying both sides of the equation P./dP.X. equals:
dx i 1 n 3Xik Pik
dP.X. X. k=l 3 P.
11i ik
Further multipication by 1 or x. /x then leads to:ik ik
i i n ik ik
=E x.i
dP.X. X. k=l aP. x.11 1 ik_ ik ik J
which leads to:
1 n
E. = E xke. 631 X E k x 1k e1k (6-3)
X. k=1 i
where
E. = own-price elasticity of composite good i,
e. = own-price elasticity of component good k,
X. = value of output for composite good i, and
x. = value of output for component good k (where k = 1,2,3,
... ,n).
Thus, equation (6-3) was used as the final aggregation equation.
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As can be seen from an examination of the equation, the aggregate price
elasticity of composite good E. equals the weighted average of the price1
elasticities of the component goods eik (where k = 1,2,3,...,n). In this
case, the weights used for the calculation of the composite price elas-
ticities consisted of personal consumption expenditure (PCE) data from
the INFORUM model. Personal consumption expenditures were used as op-
posed to gross output data because PCE data were used in the actual cal-
culation of the price elasticities [1]. The final results are shown in
Table 6-7.
However, several important caveats should be mentioned in
relation to the definition, use, and interpretation of the data. The
data used in the calculation of the weights, as well as the actual elas-
ticities, are based entirely on personal consumption expenditures, as
revealed in the national accounts data. This has several implications.
First, both the PCE data and the elasticities which they are used
to determine refer only to those personal goods and services showing
purchases on final demand account. Data from the INFORUM model provided
information on only 132 of the total 200 commodities in the Almon 200-
sector classification. The elasticities were organized in the follow-
ing fashion: (1) Home Use of Energy; (2) Food; (3) Transportation;
(4) Alcoholic Beverages and Tobacco; (5) Clothing; (6) Recreation; (7)
Services; (8) Maintenance Durables; (9) Other Durables; (10) Nondurables;
and (11) Health. Elasticities for basic producer industries, on the other
hand, such as petroleum and basic metals,are not given. The result is
that: (1) the price elasticity effects for important pollution-gener-
ating industries are understated because these industries do not produce
TABLE 6-7: AGGREGATION OF PRICE ELASTICITIES
MRIO 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
1 Livestock
Livestock
Products
and 1 Dairy farm
Products
2 Poultry and
Eggs
3 Meat, Animals
and Livestock
Products
64
827
126
-1.088
-1.070
-0.293
5 Other Mining 11 Iron Ores
12 Copper Ore
13 Other Non-
ferrous Ores
17 Stone and
Clay Mining
18 Chemical Fer-
tilizer Mining
Aggregate Price Elasticity.................
2 Other Agri-
cultural
Products
4 Cotton
5 Grains
6 Tobacco
7 Fruits, Vege-
tables
0
0
0
4,306
Aggregate Price Elasticity.................
3 Coal Mining 14 Coal Mining 66
Aggregate Price Elasticity.................
4 Crude
Petroleum
Natural
Gas
15 Crude Petroleum,
Natural Gas
0
Aggregate Price Elasticity.................
-0.975
n. a.
n.a.
n.a.
-0.569
-0.569
-0.301
-0.301
Aggregate Price Elasticity .....
6 Construction 19 New Construc-
tion
20 Maintenance
Construction
0
0
Aggregate Price Elasticity..............
7 Food,
Tobacco,
Fabrics,
Apparel
n.a.
0
24 Meat Products
25 Dairy Products
26 Canned/Frozen
Food
27 Grain Mill
Products
28 Bakery Pro-
ducts
29 Sugar
30 Confectionary
Products
31 Alcoholic Bev-
erages
15,314
7,041
6,554
- 0 - -- - - -2.287
n.a. I
n.a. c
0
-0.747
-0.939
-0.575
2,327 -0.567
4,661 -0.571
616
1,817
6,007
-0.535
-0.547
-0.727
0
0
0
n.a.
n.a.
3
n.a.
-2.287
0 n.a.
TABLE 6-7 (continued)
MRIO 19-Indus- ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
try Classifica- Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
tion sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
32 Soft Drinks/
Flavoring
33 Fats and
Oils
34 Miscellane-
ous Food
Products
35 Tobacco
Products
36 Broad,
Narrow
Fabrics
37 Yarn,
Thread
Finishing
38 Floor
Coverings
39 Miscellaneous
Textiles
40 Knitting
41 Apparel
42 Household
Textiles
83 Industrial
Leather
Products
84 Footwear
(except
rubber)
85 Other
Leather
Products
3,080
768
3,559
4,319
357
46
1,026
114
1,962
11,565
1,825
0
2,312
768
-0.558
-0.537
-0.564
-0.899
-1,188
-1.205
-1.585
-1. 202
-1.101
-0.716
-1.502
n. a.
-1.093
-1.621
8 Transportation 21
Equipment, Ord-
nance
Complete 0
Guided
Missiles
Amniuni- 50
tio-1
Other Ord- 102
nance
Truck, 0
Bus, Trailer
Bodies
Motor 17,073
Vehicles
Aircraft 16
Aircraft 0
Engines
Aircraft 0
Equipment
Ship, Boat 437
Building
Railroad
Equipment 0
Cycles and 1,179
Parts
Trailer Coach- 666
es -
Aggregate Price Elasticity...................-0.213
9 Lumber and
Paper
Aggregate PrLce Elasticity ...................- 0.772
43 Logging Camps
44 Sawing/Planing
Mills
45 Veneer and
Plywood
n.a.
-0.084
-0.098
n.a.
-0.192
-0.072
n.a.
n.a.
-0.303
n. a.
-0.452
-0.308
0
0
0
n. a.
n. a.
n. a.
TABLE 6-7 (continued)
MRIO 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
46 Millwork/
Wood
Products
47 Wooden
Containers
48 Household
Furniture
49 Other
Furniture
50 Pulp Mills
51 Paper/
Paperboard
mills
52 Paper
Products
53 Wall
Building
Paper
54 Paperboard
Containers
55 Newspapers
56 Periodicals.
57 Books
58 Business
Forms
59 Commercial
Printing
60 Other
Printing/
Publications
191
0
2,858
139
0
17
1,181
0
47
1,175
537
787
65
117
920
-2.083
n.a.
-1.415
-2.092
n.a.
-0.922
10 Petroleum
and
Related
Industries
76 Petroleum 7,.046
Refining
77 Fuel Oil 1,963
78 Paving and
Asphalt 0
Aggregate Price Elasticity................-0.193
11 Plastics
and
Chemicals
-0.650
n.a.
-0.915
-1.740
-2.184
-1.983
-0.046
-0.052
-0.078
64 Industrial
Chemicals
65 Fertilizers
66 Pesticides/
Other
Chemicals
67 Miscellaneous
Chemical
Products
68 Plastic
Materials/
Resins
69 Synthetic
Rubber
70 Cellulose
Fibers
71 Noncellulose
Fibers
72 Drugs
73 Cleaning/
Toilet
Products
132
23
0
199
12
0
0
0
1,882
,532
Aggregate Price Elasticity................. 3
-0.152
-0.341
n.a.
-0.899
-0.297
-0.296
-0.301
-0.923
n. a.
n. a.
n.a.
-0.085
-0.348
-2.231-1.373 74 Paints 38
TABLE 6-7 (continued)
MRI0 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption. Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
80 Tires and
Inner Tubes
81 Rubber
Products
82 Miscellaneous
Plastic
Products
1,206
403
365
Aggregate Price Elasticity.
12 Glass,
Stone and
Clay
Products
86 Glass
87 Structural
Clay
Products
88 Pottery
89 Cement,
Concrete,
Gypsum
90 Other
Stone/
Clay
Products
322
0
158
2
110
Aggregate Price Elasticity
13 Primary
Iron,
Steel
91 Steel 3
Aggregate Price Elasticity.
-0.043
-0.836
-0.848
-0.304
-1.652
n.a.
-1.663
-2.288
-2.150
14 Primary
Nonferrous
Manufacturing
92 Copper
93 Lead
94 Zinc
95 Aluminum
96 Other
Nonferrous
Metals
97 Nonferrous
Rolling/
Drawing
98 Nonferrous
Wire
Drawing
Aggregate Price Elasticity...
15 Machinery
and
Equipment
-1.750
-2.286
-2.286
100 Metal Cans
101 Metal Bar-
rels/Drums
102 Plumbing/
Heating
Equipment
103 Boiler Shops
104 Structural
Metal
Products
105 Screw Machine
Products
106 Metal
Stampings
107 Cutlery,
Hand
Tools,
Hardware
0
0
0
6
0
0
n.a.
n.a.
n.a.
-2.281
n. a.
n.a.
5 -2.283
... 
-2.282
0
0
n. a.
n. a.
32
0
15
22
-2.246
n. a.
-2.272
-2.263
-1.993
-1.639
226
443
0
TABLE 6-7 (continued)
MRIO 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
108 Miscellane-
ous Fabri-
cated Wire
Products
109 Pipes,
Valves,
Fittings
110 Other
Fabricated
Metal
Products
111 Engines
and
Turbines
112 Farm
Machinery
11-3 Construc-
tion,
Mining
Machinery
114 Material
Handling
Machinery
115 Machine
Tools,
Metal
Cutting
116 Machine
Tools,
Metal
Forming
117 Other
ietalwork-
ing Machinery
43
0
90
114
399
0
0
11
0
43
-1.677
n.a.
-2.182
-0.103
-1.653
n. a.
118 Special
Industrial
Machinery
119 Pumps,
Compressors,
Blowers
120 Ball and
Roller
Bearings
121 Power
Transmission
Equipment
122 Industrial
Patterns
123 Computers
124 Other
Office
Machinery
125 Service
Industry
Machinery
126 Machine Shop
Products
129 Electrical
Measuring
Instruments
130 Transformers/
Switchgear
131 Motors/
Generators
132 Industrial
Controls
133 Welding,,
Graphite
Products
n.a.
-0.073
n. a.
-0.084
20 -0.077
0
0
0
0
n. a.
n.a.
n. a.
n. a.
0
102
343
n.a.
-0.898
-1.652
-1.6813
0
7
11
-1.680
-1.680
0
0
n.a.
-1.681
TABLE 6-7 (continued)
MRIO 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
134 Household
Appliances
135 Electric
Lighting/
Wiring
136 Radio, TV
Receiving
137 Phonograph
Records
138 Communica-
tion Equip-
ment
139 Electrical
Components
140 Batteries
141 Engine
Electrical
Equipment
142 X-ray
Equipment
156 Scientific
Instruments
157 Mechanical
Measuring
Devices
158 Optical/
Opthalmic
Goods
159 Medical/
Surgical
Instruments
160 Photographic
Equipment
162 1atches/
Clocks
2,844
471
2,543
225
30
94
298
92
76
0
19
241
153
593
315
-1.445
-1.604
-0.691
-1.534
-1.618
-1.592
-0.022
-0.019
-1.675
n.a.
-0.017
-0.046
-0.037
-0.311
-1.643
163 Jewelry/
Silverware
164 Toys, Sport-
ing Goods,
Music
165 Office
Supplies
166 Miscellane-
ous Manu-
facturing
1,162
1,722
150
609
Aggregate Price Elasticity ................... -1.073
16 Services 8 Forestry 39
Services
9 Fishery 287
Products
10 Agriculture, 104
Forestry,
Fishery
Services
174 Telephone/ 5778
Telegraph
175 Radio, TV 0
Broadcasting
180 Wholesale 0
Trade
181 Retail 353
Trade
182 Banks, 8,699
Credit
Agencies
183 Insurance 8,790
184 Owner-occu- 35,006
pied Dwel-
lings
-1.559
-0.366
-0.880
-1.623
-0.292
-1.078
-0.532
-2.809
n.a.
n. a.
-0.537
-0.416
-0.416
-1.492
TABLE 6-7 (continued)
MRIO 19-Industry ALMON 200- Personal Consumption MRIO 19-Industry ALMON 200- Personal Consumption
Classification Sector Clas- Consumption Price Classification Sector Clas- Consumption Price
sification Expenditure Elasticity sification Expenditure Elasticity
(m 1963 $) (m 1963 $)
185 Real Estate
186 Hotels,
Lodging
Places
187 Personal,
Repair
Services
188 Business
Services
189 Advertising
190 Auto Repair
191 Movies and
Amuscients
192 Medical
Services
193 Nonprofit
Organizations
194 Post Office
195 Federal
Government
Enterprise
14,620
1,982
6,743
3,391
104
6,365
3,952
21,533
11,242
835
600
-2.410
-0.410
-0.414
-0.411
-0.408
-0.093
-0.390
-0.392
-0.418
-3.031
-0.408
Aggregate Price Elasticity.
18 Gas, Water,
Sanitation
178 Natural
Gas
179 Water/
Sewer
Services
Aggregate Price Elasticity.
19 Electric
Utilities
176 Electric
Utilities
Aggregate Price lIasticity ...
.-0.429
3,389
1,577
-0.348
-3.067
.-1.211
5,798
-0.390
... . . . ... -0.390
Aggregate Price Elasticity.... . -1.032
17 Transpor-
tation
and
Ware-
housing
167 Railroads
163 Busses
169 Trucking
170 Water Trans-
portation
171 Airlines
172 Pipelines
173 Freight
Forwarding
111)
204
1,571
485
85
1,863
0
58
-0.166
-0.497
-0.304
-0.127
-0-457
n. a.
-0.131
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for personal consumption, and (2) because of the use of PCE data for weights
and the frequent incidence of zero elasticities for producer goods, the
aggregated elasticities will be biased against producer industries and
toward those with large proportions of personal consumption expenditures
on final demand account, depending on the degree of aggregation between
the Almon 200-sector and the MRIO 19-industry classifications.
Second, due to the fact that only PCE data were used to calculate
elasticities, the results do not take into consideration the other final
demand categories that would also be responsive to shifts in the prices
of commodities, such as fixed capital formation, net inventory changes,
federal government purchases, and state and local government purchases.
In general, household expenditures account for 61 percent of total final
demand at the national level. Thus, using personal consumption expendi-
tures alone understates the general impact of price shifts on the economy.
The net result is that, for example, as shown in Table 6-7, large pro-
ducers such as the steel industry show a miniscule three million dollars
worth of personal consumption expenditures, and data for forestry ser-
vices are limited to the sale of Christmas trees; while the heaviest
weights go to owner-occupied dwellings, real estate, and medical services,
industries for which pollution is insignificant. The only way to over-
come these two main difficulties would have been to re-estimate price
elasticities for all industries. Unfortunately, this was beyond the
scope of the present analysis, and the data should be interpreted with
those deficiencies in mind.
A third problem arose in relation to the time frame of the data.
Both the PCE data and the component elasticity data given in the INFORUM
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model were available only in 1972 current dollars. Although it was pos-
sible to deflate the PCE data to 1963 current dollars, which was done,
deflation of the actual elasticities would have involved re-estimation,
which was clearly beyond the scope of the current work. Thus, while the
weights have been deflated, the component elasticities used in the aggre-
gation procedure remain in 1972 dollars. Another drawback is that be-
cause the deflators, available from Jack Faucett Associates, Inc., were
in terms of the BEA 79-industry classification system, while the PCE
data were in terms of the Almon 200-sector classification, deflation
could only be accomplished at the 19-industry level of aggregation. The
result is that the deflated results simply represent the component weights
for each MRIO industry all deflated by a common deflator. Any possible
shifts in the relative importance of component weights due to sectoral
differences in price changes were not shown, and the component weight
distribution is the same from 1972 to 1963. Reflecting the differential
shifts in weight distribution would only have been possible if the de-
flation were carried out at the 200-sector level of aggregation, for
which the appropriate data were unavailable.
In general, one ameliorating consideration is that because the
composite elasticities represent a weighted average of the component
elasticities, loss of a few data points would not unduly affect the
composite elasticities. However, that would depend on the degree of
representativeness of the available sample and the overall variance
in the total set of elasticities, which is, strictly speaking, unknowable.
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CHAPTER 7
FINAL RESULTS
Throughout the thesis, the primary concern has been the interin-
dustrial and regional economic impacts of environmental pollution control
policy. The reason stems from the importance of understanding environmen-
tal policy in terms of inflation and the problem of regional disparities
in the United States. Within the time frame of contemporary events, envi-
ronmental economics is not a new science. However, if the goal of achiev-
ing a sane and rational balance between society and its natural environ-
ment is ever to be achieved, analysts must take heed of the socio-political
context within which political decisions affecting the environment are to
be made. The issue of the inflationary impacts of environmental policy
cuts to the heart of the perceived tradeoff between a clean environment
and economic growth. The future of environmental legislation, and im-
plicitly, the quality of life for generations to follow, depends in large
part on the question of whether or not environmental policy will displace
more economic resources than it will employ in the process of its imple-
mentation.
This thesis attempts to answer that question. Unfortunately, due
to a number of limitations and constraints that will be discussed below,
while striving for clarity, it may not have achieved certainty. On the
other hand, what it has succeeded in doing is establishing a theoretical
and methodological framework by which the problem can be posed and simula-
ted in a fashion that does justice to the complexity, richness of detail,
and diversity of effects entailed in an analysis of this kind. Input-
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output analysis provides this framework. When articulated in terms of
a system of regions, it provides a spatial dimension unavailable in pre-
vious work. Thus, for the present, despite certain caveats, the model
provides some idea of the nature of the economic and spatial changes im-
plied by environmental pollution control policies, as well as their mag-
nitude and direction. Before looking at the final results, however, the
main questions examined in this thesis will be briefly summarized, along
with the overall structure of the model, and certain important caveats
with respect to the interpretation of the results. The overall solution
format is illustrated in Figure 7-1.
A SUMMARY OF ISSUES AND DESCRIPTION OF THE SOLUTION PROCESS
The most important questions that the thesis attempted to address
were: (1) What are the impacts of federal and state environmental control
policies on the structure of relative prices for all industries and re-
gions? (2) How will the shift in relative prices affect the level and dis-
tribution of output in all regions? (3) What are the effects of pollution-
abatement investment in terms of increases in output and employment across
regions? (4) What will be the net effect of the pollution-based price ef-
fect and pollution-abatement expenditures for all regions? and (5) How
will the net shifts in regional economic activity affect the level and dis-
tribution of interregional trade throughout the United States? Separate
portions of the model were designed around each of these questions and will
be briefly summarized in the same order.
In order to look at the inflationary impacts of environmental pol-
lution-control policy, a modified version of the Leontief pollution-policy-
FIGURE 7-1: ILLUSTRATION OF OVERALL SOLUTION PROCEDURES
2. PRICE-OUTPUT MODEL
The partially closed multiplier for-
mat is used where the technology mat-
rix is closed with respect to house-
holds. Price effects enter through
negative own-price elasticities coup-
led with price increases which reduce
consumption and income in the system.
The final results reflect reductions
in output from direct, indirect, and
induced effects of reduced household
consumption of price-elastic polluter
commodities.
X = (I-CA)~ CY
where the A matrix is modified in the
consumption and income coefficients.
C and Y are from the MRIO data base.
3. ABATEMENT-EXPENDITURE MODEL
The partially closed multiplier for-
mat is used where the technology mat-
rix is closed with respect to house-
holds. Pollution abatement expendi-
tures are allocated to regions and
added to 1963 base-year final demands.
The output multiplier is then solved
for the augmented final demands. The
results reflect the direct, indirect,
and induced output effects of pollu-
tion abatement expenditures.
X = (I-CA)~ CY
where the Y vector of final demand is
modified by the pollution abatement
expenditures and the C and A matrices
are given in the 1963 MRIO data base.
4. COMBINED PRICE-OUTPUT
ABATEMENT -EXPENDITURE MODEL
Regional technology coefficient mat-
rices adjusted for consumption and
income effects from the shift in rel-
ative prices, from the price-output
model, were combined with final dem-
ands augmented by pollution abatement
expenditures from the abatement exp-
enditure model. Results reflect the
regional changes given both policy-
based price effects and pollution
abatement expenditures.
X = (I-CA)~ CY
where the A matrix and Y vector are
modified and the expanded trade flow
matrix (C) is given in the 1963 MRIO
data base.
5. TRADE-FLOW
IMPACT MODEL
1. PRICE MODEL
Exogenously determined emission and
abatement-cost coefficients are inc-
orporated into a multiregional Leon-
tief interindustry framework. The
model is solved through the dual-
price format in which additions to
indust ry production functions result
in shifts in the structure of rela-
tive prices.
P = [I-(CA)Tr- u
where the A matrix is modified by the
emission and abatement-cost coeffi-
cients, and X's and the C matrix and
U vector are from the 1963 MRIO data
base.
Trade flows are calculated for the
1963 base-year condition, and for the
situation involving the pollution-
policy-based price effect and poll-
ution abatement expenditures. The
two sets of trade-flow data are then
compared for changes in total region-
al export, imports, and balances of
trade, differences being expressed
as percentages of the base year.
T
Ci cm Gi = Ti
where the GT vector represents total
intermediate and final demand. Ind-
ividual C matrices are given in the
1963 MRIO data base.
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analysis model was constructed, which included exogenously determined
emission and abatement-cost coefficients, and a policy parameter, A,
based on federal 1974 new source performance standards, and the implemen-
tation of state air quality standards by 1977. The model, illustrated in
equation (5-18), was essentially a cost-of-production-based price model
in which production functions for each industry were augmented by that
proportion of its own pollution that it was required to remove, the net
result showing as a shift in the structure of relative prices expressed
as deviations from the normalized price vector of 1. Two particular
shortcomings in the model that should be considered in further work of
this kind included: first, the assumption that the proportion of total
pollution removed represents the true per unit cost of actual pollution
removal needs to be modified. More accurate results could have been ob-
tained with actual cost data rather than by the use of physical proxies.
Second, the assumption of equal A's, and emission and abatement-cost coef-
ficients across regions also needs modification. Assuming equal coeffi-
cients across regions masks possibly significant sources of regional
variation that could affect regional prices. To the extent that different
regions embody different industrial structures and state regulations vary
from region to region, differences in emission characteristics and abate-
ment requirements can be expected. The possible effect of these differ-
ences in terms of regional price impacts could be significant.
In order to examine the output impacts of shifts in the structure
of relative prices, a partially-closed-modified multiplier was con-
structed in which the household sector, and by implication, induced in-
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come and consumption effects were made endogenous to the solution sys- -
tem. The model is shown in equation (5-20). Through the use of negative
own-price elasticities of final demand, increases in prices were reflec-
ted in a reduction in consumption, which, given unit income elasticities
of demand, imply.:equal proportionate reductions in disposable income that
result in reduced output in the entire system. The solution system,
therefore, mapped out the consumption effects of price increases in terms
of its induced effect on household consumption and income. The particu-
lar shortcomings of the model, which could be rectified in later research,
essentially involved the definition and construction of the aggregate
price elasticities. Possible improvements include: (1) the use of re-
gionalized price elasticities, (2) more consideration to cross-price
elasticities in final demand, assuming that own-price and cross-price
elasticities in intermediate demand remain zero, and (3) more considera-
tion of other final demand categories other than personal consumption ex-
penditures that would also be responsive to shifts in prices. The net re-
sult, however, was stated in terms of the reductions in 1963 base-year
outputs that would result, given the price, income, and consumption effects
described above. The results were then compared with base-year outputs
to determine percentage changes.
In terms of the multiplier effects of investment in the pollution-
abatement industry, the model involved a standard closed multiregional
multiplier with the household sector endogenous. Exogenous 1963 base-year
final demands were augmented to include pollution-abatement expenditures
to determine the direct, indirect, and induced effects of abatement ex-
penditures. The most important assumption made in this case involves the
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method by which pollution-abatement expenditures were allocated across
regions. Because of the fact that pollution-abatement expenditures were
only available at the national level, they were allocated to regions on
the basis of regional shares of national output for all industries. The
unfortunate implication is that expenditures are allocated exactly on
the basis of the existing distribution of industrial output without any
real empirical evidence on where the abatement industry is really located.
Due to the importance of this assumption in terms of the spatial distribu-
tion of the expenditure impact, it will be examined more closely in the
last section. However, in future work, actual empirical data on the loca-
tion of the abatement industry would considerably improve the accuracy
of the model in terms of regional impacts. The results, in this case,
were interpreted as the increases in 1963 base-year outputs that would
occur as a result of pollution-abatement expenditures, and were compared
with 1963 base-year outputs to determine percentage changes.
The fourth question, which is related to the second and third, con-
cerns the net change in economic activity, for all industries and regions,
that results from the pollution-policy-price effect, which will tend to
decrease output and pollution-abatement expenditures, which will increase
output in the system. The solution method, in this case, was to combine
elements of the price-output model and the abatement-expenditure multiplier
model. Regional technology coefficient matrices, adjusted for the consump-
tion and income effects of the shift in relative prices, were used with
1963 base-year final demands augmented by pollution-abatement expenditures.
The solution of the model, thus, represents changes in 1963 base-year out-
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puts in a situation where final demands are increased by the demand for
inputs into the manufacture of pollution-abatement technology, while con-
sumption and income are reduced by the inflationary-price impacts of
federal and state pollution-control policies. In short, it simulates the
real-world situation where the policy effect and the investment effect are
working simultaneously in the economy. Once again, the net changes were
calculated in terms of 1963 base-year outputs, given the price and expen-
diture impacts, and compared with 1963 base-year outputs to determine net
percentage changes.
The examination of the net interregional trade impacts was accom-
plished through the calculation of trade flows both for the 1963 base-year
condition, and for the situation including the pollution-price effect and
pollution-abatement expenditures. The two sets of trade-flow data were
then compared for regional exports, imports, and balances of trade, and the
net changes were expressed as percentages of the base year. The particu-
lar shortcoming of the model, in this case, relates to the fixed trade-
flow coefficients. Fixed coefficients imply that the proportion of goods
traded between regions remains fixed. This prevents the model from being used
to examine not only shifts in the composition of trade, but also changes
in regional self-sufficiency that come about as a result of shifts in the
proportion of total consumption produced within a region. However, fixed
trade coefficients are a structural property of the multiregional model.
Allowing trade coefficients to change would have meant respecifying the
model in dynamic terms, which was beyond the scope of the present thesis.
What the results do show, however, are the shifts in aggregate regional
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- trade, in terms of exports, imports, and trade balances that result from
changes in output and final demand caused by the pollution-price effect
and pollution-abatement expenditures.
The assumptions discussed above fall into two categories: (1) those
based on lack of data, and (2) those based on the technical structure of
the model. Emission-coefficient and price-elasticity assumptions are exam-
ples of the former, while zero intermediate demand and cross-price elasticities,
unit income elasticities, and fixed-trade coefficients are examples of
the latter. Accepting for the moment, the validity of the model struc-
ture, in terms of the comparative static input-output system, further work
in this area would profit greatly by focusing on the data constraints of
the model. Attention to the technical constraints, while useful, would
produce less marginal benefit in terms of the necessity for respecification
of the model to accommodate, say nonlinear variables or dynamic technology
or trade coefficients. In this respect, another important consideration
is data-base capability, which in the present case, is confined to a com-
parative static system. Despite these shortcomings, however, the model
does provide a framework for assessing the problem within a comparative
static context. While not picking up more of the spatial nuances that it
could if better data were available, it does give an overall perspective
to the kinds of changes that could be expected given the implementation
of environmental pollution-control policies. In that sense, it could be
regarded as a first step in the direction of a more refined multiregional
environmental policy-analysis model, which, it is hoped, may someday at-
tain realization. For the present, however, the results are not without
1Aside from the structural assumptions of the input-output model
itself. See Chapter 4.
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interest and will be discussed below.2
The actual computer work for the implementation of the model was
done on the MIT IBM 370 using the MOTHER (Matrix Operations That Help
Economic Research) package, a fortran-based programming language used
by the multiregional input-output (MRIO) project in the Department of
Urban Studies and Planning in the Massachusetts Institute of Technology.
The final results follow:
SHIFTS IN RELATIVE PRICES RESULTING FROM THE POLLUTION-ABATEMENT POLICY
As can be recalled from Chapter 6, the pollution standards imple-
mented in the model and implicit in the structure of the Xs reflect
federal 1974';new source performance standards and the implementation of
state air quality standards by 1977. The calculated standards are shown
in Table 6-2. The results of these standards, in terms of prices are
shown in Table 7-1. In the table, all 19 industries in 9 regions showed
price increases as a result of the policy effect in terms of positive in-
creases to the unit vector.3 The pollution-abatement sector does not
reflect this as it is assumed to emit no pollution. Another reason why
it did not sum to greater than one as the other industries is that the
abatement coefficients of which it is composed were not calculated as
part of the standard technology matrix, and therefore do not sum to one.
This is shown most clearly in equation (5-19). In addition to the de-
tailed price changes for all 19 industries and 9 regions, Table 7-2 shows
the weighted averages for all industries and regions weighted by industrial
2See Appendices 1 and 2 for industry and regional classifications.
3Thus, for example, 1.024 represents a 2.4 percent increase in price.
TABLE 7-1
NEW RELATlVE PRICES RESULTING FROM INCLUSION OF
LAMBDAS, EMISSICN COEFFIClENTS, AND ABATEMENT COST COE'FFlICIENTS
1 2 3 4 5 6 7 8 9
NEW MIDDLE EAST WLST SOUTH -EAST WLST MUUNTAIN PACIFIC
ENGLAND AT LA NTIC NORTH NORTH ATLANTIC S0 UTH SOUT1H
CENTRAL CENTRAL CENTRAL CrNTRAL
1 LIVESTOCKLIVESTOCK PRDT 1.010 1.011 1.015 1.014 1.012 1.011 1.012 1.U15 1.014
2 OTHER AGRICULTURAL PRDTS 1.014 1.012 1.019 1.020 1.018 1.015 1.021 1.022 1.015
3 COAL MINING 1.017 1.040 1.035 1.022 1.036 1.036 1.026 1.034 1.028
4 CRUDE PETRO.,NATURAL GAS 1.017 1.018 1.021 1.023 1.023 1.023 1.024 1.023 1.022
5 OTHER MINING 1.010 1.020 1.023 1.062 1.017 1.019 1.016 1.026 1.021
6 ONSTRUCTION - 1.032 1.042 1.039 1.041 1.043 1.042 1.046 1.041 1.o32 0
7 FOOD,TOBACCO,FABAPPAREL 1.315 1.012 1.015 1.014 1.013 1.013 1.014 1.014 1.015
8 TRANSPORT EQPT, ORDNANCE 1.028 1.034 1.039 1.036 1.035 1.033 1.031 1.027 1.j30
9 LUMBER & PAPER 1.031 1.031 1.032 1.031 1.033 1.034 1.033 1.031 1.033
10 PETROLEUM, RELATED INDS. 1.209 1.221 1.225 1.224 1.220 1.225 1.223 1.222 1.222
11 PLASTICS & CHEMICALS 1.029 1.030 1.033 1.030 1.030 1.030 1.029 1.026 1.029
12 GLASS, STONE, CLAY PRDTS 1.248 1.241 1.243 1.246 1.244 1.241 1.242 1.247 1.243
13 PRIMARY IRON, STEEL MFR. 1.165 1.168 1.170 1.165 1.165 1.167 1.150 1.1b9 1.163
14 PRIMARY NCNPERBOUS MFR. 1.124 1.110 1.118 1.118 1.109 1.122 1.116 1.120 1.118
15 MACHINERY & EQUIPMENT 1..031 1.031 1.036 1.037 1.034 1.038 1.038 1.033 1.032
16 SERVICES 1.008 1.008 1.008 1.008 1.008 1.008 1.008 1.008 1.008
17 TRANSPORT. & WAREHOUSING 14014 1.015 1.015 1.015 1.016 1.014 1.015 1.015 1.01b
18 GAS & WATER SERVICES 1.008 1.009 1.008 1.009 1.000 1.008 1.008 1.009 1.007
19 ELECTRIC UTILITIES 1.191 1.190 1.191 1.190 1.191 1. 1H9 1.191 1.189 1.187
20 POLLUTION ABATEMENT 0.399 0.400 0.400 0.400 0.400 0.400 0.400 0.400 0.399
TABLE 7-2: VECTOR OF WEIGHTED INDUSTRY AND REGIONAL PRICE SHIFTS
LIVESTOCK, LIVESTOCK PRODUCTS
OTHER AGRICULTURAL PRODUCTS
COAL MINING
CRUDE PETROLEUM, NATURAL GAS
OTHER MINING
CONSTRUCTION
FOOD, TOBACCO, FABRICS, APPAREL
TRANSPORT EQUIPMENT, ORDNANCE
LUMBER AND PAPER
PETROLEUM, RELATED INDUSTRIES
PLASTICS AND CHEMICALS
GLASS, STONE, CLAY PRODUCTS
PRIMARY IRON, STEEL MANUFACTURE
PRIMARY NONFERROUS MANUFACTURE
MACHINERY AND EQUIPMENT
SERVICES
TRANSPORT AND WAREHOUSING
GAS AND WATER SERVICES
ELECTRIC UTILITIES
1 NEW ENGLAND
2 MIDDLE ATLANTIC
3 EAST NORTH CENTRAL
4 WEST NORTH CENTRAL
5 SOUTH ATLANTIC
6 EAST SOUTH CENTRAL
7 WEST SOUTH CENTRAL
8 MOUNTAIN
9 PACIFIC
1.0135
1.0178
1.0342
1.0220
1.0231
1.0393
1.0139
1.0342
1.0321
1.2221
1.0296
1.2431
1.1673
1.1163
1.0338
1.0077
1.0151
1.0032
1.1901
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
1.0302
1.0317
1.0380
1.0311
1.0314
1.0325
1.0364
1.0325
1.0315
".3
- 220 -
and regional output, respectively.
In general, the aggregate weighted average price increase for the
entire system was computed to be 3.33 percent. The overall rate of in-
flation due to pollution-control policies is thus relatively modest when
4
averaged across all indstries. Variation by industry, however, tended
to be fairly wide. As shown in Table 7-2, the industries showing the
highest average increase in prices were: glass, stone, and clay products
(24.31 percent); petroleum and related industries (22.21 percent); electric
utilities (19.01 percent); primary iron and steel manufacturers (16.73
percent); and primary nonferrous manufacturing (11.63 percent). All other
industries showed increases of approximately 3 percent or less.
The reason for the large increases in the basic industrial cate-
gories stemmed from two factors, high levels of emission per unit of out-
put and high mandated levels of pollution abatement. As shown in Table
6-6, the glass, stone, and clay product industry had the highest emission
coefficient of 0.51 tons of emission per thousand dollars of output.
Petroleum and related industries were second at 0.48, while electric
utilities were third at 0.43. The two highest industries also had high
mandated abatement levels, glass, ston; and clay products at 97.4 percent,
and petroleum and related industries at 94.4 percent. The primary iron
and steel, and nonferrous manufacturing industries, while having high
mandated abatement levels, had lower emission coefficients. In general,
the rate of price increase appeared to be a direct function of both rates
4Although at first glance the results appear similar to the Chase
Econometrics, and the Shishido and Oshizaki studies, systematic compari-
sons were not made due to the lack of detailed information on the models.
Further work of this nature, however, would be highly useful.
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of pollution emission and mandated abatement levels. In cases where
mandated abatement levels were high and emission rates low, the increase
in relative prices was significantly lower. The machinery and equipment
industry, for example, had a high mandated abatement level of 95.2
percent and a low emission rate of 0.00009 tons per thousand dollars of
output, thereby experiencing a more modest price increase of 3.38 percent.
Looking at the types of pollution emission causing the most sig-
nificant price increases, an examination of Table 6-1 reveals that, in
the case of the glass, stone, and clay product industry, the largest
amount of gross emission stemmed from wet and dry grinding processes
in the manufacture of cement, concrete, and gypsum. 38,087,793 tons,
or 95.93 percent of all gross emissions in that industry were in the form
of particulate emissions. Petroleum and related industries, on the other
hand, experienced a more even balance of emission types with: (1)
19,704,896 tons or 36.98 percent of total emissions in the form of
particulates, chiefly in the form of asphalt production wastes; (2)
14,451,799 tons or 27.12 percent of total emissions in the form of sulfur
oxides, primarily from crude oil refining and the industrial combustion
of oil; and (3) 12,813,037 tons of carbon monoxide, or 24.14 percent of
total emissions, chiefly from catalytic cracking processes in the refine-
ment of crude oil. Electric utilities, which experienced the third
highest overall price increase showed: (1) 83,841,042 tons of particulates,
or 65.82 percent of total emissions in the form of coal-fueled-generating
processes; (2) 32,391,165 tons of sulfur oxides, or 25.43 percent of
total emissions, primarily in the form of high-sulfur coal-generating
processes; and (3) 10,556,958 tons of nitrogen oxides, or 8.29 percent,
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also from coal-based-generating processes.
In terms of variations by regions, it can be seen from Table 7-2
that differences by regions tend to be considerably less than the varia-
tions by industry. The region that showed the highest weighted average
price increase was the East North Central region with an average price
increase of 3.80 percent. Initially, a smaller variance by regions is
to be expected because regional increases are composed of weighted
industry averages across all industries in each region, and both emission
coefficients and X's are constant across regions. Thus, the weighted
regional price increase will be a function of the extent to which price-
inflation sensitive industries are concentrated in that region. Table
7-3 and Table 7-4 show the total regional distribution of all national
output. Table 7-3 shows the distribution in terms of actual output,
while Table 7-4 shows the distribution in terms of regional proportions
of national output for each industry. Regional outputs for 19 industries
were divided by their respective national totals. Summing across each
row, therefore, shows the regional distribution of output for each industry
across all regions.
As can be seen in Table 7-4, the fact that the East North Central
region showed the highest average regional price increase correlates with
the fact that the proportion of national output of the three highest polluters:
the glass, stone, and clay product industry, petroleum and related industries,
and electric utilities was the highest in that region, although the differ-
ences from other regions were not exceptionally great. This tends to
corroborate the fact that the variance among regional averages, although
reflecting the national distribution of polluting industries, was not
overly significant from region to region.
TABLE 7-3
MATRIX CF REGIONAL AND NATIONAL OUTPUTS
1963 BASE YEAR
(THOUSANDS OF 1963 DOLLARS)
1
NEW
ENGLAND
LIVESTOCK,LIVESTOCK PRDT 785021
OTHER AGRICULTURAL PRDTS 702457
COAL MINING 100681
CRUDE PETRC.,NATURAL GAS 99606
OTHEB MINING 14C986
CONSTRUCTION 4524131
FOODTOBACCOFABAPPAREL 8106298
TRANSPORT EQPT, ORDNANCE 3705903
LUMBER & PAPER 3278735
PETROLEUM, RELATED INDS. 993934
PLASTICS & CHUEICALS 2649390
GLASS, STONE, CLAY PRETS 624907
PRIMARY IRON, STEEL MFR. 1050913
PRIMARY NCNFffiBCUS MEE. 1216454
MACHINERY & EQUIPMENT 6748666
SERVICES 22886480
TRANSPOhl. & WAI0EHOUSING 2108213
GAS & WATER SEFVICES 656999
ELECTRIC UTILI-IES 929537
WAGES AND SALANIES 24504176
TOTAL kEICNAL CUTPUT 85813504
2
MIDDLE
AILANTIC
2573856
2700235
673405
1682326
999553
12356630
28337216
9828222
11965951
4022193
9062863
2351075
5234721
3279252
23C07712
80473840
8431311
2609778
3119975
80835152
293545216
3
EAST
NORTH
CEN TRAL
4891938
5287670
662139
2118588
1238273
14587796
22400832
19758544
10975305
4172017
9563937
2781612
10126214
4255081
25708864
74169024
8528424
3456528
3221082
76188720
304092416
4
WEST
NORTH
CENTRAL
7505207
4717757
131298
691342
346170
6369956
9759849
5712335
3493782
1872021
2711091
894907
1364539
626804
7088725
29073600
3035137
1199606
1163875
29028336
116786352
5
SOUTH
ATLANTIC
2463691
4369080
536093
419861
621379
11504842
19368496
6389217
6214174
2338437
6829058
1671511
1786767
1090869
10713479
45132992
5018117
1710256
2120035
47935328
178233712
6
EAST
SO UTH
CENTRAL
1523335
2046590
192276
300951
354748
3925505
6857099
2151896
2341932
940692
2645229
591811
970557
602843
3910366
17078080
1726746
788951
830963
18559168
68339744
7
UEST
SO UT 11
CENTRAL
2379161
3112255
157183
4803076
636736
8930302
9290621
3880449
3397468
3537502
3951846
1125146
1388035
893908
6516171
30594336
3718749
1402605
1424085
30483104
121622752
8 9 10
MOUNTAIN PACIFIC NATIOAL
CCNTROL
TOTAL
1822665
1258588
52073
604045
755577
4805338
3876804
1699280
1455527
909729
10b3643
500527
462797
583716
299U394
149626
1316234
680647
615201
14922820
54468224
2739478
3166388
130320
1544883
596076
18308928
15003987
10701542
7461892
3039704
4252485
1931003
2105627
1618851
14490458
51747248
5250231
1742797
2001402
53083440
200916752
26684352
27361008
2635467
12264b78
5689495
85312560
123001232
63627392
50584768
21826224
42729536
12472503
24490160
14167779
101174848
365248256
39133152
14248171
15426159
375540224
1423817984
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
TABLE 7-4
PROPORTION OF REGIONAL INDUSTRY OUTPUTS
TO NATIONAL CONTROL TOTAL - 1963 BASE YEAR OUTPUTS
1 2 3 4 5 6 7 8 9 10
NEW MIDDLE EAST WEST SOUTH EAST WEST MOUNTAIN PACIFIC NATIONAL
ENGLAND ATLANTIC NORTH NORTH ATLANTIC SOUTH SOUTH CCNTROL
CENTRAL CENTRAL CENTRAL CENTRAL TOTAL
1 LIVESTOCK,LIVESTOCK PRET 0.029 0.096 0.183 0.281 0.092 0.057 0.089 0.068 0.103 1.0002 OTHER AGRICULTURAL PRDTS 0.026 0.099 0.193 0.172 0.160 0.075 0.114 0.046 0.116 1.303 COAL MINING 0.038 0.256 0.251 0.050 0.203 0.073 0.060 0.020 0.049 1.0004 CRUDE PETRO.,NATURAL GAS 0.008 0.137 0.173 0.056 0.034 0.025 0.392 0.049 0.126 1.0005 OTHER MINING 0.025 0.176 0.218 0.061 0.109 0.062 0.112 0.133 0.105 1.0006 CONSTRUCTION 0.053 0.145 0.171 0.075 0.135 0.046 0.105 0.056 0.215 1.0007 FOODTOBACCOFABAPPAREL 0.066 0.230 0.182 0.079 0.157 0.056 0.076 0.032 0.122 1.0008 TRANSPORT EQPT, ORDNANCE 0.058 0.154 0.310 0.089 0.100 0.034 0. 1 0.027 0.168 1.0009 LUMBER & PAPER 0.065 0.237 0.217 0.069 0.123 0.046 0.067 0.029 0.148 1.000
10 PETROLEUM, RELATED INDS. 0.046 0.184 0.191 0.086 0.107 0.043 0.162 0.042 0.139 1.00011 PLASTICS & CHEMICALS 0.062 0.212 0.224 0.063 0.160 0.062 0.092 0.025 0.100 1.00012 GLASS, STONE, CLAY PRDTS 0.050 0.189 0.223 0.072 0.134 0.047 0.090 0.040 0.155 1.00013 PRIMARY IRCN, STEEL MFR. 0.043 0.214 0.413 0.056 0.073 0.040 0.057 0.019 0.086 1.000
14 PRIMARY NONFERROUS MFR. 0.086 0.231 0.300 0.044 0.077 0.043 0.063 0.041- 0.114 1.00015 MACHINERY & EQUIPMENT 0.067 0.227 0.254 0.070 0.106 0.039 0.064 0.030 0.143 1.00016 SERVICES 0.063 0.220 0.203 0.080 0.124 0.047 0.084 0.039 0.142 1.00017 TRANSPORT. & WAREHOUSING 0.054 0.215 0.218 0.078 0.128 0.044 0.095 0.034 0.134 1.00018 GAS & WATER SERVICES - 0.046 0.183 0.243 0.084 0.120 0.055 0.098 0.048 0.122 1.000
19 ELECTRIC UTILITIES 0.060 0.202 0.209 0.075 0.137 0.054 0.092 0.040 0.130 1.000
20 WAGES AND SALARIES 0.065 0.215 0.203 0.077 0.128 0.049 0.031 0.040 0.141 1.000
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REDUCTIONS IN OUTPUT DUE TO POLLUTION PRICE EFFECTS
In terms of the effect of the price increases on total output in
the economy, the weighted reduction for all industries at the national
level was computed to be 1.93 percent, stemming from the previously discussed
aggregate price increase of 3.33 percent. The detailed output reductions
by industry and region are shown in Table 7-5, while the weighted averages
for industries and regions are shown in Table 7-6.
Looking at the weighted industry averages in Table 7-6, it
is apparent that electric utilities suffered the greatest decline in
output of -4.48 percent. Petroleum and related industries were second at
-3.12 percent, and the crude petroleum and natural gas industry was third
at -2.85 percent. By contrast, the largest single polluter, the glass,
stone,and clay industry, experienced a more modest decline of -2.08 per-
cent. However, an examination of the aggregate elasticities in Table
6-7 shows that the industries experiencing the largest losses: electric
utilities; petroleum and related industries; and petroleum and natural
gas; showed low elasticities of -0.39, -0.19 and 0.0 respectively,
while the glass, stone,and clay industry, which had a more modest decline,
had an elasticity of -1.75, considerably higher than the other industries.
Furthermore, other industries with large elasticities such as: primary iron
and steel manufacturers (-2.29); primary nonferrous manufacturers (-2.28);
and other mining (-2.29), showed very small reductions in output. It thus
seems that both the price effect, in terms of the actual price increase,
and the elasticity effect, exert a relatively small influence on the actual
shifts in output that occur. On the other hand, linkage effects may
exert a stronger influence on net aggregate output shifts for all industries.
TABLE 7-5
PERCENT REDUCTION IN 1963 BASE YEAR REGIUNAL OUTPUTS
RESULTING FROM THE POLLUTION PRlCE; LFFECT
1 2 3 4 5 6 7 8 9
NEW MIDDLE LAST WEST SOUTH LAT WEST MOUNTAIN PACIFIC
ENGLAND ATLANTIC NORTH NORTH ATLANTIC SOUTH SuUlB
CENTRAL CENTRAL CENTRAL CENTRAL
1 LIVESTOCK, LIVESTOCK PRDT -2.58 -2.50 -2.42 -2.24 -2.44 -2.29 -2.22 -2.20 -2.30
2 OTHER AGRICULTURAL PRDTS -2.22 -2.15 -2.05 -1.81 -2.05 -1.82 -1.51 -1.78 -1.70
3 COAL MINING -3.14 -2.15 -2.30 -2.93 -2.17 -2.27 -2.99 -2.37 -2.3o
4 CRUDE PETRO.,NATURAL GAS -3.19 -3.15 -3.11 -2.84 -3.08 -2.77 -2.70 -2.62 -2.65
5 OTHER MINING -1.49 -1.19 -1.21 -1.19 -1.15 -1.09 -0.98 -0.84 -0.85
6 CONSTRUCTION -0.41 -0.63 -0.50 -0.41 -0.36 -0.36 -0.37 -0.26 -C.24
7 FOOD,TOBACCO,FAB,APPAREL -2.78 -2.69 -2.81 -2.63 -2.60 -2.57 -2.43 -2.52 -2.67
8 TRANSPORT ZQPT. ORDNANCE -0.99 -1.05 -1.01 -1.00 -1.09 -1.05 -1.01 -0.94 -0.87
9 LUMBER & PAPER -2.07 -1.97 -2.09 -2.13 -2.13 -2.22 -2.19 -2.07 -1.99
10 PETROLEUM, RELATED INDS. -3.62 -3.39 -3.31 -2.98 -3.30 -3.12 -2.76 -2.78 -2.t3
11 PLASTICS & CHEMICALS -1.75 -1.69 -1.67 -1.67 -1.74 -1.68 -1.uu -1.63 -1.66
12 GLASS, STONE, CLAY PRDTS -2.45 -2.32 -2.13 -2.16 -1.99 -2.06 -1.83 -1.83 -1.d4
13 PRIMARY IRON, STEEL MFR. -1.04 -0.99 -1.01 -1.03 -0.98 -0.98 -0.94 -0.86 -0.92
14 PRIMARY NCNFERFOUS MPR. -0.94 -0.94 -0.97 -0.95 -0.94 -0.94 -0.90 -0.86 -0.84
15 MACHINERY & EQUIPMENT -1.18 -1.19 -1.24 -1.26 -1.26 -1.31 -1.37 -1.22 -1.17
16 SERVICES -2.36 -2.37 -2. 39 -2.19 -2.19 -2.16 -2.13 -2.02 -2.15
17 TRANSPORT. & WAEHlOUSING -1.87 -1.76 -1.6u -1.66 -1.70 -1.68 -1.58 -1.60 -1.62
18 GAS & WATER SLERVICES -2.66 -2.65 -2.69 -2.58 -2.48 -2.43 -2.36 -2.30 -i.30
19 ELECTRIC UTILITIES -4.54 -4.42 -4.49 -4.67 -4.74 -4.72 -4.47 -4.06 -4.19
20 WAGES AND SALARIES -2.03 -2.11 -2.17 -1.81 -1.78 -1.71 -1.bd -1.51 -1.04
TABLE 7-6: VECTOR OF WEIGHTED INDUSTRY AND REGIONAL OUTPUT SHIFTS WITH POLLUTION PRICE EFFECT
LIVESTOCK, LIVESTOCK PRDTS.
OTHER AGRICULTURAL PRDTS.
COAL MINING
CRUDE PETRO., NATURAL GAS
OTHER MINING
CONSTRUCTION
FOOD, TOBACCO, FAB., APPAREL
TRANSPORT EQPT., ORDNANCE
LUMBER & PAPER
PETROLEUM, RELATED INDS.
PLASTICS & CHEMICALS
GLASS, STONE, CLAY PRDTS.
PRIMARY IRON, STEEL MFR.
PRIMARY NONFERROUS MFR.
MACHINERY & EQUIPMENT
SERVICES
TRANSPORT & WAREHOUSING
GAS & WATER SERVICES
ELECTRIC UTILITIES
WAGES & SALARIES
-2.33
-1.90
-2.34
-2.85
-1.08
-0.40
-2.66
-1.00
-2.07
-3.12
-1.68
-2.08
-0.99
-0.93
-1.23
-2.26
-1.69
-2.54
-4.48
-1.94
1 NEW ENGLAND
2 MIDDLE ATLANTIC
3 EAST NORTH CENTRAL
4 WEST NORTH CENTRAL
5 SOUTH ATLANTIC
6 EAST SOUTH CENTRAL
7 WEST SOUTH CENTRAL
8 MOUNTAIN
9 PACIFIC
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
-2.02
-2.06
-1.00
-1.90
-1.90
-1.87
-1.83
-1.68
-1.77
IO
NOi
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For example, despite the fact that industries with large elasticities
or experiencing large price increases, such as the glass, stone, and
clay industry may not show large decreases, significant use of inputs,
such as those of electric utilities or petroleum and related industries,
may cause large declines in the input industries. Thus, indirect and
induced linkage effects would exert more influence on aggregate shifts
in output than either price increases or elasticity effects, The fact
income and consumption effects are also included in the indirect and
induced impacts suggests a reason for the fact that consumer industries,
such as the food, tobacco, fabrics and apparel industry experienced
large output reductions (-2.66 percent) despite the fact that the industry
is relatively price inelastic (-0.77) and experienced only modest price
increases (1.39 percent).
On the other hand, an examination of the weighted averages across
regions in Table 7-6 shows a clear tendency for eastern states in the New
England, Middle Atlantic, and East North Central regions to show greater
decreases in output than states in the western regions. Further examination
of the more detailed Table 7-5 shows that outputs of: crude petroleum and
natural gas; other mining; petroleum and related industries; glass, stone,
and clay products; and primary nonferrous manufacturers diminished more
in the eastern states than the western states, although differences never
exceed one percent. The reason for this becomes apparent by looking at
the relative regional shares of national output in Table 7-4. In most
cases, the predominant share of industrial output for those industries
experiencing significant output reductions are located in the three
eastern regions with the largest shares in the predominantly industrial
states of Illinois, Indiana, Michigan, Ohio, and Wisconsin--states in
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the East North Central region. The industries showing the largest output
decreases: electric utilities; petroleum and related industries; glass,
stone, and clay products; coal mining; and crude petroleum and natural gas
all showed a definite pattern of clustering in the Middle Atlantic and East
North Central regions. In the primary nonferrous manufacturing sector, and
the primary iron and steel manufacturing industries, the East North Central
region alone accounted for roughly 30 and 40 percent of total national out-
put respectively. The same applies to wages and salaries. The highest re-
ductions in wages and salaries were also to be found in the New England,
Middle Atlantic, and East North Central regions (2.03, 2.11, and 2.17 res-
pectively). This is also corroborated by the fact that 48.3 percent of to-
tal national income in wages and salaries was also found to be in these
three regions. Thus, in general, it can be asserted that the regional dis-
tribution of economic impacts stemming from the pollution-control-price
effect will tend to be a direct function of the locational pattern of poll-
uting industries. Because more of the polluting industries tend to be clus-
tered in the three eastern regions, relative to the nation as a whole, the
result is that the largest reductions in industrial output will also tend
to be concentrated in those regions.
INCREASES IN OUTPUT DUE TO POLLUTION-ABATEMENT EXPENDITURES
Increases in output due to pollution abatement expenditures were also
significant. The detailed increases for industries and regions are shown
in Table 7-7, while the weighted averages for industries and regions are
shown in Table 7-8.
TABLE 7-7
PERCENT INCREASE IN 1963 EASE REGIONAL OUTPUTS
RESULTING FROM POLLUTION ALATLMENT EXP ENDIT UR ES
1 2 3 4 5 b 7 8 9
NEW MIDDLE EAST WEST SOUTH EAST WEsT HUUNTAIN PALIrIC
ENGLAND ATLANTIC NORTH NORTH ATLANTIC SOUTh SOUTH
CENTRAL CENTRAL CENTRAL CENTRAL
1 LIVESTOCK,LIVESTOCK PRDT 2.80 2.66 2.58 2.31 2.56 2.37 2.25 2.15 2.J8
2 OTHER AGRICULTURAL PRDIS 2.51 2.40 2.26 1.89 2.20 1.92 1.56 1.13 1.17
3 COAL MINING 6.67 4.93 5.26 6.43 4.81 5.09 b .9 0 4.07 4.54
4 CRUDE PETRO.,NATURAL GAS '7.20 6.95 7.18 6.52 6.74 6.37 6.79 6.25 6.35
5 OTHER MINING 4.36 4.32 4.17 3.95 4.02 3.93 3.90 3.19 2.dd
6 CONSTRUCTICN 1.96 2. 29 2.15 1.90 1.80 1.85 2.03 1.70 1.o3
7 FOODTrOBACCO,FAB, APP AREL 3.04 2.97 3.17 2.71 2.65 2.65 2.45 2. 27 2.35
8 TRANSPORT EQPT. ORDNANCE 1.33 1.42 1.38 1.31 1.37 1.36 1.33 1.22 1.09
9 LUMBER & PAPER 2.63 2.52 2.77 2.45 2.45 2.58 2.55 2.08 2.14
10 PETROLEUM, RELATED INDS. 8.12 7.97 8.10 7.38 7.52 7.53 7.57 7.22 7.12
11 PLASTICS & CHEMICALS 8.91 8.83 8.93 8.73 8.05 8.71 8.76 7.99 7.9b
12 GLASS, STONE, CLAY PRDTS 5.33 5. 18 5.10 4.71 4.55 4.u4 4.b2 4.22 4.20
13 PRIMARY IRON, STEEL MFR. 4.41 4.09 3.99 3.97 3.91 3.87 J.83 3.46 3.o3
14 PRIMARY NONFERROUS MFR. 4.43 4.43 4.50 4.38 4.40 4.29 4.03 3.87 3.oo
15 MACHINERY & EQUIPMENT 6.37 6.35 6.49 6.30 6.14 6.29 6.26 5.97 5 96
16 SE R CE S 3.27 3.26 3.51 2.77 2.60 2.72 2.96 2. 39 2. 48
17 TRANSPORT. & WAREHOUSING 3.43 3.28 3.15 2.94 3.04 3.03 3.11 2.68 2.70
18 GAS & WATER SERVICES 4.45 4.55 4.72 4.02 3.95 4.22 4.60 3.52 3.30
19 ELECTRIC UTILITIES 10.09 10.09 10.32 9.32 9.35 9.44 9.88 9.02 8.37
20 WAGES AND SALARIES 3.18 3.23 3.53 2.48 2.35 2.45 2.53 2.02 2.34
TABLE 7-8: VECTOR OF WEIGHTED INDUSTRY AND REGIONAL OUTPUT SHIFTS WITH POLLUTION-ABATEMENT
EXPENDITURES
LIVESTOCK, LIVESTOCK PRDTS.
OTHER AGRICULTURAL PRDTS.
COAL MINING
CRUDE PETRO., NATURAL GAS
OTHER MINING
CONSTRUCTION
FOOD, TOBACCO, FAB., APPAREL
TRANSPORT EQPT., ORDNANCE
LUMBER & PAPER
PETROLEUM, RELATED INDS.
PLASTICS & CHEMICALS
GLASS, STONE, CLAY PRDTS.
PRIMARY IRON, STEEL MFR.
PRIMARY NONFERROUS MFR.
MACHINERY & EQUIPMENT
SERVICES
TRANSPORT. & WAREHOUSING
GAS & WATER SERVICES
ELECTRIC UTILITIES
WAGES & SALARIES
1
2
3
4
5
6
7
8
9
2.39
2.02
5.24
6.78
3.86
1.93
2.78
1.32
2.50
7.67
8.70
4.80
3.97
4.30
6.28
2.99
3.08
4.25
9.74
2.85
NEW ENGLAND
MIDDLE ATLANTIC
EAST NORTH CENTRAL
WEST NORTH CENTRAL
SOUTH ATLANTIC
EAST SOUTH CENTRAL
WEST SOUTH CENTRAL
MOUNTAIN
PACIFIC
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
3.65
3.71
3.86
3.08
3.10
3.19
3.43
2.73
2.84
N3
- 232 -
In terms of the aggregate increase in the entire economic system, the
overall weighted average increase in output for all industries in all re-
gions was computed to be 3.40 percent. This compares favorably with the
aggregate decrease of output of 1.93 percent resulting from the control
policy-based price effect.
Looking at output increases by industry, an examination of Table 7-8
shows that the largest increases tended to be concentrated in energy and
manufacturing oriented industries. Thus, the: electric utilities; plas-
tics and chemicals; petroleum and related industries; crude petroleum and
natural gas; and the machinery and-equipment industries experienced the
largest output increases of 9.74, 8.70, 7.67, 6.78, and 6.28 percent,
respectively. These industries also received the highest amounts of poll-
ution-abatement expenditures, which confirms the correlation between the
level of pollution-abatement espenditure and multiplier impacts. For
example, as shown in Table 6-5, machinery and equipment inputs into poll-
ution-abatement technology totalled 4.18 billion dollars or 32.76 per-
cent of the total pollution-abatement expenditure of 12.73 billion dollars.
The plastics and chemicals industry and petroleum and related industries,
likewise, were high at 2.03 billion and 1.04 billion dollars, or 15.89
percent and 8.17 percent of total pollution-abatement expenditures, res-
pectively. However, the importance of keeping differential levels of
aggregate output in mind should not be overlooked. For example, in the
case of wages and salaries, aggregate demands for labor in the production
of abatement technology, as shown in Table 6-5, totalled 2.17 billion
dollars or 17.05 percent of the total pollution-abatement expenditure,
making it the second highest expenditure category after machinery and
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equipment. However, because of the fact that the total national wage bill
constitutes in fact the largest single category of the 20 industries under
consideration, as shown in Table 7-3, the actual percentage increase as a
proportion of the 1963 base-year output is a relatively modest 2.35 percent.
This tends to hide the fact that in terms of absolute numbers, the increase
in direct income due to investment in pollution-abatement technology is
actually quite significant.
On the other hand, looking at percentage changes in output by region
as shown in Table 7-8, it is apparent that differences by region showed
a clear pattern of higher increases for the three eastern regions over the
regions to the west. The highest output increases were experienced in the
East North Central region (3.86.percent), the Middle Atlantic region
(3.71 percent), and the New England region (3.65 percent). The smallest
increases, on the other hand, were in the Mountain states (2.73 percent),
and the Pacific states (2.83 percent), although in total the dispersion
for all nine regions was 1.13 percent. In terms of the total GNP, this
represents a difference of roughly 18.8-billion dollars.
Looking at the national distribution of industrial output in Table
7-4, it becomes immediately clear why the eastern regions dominated over
the western regions. Of the industries that contributed the most to
investment in pollution-abatement technology, 54.8 percent of the total
national output of machinery and equipment was in the three eastern re-
gions, the East North Central region alone accounting for 25.4 percent
of total national output. Of total national output of plastics and chem-
icals, 49.8 percent was in the three eastern regions with the East North
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Central region accounting for 22.4 percent of all output. Likewise in
electric utilities; wages and salaries; and petroleum and related indus-
tries, the three eastern regions comprised 47.1, 48.3, and 42.1 percent
respectively of the total national output, the East North Central region
being the highest in all cases. Furthermore, other manufacturing categor-
ies, such as: primary iron and steel manufacturers; and primary nonferrous
manufacturers, had 67.0 percent and 61.7 percent, respectively of national
output in the eastern regions.
Thus, it is clear that while the eastern regions suffered the larger
impacts in terms of price-induced output reductions, due to the high
concentration of abatement technology producing industries in the same
regions, they also received the higher share of production increases due
to the stimulative effect of pollution-abatement investment. However,
it should be kept in mind that in'the process of solving the pollution-
expenditure model, abatement expenditures were allocated to regions on
the basis of regional shares of total national output. Thus, the degree
and location of the expenditure impact will tend to reflect the pre-exist-
ing level and mix of national output in each region. As the eastern re-
gions embody a more industrialized economic base, and given the predominance
of manufacturing industries in the abatement-technology production function,
the net result is for the multiplier impact to show the greatest increase
in precisely those regions with the most developed industrial structures.
Thus, the locational parameters by which abatement expenditures are all-
ocated to the different regions become critical variables in the final
results, as far as regional impacts are concerned. Given this importance,
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the implications of assuming that pollution-abatment expenditures are all-
ocated throughout the national spatial system on the basis of regional
shares of total national output will be scrutinized more carefully in the
last section.
NET CHANGES IN INDUSTRIAL OUTPUT BY REGION
As was mentioned briefly in the first part of the chapter, the calcu-
lation of the net industrial output changes in each region was accomplished
through combining elements of both the price-output model and the pollu-
tion-expenditure multiplier model. In essence, the price-adjusted region-
al technology matrices were used, in expanded form, with the final demand
vector, augmented by regional pollution abatement expenditures. The net
results for all industries and regions are shown in Table 7-9, while
the calculated weighted averages for industries and regions is presented
in Table 7-10. In addition, Table 7-11 shows the actual regional and
national changes in -industrial output in terms of thousands of 1963 doll-
ars.
In general, the calculated weighted average for the entire economic
system showed a net output increase of 1.41 percent. In short, the mult-
iplier effects of pollution-abatement expenditures not only balanced out the
loss of output due to pollution-control policies, but also managed to show
a model gain in the overall output in the economy. However, the variations
by industry and region were quite significant and that will be discussed"
presently.
In terms of the industries that showed large increases in products
TABLE 7-9
NET PERCENT CHANGE IN 1963 BASE YEAR REGIONAL OUTPUTS LESULTING FROM
THE POLLUTIh PRICE EFFECT AND POLLUTION ABATEMENT EXPENDITURES
1 2 3 4 5 6 7 8 9
NEW MIDDLE EAST WEST SOUTH LAST WEST AOUNTAIN PACIFIC
ENGL AN D ATLANTIC NORTH NORT H ATLANTIC SOUTH SOUTH
CENTRAL CtNTb AL CENTRAL CLNTRAL
1 LIVESTOCK,LIVESTOCK PRET 0.13 0.08 0.09 -0.01 0.04 0.00 -0.04 -0.12 -0.29
2 OTHER AGRICULTURAL PRDIS 0.21 0. 18 0.14 0.03 (J.0 9  0.04 0.01 -0.10 -0.Jb
3 COAL MINING 3.43 2.71 2.89 3.42 2.58 2.75 3.84 2.24 2.12
4 CRUDE PETRO.,NATURAL GAS 3.-90 3.70 3.97 3.60 3.56 3.52 4.01 3.56 3.64
5 OTHER MINING 2.83 3.09 2.92 2.72 2.83 2.80 2.89 2.32 2.01
6 CONSTRUCTION 1.53 1.65 1.63 1.48 1.43 1.47 1.65 1.43 1.39
7 FOOD,TCBACCO,FAB,APPAREL 0.17 0.19 0.27 -0.01 -0.03 -0.00 -0.04 -0.32 -0.39
8 TRANSPORT EQPT. ORDNANCE 0.31 0.33 0.33 0.28 0.25 0.28 0.28 0.25 0.20
9 LUMBER & PAPER 0.49 0.48 0.61 0.25 0.26 0.29 0.30 -0.04 0.10
10 PETROLEUM, RELATED INDS. 4.38 4.47 4.68 4.31 4.13 4.32 4.73 4.36 4.22
11 PLASTICS & CHEMICALS 7.10 7.09 7.20 7.01 6.86 6.98 7.11 b.32 6.2b
12 GLASS, STONE, CLAY PRDTS 2.80 2.78 2.90 2.49 2.51 2.53 2.74 2.35 2.37
13 PRIMARY IRON, STEEL MFR. 3.34 3.06 2.94 2.91 2.90 2.86 2.86 2.58 2.0d
14 PRIMARY NONFEREOUS MPR. 3.47 3.46 3.49 3.40 3.42 3.33 3.10 2.99 2.80
15 MACHINERY & EQUIPMENT 5.16 5.12 5.21 5.00 4.85 4.95 4.85 4.71 4.75
16 SERVICES 0.83 0.81 1.04 0.51 0.34 0.49 0.76 0.31 0.27
17 TRANSPORT. & WAREIOUSING 1.50 1.46 1.42 1.23 1.28 1.30 1.48 1.03 1.03
18 GAS & WATER SERVICES 1.70 1.81 1.93 1.36 1.40 1.72 2.16 1.16 0.93
19 ELECTRIC UTILITIES 5.40 5.52 5.67 4.52 4.49 4.60 5.29 4.87 4.od
20 NAGES AND SALARIES 1.08 1.05 1.28 0.62 0.51 0.68 0.80 0.47 0.45
K
TABLE 7-10: VECTOR OF WEIGHTED INDUSTRY AND REGIONAL NET PERCENTAGE CHANGES IN OUTPUT
LIVESTOCK, LIVESTOCK PRDTS.
OTHER AGRICULTURAL PRDTS.
COAL MINING
CRUDE PETRO., NATURAL GAS
OTHER MINING
CONSTRUCTION
FOOD, TOBACCO, FAB., APPAREL
TRANSPORT EQPT., ORDNANCE
LUMBER & PAPER
PETROLEUM, RELATED INDS.
PLASTICS & CHEMICALS
GLASS, STONE, CLAY PRDTS.,
PRIMARY IRON, STEEL MFR.
PRIMARY NONFERROUS MFR.
MACHINERY & EQUIPMENT
SERVICES
TRANSPORT. & WAREHOUSING
GAS & WATER SERVICES
ELECTRIC UTILITIES
WAGES & SALARIES
-0.01
0.06
2.82
3.84
2.74
1.52
0.04
0.29
0.37
4.45
6.97
2.66
2.94
3.34
5.02
0.66
1.33
1.64
5.12
0.85
1
2
3
4
5
6
7
8
9
NEW ENGLAND
MIDDLE ATLANTIC
EAST NORTH CENTRAL
WEST NORTH CENTRAL
SOUTH ATLANTIC
EAST SOUTH CENTRAL
WEST SOUTH CENTRAL
MOUNTAIN
PACIFIC
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
1.57
1.58
1.79
1.11
1.14
1.26
1.54
1.01
1.02
I
TABLE 7-11
NET CHANGE IN 1963 BASE YEAR OUTPUTS RESULTlNG FROM
THE POLLUTION PRICL EFFECT AND POLLUTION ABATEM1ENT EXPtNDITlU'hLt
(THOUSANDS OF 1963 DOLLARS)
1
N EW
ENGLAND
2
IIDDLE
ATLANTIC
1 LIVESTOCKLIVESTLCK PRDT 1o16 2062
2 OTHER AGRICULTURAL PRDTS 1473 4991
3 COAL MINING 3451 18249
4 ChUEE PETRO.,NATURiAL GAS 3888' 62202
5 OTHER MINING 3989 30888
6 CONSTRUCTION 69328 203349
7 FOOD,TOUACCO,FAB,APPAREL 13592 53539
8 TRANSPORT EQPT, ORDNANCE 11402 32769
9 LUMBER & PAPER 1bb 57180
10 PETROLEUM, RELATED INDS. 4352b 179766
11 PLASTICS & CHEMICALS 188117 642292
12 GLASS, STONE, CLAY PRDTS 17462 65424
13 PRIMARY IRON, STEEL MFR. 35139 160379
14 PRIMARY NONFERROUS MFR. 42156 113501
15 MACHINERY & EQUIPMENT 348243 1178610
16 SERVICES 188959 651108
17 TRANSPORT. & WAREHOUSING 31549 123201
18 GAS & WATER SLoVICES 11170 47250
19 ELECTRIC UTILITIES 50203 172116
20 WAGES AND SALAhIES 264225 844873
21 TOTAL REGIONAL CHANGE 1345067 4643751
3
2AST
NOT i6 n
CENTRAL
4224
73t6
19131
d4111
36147
238428
60433
65220
66772
195216
688481
E0780
298096
146662
1339887
769862
120964
66811
182534
97b736
5449930
4
WEST
NORTH
CENTRAL
-449
1384
4489
24858
9433
94042
-511
16027
8861
80707
190051
22280
39734
21315
J54301
149358
37201
16281
52615
178815
1300792
5
' OUTH
ATLANTIC
1044
4049
13826
14952
1 7614
164840
-6051
15753
16140
96008
468476
42021
51845
37350
519317
154149
64411
23943
95163
245769
2041217
6
FAST
SOUTH
CENT1AL
52
871
526
10592
9940
57878
-197
5938
6768
40604
1846U2
14956
27747
20045
193559
84059
22489
13543
38224
126943
363960
7
WEST
SOUTH
CENTRAL
-8514
190
6029
192525
18404
147316
-4079
10945
10099
16736b
281069
30863
39742
27756
316154
232923
55011
3C356
75360
242663
1879336
8 9 10
MOUNTAIN PACIFIC TOTAL
INDUSTRY
CHANGE
-2140
-1238
1166
21491
17559
66673
-12238
4281
-640
39691
67223
11745
11937
17438
140968
43879
13576
7892
29930
69889
5510d0
-78 3 3
-1996
2764
56226
11977
253721
-58229
20869
7834
12b295
26b257
45803
56532
45327
6B862 0
140813
53922
16255
93598
237154
2057907
-2878
17109
74392
470846
155949
1297575
46309
183205
1s9175
971780
2976627
331354
721150
473549
5079658
2415109
522324
233500
789743
3187066
20133536
I
9D
I
- 239 -
ion, as shown in Table 7-10, the five highest were: plastics and chemicals
(6.97 percent); electric utilities (5.12 percent); machinery and equipment
(5.02 percent); petroleum and related industries (4.45 percent); and
crude petroleum and natural gas (3.84 percent Looking at Table 6-5, it
becomes immediately apparent that the same industries produced relatively
larger shares of pollution-abatment inputs than other industries. The rate
of the positive impact of pollution-abatement investment, and therefore,
the net change in industrial output will, thus, to a large extent reflect
the proportion of overall pollution-abatement investment that these ind-
ustries receive.
It is also apparent in Table 6-5 that the construction industry and
wages and salaries also contributed significant amounts to pollution-abate-
ment technology production, the construction industry being responsible
for 8.79 percent and wages and salaries being responsible for 17.01 per-
cent respectively of total pollution-abatement expenditures. However, the
construction industry experienced a relatively small percentage change
of 1.52 percent and wages and salaries grew by only 0.85 percent. The
reason becomes clear in an examination of Table 7-11 where it can be seen
that, in terms of abosolute amounts, wages and salaries actually grew by
'3.19 billion dollars, second only to the 5.08 billion dollar increase for
the machinery and equipment sector. Likewise, the construction industry
grew by 1.30 billion dollars, making it the fifth highest in terms of
absolute dollar increases. The same applies to the service industries,
which supplied 4.02 percent of the total pollution-abatement expenditure
and showed only a modest 0.66 percent net change in output, but which in
absolute amounts actually grew by 2.42 billion dollars making it the
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fourth highest industry in terms of absolute growth.
Looking at the changes in net output by region, a clear pattern
began to emerge with productivity gains being higher in the three eastern
regions than in the west. An examination of Table 7-10 shows that the
New England, Middle Atlantic, and East North Central regions all showed
higher productivity gains than the western regions, although the net pos-
itive changes in the West South Central region were also significant. The
West South Central region is composed of the states of Arkansas, Louisi-
ana, Oklahoma, and Texas.
As previously discussed, the basic reason for the higher producti-
vity gains in the eastern regions stemmed from the high concentration of
abatement technology producing industries in those regions. Hence, as
can be seen in Table 7-4, machinery and equipment; plastics and chemicals;
electric utilities; petroleum related industries; and wages and salaries,
all had proportionately larger concentrations in the three eastern regions.
On the other hand, the West South Central region had a high proportion
of the total national output of the crude petroleum and natural gas ind-
ustry, and petroleum and related industries (39.2 percent and 16.2 percent,
respectively), which explains its high standing relative to the other
western regions, since both industries draw primarily from the rich oil
resources of that region.
In terms of regional.changes given in absolute amounts, it can
be seen in the Total Regional Change row in Table 7-11 that the relative
order remains essentially the same with the East North Central and Middle
Atlantic region experiencing the two highest increases in regional product
(5.45 and 4.64 billion dollars, respectively). However, the Pacific
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states also showed a significant increase of 2 billion dollars. The reason
for this becomes apparent in an examination of Table 7-3 where it can be
seen that the Pacific states generated 201 billion dollars of gross reg-
ional product (GRP), making it the third largest region, after the East
North Central and Middle Atlantic regions, in terms of total output. Thus,
as it is with the large industries, small percentage changes tend to mask
large relative changes in output. However, in this case, the relative
differences continue to favor the two largest eastern regions, which
showed larger percentage as well as absolute increases in regional output
than the regions to the west.
Looking at regional differences in terms of absolute and percent-
age changes in industrial output, of the five industries experiencing the
highest absolute gains, four: the machinery and equipment industry; wages
and salaries, plastics and chemicals; and service industries all showed
the highest increases in the Middle Atlantic and East North Central re-
gions. The only exception to this was the construction industry that
showed the highest gains in the Pacific states. In terms of the five
industries experiencing the highest percentage increases, moreover, of
those not mentioned, electric utilities and petroleum and related indus-
tries both showed the highest gains in the Middle Atlantic and East North
Central regions. The only exception in this case was the crude petroleum
and natural gas industry that showed the highest gains in the West South
Central region for reasons that were mentioned previously. Thus, on
both counts, in terms of percentage changes, as well as absolute changes,
the Middle Atlantic and East North Central regions showed a clear dominance
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over other regions in terms of net gains in productivity due to the net
impacts of the pollution-control-policy-based price effect, and investment
in the pollution-abatement industry.
Also, as can be seen in Table 7-11, the entire economy increased
in the aggregate by 20 billion dollars. Given the initial total pollu-
tion-abatement expenditure of 13 billion dollars, the net aggregate
multiplier for the entire economy, including the pollution-price effect
was 1.58.
In terms of a comparative analysis of those industries that exper-
ienced the greatest declines in output due to the pollution policy-based
price effect, and those that gained most from pollution-abatement expend-
itures, the largest declines were found in the: electric utilities indus-
try; petroleum and related industries, and crude petroleum and natural
gas. However, the largest gainers were, with the exception of plastics
and chemicals, and the machinery and equipment industry: electric utilities;
petroleum and related industries; and crude petroleum and natural gas.
Thus, despite the fact that they were large polluters and experienced a
substantial loss in output due to the pollution policy-based price effect,
the fact that they constributed so much, both directly and indirectly
to the production of abatement technology led, in the end, to significant
production gains for those industries. Industries for which this did not
happen, however, were: the glass, stone, and clay product industries,
which experienced only modest gains in production; the food, tobacco,
fabrics, and apparel industry; and the agricultural industries. Of all
the industries: livestock and livestock products; other agricultural pro-
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ducts; and the food, tobacco, fabrics, and apparel industries fared the
worst in terms of both net percentage changes, as shown in Table 7-10,
as well as absolute changes in output, as shown in the Total Industry
Change column in Table 7-11, despite the fact that they were modest poll-
uters and showed the lowest price increases of all the other industries.
The reason stems basically from their low level of direct contri-
bution to pollution-abatement expenditures, and their particular suscepti-
bility to induced income and consumption effects caused by reductions in
the output of other industries. Thus, in general, for consumer oriented,
and the food and agriculture industries, the impact of pollution-control
policies was particularly severe, tending to shift production more to-
ward capital-intensive high-linkage industries more directly related to
the production of abatement technology.
In summary, in addition to the general shift in the structure of
national production toward more energy oriented, and capital-intensive,
high-linkage manufacturing industries as a result of the policy influence,
is the simultaneous spatial shift in the location of production toward
the more heavily industrialized regions of the country. This pattern
is particularly interesting as it begins to suggest a process of income
redistribution to the more industrialized, older sections of the country
in contrast to the more recent process of industrial diffusion to the
west. Of course, it must be kept in mind that the analysis reflects the
spatial organization of production existing in 1963, and that the allo-
cation of pollution-abatement expenditures, having been made on that basis,
will tend to reflect the same structure. However, the results, in gen-
eral, substantiate the overall premise that the net outcome for any reg-
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ion will depend on the extent to which investment in pollution-abatement
technology offsets the losses to be expected from emission controls. Thus,
while the eastern regions showed larger productivity losses due to pollu-
tion-control-induced price effects, because of the high concentration
of high emission industries in those regions, they were yet able to gen-
erate a net gain in output because of the concentration of abatement-tech-
nology investment in those regions. The western regions, while experien-
cing generally smaller output reductions, nevertheless, were not able to
balance them off in terms of gains in output from abatement-technology
investment as in the East.
NET SHIFTS IN INTERREGIONAL TRADE
In the present section, discussion will be focussed on the inter-
regional trade impacts of the two policy influences. As previously dis-
cussed, determining the net shifts in trade flows that result from the
policy influences involved calculating the trade flows for the two situa-
tions under consideration. Trade flows were calculated for the 1963 base-
year situation using 1963 outputs and final demands, as well as for the
situation involving the simultaneous implementation of pollution-control
policies and pollution-abatement expenditures. Percentage differences,
with respect to the base year were then calculated for total regional
exports, imports, and balances of trade.
In general, the observations in the previous sections tend to be
borne out in the evidence concerning shifts in the pattern of interregional
trade that result from pollution control policies and investment in the
pollution-abatement industry. As can be seen in Table 7-12, rates of
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increase in exports for the eastern regions were larger than in the West.
The exception to this was the West South Central region that showed an
TABLE 7-12: PERCENTAGE CHANGE IN INTERREGIONAL TRADE FLOWS
Percent Percent
Region Change in Change in
Total Exports Total Imports
1. New England 3.79 3.54
2. Middle Atlantic 3.55 3.39
3. East North Central 3.33 3.44
4. West North Central 2.31 2.64
5. South Atlantic 2.58 2.94
6. East South Central 2.72 3.03
7. West South Central 4.03 2.89
8. Mountain 2.11 2.61
9. Pacific 2.39 3.04
exceptionally large increase in trade. That stemmed primarily from large
increases in the trade of crude petroleum and natural gas, as well as in
the products of petroleum and related industries. Because of its abun-
dance of energy resources and the high linkage to manufacturing and re-
lated industries, the West South Central region showed a disproportion-
ately large increase in its exports over its imports. In general, how-
ever, the overall tendency was for the western states to show higher growth
rates for imports over exports indicating a pattern of increasing trade
deficits as a result of pollution-control policies and pollution-abate-
ment expenditures.
Looking at actual trade balances, however, the picture comes out
more clearly in favor of the eastern regions. As shown in Table 7-13,
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all three eastern regions show an improvement in their overall surplus
position with the East North Central region showing the largest increase
in trade of all the regions. All the western regions, on the other hand,
with the exception of the West South Central region, which showed an enor-
mous jump from a net deficit to a net surplus, tended to show either inc-
reases in their deficit position or decreases in their surplus position.
TABLE 7-13: TOTAL TRADE BALANCES FOR ALL REGIONS
(Thousands of 1963 Dollars)
Total Trade Balance Total Trade Balance Net
1963 Base Year PPE and PAE Effect Change
1. New England 409,387 464,788 55,401
2. Middle Atlantic 3,933,809 4,151,674 212,865
3. East North Central 13,200,311 13,590,285 389,974
4. West North Central -1,832,771 -1,955,401 -122,630
5. South Atlantic -6,799,680 -7,095,162 -295,482
6. East South Central 104,636 58,472 -46,164
7. West South Central -95,421 127,353 222,774
8. Mountain -594,153 -659,578 -65,425
9. Pacific -8,331,119 -8,682,431 -351,312
In general, therefore, the trend seems to be fairly clear that given the
distribution of productive technology and the patterns of interregional
trade that existed in 1963, the implementation of pollution-control poli-
cies and the simultaneous increase in pollution-abatement expenditures
would mean a general reallocation of productive activity toward the eastern
regions. In short, the industries and regions that will benefit most will
be those contributing most to the production of abatement technology.
Those regions experiencing the greatest losses will be those with higher
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emission rates and lower capacity to produce abatement technology, resp-
ectively. To the extent that productive capacity exists in a region, it
will be able to offset production losses both by producing abatement tech-
nology for its own domestic consumption and exporting to other regions.
The benefit is therefore doublefold, as production is increased both for
domestic needs as well as export. If a region does not possess the pro-
ductive capacity, then output losses will be exacerbated by the necessity
of having to import abatement technology from other regions. Thus, the
factor of interregional trade adds an additional dimension to the issue
of net shifts in regional welfare both by increasing the benefits to those
regions able to produce and export abatement technology and increasing the
losses to those regions forced to import technology due to the lack of their
own domestic production capacity.
AN EXAMINATION OF THE LOCATIONAL PARAMETERS OF THE MODEL
As was mentioned in the previous sections concerning the final re-
sults, one very critical assumption in the interpretation of the final re-
sults concerns the locational assumptions with respect to the spatial all-
ocation of pollution-abatement expenditures. Its importance derives from
the fact that the economic impact of pollution-abatement policy for any
region is essentially a matter of whether or not the abatement industry
is located in that region to absorb the losses due to pollution-policy
based price effects. As was discussed in Chapter 6, the actual data from
which the results were obtained had no locational definition. Expenditures
were simply calculated on the basis of net investment and operating and
maintenance costs for 57 classes of industrial pollution, given engineering
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assumptions concerning the necessary technology to fulfill given abate-
ment requirements. To use the data, several assumptions had to be made
relative to its industrial and spatial definition. First, the data had
to be expressed in terms of producer industries by allocating all expend-
itures according to input vectors to their respective input industries.
The vectors were provided by RFF and were constant for all classes of tech-
nology, although different with respect to operations and maintenance, net
new investment, and several residual categories. It was only by allocat-
ing to producer industries that a meaningful multiplier could be calcula-
ted, as it is the supplier of the input that experiences the multiplier
and not the purchaser of the input. Second, the data, now defined in terms
of producer sales data, had to be allocated to each region for each pro-
ducer industry on the basis of the proportion of that region's output of
the producing industry to the total national output of the industry. The
proportions actually used are shown in Table 7-4. By allocating expend-
itures by industry and region in such a manner, the implication was that
abatement technology producers were allocated according to the spatial
distribution of producer industries in 1963. The net result of this ass-
umption, however, is the tendency to replicate the existing industrial
base, which, in turn, biases the results strongly toward those areas with
an existing industrial infrastructure without any empirical evidence on
where the abatement industry is really located. The results, thus, reflect
some rather strict assumptions concerning the locational impact of pollu-
tion abatement expenditures. 5 Therefore, the question arose: Allowing for
5
The price model, however, is not affected by similar locational
assumptions as elasticities, abatement-cost, and emission coefficients
are constant across regions.
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the fact that no empirical data presently exists on the location of the
pollution abatement industry, are those assumptions reasonable? In other
words, would any other locational assumption have made enough of a diff-
erence in the spatial distribution of the results to invalidate the results?
To address this question, an alternative hypothesis had to be con-
structed in which the expenditure data in terms of inputs from producer
industries remained constant, but was alloca-ted to the nine regions on a
different basis than on the regional shares of producer output. In the
model, the assumption is that the abatement-technology producers are loc-
ated according to the national distribution of each producing industry.
Thus, for example, the machinery and equipment industry contributed 4.2
billion dollars, or 33.0 percent of the total abatement expenditure of
12.7 billion dollars. That 4.2 billion dollars was distributed according
to the national distribution of output of the machinery and equipment ind-
ustry, as shown in Table 7-4, or, where the machinery and equipment or
producer industry was located. The alternative hypothesis was constructed
such that the same amount, or 4.2 billion dollars was distributed on the
basis of where the purchasing industries were located, or, in the regions
where the actual pollution was occurring. In other words, pollution-
abatement expenditures, which represent the input of producer industries
to the production of abatement technology, were shifted from the region
where the same producer industries were located to the region where the
purchaser of the abatement technology was located. The locational para-
meters, with respect to expenditure distribution, are thus shifted from
the region of the producer industry to the region of the purchaser ind-
ustry. This obviates the necessity of interregional trade as the final
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allocational mechanism and places the same given amount of expenditure
directly in those regions where the pollution is actually occuring.
In order to accomplish this, a new allocational vector had to
constructed. Because of the fact that regional output shares are the
only available data by which regional allocations are possible, the same
procedure was used, except that a different allocation formula was used
than that shown in Table 7-4. Table 7-14 shows the distribution, by ind-
ustry, of total emissions and abatement of the five criteria air pollu-
tants, as assembled from Table 6-1. In the table, it can be seen that
electric utilities; petroleum and related industries; and glass, stone,
and clay products are the largest polluters, accounting for 79.15 percent
of all gross emissions and 79.76 percent of total abatement. Adding
primary iron and steel manufacturers, and plastics and chemicals, accounts
for 91.82 percent of emissions and 92.02 percent of abatement, while add-
ing lumber and paper, and primary nonferrous manufacturers accounts for
98.5 percent of emissions and 98.63 percent of abatement. In all, seven
industries account for roughly 99 percent of all the air pollution. It was
assumed in the alternative hypothesis that these seven industries were the
primary purchasers of pollution abatement technology. Therefore, it was
the distribution of national output of these industries that was used to
allocate abatement expenditures across regions rather than that of the
abatement-technology producers.
The method by which this was done was to construct a composite
vector representing the national distribution of output for all seven ind-
ustries. Regional output data were taken from Table 7-3, and the outputs
in each region were added for the seven industries and divided by the sum
TABLE 7-14: INDUSTRIAL DISTRIBUTION OF TOTAL AND ABATED EMISSIONS
Gross Gross Total Total
Industry Emissions Emissions Abatement Abatement
(tons) (percent) (tons) (percent)
1 LIVESTOCK, LIVESTOCK PRDTS.
2 OTHER AGRICULTURAL PRDTS. - -
3 COAL MINING 568,240 0.20 540,492 0.22
4 CRUDE PETRO., NATURAL GAS 645,792 0.23 506,217 0.20
5 OTHER MINING - - -
6 CONSTRUCTION ~
7 FOOD, TOBACCO, FAB., APPAREL 304,157 0.11 84,386 0.03
8 TRANSPORT EQPT., ORDNANCE 524,353 0.19 324.718 0.13
9 LUMBER & PAPER 8,496,820 3.05 6,839,018 2.70
10 PETROLEUM, RELATED INDS. 53,291,911 19.14 50,320,502 19.88
11 PLASTICS & CHEMICALS 15,915,095 5.72 13,478,433 5.32
12 GLASS, STONE, CLAY PRDTS. 39,703,195 14.26 38,658,712 15.27
13 PRIMARY IRON, STEEL MFR. 19,361,514 6.95 17,561,711 6.94
14 PRIMARY NONFERROUS MFR. 10,114,481 3.63 9,894,067 3.91
15 MACHINERY & EQUIPMENT 91,019 0.03 86,692 0.03
16 SERVICES 2,048,694 0.74 1,932,549 0.76
17 TRANSPORT. & WAREHOUSING - -
18 GAS & WATER SERVICES
19 ELECTRIC UTILITIES 127,368,507 45.75 112,881,863 44.61
TOTAL 278,433,778 100.00 253,109,333 100.00
A PETROLEUM, RELATED INDS.
GLASS, STONE, CLAY PRDTS. 220,363,613 79.15 201,866,077 79.76
ELECTRIC UTILITIES
B A PLUS
PRIMARY IRON, STEEL MFR. 255,640,222 91.82 232,901,221 92.02
PLASTICS & CHEMICALS
C B PLUS
LUMBER AND PAPER 274,251,523 98.50 249,634,306 98.63
PRIMARY NONFERROUS MFR.
I,
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of the national control totals for the same seven industries. The result
was a vector showing the national distribution of output for the seven
largest polluting industries, which is shown in Table 7-15. In the table,
the sum, which equals one, represents the total national output of the
seven industries in the nine regions. The vector was then used to allo-
cate pollution abatement across regions by assuming that the vector was
the same for all industries across regions. For example, looking at the
vector of pollution-abatement expenditures in Table 6-5, the 4.2 billion
dollars going to the machinery and equipment industry is distributed among
regions according to the same vector shown in Table 7-15 as all other
expenditures. Stated in other words, the allocation for each region will be
TABLE 7-15: NATIONAL OUTPUT DISTRIBUTION OF SEVEN LARGEST POLLUTING
INDUSTRIES
Region Percent
1. New England 0.0591
2. Middle Atlantic 0.2148
3. East North Central 0.2483
4. West North Central 0.0667
5. South Atlantic 0.1214
6. East North Central 0.0491
7. West North Central 0.0865
8. Mountain 0.0308
9. Pacific 0.1233
TOTAL 1.0000
the same for all industries. New England receives 5.91 percent of all
abatement expenditures, the South Atlantic region receives 12.14 percent
of all abatement expenditures, and so on.
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After being allocated in such a manner, the regional abatement
expenditures were added to the 1963 base-year final demands and solved for
in relation to the primal model in the same manner as the pollution-abate-
ment-expenditure-multiplier model. The calculations are thus analogous
to those shown in Table 7-7 except that the expenditures have been allo-
cated in a different manner. The results describe the multiplier impacts
resulting from the same 12.73 billion dollars of abatement expenditure
used in the model, except that it has been allocated across regions on the
basis of the national distribution of the technology-purchaser industries.
In general, basing the alternative assumption on the location of
the purchaser industries generates a. spatial range between the producer
and the purchaser industries within which it is reasonable to assume that
most industries will locate. However, much would have to depend on the
locational characteristics of the abatement-technology industry itself.
For example, to the extent that expenditures are composed of labor inten-
sive services such as operations and maintenance, construction and moni-
toring, abatement services would tend to locate close to purchasing ind-
ustries, certainly within the regional scale. However, to the extent
that expenditures are used to purchase large complex pieces of hardware,
or sophisticated electronic equipment, then production locations may tend
to gravitate toward more industrialized areas with a stronger and more
diversified factor and resource base. Of course, in areas with a strong
industrial base and heavy pollution, the tendency would be to see an over-
lap of purchaser and producer industries in the same region and often in
the same industry. Thus, any comprehensive statement about the location
TABLE 7-16
PERCENT INCREASE IN 1963 BASE YEAR REGIONAL CUTPUTS RESULTING FROM
POLLUTION ABATEMENT EXPENDITURES AND SHIFTING THE LOCATION OF
ABATEMENT TECHNOLOGY PRODUCTION FROM PRODUCER TO PURCHASER FEGION
1 2 3 4 5 6 7 8 9
NEW MIDDLE EAST WEST SOUTH EAST WEST MOUNTAIN PACIFIC
ENGLAND ATLANTIC NORTH NORTH ATLANTIC SOUTH SOUTH
CENTRAL CENTRAL CENTRAL CENTRAL
1 LIVESTOCK,LIVESTOCK PRDT 2.81 2.67 2.64 2.31 2.58 2.38 2.24 2.11 1.97
2 OTHER AGHICULTURAL PRDTS 2.54 2.44 2.32 1.90 2.22 1.92 1.55 1.66 1.72
3 COAL MINING 6.62 5.01 5.48 6.13 4.80 5.07 6.58 4.28 4.22
4 CRUDE PETRO.,NATURAL GAS 8.03 7.63 8.05 6.29 7.38 6.56 6.76 5.87 5.68
5 OTHER MINING 4.66 4.48 4.33 4.03 3.95 3.93 3.80 3.04 2.63
6 CONSTRUCTION 2.11 2.95 2.79 1.74 1.66 1.93 1.79 1.06 1.05
7 POOD,TOBACCO,FAB,APPAREL 3.03 3.00 3.31 2.70 2.64 2.65 2.46 2.10 2.18
8 TRANSPORT EQPT, ORDNANCE 1.35 1.46 1.39 1.31 1.41 1.39 1.35 1.19 1.01
9 LUMBER & PAPER 2.65 2.56 2.91 2.44 2.44 2.61 2.58 1.88 1.95
10 PETROLEUM, RELATED INDS. 9.44 8.90 9.32 6.34 8.17 7.93 7.10 6.04 6.35
11 PLASTICS & CHEZlCALS 8.87 8.82 9.14 8.92 8.10 8.27 8.57 8.75 8.86
12 GLASS, STONE, CLAY PRDTS 5.70 5.65 5.47 4.55 4.34 4.61 4.34 3.22 3.34
13 PRIMARY IRON, STEEL MFR. 4.42 4.12 4.01 3.94 3.97 3.99 4.01 3.23 3.38
14 PRIMARY NONFEErUS MFR. 4.41 4.45 4.53 4.41 4.44 4.37 4.05 3.87 3.55
15 MACHINERY & EQUIPMENT 6.26 6.31 6.52 6.29 6.40 6.68 7.01 5.79 5.56
16 SERVICES 3.23 3.32 3.73 2.71 2.56 2.73 2.94 2.15 2.25
17 TRANSPORT. & WAREHOUSING 3.49 3.37 3.23 2.91 3.07 3.05 3.07 2.50 2.56
18 GAS & WATER SLRVICES 4.57 4.73 4.99 3.87 3.88 4.15 4.41 3.15 3.05
19 ELECTRIC UTILITIES 10.01 10.55 11.61 8.48 8.57 8.82 9.33 7.62 8.44
20 WAGES AND SALAEIES 3.12 3.30 3.79 2.37 2.30 2.46 2.56 1.75 2.11
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of abatement technology producers with respect to purchasers is difficult
to make, and would have to be the subject of further investigation.
As far as the results of the test are concerned, however, it can
be seen in Table 7-16 that the more industrialized eastern regions again
predominated over the western regions. All of the industries showing ma-
jor output gains such as: electric utilities; plastics and chemicals; pet-
roleum and related industries; and machinery and equipment showed higher
output increases in the three eastern regions with the East North Central
region tending to predominate in most cases. As was mentioned previously,
the method for allocating expenditures was based on the national distri-
bution of output of the seven largest polluter industries, those industries
being assumed to be the purchasers of abatement technology. Because of
the fact that the major polluters also tend to be concentrated in the
eastern regions, the net result is that the multiplier impacts of the ab-
atement-technology industry, though moving from the producer regions to
the purchaser regions, nevertheless, continue to reinforce the dominance
of the eastern regions. The reasons become more apparent in Table 7-4
showing the regional distribution of total national output. The seven
major polluters: electric utilities; petroleum and related industries;
glass, stone, and clay products; primary iron and steel; plastics and
chemicals; primary nonferrous manufacturers; and lumber and paper, all
show predominant concentrations in the Middle Atlantic and East North
Central regions. This regional dominance is summarized in the composite
allocation vector in Table 7-15 which represents the average weighted reg-
ional output distribution of the seven major polluting industries. It can
be seen that the Middle Atlantic and the East North Central regions alone
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comprise 46.3 percent of the total national output of the seven industries,
the Middle Atlantic region accounting for 21.48 percent and the East North
Central region 24.83 percent, respectively. Thus, in spite of the shift
from producer to purchaser industries as the basis for allocating abate-
ment expenditures, because of the fact that both types of industries tend
to gravitate toward the older, more industrialized regions of the country,
the difference in regional impact does not seem to be significant.
In fact, the actual difference in terms of the value of output
between allocating expenditures on the basis of purchaser industries as
opposed to producer industries is rather dramatically revealed in Table
7-17 which shows the changes in the distribution of regional output by
shifting the location of the pollution-abatement industry from the producer
to the purchaser regions. In the calculations, the output figures from
the producer model, shown in Table 7-11, were subtracted from the output
values of the purchaser model. Thus, the signs indicate shifts in output
resulting from the move from the producer to the purchaser region.
The results show clearly that changing the assumption with respect
to the location of the pollution-abatement industry, not only leaves the
general regional distribution pattern unaffected, but shows a much stronger
dominance of the eastern regions, particularly the Middle Atlantic and
the East North Central region. Moreover, the Mountain and Pacific reg-
ions showed a clear decline in output for almost all categories of ind-
ustrial output. What is occuring is that due to the higher concentration
of polluting industries than technology producing industries in the east-
ern regions, allocation of expenditures on the basis of abating, or pur-
chasing, industries will actually result in a net shift of the spatial
TABLE 7-17
NET CHANGE IN 1963 BASE YEAR REGIONAL OUTPUTS RESULTING FROM
SHIFTING THE LOCATION OF ABATEMENT TECHNOLOGY PRODUCTION
FROM THE PRODUCER TO PURCHASER REGION
(THOUSANDS OF 1963 DOLLARS)
1 2 3 4 5 6 7 8 9 10
NEW MIDDLE EAST WEST SOUTH EAST WEST MOUNTAIN PACIFIC TOTAL
ENGLAND ATLANTIC NORTH NORTH ATLANTIC SOUTH SOUTH INDUSTRY
CENTRAL CENTRAL CENTRAL CENTRAL CHANGE
1 LIVESTOCK,LIVESTCCK PRDT 100 317 2746 500 613 224 -132 -817 -3154 396
2 OTHER AGRICULTURAL PRDTS 231 1012 3161 201 747 121 -296 -857 -1711 2610
3 COAL MINING -44 514 1480 -401 -60 -45 -515 -205 -414 309
4 CRUDE PETRO.,NATURAL GAS 832 11497 18404 -1564 2682 575 -1722 -2301 -10398 18005
5 OTHER MINING 420 1594 2040 287 -431 19 -585 -1131 -1490 722
6 CONSTRUCTION 6641 81238 94412 -10016 -16182 3416 -21662 -30383 -107068 396
7 FOOD,TOBACCO,FAE,APPAREL -1072 10026 31569 -533 -2712 424 642 -6690 -24644 7009
8 TRANSPORT EQPT, ORDNANCE 711 3884 2043 130 2710 639 937 -506 -8117 2432
9 LUMBER & PAPER 410 5505 15451 -341 -370 802 888 -2819 -14659 4867
10 PETROLEUM, RELATED INDS. 13154 37527 50983 -19391 15107 3793 -16685 -10718 -23498 50271
11 PLASTICS & CHEMICALS -879 -967 20885 5080 -37579 -11518 -7349 8122 38149 13945
12 GLASS, STONE, CLAY PRDTS 2323 11231 10347 -1464 -3648 -229 -3237 -5018 -17673 -7367
13 PRIMARY IRON, STEEL MFR. 94 1383 1666 -418 1000 1114 2448 -1033 -5189 1064
14 PRIMARY NONFERROUS MFR. -250 744 1215 212 520 461 179 4 -1829 1255
15 MACHINERY & EQUIPMENT -7527 -7774 8159 -649 27453 15090 48860 -5449 -57070 21092
16 SERVICES -7168 46229 163060 -17707 -15523 2677 -5732 -34229 -114752 16855
17 TRANSPORT. & WARE'HOUSING 1286 7642 6531 -881 1498 234 -1438 -2290 -7197 5386
18 GAS & WATER SERVICES 753 4802 9227 -1747 -1246 -543 -2665 -2552 -4254 1775
19 ELECTRIC UTILITIES -741 14592 41734 -9777 -16571 -5202 -7925 -8602 -10632 -3123
20 WAGES AND SALARIES -16256 51011 198001 -32635 -25026 1751 7715 -41044 -121117 22400
21 TOTAL REGIONAL CHANGE -6983 282004 683114 -91112 -67017 13803 -8273 -148517 -496719 160299
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distribution of the multiplier impacts toward the older, more industria-
lized Middle Atlantic and East Notth Central regions. The shift was rath-
er dramatic in that aside from the two predominant regions, all regions
except the East South Central region, composed of Alabama, Kentucky, Miss-
issippi, and Tennessee showed declines in the value of output as a result
of shifting the location of the abatement industry.
Thus, regardless of whether the location patterns of the pollution
industries, which are assumed to purchase abatement technology, or the
producing industries, which sell the technology, are used as the criteria
for allocating abatement expenditures across regions, the results cont-
inue to show a pattern of dominance of the eastern regions. To be sure,
it must be remembered that both the producer and purchaser allocation mo-
dels were based on the regional distribution of outputs in 1963, and that
changes since then would certainly affect the results of the model.
Moreover, further empirical work would be necessary to determine the val-
idity of the alternative locational hypothesis. However, short of relying
on actual locational data on the abatement industry or more updated reg-
ional output data, both of which are unavailable at present, the location-
al assumptions of the model, given the industrial structure existing in
1963, appear to provide a reasonable assessment of the regional economic
impacts of pollution abatement expenditures.
CONCLUSION
The results summarized above illustrate the potential usefulness
of the multiregional input-output framework for the analysis of environ-
mental pollution policy. Although limited by data and structural cons-
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traints, what the thesis establishes is an analytical framework upon which
further, more systematic, and empirically based research can proceed.
Much more can be done to improve the analytical capability of the model.
Whether data-based in nature or more related to the structural framework
of the model, these improvements can do much to increase the analytical
capability of the model for policy analysis purposes.
However, potential applications of the model for policy analysis
are numerous. It could be used to examine the impacts of the 1970 Clean
Air Act amendments and subsequent modifications. Various parameters of
the model could be modified to test for different policy configurations
such as varying regional abatement standards, the phasing of policy imple-
mentation, and different emission standards. Moreover, components of the
model could be used separately. For instance, the output model with the
pollution sectors included could be used for emission and expenditure
forecasts, given assumptions concerning the growth of the economy. Var-
ious other media, such as water, and solid-waste generation, can also be
analyzed within the model framework in the same fashion as air pollution.
Consequently, separate analyses for various media or more comprehensive
integrated policy research is possible. For example, the same framework
could be used to analyze the 1972 Water Pollution Control Act and other
alternative water quality standards, with with the abatement-expenditure
model or without it. In addition, the various components of the price
model can be used in combination to determine the impact on the structure
of relative prices. For example, the value-added components can be
exogenously modified in addition to the production functions for each
industry. This would allow, for instance, regulatory or subsidy policies
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to be analyzed simultaneously with federally mandated abatement require-
ments. With minor modifications suggested by Leontief [43], the impacts
of pollution generated by the final demand sector can also be examined.
This would allow the analysis to extend into the problems of automobile
pollution. In short, the potential applications of the methodology est-
ablished in this thesis opens up enormous opportunities for further res-
earch. The flexibility of the model with respect to various media and
the various forms of policy analysis possible, extend its potential app-
licability in many directions. More than simply a statement on the reg-
ional economic ramifications of air pollution policy, therefore, the model
should also be seen in terms of the range of its potential applications.
What the results of the model say about air pollution policy, how-
ever, opens up a new range of debate on the economic impacts of pollution
policy. It certainly begins to question the notion that the effect of
the pollution-abatement industry is negligible relative to the negative
impacts of pollution policy. Of course, the real benefit implied by the
positive output and direct income impacts of abatement-technology invest-
ment in the model would have to examined in the light of real world eco-
nomics. Do the resources indeed exist that would fuel the kind of econo-
mic surge implied in the model or would it really mean the displacement
of resources from other sectors of the economy, resulting in more infla-
tion rather than more output? Moreover, how much resource elasticity
is necessary in the real world to begin to approach the predictions of
the model? These are obviously important questions that will determine
the actual validity of what the model, with its admittedly rarified ass-
umptions, attempts to assert. However, given the caveats discussed above,
if the analysissucceeds in establishing a testable hypothesis concerning
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the net regional economic impacts of environmental pollution control policy,
and thereby extending the range of debate, then it will have succeeded in
contributing to an understanding of the problem. Hopefully it will remain
for future work to improve the accuracy and empirical validity of the
results.
Concerning the regional impacts of environmental control policy, it
is clear that the net outcome for any region will depend on the extent to
which investment in abatement technology in the region offsets the losses
from inflation-induced reductions in output. Assuming either the availa-
bility or transferability of resources, it is possible for regions to
actually show gains in productivity associated with the output and direct
income impacts of pollution-technology investment. Obviously, due to the
direct relationship between the location of the abatement industry and
the economic impact it will have in a region, how the industry.is distri-
buted through the country will determine to a large extent what regions
will lose in the economic adjustment to environmental-pollution policy.
To the extent that the older, more industrialized regions have a definite
competitive advantage with respect to resources, labor, inputs, finance,
and all the other highly specialized service and support facilities nece-
ssary in an industry of this kind, the impact of investment will tend to
be localized in these regions. To be sure, the analysis relects the ind-
ustrial structure prevailing in 1963, and further analysis of the loca-
tional patterns of the abatement industry would be necessary, either in
terms of actual empirical locational data, or more closely reasoned loca-
tional hypotheses, to determine more accurately the regional economic
impacts of this industry. What is clear, however, is that the locational
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impact of the abatement industry depends in large part on how it is spat-
ially distributed, and further analysis would be necessary to determine
more accurately what these locational patterns are.
For the present, however, this thesis has attempted to develop a
theoretically consistent and useful tool for the analysis of pollution
policy. In addition, using the case of air pollution as an example of the
application of theanalysis framework, it has established certain hypotheses
with respect to the net shifts in the national economy as a result of the
pollution-policy-based price effect and investment in the pollution-abate-
ment industry, as well as the regional impacts of these shifts. Much re-
mains to be done, both in terms of the structural capabilities of the model,
and the availability and accuracy of the data it uses. However, it is
hoped that, as it stands, it illustrates the potential application of the
multiregional input-output framework for the analysis of environmental
pollution policy; and in the future, further development of the model
and its analytical capability will be possible.
APPENDTX 1: INDUSTRY CROSS-CLASSIFICATION TABLES
MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
1 Livestock and
livestock products
2 Other agricultural
products
3 Coal mining
4 Crude petroleum,
natural gas
5 Other mining
1 Livestock and livestock
products
2 Other agricultural
products
7 Coal mining
8 Crude petroleum and
natural gas
5 Iron and ferrous ores
mining
6 Nonferrous ores mining
9 Stone and clay mining
10 Chemical and fertilizer
mineral mining
1 Dairy farm products
2 Poultry and eggs
3 Meat, animals and
miscellaneous livestock
products
4 Cotton
5 Grains
6 Tobacco
7 Fruit, vegetables and
other crops
14 Coal mining
15 Crude petroleum and
natural gas
11
12
13
16
17
Iron ores
Copper ore
Other nonferrous metal
ores
Stone and clay mining
Chemical fertilizer
mining
1
2
3
4
5
6
7
Dairy farm products
Poultry and eggs
Meat, animals and
miscellaneous livestock
products
Cotton
Grains
Tobacco
Fruit, vegetables and
other crops
14 Coal Mining
15 Crude petroleum and
natural gas
11
12
13
17
18
Iron ores
Copper ore
Other nonferrous ores
Stone and Clay mining
Chemical fertilizer mining
1 1.
(APPENDIX 1: continued)
MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
6 Construction 11
12
7 Food, tobacco,
fabrics, apparel
New construction
Maintenance and repair
construction
14 Food and kindred
products
15 Tobacco manufactures
16 Fabrics
17 Textile products
18 Apparel
19 Miscellaneous textile
products
33 Leather tanning and
products
34 Footwear, leather
products
18 New construction
19 Maintenance and repair
construction
23 Meat products
24 Dairy products
25 Canned/frozen foods
26 Grain mill products
27 Bakery products
28 Sugar
29 Confectionary products
30 Alcoholic beverages
31 Soft drinks & flavorings
32 Fats and oils
33 Miscellaneous food
products
34 Tobacco products
35 Broad & narrow fabrics
36 Floor coverings
37 Miscellaneous textiles
38 Knitting
39 Apparel
40 Household textiles
75 Leather tanning,
industrial leather
76 Leather footwear
77 Other leather products
19 New construction
20 Maintenance and repair
construction
24 Meat products
25 Dairy products
26 Canned/frozen foods
27 Grain mill products
28 Bakery products
29 Sugar
30 Confectionary products
31 Alcoholic beverages
32 Soft drinks & flavorings
33 Fats and oils
34 Miscellaneous food
products
35 Tobacco products
36 Broad & narrow fabrics
37 Yarn, thread, finishing
38 Floor coverings
39 Miscellaneous textiles
40 Knitting
41 Apparel
42 Household textiles
83 Leather and industrial
leather products
84 Footwear (excluding rubber)
85 Other leather products
N'.)
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MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
8 Transportation
equipment, ordnance
9 Lumber & paper
13 Ordnance and
accessories
59 Motor vehicles and
equipment
60 Aircraft & parts
61 Other transportation
equipment
20
21
22
23
24
25
26
Lumber & wood products
Wooden containers
Household furniture
Other furniture
Paper & allied products
Paperboard containers
Printing & publishing
20 Complete guided missiles
21 Ammunition
22 Other ordnance
132 Truck, bus, trailer
bodies
133 Motor vehicles & parts
134 Aircraft
135 Aircraft engines and
parts
136 Aircraft equipment
137 Ship, boat building
and repair
138 Railroad equipment
139 Cycles and parts
140 Trailer coaches
41
42
43
44
45
46
47
48
49
50
51
52
53
54
Lumber & wood products
Veneer and plywood
Millwork & wood products
Wood containers
Household furniture
Other furniture
Pulp mills
Paper and paperboard
mills
Paper products
Wall & building paper
Paperboard containers
Newspapers
Periodicals
Books
56 Business forms & blank
books
21 Complete guided missiles
22 Ammunition
23 Other ordnance
144 Truck, bus, trailer
bodies
145 Motor vehicles
147 Aircraft
148 Aircraft engines
149 Aircraft equipment
150 Ship, boat building
and repair
151 Railroad equipment
152 Cycles and parts
153 Trailer coaches
43 Logging camps
44 Sawing and planing mills
45 Veneer and plywood
46 Millwork & wood products
47 Wooden containers
48 Household furniture
49 Other furniture
50 Pulp mills
51 Paper & paperboard mills
52 Paper products
53 Wall & building paper
54 Paperboard containers
55 Newspapers
56 Periodicals
57 Books
58 Business forms & blank
books
UI
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MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
57 Commercial printing
58 Miscellaneous printing
10 Petroleum & related 21
industries
11 Plastics & chemicals 27
28
29
30
32
12 Glass, stone &
clay products
Petroleum & related
industries
69
70
71
Chemicals & selected
products
Plastics & synthetics
Dyes & cosmetics
Paint & allied products
Rubber, miscellaneous
plastics
35 Glass & glass products
36 Stone & clay products
59
60
Gasoline
Heating oil
Paving & asphalt
76
77
78
55 Industrial chemicals
59 Fertilizers
60 Pesticides, other
agricultural chemicals
61 Miscellaneous chemical
products
62 Plastic materials &
resins
63 Synthetic rubber
64 Cellulosic fibers
65 Non-cellulosic fibers
66 Drugs
67 Cleaning & toilet
preparations
68 Paints
72 Tires & innertubes
73 Rubber products
74 Miscellaneous plastic
products
78
79
80
Glass
Structural clay products
Pottery
Commercial printing
Other printing &
publications
Petroleum refining
Fuel oil
Paving & asphalt
64 Industrial chemicals
65 Fertilizers
66 Pesticides, other
agricultural chemicals
67 Miscellaneous chemical
products
68 Plastic materials &
resins
69 Synthetic rubber
70
71
72
73
74
80
81
82
86
87
88
Cellulosic fibers
Non-cellulosic fibers
Drugs
Cleaning & toilet
preparations
Paints
Tires & innertubes
Rubber products
Miscellaneous plastic
products
Glass
Structural clay products
Pottery
0~'
0~
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MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
81 Cement, concrete &
gypsum
82 Other stone & clay
products
89 Cement, concrete &
gypsum
90 Other stone & clay
products
13 Primary iron, steel
manufactures
14 Primary nonferrous
manufacturing
15 Machinery &
equipment
37 Primary iron, steel
manufacturing
38 Primary nonferrous
manufacturing
39 Metal containers
40 Fabricated metal
products
41 Screw machine products
42 Other fabricated
metal products
43 Engines & turbines
44 Farm machinery &
equipment
45 Construction machinery
& equipment
83 Steel
84 Copper
85 Lead
86 Zinc
87 Aluminium
88 Primary nonferrous
metals
89 Nonferrous rolling &
drawing
90 Nonferrous wire drawing,
insulation
91 Nonferrous castings &
forgings
92 Metal cans
93 Metal barrels & drums
94 Plumbing & heating
equipment
95 Structural metal
products
96 Screw machine products
97 Metal stampings
98 Cutlery, hand tools,
hardware
99 Miscellaneous fabricated
91 Steel
92 Copper
93 Lead
94 Zinc
95 Aluminium
96 Other primary
nonferrous metals
97 Other nonferrous
rolling & drawing
98 Nonferrous wire drawing
100 Metal cans
101 Metal barrels & drums
102 Plumbing & heating
equipment
103 Boiler shops
104 Other structural
metal products
105 Screw machine products
106 Metal stampings
107 Cutlery, handtools,
hardware
01%
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MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
46 Materials handling
machinery & equipment
47 Metalworking machinery
& equipment
48 Special machinery &
equipment
49 General machinery &
equipment
50 Machine shop products
51 Office, computing
machines
52 Service industry
machinery
53 Electrical transmission
equipment
54 Household appliances
55 Electric lighting
equipment
56 Radio, TV equipment
57 Electric components
58 Miscellaneous electronic
machinery
62 Professional scientific
instruments
63 Medical photography
equipment
64 Miscellaneous
manufacturing
100 Valves, pipe fittings
& fabrications
101 Other fabricated
products
102 Engines & turbines
103 Farm machinery
104 Construction, mining
& oil fields
105 Materials handling
machinery
106 Machine tools, metal
cutting
107 Machine tools, metal
forming
108 Other metal working
machinery
109 Special industrial
machines
110 Pumps, compressors,
blowers, fans
111 Ball & roller bearings
112 Power transmission
equipment
113 Industrial patterns
114 Computers & related
machinery
115 Other office machinery
116 Service industry
machinery
117 Machine shop products
118 Electric measuring
instruments
119 Transformers & switch-
gear
120 Motors & generators
108 Miscellaneous fabricated
wire products
109 Piper, valves, fittings
110 Other fabricated metal
products
111 Engines & turbines
112 Farm machinery
113 Construction, mining
oil field machinery
114 Materials handling
machinery
115 Machine tools, metal
cutting
116 Machine tools, metal
forming
117 Other matal working
machinery
118 Special industrial
machinery
119 Pumps, compressors,
blowers
120 Ball & roller bearings
121 Power transmission
equipment
122 Industrial patterns
123 Computers & related
machinery
124 Other office machinery
125 Service industry
machinery
126 Machine shop products
129 Electrical measuring
instruments
130 Transformers & switchgear
131 Motors & generators
ta'
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MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
121 Industrial controls
122 Welding & graphite
products
123 Household appliances
124 Electric lighting &
wiring
125 Radio & TV receiving
equipment
126 Phonograph records
127 Commercial equipment
128 Electronic components
129 Batteries
130 Engine & electrical
equipment
131 X-ray & electrical
equipment
141 Engineering & scientific
instruments
142 Mechinical measuring
devices
143 Optical & opthalmic
goods
144 Medical & surgical
instruments
145 Photographic equipment
146 Watches, clocks & parts
147 Jewelry & silverware
148 Toys, sporting goods,
musical instruments
149 Office supplies
150 Miscellaneous
manufacturing
132 Industrial controls
133 Welding, graphite
products
134 Household appliances
135 Electric lighting &
wiring
136 Radio, TV receiving
equipment
137 Phonograph records
138 Communication
equipment
139 Electrical components
140 Batteries
141 Engine electrical
equipment
142 X-ray, electrical
equipment
156 Engineering, scientific
instruments
157 Mechanical measuring
devices
158 Optical & opthalmic
goods
159 Medical & surgical
instruments
160 Photographic equipment
162 Watches & clocks
163 Jewelry & silverware
164 Toys, sporting goods,
musical instruments
165 Office supplies
166 Miscellaneous manufacturing
(APPENDIX 1: continued)
MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
16 Services
17 Transportation &
warehousing
3 Forestry & fishery
products
4 Agriculture, forestry,
fishery services
66 Comminication (exc.
broadcasting)
67 Radio, TV broadcasting
69 Wholesale, retail trade
70 Finance, insurance
71 Real estate & rental
72 Hotels, repair services
73 Business services
74 Research & development
75 Automobile repair &
services
76 Amusements
77 Medical, educational
services
78 Federal government
enterprises
79 State/local government
enterprises
65 Transportation &
warehousing
8 Forestry & fishery
products
10 Agriculture, forestry
fishery services
157 Travel agents, transport
services
158 Telephone, telegraph
159 Radio, TV broadcasting
163 Wholesale trade
164 Retail trade
165 Credit agencies,
brokers
166 Insurance, broker
agents
167 Owner occupied
dwellings
168 Real estate
169 Hotels, lodging places
170 Personal, repair services
171 Business services
172 Advertising
173 Auto repair
174 Motion pictures,
amusements
175 Medical services
176 Private schools,
nonprofit organizations
177 Post office
178 Federal government
enterprises
179 Local government transit
151 Railroads
152 Busses
153 Trucking
8 Forestry services
9 Fishery products
10 Agriculture forestry
& fishery services
174 Telephone & telegraph
175 Radio, TV broadcasting
180 Wholesale trade
181 Retail trade
182 Banks, credit agencies
183 Insurance
184 Owner occupied
dwellings
185 Real estate
186 Hotels & lodging places
187 Personal, repair services
188 Business services
189 Advertising
190 Auto repair
191 Medical services
192 Medical services
193 Private schools, non-
profit organizations
194 Post office
195 Federal government
enterprises
167 Railroads
168 Busses & local
transportation
I
(APPENDIX 1: continued)
MRIO 19-INDUSTRY BEA 79-INDUSTRY ALMON 185-SECTOR ALMON 200-SECTOR
CLASSIFICATION CLASSIFICATION CLASSIFICATION CLASSIFICATION
154 Water transportation 169 Trucking
155 Airlines 170 Water transportation
156 Pipelines 171 Airlines
172 Pipelines
173 Freight forwarding
18 Gas, water & 68.02 Gas utilities 161 Natural gas 178 Natural gas
sanitary services 68.03 Water & sanitary 162 Water & sewer services 179 Water & sewer services
services
19 Electric utilities 68.01 Electric utilities 160 Electric utilities 176 Electric utilities
t\3
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APPENDIX 2: MRIO REGIONAL CLASSIFICATION
Region States Region States
New England
Middle
Atlantic
Connecticut
Maine
Massachusetts
New Hampshire
Rhode Island
Vermont
New Jersey
New York
Pennsylvania
East South
Central
West South
Central
Mountain
East North
Central
West North
Central
Sodith
Atlantic
Illinois
Indiana
Michigan
Ohio
Wisconsin
Iowa
Kansas
Minnesota
Missouri
Nebraska
North Dakota
South Dakota
Delaware
District of
Columbia
Florida
Georgia
Maryland
North Carolina
South Carolina
Virginia
West Virginia
Pacific
Alabama
Kentucky
Mississippi
Tennessee
Arkansas
Louisiana
Oklahoma
Texas
Arizona
Colorado
Idaho
Montana
Nevada
New Mexico
Utah
Wyoming
California
Oregon
Washington
Alaska
Hawaii
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