This paper presents a convolutional neural network (CNN) which can be used for forecasting electricity load profiles 36 hours into the future. In contrast to well established CNN architectures, the input data is one-dimensional. A parameter scanning of network parameters is conducted in order to gain information about the influence of the kernel size, number of filters, and dense size. The results show that a good forecast quality can already be achieved with basic CNN architectures. The method works not only for smooth sum loads of many hundred consumers, but also for the load of apartment buildings.
Introduction
There is no dispute in the scientific community that human-induced climate change is real. The effects of climate change are for example rising sea levels, an increasing CO 2 concentration in the atmosphere, and more regularly occurring extreme weather events, to name only few of them. [1, 2] To slow down and stop the global warming, it is crucial to reduce the generation of greenhouse gases, especially in energy production. One of the keys to accomplish a reduction is to establish more renewable energies in the energy market. By doing so, power plants that produce high levels of CO 2 , like coal power plants, can in the long term be substituted by renewable energy sources. Another key to minimise the emission of greenhouse gases is to decrease the total energy consumption and to increase energy efficiency in consumption and production.
In the research project MAGGIE [3, 4] , we try to address all of the above mentioned challenges. The goal of the research project is to energetically modernise existing historic apartment buildings and draft a concept for sector coupling in city districts. In the first step, one exemplary building will be modernised and evaluated. Afterwards, the whole city district will be modernised in a similar manner. In order to decrease the heat consumption of the building the thermal insulation is renewed and in the course of the research project new insulations are in development. In addition, a new heating system (see fig. 1 ) with an innovative control system is implemented. This heating system allows increases in energy efficiency and can help integrate renewable energy sources into the power market. The core of the system is a combined heat and power plant (CHP), and a heat pump. All of them generate thermal energy, the heat pump from electricity and the CHP from fuel. The thermal energy is used to heat the water of a buffer storage, which is then, in combination with a heat exchanger, used as process and drinking water. In addition, the CHP generates electricity, as does a photovoltaic system (PV system) installed on the roof of the building, which can then be used to either power the heat pump or supply the habitants with electricity. A connection to the power grid receives surplus electricity and ensures there is always enough electricity available. Fig. 1 : Schematic of the new heating system. The red lines symbolise heat transport using water and the green lines symbolise electricity transport.
By utilising both forms of generated energy, the total energy efficiency of the system is nowadays higher than that of a conventional heating system, for example a gas-fired boiler, in combination with electricity from the power grid. [5] All parts of the energy system are monitored continuously and can be controlled independently and remotely by the control system, which allows one to shift the production and consumption of heat and electricity in time and between the participants of the system by heating and using the water at the needed times. This allows for optimisation of the machine schedules depending on an optimisation target. Those targets can, for example, be self-sufficiency or cost-reduction.
After the modernisation of the entire city district, the energy systems of all houses in the district or even of several districts can act as a virtual power plant (VPP). This VPP can then work as a base load power plant or can help to stabilise the power grid and therefore assist to integrate renewable energies.
The main challenge of the system consists in knowing the electric and heat load of the building and its inhabitants. The loads are crucial for schedule optimisation as the feed-in into the power-grid and the consumption from the power grid have to be reported to the power grid operator the day before at midday in a 15 minute grid. Deviations in the heat load can be buffered with the heat buffer, deviations in the electric load, however, cannot be buffered in any way. Therefore, the focus of this paper is on forecasting electricity loads.
Smart Meter Data
In two directives [6, 7] , the EU outlined their decision to establish SmartMeter devices in the energy sector throughout the entire European Union with the aim to enable customers to better monitor and manage their consumptional behaviour. A SmartMeter, in contrast with a conventional electric meter, records the energy consumption at least every 15 minutes or in even shorter periods. In this paper, the data of the CER Smart Metering project [8] is used. The dataset consists of individual SmartMeter data from over 5 000 Irish homes and businesses recorded for 18 months.
As the electric load of a single household is highly volatile and therefore impossible to predict, sum load time series of 15, 40, and 350 randomly picked households were created. Those time series correspond to a small apartment building, a big apartment building, and a whole city district. Figure 2 shows an exemplary day of the mentioned time series. In this work we focus on the load time series of 40 and 350 households.
Importance of Time Series Forecasting
The electric load forecast is crucial in order to fully utilise the possibilities of the implemented heating system and similar systems. Without a good forecast, a part of the heat buffer capacity has to be withheld in order to balance the deviation in the electric load by the CHP. The prediction horizon is h = 144 samples as 36 h have to be predicted in a 15 min grid.
There are already several publications about time series forecasting and short-term load forecasting (STLF). [9, 10] However, most of the methods predict either only one or very few time steps in the future, or are applied on load time series of whole cities/states which are, due to the properties of statistics, way smoother than the load time series of one building. Those smooth time series can be described properly with statistical methods when external factors (e.g. the weather) are taken into account. Therefore, their shape and features are also easy for neural networks to learn. None of the methods mentioned in recent publications, however, are designed to predict the electric load of only one building.
In the next chapter we propose the use of Convolutional Neural Networks (CNN) for time series prediction and report the first results of different network structures. 
Convolutional Neural Networks
Convolutional Networks, in the way they are used today, were first introduced by LeCun et al. [11] for zip code recognition. Since then, they were further developed and are now the standard for image and pattern recognition.
CNNs consist of convolutional layers, pooling layers, and fully-connected layers. In the convolutional layers, a set of feature maps, also called activation maps, are created. Each neuron in the feature map is only connected to a subset of neurons in its input layer. All neurons of the feature map share the same weights, thereby reducing the number of parameters significantly compared to a fully-connected neural network. In the most common CNN architectures, pooling layers alternate with convolutional layers. The pooling layer reduces the spatial dimension of the feature maps for the next computational steps in order to minimise the computational load and to avoid overfitting. At the end of the network, after an arbitrary number of the prior layers, fully-connected layers combine the resulting feature maps and return a classification measure. [11, 12] CNNs are traditionally used for image and pattern recognition by extracting features from two-dimensional data. In our research, we use a similar architecture for the forecasting of one-dimensional time series. The basic idea is that the convolutional layers extract features. These features are then combined by one or more fully-connected layers, and finally a forecast is created based on the classification of the last fully-connected layer (see fig 3) . The pooling layers are omitted because an excessive amount of parameters is not a problem for onedimensional data and the necessity of pooling layers is questioned in recent research [13] .
A forecast can be created in two different ways, either directly or iteratively. A direct forecast means the network generates the desired forecast at once. Thus, the number of neurons in the output layer equal the prediction horizon h. When the forecast is generated iteratively, only one time step is predicted by the network. Then, the predicted point is appended to the input data and the first data point of the input is cut off, so that the new input has the required shape. Based on the new input, the next point is predicted. This procedure is repeated until h data points are predicted. 
Evalution of different network structures and training parameters
In order to get a better understanding of how the 1D-CNNs process data and how the network architecture influences the results, are the first tests conducted with very basic networks. They are built from one convolutional layer followed by one fully-connected layer which directly calculates the output. The evaluation of these networks yield the basic training parameters that are used throughout the rest of this work. The best results were obtained with batch-size b = 128 and epochs e = 40. N adam [14] is used as optimiser and the mean squared error (MSE) as lossfunction. When using bigger batch-sizes, unwanted jumps in the training loss were observed regularly, and when using smaller batch-sizes, overfitting occured early during training. In the next trials, an additional fully-connected layer was added in between the convolutional layer and the fully-connected output layer (see network architecture in fig. 3 ). The additional fully-connected layer improved the forecast qualitiy independently from other network and training parameters. As this simple network already produces promising results, the convolutional layer is varied to further improve the forecasts.
The parameters that were varied are the kernel size and the number of filters. They describe how big the filters are, that sample over the time series, are and how many filters (each of them creates a feature map) are trained. The stride length is one. In addition, the influence of the first fully-connected layer is varied as well to identify how many features, from which the forecast is composed, exist. As is apparent from the heatmaps in figure 4 , the four parameters have a crucial influence on the performance. On the heatmap plot (b), it can be seen that the best results can be achieved with a rather small fully-connected (also called dense) layer between the convolutional and the output layer. With an increasing dense size, the forecast results become unrelieable, probably overfitting occurs. In addition, the earlier conclusion that an additional fully-connected layer enhances the forecast quality is confirmed by the significantly worse performance of the network when dense size = 1. This basically equals a network with only one fully-connected layer. The heatmap (a) indicates that a large fully-connected layer compensates a small number of filters and vice versa. However, when both parameters that are chosen are too big, the MSE increases. Due to the high amount of trainable parameters in the network that come with a large dense size, it is advisable to use a small fully-connected layer with a larger number of filters, in order to minimise the computational load. There is no obvious conclusion regarding the kernel size. It seems that a kernel size which is too big or too small has a negative influence on the forecast quality. That impression is supported by the average MSE across dense size and number of filters (see fig.  6 (a)-(c)).
The heatmaps of MSE of the 350 household load are illustrated in figure 5 . The influence of the network parameters differs from the 40 household load. In addition to the confirmation that the additional fully-connected layer increases the forecast quality, it also becomes apparent that only with more than two neurons in the fully-connected layer good forecasts are possible. Furthermore, it seems that the number of filters and the kernel size only have a minor influence on the MSE. On heatmap (c), however, it appears that the most accurate forecasts are the ones with smaller kernel sizes. Figure 6 The network parameters dense size, number of filters, and kernel size were varied in a wide range. It can be conclude that the right set of parameters depends on the type of time series that is to be predicted.
The 350 household load time series can be forecasted properly with a CNN (see fig. 5 (d) ). When the size of the fully-connected layer chosen is larger than two, the network is quite robust against changes in the number of filters and kernel size.
A relieable forecast of the load time series of 40 households is possible with a rather simple CNN when the parameters are chosen correctly (see fig. 4 (d) ). It appears the time series can be described properly with 4 to 6 features as the best results were obtained with dense size = 4...6. Furthermore, it became apparent that with too many training parameters the forecast quality decreases, probably due to overfitting.
The forecasters for both time series can already outperform the standard load profile, even though the network architecture is quite simple and no external factors have been taken into account yet. For volatile load profiles, simplicity in the network architecture seems to be the key for good forecasting results.
