Abstract. We develop a time-dependent scattering theory for general vector fields in Euclidean space. We give conditions that ensure that the wave maps exist, are smooth, invertible, and depend smoothly on parameters. We then discuss the intertwining relations and how they can be used to compute stable/unstable manifolds for time-dependent normally hyperbolic invariant manifolds. The theory is particularly effective for Hamiltonian mechanics. We also give perturbative calculations of the scattering map that are analogous to Fermi's Golden Rule in quantum mechanics. We apply this theory to a problem in transition state theory concerning the exposure of molecules to a laser pulse for a short time. We present a method to compute invariant manifolds for the laser-driven HenonHeilies system and give perturbative calculations of the change in the branching ratio.
Introduction
Many physical situations are described by an ODE subject to a time dependent perturbation which is localized in space and time. That is, the trajectories x(t) of the system satisfy d dt x(t) = V(x(t), t)
where V(x, t) = U(x, t) + P(x, t) and P(x, t), the perturbation, is localized in space and time ( e.g. |P(x, t)| ≤ C exp(−λ|t|) ). All the vector fields in this paper are assumed to be defined on R n . Notice that we do not assume that P is uniformly small. Indeed, in some of the motivating examples we have in mind P will not depend on a parameter whose value is taken to be sufficiently small. The examples we have in mind include: exposing molecules to a laser, an ion passing near a molecule, and similarly the passage of a comet of a a planet-satellite system. These phenomenon have been studied in chemistry and astronomy using a variety of methods (e.g. transition state theory [1] and adiabatic perturbation theory [2, 3, 4] ). The goal of this paper is to present a treatment based on scattering theory. Since the perturbation is localized in time, it is easy to guess that a trajectory of the full system will behave, both in the past and in the future, like a trajectory of the unperturbed system. It is then natural to write the future ( or past) asymptotic states as functions of the present states. This is where the wave maps Ω Classical scattering theory has been considered before, most notably [5, 6, 7, 8] , though only for autonomous Hamiltonian systems. The papers [5, 6] consider Hamiltonians H = |p| 2 2 + V (q) and given conditions on V for the existence of the scattering map. The conditions are either that V is compactly supported, or that it has sufficient decay at infinity. These type of assumptions are used in [6, 7, 8] to derive classical analouges of quantum mechanical scattering theory.
This paper serves three main goals: (1) to give conditions for general (i.e. not necessarily Hamiltonian) non-autonomous systems for the existence of the scattering map, (2) to indicate how one can use scattering theory in the numerical computation of invariant manifolds, and (3) to prove an analogue of Fermi's Golden Rule, which, as we explain, is of great physical interest.
In section 2, working in the context of general time-dependent vector fields in R n , we give conditions on U and V that ensure the existence, smoothness, and invertibility of the wave maps Ω t 0 ± and scattering map s t 0 . In contrast to [5, 6] , where the perturbation is autonomous and assumed to decay in space, our main existence results (Theorem 1 and Proposition 1) state, roughly speaking, that the wave and scattering maps exist provided that the perturbation decays faster in time than the spatial growth rate of the unperturbed flow.
The method to prove existence uses deformation theory [9] and is analogous to Cook's method in quantum mechanics [10, p. 20] . We also give conditions on the vector fields, V σ , U σ and the flow U t t 0 that implies that the wave maps are invertible, a property called asymptotic completeness in quantum mechanical scattering theory. Note that our conditions do not involve the flow V t t 0 , which is very convenient since this implies we can use scattering theory to understand V t t 0 knowing only the vector fields and U t t 0 . Using scattering theory, we then show that the existence, smoothness and invertibility yields intertwining relations for the wave maps Ω t 0 ± and we show that the dynamics of U and V are conjugate when viewed as autonomous vector fields on the extended space R n × R. Based on the intertwining relations we develop a notion of a time-dependent normally hyperbolic invariant manifold and discuss how we can use Ω t 0 ± to compute such manifolds and their corresponding stable/unstable manifolds.
In Section 3 we give perturbative calculations of the scattering map. Thus, we will consider vector fields of the form
In this setting we show that the scattering map is the time-map of a vector field S and give explicit formulas for S . The result is analogous to Fermi's Golden Rule in quantum mechanics as considered in [11, 10, 12, 13] . We also show that, in the case of Hamiltonian systems, S has a corresponding Hamiltonian S . The physical significance of this result is that this allows us to compute, up to first order in , the total change of any quantity, fast or slow, that arises from the perturbation. The results and methods of proof are similar to the perturbative calculations of scattering map for a normally hyperbolic manifold [14] .
In Section 4, we apply the theory developed to a problem in transition state theory. The paper [1] considers the problem of the dynamics of reaction between molecules under the influence of a laser pulse. In their work, they compute time-dependent invariant manifolds using normal form theory. We give an alternate method to compute the manifolds using scattering theory.
We also give perturbative calculations of the quantity called the branching ratio in [1] which measures the fraction of initial conditions which go into different scattering channels. In quantum mechanics this is also called the branching fraction (see [15] ) but we will stick with the name "branching ratio" used in [1] .
Definitions and existence/smoothness results
In this section will work with general time-dependent ODE's, and consider more specific cases later. Let U t and V t be two time-dependent vector fields on R n , and let U 
As a consequence of uniqueness of solutions of (3) we have U
satisfies a similar equation. We define the wave maps by
The intuition is that Ω t 0 + (resp. Ω t 0 − ) gives the orbital elements in the future (resp. past) given the present orbital elements. Assuming that Ω t 0 − is invertible, the scattering map which is defined by
gives the future orbital elements knowing the orbital elements in the past. To make the intuition of wave maps a bit more concrete notice that for large T > 0 we have
Thus, the wave maps give us a precise way of describing how, for large times, the flow V Notice that the wave maps depend on the starting time t 0 of the non-autonomous flows. This is what makes the theory different from scattering theory for time independent vector fields. This will become especially relevant in the next section when discussing the intertwining relations and conjugacy.
Before we give conditions that ensure the existence, smoothness, invertibility of the wave maps, we recall the definition the function space C k (B R ), where B R refers the the ball of radius R in R n centered at the origin
Here D j f (x) refers to the norm of the D j f (x) as a j−multilinear map, that is the smallest of all real number M such that
and |v i | simply refers to the Euclidean norm of
We now impose conditions on U that ensure that the wave maps and scattering map exist, are smooth, depend smoothly on parameters, and are invertible. The proof we give is similar to Cook's method [10] in quantum mechanical scattering theory. Throughout the paper we will use the language of Cartan calculus, which for our purposes is significantly more concise than matrix conculations (it handles very well under changes of variables). We summarize many of the elements in Appendix A. For now, let us recall briefly two basic definitions from deformation theory that we will use and refer the reader to the Appendix A for details. Let f a be a family diffeomorphisms, and define the vector field F a by
F a is called the vector field generating f a . We also use the push-forward of a vector field, which is defined as follows: Given a vector field V, and a diffeomorphism f : R n → R m , the pushforward of V under f is, denoted f * V is the natural way to take a vector field on the domain R n and associate, via f , a vector field on R m . As an equation, the push-forward is defined by:
For a more thorough treatment of the differential toplogical concepts used see [13, 16, 17] .
Theorem 1 Suppose that the following condition on the flows U respectively we have that the generator,
The Fundamental Theorem of Calculus implies that
and hence
Since we are assuming the integral converges we conclude that − follows provided that
is finite.
Proof of (2) Now we show that Ω t 0
± are invertible and their inverses are C k . We prove invertibility for Ω t 0 + , and note that proving invertbility for Ω t 0 − is similar. We first note observe it suffices to prove that Ω t 0 + is invertible for one value of t 0 . Indeed, we have the following identity Ω
We will discuss (10) in more detail in Section 2.2. For now we notice that it implies that Ω s + is invertible as long as Ω t 0 + is invertible for some t 0 , as claimed. Now we prove that there is one value of t 0 for which Ω
dσ and hence taking the limit as t → ∞ we have that
However, assumption (2) is that the integral tends to zero as t 0 → ∞ for every R > 0. Thus given any y ∈ R 2n with |y| < R and > 0 we can find a t 0 large enough so that Ω
+ can be made as close to the identity as desired on any given ball. The next lemma tells us that this implies that Ω
Proof: The idea is that |F (y) − y| < , that is y is an approximate solution to F (x) = y, and hence we can use Newton's method to solve the equation F (x) = y. Thus we consider
One can show that, for sufficiently small, G satisfies the hypothesis of the Contraction Mapping Theorem in a ball B(r; y) for some r > 0.
We now apply Lemma 1 to F = Ω t 0 + , which satisfies the hypotheses of the lemma provided t 0 is large enough to conclude that Ω t 0 + is invertible, and (Ω
Now let us state several results that explain when the conditions of the Theorem 1 are satisfied. These results give sufficient conditions to apply the techniques in this paper to several concrete models, including the models considered in [1] .
for every R > 0 and are invertible.
Proof: The conditions of Theorem 1 were that I ± (t 0 ) =
In the case that V σ − U σ is compactly supported in time I ± (t 0 ) are integrals over finite intervals and are also compactly supported with respect to t 0 .
Corollary 2 The integrals
where M is independent of σ. From Theorem 1, it follows that under (C1) and (C2) that the wave maps exist and are in C k (B R ) for every R > 0.
Proof: The proof of this is simply an application of Hadamard's inequality, which asserts that
for any function f in C t (B R ) where 0 ≤ r < s < t and µ = t−s t−r
. We simply take s = k, r = 0 and t = k + 1 This inequality was originally proven by Hadamard [18] and later generalized by Kolmogoroff [19] . A more modern version of the inequality appears in [20] Corollary 3 For n ≥ 2 consider the annuli A n = {x ∈ R n : n − 1 ≤ |x| ≤ n}. Suppose the estimates hold:
sup
and sup
The integrals
are finite and hence by Theorem 1 the wave maps exist and in C 0 (B R ) for every R > 0. Moreover, we also have that
Proof: We prove the results for Ω t 0 + . We simply break up the integrals I + into parts when V σ t 0 lies in A n for each n ≥ 2. For example, if we let A 1 denote the ball of radius 1 then we can write I + as
It follows that I + (t 0 ) < ∞ and lim t 0 →∞ I + (t 0 ) = 0.
The importance of this corollary is that it gives conditions that guarantee the existence of the wave maps that depend only on the vector fields U σ , V σ and the flow U . We now extend Corollary 3 to obtain conditions that guarantee higher smoothness of the wave maps, which is especially important since our proof of the invertibility of the wave maps required C 1 smoothness.
The idea behind the next proposition is straightforward to understand, though we need some terminology from differential topology (see [21] for more details). For any smooth function f :
The letter T refers the tangent functor from differential topology. We would like to say that
exists. Consider the variational equations
A convenient way of organizing the study of the variational equations (13) is to use the tangent functor. Indeed, consider the vector field U
Thus we conclude that
The idea for higher regularity is now simple: Corollary 3 gives conditions for the wave maps to exist and be continuous. Applying Corollary 3 to the flows T U and T V gives conditions on the vector fields U t , V t that guarantee Ω
Proposition 1 For n ≥ 2 consider the annuli A n = {x ∈ R n : n − 1 ≤ |x| ≤ n}. Suppose that for some k ≥ 1 we have the following estimates:
Where 0 < λ(n), µ(n), α := sup n (λ(n) − µ(n)) < 0 and 0 < C nCn < M for some M > 0.
The wave maps and their inverses exist and are in C k (B R ) for every R > 0.
Proof: For k = 1, we can say that Corollary 3 implies that Ω ± (T U, T V ) exists and is in C 0 (B R ) for every R > 0. By (15) this implies that Ω
. By using repeatedly (15) we have that
Corollary 3 implies that if conditions (16) and (17) hold, then Ω
exists and is C 0 (B R ) for every R > 0, which, by an inductive argument, implies that Ω
We would like to make a remark about the assumptions of the Proposition 1. A particular case of these assumptions occurs when one has uniform bounds on all of R n , that is when one has
with no mention of annuli whatsoever. However, this is not typical, and one commonly has that the growth rates of U increase as one moves further away from the origin. In this case the appropriate assumptions to consider are those given in Proposition 1. Now, we consider the case when the vector fields depend on parameters 
are finite and the following limits hold
(note: in this case the norms include both the spatial and the parameter variables) Then, the wave maps Ω t 0 ± (λ) are C k with respect to the parameter λ.
The proof, or course, is the same as in Theorem 1. We simply chose to treat this case separately to make the exposition of Theorem 1 clearer.
Scattering Theory for Classical Hamiltonian Systems
In this section we will consider the case when the vector fields U t and V t are Hamiltonian. Suppose that we are given Hamiltonians H 0 (Q, P, t) and H = H 0 (Q, P, t) + H 1 (Q, P, t) on R 2n and let U t = J∇H 0 t and V t = J∇H t be the corresponding vector fields, where
The conditions for the existence/smoothness and invertibility of Theorem 1 (i.e. (4) and (5)) amount to
is finite and lim
Thus, if we view H 1 as a perturbation of H 0 then the integrability condition requires that the perturbation decays with time. Moreover, we proved that Ω t 0 ± is the limit of Ω We also Note that Proposition 1 gives a sufficient condition only in terms of the flow U and H 1 to guarantee that the wave maps exist and are continuous. More precisely, Proposition 1 asserts the existence of the wave maps provided that the decay rate for H 1 is stronger the the growth rate for U on every annulus.
Intertwining Relations and Conjugacy
One important fact about the existence of the wave maps is that it implies that the flows of U and V are conjugate when we view them as autonomous flows in the extended phase space R n × R, where we add an extra variable for time. The notion that scattering theory for classical systems yields a conjugacy between two dynamics was used to study the local behavior near a hyperbolic fixed point in [11] and was used to prove that certain systems, for example the Calogero-Moser system, is integrable [22, 23, 24] . For us, we will exploit the fact that the flows are conjugate to compute invariant manifolds, which we discuss in the next section.
Let us consider two flows U . If we view the flows as defining autonomous flows on the extended space R n × R, that is we have autonomous flowsŨ andṼ on R n × R that solve the ODE's
It turns out that the dynamics ofŨ andṼ are conjugate, as we show in the following proposition.
Proposition 2
(2) The extended flowsŨ andṼ are conjugate. More precisely, define the wave maps on the extended spaceΩ
These wave maps exist, are as smooth as the wave maps Ω t 0 ± , are invertible, are moreover we have the following relationΩ
Proof: The proof of (1) is a consequence of the following calculation
and hence Ω
• Ω t 0 ± as claimed. This identity immediately implies that
For the proof of (2) we first show thatΩ ± (x, t 0 ) = (Ω t 0 ± (x), t 0 ). Indeed, notice that
which proves our claim. This shows that the wave mapsΩ ± on the extended space exist, are smooth as smooth as Ω t 0 ± , and are invertible. With this relation we can also deduce (20) as follows
Now we use (19) to say that
and hence we conclude thatΩ ± •Ṽ t , =Ũ t •Ω ± holds as claimed.
Time-Dependent Invariant Manifolds
Now that we have established that the existence of the wave maps implies that the flows U and V are conjugate in the extended space, we can apply this to the theory of invariant manifolds. The basic idea is that the wave maps give a way to associate invariant manifolds of U to invariant manifolds of V and vice versa.
Since the non-autonomous flows U and V are conjugate only in the extended space, we will need to consider an appropriate notion of an invariant manifold, which for the applications we have in mind will be a time-dependent normally hyperbolic manifold. Such manifolds appeared in [1] when studying the behavior of reacting molecules under the influence of a laser-pulse. The definitions we state are very similar to those stated in [25, 26, 27, 28] , but are slightly different since we consider time-dependent invariant manifolds. The following example motivates the definition we give. This example also appears in the applications to transition state theory that we discuss later.
2.3.1.
Example Let x 0 be a hyperbolic fixed point for the autonomous flow U t corresponding to the vector field U. Since the flow is autonomous, this means that all eigenvalues of DU(x 0 ) have non-zero real part. Note that in the case of non-autonomous flows, conditions for a point to by a hyperbolic fixed point cannot be given in terms of the vector field (see chapter 3, section 7 of [29] for an example). The fact that the condition on DU(x 0 ) imply that x 0 is normally hyperbolic follows immediately from the variational equations. Now consider the vector field V t = U + W t , and let us suppose that the wave maps Ω t 0 ± corresponding to U and V t exist. Then the flows U t and V t t 0 are conjugate in the extended phase space R n × R. The natural question arises: what invariant objects do we have for V t t 0 that corresponds to the fixed point, x 0 , and it's corresponding stable/unstable manifolds? Since we are working in the extended phase space, we consider the lineM = {(x 0 , t) : t ∈ R}. Using the fact that the wave maps on the extended phase space,Ω ± , act trivially on the time variable, they will takeM tõ
When we projectÑ ± onto R n we obtain the sets
This example clarifies why we consider objects in the extended space: we started off with the zero-dimensional invariant object {x 0 } for U t and constructed a corresponding 1-dimensional invariant objects N ± for V t t 0 via the wave maps on the extended space. Moreover, if we define N ± t 0 = {(x 0 , t 0 ) : (x 0 , t 0 ) ∈Ñ ± } then, as we show below these manifolds satisfy
which is a property called time-dependent invariance (note that time-dependent invariance would not hold if we chose to defineÑ
± (x 0 ), t 0 ) : t 0 ∈ R}). With this example in mind we can now define the invariant manifolds we consider.
Definition 1 Let U t be a time-dependent vector field on R n , U t t 0 denote the corresponding flow map. Suppose we have a one-parameter family of manifolds, M t 0 , parameterized by time with the following property:
The family M t is called a time-dependent invariant manifold for U .
Moreover, we say that M t is a time dependent normally hyperbolic invariant manifold (TDNHIM) for the flow U t t 0 provided that M t is a time dependent invariant manifold and, for each x 0 ∈ M t 0 , we have a splitting
such that the splittings are characterized by
Where 0 < β < λ, µ. The bundles
are called the stable/unstable bundles of M t .
For us, the main importance of these manifolds is that they possess stable and unstable manifolds, which is the content of the next proposition. Proof: The idea is to show that the manifoldM = {(x, t 0 ) : x ∈ M t 0 } is a NHIM for the extended flowŨ . The existence of stable and unstable manifolds will then follow from the theory developed in [26, 27, 28] or see [25] for a more modern, even infinite dimensional, version. We note that some versions of the theory of NHIMs assume that the NHIM is compact. However, in chapter 6 of [27] and in [25] compactness is not needed if one assumes uniform differentiability. To see thatM is a NHIM for the flowŨ t we compute
We can compute D t 0 U t+t 0 t 0 (x 0 ) using the chain rule
Thus, if we defineẼ
(t 0 )} we have the splitting 
Hence, using assumption (26) and equations (29) and (30) it follows that the same growth rate bounds on T x 0 M (t 0 ) hold for T (x 0 ,t 0 )M . It follows thatM is NHIM for the extended flowŨ t . By the theory developed in [25, 27, 26, 28] 
and (2) the limits
Define one-parameter families of manifolds N ± (t 0 ) by
Then N ± := N t 0 are time-dependent invariant normally hyperbolic manifolds for V . Moreover, (Ω + ) −1 (resp. (Ω − ) −1 ) takes the stable/unstable manifolds of M t to the stable/unstable of N + (resp. N − ). More precisely we have
Proof: We only consider N + since the proof for N − is similar. We first verify that N + is a time-dependent invariant. The intertwining relations Ω
Now we compute the growth/decay rates for DV t t 0 on N + . The intertwining relations imply that, for any x 0 in M t 0
We want to control the limit as t → ∞. The third factor on the right side of (34) only depends on t 0 and is thus easy to control. We are assuming that we have estimates on the second term, however the first term D(Ω
) is a bit subtle to estimate. However, in the proof that Ω t 0 + is invertible, we saw that lim t 0 →∞ Ω
is bounded as a function t 0 > 0. However, we are assuming that the corresponding limit lim
exists, though it generally will not be the identity, and hence D(Ω
and notice that
Thus,Ē
) is the stable bundle for N + . Similarly, we define the unstable and center bundle for N + and show that the growth rates are the same as for M , which proves that N + is in fact a time-dependent normally hyperbolic invariant manifold.
The proof that the stable/unstable manifolds of M get mapped to stable/unstable manifolds of N is a similar argument using the intertwining relations and using the fact that the (four) limits lim
Remark. In Proposition 4, we made the assumption that lim t 0 →±∞ (Ω t 0 ∓ ) −1 exist. In the proof of Proposition 4 we saw that lim t 0 →±∞ (Ω t 0 ± ) −1 = Id. Using this and the fact that
, which may not exist in general, and hence we make it an assumption. Without this assumption, we still have the manifolds N ± , which are time-dependent invariant. However, to check that they are normally hyperbolic and to check that Ω t 0 ± takes the stable/unstable manifolds of M to those of N ± we needed these limits to exist.
Perturbative Calculations
In this section we will study perturbations of the flows, so that our flows will depend on two parameters t and . Let U t be a time-dependent vector field that also depends on a parameter and let U [30] and [9] ) we will write these families in terms of their generators with respect to t and . The flow U t, t 0 and vector field U t are related by
In this section we will also consider the vector field F defined by
In the literature, both U t and F are referred to as the generator of U t, t 0 and to distinguish between the two usages, we will refer to U t and F as the t-generator and -generator, respectively.
It follows that the -generator of U theorem, let us introduce some terminology. If f t is a 2 parameter family of exact symplectic diffeomorphisms, then as is shown in Appendix A, the -generator of f t satisfies 
Application to transition state theory
In this section we show how to use scattering theory to understand better a problem arising in transition state theory [34] . This theory was developed to determine the rate of chemical reactions. The theory has also been used to develop a general qualitative and quantitative understanding of how chemical reactions take place. For example, invariant manifold theory has been used to separate regions consisting of initial conditions resulting in a reaction.
In [1] , they consider two reactant molecules, R 1 and R 2 that collide with each other to form a meta-stable complex. After some time, the meta-stable complex can dissolve either back to original state R 1 + R 2 or to one of two products P 1 + P 2 and P 1 + P 2 . The goal is to understand how exposing the molecules to a laser shortly before and after the collision affects the outcome of the reaction.
The system they consider is the laser driven Henon-Heiles system given by the Hamiltonian
where
A(t) where A(t) is given by
The key features of the the Hamiltonian
y 3 is that the Henon-Heiles potential U (x, y) =
y 3 has three saddle points which give rise to three asymptotic channels in phase space. These channels correspond to each of the three possible outcomes of the reaction. The driving term, H 1 = E 1 (t) exp(−αx 2 − βy 2 ) corresponds to adding a laser to the system, which one hopes can be used to manipulate the result of the interaction of the two molecules.
In [1] , they use time-dependent normal-form theory to carry out numerical computations of invariant manifolds for the system. These invariant manifolds separate the reactive and non-reactive regions of phase space.
We now explain how to use the scattering theory developed in Section 2 to construct the invariant manifolds computed in their paper. Moreover, we suggest an alternative method to compute numerically the invariant manifolds.
First let us have a closer look at the system without the presence of a laser field, that is the system given by
This system has three saddle points,
, and x 3 = (0, 1). These points define three asymptotic channels, one of which is interpreted as defining a reactant region, while the other two are interpreted as defining two distinct product regions.
These saddle points have stable (resp. unstable) invariant manifolds W
). These manifolds are characterized by having the following asymptotic properties Figure 2 . The unperturbed asymptotic channel c 0 is the right-half plane, the blue (color may not appear on the printed version) dashed line is the boundary of the the perturbed asymptotic channel c , the sample space B is the unit ball, the net volume of the green (or the shaded region in the printed version) region is |c ∩ B| − |c 0 ∩ B| and is given by integrating the flux of J∇X + over ∂(B ∩ c 0 ) ∩ B planar region, which is finite. In [1] it is noticed that there is a change in the branching ratio when the laser-term is included. We now give perturbative calculations of the change in the branching ratio that sheds light on the calculations given in [1] . The calculations we give can be thought of as a version of Fermi's Golden Rule for the branching ratio. Indeed, the results and techniques are similar to the perturbative calculations for the scattering map given in Section 3.
We will consider general Hamiltonian systems. Thus we let H (Q, P, t) be a Hamiltonian and let c are regions of phase space that are invariant for the unperturbed system. Since the asymptotic channels will generally have infinite measure, we take a sample space B of initial data, which we take to be an open subset of phase space. Using the intertwining relations, we deduce that
are asymptotic channels for the full system. As expected, the asymptotic channel depends on the starting time t 0 . For example, for the laser-driven Henon-Heiles system the asymptotic channels are different for starting times t 0 before, during, or after the laser-pulse. The branching ratio is defined as
where |A| denotes the Lebesgue measure of a set A. We now give perturbative calculations for |c Conversely, given a C 1 vector field F a and some initial conditions f 0 , we can determine uniquely f a by the theory of ODE's.
Hence, it is equivalent to speak of the family f a or of (F a , f 0 ). Note that we can think of F a as an "infinitesimal diffeomorphism". Many functional equations that are non-linear and non-local when formulated in terms of f a become linear and local when formulated in terms of F a .
Proposition 9
If f a , g a : M → M are diffeomorphisms and F a , G a are their generators, then we have (A 1) If we define h a = g a • f a , then its generator H a is given by
where (g a ) * is the push-forward:
The proof of this proposition simply involves recalling the definition of H a . With this, we can now state the following proposition, that asserts that the existence of a Hamiltonian F a that generates f a . We used this proposition several times to prove Theorems 1 and 2.
We will now consider the case when f a are exact symplectic and show that they have an associated Hamiltonian.
Proposition 10 Let f a be a smooth family of exact symplectic diffeomorphisms. We have If f 0 is exact symplectic, then f a is exact symplectic if and only if there exists a family of functions F a : M → R such that:
i Fa ω = dF a
Proof:
By the definition of f a being exact symplectic, we know that there exists a family of primitive functions P fa which satisfy f * a (α) = α + P fa and hence we have that
The right side of the equation is the Lie derivative of α with respect to the vector field F a . Thus we can use Cartan's formula to say that 
Now we derive a formula for the Hamiltonian generating h a = g a • f a in terms of F a and G a .
With this we can now state the following proposition that tells us how to compute the Hamiltonian of the composition and inverses of families of exact symplectic diffeomorphisms was needed in both Theorems 1 and 3
Proposition 11 If f a : M → M and g a : M → M are exact symplectic diffeomorphisms generated by their Hamiltonians F a : M → R and G a :→ R respectively, then we have:
(1) If we define h a = g a • f a , its Hamiltonian H a is given by 
