In this paper, we study the clustering problem for crossroads in Vehicular Ad hoc Networks (VANETs). Considering the load balancing of both the whole network and each cluster based on the multiple metrics, an Enhanced Low Overhead and Stable Clustering (EnLOSC) scheme is presented to ensure the stability and security of clusters and to reduce the communication overhead in this case. The proposed capability metric, designed to find the vehicles with similar direction and better channel quality, is exploited in the processes of formation and maintenance to determine which node is suitable for a cluster head. Based on this, a Cluster Head Electing in Advance Mechanism (CHEAM) is developed in order to fairly select a new head for "isolated" vehicles that may not belong to a cluster. Meanwhile, other metrics are related to the node density and cluster size, which are exploited in the Cluster Merging and Splitting Mechanisms to keep the system load balancing and to improve the communication quality. Furthermore, the proposed Discovery and Elimination Scheme (DES) is designed to tackle the malicious nodes that may hurt the cluster communication. Accordingly, an enhanced cluster maintenance strategy with multi-metrics and a secure scheme is proposed so as to reduce the number of isolated vehicles, keep appropriate loading for each cluster head, and protect the whole link over cluster communication. Numerical results and discussion indicate that the cluster stability, communication overhead, load balance, and security can be significantly enhanced by our proposed scheme.
Introduction
Communication in Vehicular Ad hoc Networks (VANETs), which are considered to be a special class of Mobile Ad hoc Networks (MANETs), becomes an important research topic with the spectrum allocation for Intelligent Transportation System (ITS) and the development of Dedicated Short Range Communication (DSRC) standards [1, 2] . In particular, the DSRC is an important technology designed for ITS, which requires a short-range, wireless link to transmit signals only for Vehicle-to-Vehicle (V2V) communication and Vehicleto-Infrastructure (V2I) communication. Naturally, the multi-hop and relay technology typically exploited in MANETs is introduced in this network. However, the which can be addressed by a clustered network [7] . The reason of the hard design is the rapidly changing network topology caused by the highly mobile environment, which may result in data congestion [8] and low Quality of Service (QoS) [9] . Additionally, inevitable situations, such as traffic jams and crossroads, also lead to contention and the hidden terminal problem, especially in a dense network.
Aimed at the clustering-based communication in VANETs, the goal of designed rules in clustering algorithms is to achieve stable, easy, quick, and efficient communication with necessary QoS requirements. Accordingly, many works have been done to develop effective clustering algorithms for VANETs with most of them focusing on the scenario of the highway or straight lanes [4, [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . However, the performance of these schemes turns out to be unsatisfactory when it comes to a city scenario with crossroads. This is because a large number of vehicles can become isolated at crossroads. As a result, a considerable amount of communication overhead and congestion can result from the routing discovery processes for the isolated vehicles. To deal with these problems, we have proposed a novel clustering scheme for the crossroads in VANETs in [20] , with the objective to stabilize the clusters, minimize the number of isolated nodes, and reduce the communication overhead. However, our former proposed scheme only focused on the efficiency of formation and maintenance methods using the vehicle mobility and transmission quality, regardless of the system load and network congestion. Furthermore, there may be some malicious vehicles that interfere or even destroy the cluster communication security. Thus, it is also important to design an effective mechanism in our scheme for the crossroads.
Accordingly, in order to enhance the security and system load balancing, we decide to present other novel metrics and introduce a malicious vehicle discovery and elimination scheme in the cluster strategy. The main contributions of this paper are threefold:
• We propose a novel clustering scheme named Enhanced Low Overhead and Stable Clustering (EnLOSC) for crossroads in VANETs, which includes a cluster formation algorithm and a cluster maintenance scheme.
• In order to implement the load balancing for both network and cluster during the maintenance phase, we propose the cluster size and node density metrics to analyze the network load for the purpose of ensuring the similar size and density of a cluster. In the meantime, we also introduce the capability metric to select and update a cluster head by considering both the mobility and the transmission power loss of the vehicle.
• A Cluster Head Electing in Advance Mechanism (CHEAM) is to help a cluster member select a new cluster by predicting its stay time, while the Cluster Merging and Splitting Mechanisms are proposed to keep the network load balancing by observing node density and cluster size. Meanwhile, a secure method, called a Discovery and Elimination Scheme (DES), is presented to find and remove malicious nodes in one cluster.
To the best of our knowledge, this is the first work to combine multi-metrics and security mechanism with the clustering algorithm for the crossroad situation in VANETs. The rest of the paper is organized as follows. Section 2 and Section 3 describe our problem formulation and the metrics for the cluster scheme, respectively. Accordingly, we show the details of cluster formation and maintenance algorithms for the purpose of achieving low overhead and secure and stable load balancing communication in Section 4 and Section 5. Sequentially, numerical analysis and discussion are presented in Section 6 to evaluate the performances of our scheme. In the end, the related works and conclusion are summarized in Section 7 and Section 8, respectively.
Problem formulation
Our system model is based on a bidirectional multi-lane city road scenario with a crossroad as illustrated in Fig. 1 . We assume that all vehicles are equipped with GPS so that each vehicle is aware of its own location (represented by Cartesian coordinates), velocity, and direction (represented by direction vector) at any time. We further assume that the precise time is known and traceable to the Coordinated Universal Time (UTC). We also assume that all vehicles can send packets with a unified transmitting power P t and decode received packets about the threshold P r .
As shown in Fig. 1 , there exist a number of clusters. Nodes that are in a dashed box belong to the same cluster. The cluster heads are red nodes, and the cluster members are black ones. In addition, the nodes in gray color are called hopping cluster members because they are about to leave the current cluster and hop to a new one. The undecided nodes in white color are the isolated nodes. In a cluster, there are one cluster head, several cluster members, and hopping cluster members. The cluster head is responsible for handling the intra-cluster communication and relays the inter-cluster communication among clusters. Note that we use node and vehicle interchangeably in the rest of this paper, Similar to [15] , only those nodes that are moving in the same direction can be clustered together. Once a node joins in a cluster and becomes a cluster member, a timer named TimerS that is related to its predicted stay time in 
where T stay j,i is the predicted stay time of member j in cluster i which is detailed in Section 5.1.1. T f is the ideal time of a cluster formation procedure, which includes the packet transmission cost and capability metric comparison cost.
Because of the dynamic topology of VANETs, a cluster member may change to be a hopping cluster member. When the change happens, the hopping member starts searching for a new cluster head to join even though it may still belong to the current cluster. In addition, the isolated nodes continuously search for clusters to join. Note that if there are too many isolated nodes in a dense network, the total communication overhead increases significantly and can lead to poor network performance. Therefore, it is important to design a clustering algorithm that reduces the number of isolated nodes as much as possible.
Metrics for clustering strategy
This section describes three metrics, the capability, scale, and node density, which are exploited to design formation and maintenance algorithms by the node and network properties, respectively, for the crossroad scenario in VANETs.
The capability metric
Taking into account both the node's mobility and the transmission power loss, we firstly design a metric to measure a node's capability of acting as a cluster head.
Actually, nodes can obtain their position, velocity, and direction information based on the data derived from GPS. Let D i = D ix x + D iy y be the direction vector of node i, where x and y are the unit vectors of the X and Y axes. The angle between the direction of two nodes i and j can be calculated as:
We consider node i and node j are moving in the same direction when θ ≤ π/4 and consider they are moving in different directions when θ > π/4. In this way, we could avoid mistakenly labeling the node as changing lanes when it is actually turning at the crossroads.
Similarly, let v i and v j denote the velocity of nodes i and j obtained from the GPS. The relative velocity of node i and node j can be calculated as follows:
We use the Relative Velocity Metric (RVM) to indicate the relative mobility between two moving nodes:
Here, v max is the upper boundary of the velocity. When node i has n one-hop (direct) neighbors, the RVM value of node i can be calculated as:
Clearly, RVM(i) is not smaller than 1. A smaller RVM(i) indicates that node i's velocity is more similar with that of its direct neighbors. That is, a node with smaller RVM is more likely to stay with its direct neighbors for a longer time due to their similar velocity. Therefore, a node with a lower RVM value is preferred to act as the cluster head to make the cluster more stable.
As described in Section 2, P t is the unified transmission power of all nodes and P r (i, j) denotes the received power of node i from node j. We define the transmission Power Loss Metric (PLM) between node i and node j as:
When node i has n direct neighbors, the PLM of node i can be presented as:
A PLM(i) that is not smaller than 1 is related to the average channel quality and the sum of distance between a node and its direct neighbors. A node with a smaller PLM value is more likely to have a shorter communication distance and better channel quality with its direct neighbors.
Taking both RVM(i) and PLM(i) into consideration, we define a capability metric M to describe the capability of a node to be a cluster head:
A node with a smaller M value implies that this node has more similar mobility with its direct neighbors and better channel quality. In other words, a more stable cluster can be formed by selecting a node with a smaller M value as the cluster head.
The cluster size metric
Generally, there exists a challenge brought by the clustering algorithm, which is related to the number of cluster members. As we know, the scale of a cluster will be too large to maintain and update when there are many nodes in this cluster, which may result in a heavy load on the cluster head and worse communication quality. To deal with it, we decide to take into account the communication load on each cluster head, which is represented by the number of members in this cluster, for the purpose of the load balancing and well-performed clustering scheme that is suitable for the high node density scenario.
Actually, each cluster has its own head and members after the initialization and formation stage. For clarity, we assume that N member is the number of head's members, which can be recorded by the periodic broadcast packets, the Cluster Member Announcement (CMA) packets, in our scheme shown in Section 5, during the maintenance process. Accordingly, we can give the definition and the illustration of the cluster size metric as below.
where the cluster size metric k s (i) is related to the number of i's members. Intuitively, if the number of members is greater than N max (i), it means that this cluster needs to be reformed and updated in order to keep the communication load of the head i bearable.
Here, we assume that N max is an ideal upper limit of the number of cluster head's members, which represents the maximum number of members a cluster head can manage and handle without disconnection and congestion. The value of N max (i) for cluster head i is determined by two factors: the max bandwidth B(i) and the bandwidth allocation method. For simplicity, we consider two kinds of bandwidth allocation. The first one, called the equal bandwidth allocation for each cluster member, is shown in Fig. 2 , which is assumed that every cluster member occupies a unit bandwidth B 0 . Therefore, the value of N max can be described as
The other method, depicted as Fig. 3 , is allocated hierarchically based on the demand and priority of members in a cluster. In this case, some special nodes that are in charge of forwarding massive or important messages require more bandwidth than others. Prioritizing the bandwidth of cluster members with high, medium, or low, we assume that there are only one node with high priority, two with medium priority, and the rest with low priority in one cluster, of which bandwidth are defined as B high , B medium , and B low , respectively. Note that nodes with high or medium priority will occupy more bandwidth than ones with low priority. Without loss of generality, the relationship of bandwidth among high, medium, and low priority is depict as B high = 2B low and B medium = 1.5B low . Thus, the maximum number of cluster head i's members can be calculated as: 
The node density metric
Similar to the cluster size, each node should be sensible of its direct neighbors to help to determine or select whether or which node around it is suitable to the head and what cluster size should be restricted. Assuming N neighbors (i) is the number of node i's direct neighbors, we exploit the node density metric, k d (i), to describe the number ratio between i's neighbors and N max .
Obviously, when 0 < k d (i) < 1, the density is not so high that the node i is capable to relay and communicate within the cluster or among clusters. In one word, the larger k d (i) is, the denser the nodes are distributed in the radius range of the detected node i.
Cluster formation scheme
According to the various metrics defined in the previous subsection, we present the EnLOSC scheme that contains a cluster formation algorithm and a cluster maintenance scheme. For the convenience of description, we assume every node uses its own ID as an identification and the cluster ID is represented by the cluster head's ID. Before forming or changing cluster-based network topology, there are some undecided nodes or hopping cluster members that want to join in a new cluster. For this purpose, these nodes broadcast HELLO packets, which contain the position, velocity, and direction information, to their direct neighbors. At the same time, when there are cluster heads in the network, the heads also broadcast their information, called Cluster Head Announcement (CHA) packets that contain the cluster head's ID, position, velocity, and direction. Accordingly, when node j receives HELLO packets or CHA packets, it adds the senders' IDs into its Direct Neighbors List (DNL). Then, it uses (2) to calculate the angle θ between its direction and each direct neighbor's direction. If θ > π/4, the corresponding neighbor is considered moving in a different direction and deleted from its DNL. After checking θ and updating DNL, node j computes the M value based on (8) and sends it to other nodes in its DNL.
If there is only one cluster head in node j's DNL, it sends a ClusterJoin packet including its ID to the head and becomes a member of the cluster. If there are more than one cluster heads in node j's DNL, it selects the head with the smallest M value and sends a ClusterJoin packet to the head. If there is no cluster head in node j's DNL, it compares its M value with that of its direct neighbors. When node j finds its M value is smaller than that of any node in its DNL, it will be elected as a cluster head and change its state into cluster head. After that, it will broadcast a ClusterInvite packet to its direct neighbors which contains the cluster ID and its M value. Another node in the network who receives this ClusterInvite packet will reply a ClusterJoin packet to node j if j's M value is smaller than that of any other received ClusterInvite packet.
Once a cluster is formed, the cluster head periodically (with the time period being T c ) broadcasts CHA packets. Similarly, the cluster members regularly broadcast Cluster Member Announcement (CMA) packets containing the cluster member's ID, position, velocity, and direction. Through this way, the cluster head and the cluster members know each other and maintain the cluster. Additionally, because the undecided nodes broadcast HELLO packets periodically with T c until they join in a cluster, the DNL of all nodes should be updated periodically as well.
The details of cluster formation algorithm are shown in Algorithm 1.
Algorithm 1 Cluster formation algorithm
Require: node: j; cluster set: ; DNL set:
1: Calculate M(j) for node j 2: Send M(j) to all DNL nodes γ ∈ (j) 3: if ∃ cluster head i ∈ (j) whose M is the smallest of all cluster heads then 4: Add j to (i) 5: else 6: if M(j) ≤ ∀M(γ ) then 7: j becomes the Cluster Head and sends ClusterInvite to (j) 8: else 9: j receives ClusterInvite packets and M(γ ) is the smallest among senders 10: Add j to (γ ) 11: end if 12: end if 13: Go To Cluster Maintenance
Cluster maintenance scheme
In most clustering schemes, nodes are only allowed to get together when they are moving in the same direction. Nevertheless, a cluster member, which has to leave the current cluster and join in another one, always falls into the undecided state. Due to every undecided node in the network needing to frequently start the formation algorithm described in 4, more number of undecided nodes will lead to the high network overhead. It is more serious specially at the crossroad scenario when using traditional schemes, even resulting in the degrading or interruption of communications in intra-and inter-cluster. Therefore, a Cluster Head Electing in Advance Mechanism (CHEAM) is proposed to reduce the number of undecided nodes in this section.
Besides, node density is still not taken into consideration in the existing clustering strategies, though the cluster size will be increasing along with the growing node density. To a certain degree, disconnection and congestion in the cluster-based VANETs will occur when the cluster size exceeds the upper limit that the head can bear, which deteriorates the Quality of Service of the communication. On the contrary, it is certain that the cluster size is so small as to waste communication resources. Considered both the cluster size metric and the node density metric, a Cluster Merging and Splitting Mechanism is presented for the purpose of alleviating and avoiding the bad performance of the network caused by the uneven node density.
Furthermore, because of the existing malicious nodes that may interfere with communication and damage network performance, we also design a Discovery and Elimination Scheme (DES) mechanism to avoid malicious nodes and to protect users' privacy.
Finally, a secure cluster maintenance algorithm with load balancing and low overhead is introduced based on the above mechanisms.
Cluster Head Electing in Advance Mechanism

Stay time prediction
Before proposing CHEAM, we first introduce how to predict the ideal stay time of a cluster member in its cluster.
The stay time of a cluster member plays a key role in our cluster maintenance algorithm. Therefore, we study the stay time prediction problem before presenting the cluster maintenance algorithm.
Assuming
, and x Ins j , y Ins i are the instantaneous velocities and positions of the cluster head i and its member j which are contained in the CHA and the CMA packets, respectively, the instantaneous distance between head i and member j can be represented by:
Comparing the position and the velocity of the head i with those of the member j, four different stay time prediction results of member j in cluster i, T 
where R is the communication radius of a mobile node.
CHEAM
Considering the definition of the predicted stay time and the hopping cluster member mentioned before, the detail of CHEAM can be described as below.
The main idea of CHEAM is to select the most stable (optimal) head for the hopping cluster member as a substitute in advance. In this procedure, the scheme needs to detect the direction and predict the stay time of all members in the cluster. Additionally, the substitute head could be the current head if there are no other candidates with smaller M. Once a substitute is selected, the hopping cluster member hops into the new cluster and becomes a cluster member. Through this way, the number of the undecided nodes can be significantly reduced so that the cluster-based network overhead is minimized. Accordingly, the CHEAM is introduced in Algorithm 2.
Algorithm 2 Cluster Head Electing in Advance Mechanism
Require: cluster member: j; cluster head: i; undecided node: u; cluster set: ; DNL set:
and starts TimerS as soon as j joins in the cluster of i.
2: if TimerS expires or θ j,i > π/4 then
3:
j becomes a hopping cluster member and executes Cluster Formation. 4 
: end if
As mentioned in Section 4, the node j will start TimerS and compute the predicted stay time as soon as it joins in the cluster i. In Algorithm 2, j becomes a hopping cluster member and executes the formation algorithm if the TimerS expires or the direction between j and i is larger than π/4.
In one word, the hopping cluster members are always ready to shift from one cluster to another. The member will start the cluster head selection procedure when it changes into a hopping state.
Cluster Merging and Splitting Mechanism
Cluster merging
The Cluster Merging Mechanism is used to combine two nearby clusters whose cluster size metrics are smaller than 0.5. Therefore, the waste of network resources can be obviously avoided by the integrated cluster.
Actually, the Cluster Merging Mechanism is started when cluster head i detects that k d (i) > 1 and k s (i) < 0.5. Then i broadcasts a CMerge packet to its direct neighbors in DNL so as to request merging. Once another cluster head i replies to the request, these two clusters will be combined and a new cluster head with the lowest M should be selected. The Cluster Merging Mechanism is illustrated in Algorithm 3. Head i broadcast a CMerge packet to its neighbors in 4: if i receives the response of CMerge from head i then 5: for The members in both cluster i and i do 6: Execute Cluster Formation. 7: end for 8: end if 9: end if
Algorithm 3 Cluster Merging Mechanism
Cluster splitting
The main idea of our Cluster Splitting Mechanism is that the cluster head will start to inform some members to become new cluster heads when it meets all the following conditions: (1) the cluster size is beyond the maximum value and (2) the node density in the radius range of the cluster head is high. Thus, these new heads will invite neighbor nodes into their own clusters based on Cluster Formation. In this way, the average size of clusters can be reduced and the problem that a cluster head with high communication overhead resulted from high node density scenario can be easily solved.
Specifically, when the node density and size metric of cluster head i satisfy k d (i) ≥ k s (i) > 1, head i may search for n = k s (i) + 1 candidate nodes with a lower M value than others in its cluster and send Cluster Head Transformation (CHT) packets to them. Here, · represents the ceiling function. Those nodes who receive CHT packets will change their current state into a cluster head and broadcast a transformed cluster head invitation, TCHInvite packets, to cluster members as soon as possible. Obviously, a cluster member can receive N received packets whether they are TCHInvite or ClusterInvite and sequence these received heads from 1 to N received . In order to select any one of heads to join in, members may generate a random integer N random among [1, N received ] and join into this new cluster with head N random .
Algorithm 4 shows the Cluster Splitting Mechanism.
Discovery and Elimination Scheme
In this section, a malicious node is assumed as a node which only greedily occupies the network resources by sending packets too frequently, e.g., bandwidth or the forwarding time slot. There are also some external attackers attempting to paralyze both network and cluster, by means
Algorithm 4 Cluster Splitting Mechanism
Require: cluster head: i; cluster member:
Head selects n = k s (i) + 1 candidates with lower M 3:
Head broadcasts CHT packets to n candidates 4: Candidates broadcast TCHInvite packets to other members 5: end if 6: for ∀ member j who receives TCHInvite or ClusterInvite do 7: Sequence received heads from 1 to N received
Generate N random ∈[1, N received ] randomly 9: Select and join in a new cluster with head N random 10: end for of spreading viruses all over the network or installing trojans on nodes without permission. We assume that the adversary models of both malicious nodes and external attackers cannot overhear, eavesdrop, or even tamper with the plaintext of other nodes. Nevertheless, we should still prevent these malicious nodes and attackers from damaging the network and design a security protocol, the Discovery and Elimination Scheme (DES), to protect the privacy of cluster nodes.
Assume that all cluster heads are considered as managers which are aware of their cluster members' IDs, while the members in the cluster cannot know the ID of each other. Therefore, the procedure of DES is as below.
• Generate and broadcast hash ID : Every packet broadcasted by cluster members must include a control word, which is a hash value returned by a certain hash function, e.g., the nonreversible SHA hash function, from the ID of this cluster member.
• Verify hash ID and forward data: When the cluster head receives a packet, it compares the hash(ID) control word to its own hash table immediately. In other words, the cluster head will consider the transmitter as its member and forward the packet to the destination, if the hash(ID) in the packet matches one of the items in the head's hash table. Particularly, once a cluster member with hash(ID), occupying a high proportion of resources, is detected, it is deemed as a malicious node which should be expelled out of the current cluster for the purpose of avoiding the congestion.
• Communication among members: Due to the lack of other members' ID information, a cluster member receives a packet that must be a plaintext so that it can know the content of the packet rather than the source. Thus the members' privacy can be protected.
Maintenance scheme
So far, the details of every mechanism are described above; we now propose the cluster maintenance scheme introduced as below.
Algorithm 5 Cluster Maintenance Scheme
Require: cluster member: j; cluster head: i; cluster set: ; DNL set:
Replace the cluster head with a member as a new head 6: end if 7: Execute CHEAM described in Algorithm 2 as soon as a node joins in a cluster 8: Head i periodically calculates k d (i) and the k s (i)
Head i maintains itself based on LOSC proposed in [20] 
Execute Cluster Merging Mechanism described in Algorithm 3 13: 
Execute Cluster Splitting Mechanism described in Algorithm 4 15: end if
In Algorithm 5, the Discovery and Elimination Scheme is run as long as there exists data transmission during the maintenance, for the purpose of protecting the cluster communication. After receiving the broadcast packets, we should recalculate the capability metric to identify which node should be changed into the cluster head so as to maintain cluster stability. In order to keep load balancing, Algorithm 5 also introduces Merging and Splitting from lines 8 to 15, which is based on the determination of node density and cluster size.
Simulation and discussion
In this section, we first carry out an extensive simulation study on MATLAB platform to evaluate the performance of the proposed scheme in a crossroad scenario. The LOSC scheme in [20] and a variant of the Lowest-ID algorithm called MOBIC clustering algorithm in [10] are also implemented as a comparison with our scheme. The following subsection is to analyze the security of EnLOSC.
Numerical evaluation
The simulation scenario is a two-lane crossroad as shown in Fig. 1 , where f is the signal frequency, c is the speed of light in a vacuum, and d is the distance between the transmitter and the receiver. Without loss of generality, the transmitting and receiving antenna gain are assumed to be 1, and the communication radius is 100 m. Besides, the number of vehicles N n is set up from 50 to 200, and the vehicle speed is selected randomly between 30 and 50 km/h.
In Fig. 4 , we illustrate the performance of Cluster Merging and Splitting Mechanism on cluster size controlling. The maximum number of cluster members in EnLOSC is set to be 30 in our simulation. As depicted, the average cluster size under LOSC and MOBIC schemes grows significantly by the increase of the number of vehicles in the whole network, while this argument under the EnLOSC algorithm has a little change by a different number of vehicles. In comparison with LOSC and MOBIC schemes, the result in the figure reports the better performance of controlling the cluster size by merging and splitting mechanism in EnLOSC under either high or low density scenarios. In other words, the overhead of cluster heads by high node density and the waste of resources resulting from low node density can be significantly cut down when using EnLOSC. Figure 5 shows the performance of cluster stability that is represented by the average number of cluster heads changing per second. Intuitively, we believe that the cluster-based network is not stable if this average value is large because of the frequent head handoff. Depicted in Fig. 5 , the number of head changing in the LOSC scheme is lower than that of MOBIC with the various number of vehicles, which means the stability of clusters formed by our previous algorithm in [20] is better than that formed by MOBIC. Obviously, the cluster stability of the proposed EnLOSC is slightly higher than LOSC. The reason for the increasing number of cluster head shifting in EnLOSC is the cost of keeping load balancing for every cluster-by-cluster merging and splitting schemes. Besides, it can be also inferred that this average value in MOBIC is vulnerable to the large number of vehicles. In other words, compared with MOBIC, both LOSC and EnLOSC schemes are more suitable for the crossroad scenario in VANETs.
For the purpose of illustrating the communication overhead, we explore the average number of undecided nodes which is calculated for the duration of periodic broadcasting T c . During each T c , every node in a cluster broadcasts either a CHA or a CMA packet. In contrast to MOBIC, the result in Fig. 6 reports that the previous work in [20] and our enhanced scheme achieve great improvements on reducing the average number of undecided nodes due to the proposed CHEAM. Moreover, because of the scattered cluster coverage in VANETs and the restricted communication radius, there may exist some undecided nodes between two clusters. The smaller clustering structure resulting from the cluster splitting schemes in EnLOSC will narrow those gaps, which can reduce the probability of those nodes not being in any one cluster. Accordingly, the congestion and overhead caused by the undecided nodes can be cut down significantly in the crossroad when using both LOSC and EnLOSC. 
Security analysis
According to the rule of DES, every node in one cluster, which wants to transmit its own data, should add a hash(ID) to the plaintext. Because the cluster head has the existing hash table including all the members' hash(ID), it knows the source of each packet. In this subsection, we investigate the security issues of our proposed DES from the following aspects.
Firstly, if there exists some external attackers, who want to make cluster paralysis, they have to follow this protocol. Since the attackers' IDs are not stored at the cluster's hash table, if the attackers broadcast the message, they cannot pass the cluster's verification and the packets will be dropped. Meanwhile, the cluster head can also refuse to forward a member's data, if this member does not follow the protocol, for example, the member does not provide its hash(ID) to the cluster head, who can decline the request.
Secondly, when a cluster member sends packets to the head constantly, the network resource will be occupied exclusively, which represents the head. Thus, the cluster head, as a relay, cannot transmit other members' data. Within this situation, to overcome the problem, the head can set up different thresholds of the resource utilization for each member and then will calculate the percentage of each member in terms of the resource utilization based on the number of hash(ID). If the member has a high frequency of hash(ID) than the threshold, who is called as a malicious node, the malicious node will be denied providing relay service.
Thirdly, owing to the broadcast packets with hash(ID), which hides the real ID of each member, the DES also provides simple anonymous communication. That means that other members cannot know which member broadcasts those packets.
What's more, even if we introduce the DES, the computation of proposed clustering maintenance scheme has not increased significantly because of the low complexity hash algorithm.
Related work
Cluster head selection plays an important role in clustering algorithms. Various metrics have been proposed to describe a vehicle's capability of functioning as a cluster head in VANETs. In this section, we briefly review the work related to clustering methods that are based on these different metrics.
In [16] , the metric is defined by considering the traffic flow on the lane. A vehicle on the lane with the most traffic flow is selected as the cluster head. The clustering algorithm proposed in [17] defines the metric as a function of the path loss. A vehicle with a smaller path loss from other vehicles has a higher metric value. It is concluded in [14] that the performance of cluster-based communication can be further improved by exploring the geography information for cluster head selection. Based on this conclusion, [13] and [21] combine the geography information together with the traffic information and the task information to define their metrics. To further extend the reliable clustering method in highway scenarios in VANETs, Ibrahim exploited dense traffic to design a CAS-CADE scheme in [22] in order to enable both safety (collision warning) and information (congestion notification) applications.
The aforementioned clustering schemes usually cause frequent re-affiliation and cluster head changes since they do not consider the effects of fast movements of vehicles in VANETs. To solve these problems, mobility-based clustering algorithms are put forward. In [15] , Song et al. use the moving direction of vehicles together with the location information to design a clustering algorithm. Only the vehicles moving in the same direction can form clusters and the cluster head is selected according to the location information. In [11] , Basu et al. designs a mobility metric by measuring the fluctuation of a vehicle's received power during successive transmissions. A vehicle with a smaller fluctuation is considered as a vehicle with a smaller relative speed with others, and it is more likely to be selected as a cluster head. The performance of this scheme degrades significantly when the vehicle's speed varies sharply and frequently due to the fact that the vehicle's acceleration is not considered in the mobility metric. Basu et al. [10] solves this problem by designing a mobility metric consisting of both the relative velocity and the relative acceleration to represent a vehicle's ability to be the cluster head. Besides, a metric called the Aggregate Local Mobility (ALM) measure is considered to design a criterion triggering cluster re-organization strategy with a contention-based scheme in [17] . However, the metric is only defined by the relative mobility calculated through the current and previous distances between a node and its neighbor.
To the best of our knowledge, these existing schemes we referred to consider either the highway scenarios or the straight-lane scenarios. None of them considers the complicated and challenging crossroad scenarios where large numbers of vehicles can become isolated, and thus, considerable communication overhead and network congestion can be generated using these existing schemes. In this paper, we tackle the challenge of designing a low overhead and stable clustering scheme for crossroads in VANETs.
Conclusions
Based on our previous studies in [20] , we present an Enhanced LOSC that focuses on not only the stability and network overhead but also the load balancing and security in the crossroad scenario in this paper. A new capability metric M, which is related to the relative velocity and the power loss, is introduced to describe a node's capability of being a cluster head and exploited in the maintenance algorithm to achieve the cluster head electing. Meanwhile, in order to maintain load balancing of the head in a clustering-based network, we also use other metrics expressed by node density and cluster size to adjust the number of nodes in a cluster. Furthermore, the proposed security method, DES, can protect the security of the cluster from attackers and malicious nodes and also provide a simple anonymous communication to preserve nodes' privacy. Compared with the existing MOBIC clustering algorithm and the previous LOSC scheme, the simulation results show that there are less isolated nodes in VANETs by using the EnLOSC scheme, which can ensure the more stable and load balancing clusters. For future research, we will consider how to design a secure strategy for more complex VANETs to deal with the wiretapping problem caused by some eavesdroppers.
