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Abstract
Information Cascades Model captures dynamical properties
of user activity in a social network. In this work, we develop
a novel framework for activity shaping under the Continuous-
Time Information Cascades Model which allows the admin-
istrator for local control actions by allocating targeted re-
sources that can alter the spread of the process. Our frame-
work employs the optimization of the spectral radius of the
Hazard matrix, a quantity that has been shown to drive the
maximum influence in a network, while enjoying a simple
convex relaxation when used to minimize the influence of the
cascade. In addition, use-cases such as quarantine and node
immunization are discussed to highlight the generality of the
proposed activity shaping framework. Finally, we present the
NetShape influence minimization method which is compared
favorably to baseline and state-of-the-art approaches through
simulations on real social networks.
1 Introduction
The emergence of large scale social networks offers the op-
portunity to study extensively diffusion processes in various
disciplines, including sociology, epidemiology, marketing,
computer systems’ security, etc. Theoretical studies gave
valuable insights on such processes by defining quantities
tightly related with the systemic behavior (e.g. epidemic
threshold, extinction time) and describing how a diffusion
unfolds from an initial set of contagious nodes. This quan-
tification of systemic properties can on one hand help the
assessment of certain economic/health/social risks, while
on the other hand enable diffusion process engineering that
aims either to suppress or enhance the spreading.
Among the earliest works that drew a line between epi-
demic spreading and the structural properties of the un-
derlying network is that in (Wang et al., 2003). Under a
mean field approximation of an SIR epidemic model on a
graph, they found that the epidemic threshold is proportional
to the spectral radius of the adjacency matrix. Follow-up
works verified this relation and broadened the discussion.
In (Prakash et al., 2012) the S∗I2V∗ model was presented
as a generalization of numerous virus propagation models
(VPM) of the literature. It was also made possible to gener-
alize the result of (Wang et al., 2003) to that generic VPM.
∗ Part of the work has been conducted while author was at CMLA1.
Based on these works, several research studies have been
presented on the epidemic control on networks, mainly fo-
cusing on developing immunization strategies (elimination
of nodes) and quarantine strategies (elimination of edges).
The eigenvalue perturbation theory was among the main
analytical tools used, see for example (Tong et al., 2010;
Van Mieghem et al., 2011; Tong et al., 2012).
The Information Cascade Model (ICM)
(Chen, Lakshmanan, and Castillo, 2013) is a modern family
of models that considers heterogeneous node-to-node
transmission probabilities. ICM fits well to problems related
to information diffusion on social networks and, among
others, finds straightforward applications in digital market-
ing (Kempe, Kleinberg, and Tardos, 2003). Indeed, ICMs
were used to fit real information cascade data and observed
‘infection’ times of nodes in the MemeTracker dataset
(Leskovec, Backstrom, and Kleinberg, 2009). In another
work, the aim was to infer the edges of a diffusion network
and estimate the transmission rates of each edge that best
fits the observed data (Rodriguez, Balduzzi, and Schölkopf,
2011).
Similar theoretical results to those discussed above for
VPMs have been given for ICM as well. Under discrete-
or continuous-time ICM, it has been shown that the epi-
demic threshold depends on the spectral radius of a ma-
trix built upon the edge transmission probabilities, termed
as Hazard matrix (Scaman, Lemonnier, and Vayatis, 2015;
Lemonnier, Scaman, and Vayatis, 2014).
On the algorithmic side, (Kempe, Kleinberg, and Tardos,
2003) formulated for the first time the influence maximiza-
tion problem under the ICM. It was proved that it is an
NP-hard problem and remains NP-hard to approximate it
within a factor 1−1/e. It was also proven that the influence
is a sub-modular function of the set of initially contagious
nodes (referred to as influencers) and the authors proposed
a greedy Monte-Carlo-based algorithm as an approxima-
tion. A number of subsequent studies were focused on im-
proving that technique (Ohsaka et al., 2014; Leskovec et al.,
2007). Notably, today’s state-of-the-art techniques on influ-
ence control under the ICM are still based on Monte-Carlo
simulations and a greedy mechanism to select the actions
sequentially.
Besides influence maximization, various questions re-
garding how one could apply suppressive interventions have
become a hot topic in recent years. For instance, the aim
could be to reduce the spread of false and harmful informa-
tion in a social network. Suppressive scenarios like the latter
are also possible in the samemodeling context; the optimiza-
tion problem would be the minimization of the spread of a
piece of malicious information in the network, e.g. through
the decrease in the probability for some users to share the
false content to their contacts.
In this paper we discuss the generic offline influence op-
timization, or activity shaping through local intervention ac-
tions that affect the spread. The purpose can be either to
minimize the influence with suppressive actions, or to max-
imize it with enhancive actions. We seek for an efficient
strategy to use the available budget of actions in order to
serve better one of those opposing aims. Our approach is
that we frame this as a generalized optimization problem un-
der the ICM which has a convex continuous relaxation. We
propose a class of algorithms based on the optimization of
the spectral radius of the Hazard matrix using a projected
subgradient method. For these algorithms, which can ad-
dress both the maximization and the minimization problem,
we provide theoretical analysis. We also investigate stan-
dard case-studies of the latter, such as the quarantine (e.g.
see (Tong et al., 2012; Van Mieghem et al., 2011)) and the
node immunization problem (see (Tong et al., 2010)). The
proposed algorithm called NetShape is easy to implement
and compares favorably to standard baselines and state-of-
the-art competitors in the reported experimental results.
2 Diffusion model and influence bounds
Let G=(V ,E) be a directed graph of n= |V| nodes andE=
|E| edges, and the adjacency matrix of G as A∈{0,1}n×n
s.t. Aij =1⇔ (i, j)∈E . We denote as S0⊂V a set of n0=
|S0| influencer nodes that are initially contagious for a
piece of information and can thus influence, or ‘infect’, oth-
ers. The spread of information from the contagious nodes
is modeled using the following continuous-time diffusion
model in which each node i can infect its neighbor j inde-
pendently according to a time-dependent transmission rate.
Let τi ∈R+∪{+∞} the time when the information reached
node i and made it contagious. Note that this quantity may
be infinite if node i did not receive at all the information dur-
ing the process. The reader may find helpful the index of our
basic notation in Tab. 1.
Definition 1. Hazard function Fij(t) – For every edge
(i, j)∈E of the graph, Fij is a non-negative integrable
function that describes the time-dependent transmission rate
from node i to node j after i’s infection.
Definition 2. Continuous-Time Information CascadeModel
CT IC(F) – This is a stochastic diffusion process defined as
follows: at time s=0, only the influencer nodes of S0 are
infected. Then, each node i that receives the contagion at
time τi may transmit it at time s≥ τi along an outgoing edge
(i, j)∈E with stochastic rate of occurrence Fij(s−τi). We
denote as F = [Fij]ij the n×n Hazard matrix containing as
elements the individual Hazard functions and, respectively,
F(t)= [Fij(t)]ij the evaluation of all functions at relative
time t after each infection time τi. Essentially, network edges
represent non-zero Hazard functions, and
(i, j)∈E ⇔ ∃t≥ 0 s.t. Fij(t) 6=0. (1)
Definition 3. Influence σ(S0) – In the CT IC(F)model, the
influence of a set of influencer nodesS0⊂V is defined as the
number of infected nodes at the end of diffusion:
σ(S0)=ES0
[∑
i∈V 1{τi<+∞}
]
, (2)
provided that the influencers are initially infected and conta-
gious, thus, always σ(S0)≥ |S0|.
In order to derive upper bounds for the influence under the
CT IC, we use the concept of Hazard radius introduced in
(Lemonnier, Scaman, and Vayatis, 2014) that is highly cor-
related to the influence. This is in analogy to the spectral
radius of the adjacency matrix for virus propagation models
(Tong et al., 2012; Chen et al., 2016); recall that the spectral
radius of a square matrix is defined as its largest eigenvalue.
Definition 4. Hazard radius ρH(F) – For a diffusion pro-
cess CT IC(F), ρH(F) is the largest eigenvalue of the sym-
metrized and integrated Hazard matrix:
ρH(F)= ρ
(∫ +∞
0
F(t)+F(t)T
2
dt
)
, (3)
where ρ(·)=maxi |λi|, and λi are the eigenvalues of the im-
plied input matrix.
Therefore, despite F being a complex algebraic object, it
is easy compute the spectral radius since that is computed
on the integrated and symmetrized version of F .
The following proposition provides an upper bound for
the influence of any set of influencers that depends on the
Hazard radius, and is actually a simple corollary of Proposi-
tion 1 in (Lemonnier, Scaman, and Vayatis, 2014).
Proposition 1. Let S0⊂V be a set of n0 influencer nodes,
and ρH(F) the Hazard radius of a CT IC(F) information
cascade. Then, the influence of S0 in CT IC(F) is upper
bounded by:
σ(S0)≤n0+γ(n−n0), (4)
where γ ∈ [0,1] is the unique solution of the equation:
γ−1+exp
(
−ρH(F)γ− ρH(F)n0
γ(n−n0)
)
=0. (5)
Proof. This result immediately follows from Propo-
sition 1 of (Lemonnier, Scaman, and Vayatis, 2014)
and the fact that, using their notations, H(S0)ij =
1{j ∈S0} ·
∫ +∞
0
Fij(t)dt≤
∫ +∞
0
Fij(t)dt. Then, using
the Perron-Frobenius theorem leads to the inequality
ρ(H(S0)+H(S0)
T
2 )≤ ρH(F).
In essence, this result implies that the maximum influence
cannot exceed a proportion γ of the network that is non-
decreasing with ρH(F), and displays a sharp transition be-
tween a sub-critical and super-critical regime. Also, previous
experimental analysis (Lemonnier, Scaman, and Vayatis,
2014) showed that this upper bound is sharp for a large class
of networks.
Symbol Description
1{<condition>} indicator function
1 vector with all values equal to one
‖X‖ℓ ℓ-norm for a given vector X: e.g. ‖X‖1 =
∑
ijXij , or generally ‖X‖ℓ =(
∑
ijX
ℓ
ij)
1/ℓ
M⊙M ′ the Hadamard product between matricesM andM ′ (i.e. coordinate-wise multiplication)
µπ(1)≥µπ(2)... ordered values of vector µ using the order-to-index bijective mapping π
G,V,n,E ,E network G= {V,E} of n= |V| nodes and E= |E| edges, where V , E are the sets of nodes and edges
(i, j) edge (i, j)∈E of the graph between nodes i and j
A network’s adjacency matrix A∈{0,1}n×n
S0,n0 subset S0⊂V of n0 = |S0| influencer nodes from which the IC initiates
F n×n Hazard matrix [Fij ]ij of non-negative integrable Hazard functions defined over time
F set of feasible Hazard matrices F⊂R+→Rn×n+ , where F is one of its elements
∆ matrix of the integrated difference of two Hazard matrices in time: ∆=
∫ +∞
0
(Fˆ(t)−F(t))dt
τi time τi ∈R+∪{+∞} when the information reached node i during the process
σ(S0) influence: the number of contagious nodes after the diffusion started from the set S0
ρH(F) the largest eigenvalue of the symmetrized and integrated Hazard matrix F
X control actions matrixX ∈ [0,1]n×n representing the amount of action taken on each edge
x control actions vector with x∈ [0,1]n representing the amount of action taken on each node
k budget of control actions k∈ (0,E) or k∈ (0,n) for actions on edges and nodes, respectively
Table 1: Index of main notations.
Our main line of contribution:What we put forward in this
work is directly derived by the discussion above and is the
idea that the Hazard radius ρH can be used as a proxy to
minimize or maximize the maximum influence under the IC
model in a given social network, and this way perform activ-
ity shaping. This is the main line of our contribution and the
motivation for the NetShape algorithm presented in Sec. 4.
3 Monitoring Information Cascades
The aim of this work is to provide an efficient approach to
the generic problem of optimizing influence (maximizing or
minimizing) using actions that can shape, i.e. modify, the
activity of single users. For instance, a marketing campaign
may have a certain advertisement budget that can be used on
targeted users of a social network. While these targeted ad-
vertisements are usually represented as new influencer nodes
that will spread the piece of information, we rather consider
the more refined and general case in which each targeted ad-
vertisement will essentially alter the Hazard functions Fij
associated to a target node i, thus increasing, or decreasing,
the probability for i to propagate by sharing the information
with its neighbors.
Our generic framework assumes that a set of feasible Haz-
ard matrices F⊂R+→Rn×n+ is available to the market-
ing agency. This set virtually contains all admissible policies
that one could apply to the network. Then, the concern of the
agency is to find the Hazard matrixF ∈F that minimizes, or
maximizes depending on the task of interest, the influence.
Particular instances of this generic framework are presented
in Sec. 5.
Problem 1. Determining the optimal feasible policy – Given
a graph G, a number of influencersn0 and a set of admissible
policies F, find the optimal policy:
F∗= argmin
F∈F
σ∗n0(F), (6)
where σ∗n0(F)=max{σ(S0) :S0⊂V and |S0|=n0} is the
optimal influence (according to Eq. 6 this is the minimum)
over any possible set of n0 influencer nodes.
Problem 1 cannot be solved exactly in polynomial time.
The exact computation of the maximum influence σ∗n0 (F)
is already a hard problem on its own, and minimizing this
quantity adds an additional layer of complexity due to the
non-convexity of the maximum influence w.r.t. the Hazard
matrix (note: F 7→σ∗n0(F) is positive, upper bounded by n
and not constant).
Proposition 2. For any size of the set of influencers n0, the
computation of σ∗n0(F) is#P-hard.
Proof. We prove the theorem by reduction from a known
#P-hard function: the computation of the influence σ(S0)
given a set of influencers S0 of size n0 (see Theorem 1
of (Wang, Chen, and Wang, 2012)). Indeed, let CT IC(F)
be an Independent Cascade model defined on G=(V ,E).
We can construct a new graph G′=(V ′,E ′) as follows:
for each influencer node i∈S0, add a directed chain of
n nodes {vi,1, ...,vi,n}⊂V ′ and connect vi,n to i by let-
ting the transmission probabilities along the edges be all
equal to one. Then, the maximum influence σ∗n0 is achieved
with the nodes S′0= {vi,1 : i∈S0} as influencer, and σ∗n0 =
nn0+ σ(S0). The result follows from the #P-hardness of
computing σ(S0) given S0.
The standard way to approximate the maximum influence
is to employ incremental methods where the quality of each
potential influencer is assessed using a Monte-Carlo ap-
proach. In the following, we assume that the feasible setF is
convex and included in a ball of radiusR. Also, the require-
ment of Eq. 1, that network edges correspond to non-zero
Hazard functions, holds for every feasible policy F ∈F.
Therefore, the number of edges E upper bounds the num-
ber of non-zero Hazard functions for any F ∈F.
Remark 1. Although Problem 1 focuses on the minimiza-
tion of the maximum influence, the algorithm presented in
this paper is also applicable to the opposite task of influence
maximization. Having a common ground for solving these
opposite problems can be particularly useful for applications
where both opposing aims can interest different actors, for
instance in market competition. For the maximization, our
algorithm would use a gradient ascent instead of a gradient
descent optimization scheme. While the performance of the
algorithm in that case may be competitive to state-of-the-art
influence maximization algorithms, the nonconvexity of this
problem prevents us from providing any theoretical guaran-
tees regarding the quality of the final solution.
4 NetShape: an algorithm for monitoring
Information Cascades
Bearing in mind the computational intractability of solving
exactly the influence optimization problem, we propose to
exploit the upper bound given in Proposition 1 as a heuristic
for approximating the maximum influence. This approach
can be seen as a convex relaxation of the original NP-Hard
problem, and allows the use of convex optimization algo-
rithms for this particular problem. The relaxed optimization
problem thus becomes:
F∗= argmin
F∈F
ρH(F). (7)
When the feasible setF is convex, this optimization prob-
lem is also convex and our proposed method called Net-
Shape uses a simple projected subgradient descent (see e.g.
(Bubeck, 2015)) in order to find its minimum and make sure
that the solution lays in F. However, special care should be
taken to perform the gradient step since, although the ob-
jective function ρH(F) admits a derivative w.r.t. the norm
‖F‖=
√∑
i,j
(∫ +∞
0 |Fij(t)|dt
)2
, (8)
the space of matrix functions equipped with this norm is
only a Banach space in the sense that the norm ‖F‖ cannot
be derived from a well chosen scalar product. Since gradi-
ents only exist in Hilbert spaces, gradient-based optimiza-
tion methods are not directly applicable.
In the NetShape algorithm, the gradient and projection
steps are performed on the integral of the Hazard functions∫ +∞
0
Fij(t)dt by solving the optimization problem bellow:
F∗= argmin
Fˆ∈F
∥∥∥∥
∫ +∞
0
(
Fˆ(t)−F(t)
)
dt+ηuFuTF
∥∥∥∥
2
, (9)
where η > 0 is a positive gradient step, uF is the eigen-
vector associated to the largest eigenvalue of the matrix∫ +∞
0
F(t)+F(t)T
2 dt, and uFu
T
F is a subgradient of the ob-
jective function, as provided by the following proposition.
Proposition 3. A subgradient of the objective function
f(M)= ρ
(
M+MT
2
)
in the space of integrated Hazard func-
tions, whereM is a matrix, is given by the matrix:
∇f(M)= uMuTM , (10)
Algorithm 1 – NetShape meta-algorithm
Input: feasible set F⊂R+→Rn×n+ , radius R> 0 of F,
initial Hazard matrix F ∈F, approx. parameter ǫ> 0
Output: Hazard matrix F∗ ∈F
1: F∗←F
2: T ←⌈R2
ǫ2
⌉
3: for i=1 to T −1 do
4: uF←the eigenvector assoc. to spectral radius ρH(F)
5: η← R√
i
6: F← argminFˆ∈F
∥∥∥∫ +∞0
(
Fˆ(t)−F(t)
)
dt+ηuFuTF
∥∥∥
2
7: F∗←F∗+F
8: end for
9: return 1
T
F∗
where uM is the eigenvector associated to the largest eigen-
value of the matrix M+M
T
2 .
Proof. For any matrix M , let f(M)= ρ
(
M+MT
2
)
=
maxx : ‖x‖2=1x
TMx, and uM be such an optimal vec-
tor. Then, we have f(M+ε)= uTM+ε(M+ε)uM+ε≥
uTM (M + ε)uM = f(M)+ u
T
MεuM , and, since u
T
M εuM =〈
uMu
T
M ,ε
〉
, uMuTM is indeed a subgradient for f(M).
The projection step of line 6 in Alg. 1 is an optimization
problem on its own, and NetShape algorithm is practical if
and only if this optimization problem is simple enough to be
solved. In the next sections we will see that, in many cases,
this optimization problem can be solved in near linear time
w.r.t. the number of edges of the network (i.e. O(E lnE)),
and is equivalent to a projection on a simplex.
Convergence and scalability
Due to the convexity of the optimization problem in Eq. 7,
NetShape finds the global miniminum of the objective func-
tion and, as such, may be a good candidate to solve Prob-
lem 1. The complexity of the NetShape algorithm depends
on the complexity of the projection step in Eq. 9. Each step
of the gradient descent requires the computation of the first
eigenvector of an n×n matrix, which can be computed in
O(E lnE), where E is the number of edges of the under-
lying graph. In most real applications, the underlying graph
on which the information is diffusing is sparse, in the sense
that its number of edges E is small compared to n2.
Proposition 4. Assume that F is a convex set of Hazard
matrices included in a ball of radius R> 0 w.r.t. the norm
in Eq. 8, and that the projection step in Eq. 9 has complexity
at most O(E lnE). Then, the NetShape algorithm described
in Alg. 1 converges to the minimum of Eq. 7. Moreover, the
complexity of the algorithm is O(R2
ǫ2
E lnE).
Proof. This is a direct application of the projected subgradi-
Algorithm 2 – NetShape partial quarantine problem
Input: graph G=(V ,E), matrices of Hazard functions be-
fore and after treatment F , Fˆ ∈F, approximation pa-
rameter ǫ> 0, number of treatments k
Output: matrix of Hazard functions F∗ ∈F
1: X← 0,X∗← 0
2: F ← ∫ +∞0 F(t)dt
3: ∆← ∫ +∞0 (Fˆ(t)dt−F(t))dt
4: R←
√
kmaxij∆ij
5: T ←⌈R2
ǫ2
⌉
6: for i=1 to T −1 do
7: M←F +X⊙∆
8: u← the largest eigenvector of 12 (M +MT)
9: Y ←X⊙∆− R√
i
uuT //  projection step
(Alg.3)
10: X← argminX′∈[0,1]n×n,‖X′‖1≤k ‖X ′⊙∆−Y ‖2
11: X∗←X∗+X
12: end for
13: return F∗=(1− 1
T
X∗)⊙F+ 1
T
X∗⊙Fˆ
ent descent to the problem:
H∗= argmin
H∈H
ρ
(H+HT
2
)
, (11)
whereH= {∫+∞0 F(t)dt∈Rn×n : F ∈F} is the set of fea-
sible Hazard matrices. The convergence rate of such an al-
gorithm can be found in (Bubeck, 2015).
Remark 2. The corresponding maximization problem is not
convex anymore and only convergence to a local maximum
can be expected. However, when the changes in the Haz-
ard functions are relatively small (e.g. inefficient control ac-
tions, or only a limited number of treatments available to dis-
tribute), then NetShape achieves fairly good performance.
5 Case studies
In this section, we illustrate the generality of our frame-
work by reframing well-known influence optimization prob-
lems using Problem 1 and deriving the corresponding vari-
ants of the NetShape algorithm. For the sake of notations’
simplicity, we denote asM⊙M ′ the Hadamard product be-
tween the two matrices (i.e. coordinate-wise multiplication),
as ∆=
∫ +∞
0
(Fˆ(t)−F(t))dt the matrix with the integrated
coordinate-wise difference of two Hazard matrices in time,
and as 1∈Rn the all-one vector (see notations in Tab. 1).
Partial quarantine
The quarantine problem addresses the removal of a small
number of edges in order to minimize the spread of the
contagion. Such an approach is highly interventional, in the
sense that it totally removes edges, but in order to be prac-
tical it has to remain at low scale and affect a small amount
of edges. This is the reason why it is mostly appropriate for
dealing with the initial very few infections.
Algorithm 3 – Projection step for partial quarantine (Alg. 2)
Input: δ,y∈RE , budget k∈ (0,E)
Output: control actions vector x′
1: for i=1 to E do
2: µi← 2δiyi
3: µE+i← 2δi(yi−δi)
4: end for
5: sort µ into µπ(1)≥µπ(2)≥ ...≥µπ(2E)
6: d← 0, s← 0, i← 1
7: while s< k and µπ(i)≥ 0 do
8: d← d+1{π(i)≤E} 1
2δ2
pi(i)
−1{π(i)>E} 1
2δ2
σ(i)−E
9: s← s+d(µπ(i)−µπ(i+1))
10: i← i+1
11: end while
12: z←max{0,µσ(i)+ s−kd }
13: return x′ s.t. x′i=max{0,min{ 2δiyi−z2δ2
i
,1}}
The partial quarantine setting is a relaxation where one
is interested to decrease the transmission probability along a
set of targeted edges by using local and expensive actions.
Definition 5. Partial quarantine – Consider that a marketing
campaign has k control actions to distribute in a network
G=(V ,E). For each edge (i, j)∈E , let Fij and Fˆij be the
Hazard matrices before and after applying control actions,
respectively. If X ∈ [0,1]n×n is the control actions matrix
and Xij represents the amount of suppressive action taken
on edge (i, j), then the set of feasible policies is:
F=
{
(1−X)⊙F+X⊙Fˆ : X∈ [0,1]n×n, ‖X‖1≤k
}
. (12)
Example: For a non-negative scalar ǫ≥ 0, we may
consider Fˆ =(1−ǫ)F in order to model the sup-
pression of selected transmission rates; formally: F=
{(1−ǫX)⊙F :X ∈ [0,1]n×n,‖X‖1≤ k}. Importantly, for
the special case where ǫ=1, this problem becomes equiv-
alent to the setting discussed in (Tong et al., 2012) and
(Van Mieghem et al., 2011).
A straightforward adaptation of Alg. 1 to this setting leads
to the NetShape algorithm for partial quarantine described
in Alg. 2. The projection step is performed by Alg. 3 on
the flattened versions x′, δ,y ∈RE of the matrices X ′, ∆
and Y , and the parameter R is chosen to upper bound
maxF ′∈F ‖F ′−F‖2=maxX∈[0,1]n×n,‖X‖1≤k ‖X⊙∆‖2.
Lemma 1. The projection step of Alg. 1 for the partial quar-
antine setting of Definition 5 is:
X∗=argminx′∈[0,1]E, ‖x′‖1≤k ‖x′⊙δ−y‖2 , (13)
where δ and y are flattened version of, respectively, ∆ and
Y =X⊙∆−ηuFuTF . Moreover, this problem can be solved
in time O(E lnE) with Alg. 3, where E is the number of
edges of the network.
Proof. Eq. 13 directly follows from Eq. 9 and the definition
of F. Alg. 3 is an extended version of the L1-ball projec-
tion algorithm of (Duchi et al., 2008). KKT conditions for
the optimization problem of Eq. 13 imply that ∃z > 0 s.t. ∀i,
x′i=max{0,min{ 2δiyi−z2δ2
i
,1}}. The algorithm is a simple
linear search for this value. Finally, the sorting step (Alg. 3,
line 5) has the highest complexity of O(E lnE), and the
loops perform at most 2E iterations, hence an overall com-
plexity of O(E lnE).
Partial node immunization
More often, control actions can only be performed on the
nodes rather than the edges of a network, for example when
considering targeted advertisements. In such a case, the ef-
fect must be aggregated over nodes in the following way.
Definition 6. Partial node immunization – Consider that a
marketing campaign has k control actions to distribute in a
network G=(V ,E). For each edge (i, j)∈E , let Fij and Fˆij
be the Hazard matrices before and after applying control ac-
tions, respectively. If x∈ [0,1]n is the control actions vector
and xi represents the amount of suppressive action taken on
node i, then the set of feasible policies can be expressed as:
F=
{
(1−x1T)⊙F+x1T⊙Fˆ : x∈[0,1]n, ‖x‖1≤k
}
. (14)
This setting corresponds to partial quarantine in which all
outgoing edges of a node are impacted by a single control
action. When Fˆ =0, this problem corresponds to the node
removal problem (or vaccination), that consists in removing
k nodes from the graph in advance in order to minimize the
contagion when that will appear (see (Tong et al., 2010)).
Given a vector x, the projection problem to solve is:
x∗= argmin
x′∈[0,1]n,‖x′‖1≤k
∥∥(x′1T)⊙∆−Y ∥∥
2
= argmin
x′∈[0,1]n,‖x′‖1≤k
∑
i
x2i
(∑
j
∆2ij
)
−2xi
(∑
j
∆ijYij
)
= argmin
x′∈[0,1]n,‖x′‖1≤k
‖x′⊙δ′−y′‖2 , (15)
where δ′i=
√∑
j∆
2
ij and y
′
i=
∑
j
∆ijYij√∑
j
∆2
ij
. Hence we can ap-
ply the projection step of Alg. 3 for the partial node im-
munization problem using δ′ and y′, and its complexity is
O(n lnn).
Remark 3. Since the upper bound of Proposition 1 holds as
well for SIR epidemics (Kermack and McKendrick, 1932)
(see also (Scaman, Lemonnier, and Vayatis, 2015)), this set-
ting may also be used to reduce the spread of a disease using,
Network Nodes Edges Nodes in largest SCC
Facebook 4,039 88,234 4,039 :: 100.0%
Gnutella 62,586 147,892 14,149 :: 22.6%
Epinions 75,879 508,837 32,223 :: 42.5%
Airports 332 2,126 332 :: 100.0%
Table 2: Details of the benchmark real networks. The last
column is the size of the strongly connected component.
for example, medical treatments or vaccines. More specifi-
cally, the Hazard matrix for an SIR epidemic is:
H= ln
(
1+ β
δ
)
A, (16)
where δ is the recovery (or removal) rate and β is the trans-
mission rate along edges of the network, and A the adja-
cency matrix. Then, a medical treatment may increase the
recovery rate δ for targeted nodes, thus decreasing all Haz-
ard functions on its outgoing edges, and the partial node im-
munization setting is applicable.
6 Experiments
Setup and evaluation process. In this section, we provide
empirical evidence in support of our analysis and the perfor-
mance of the proposed NetShape algorithm. More specifi-
cally, we evaluate in the partial node immunization problem
under ICM, as described in Sec. 5, and we provide compar-
ative experimental results against several strategies, namely:
i) Rand: random selection of nodes;
ii) Degree: selection of k nodes with highest out-degree;
iii)Weighted-degree: selection of k nodes with highest sum
of outgoing edge weight wij =
∫ +∞
0
Fij(t)dt. This strategy
can also be seen as the optimization of the first influence
lower bound LB1 of (Khim, Jog, and Loh, 2016).
iv) NetShield algorithm (Tong et al., 2010). Given the ad-
jacency matrix of a graph, this outputs the best k-nodes to
totally immunize so as to decrease the vulnerability of the
graph. This is done by assigning to each node a shield-value
that is high for nodes with high eigenscore and no edges
connecting them. Note that, despite the fact that NetShield
is tailored for immunization on unweighted graphs, it is not
general enough to account for weighted edges and partial
immunization as in our experimental setting.
The evaluation is performed on four benchmark
datasets (see Tab. 2) and the results on each of them
are presented in subfigures of Fig. 1: (a) a network
of ‘friends lists’ from Facebook (Leskovec and Krevl,
2014); (b) the Gnutella peer-to-peer file sharing network
(Leskovec and Krevl, 2014), (c) the who-trust-whom on-
line review site Epinions.com; (d) a real Airports net-
work (Batagelj and Mrvar, 2006) with the weighted graph
of flights that took place in 1997 connecting US airports;
Note that for the first three networks, only an un-
weighted adjacency matrix is provided. The matrix of edge-
transmission probabilities {pij} is generated by a triva-
lency model, which is to pick the pij values uniformly at
random from a small set of constants; in our case that is
{plow,pmed,phigh} and the specific used values are mentioned
explicitly for each dataset.
In our experiments we evaluate the efficiency of the im-
munization policies along two measures for both of which
lower values are better:
- Spectral radius decrease. We examine the extend of the
decrease of the spectral radius of the Hazard matrix F and,
hence, the decrease of the bound of the max-influence as
described in Proposition 1.
- Expected influence decrease. We compare the perfor-
mance of policies in terms of Problem 1. To this end, for
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Figure 1: The effectiveness of the compared policies on benchmark real networks evaluated by two evaluation measures. For each net-
work, at the top row is plotted the ρH(F) vs. budget k, and at the bottom row the expected proportion of infected nodes σn vs. k.
(a) Facebook network, by generating infection rates p∈{.0001, .001, .01}; (b) Gnutella network with p∈{.1, .3, .6}; (c) Epinions network
with p∈{.005, .005, .05}; (d) Airports network with the original graph weights. Lower values are better.
each Hazard matrix F , the influence is computed as the av-
erage number of infected nodes at the end of over 1,000
runs of the information cascade CT IC while applying that
specific Hazard matrix F . Each time a single initial in-
fluencer is selected by the influence maximization algo-
rithm Pruned Monte-Carlo (Ohsaka et al., 2014) by generat-
ing 1,000 vertex-weighted directed acyclic graphs (DAGs).
In our empirical study, we focus on the scenario where
the spectral radius of the original network is approximately
one, which is the setting in which decreasing the spectral
radius has the most impact on the upper bounds in Propo-
sition 1 and (Lemonnier, Scaman, and Vayatis, 2014)). We
believe that this intermediate regime is the most meaningful
and interesting in order to test the different algorithms.
Results. The results on each of the four real network datasets
are shown in subfigures of Fig. 1. For each network, two
vertically stacked plots are shown corresponding to the two
evaluation measures that we use, for a wide range of budget
size k in proportion to the number of nodes of that network.
Firstly, we should note that the influence and the spectral
radius measures correlate generally well across all reported
experiments; they present similar decrease w.r.t. budget in-
crease and hence ‘agree’ in the order of effectiveness of each
policy when examined individually. As expected, all poli-
cies perform more comparably when very few or too many
resources are available. In the former case, the very ‘cen-
tral’ nodes are highly prioritized by all methods, while in
the latter the significance of node selection diminishes. Even
simple approaches performwell in all but Gnutella network
where we get the most interesting results. NetShape achieves
a sharp drop of the spectral radius early (i.e. for small budget
k) in Gnutella and Epinions networks, which drives a large
influence reduction. With regards to influence minimization,
the difference to competitors is bigger though in Gnutella
which is the most sparse and has the smallest strongly con-
nected component (see Tab. 2). In Facebook, the reduction of
the spectral radius is slower and seems less closely related
with the influence, in the sense that the upper bound that we
optimize is probably less tight to the behavior of the process.
Overall, the performance of the proposed NetShape algo-
rithm is mostly as good or superior to that of the competi-
tors, achieving up to a 50% decrease of the influence on the
Gnutella network compared to its best competitor.
7 Conclusion
In this paper, we presented a novel framework for spec-
tral activity shaping under the Continuous-Time Informa-
tion Cascades Model that allows the administrator for lo-
cal control actions by allocating targeted resources which
can alter the spread of the process. The activity shaping
is achieved via the optimization of the spectral radius of
the Hazard matrix which enjoys a simple convex relaxation
when used to minimize the influence of the cascade. In ad-
dition, we explained by reframing a number of use-cases
that the proposed framework is general and includes tasks
such as partial quarantine that acts on edges and partial node
immunization that acts on nodes. Specifically for the in-
fluence minimization, we presented the NetShape method
which was compared favorably to baseline and a state-of-
the-art method on real benchmark network datasets.
Among the interesting and challenging future work direc-
tions is the introduction of an ‘aging’ feature to each piece
of information to model its loss of relevance and attrac-
tion through time, and the theoretical study and experimen-
tal validation of the maximization counterpart of Netshape.
Finally, systematic experiments with random networks and
time-varying node infection rates would increase our under-
standing on the strengths and weaknesses of this framework.
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