In the context of a research project in ergonomy, myoelectric signals monitored over two to three hour periods gave rise to long noisy time series, which were smoothed using running medians. Tests developed by the authors show that the patterns displayed by the smoothed time series are not artifacts of smoothed white noise. Indeed, the smoothed series show amplitude fluctuations and short-term correlations which are larger than those obtained by applying running medians to independent, identically distributed data. The key idea is that of reduction of data to binary signals.
INTRODUCTION

McLean
report analysis of myoelectric signal (MES) data, gathered from subjects who worked at computer terminals for three-hour periods. The purpose of the study was to investigate changes in muscle activation which might indicate that subjects' muscles were fatiguing during the recording time.
MES data recorded from the skin surface are reflective of the muscle activity from all muscle fibers contracting within the pickup area of the electrodes. These data are often characterized by time domain amplitude and by estimating either the average or the median frequency of the signal (often called the "characteristic frequency" of the power spectrum). A decrease in mean or median frequency is often observed when intensive contractions are held until fatigue (Jørgensen et al. 1988 , DeLuca 1985 . This decline in characteristic frequencies is explained as being the result of muscle-nerves firing more slowly and the conduction velocity of these nerve signals becoming slowed. For low level contractions, mixed findings have been reported. DeLuca (1985) showed an increase in median frequency as low level contractions have been held to the point of fatigue, and has explained this increase as the result of the recruitment of new, unfatigued muscle fibers to take over the task from those that are fatigued. (These newly-recruited muscle fibers also tend to exhibit higher firing frequencies and faster conduction velocities, which also contribute to an increase in the frequency parameters.) Hagg (1992) showed no change in the mean frequency of the MES during sustained, low level contractions, and has also explained the behaviour as resulting from new fiber recruitment. Jørgensen et al. (1988) showed a decrease in mean frequency in one muscle performing a low-level contraction while another muscle, performing the same contraction, showed no change in characteristic frequency. They explained that different muscles behave differently depending on the predominant type of muscle fibers they contain -some types of muscle fibers fatigue more easily than others.
A primary goal of the study reported in McLean et al. (1988) was to examine trends (if any) in mean frequency of the MES during the extremely low level contractions required to work at a computer terminal, as such workers often complain of muscle pain and fatigue during their work. Electrode pairs were applied at each subject's neck (cervical extensor muscles at the level of the C5 spinous process), back (erector spinae muscles at the level of the L4 spinous process), shoulder (over the upper trapezius and supraspinatus muscles), and forearm (over the wrist and finger extensor muscles). Centre to centre electrode spacing was 4.8 cm per MES channel. MES data were sampled at 1024 Hz per channel, and stored using portable data loggers developed at the University of New Brunswick Institute of Biomedical Engineering.
Due to limited storage capability of the data loggers (512 kbytes), steps were taken to reduce the volume of data collected, while still monitoring muscle activity for a prolonged period of time. Over a one second period, sixteen sub-epochs of 64 points each were collected from each of the four MES channels (cf. McLean et al. 2000 for validation of this protocol). During the next one second interval, each subepoch was subjected to a Fast Fourier Transform, and those 16 transforms were ensemble averaged, to obtain an estimate of the Fourier Transform for the onesecond interval. This averaged estimate of the Fourier Transform was then used to estimate power and a weighted average of frequency (weighted by power), called "mean frequency of the MES." Thus, mean frequency estimates were obtained at two second intervals, giving plots such as that shown in Figure 1 (recording from the neck MES channel for one subject).
Admittedly, during voluntary contractions, there is inherent non-stationarity in the MES due to muscle fiber recruitment and firing rate behaviours. It has been shown that epoch durations of 0.5 to 1 second serve to fulfill stationarity requirements, at least in the wide-sense (Merletti et al. 1989 , Merletti & Lo Conte 1995 ; and these results were verified by the second author prior to implementation of the data reduction strategy.
As can be seen from Figure 1 , mean frequency calculations show considerable variation over short periods of time. Some of this variation is caused by measurement errors (subject movements resulting in high level activity, causing voltage readings outside the measurable range; electrical interference; or overflow in the digitization), while some variation is quite natural. Looking more closely at Fig-ure 1, one might ask whether data are following an overall linear trend or a slow cycling trend. The turning points test (ignoring missing data, Kendall & Ord 1990 ) returns a significant value, indicating fewer turning points than would be expected with independent and identically distributed (iid) data. Unfortunately, that test gives no insight into the nature of any low-frequency underlying pattern to the data. In an attempt to see the underlying pattern, the data were smoothed using a running median. Medians were used (rather than averages) because of a suspicion that extreme mean frequency readings may be unreliable.
Frequency ( Figure 2 shows the effect of replacing the jth observation of the original sequence by the median of observations j −10 to j +10: a median of 21 observations (points), and also the effect of running medians of 301 observations (line). The variation between high and low points of the smoothed curve is considerably larger than any overall drop in mean frequency over the period of data collection.
It is well known that running medians of iid data, or "noise," will produce cyclic patterns similar to those shown in Figure 2 . Section 4 develops a test to establish that the amplitude of the cycling in Figure 2 is far greater than that expected from noise alone. This first test is adapted, in Section 5, to handle random missing data. Section 6 develops a test to establish that short-term correlations in the series of Figure 2 are also higher than would be expected if the raw data were iid. Distributions of tests statistics are approximated using a result of Hall & Jing (1996) -see Section 3. Section 7 discusses applicability of the tests to binary time series. Power of both tests is investigated in Section 8, and a discussion appears in Section 9. The appendix outlines derivations of some key equations.
Statisticians frequently study moving averages, and Rootzen (1978) describes extremes of moving averages of non-normal processes. This paper considers extremes of moving medians of iid data. All code has been written in Splus, and is available at www.math.unb.ca/˜maureen/S/.
Frequency ( 
SIMPLIFICATION OF THE PROBLEM
Let X 1 , . . . , X n be a long sequence of independent identically distributed (iid) continuous random variables from a population with pth quantile q p ; i.e., P(
The sequence of Y values will tend to exhibit positive short-term correlations. Suppose the original X i are not independent, but adjacent values are positively correlated. In that case, if Y j is large then Y j+1 is also likely to be large. This is the idea behind both tests. Record
then calculate the average value Y * . , which is an average of n − 2m non-missing values. MES signals are sometimes studied by counting zero-crossings. Test 1 considers crossings above a series of values (q p , for several values of p) and, rather than count number of "jumps up," Y * . keeps track of proportion of time up. Restricting attention to the binary series Y * , the statistic Y *
. is equivalent to S/(n − 2m) defined by Kedem (1980, p. 10) .
For fixed p, the unknown quantile q p is estimated from the data as the pth quantile,q p , of the n observed X i . Cai & Roussas (1997) give sufficient conditions so thatq p is a consistent estimator of q p . These conditions disqualify "pathological" series of the type used to demonstrate what is meant by a non-ergodic series, but include a wide range of series. In particular, if the original time series X i is stationary, with finite variance, is pairwise positively quadratic dependent (PPQD), i.e.,
thenq p is consistent for q p (cf., Cai & Roussas 1997, Theorem 2.1) The PPQD condition is a weak form of positive association, and the second condition is satisfied by any series for which corr(X 1 , X i+1 ) is eventually bounded by c i , for some 0 < c < 1. The result also holds if PPQD is replaced by pairwise negatively quadratic dependent. In particular,q p is consistent for q p in autoregressive processes. Ifq p is consistent for q p then, in long series, negligible error is introduced by estimating q p from the sample. This paper develops tests for the null hypothesis that the observed X i are iid, in which caseq p is certainly a consistent estimator of q p .
ASYMPTOTIC DISTRIBUTION OF Y
The distribution of Y * . could be approximated as normal, with mean and variance as calculated above. Indeed, this approximation works very well for large samples. However, Hall & Jing (1996) give an approximation to the distribution of a statistic calculated using a "sampling window, which one slides across the sample," which is exactly the situation of the running medians. The approximate cumulative distribution of the standardized statistic
, which is given by Hall & Jing (1996, p. 730) , reduces tô
Since Y * j takes only two distinct values (0 and 1), the second term on the right of equation (2) produces finite jumps inF 1 . Figure 3 shows the graph ofF 1 for the case m = 10, n = 100, p = 0.65, compared with the normal approximation to the distribution. A horizontal line has been added to the graph at cumulative probability 0.975, to emphasize that, for this case,F 1 never takes the value 0.975, but jumps from 0.9645 to 0.9999. This example is discussed further in the next section. . , for running medians of 21 observations from an iid signal of length 100, using observed 65th percentile. If values of m are chosen too large, then the smoothed signal may miss repeating patterns in the data. On the other hand, too small values of m, though demonstrating that the original sequence is not iid, may not reveal the underlying signal. As illustration, a series of length n = 1000 was generated by X i = sin (2πi/100) + 2 Normal(0, 1).
TEST 1: AMPLITUDE
These data have 10 underlying cycles, and the standard deviation of added noise is equal to the range of the pure signal. Figure 5 shows two smoothings of the data: with m = 10 (medians of 21, solid curve), the cycles are clearly visible; but with m = 50 (medians of 101, broken curve) the cycles are no longer obvious. Figure 6 shows the output from applying Test 1 to the data X i , with m = 10 and p = 0.6, . . . , 0.85. Observed values of Y * . appear as points. The test indicates that the pattern of the solid curve in Figure 5 is more than an artifact of noise: for an iid series the amplitude fluctuations of the running medians would not be so extreme. Note also in Figure 6 that, since sample size is large (n = 1000), the approximation F 1 has settled down at p = 0.65 (cf Figure 4) . For p > 0.65, the Hall and Jing 95% prediction bounds are almost indistinguishable from the 2 standard deviation bounds. 
TEST 1, ADJUSTED FOR RANDOM MISSING OBSERVATIONS
In addition to the noise problems described in Section 1, the original MES data also exhibited missing observations. Test 1 can be modified to accommodate random missing data. The probability that any one X i is missing is assumed to be , independent of whether any other observations are missing, and independent of recent values of X i . Thus, the number of missing X i is a binomial random variable, with parameters n and . Estimate byˆ , the observed proportion of missing data, and estimate q p using the non-missing data. Since data are assumed to be missing independently,ˆ is consistent for . So, since signals are long, assume thatq p andˆ estimate q p and with negligible error.
So far, running medians have been calculated for sequences consisting of an odd number of observations (2m + 1). In that case there is no ambiguity about the definition of sample median: the (m + 1)st ordered observation. When calculating the median of 2m observations, it is traditional to average the two middle observations, though any value in the interval between the mth and (m + 1)st ordered observations is technically a median (Stuart & Ord 1987, Section 2.8) . For this problem, calculations are simplified by choosing the median to be at the larger end of the interval, so that the median of n observations will be deemed to be ≥ q p only when the [n/2] + 1 ordered observation is ≥ q p (where [a] The function α requires extension as follows:
Note that α(2m + 1, 0.5) = 0.5, but α(2m, 0.5) > 0.5. In fact, for fixed p > 0.5, both α(2m + 1, p) and α(2m, p) are increasing functions of m; but α(2m + 1, p) < α(2m, p). With the above definitions,
The test statistic is proportion of times Y * j takes value 1. Define
where n is the length of the original sequence X i , including missing observations. Then
and by extending the calculations for equation (1),
for an extension γ of function β, as defined in equation (6) (running medians of 21 observations), and p = 0.7, for missing values ranging from 0% to 80% of the signal, and for small and large n (n = 100, 1000). The shapes of these curves may seem surprising at first: if there are a moderate number of missing observations (around 40%), then Y * j will often be calculated as the median of fewer than 2m + 1 observations and, since α(k − 2, p) < α (k, p) , E(Y * j ) = 1 − α will be higher than if no data were missing. The initial "dips" are due to the fact that, when a low proportion of observations are missing, most running medians are calculated on either 20 (1 missing) or 21 observations, and α(21, 0.6) < α(20, 0.6). For < 0.67 (including the case of no missing data), standard deviation is larger than E(Y * ) when n = 100, but smaller when n = 1000.
Once again, the approximation of Hall & Jing (1996) . values (points) along with 95% prediction bounds, under an assumption that the X i were iid. (For this large sample size, the Hall and Jing 95% prediction bounds are almost indistinguishable from the 2 standard deviation bounds.) Test 1 gives strong evidence that the points plotted in Figure 2 are taking many more extreme values than would be expected if the raw data of Figure 1 were simply noise. Referring back to the running medians displayed in Figure 2 , the amplitudes of variations in the smoothed signals are more extreme than any overall upward or downward trend in the raw data of Figure 1 . It is this feature of long-term MES signals from extremely low-level contractions which was of interest to ergonomists: there is, often, no practically significant overall upward or downward trend; rather, there are cycles in the signal.
TEST 2: SHORT TERM CORRELATIONS
Another way to test for independence of the raw sequence X i would be to consider the estimated covariance function of the sequence of 0-1 observations Y * j , at various lag times, l. Test 2 uses an equivalent parameter, viz.
where the notation suppresses the fact that C is also a function of m and p. The quantity (n − 2m − 1)C(1) is equivalent to R 1 defined by Kedem (1980, p. 10) , for the series Y * j . The following sample estimate of C is unbiased:
Calculation of the variance ofĈ( ), is simplified when 1 = = m, or 1 ≤ < m, which are reasonable constraints: for ≥ m, correlations are dropping off, and interesting trends will be detected in short-term correlations.
See the appendix for details of this calculation using Splus. For Test 2, the values m and p are fixed in advance. If m ≥ 3, then values of C are plotted versus lag values < m. Once again, the Hall and Jing approximation can be used to place prediction bounds around the observed values of C. Figure 9 gives output for the sine data of Section 4, with m = 10 and p = 0.7. Observed values ofĈ( ) appear as points. The graph shows both the expected values ±2 and 3 standard deviations, and the Hall and Jing 95% prediction bounds. There is evidence that the short-term correlations evident in the solid curve of Figure 5 are much stronger than those obtained by taking running medians of iid data.
This test has the advantage of easy interpretation, since it is similar to the usual autocorrelation plot for time series. If m = 1 or 2, the observed value ofĈ(1) is printed, along with prediction limits, but no graph is displayed. (1) andĈ (2) were 11.8 and 14.6 standard deviations (respectively) above the expected value, surely indicating presence of strong short-term correlations in the original data. In particular, if the original series is binary, with proportion (possibly zero) of observations missing and proportion 1 − p of the remaining data taking value 1, then Test 1 applies. If = 0 then Test 2 can also be used. So these tests for serial dependence can be applied to binary (or ordinal) data.
APPLICATION TO BINARY TIME SERIES
Define the binary series X
Other tests for serial correlation using binary data can be found, e.g., in Kedem (1980) , where the underlying signal is assumed Gaussian and only the case p = 0.5 is considered. Tests are based on number of "up-crossings" of X * i (changes from 0 to 1), and on numbers of 1-runs of various lengths.
POWER OF THE TESTS
Running medians were used to detect signals in noisy time series. Tests were then developed to see whether the smoothed signal obtained was anything other than an artifact of noise. If the test statistic falls outside the prediction bounds for Test 1, then the smoothed signal gives insight into the shape of a non-noise component of the original data. If the test statistic falls outside the prediction bounds of Test 2, then there are short-term correlations in the original data. If those correlations are positive, then the running medians plot will display slow oscillations. If the correlations are negative, then the running medians plot will oscillate more frequently, and will show less extreme changes in amplitude, possibly falling below the prediction bounds for Test 1.
Power of a test is demonstrated against specific alternatives. In this section, three families of alternatives are considered, with no missing data. Simulation results are presented for the first family, and exact results for the second and third families.
The first family of alternative distributions are the first-order autoregressive models X i+1 = φX i + a i , where a i are iid, Normal(0,1) .
The result of Cai & Roussas (1997) (Section 2) implies that sample estimates of quantiles are consistent for this family. Consequently in large samples, if the running-medians tests reject the hypothesis of iid data, such rejection should not be attributed to poor estimation of q p . Table 1 displays the limits of power of the running medians tests for this family. For each value of φ = 0.3, 0.4, 0.5, 10,000 samples of size n = 1000 were generated. For each sample, Tests 1 (m = 2) and 2 (m = 2 and lag = 1) were performed on the first 200 observations, the first 500 observations, and the full series of 1000 observations. Table 1 reports the percentage of times each test statistic fell above the 2 and 3 standard deviation bounds for iid data. (Figures 4, 6 , and 9 illustrate the fact that these cutoffs give good approximations for 95% and 99 + % prediction bounds for large n.) For values of φ below 0.3, power is worse than that shown in Table 1 ; while for values of φ above 0.5, power improves. For values of φ ≥ 0.5, power can also be improved by using m > 2, since correlations remain strong beyond lag 1. These tests were developed for a situation in which series length n is considerably larger than 1000, so that power will be high even for φ as low as 0.3. Patterns in the observed X i cause dependence structure in the binary data X * i . The next two families are categorized by the dependence structure of the series X * i . (It is assumed thatq p estimates q p with negligible error.) For one family, serial correlations in the X * i decrease rapidly: ρ = ρ . In the final family, correlations are zero beyond lag = 2. In both cases, one might devise approximations to power at specified levels of significance, and for large n. However, in most consulting situations, questions about power arise as "How large a sample do I need?" Tables 2  and 4 give exact results for this parallel question: minimal sample size so that expected value of the test statistic is two or three standard deviations from the expected value under an assumption of iid data.
First consider an alternative H a under which the X * i are correlated binary data with P (X * i = 1) = 1 − p. Assume that the covariance structure of the original X i converts to first order Markov chain for the X * i with transition probabilities 0 1 0 1
Then the steady state probabilities are
and correlations between successive terms are generally not zero: When the series X * i is subjected to Test 1 with m = 1 (running medians of 3 observations), the expected value of Y * j is
and for Test 2, Table 2 shows, for various values of p 0,0 and p 1,1 , the corresponding values of τ 0 = p, the one-step correlation ρ, and the smallest sample size n (rounded to nearest hundred) for which the expected value of Y * is outside the bounds determined by mean ± 2 and 3 standard deviations. For ρ > 0, expected Y * are larger than for iid data; while for ρ < 0, expected Y * are smaller than for iid data. Table 2 corresponding to p > 0.7 and |ρ| > 0.2, all show high power for both tests for series of length 1000 (or, in some cases, considerably shorter than 1000).
If the primary purpose were to detect correlations in the series X * i , against an alternative that the chain is Markov, then the most powerful similar test is based on runs (cf. Lehman 1959, p. 156) . So Test 2 is not optimal for the situation of Table 2 . For positively correlated data, the running median plot has the advantage of describing any underlying pattern, and Test 1 points to extreme amplitudes in that plot. For the final demonstration of power, consider the following scenario. The time series W i are iid. Then the series X i is formed as running medians of three W i (m = 1). In order to apply Test 1 to the series X i , for given p X and m = 1, first calculate q pX , the p X th percentile of the X i 's, then construct the sequence Y j of running medians of the X i ,'s and hence Y * j . Consequently, the Y j 's are running medians of running medians, using m = 1 both times.) Table 3 : Three series of binary data used to demonstrate power of running medians tests.
Series Type Mean
From Equation (5) Calculate p W , solution of α(3, p W ) = p X and let q pW denote the p W th quantile of the W i . Then define Table 4 shows minimal series length (to nearest 100) so that the expected values of the test statistics are outside the 2 and 3 standard deviation bounds for various values of p W . One-step and two-step correlations of the X * i 's (ρ, ρ 2 ) are also printed, and are higher than any of the cases considered in Table 2 (ρ k = 0 for k > 2). Notice, once again, that both tests are more powerful for p X away from 0.5. As noted in Section 4, Test 1 cannot detect departures from iid when p = 0.5. The choice of p = 0.75 for the autoregressive model of Table 1 Tables 2 and 4 provide information about the power of Tests 1 and 2 when they are applied to binary data and the parameter P (X * i = 1) = 1 − p is estimated from the sample. However, some values of n in those tables are so small that the error incurred by using the sample estimate of q p would no longer be negligible. If the sample estimateq p is not consistent for the pth quantile of the underlying alternative distribution on the original X i , then Tables 2 and 4 provide no information about power of Tests 1 and 2.
The families of alternatives considered in this section have moderate to small first order correlations (between -0.5 and 0.65), and higher order correlations are much closer to zero. In all but the most extreme cases, running medians of long series of these data have high probability of failing Test 1 or Test 2. If the sole purpose of the exercise were to demonstrate that ρ = 0, then the classical test (calculate sample correlation, with approximate standard deviation 1/ √ n) consistently outperforms Tests 1 and 2. Recall that the original purpose was to smooth out a noisy signal, then to see whether the smoothed signal actually held any information. With this end in sight, the less powerful Test 1 is surely of more use to the practitioner.
DISCUSSION
Running medians can be used to display underlying trends in long noisy time series. If the underlying signal is a straight line, then the running median will look like an approximation to a straight line (a bit bumpy for small m; smooth for large m). If the underlying signal is a random walk, with little extra noise, then the running medians will look much the same. The danger with running medians is that of seeing a pattern that is simply an artifact of the smoothing technique. The two tests described here can be used to guard against jumping to erroneous conclusions.
Both tests use (as test statistics) an estimate of an underlying proportion, then use a second order approximation to the distribution of that estimate (Hall & Jing 1996) .
Many variations of these tests are possible. The version of Test 1 presented here looks at proportion of observations above q p . One could also count, simultaneously, the proportion above q p or below q 1−p . Surely there is little advantage to extending Test 2 beyond lags of size m − 1.
There is some reason to believe that MES data tend to be missing in "clumps" rather than independently, as modeled in Section 5. Test 1 has not yet been adapted to handle such dependence in missing data.
An important question is: what are optimal values for p? We suspect that in many situations, for optimal power, p should be between 0.7 and 0.8; cf. Tables 2  and 4 , and Figure 6 . Another obvious question is: what is the optimal value for m? The Hall and Jing approximation is most accurate when 2m + 1 = n 1/3 , but this consideration is relevant only for small n. Obvious guidelines are: increase m for low signal to noise ratio, or for suspected long-term correlations, and conversely. For the MES data, values of m = 150 (windows of 301 observations, or 10 minutes) were enlightening (McLean et al. 2000) .
In the ergonomic situation that motivated this paper, it is quite possible (and physiologically feasible) that the underlying signals were similar to autoregressive processes or even random walks. The running medians plots certainly revealed patterns reminiscent of such processes. In particular, for most subjects and most muscle groups, there were no overall trends up or down over long periods of time. Yet, for many subjects the variation in the mean frequency of the smoothed signal indicated a "cycling" pattern, with clinically significant changes in amplitude. The presence of such cycling may explain the conflicting reports found in the frequency characteristics of the MES recorded during low level contractions.
Other recent physiological studies shed light on the possible causes of cycling in frequency of the MES signal. DeLuca et al. (1998) have found that different groups of muscle fibers (called motor units) within the trapezius muscle rotate their activity during low level contractions. Tamaki et al. (1998) have found that, at the ankle, the activity actually rotates between entire muscles that can contribute to a particular task. These behaviours involving the rotation of muscle activity may contribute to the "cycling" noted in the neck, back, shoulder, and forearm muscles of computer terminal operators in the ergonomic study reported in McLean et al. (1998) . The authors have also found evidence that lack of cycling in the mean frequency of the MES is correlated with the development of muscle pain (McLean et al. 2000) . This may be of clinical significance in the identification of individuals at risk for developing chronic muscle injuries from computer terminal work. In this light, it was found that, by taking short rest breaks every twenty minutes, computer terminal workers can boost cycling patterns in the MES, and reduce feelings of pain and muscle fatigue (McLean et al. 1999) .
The authors plan to pursue an investigation of the correlation functions between MES cycling patterns in various muscles of the neck and shoulder region. It is suspected that the muscles periodically trade off their activity to others during prolonged low level contractions, and that this is the source of the "cycling" discovered in the 1998 study. The authors also plan to examine the relationship between the rotation of activity between motor units in a muscle and the MES measured at the skin surface.
APPENDIX
Derivation of equation (1) Details have been omitted here, but can be found in the Splus code referenced in Section 1. Computation time increases rapidly as m increases.
