Abstract. Inspired by methods of N. P. Smart, we describe an algorithm to determine all Picard curves over Q with good reduction away from 3, up to Q-isomorphism. A correspondence between the isomorphism classes of such curves and certain quintic binary forms possessing a rational linear factor is established. An exhaustive list of integral models is determined, and an application to a question of Ihara is discussed.
Introduction
Let k be a field of characteristic other than 2 or 3. A Picard curve C/k is a smooth, projective, absolutely irreducible cyclic trigonal curve of genus 3. The required degree 3 morphism x : C → P 1 is Galois, and one always may recover from this map a smooth affine model of the form
where F (X, Z) ∈ k[X, Z] is a binary quartic form. Picard curves are always nonhyperelliptic, and provide the simplest examples of curves of gonality 3. They have generated interest from geometric, arithmetic, and computational perspectives. Picard curves and their moduli arise in connection with some Hilbert problems [Hol95] , and the monodromy of such moduli spaces have been studied in [AP07] . Efficient algorithms have been found for arithmetic on the associated Jacobian varieties over finite fields [GPS02, Bau04, FO04] . Algorithms for counting points [BTW05] and statistics on point counts for Picard curves and the associated Jacobian varieties have also been studied [Woo12, BDFL10] .
In the present article, we enumerate all Q-isomorphism classes of Picard curves C/Q with good reduction away from 3. Because both the geometry and the arithmetic of such curves is exceptional, they have some applications to an open question of Ihara, which we discuss briefly at the end of the paper.
1.1. Blueprint of Smart. In [Sma97] , N. P. Smart enumerated all curves C/Q, up to Q-isomorphism, subject to the following constraints:
• C has genus 2, • C has good reduction away from the prime 2.
Because all such curves are hyperelliptic, they are naturally equipped with a degree 2 morphism to P ]-equivalence is explained in §2.) The correspondence is straightforward: Given a representative F (X, Z) of a class from the set on the right, the associated curve C has an affine model of the form y 2 = F (x, 1). However, this association is not quite one-to-one; if K/Q is a quadratic extension unramified away from 2, then the set on the right cannot distinguish between a curve C and its quadratic twist by K. The subscript "twists" indicates that the association is a bijection up to this family of twists; of course, recovering the distinct twists is trivial once one curve in the family is known, since there are only a finite number of extensions K/Q with the necessary properties.
Any class from the right hand set has a representative F (X, Z) whose numerical invariants may be expressed in terms of solutions to an S-unit equation over the splitting field of F . By [BM72, Lemma 3] , this field is bounded in degree and may ramify only at 2. Hence, there are only finitely many fields to consider, and each yields only finitely many solutions to the S-unit equation. Smart then gives the results of a complete search; first finding all possible S-unit equation solutions (thus all possible numerical invariants), and then determining at least one representative for each of the desired classes of sextic forms. Recovering the genus 2 curves is now immediate from the correspondence. The process does not boil down to brute force, however. Smart employs several nontrivial algorithms to reduce the search to one of manageable size.
1.2. Picard curves via Smart's approach. As a hyperelliptic curve C/k is equipped with a degree 2 morphism C → P 1 , one might suspect that the generalization of Smart's approach to the case of Picard curves will be immediate. ]-equivalent quartic forms F , G whose associated Picard curves C F : y 3 = F (x, 1),
are not isomorphic over Q. In §3, we introduce a finer notion of equivalence which will let us establish a correspondence between isomorphism classes of Picard curves and equivalence classes of forms. Once this correspondence is established, the search for Picard curves with good reduction away from 3 follows Smart's program in many important respects. However, the project diverged from Smart's work in the more delicate nature of the curves involved, which necessitated developing modified algorithms for determining all equivalence classes. This paper also includes two theoretical improvements to Smart's approach, which result in nontrivial computational savings. The first, Lemma 6.3, makes the use of a p-adic LLL reduction unnecessary. We may avoid using the bounds on p-adic logarithmic forms established by Yu [Yu07] , as well as the p-adic LLL algorithm used by Smart [Sma95, §4] . The second, Lemma 4.1, significantly reduces the number of cases to check in the process of enumerating all possible binary forms up to an appropriate equivalence. The primary result of the paper is the following:
Main Theorem. Up to Q-isomorphism, there are exactly 45 Picard curves C/Q with good reduction away from 3. Moreover, up to cubic twists, there are 15 classes of such curves; each of these contains exactly 3 Q-isomorphism classes of Picard curves (corresponding to the twists by d = 1, 3, 9).
1.3. Outline. In §2, we introduce some notation and review some background on binary forms from Smart's methods. In §3, we introduce a finer notion of equivalence and establish the desired one-to-one correspondence between classes of Picard curves and classes of objects called quintic-linear pairs. In §4 and §5, we explain how to recover a representative from each equivalence class of quintic-linear pairs over Q with good reduction away from 3. In §6, we describe the methods used to solve the S-unit equation. In §7, we provide explicit models for the classes of Picard curves, and discuss further directions and applications of the work.
be a finite set of places of K which includes all the infinite places of K and exactly s finite places. By convention, we enumerate first the finite places, then the real, then the complex infinite places. Let O K be the ring of integers of K, and let O S be the ring of S-integers in K. If K = Q and S = {p 1 , . . . , p r , ∞}, then the ring O S has the form
For any α ∈ O S , we set |α| S = |αO S | S . We let O × S be the group of S-units in K. Let S Q be a fixed, finite set of rational primes, together with ∞, the infinite place of Q. Often the set S will contain precisely those places of K lying above a place of S Q . Even more explicitly, we usually have in mind S Q = {3, ∞}. We record the following fact for later use in solving S-unit equations.
Lemma 2.1. Suppose K is a number field with [K : Q] ≤ 6, for which the extension K/Q is unramified away from {3, ∞}. Then (i) there is a unique, totally ramified prime p in O K above (3), and (ii) the class number of K is 1.
Proof. There are only finitely many fields K which satisfy the hypotheses of the lemma; a complete list may be found from the number field database of Jones and Roberts [JR13] . The verification of (i) and (ii) is immediate for each field by explicit computation. Table 1 records all the number fields for which the lemma applies, and which either have degree ≤ 4, or are the Galois closure of such a field. In particular, fields
are conjugate, and L 3 is the Galois closure of K 3 . (There are 2 additional sextic fields unramified away from {3, ∞}, but we will not need these in the sequel.) Table 1 . Small number fields unramified outside {3, ∞} Field Degree Minimal Polynomial
2.2. Binary forms over number fields. Keep K and S as in the previous section. Let
be a homogeneous binary form of degree r with coefficients in O S . Then F (X, Z) factors over some finite extension L/K as
It is useful to write this in the shorthand
2.2.1. Discriminant. By scaling the α i , β i appropriately (and possibly extending L), we may assume λ = 1. Then the discriminant of F (X, Z) is the quantity
It vanishes if and only if one linear factor of F is a scalar multiple of another linear factor (i.e., F (x, 1) has a repeated root). We note that for any µ = 0,
2.2.2. O S -equivalence. Let R be a commutative ring with 1, and F ∈ R[X, Z] a binary form of degree r. For a matrix
we define F U (X, Z) = F (U X) = F (aX + bZ, cX + dZ). We say two binary forms F, G ∈ R[X, Z] are R-equivalent, and write F ∼ R G, if there exist U ∈ GL 2 (R) and λ ∈ R × such that G = λF U . This is an equivalence relation on binary forms of degree r. It is also the notion of equivalence of forms mentioned in the introduction when R = Z[
2.2.3. Proper factorizations. We recall the notion of field systems from [Sma97] . Let us assume K = Q and S = S Q . Fix an algebraic closure Q of Q. Then a binary form F ∈ O S [X, Z] has a factorization over Q of the form
The field M j is unique up to conjugation. The field system of F is the m-tuple (M 1 , . . . , M m ). It is well-defined up to conjugation of the M j and the indexing of the irreducible factors of F . Moreover, the field systems of two O S -equivalent forms must be the same up to conjugation. Let M be the Galois closure of the compositum
We extend the field system to a list of exactly r fields (M 1 , . . . , M m , M m+1 , . . . , M r ), by appending the conjugate fields ψ ij (M i ). Of course, we may have repeated fields in this list or even in the field system. The field systems considered in this project are listed in Table 2 . Table 2 . Relevant field systems for r = 4
Let Σ r denote the permutation group on {1, . . . , r}.
Lemma 2.2. After rescaling λ, re-indexing the a i , and re-indexing the fields M i for 1 ≤ i ≤ r, we may identify Gal(M/Q) with a subgroup of Σ r such that (
By [Sma97, Lemma 1], each O S -equivalence class of binary forms of degree r with good reduction outside S contains a representative F which has an S-proper factorization.
2.3. Arithmetic data of binary forms. We keep
We have
. This is called the companion matrix of the S-proper factorization.
For any index i with 1 ≤ i ≤ r, we also define
Let {ρ j } t j=1 be a Z-basis for the torsion-free part of O × T . Then there exists a root of unity ζ i ∈ M and a j,i ∈ Z such that
For a particular S-proper factorization, we have little control over the exponents a j,i . However, up to O S -equivalence, we are guaranteed small exponents.
is O S -equivalent to a binary form F with an S-proper factorization for which the exponents a j,i of (1) simultaneously satisfy
Proof. This is Lemma 2 of [Sma97] .
When r ≥ 4, we also define cross ratios of F (X, Z) as follows. For any choice of pairwise distinct indices i, j, k, ℓ, the cross ratio [i, j, k, ℓ] is the quantity
Directly from the definition of ∆ i,j , we see the cross ratios satisfy the identity
Thus, in any S-proper factorization, the cross ratios are T -units which satisfy the equation x+y = 1. Thus, the classical result of Siegel [Sie29] implies each cross ratio has only finitely many possible values. Győry provided the first effective bounds for the number of such solutions [Győ79] , using Baker's method [Bak67] . Smart demonstrated algorithms for finding all solutions in certain cases. Fix indices i, j with 1 ≤ i, j ≤ r, i = j. From [Sma97, pg. 276], we have the equality
where * is taken over the pairs (k, ℓ) for which k = i, j and ℓ = i, j, k. From this formula, the values ∆ i,j may be recovered from the values of the Ω i and the cross ratios. By Lemma 2.3 and the finiteness of T -unit equation solutions, it follows that, up to O S -equivalence, there are only finitely many choices for the companion matrix ∆(F ) of a binary form F of degree r satisfying
Remark. Recall that we have identified Gal(M/Q) with a subgroup of Σ r in such a way that a σ i = a σ(i) for every 1 ≤ i ≤ r and every σ ∈ Gal(M/Q). As a consequence, the quantities ∆ i,j , Ω i , and [i, j, k, ℓ] respect analogous formulas:
Isomorphism classes of Picard curves
Let K be a number field. By [ES95] , a Picard curve C/K always has a smooth projective model (called a separated form) with equation ZY 3 = F (X, Z), where
There is a corresponding affine model,
which omits the single point (0 : 1 : 0) at infinity. The curve C is said to have good reduction at the prime p if the special fiber C p of C is nondegenerate and smooth. Let S be a finite set of primes in K, and suppose C has good reduction away from S. A normal form for C is an S-integral model
, and a 4 = 1. 1 By [ES95, Lemma 7.5], every Picard curve over K with good reduction away from S admits a normal form.
Unfortunately, even if
are isomorphic over K, or even a finite extension of K. Thus, a direct generalization of Smart's correspondence for genus 2 curves is not available. Instead, we introduce a finer notion of equivalence of forms.
3.1. O 0 S -equivalence. Let R be a commutative ring with 1, and let F, G ∈ R[X, Z] be binary forms of degree r. We say F and G are R 0 -equivalent, and write
such that G = λF U . Of course, R 0 -equivalence implies R-equivalence, but the reverse is not generally true.
3.2. Tschirnhaus transformations. Let F, G ∈ K[X, Z] be quartic binary forms over K, and let C F , C G be the associated Picard curves. A Tschirnhaus transformation is an automorphism of P 2 K which restricts to an isomorphism between C F and C G . As an element τ ∈ P GL 3 (K), a Tschirnhaus transformation always has the form
Fix a finite set of primes S Q in Q, and suppose F, G ∈ O S Q [X, Z] are quartic forms for which C F and C G are isomorphic over Q. Then the isomorphism may be given as a Tschirnhaus transformation τ , with
(This follows from Lemma 7.5 and Remark 7.7 of [ES95] .) As a consequence, we have G = F U , where
Thus, F and G are O 0 S Q -equivalent. Moreover, in the special case S Q = {3, ∞}, the converse statement is true, up to cubic twists:
-equivalent quartic binary forms. Then the curve C F is isomorphic over Q to one of the three curves
where α ∈ {1, 3, 9}.
Proof. As F and
such that G = λF U . Consequently, λd = ±3 k for some integer k. Choose the value α ∈ {1, 3, 9} so that αλd ∈ Q ×3 , and let ξ denote the rational cube root of αλd. Then there is an automorphism of P
Upon inspection, we see φ restricts to an isomorphism C αG → C F .
Remark. Of course, the three curves C αG are all isomorphic over Q( Let F be a quintic binary form over K, and let L be a linear binary form over
This defines an equivalence relation on the set of quintic-linear pairs.
Proof. As L is S-proper, we know α, β ∈ O S , and (α, β)O S = O S . Thus, there exist a, b ∈ O S such that aα + bβ = 1. Consequently,
and
Lemma 3.4. Let (F, L) be a quintic-linear pair over K, and suppose L is an S-
Proof. Let L(X, Z) = αX + βZ where α, β ∈ O S . Write F = LF 0 , where F 0 is a quartic binary form defined over K. Take U as in the proof of Lemma 3.3, so
Suppose H ∈ K[X, Z] is a binary form which possesses a proper factorization
Of course, if this is an S-proper factorization, each
Lemma 3.5. Let G 0 , H ∈ K[X, Z] be binary forms of degrees 4 and 5 respectively, satisfying ZG 0 ∼ OS H. Suppose H admits an S-proper factorization. Then there exists L ∈ L(H) such that the quintic-linear pairs (ZG 0 , Z) and (H, L) are O Sequivalent.
Proof. As ZG 0 and H are O S -equivalent, there exist U ∈ GL 2 (O S ) and 
Thus, c = 0, d = 1, and G 0 = λ(F 0 ) U . As c = 0, the quartics F 0 and We let P(M ) denote the set of O S -equivalence classes of quintic-linear pairs (F, L) for which [F ] ∈ X(M ):
Note that this set must be finite, and can be determined immediately from the set X(M ). Moreover, by Lemma 3.4, each class of P(M ) contains a representative of the form (ZF 0 , Z) for some quartic F 0 ∈ O S [X, Z]. We let Z(M ) denote a set containing all such representatives, and define
We now show that Z 0 (M 0 ) contains at least one representative from each O 0 Sequivalence class of binary quartic forms.
has field system M 0 and satisfies
, and so ZG 0 is also good outside of S, and has field system M . Consequently, the class [(ZG 0 , Z)] ∈ P(M ). There must be a quintic-linear pair Corollary 3.8. Each Picard curve defined over Q with good reduction away from S Q = {3, ∞} is isomorphic over Q to a Picard curve of the form
where
, and α ∈ {1, 3, 9}.
Proof. Let C be such a Picard curve. From [ES95, pg. 174], C has a separated model of the form
whose leading coefficient a 4 = 1, and with
The result now follows from Lemma 3.1.
Remark. As a consequence of the Corollary, the task of finding all Picard curves over Q with good reduction outside S Q has now been reduced to computing the set Z 0 (M 0 ) for each possible field system M 0 .
Quartic Forms up to O S -Equivalence
Notice that there cannot be an irreducible quintic form F ∈ Q[X, Z] with good reduction outside S Q = {3, ∞}, because there are no quintic fields satisfying Lemma 2.1. Following [Sma97, §7], we find that we can build representatives of all O S -equivalence classes of quintic forms inductively by first constructing representatives of all O S -equivalence classes of quartic forms, then combining with linear forms. The field systems we are concerned with are listed in Table 2 . Let M 0 = (M 0 , . . . , M m−1 ) be a field system with M i unramified away from {3, ∞} for all i and i [M i : Q] = 4. For technical reasons, in this section we order the fields in the field system so that if M i = Q for a unique i, then i = 0 (see the discussion after Lemma 4.2). Let M be the Galois closure of the compositum of the fields M i , let S = S Q = {3, ∞}, and let T be the set of places of M lying above the places in S.
We let ρ = (ρ 0 , ρ 1 , . . . , ρ t ) be a list of generators for O × T , chosen so that ρ 0 generates the torsion part, and {ρ 1 , . . . , ρ t } is a Z-basis for the free part. For any vector a = (a 0 , a 1 , . . . , a t ) ∈ Z t+1 , we use the shorthand
T has the form ε = ρ a , then we call a the exponent vector of ε. Since multiplication of T -units corresponds to the addition of exponent vectors, the following algorithm may be carried out entirely inside the lattice Z t+1 , after step (1). There are 4 phases to constructing a list of quartic forms containing a representative of each O S -equivalence class of forms good away from S.
1. Determine a complete set of solutions T(M ) to the T -unit equation
T . This is the most computationally expensive step, and is explained in detail in §6. For ease of computation in the later steps, we record a dictionary of exponent vectors. Because τ 0 , τ 1 are related additively, there is no more efficient way to recover the exponent vector of τ 1 given the exponent vector of τ 0 . The finite set T(M ) gives all possible values for a cross ratio appearing in (3). • If YES, compute all possible ∆ which satisfy (3), and add them to the collection D(M ). In practice, we may be more selective by also checking the Galois compatibility conditions on the entries of each ∆. Even still, there is no guarantee that any given ∆ ∈ D(M ) actually corresponds to an S-proper factorization. The next step is to attempt to recover a proper S-factorization from each possible companion matrix ∆. Before proceeding, we record two lemmas. First, we offer an improvement to [Sma97, Lemma 4] . Although the theoretical improvement is simple, it has a large impact on the speed of the computation, by reducing the size of certain sets U δ which must be iterated over repeatedly. We say two matrices
Lemma 4.1. Suppose E ∈ M 2×2 (O S ), and let δ = det(E). Then E is equivalent to a matrix E ′ ∈ U δ .
Proof. Already by [Sma97, Lemma 4], we know there exists
satisfying the claimed properties, except that ψ ′ satisfies the possibly weaker inequality 0 ≤ ψ ′ ≤ φ. We may apply the Euclidean algorithm to obtain integers N, ψ with N ≥ 0 and 0 ≤ ψ < θ, such that ψ ′ = N θ + ψ. Necessarily, ψ ≤ min{θ − 1, φ}; thus,
satisfies the hypotheses of the lemma: 
Moreover, both Λ and β = det B may be determined from the matrix ∆ alone.
The proof is constructive. In fact, the matrix Λ may be computed in a routine manner from ∆ and an integral basis for O M0 . However, this step involves a search for a pair of linearly independent M 0 -linear combinations of a 0 and a 1 , which is impossible if M 0 = Q and M 1 = Q; so we reorder the fields in M 0 as necessary to avoid this. Once Λ is determined, we have
See the proof in [Sma97] for further details. We now have the following observation. Suppose F has an S-proper factorization with companion matrix ∆. The vectors a i appearing in the S-proper factorization of F satisfy the relations (4)
Thus, F may be reconstructed trivially if both A and ∆ are known; but, alas, A may not be known! However, we have the relation A = BΛ, and by Lemma 4.1, there exists B ′ ∈ U β with B ′ = U B for some U ∈ GL 2 (O S ). Let A ′ = B ′ Λ, and note that A ′ = U A. For 0 ≤ i < r, set a ′ i = U a i . The relations (4) imply
Thus, we may recover the individual factors in the binary form G = a ′ i , X for any choice of B ′ ∈ U β . Necessarily, G is O S -equivalent to the form F whose companion matrix is ∆. Notice that in step (b), we use the information of the field system M 0 , and not just the Galois closure M .
At the end of this process, we have obtained for each M 0 a finite set F(M 0 ) with the following properties. Every form in F(M 0 ) has field system M 0 and good reduction outside S, and every O S -equivalence class of binary forms with field system M 0 and good reduction outside S has at least one representative in the set F(M 0 ). We may screen for redundancies among the representatives using the methods from [Sma97, §6]. 
and the O S -ideal (u 0 , u 1 ) = O S . Further, H is O S -equivalent to a form in F(M 0 ). By Lemma 3.3, L ∼ OS Z, so without loss of generality we may assume G ∼ OS Z U H, where U ∈ GL 2 (O S ) and H ∈ F(M 0 ). For each quartic H ∈ F(M 0 ), all Z U H must be determined up to O S -equivalence.
Let T = T(M ) as in §4. Since the compositum of the fields in the field system M is M , the cross ratios [i, j, k, ℓ] for Z U H must lie in T. Let
Since H ∈ F(M 0 ), the values of a i,j and ∆ j,k are known for j = 0. For any Z U H and any choice of indices {i, j, k} ⊂ {1, 2, 3, 4} must satisfy
By rewriting (5) we get the identity
in the unknowns a 0,0 and a 1,0 . The equation has solution set
where c is a parameter in M . Now choose c such that a 0,0 , a 1,0 ∈ O S with (a 0,0 , a
This set can be constructed exhaustively by looping over all possible choices of H ∈ F(M 0 ) and cross ratios from T, and attempting to compute Z [τ ] , if possible. The resulting set contains at least one representative of every class in the set X(M ). consider the quintic-linear pair (G, L) . By Lemma 3.3, there is some U ∈ GL 2 (O S ) with L U = Z, and choosing such a U explicitly is trivial. So for every quintic-linear pair (G, L), we may find an O S -equivalent pair (G U , Z). Select one such pair for each possible choice of G and L to create a finite set Z(M ) of quinticlinear pairs. Evidently, Z(M ) contains at least one representative of each class in P(M ), as described in §3.4. After screening for equivalence, we may assume Z(M ) contains a unique representative for each equivalence class.
Quartic Forms up to
Finally, we may construct the set
Sequivalence class of quartic forms good away from S having field system M 0 . By the correspondence of Corollary 3.2, this is enough to recover every Picard curve over Q with good reduction away from 3, up to Q-isomorphism. A complete list of these curves appears in Table 5 .
Solving S-unit equations
As a necessary step in our investigation, we must solve an S-unit equation over a finite collection of fields. In this section, let K be a number field, and let S be the set of places of K which lie above the places in S Q = {3, ∞}. Let µ K denote the set of roots of unity in K, and let w = #µ K . Let s be the number of finite places in S, r 1 the number of real embeddings of K, and r 2 the number of conjugate pairs of complex embeddings of K. Let r be the rank of O × K , so r = r 1 + r 2 − 1. Let t be the rank of O × S , so t = s + r. We fix a generator ρ 0 ∈ µ K for the roots of unity. The goal of this section is to find all unordered pairs (τ 0 , τ 1 ) which solve the following equation (the so-called "S-unit equation"):
S . In the previous sections, these solutions are referred to as T -units, however, the literature on this topic commonly refers to S-units so we adjust our notation accordingly for this section.
The general strategy for solving such a problem is to first fix a basis {ρ i } Thus, the tuple (a j,0 , a j,1 , . . . , a j,t ) ∈ Z/wZ×Z t uniquely encodes the value τ j . The number of solutions to (6) is known to be finite. To construct them explicitly, we proceed in three steps:
(1) Compute an explicit bound C 0 , via Baker's theory, for which any solution must satisfy |a j,i | ≤ C 0 . Such a bound is typically much too large to be used in an exhaustive search.
(2) Apply a LLL-type lattice argument to improve the bound by several orders of magnitude. Although this step is crucial, it alone is not enough to trivialize the problem; when the bound is C 1 and the rank of O × S is r, the search space has size roughly (2C 1 ) 2r , and this is still too large to carry out a brute-force search in practice. (3) Use the arithmetic of potential solutions (such as symmetry arising from Galois action) and an assortment of sieving methods to search for possible solutions efficiently. In this section, we discuss the method in detail and explain an improvement in step (2). (This improvement is a consequence of the special circumstances of the current problem and is unlikely to be available in general for solving S-unit equations.)
We now assume K is a number field from Table 1 . Let p 0 denote the unique prime of K above 3. Thus, s = 1 and t = r 1 + r 2 . We have the real infinite places p 1 , . . . , p r1 , and the complex infinite places p r1+1 , . . . , p t . We let ψ 1 , . . . , ψ r1 denote the r 1 distinct real embeddings K ֒→ R, and let ψ r1+1 , ψ r1+1 , . . . , ψ t , ψ t denote the 2r 2 distinct complex embeddings K ֒→ C, with the stipulation that no two distinct embeddings ψ r1+k and ψ r1+ℓ may be conjugate. Once and for all, we relabel the embeddings so that each ψ i corresponds to the infinite place p i . We consider the valuations associated to each infinite place:
Henceforth, we write α (i) as a shorthand for the image of α under the embedding ψ i : K ֒→ C.
Linear Forms on Logarithms.
The effective solution of S-unit equations rests on the observation from Baker's theory that the nonzero image of a linear form on linearly independent logarithms is bounded away from zero. We give an explicit statement here, to be used in a certain proof later on in this section. Further details may be found in [BW93] .
We let h 0 denote the standard logarithmic Weil height on P t (K), defined as follows. For any x = (x 0 : · · · :
where the sum runs over all places of K, and n p denotes the local degree of p. By the product formula, h 0 (x) is independent of the particular choice of coordinates for x. For any α ∈ K, we take h 0 (α) = h 0 ((1 : α)). Let B be a number field of degree n B . For any α ∈ B, we define the modified height of α by
For a linear form in t + 1 variables,
we likewise define a modified height of L by
Since the a i ∈ Z, we have |a i | p ≤ 1 for any finite place p. Since we may always take the coefficients to have no common prime divisor, at least one coefficient a i has |a i | p = 1 for each finite place p. Thus, the finite places make no contribution to h ′ (L), and we have the following estimate: if |a j | ≤ H 1 for all j, then h ′ (L) ≤ log H 1 . The following result gives an explicit bound, which we will use in the search for solutions to S-unit equations.
Theorem 6.1 (Baker-Wüstholz, [BW93, pg. 20] ). Let L be a linear form in t + 1 variables, and let ρ 0 , . . . , ρ t ∈ Q − {0, 1}. Let B be the subfield of Q generated by the
where the constant C(t, n B ) is defined by
Note that we may be sure Λ = 0 if the set {log ρ i } is linearly independent over Q.
6.2. Avoiding the finite place. We introduce some definitions. For any τ ∈ O × S , we may write
The minimal absolute value of τ is
The extremal index of τ is the largest index j which achieves the minimal absolute value:
Proof. If τ is a root of unity, then every absolute value evaluates to 1 and the extremal indices of τ and τ −1 necessarily coincide. Conversely, if ε(τ ) = ε(τ −1 ), then the minimal absolute value for τ must be achieved by every p j ; under any other circumstance, the extremal indices of τ and τ −1 cannot coincide. Thus, |τ | pi = |τ | pj for all primes in S. However, as τ ∈ O × S , |τ | q = 1 for every q ∈ S. By the product formula, it follows that |τ | pi = 1 for every p i ∈ S also. This forces τ to be an algebraic integer, all of whose conjugates have absolute value 1. So τ is a root of unity as claimed.
The maximum exponent of τ is the largest exponent in absolute value that appears when expressing τ in terms of the torsion-free basis:
If s = (τ 0 , τ 1 ) is a solution to the S-unit equation, we extend the above definitions as follows. The maximum exponent of s is
We choose b ∈ {0, 1} in the following way. If
The extremal index of s is defined to be ε(s) := ε(τ b ). Essentially, the extremal index of s is the same quantity as the index h from [Sma95, pg. 822]. The selection of b is done so as to avoid ε(s) = 0 if at all possible.
We hope to reduce the bound on H(s) via a lattice reduction argument. However, this approach generally requires two different reduction arguments; a p-adic lattice argument for the case that the extremal index of s corresponds to a finite place of S, and a complex lattice argument for the case that the index corresponds to an infinite place. The following technical lemma will allow us to reduce the search to those solutions whose extremal index occurs at an infinite place. Thus, we will only need the complex lattice argument in the sequel.
Let s = (τ 0 , τ 1 ) be a solution to the S-unit equation. The cycle associated to s is the set C(s) = {s, s ′ , s ′′ }, where
). It is easy to see that s ′ and s ′′ are also solutions to the S-unit equation. Moreover, since a solution is an unordered pair, the cycle in unaffected by swapping τ 0 and τ 1 . Lemma 6.3. Let s be a solution to the S-unit equation. Then at least one solution in C(s) has an extremal index which is not equal to zero (and hence corresponds to an infinite place).
Proof. Suppose s = (τ 0 , τ 1 ). If both τ 0 , τ 1 ∈ µ K , then ε(s) = t > 0. So we may now assume at least one τ i is not in µ K . Choose b ∈ {0, 1} as above. We may be sure that τ b is not a root of unity, since H(τ ) = 0 if and only if τ ∈ µ K . For the sake of a contradiction, suppose ε(s) = ε(s ′ ) = ε(s ′′ ) = 0, and write
). But from this we have
Moreover, the values in t ′ satisfy
. However, C(t) = C(s), so by repeating the same argument we may conclude that H(s) = H(t ′ ) > H(t), a contradiction.
Remark. Notice that we are not using the fact that p 0 is finite. Fix any place q ∈ S. The argument can easily be modified (simply by re-indexing the places in S) to prove that any cycle has at least one solution whose extremal index does not correspond to q.
Remark. In a later section, we will find a strong bound for H(s) in the special case that s has an extremal index which is non-zero. Of course, recovering C(s) from s is trivial, and so this is enough to capture all S-unit equation solutions.
6.3. A Computable Bound. The goal of this section is to prove the following proposition:
Proposition 6.4. Suppose s is a solution to the S-unit equation. If ε(s) = 0, then H(s) < C 0 , an effectively computable constant which depends only on K and S.
The proof is similar to that of [Sma95, Lemma 4], although the determination of the constant C 0 (labeled K 1 in Smart's presentation) will differ slightly.
Proof. Possibly after relabeling, we may assume s = (τ 0 , τ 1 ), b = 0, and
for some 1 ≤ h ≤ r 1 + r 2 . For j ∈ {0, 1}, write
Consider the set S ∞ = {p 1 , . . . , p r1+r2 } of infinite places of S, the first r 1 being the real places. As in [Sma95] , we define the following constants, depending on the value 1 ≤ h ≤ r 1 + r 2 : 
For any z ∈ C satisfying |1 − z| ≤ 1 4 , we have the estimate | log z| ≤ 2|1 − z|, and so
On the other hand, let log denote the principal branch of the logarithm. We have
where the term A 1 2π √ −1 arises as a consequence of demanding principal values for the logarithms. In order to take advantage of Baker's theory of linear forms of logarithms, we need the various expressions to be independent over Q, but this is not true for log ρ (h) 0 and 2π √ −1. We must combine these terms, while still maintaining a bound on the coefficients. We explain this step now.
Suppose A = N i=1 α i , and we take principal arguments in the range [−π, π). Then arg α i ∈ [−N π, N π), and
where |m| ≤ N/2. We have
again with |m| ≤ N/2. Thus, in (8), we have the bound
Inside C, let ζ := exp(2π
0 . There is an integer ℓ with −w/2 < ℓ ≤ w/2 for which (ρ
We adjust our branch of log slightly. We choose a branch whose argument always lies in the range (−π + ε, π + ε) for some sufficiently small ε > 0, such that each of the expressions log ρ j , for j > 0, and log ζ ℓ agrees with its principal value. Now −1 = ζ w/2 and so log (ρ a0,1 0 Then we have log τ
and the coefficients of L are all bounded by w 2 (t + 2)H(s). From this observation, we see h ′ (L) ≤ log w 2 (t + 2)H(s) .
Now let us define
By Theorem 6.1, we have
Combining with the inequality (7), we obtain:
Rewriting this inequality as one comparing H(s) and log H(s), and then applying a lemma of Pethö and de Weger [PdW86, Lemma 2.2], we obtain the bound
This almost gives us the desired bound; however, we still do not know which index is given by h. Finally, we take
and we may be sure H(s) ≤ C 0 , as desired.
The computation of these bounds is routine. The computation of the constant c 3 is explained in [Sma95, pg. 823] . Table 3 gives a (mild over-estimate for a) value of C 0 for each field under consideration. For each embedding ψ i : K ֒→ C, we explain how to reduce the bound C 0 under the assumption that the extremal index of some solution s is ε(s) = h = 0. The maximum of these reduced bounds yields a replacement C ′ 0 for the constant C 0 . Remark. The following calculation is sensitive to the choice of ordered Z-basis ρ 1 , . . . , ρ t for the free part of O × S . We require that the ρ i are always chosen so that in every embedding ψ h , at least one value ρ (h) j for 1 ≤ j ≤ t is not a positive real number. This is not a serious restriction, but it does allow us to always use the LLL algorithm as described by Smart in [Sma95, §4] .
Fix a particular embedding ψ h : K ֒→ C for some h = 0, and consider
for j > 0. For κ 0 we have
We relabel the κ j as necessary to ensure that Re κ t = 0. We may assume |a j | ≤ C 0 for j > 0; we have |a 0 | ≤ w 2 (t + 2)C 0 . For any γ ∈ R, let [γ] denote the integer closest to γ. For any z ∈ C, Re z and Im z denote the real and imaginary parts of z, respectively. Let C ≫ 0 be a large constant, whose value we will make precise in a moment. We define
Let B be the following integral matrix:
Let L be the lattice generated by the columns of B.
From [LLL82, Prop. 1.11] (or [dW89, Lemma 3.4], where the proof is given in slightly more detail), the Euclidean length of any nonzero lattice element in L is bounded below by C 1 := 2 −t/2 b 0 , where b 0 is the shortest vector in the LLLreduced basis for L . We define
Notice that C 1 (and so S L ) depends on the choice of C, but C 0 and T L do not. As a practical matter, we choose C ≈ C (t+1)/2 0 , compute the reduced basis for L , and check whether
If not, we replace C by 2C and try again. Although there is no proof that this procedure will terminate, we did find a constant C for each field which forced S L − T L > 0. This is beneficial in light of the following result:
Lemma 6.5. Suppose there exists C > 0 such that (10) holds. Then every solution s to the S-unit equation with ε(s) = h = 0 satisfies
Proof. The proof is similar to the proof of Lemma 6 in [Sma95] . 
In the worst case scenario, when M = L 3 , the rank of O × M,S is 3, and so the number of possible solutions to check is roughly
This is still not manageable for a brute force search. So a sieving method is used to accelerate the exhaustive search for solutions. We describe briefly the approach, which is similar to some of the techniques described by Smart in [Sma97, §8]. The entire computation was carried out in Sage [S + 14] in a matter of several minutes using a project on SageMathCloud.
Let τ = ρ a with a = (a 0 , . . . , a t ), 0 ≤ a 0 < w, |a j | ≤ C ′ 0 for j > 0. Let q ∈ Z be a prime which is completely split in O M , say
For each 0 ≤ i < n, we let ρ (i) denote the tuple
q , where the overline denotes reduction modulo q i . If τ i = ρ ai satisfy τ 0 + τ 1 = 1, we obtain r equations of the form
Now, suppose that the exponent vector a 0 for τ 0 has been fixed modulo q − 1. Each of the r equations places a possibly different set of conditions on a 1 modulo q − 1. We write a procedure to catalog the approximately q t results of the form: "if a 0 modulo (q − 1) is given by the vector b 0 ∈ F t+1 q , then a 1 modulo (q − 1) must come from an explicit finite set." Moreover, the given finite set is often empty for many choices of b 0 . So in practice, we obtain congruence conditions modulo (q − 1) on the exponent vectors of τ 0 , τ 1 .
We now select a finite list of rational primes, q 0 , q 1 , . . . , q N , each of which splits completely in M , and such that lcm q 0 − 1, q 1 − 1, . . . , q N − 1 > 2C ′ 0 . Then (essentially by a Chinese remainder theorem type argument), we restrict the possible values for a 0 to a set of searchable size, and for each such a 0 , check whether the collected congruence conditions on a 1 actually yield a solution to the S-unit equation. With this approach, we were able to produce all solutions to the S-unit equation for any field M which is the Galois closure of the compositum of the fields in a field system attached to a quartic binary form with good reduction outside S Q = {3, ∞}.
For reference, we record the number of S-unit equation solutions we found for each of the fields K i , L 3 in Table 4 . The fact that there are no solutions s in the field K 0 = Q has an important consequence. Lemma 6.6. Let F (X, Z) ∈ Q[X, Z] be a binary quartic form with good reduction away from 3. The the field system of F (X, Z) cannot be (K 0 , K 0 , K 0 , K 0 ) or (K 1 , K 1 ).
Proof. Without loss of generality, we may assume an S-proper factorization for F . Now, the principal observation is that the equation (3) 
7.
Results and an Application 7.1. Results. Using the process described in this paper, we found 45 distinct Qisomorphism classes of Picard curves defined over Q with good reduction outside of 3. Table 5 gives an integral affine model of the form y 3 = f (x) for each such Q-isomorphism class. In each case, f is a monic quartic polynomial in Z[x]. The curves are grouped by field system. The 3 curves in each block of the table are cubic twists of one another, and are isomorphic over Q( 3 √ 3).
7.2. Relation to Ihara's Question. Let ℓ be a rational prime number, and let K be a number field. We let K(µ ℓ ∞ ) denote the maximal ℓ-cyclotomic extension of K, and let 天 天 天 = 天 天 天(K, ℓ) denote the maximal pro-ℓ extension of K(µ ℓ ∞ ) unramified outside ℓ. An abelian variety A/K is said to be heavenly at ℓ if the field K(A[ℓ ∞ ]) is a subfield of 天 天 天.
2
Let G Q denote the absolute Galois group Gal(Q/Q), and let X = P 1 01∞ , the projective line (over Q) with three points deleted. There is a canonical outer Galois representation attached to the pro-ℓ algebraic fundamental group of X = X × Q Q,
2 This choice of notation and terminology is explained in more detail in [RT13] . The Japanese kanji 天 天 天 and 山 山 山 are pronounced ten and san, respectively. . To rephrase the second condition, there exists, over some field extension, a morphism f : C → P 1 branched only over {0, 1, ∞}, and whose Galois closure is of ℓ-power degree. Let J denote the Jacobian variety of C. Then Anderson and Ihara have given a necessary condition on f [AI88, Cor. 3.8.1] which implies Q(J[ℓ ∞ ]) ⊆ 山 山 山. The Picard curves enumerated in the present article all have good reduction away from 3, and naturally admit a degree 3 morphism f 0 : C → P 1 . Thus, in the spirit of [PR07] or [Ras12] , we may use the criterion of Anderson and Ihara if there exists a morphism g : P 1 → P 1 such that f = g • f 0 satisfies the conditions (I1) and (I2) above. For example, on each of the curves (11) y 3 = x 4 + 3 s x, 0 ≤ s ≤ 8, there exists a degree 9 morphism f to P 1 defined in affine coordinates by (x, y) → −3 −s x 3 . It is necessarily Galois over K = Q(µ 3 ), as it corresponds to a composition of degree 3 Kummer extensions: K(t) ֒→ K(t 1/3 ) ֒→ K((t 4/3 + 3 s t 1/3 ) 1/3 ). The verification of Anderson and Ihara's criteria is immediate, and so we obtain the following.
Corollary 7.1. Let C be one of the nine Picard curves over Q with good reduction away from 3, possessing an affine integral model of the form (11). Let J denote the Jacobian C. Then Q(J[3 ∞ ]) ⊆ 山 山 山(Q, 3).
