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Abstract
We introduce and develope a unifying multifractal framework. The framework developed in this
paper is based on the notion of deformations of empirical measures. This approach leads to significant
extensions of already know results. However, our approach not only leads to extensions of already
know results, but also, by considering non-linear deformations, provides the basis for the study
of several new and non-linear local characteristic. We also initiate a detailed study of the fractal
structure of so-called divergence points. We define multifractal spectra that provides extremely
precise quantitative information about the distribution of individual divergence points of arbitrary
(possibly non-linear) deformations, thereby extending and unifying many diverse qualitative results
on the behaviour of divergence points. The techniques used in proving the main results are taken
from large deviation theory and are completely different from previous techniques in the literature.
 2003 Elsevier SAS. All rights reserved.
Résumé
Nous introduisons et développons un cadre multifractal unificateur. Le cadre développé dans
cet article utilise la notion de déformations de mesures empiriques. Cette approche aboutit à des
extensions significatives de résultats déjà connus. Pourtant, notre approche, non seulement aboutit
aux extensions des résultats déjà connus, mais procure également, en considérant des déformations
non-linéaires, la base pour l’étude de plusieurs nouvelles charactéristiques locales non-linéaires.
Nous introduisons également une étude détaillée de la structure fractale des “points de divergence”.
Nous définissons des spectres multifractals qui apportent une information quantitative extrêmement
précise sur la distribution de points de divergence individuels de déformation arbitraire (y compris
non-linéaire), et ainsi nous étendons et unifions de nombreux résultats qualitatifs variés sur le
comportement des points de divergence. Les techniques utilisées pour démontrer les principaux
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résultats sont issues de la théorie des grandes déviations et sont complètement différentes des
techniques utilisées précédemment dans la littérature.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction and statement of results
Multifractal analysis originated in the physics literature in the late 80s as a tool for
analyzing distributions with widely varying intensity. Such distributions often occur in
the physical sciences, e.g., the spatial-temporal distribution of rainfall, the dissipation of
energy in a highly turbulent fluid flow, and the occupation measure on strange attractors.
For a locally finite Borel measure µ on Rd (or on a general metric space) and a positive
number α, let us consider the set of those points x for which the measure µ(B(x, r)) of the
closed ball B(x, r) with center x and radius r behaves like rα for small r , i.e.,{
x
∣∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
.
The limit limr↘0 logµ(B(x,r))log r is called the local dimension of the measure µ at the point x .
If the intensity of the measure µ varies very widely, it may happen that these sets display a
fractal-like character for a range of values of α. If this is the case, then the measure is called
a multifractal measure or simply a multifractal, and it is natural to study the Hausdorff
dimension,
f (α)= dim
{
x
∣∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
, (1.1)
or the packing dimension,
F(α)=Dim
{
x
∣∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
, (1.2)
of the sets {
x
∣∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
as a function of α. The functions in (1.1) and (1.2) and similar functions are generically
known as “the multifractal spectrum of µ”, and one of the main problems in multifractal
analysis is to study these and related functions. The function f (α) was first explicitly
defined by the physicists Halsey et al. in 1986 [23], see also [22,25]. Based on a remarkable
insight together with a clever heuristic argument Halsey et al. also devised a programme
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for computing f (α). This method, know as the Multifractal Formalism, was encapsulated
in their seminal paper [23], and is based on two auxiliary functions which (at least in
principle) can be computed numerically, viz. (1) the coarse grain multifractal spectrum and
(2) the Lq -spectrum. The coarse grain multifractal spectrum fc :R→R of µ is defined as
follows. Let Qn denote the family of dyadic cubes in Rd of order n. For α, r > 0 write:
Πn(α,n)=
{
Q ∈Qn
∣∣∣ α − r  logµ(Q)log 2−n  α + r
}
. (1.3)
The coarse grain multifractal spectrum fc of µ is now defined by:
fc(α)= lim
r↘0 lim supn
log |Πn(α, r)|
− log 2−n . (1.4)
It is tempting to interpret fc(α) as the box dimension of the set{
x
∣∣∣ lim
r↘0
logµ(B(x, r))
log r
= α
}
.
However, this interpretation is misleading, as such sets often are dense in the support of µ
are so have box dimension equal to that of the support of µ. The Lq -spectrum τ :R→ R
of µ is defined by:
τ (q)= lim
r↘0
log(sup
∑
i µ(Ui)
q)
− log r , (1.5)
where the supremum is over all countable partitions (Ui)i of the support of µ with
supi diamUi  r . We can now formulate the celebrated Multifractal Formalism.
The Multifractal Formalism—A Physics Folklore Theorem. Let µ be a Borel probabil-
ity measure on Rd .
(i) The fine multifractal formalism and the coarse grain multifractal formalism coincide:
the fine multifractal spectrum of µ equals the coarse grain multifractal spectrum of µ,
i.e.,
f (α)= fc(α)
for all α ∈R.
(ii) The fine multifractal formalism and the Lq -formalism coincide: the fine multifractal
spectrum of µ equals the Legendre transform of the Lq -spectrum of µ, i.e.,
f (α)=
{
τ ∗(α) if 0 τ ∗(α),
0 if τ ∗(α) < 0,
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for all α ∈R, where τ ∗ denotes the Legendre transform of τ , i.e.,τ ∗(α)= inf
q
(
αq + τ (q)).
During the 90’s there has been an enormous interest in computing the multifractal
spectrum of various measures in the mathematical literature, and within the last 15 years the
multifractal spectra of various classes of measures exhibiting some degree of self-similarity
have been computed rigorously, see the survey papers [31,38] and the textbook [20] for
references. However, within the past 2–3 years multifractal analysis has been extended
in, at least, two different ways, viz. (1) to include the study of more general multifractal
spectra and (2) to include the study of divergence points.
In the study of geometric properties of dynamical systems or fractal measures one is
often interested in the asymptotic behaviour of various other local quantities associated
with the underlying dynamical or geometric structure, besides the local dimension
lim
r↘0
logµ(B(x, r))
log r
.
For example, one is often interested in the ergodic average of a continuous function, the
local entropy or the local Lyapunov exponent. These quantities provide a description of
various aspects of measures or dynamical systems, e.g., chaoticity, sensitive dependence,
etc. All these quantities provide important information about the underlying geometric or
dynamical structure. This idea leads to the notion of more general multifractal spectra. If
X is a metric space (typically the underlyzing set of a dynamical system or the support of
a fractal measure) and ϕ :X→ R is a function associating some dynamical characteristic
with each point x ∈X, multifractal analysis studies the level sets{
x ∈X ∣∣ ϕ(x)= t}, t ∈R,
of ϕ. For example, we might study the Hausdorff dimension,
f (t)= dim{x ∈X ∣∣ ϕ(x)= t},
of the level sets of ϕ as a function of t . The function f (t) and similarly defined functions
are generically known as multifractal spectra. Multifractal spectra is one of the key objects
in multifractal analysis, and it is widely believed that multifractal spectra of different local
characteristica ϕ associated with a dynamical system or a fractal measure encode important
information about the underlying dynamics and geometry. Multifractal analysis therefore
play a fundamental role in the understanding of dynamical systems or fractal measures.
Local characteristica of dynamical systems or fractal measures are typically defined in
terms of limit processes, i.e., typically a local characteristica ϕ :X→R has the form
ϕ(x)= lim
n
ϕn(x)
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for a sequence of functions ϕn :X → R, and the multifractal spectrum of ϕ(x) =
limn ϕn(x) is therefore given by:
f (t)= dim
{
x ∈X ∣∣ lim
n
ϕn(x)= t
}
.
For example, if X is a metric space and S :X → X is a continuous self map, then the
ergodic average of a continuous function f :X→ R at the point x ∈ X is defined by the
following limit limn 1n
∑n−1
k=0 f (Skx). However, the limits involved do not necessarily exist
at all points. Points for which the limits do not exist are called divergence points, i.e., the
set of divergence points is defined by:{
x ∈X ∣∣ the limit lim
n
ϕn(x) does not exist
}
.
Previous work (see, for example, the papers [1–3,5,8,11,21,24,27,28,50] and the survey
paper [45]) has concentrated on investigating the following two problems for various
choices of ϕn. Computing the multifractal spectrum,
dim
{
x ∈M ∣∣ lim
n
ϕn(x)= y
}
,
and investigating the Hausdorff dimension of the set of divergence
dim
{
x ∈M ∣∣ the limit lim
n
ϕn(x) does not exists
}
.
In this paper we introduce and develop a very general multifractal framework based on
so-called deformations of empirical measures. We emphasize the three main novelties in
this work:
(1) Instead of considering several different local characteristica and studying their
multifractal spectra separately, we develop a unifying framework, based on so-called
deformations of empirical measures, which allows us to obtain a considerable number
of results in multifractal analysis of both dynamical system and of “fractal” measures.
The framework developed in this paper is based on the notion of deformations of
empirical measures (see Section 1.1) and the corresponding multifractal spectra (see
Section 1.2). This approach leads to significant extensions of already know results
For example, the ergodic average and the local Lyapunov exponent are given by the
linear deformations in (1.13) (see also (1.9)) and (1.19), respectively. However, our
approach not only leads to extensions of already know results, but also, by considering
non-linear deformations, provides the basis for the study of several new and non-
linear local characteristica, cf. (1.10) and (1.11). The techniques used in proving
the main results are taken from large deviation theory and are completely different
from techniques used in [1–3,5,8,11,20,21,24,50] to investigate certain special linear
cases. We do not believe that the techniques in the afore mentioned references can
be adapted to the general non-linear case considered in this paper. Once we have
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obtained lower and upper bounds for the multifractal spectrum in the general non-
linear case (Theorem 5), it follows from extensions of familiar arguments that if the
deformation is linear, then these bounds coincide. The main issue in this paper is to
obtain lower and upper bounds for the multifractal spectrum of an arbitrary non-linear
deformation. Namely, upper and lower bounds that with standard techniques can be
shown to coincide for all linear deformations and for many other interesting non-linear
deformations (for example, for the non-linear deformation (1.10) associated with the
relative ergodic average spectrum, or the non-linear deformation considered in (1.11)).
(2) In this paper we initiate a detailed study of the fractal structure of individual divergence
points. We define multifractal spectra that provides extremely precise quantitative
information about the distribution of individual divergence points of arbitrary (possibly
non-linear) deformations, thereby extending and unifying many diverse qualitative
results on the behaviour of divergence points. Previous work [3,11,21,50] have
obtained information about the global structure of the set of divergence (namely the
dimension of the set of all divergence points), whereas we obtain significantly finer
and detailed information about the local fractal structure of the individual divergence
points. In particular, recent qualitative results [3,11,21,50] showing that the set of
divergence points for certain local characteristica (namely, the local dimension of
a measure, the local entropy and the local ergodic average) either is empty or has
full dimension follow immediately from the very detailled results about multifractal
spectra of divergence points established in this paper. Indeed, we show, using the
results in this paper, that the above mentioned results follow from a much more general
dichotomy theorem, namely, the set of divergence points for a very general class of
deformations satisfies this dichotomy, i.e., either the set of divergence points is empty
or it has full dimension, cf. Section 1.10 (and, in particular, Theorem 16).
(3) We obtain a very general version of Part (i) of the Multifractal Formalism which
says that the fine multifractal spectrum and the coarse grain multifractal spectrum
coincide. We extend the definition of the coarse grain multifractal spectrum to a general
deformation (see Section 1.4), and prove that for general (linear) deformations Part (i)
of the Multifractal Formalism still holds, namely, that fine multifractal spectrum and
the coarse grain multifractal spectrum coincide; cf. Theorem 6.
We now present a few selected examples of typical applications of the main results. Let
Σ denote a subshift of finite type modelled by a directed and strongly connected multigraph
(V,E) and let S :Σ →Σ denote the shift map. In the examples below, (Ki)i∈V denotes
the self-conformal sets associated with a graph directed self-conformal iterated function
system satisfying the Strong Open Set Condition and
Φ :Σ→R
denotes the Lyapunov exponent associated with the graph directed self-conformal function
system; details will be given in Section 1.5. Finally, Σi denotes the set of strings in Σ
starting at i ∈ V and
πi :Σi →Ki
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denotes the natural projection in (1.29). For a sequence (xn)n in a metric space X, we let
A(xn) denote the set of accumulation points of the sequence (xn)n, i.e.,
A(xn)=
{
x ∈X ∣∣ there exists a subsequence (xnk )k such that xnk → x}. (1.6)
Our first example is a variational principle for the divergence points of a very general type
of mixed multifractal spectrum of ergodic averages, namely the mixed multifractal spec-
trum of ergodic averages of arbitrary (and possibly uncountable) families of continuous
functions. Mixed multifractal spectra combine different local characteristica which depend
simultaneously on various different aspects of the underlying dynamical system; in this
case the simultaneous behaviour of the functions fi belonging to some (possibly uncount-
able) family (fi)i∈I of functions. We let P(Σ) and PS(Σ) denote the family of probability
measures on Σ and the family of shift invariant probability measures on Σ , respectively.
Theorem 1 (The mixed multifractal spectrum of ergodic averages of arbitrary families
of continuous functions). Let (fi)i∈I be a ( possibly uncountable) family of continuous
functions fi :Σ → R, and assume that the family of maps (P(Σ)→ R :µ→
∫
fi dµ)i∈I
is totally bounded.
(1) If C ⊆ $∞(I) is closed and convex, then
dimπi
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
)
⊆ C
}
= sup
µ∈PS(Σ)∫
fi dµ∈C for all i∈I
− h(µ)∫
Φ dµ
= sup
x∈C
sup
µ∈PS(Σ)∫
fi dµ=x for all i∈I
− h(µ)∫
Φ dµ
,
where h(µ) denotes the entropy of µ.
(2) If C ⊆ $∞(I) is not a continuum of {(∫ fi dµ)i∈I | µ ∈P(Σ)}, then
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
)
= C
}
= ∅.
If C ⊆ $∞(I) is a continuum of {(∫ fi dµ)i∈I | µ ∈P(Σ)}, then
dimπi
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
)
= C
}
= inf
x∈C supµ∈PS(Σ)∫
fi dµ=x for all i∈I
− h(µ)∫
Φ dµ
,
where h(µ) denotes the entropy of µ.
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(3) If {(∫ fi dµ)i∈I | µ ∈P(Σ)} is a singleton, then{
ω ∈Σi
∣∣∣∣ the limit limn
(
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
does not exist
}
= ∅.
If {(∫ fi dµ)i∈I | µ ∈P(Σ)} is not a singleton, then
dimπi
{
ω ∈Σi
∣∣∣∣ the limit limn
(
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
does not exist
}
= dimKi.
Some simple consequences of Theorem 1 are the following results.
Theorem 2 (The mixed multifractal spectrum of ergodic averages of countable families
of continuous functions). Let (fi)i∈N be a countable family of continuous functions
fi :Σ → R, and assume that the family of maps (P(Σ)→ R :µ→
∫
fi dµ)i∈N is totally
bounded. If C ⊆ $∞ is closed and convex, then
dimπi
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i∈N
)
⊆ C
}
= sup
µ∈PS (Σ)∫
fi dµ∈C for all i∈N
− h(µ)∫
Φ dµ
,
where h(µ) denotes the entropy of µ.
The assumption in Theorem 1 is clearly satisfied if the family (fi)i∈I is finite, and we
therefore immediately obtain the following variational principle for the mixed multifractal
spectrum of ergodic averages of finite families of continuous functions.
Corollary 3 (The mixed multifractal spectrum of ergodic averages of finite families of
continuous functions). Let f1, . . . , fm be continuous functions fi :Σ →R.
(1) If C ⊆Rm is closed interval, then
dimπi
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i=1,...,m
)
⊆ C
}
= sup
x∈C
sup
µ∈PS(Σ)∫
f dµ=x
− h(µ)∫
Φ dµ
,
where h(µ) denotes the entropy of µ.
(2) If C ⊆Rm is not a closed subinterval of {(∫ f dµ | µ ∈ P(Σ)}, then{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i=1,...,m
)
= C
}
= ∅.
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If C ⊆R is a closed subinterval of {∫ f dµ | µ ∈P(Σ)}, then
dimπi
{
ω ∈Σi
∣∣∣∣ A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i=1,...,m
)
= C
}
= inf
x∈C supµ∈PS(Σ)∫
f dµ=x
− h(µ)∫
Φ dµ
,
where h(µ) denotes the entropy of µ.
(3) If {∫ f dµ | µ ∈P(Σ)} is a singleton, then{
ω ∈Σi
∣∣∣∣ the limit limn
(
1
n
n−1∑
k=0
fi
(
Skω
))
i=1,...,m
does not exist
}
= ∅.
If {∫ f dµ | µ ∈P(Σ)} is not a singleton, then
dimπi
{
ω ∈Σi
∣∣∣∣ the limit limn
(
1
n
n−1∑
k=0
fi
(
Skω
))
i=1,...,m
does not exist
}
= dimKi.
We emphasize that we do not require that the functions fi ’s are Hölder continuous.
For a Hölder continuous function f :Σ → R, the results in Corollaries 3.(1) and 3.(3)
are folklore and can be obtained by applying the Thermodynamical Formalism from
Bowen [6]. However, if f is not Hölder continuous, then the Thermodynamical Formalism
breaks down and new ideas are needed.
A few very special cases of parts of Corollary 3 have recently been investigated. The
special case of Corollary 3.(1) for which the set C equals a singleton has been obtained
in [3,21,34,35]. Also, Corollary 3.(3) has been obtained recently in [3,21]. For related
results see Chevallier and Weber [10]. We emphasize that the papers [3,21,34,35] only
study the case for which C equals a singleton, and therefore do not contain information
about the distribution of divergence points. This problem is completely resolved by
Theorem 3 which gives a complete description of the distribution of divergence points. In
fact, the result in Theorem 3.(3) follows immediately from Theorem 3.(2); cf. Section 1.10
or [48] for details.
The methods developed can also be used to give detailed information of the multifractal
structure of several new and non-linear local characteristics. The ergodic average
limn 1n
∑n−1
k=0 f (Skω) of a continuous function f :Σ→R depends linearily on f . In many
cases it is of interest to study the dependence of the ergodic averages of two continuous
functions f and g. This leads to a quantity that depends non-linearily on f and g. Indeed,
if f,g :Σ →R are continuous functions such that g(ω) = 0 for all ω ∈Σ , then the limit
lim
n
∑n−1
k=0 f (Skω)∑n−1
k=0 g(Skω)
provides information about the dependence of f and g, and depends non-linearily on f
and g. Applying Theorem 5 to this case gives the following result. We let ES(Σ) denote
the ergodic shift invariant probability measures on Σ .
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Theorem 4 (The relative multifractal spectrum of ergodic averages of finite families of
continuous functions). Let f1, g1, . . . , fm,gm be continuous functions fi, gi :Σ→R with
gi(ω) = 0 for all ω ∈Σ and all i . If C ⊆Rm is closed and convex, then
sup
µ∈ES(Σ)
(
∫
fi dµ∫
gi dµ
)i=1,...,m∈C
− h(µ)∫
Φ dµ
 dimπi
{
ω ∈Σi
∣∣∣∣ A
((∑n−1
k=0 fi(Skω)∑n−1
k=0 gi(Skω)
)
i=1,...,m
)
⊆ C
}
 sup
µ∈PS(Σ)
(
∫
fi dµ∫
gi dµ
)i=1,...,m∈C
− h(µ)∫
Φ dµ
.
We emphasize that Theorems 1 and 4 follow from much more general results and
in particular from a new variational principle for general abstract mixed multifractal
spectra established in this paper. Moreover, this variational principle allows us to study
simultaneously essentially all multifractal spectra. In particular, we emphasize that the
multifractal spectra in Theorem 1 are only a very special cases of the framework developed
in this paper.
The techniques developed in this paper, and in particular our detailled study of
divergence points, can also be used to study the Hausdorff dimension of several new
classes of sets in number theory, cf. Section 1.11 and [40,42,43]. We now illustrate this
by stating the following result. Let N be a positive integer with N  2. For x ∈ [0,1], let
x =∑∞n=1 εn(x)/Nn denote the unique non-terminating N -adic expansion of x . Also, for
x ∈ [0,1] and i = 0,1, . . . ,N − 1, let Πi(x;n) denote the frequency of the digit i among
the first n digits in the N -adic expansion of x , i.e.,
Πi(x;n)= |{1 k  n | εk(x)= i}|
n
.
Let k > 0 and
E =
{
x ∈ [0,1] ∣∣ lim
n
Π1(x;n)= k lim
n
Π0(x;n)
}
.
This is the set of numbers in [0,1] such that in its N -adic expansion the frequency of 1’s
is k times the frequency of 0’s. Then
dimE = log
(
k + 1
kk/(k+1)
+N − 2
)
(logN)−1,
cf. Section 1.11. The reader is referred to [40,42,43] for a full discussion of this and several
other examples from number theory.
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We will now give a brief description of the organization of the paper. Section 1.1
defines deformations of empirical measures and Section 1.2 contains a number of examples
of deformations. Section 1.3 defines (fine) multifractal spectra of deformations, and
Section 1.4 defines the coarse grain multifractal spectrum of a deformation. Sections 1.5
and 1.6 contain the main results, and Sections 1.7–1.11 contain various applications of the
main results. Finally, Sections 2–4 contain the proofs.
1.1. Definition of: deformations of empirical measures
Our framework is based on so-called deformations of empirical measures. We will now
define the notion of a continuous deformation of empirical measures. Section 1.2 provides
a list of examples of deformations. Let (V,E) be a finite directed graph where V denotes
the set of vertices and E denotes the set of edges. If e ∈ E, we denote the initial vertex of e
by i(e) and we denote the terminal vertex of e by t(e). For each vertex i ∈V, let Σi denote
the set of all infinite paths in (V,E) starting at i and let Σ denote the set of all infinite paths
in (V,E), i.e.,
Σi =
{
e1e2e3 . . .
∣∣ ek ∈ E, i(e1)= i, t(ek)= i(ek+1)},
Σ = {e1e2e3 . . . ∣∣ ek ∈ E, t(ek)= i(ek+1)}.
Also, let S :Σ →Σ denote the shift, S(e1e2e3 . . .)= e2e3e3 . . . . Recall that we denote the
family of probability measures on Σ by P(Σ). For n ∈ N, let Ln :Σ → P(Σ) denote the
nth empirical measure, i.e.,
Lnω = 1
n
n−1∑
k=0
δSkω, (1.7)
where δx denotes the Dirac measure at x .
Definition (Deformation of empirical measures). A continuous deformation of Ln is a pair
(X,Ξ) where X is a metric space and
Ξ :P(Σ)→X
is continuous with respect to the weak topology.
We think of the composite
Ξ ◦Ln :Σ Ln−→P(Σ) Ξ−→X
as a continuous deformation of the empirical measure Ln. The (fine) multifractal spectrum
of the deformation (X,Ξ) is now defined by:
fi(t)= dimπi
{
ω ∈Σi
∣∣ lim
n
ΞLnω= t
}
, (1.8)
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where πi :Σi → Rd is the natural projection defined in (1.29). For different choices of
the deformation (X,Ξ) we obtain different multifractal spectra: the spectrum of local
dimensions, the spectrum of local entropies, the spectrum of local Lyapunov exponents,
the spectrum of ergodic averages, etc., cf. Section 1.2. For example, let f :Σ → R be
continuous and define Ξ :P(Σ)→R by
Ξ :µ→
∫
f dµ. (1.9)
In this case
lim
n
ΞLnω= 1
n
n−1∑
k=0
f
(
Skω
)
,
equals the ergodic average of f starting at ω. In this case the deformation Ξ :µ→ ∫ f dµ
is linear. However, we emphasize that the theory developed in this paper also applies
to non-linear deformations. As an example of a spectrum arising from a non-linear
deformation we consider the relative multifractal spectrum of ergodic averages. Let
f,g :Σ → R be continuous with g(ω) = 0 for all ω ∈Σ . If we define by Ξ :P(Σ)→ R
by:
Ξ :µ→
∫
f dµ∫
g dµ
, (1.10)
then
lim
n
ΞLnω= lim
n
∑n−1
k=0 f (Skω)∑n−1
k=0 g(Skω)
equals the multifractal spectrum of the ergodic average of f relative to g. As another
example of a non-linear deformation, we let π :Σ →Rd be a continuous map, and define
Ξ :P(Σ)→ P(Σ) by:
Ξ :µ→ (µ ◦ π−1) ∗ (µ ◦ π−1), (1.11)
where ∗ denotes convolution. In this case we have:
lim
n
ΞLnω = lim
n
(
(Lnω) ◦ π−1
) ∗ ((Lnω) ◦ π−1)= lim
n
1
n2
n−1∑
k1,k2=0
δπ(Sk1ω)+π(Sk2ω).
The main result in the paper, Theorem 5, obtains lower and upper bounds for the
multifractal spectra for arbitrary non-linear continuous deformations,
sup
µ∈ES(Σ)
Ξµ=t
− h(µ)∫
Φ dµ
 dimπi
{
ω ∈Σ ∣∣ lim
n
ΞLnω = t
}
 sup
µ∈PS(Σ)
Ξµ=t
− h(µ)∫
Φ dµ
, (1.12)
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where Φ is a certain Lyapunov exponent (recall, that ES(Σ) and PS(Σ) denote is the
family of ergodic shift invariant probability measures on Σ and the family of shift invariant
probability measures onΣ , respectively). We emphasize, once more, that the main concern
in this paper is to obtain lower and upper bounds for the multifractal spectrum of an
arbitrary non-linear deformation. Namely, upper and lower bounds that with standard
techniques can be shown to coincide for all linear deformations and for many other
interesting non-linear deformations. We also stress that the techniques used in proving
the main results are completely different from techniques used in previous papers [1–3,8,
11,21,24,27,28] to investigate certain special linear cases, and that we do not believe that
the techniques in the afore mentioned references can be adapted to the general non-linear
case considered in this paper.
1.2. Examples of deformations of empirical measures
A common feature of all of the above spectra is that they can be viewed as (limits
of) continuous deformations of empirical measures on shift spaces defined in terms of a
strongly connected directed graph.
• The spectrum of ergodic averages. Let f :Σ → R be continuous and define
Ξ :P(Σ)→R by:
Ξ :µ→
∫
f dµ.
In this case we obtain for T ,S ⊆R,
∆i(T ,S)=
{
ω ∈Σi
∣∣∣∣ T ⊆A
(
1
n
n−1∑
k=0
f
(
Skω
))⊆ S}. (1.13)
• The mixed spectrum of ergodic averages of arbitrary families of continuous functions.
Let (fi)i∈I be a (possibly uncountable) family of continuous functions fi :Σ → R
and assume that the family of maps (P(Σ)→R :µ→ ∫ fi dµ)i∈I is totally bounded.
Define Ξ :P(Σ)→ $∞(I) by:
Ξ :µ→
(∫
fi dµ
)
i∈I
.
In this case we obtain for T ,S ⊆ $∞(I),
∆i(T ,S)=
{
ω ∈Σi
∣∣∣∣ T ⊆A
((
1
n
n−1∑
k=0
fi
(
Skω
))
i∈I
)
⊆ S
}
. (1.14)
• The relative spectrum of ergodic averages of finite families of continuous functions.
Let f1, g1, . . . , fm,gm be continuous functions fi, gi :Σ → R with gi(ω) = 0 for all
ω ∈Σ and all i . Define Ξ :P(Σ)→Rm by:
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Ξ :µ→
(∫
fi dµ∫ ) .
gi dµ i=1,...,m
In this case we obtain for T ,S ⊆Rm,
∆i(T ,S)=
{
ω ∈Σi
∣∣∣∣ T ⊆A
((∑n−1
k=0 fi(Skω)∑n−1
k=0 gi(Skω)
)
i=1,...,m
)
⊆ S
}
. (1.15)
• The spectrum of empirical measures. Define Ξ :P(Σ)→P(X) by:
Ξ :µ→µ.
In this case we obtain for T ,S ⊆P(X),
∆i(T ,S)=
{
ω ∈Σi
∣∣∣∣ T ⊆ A
(
1
n
n−1∑
k=0
δSkω
)
⊆ S
}
. (1.16)
In the examples below, (Ki)i∈V and (µi)i∈V denote the self-conformal sets and self-
conformal measures associated with a graph directed iterated self-conformal function
system with probabilities(
V, E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E
);
details will be given in Section 1.5.
• The multifractal spectrum of µi . Define Ξ :P(Σ)→R by:
Ξ :µ→
∑
e∈Eµ[e] logpe∫
Φ dµ
,
where Φ :Σ → R is the Lyapunov exponent associated with the self-conformal
iterated function system (cf. (1.30)), and [e] is the cylinder generated by e; details
will be given in Section 1.5. In this case we obtain for T ,S ⊆R,
∆i(T ,S)=
{
ω ∈Σi
∣∣∣ T ⊆A( logµiKω|nlog diamKω|n
)
⊆ S
}
, (1.17)
where Kω|n = Se1 ◦ · · · ◦ Sen (Kt(en)) for ω= e1e2 . . . ∈Σi .
• The spectrum of local entropies of µi . Define Ξ :P(Σ)→R by:
Ξ :µ→
∑
e∈E
µ[e] logpe,
L. Olsen / J. Math. Pures Appl. 82 (2003) 1591–1649 1605
where [e] is the cylinder generated by e details will be given in Section 1.5. In this
case we obtain for T ,S ⊆R,
∆i(T ,S)=
{
ω ∈Σi
∣∣∣ T ⊆A( logµiKω|n
n
)
⊆ S
}
, (1.18)
where Kω|n = Se1 ◦ · · · ◦ Sen (Kt(en)) for ω= e1e2 . . . ∈Σi .
• The spectrum of local Lyapunov exponents. Define Ξ :P(Σ)→R by:
Ξ :µ→
∫
Φ dµ,
where Φ :Σ → R is the Lyapunov exponent associated with the iterated self-
conformal function system (cf. (1.30)). In this case we obtain for T ,S ⊆ R (using
the chain rule and the principle of bounded distortion (Proposition 2.2)),
∆i(T ,S)=
{
ω ∈Σi
∣∣∣ T ⊆A( log supx |(DSω|n)(x)|
n
)
⊆ S
}
, (1.19)
where Sω|n = Se1 ◦ · · · ◦ Sen for ω= e1e2 . . . ∈Σi .
1.3. Definition of: (fine) multifractal spectra of deformations of empirical measures
Another novel feature of the framework developed in this paper is the systematic and
detailed study of so-called divergence points. Recall, that local characteristica of dynamical
systems or fractal measures are typically defined in terms of limit processes, i.e., typically
the local characteristica ϕ :X→R has the form
ϕ(x)= lim
n
ϕn(x)
for a sequence of functions ϕn :X→R. Also, recall that points for which the limits do not
exist are called divergence points, i.e., the set of divergence points is defined by:{
x ∈X ∣∣ the limit lim
n
ϕn(x) does not exist
}
.
The set of divergence points have until very recently been considered of little interest in
dynamical systems and geometric measure theory and have, again until very recently, rarely
been studied in the literature. As a rule they are always a priori discarded. However, recent
work [3,11,21,44,47,48] has shown that in many cases the set of divergence points has full
dimension, i.e.,
dim
{
x ∈X ∣∣ the limit lim
n
ϕn(x) does not exist
}
= dimX.
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For example, the set of divergence points{
ω ∈Σ
∣∣∣∣ the limit limn 1n
n−1∑
k=0
f
(
Skω
)
does not exist
}
for the ergodic average of a continuous function f :Σ → R either is empty or has full
dimension [3,21]. This paper defines and investigates a very general type of multifractal
spectra that provides extremely precise quantitative information about the distribution of
divergence points. Recall (1.6) that if (xn)n is a sequence in a metric space X, we denote
the set of accumulation points of the sequence (xn)n by A(xn), i.e.,
A(xn)=
{
x ∈X ∣∣ there exists a subsequence (xnk )k such that xnk → x}.
Definition ((Fine) Multifractal spectra of a deformation of empirical measures). For a
deformation (X,Ξ) and a subset C ⊆X, we define the multifractal spectra as follows. We
define the superset multifractal decomposition set, the subset multifractal decomposition
set, and the equality multifractal decomposition set by:
∆sup,i (C)=
{
ω ∈Σi
∣∣ A(ΞLnω)⊆ C},
∆sub,i (C)=
{
ω ∈Σi
∣∣C ⊆A(ΞLnω)}, (1.20)
∆eq,i (C)=
{
ω ∈Σi
∣∣ A(ΞLnω)= C},
and we define the (fine) Hausdorff superset multifractal spectrum, the (fine) Hausdorff
subset multifractal spectrum, and the (fine) Hausdorff equality multifractal spectrum by:
fsup,i(C)= dimπi∆sup,i(C),
fsub,i(C)= dimπi∆sub,i(C), (1.21)
feq,i(C)= dimπi∆eq,i(C),
where dim denotes the Hausdorff dimension and πi :Σi → Rd denotes the projection
map in (1.29). The (fine) packing spectra Fsup,i(C), Fsub,i (C) and Feq,i(C) are defined
by replacing the Hausdorff dimension dim by the packing dimension Dim. In fact,
we introduce and study a significantly more general spectrum that includes the spectra
fsup,i(C), fsub,i(C) and feq,i(C) as special cases. For a deformation (X,Ξ) and T ,S ⊆X,
we define the multifractal decomposition set ∆i(T ,S) by:
∆i(T ,S)=
{
ω ∈Σi
∣∣ T ⊆A(ΞLnω)⊆ S}, (1.22)
and we define the (fine) Hausdorff multifractal spectrum fi(T ,S) by:
fi(T ,S)= dimπi
{
ω ∈Σi
∣∣ T ⊆A(ΞLnω)⊆ S}. (1.23)
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As before, the (fine) packing spectrum Fi(T ,S) is defined by replacing the Hausdorff
dimension dim by the packing dimension Dim.
Observe that
fi(∅,C)= fsup,i (C), fi(C,X)= fsub,i(C), fi(C,C)= feq,i(C).
Also, observe that if T = S = {t} or if T = ∅ and S = {t} for some t ∈X, then the spectra
fi({t}, {t}) and fi(∅, {t}) equal to the classical multifractal spectrum (1.8),
fi(t)= dimπi
{
ω ∈Σi
∣∣ lim
n
ΞLnω= t
}
= fi
({t}, {t})= fi(∅, {t}),
and provide information about the points ω for which the limit limn ΞLnω exists and
equals t . However, if T and S are not a singletons, then the spectrum fi(T ,S) provide
detailed information about the distribution of the individual divergence points. In fact, the
set {
ω ∈Σi
∣∣ the limit lim
n
ΞLnω does not exist
}
of divergence points can also be expressed in terms of the multifractal decomposition set
∆i(T ,S) as follows:{
ω ∈Σi
∣∣ the limit lim
n
ΞLnω does not exist
}
=
⋃
T ,S⊆X
|T |2
∆i(T ,S). (1.24)
The main result in this paper, namely Theorem 5, provides lower and upper bounds
for the generalized multifractal spectra fsup,i(C) for arbitrary non-linear continuous
deformations,
sup
µ∈ES(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
 fsup,i (C) sup
µ∈PS(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
, (1.25)
where C is a closed and convex set and Φ is a certain Lyapunov exponent. Again we
emphasize that the techniques used in proving Theorem 5 are taken from large deviation
theory and are completely different from techniques used in [1–3,8,11,21,24] to investigate
the particular linear case in (1.9). Once the general non-linear Theorem 5 has been
established, it is not difficult to see that if the deformation is linear, then the bounds in
Theorem 5 coincide; see Theorem 6.
The result in (1.25) plays a crucial role in three accompagnion papers [39,41,48], where
we provide detailled study of the multifractal spectra feq,i(C) and fi(S,T ).
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1.4. Definition of: coarse grain multifractal spectrum of a deformation of empirical
measures
We now define the coarse grain multifractal spectrum for divergence points associated
with a general deformation (X,Ξ). This definition should be compared with definition
(1.4)–(1.5) in Section 1.1. Let Σ∗ = {e1 . . .en | ek ∈ E, n ∈ N}. For ω = e1 . . .en ∈ Σ∗,
we write |ω| = n. Also, for ω= e1 . . .en ∈Σ∗ and a positive integer m with m n, or for
ω = e1e2 . . . ∈Σ and a positive integer m, let ω|m= e1 . . .em. We define the cylinder [ω]
generated by ω= e1 . . . en ∈Σ∗ by [ω] = {σ ∈Σ | σ |n= ω}.
Definition (Coarse grain multifractal spectrum of a deformation of empirical measures).
Let X be a metric space and let Ξ :P(Σ)→X be a continuous map. For a subset C ⊆X,
N,n ∈N and r > 0, let:
Πn(C, r)=
{
ω ∈Σ∗
∣∣∣∣ΞL|ω|[ω] ⊆ B(C, r), sup
σ∈[ω]
exp
( |ω|−1∑
j=0
Φ
(
Sjσ
))
N−n
< sup
σ∈[ω||ω|−1]
exp
( |ω|−2∑
j=0
Φ
(
Sjσ
))}
.
(1.26)
The coarse grain multifractal spectrum of the deformation (X,Ξ) is defined by:
fc(C)= lim
r↘0 lim supn
log |Πn(C, r)|
− logN−n . (1.27)
(There is no canonical choice of N ; however, a reasonable natural choice would be
setting N equal to the number, |E|, of edges in the underlying graph.) As with the classical
coarse grain spectrum in (1.5), it is tempting to interpret the number fc(C) as the box
dimension of the set
πi∆sup,i(C)= πi
{
ω ∈6i
∣∣ A(7Lnω)⊆ C}
(here πi :Σi →Rd is the natural projection defined in (1.29)). However, this interpretation
is misleading, as such sets often are dense in the image πi(Σi) of πi , are so have box
dimension equal to that of πi(Σi).
1.5. The setting: self-conformal sets and measures
In this section we will describe the setting in the paper, viz. self-conformal sets and
self-conformal measures, and in the next section we will state the main results. Let (E,V)
be a finite, directed and strongly connected multigraph; here V denotes the set of vertices
and E denotes the set of edges. Recall that for each edge e ∈ E, we denote the initial vertex
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of e by i(e) and we denote the terminal vertex of e by t(e). For i, j ∈ V, let Ei denote the
set of edges starting at i and let Eij denote the set of edges starting at i and ending at j , i.e.,
Ei =
{
e ∈ E ∣∣ i(e)= i}, Eij = {e ∈ E ∣∣ i(e)= i, t(e)= j}.
A graph directed conformal iterated function system with probabilities is a list(
V, E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E
)
, (1.28)
where
(1) Vi is an open, connected subset of Rd .
(2) Xi ⊆ Vi is a compact set with X◦−i =Xi .
(3) Se :Vj → Vi is a contractive C1+γ diffeomorphism with 0< γ < 1 such that
Se(Xj )⊆Xi
for all i, j ∈ V and all e ∈ Eij .
(4) The Conformality Condition: (DSe)(x) is a contractive similarity map, i.e., there exists
re(x) ∈ (0,1) such that∣∣(DSe)(x)u− (DSe)(x)v∣∣= re(x)|u− v|
for all u,v ∈Rd . (Here (DSe)(x) denotes the derivative of Se at x .)
(5) (pe)e∈Ei is a probability vector for each i ∈V.
It follows from [26] that there exists a unique list (Ki)i∈V of non-empty compact sets
Ki ⊆Xi such that
Ki =
⋃
e∈Ei
Se(Kt(e)),
and a unique list (µi)i∈V of probability measures with suppµi =Ki such that
µi =
∑
e∈Ei
peµt(e) ◦ S−1e .
The sets (Ki)i∈V and measures (µi)i∈V are called the self-conformal sets and self-
conformal measures associated with the list (1.28), respectively. We will also assume that
the so-called Open Set condition (OSC) introduced by Hutchinson [26] is satisfied.
(6) The Open Set Condition: There exists a list (Ui)i∈V of open non-empty and bounded
sets Ui ⊆Xi with Se(Uj )⊆Ui for all i, j ∈ V and all e ∈ Eij such that
Se1(Ut(e1))∩ Se2(Ut(e2))= ∅
for all i ∈ V and all e1, e2 ∈ Ei with e1 = e2.
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However, frequently we will assume that an apparently slightly stronger separation
condition is satisfied, viz. the Strong Open Set Condition (SOSC).
(6′) The Strong Open Set Condition: There exists a list (Ui)i∈V of open non-empty and
bounded sets Ui ⊆Xi with Se(Uj )⊆Ui for all i, j ∈ V and all e ∈ Eij such that
Se1(Ut(e1))∩ Se2(Ut(e2))= ∅ and Ui ∩Ki = ∅
for all i ∈ V and all e1, e2 ∈ Ei with e1 = e2.
If each map Se is a similarity, then the OSC and the SOSC are equivalent. This was
first proved by Schief [52] in the non-graph directed case, and later by Wang [57] in the
graph directed case. However, it still seems to be an open question whether the OSC and
the SOSC are equivalent in the conformal case.
Recall that Σi denotes the set of all infinite paths in (V,E) starting at i and that Σ
denotes the set of all infinite paths in (V,E), i.e.,
Σi =
{
e1e2e3 . . .
∣∣ ek ∈ E, i(e1)= i, t(ek)= i(ek+1)}
and
Σ = {e1e2e3 . . . ∣∣ ek ∈ E, t(ek)= i(ek+1)}.
Also recall that S :Σ → Σ denotes the shift map, S(e1e2e3 . . .) = e2e3e4 . . . . For each
vertex i ∈ V we define the projection πi :Σi →Ki by:
{πiω} =
⋂
n
Se1 ◦ · · · ◦ Sen (Kt(en)) (1.29)
for ω = e1e2e3 . . . ∈Σi . Finally define Φ :Σ→R by
Φω = log∣∣(DSe1)(πt(e1)(Sω))∣∣= log re1(πt(e1)(Sω)) (1.30)
for ω = e1e2e3 . . . ∈Σ . The map Φ represents the local change of scale as one goes from
πt(e1)(Sω) to πi(e1)(ω).
1.6. Statements of results
We can now state the two main results in this paper. Recall (1.21) that if (X,Ξ) is a
deformation, then the superset multifractal spectra fsup,i(C) and Fsup,i(C) is defined by:
fsup,i(C)= dimπi
{
ω ∈Σi
∣∣ A(ΞLnω)⊆ C},
Fsup,i(C)=Dimπi
{
ω ∈Σi
∣∣ A(ΞLnω)⊆ C},
for C ⊆X. The first result, Theorem 5, gives an upper and a lower bound for the Hausdorff
dimension fsup,i(C) for an arbitrary, possibly non-linear, continuous deformation (X,Ξ).
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Recall that PS(Σ) denotes the family of shift invariant probability measures on Σ , and
that ES(Σ) denotes the family of ergodic shift invariant probability measures on Σ .
Theorem 5. Assume that the SOSC is satisfied. Let X be a metric space and let
Ξ :P(Σ)→X be a continuous map. If C ⊆X is closed, then
sup
µ∈ES(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
 fsup,i(C) sup
µ∈PS(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
.
The second main result in the paper, Theorem 6, gives a necessary condition on the
deformation (X,Ξ) for obtaining equality in Theorem 5. In addition, Theorem 6 also
shows that for very general deformations (X,Ξ), the coarse grain multifractal formalism
for divergence points and the fine multifractal formalism for divergence points coincide.
This provides a very general extension of the idea suggested by Part (i) of the Multifractal
Formalism.
If X is a vector space and d is a metric in X, then we will say that d is linearly
compatible if
(1) for all x1, x2, y1, y2 ∈X we have d(x1 + x2, y1 + y2) d(x1, y1)+ d(x2, y2);
(2) for all x, y ∈X and all λ ∈R we have d(λx,λy) |λ|d(x, y).
Observe that if d is induced by a norm, then d is linearly compatible. Also, if X = P(Σ)
equals the set of probability measures on Σ , then the weak topology on X = P(Σ) is
induced by a linearly compatible metric (viz. the metric given in Section 3 just before
Lemma 3.3).
Finally, let C(X)= {C ⊆X | C is closed and convex}. We will always equip C(X) with
the Hausdorff metric.
We can now state the second main result in the paper.
Theorem 6. Assume that the SOSC is satisfied. Let X be a vector space with a linearly
compatible metric and let Ξ :P(Σ)→X be a continuous affine map. Recall (1.8) that the
classical Hausdorff multifractal spectrum and the classical packing multifractal spectrum
of the deformation (X,Ξ) are defined by:
fi(t)= fsup,i
({t})= dimπi{ω ∈Σi ∣∣ lim
n
ΞLnω= t
}
,
Fi(t)= Fsup,i
({t})=Dimπi{ω ∈Σi ∣∣ lim
n
ΞLnω = t
}
,
for t ∈X.
(1) The variational principle: ifC ⊆X is closed and convex, then the following variational
principle holds,
1612 L. Olsen / J. Math. Pures Appl. 82 (2003) 1591–1649
fsup,i(C)= Fsup,i (C)= sup − h(µ)∫
Φ dµ
.
µ∈PS(Σ)
Ξµ∈C
In particular, this implies that if C ⊆X is closed and convex, then
fsup,i(C)= sup
t∈C
fi(t), Fsup,i(C)= sup
t∈C
Fi(t).
(2) The fine and the coarse grain multifractal formalisms coincide: if C ⊆X is closed and
convex, then
fsup,i (C)= Fsup,i(C)= fc(C).
(Recall the definition of fc(C) is Section 1.4.)
(3) Upper semi-continuity of the multifractal spectra: the functions
C(X)→R :C→ fsup,i(C)= Fsup,i(C)= fc(C)
are upper semi-continuous.
Observe that Theorem 1.(1) and Theorem 2 follow from Theorem 6, and that examples
(1.13), (1.14), (1.16), (1.18) and (1.19) satisfy the assumptions in Theorem 6. Indeed,
it is clear that examples (1.13), (1.16), (1.18) and (1.19) satisfy the assumptions of
Theorem 6, and it follows from Arzelá–Ascoli’s theorem that example (1.14) satisfies the
assumptions of Theorem 6. Also, observe that Theorem 3 follows from Theorem 5 by
applying Theorem 5 to the deformation in (1.15).
In many situations, multifractal spectra, fi(t) and Fi(t), are concave, cf. [1,8,17,20,
24,27,28,32,33,36,37,49,54]. We conjecture that all multifractal spectra defined in terms
of general continuous deformations (X,Ξ) (satisfying the conditions of Theorem 6) are
concave.
Conjecture 7. Assume that the SOSC is satisfied. Let X be a vector space with a linearly
compatible metric and let Ξ :P(Σ)→X be a continuous affine map. Then the multifractal
spectra
C(X)→R :C→ fsup,i(C)= Fsup,i(C)= fc(C)
are concave, i.e.,
fc(s1C1 + s2C2) s1fc(C1)+ s2fc(C2)
for C1,C2 ∈ C(X) and s1, s2  0 with s1 + s2 = 1; here
sC = {sx | x ∈C} and C1 +C2 = {x1 + x2 | xi ∈Ci}
for C,C1,C2 ∈ C(X) and s ∈R.
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It is easily seen that if Conjecture 7 is true, then the spectra functionsC(X)→R :C→ fsup,i(C)= Fsup,i(C)= fc(C)
are continuous on the interior of the set {C ∈ C(X) | fc(C) >−∞}.
We will now give several of applications of Theorems 5 and 6.
1.7. An application: abstract relative (or conditional) multifractal spectra
In many examples of interest the deformation map Ξ :P(Σ) → X is the quotient
between two affine maps, cf. example (1.15). This leads to an abstract notion of relative
(or conditional) multifractal spectra. Let X be an algebra equipped with a metric and let
Ξ1,Ξ2 :P(Σ)→ X be continuous affine maps with Ξ2(µ) = 0 for all µ ∈ P(Σ). We
define the multifractal spectrum of Ξ1 relative to (or conditioned by) Ξ2 by:
dimπi
{
ω ∈Σi
∣∣∣ A(Ξ1Lnω
Ξ2Lnω
)
⊆ C
}
for a subset C of X. Of course, it follows immediately from Theorem 5 that the following
lower and upper bounds for the relative spectrum hold.
Corollary 8 (Abstract relative multifractal spectra). Assume that the SOSC is satisfied. Let
X be an algebra equipped with a metric and let Ξ1,Ξ2 :P(Σ)→X be continuous affine
maps with Ξ2(µ) = 0 for all µ ∈ P(Σ). Then
sup
µ∈ES(Σ)
Ξ1µ
Ξ1µ
∈C
− h(µ)∫
Φ dµ
 dimπi
{
ω ∈Σi
∣∣∣ A(Ξ1Lnω
Ξ2Lnω
)
⊆ C
}
 sup
µ∈PS(Σ)
Ξ1µ
Ξ1µ
∈C
− h(µ)∫
Φ dµ
for all closed subsets C of X.
Since many examples are constructed from deformations Ξ :P(Σ) → X that are
quotients between two affine maps (cf., in particular, example (1.15)), it is of interest to
determine whether or not equality holds in Corollary 8; i.e., whether or not Theorem 6 can
be extended to rational deformations. We therefore ask the following question.
Question 9. Assume that the SOSC is satisfied. Let X be an algebra with a linearly
compatible metric and let Ξ1,Ξ2 :P(Σ)→X be continuous affine maps with Ξ2(µ) = 0
for all µ ∈ P(Σ). Is it true that
dimπi
{
ω ∈Σi
∣∣∣ A(Ξ1Lnω
Ξ2Lnω
)
⊆ C
}
= sup
µ∈PS (Σ)
Ξ1µ
Ξ1µ
∈C
− h(µ)∫
Φ dµ
for all closed convex subsets C of X?
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A few specific examples of relative multifractal spectra have been considered in the
literature. The relative multifractal spectra of local dimensions of self-similar measures
have been investigated in [9,12,32,33], and the relative multifractal spectra of ergodic
averages have been studied in [2]. In Section 1.8 we will consider the relative multifractal
spectra of ergodic averages in detail.
1.8. An application: the relative multifractal spectrum of ergodic averages of arbitrary
families of continuous functions
As an example of a relative multifractal spectrum we consider the relative multifractal
spectrum of ergodic averages of arbitrary families of continuous functions. Let (fi)i∈I
and (gi)i∈I be two (possibly uncountable) families of continuous functions fi, gi :Σ→R
with gi(ω) = 0 for all ω ∈Σ and all i . The multifractal spectrum of ergodic averages of
the family (fi)i relative to the family (gi)i is given by
dimπi
{
ω ∈Σi
∣∣∣∣ A
((∑n−1
k=0 fi(Skω)∑n−1
k=0 gi(Skω)
)
i∈I
)
⊆ C
}
.
The following result follows immediately from Theorem 5.
Corollary 10 (The relative multifractal spectrum of ergodic averages of arbitrary families
of continuous functions). Assume that the SOSC is satisfied. Let (fi)i∈I and (gi)i∈I be two
( possibly uncountable) families of continuous functions fi, gi :Σ →R with gi(ω) = 0 for
all ω ∈Σ and all i , and assume that the family of maps(
P(Σ)→R :µ→
∫
fi dµ∫
gi dµ
)
i∈I
is totally bounded. If C ⊆ $∞(I) is closed and convex, then
sup
µ∈ES(Σ)
(
∫
fi dµ∫
gi dµ
)i∈I∈C
− h(µ)∫
Φ dµ
 dimπi
{
ω ∈Σi
∣∣∣∣ A
((∑n−1
k=0 fi(Skω)∑n−1
k=0 gi(Skω)
)
i∈I
)
⊆ C
}
 sup
µ∈PS(Σ)
(
∫
fi dµ∫
gi dµ
)i∈I∈C
− h(µ)∫
Φ dµ
.
We believe that if the families (fi)i∈I and (gi)i∈I are finite, then equality holds in
Corollary 10, and make the following conjecture.
Conjecture 11. Assume that the SOSC is satisfied. Let f1, g1, . . . , fm,gm be continuous
functions fi, gi :Σ → R with gi(ω) = 0 for all ω ∈Σ and all i . If C ⊆ Rm is closed and
convex, then
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dimπi
{
ω ∈Σi
∣∣∣∣ A
((∑n−1
k=0 fi(Skω)∑n−1
) )
⊆ C
}
= sup − h(µ)∫ .k=0 gi(Skω) i=1,...,m µ∈PS (Σ)
(
∫
fi dµ∫
gi dµ
)i=1,...,m∈C
Φ dµ
The special case of Corollary 10 where each of the families (fi)i∈I and (gi)i∈I consists
of just one function satisfying a certain Hölder type condition and the set C is a singleton
has been investigated in [2].
1.9. An application: mixed multifractal spectra
Mixed multifractal spectra combine different local characteristica which depend
simultaneously on various different aspects of the underlying dynamical system. This
leads to an abstract notion of mixed multifractal spectra. Let (Xi,Ξi)i be (a possibly
uncountable) family of deformations. We define the mixed multifractal spectrum of the
family (Xi,Ξi)i by:
dimπi
{
ω ∈Σi
∣∣ A((ΞiLnω)i)⊆ C}.
The mixed multifractal spectrum of the family (Xi,Ξi)i combine information provided
by the different deformations (Xi,Ξi) and study how these depends on each other.
The following variational principle for an abstract mixed multifractal spectrum follows
immediately from Theorem 6.
Theorem 12 (Abstract mixed multifractal spectra). Assume that the SOSC is satisfied. Let
(Xi,Ξi)i be (a possibly uncountable) family of deformations and assume that Xi is a
normed vector space and that Ξi :P(Σ)→Xi is affine and continuous. Define the vector
spaces×iXi and [×iXi]∞ by:
×
i
Xi =
{
(xi)i | xi ∈Xi for all i
}
,
[×
i
Xi
]∞
=
{
(xi)i ∈×
i
Xi
∣∣∣ sup
i
‖xi‖<∞
}
,
and equip [×iXi ]∞ with the norm ‖(xi)i‖ = supi ‖xi‖. Assume that supµ∈P(Σ),i ‖Ξiµ‖<∞ and that the map
P(Σ)→
[×
i
Xi
]∞
:µ→ (Ξiµ)i
is continuous. If C ⊆ [×iXi ]∞ is closed and convex, then
dimπi
{
ω ∈Σi
∣∣ A((ΞiLnω)i)⊆ C}= sup
µ∈PS(Σ)
Ξiµ∈C for all i
− h(µ)∫
Φ dµ
.
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As an example of a mixed multifractal spectrum we obtain the mixed ergodic average
multifractal spectrum investigated in Theorems 1(1) and 2 by considering the deformations
(Xi,Ξi)i∈I , where Xi = R and Ξi :P(Σ) → R is defined by Ξiµ =
∫
fi dµ. By
considering other deformations we obtain variational principles for other examples of
mixed multifractal spectra. For example, by applying Theorem 12 to the deformations
in (1.18) and (1.19), we obtain the following variational principle for the mixed multifractal
spectrum for the local entropy and local Lyapunov exponent.
Theorem 13 (Mixed multifractal spectrum for the local entropy and local Lyapunov
exponent). Assume that the SOSC is satisfied. If C ⊆ R2 is closed and convex, then
dimπi
{
ω ∈Σi
∣∣∣ lim
n
dist
((
1
n
logµiKω|n,
1
n
log sup
x
∣∣(DSω|n)(x)∣∣),C)= 0}
= sup
µ∈PS(Σ)(∑
e∈E µ[e] logpe,
∫
Φ dµ
)∈C
− h(µ)∫
Φ dµ
.
For a detailed study of the mixed multifractal spectra of the local dimensions of finite
families of self-similar measures the reader is referred to [44,46].
1.10. An application: divergence points
In [44,47,48] we use the results in this paper to obtain a very precise description of the
distribution of the set of divergence points,{
ω ∈Σi
∣∣ the limit lim
n
ΞLnω does not exist
}
,
of a deformation (X,Ξ). We now ask for the exact distribution of the divergence points,
i.e., for each set C we ask for the dimension,
feq,i(C)= dimπi∆eq,i(C),
i.e., the dimension of the set
∆eq,i(C)=
{
ω ∈Σi
∣∣ A(ΞLnω)= C},
of points ω for which the set A(ΞLnω) of accumulation points of the sequence (ΞLnω)n
of deformed empirical measures equals C. This significantly more complicated problem is
investigated in detail in [44,47,48] using the results in the present paper. For a deformation
(X,Ξ), we define the measure theoretical local entropy of Ξ at a point x ∈X by:
ΛΞ(x)= sup
µ∈PS(Σ)
Ξµ=x
− h(µ)∫
Φ dµ
.
Using this definition, the result in Theorem 6 can now be formulated as follows:
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Theorem 14 (Reformulation of Theorem 6). If the conditions of Theorem 6 are satisfied,
then
fsup,i(C) = sup
x∈C
ΛΞ(x).
In [44,47,48] we obtain the following explicit variational principle for the Hausdorff
dimension, feq,i (C)= dimπi∆eq,i (C), of the set πi∆eq,i(C).
Theorem 15. Assume that the conditions of Theorem 6 are satisfied.
(1) If C ⊆X is not a continuum of Ξ(P(Σ)), then{
ω ∈Σi
∣∣ A(ΞLnω)= C}= ∅.
(2) If C ⊆X is a continuum of Ξ(P(Σ)), then
dimπi
{
ω ∈Σi
∣∣ A(ΞLnω)= C}= inf
x∈CΛΞ(x).
The variational principle in Theorem 15 has many diverse and important applications,
and the reader is referred to [42–44,47,48] for a full list. Here we will just mention one of
the most important and striking applications of Theorem 15. It follows from Theorem 15
that for a large class of deformations (X,Ξ) (including deformations that lead to local
entropies, local Lyapunov exponents and local dimensions of self-conformal measures),
that the set of divergence points, {ω ∈Σi | the limit limn ΞLnω does not exist}, obeys the
following dichotomy: either the set of divergence points is empty, or the set of divergence
points has full dimension.
Theorem 16 (The dichotomy theorem for divergence points). Assume that the conditions
of Theorem 6 are satisfied and the function
x→ΛΞ(x)
is continuous at the point where it attains its supremum.
(1) If Ξ(P(Σ)) is a singleton, then{
ω ∈Σi
∣∣ the limit lim
n
ΞLnω does not exist
}
= ∅.
(2) If Ξ(P(Σ)) is not a singleton, then
dimπi
{
ω ∈Σi
∣∣ the limit lim
n
ΞLnω does not exist
}
= dimKi.
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This results has previously only been obtained for local dimensions, ergodic averages,
local entropies and local Lyapunov exponents [2,3]. However, Theorem 16 shows that
the result are true for a far more general class of local characteristica, viz. all local
characteristica defined in terms of deformations. We also see that Theorem 1 follows from
Theorems 15 and 16.
1.11. An application: non-normal numbers
The techniques developed in this paper can also be used to study the Hausdorff
dimension of several classes of sets in number theory, cf. [40,42,43]. We will now present
a few selected examples. Let N be a positive integer with N  2. For x ∈ [0,1], let
x =
∞∑
n=1
εn(x)
Nn
denote the unique non-terminating N -adic expansion of x . Also, for x ∈ [0,1] and for any
finite string i= i1 . . . im with ij = 0,1, . . . ,N − 1, write
Πi(x;n)= |{1 k  n | εk(x)= i1, εk+1(x)= i2, . . . , εk+m−1(x)= im}|
n
,
i.e., Πi(x;n) denotes the frequency of the string i among the first n + |i| − 1 digits
in the N -adic expansion of x . Fix a finite family I of finite strings i = i1 . . . im
with ij = 0,1, . . . ,N − 1. In order to apply Theorem 6 we consider the case where
the underlying graph (V,E) has only one vertex, > say, and N edges labelled by
0,1, . . . ,N − 1, and we define the graph directed self-conformal function system list (1.28)
modelled by (V,E) = ({>}, {0,1, . . . ,N − 1}) as follows. We define the sets V> and X>
in (1.28) by V> = R and X> = [0,1], and we define the maps Si : [0,1] → [0,1] by
Si(x) = (x + i)/N . Finally, we consider the deformation Ξ :PS(Σ) → R|I | given by
Ξ(µ)= (µ([i]))i∈I . It is easily seen that for this choice of Ξ we have
π>
(
∆sup,>(C)
)= {x ∈ [0,1] ∣∣ A((Πi(x;n))i∈I )⊆ C}. (1.31)
Having established the above correspondence (1.31), the next result follows immediately
from Theorem 6 and well-known properties of the entropy. For a positive integerm, let ∆m
denote the simplex of probability vectors in Rm.
Theorem 17. Let I ⊆Σ∗ be a finite subset ofΣ∗ (recall thatΣ∗ denotes the family of finite
strings i = i1 . . . in with ij ∈ E = {0,1, . . . ,N − 1}). Let C ⊆ R|I | be closed and convex.
Then
dim
{
x ∈ [0,1] ∣∣ A((Πi(x;n))i∈I )⊆ C}= sup
µ∈PS(Σ)
(µ([i]))i∈I⊆C
h(µ)
logN
.
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In particular, if I ⊆ {0,1, . . . ,N − 1}, thendim
{
x ∈ [0,1] ∣∣ A((Πi(x;n))i∈I )⊆ C}= sup
(p0,p1,...,pN−1)∈∆N
(pi)i∈I∈C
−
∑
j pi logpj
logN
.
In particular cases the supremum in Theorem 17 can be computed explicitly, cf.
[40,42,43]. Below we compute this supremum explicitly in the case of a linear constraint.
Corollary 18. Let I ⊆ {0,1, . . . ,N − 1}, and let t= (t, ti)i∈I be a family of real numbers.
Let
M(t)= dim
{
x ∈ [0,1]
∣∣∣∑
i∈I
ti lim
n
Πi(x;n)= t
}
.
Write ti = 0 for i ∈ {0,1, . . . ,N − 1} \ I and let λ ∈R be defined by:∑
i
(ti − t)etiλ = 0.
Then
dimM(t)= log(
∑
i e
(ti−t )λ)
logN
.
Proof. Let
C =
{
(p0,p1, . . . , pN−1) ∈∆N
∣∣∣∑
i
tipi = t
}
.
Then clearly ⋃
p∈C
π>
(
∆sup,>
({p}))⊆M(t)⊆ π>(∆sup,>(C)),
and since C is closed and convex, Theorem 17 now implies that
dimM(t)= dimπ>
(
∆sup,>(C)
)= sup
(p0,p1,...,pN−1)∈C
−
∑
i pi logpi
logN
.
Finally, an easy calculus argument using Lagrange multipliers shows that
sup
(p0,p1,...,pN−1)∈C
−
∑
i pi logpi
logN
= log(
∑
i e
(ti−t )λ)
logN
,
where λ ∈R is defined by ∑i (ti − t)etiλ = 0. ✷
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We now consider two special cases of Corollary 18. Let k > 0 andE =
{
x ∈ [0,1] ∣∣ lim
n
Π1(x;n)= k lim
n
Π0(x;n)
}
.
This is the set of numbers in [0,1] such that in its N -adic expansion the frequency of 1’s
is k times the frequency of 0’s. The frequencies of the other digits are arbitrary. Clearly
E =M(t) for I = {0,1} and t= (t, t0, t1)= (0, k,−1), whence λ=− logkk+1 , and so
dimE = log
(
k + 1
kk/(k+1)
+N − 2
)
(logN)−1.
Let t > 0 and
F =
{
x ∈ [0,1]
∣∣∣ limn Π0(x;n)+ limn Π1(x;n)2 = t
}
.
This is the set on numbers in [0,1] such that the average of the frequencies of 0’s
and 1’s in its N -adic expansion equals t . Clearly F = M(t) for I = {0,1} and
t= (t, t0, t1)= (t, 12 , 12 ), whence λ= 2 log (N−2)t1−2t , and so
dimF = log
(
2
(
(N − 2)t
1− 2t
)1−2t
+ (N − 2)
(
(N − 2)t
1− 2t
)−2t)
(logN)−1.
2. Proofs. Preliminary results
In this section we collect some preliminary results. Recall that for i ∈ V and n ∈N we
write:
Σni =
{
e1 . . .en
∣∣ ek ∈ E, i(e1)= i, t(ek)= i(ek+1)}, Σn =⋃
i∈V
Σni ,
Σ∗i =
⋃
m
Σmi , Σ
∗ =
⋃
i∈V
Σ∗i ,
Σi =
{
e1e2e3 . . .
∣∣ ek ∈ E, i(e1)= i, t(ek)= i(ek+1)}, Σ =⋃
i∈V
Σi.
For ω ∈ Σn, we write |ω| = n. Also, for ω = e1 . . .en ∈ Σn and a positive integer m
with m  n, or for ω = e1e2 . . . ∈ Σ and a positive integer m, let ω|m= e1 . . .em
denote the truncation of ω to the mth place. For ω = e1 . . .en ∈ Σn, we will write
i(ω)= i(e1) and t(ω)= t(en). Similarly, for ω = e1e2 . . . ∈Σ , we will write i(ω)= i(e1). If
ω= e′1 . . .e′n ∈Σn and σ = e′′1 . . .e′′m ∈ Σm with t(ω)= i(σ ), then we let
ωσ = e′1 . . .e′ne′′1 . . .e′′m ∈Σn+m denote the concatenation of ω and σ . Similarly, if
ω= e′1 . . .e′n ∈Σn and σ = e′′1e′′2 . . . ∈ Σ with t(ω) = i(σ ), then we let
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ωσ = e′1 . . .e′ne′′1, e′′2 . . . ∈Σ denote the concatenation of ω and σ . Finally, if ω ∈Σn, we
define the cylinder [ω] generated by ω by:
[ω] = {σ ∈Σ | σ |n= ω}.
Propositions 2.1 and 2.2 state that a graph directed conformal iterated function system
with probabilities distorts the geometry of sets in Rd in a uniformly bounded way. Both
results are standard and their proofs can be found in many papers, cf. for example [4,29,
49,51].
Proposition 2.1 (The principle of bounded distortion). Let(
V, E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E
)
be a graph directed conformal iterated function system with probabilities. Then there exists
a constant c 1 such that for all n ∈N and all ω,σ ∈Σ with ω|n= σ |n we have:
c−1  exp
∑n−1
k=0 ΦSkω
exp
∑n−1
k=0 ΦSkσ
 c.
Proposition 2.2. Let (
V, E, (Vi)i∈V, (Xi)i∈V, (Se)e∈E, (pe)e∈E
)
be a graph directed conformal iterated function system with probabilities. Then there exists
a constant c 1 such that the following statements hold.
(1) For all n ∈N, ω ∈Σ and x, y ∈Vt(ω|n) we have:
c−1 exp
(
n−1∑
k=0
ΦSkω
)
|x − y| |Sω|nx − Sω|ny| c exp
(
n−1∑
k=0
ΦSkω
)
|x − y|.
(2) For all n ∈N, ω ∈Σ and M ⊆ Vt(ω|n) we have:
c−1 exp
(
n−1∑
k=0
ΦSkω
)
diam(M) diam(Sω|nM) c exp
(
n−1∑
k=0
ΦSkω
)
diam(M).
Since the map x→ |(DSe)(x)|, x ∈ Vt(e), is continuous with 0< |(DSe)(x)|< 1 for all
e ∈ E and Kt(e) is compact, we conclude that
rmin := min
e∈E infx∈Kt(e)
∣∣(DSe)(x)∣∣> 0,
rmax := max
e∈E supx∈Kt(e)
∣∣(DSe)(x)∣∣< 1. (2.1)
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Also, observe thatinf
σ∈[ω] exp
( |ω|−1∑
k=0
ΦSkσ
)
 r |ω|min, (2.2)
sup
σ∈[ω]
exp
( |ω|−1∑
k=0
ΦSkσ
)
 r |ω|max (2.3)
for all ω ∈Σ∗. Inequalities (2.2) and (2.3) will frequently be used tactically.
For a Borel measure µ on Rd , we define the upper and lower Hausdorff dimension,
dimµ and dimµ, of µ by:
dimµ= inf
E⊆Rd
µ(E)>0
dimE, (2.4)
dimµ= inf
E⊆Rd
µ(Rd\E)=0
dimE. (2.5)
Finally, we define the map π :Σ =⋃i Σi →Rd by π(ω)= πi(ω) for ω ∈Σi .
Proposition 2.3. Let µ ∈ ES(Σ) be an ergodic S-invariant measure on Σ and assume that
the SOSC is satisfied.
(1) For µ-a.a. ω ∈Σ we have:
lim
r↘0
log(µ ◦ π−1)B(x, r)
log r
=− h(µ)∫
Φ dµ
,
where x = π(ω).
(2) We have:
dim
(
µ ◦ π−1)= dim(µ ◦ π−1)=− h(µ)∫
Φ dµ
.
Proof. (1) As related results appear in the literature, we will only sketch the proof. Write
m = µ ◦ π−1. Since µ is ergodic, it follows from the Shannon–MacMillan–Breiman
theorem that
1
n
logµ[ω|n]→−h(µ) for µ-a.a. ω ∈Σ. (2.6)
Also, since µ is ergodic, the ergodic theorem shows that
1
n
n−1∑
k=0
ΦSkω→
∫
Φ dµ for µ-a.a. ω ∈Σ. (2.7)
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Next, Proposition 2.2 implies that− logc
n
+ 1
n
n−1∑
k=0
ΦSkω 1
n
log diamKω|n 
logc
n
+ 1
n
n−1∑
k=0
ΦSkω for ω ∈Σ. (2.8)
Combining (2.6)–(2.8) gives:
logµ[ω|n]
log diamKω|n
=
1
n
logµ[ω|n]
1
n
log diamKω|n
→− h(µ)∫
Φ dµ
for µ-a.a. ω ∈Σ.
It thus remains to prove that for µ-a.a. ω ∈Σ we have:
lim
n
logµ[ω|n]
log diamKω|n
exists and equals α if and only if
lim
r↘0
logm(B(π(ω), r))
log r
exists and equals α.
However, this result follows by arguments similar to the proof of [49, Lemma 4.5].
(2) This follows from (1) since
dimν = ν- ess infx
(
lim inf
r↘0
logνB(x, r)
log r
)
,
dimν = ν- ess supx
(
lim inf
r↘0
logνB(x, r)
log r
)
,
for all Borel measures ν on Rd , cf. [20]. ✷
3. Proof of Theorem 5
In this section we will prove Theorem 5. The lower bound,
sup
µ∈ES(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
 dimπi
(
∆sup,i(C)
)
,
follows easily from Proposition 2.3. For the upper bound,
dimπi
(
∆sup,i (C)
)
 sup
µ∈ES(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
,
we will need some results from large deviation theory. In particular, we will need
Varadhan’s [55] large deviation theorem (Theorem 3.1.(1) below), and a non-trivial
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application of this (viz. Theorem 3.1.(2)) providing first order asymptotics of various
“Boltzmann distributions” on complete separable metric spaces.
Definition. Let X be a complete separable metric space and let (Pn)n be a sequence of
probability measures on X. Let (an)n be a sequence of positive numbers with an →∞
and let I :X→ [0,∞] be a lower semi-continuous function with compact level sets. The
sequence (Pn)n is said to have the large deviation property with constants (an)n and rate
function I if the following hold,
(1) for each closed subset K of X we have:
lim sup
n
1
an
logPn(K)− inf
x∈K I (x);
(2) for each open subset G of X we have:
lim inf
n
1
an
logPn(G)− inf
x∈GI (x).
Theorem 3.1. Let X be a complete separable metric space and let (Pn)n be a sequence
of probability measures on X. Assume that the sequence (Pn)n has the large deviation
property with constants (an)n and rate function I . Let F :X→R be a continuous function
such that ∫
exp(anF )dPn <∞
for all n, and
lim
M→∞ lim supn
1
an
log
∫
{MF }
exp(anF )dPn =−∞.
(Observe that the above conditions are satisfied if F is bounded.) Then the following
statements hold:
(1) We have:
lim
n
1
an
log
∫
exp(anF )dPn =− inf
x∈X
(
I (x)− F(x)).
(2) For each n define a probability measure Qn on X by:
Qn(E)=
∫
E
exp(anF )dPn∫
exp(anF )dPn
.
Then the sequence (Qn)n has the large deviation property with constants (an)n and
rate function (I −F)− infx∈X(I (x)− F(x)).
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Proof. Statement (1) follows from [15, Theorem II.7.1] or [14, Theorem 4.3.1], and
statement (2) follows from [15, Theorem II.7.2]. ✷
Before proving Theorem 5 we list three lemmas.
Lemma 3.2. Let X be a metric space and let f :X → R be an upper semi-continuous
function. Let K1,K2, . . . ⊆ X be non-empty compact subsets of X with K1 ⊇ K2 ⊇ · · ·.
Then
inf
k
sup
t∈Kk
f (t)= sup
t∈⋂k Kk f (t).
Proof. It clearly suffices to show that infk supt∈Kk f (t) supt∈⋂k Kk f (t). For each k we
may choose xk ∈Kk such that supt∈Kk f (t)− 1k  f (xk). As K1 is compact there exists a
subsequence (xkl )l and x ∈K1 such that xkl → x . Upper semi-continuity of f now implies
that
lim sup
l
f (xkl ) f (x). (3.1)
Since each Kk is closed with K1 ⊇ K2 ⊇ · · · and xkl ∈ Kkl , we deduce that
x = limxkl ∈
⋂
k Kk , and (3.1) therefore implies that
inf
k
sup
t∈Kk
f (t) inf
k
(
f (xk)+ 1
k
)
 lim sup
l
(
f (xkl )+
1
kl
)
 f (x) sup
t∈⋂k Kk f (t).
This completes the proof. ✷
It is well known (cf., e.g., [26]) that the weak topology in P(Σ) is induced by the
following metric
dP(µ, ν)= sup
f∈Lip(1)
∣∣∣∣∫ f dµ− ∫ f dν∣∣∣∣,
where Lip(1) denotes the family of Lipschitz functions f :Σ→R with Lipschitz constant
less than 1. It is easily seen that if ω0 ∈Σ , then
dP (µ, ν)= sup
f∈Lip(1)
∣∣∣∣∫ f dµ− ∫ f dν∣∣∣∣
= sup
f∈Lip(1)
∣∣∣∣∫ (f − f (ω0))dµ− ∫ (f − f (ω0))dν∣∣∣∣
= sup
g∈Lip(1)
g(ω0)=0
∣∣∣∣∫ g dµ− ∫ g dν∣∣∣∣.
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We will always equip P(Σ) with the metric dP . Also, we will equip Σ with the metric− sup{n=0,1,2,...|ω|n=σ |n}dΣ(ω,σ)= |E| .
Lemma 3.3. Let X be a metric space and let Ξ :P(Σ)→ X be a continuous map. Fix
C ⊆X and i ∈V. For n ∈N and r > 0 write:
∆i,n(C, r)=
{
ω ∈Σi
∣∣ΞLmω ∈B(C, r) for m n},
Hi,n(C, r)=
{
ω ∈Σi
∣∣ΞLm[ω|m] ⊆ B(C, r) for m n}.
For each r > 0 there exists an integer M such that
∆i,n(C, r)⊆Hi,n(C,2r)
for all nM .
Proof. Let d denote the metric in X. Since P(Σ) is compact w.r.t. the weak topology
and Ξ :P(Σ)→ X is continuous, we deduce that Ξ is uniformly continuous. We can
thus choose δ > 0 such that if µ,ν ∈ P(Σ) and dP (µ, ν) δ, then d(Ξµ,Ξν) < r . Next
choose M ∈N such that 2
M
 δ. For all mM , ω ∈Σi and σ ∈Σt(ω|m) we have:
dP
(
Lm(ω),Lm
(
(ω|m)σ ))= sup
f∈Lip(1)
∣∣∣∣∣ 1m
m−1∑
k=0
f
(
Skω
)− 1
m
m−1∑
k=0
f
(
Sk(ω|m)σ )∣∣∣∣∣
 1
m
sup
f∈Lip(1)
m−1∑
k=0
∣∣f (Skω)− f (Sk(ω|m)σ )∣∣
 1
m
m−1∑
k=0
dΣ
(
Skω,Sk(ω|m)σ ) 1
m
m−1∑
k=0
|E|−(m−k)  2
m
 δ,
whence d(ΞLmω,ΞLm(ω|m)σ) r . Hence for all mM , ω ∈Σi and σ ∈Σt(ω|m) we
have:
ΞLmω ∈ B(C, r) ⇒ ΞLm(ω|m)σ ∈ B(C,2r).
This proves the lemma. ✷
Lemma 3.4. Let X be a metric space and let Ξ :P(Σ)→ X be a continuous map. Fix
C ⊆X. Let r > 0 and let m0 be a positive integer. Then there exists an integer M such that
for all mM , 1 j m0 and ω ∈Σ the following implication holds:
ΞLmω ∈B(C, r) ⇒ ΞLm+j ω ∈ B(C,2r).
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Proof. Let d denote the metric in X. As in Lemma 3.3 we conclude that Ξ is uniformly
continuous. We can thus choose δ > 0 such that if µ,ν ∈ P(Σ) and dP (µ, ν)  δ, then
d(Ξµ,Ξν) < r . Next choose M ∈ N such that 1
M
 δ2m0 . Now fix m M , 1  j  m0
and ω ∈Σ . It follows from the remark prior to Lemma 3.3 that
dP (Lmω,Lm+j ω)= sup
f∈Lip(1)
f (ω0)=0
∣∣∣∣∣ 1m
m−1∑
k=0
f
(
Skω
)− 1
m+ j
m+j−1∑
k=0
f
(
Skω
)∣∣∣∣∣
 sup
f∈Lip(1)
f (ω0)=0
(∣∣∣∣∣ 1m
m−1∑
k=0
f
(
Skω
)− 1
m+ j
m+j−1∑
k=0
f
(
Skω
)∣∣∣∣∣
+
∣∣∣∣∣ 1m+ j
m−1∑
k=m
f
(
Skω
)∣∣∣∣∣
)
 sup
f∈Lip(1)
f (ω0)=0
(
j
m(m+ j)
m−1∑
k=0
‖f ‖∞ + 1
m+ j
m+j−1∑
k=m
‖f ‖∞
)
= sup
f∈Lip(1)
f (ω0)=0
2
j
m+ j ‖f ‖∞ 
2m0
m
 δ,
whence d(ΞLmω,ΞLm+j ω)  r . (Here we have used the fact that, if f ∈ Lip(1) with
f (ω0) = 0, then ‖f ‖∞  1, since |f (ω)| = |f (ω) − f (ω0)|  dΣ(ω,ω0)  1 for all
ω ∈Σ .) Hence for all mM , 1 j m0 and ω ∈Σ we have:
ΞLmω ∈B(C, r) ⇒ ΞLm+j ω ∈ B(C,2r).
This proves the lemma. ✷
We are now ready to prove Theorem 5.
Proof of Theorem 5. Part 1. We first prove that
sup
µ∈ES(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
 dimπi
(
∆sup,i(C)
)
.
Let µ ∈ ES(Σ) be an ergodic measure with Ξµ ∈ C. Write F = {ω ∈Σ | limmLmω =
µ} and Fi = Σi ∩ F = {ω ∈ Σi | limmLmω = µ}. It follows from the ergodicity of µ
and the ergodic theorem that µ(F) = 1. This implies that (µ ◦ π−1)(πiFi) > 0, where
π :Σ =⋃j Σj →Rd is defined by π(ω)= πj (ω) for ω ∈Σj . Hence
dim
(
µ ◦ π−1) dimπi(Fi)= dimπi{ω ∈Σi ∣∣ lim
m
Lmω = µ
}
 dimπi
(
∆sup,i(C)
)
. (3.2)
1628 L. Olsen / J. Math. Pures Appl. 82 (2003) 1591–1649
Also, since µ is ergodic, it follows from Proposition 2.3 thatdim
(
µ ◦ π−1)=− h(µ)∫
Φ dµ
. (3.3)
Combining (3.2) and (3.3) we conclude that
− h(µ)∫
Φ dµ
 dimπi
(
∆sup,i(C)
)
.
Part 2. Next we prove that
dimπi
(
∆sup,i(C)
)
 sup
µ∈PS(Σ)
Ξµ∈C
− h(µ)∫
Φ dµ
.
For positive reals t and δ, let Htδ denote the δ-approximative t-dimensional Hausdorff
measure, and let Ht denote the t-dimensional Hausdorff measure.
For n, k ∈N, let
∆i,n
(
C,
1
k
)
=
{
ω ∈Σi
∣∣∣ΞLmω ∈ B(C, 1
k
)
for m n
}
and
Hi,n
(
C,
1
k
)
=
{
ω ∈Σi
∣∣∣ΞLm[ω|m] ⊆ B(C, 1
k
)
for m n
}
be defined as in Lemma 3.3.
Fix a positive integer k. We conclude from Lemmas 3.3 and 3.4 that there exists an
integer M(k) such that
∆i,n
(
C,
1
k
)
⊆Hi,n
(
C,
2
k
)
(3.4)
and
ΞLnω ∈ B
(
C,
2
k
)
⇒ ΞLn+j ω ∈ B
(
C,
4
k
)
(3.5)
for all nM(k), 1 j  |E| and ω ∈Σ .
We will now prove that
dimπi
(
∆i,n
(
C,
1
k
))
 sup
µ∈PS(Σ)
Ξµ∈B(C, 4
k
)
− h(µ)∫
Φ dµ
(3.6)
for all nM(k).
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For n ∈N, write δn = rnmax maxi diam(Ki). Inclusion (3.4) show that if m nM(k),
then
πi
(
∆i,n
(
C,
1
k
))
⊆ πi
(
Hi,n
(
C,
2
k
))
⊆ πi
( ⋃
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
[ω]
)
⊆
⋃
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
πi[ω],
whence
Htδm
(
πi
(
∆i,n
(
C,
1
k
)))

∑
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
diam
(
πm[ω]
)t
. (3.7)
Taking logarithms in (3.7) and diving by m leads to
lim sup
m
1
m
logHtδm
(
πi
(
∆i,n
(
C,
1
k
)))
 lim sup
m
1
m
log
( ∑
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
diam
(
πm[ω]
)t)
.
To prove (3.6), we will use a large deviation argument based on Theorem 3.1 to obtain
an upper bound for the right-hand side in the above inequality. The idea is to construct a
sequence of measures (Pi,n)n on PS(Σ) having the large deviation property such that
∑
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
diam
(
πm[ω]
)t  ctλmQti,m({Ξ ∈ B(C, 4k
)})∫
exp
(
mF t
)
dPi,m,
where ct is a constant, λ > 0, F t :PS(Σ)→ R is a continuous function and the measure
Qti,n on PS(Σ) is defined by
Qti,n(E)=
∫
E
exp(mF t )dPi,m∫
exp(mF t)dPi,m
for E ⊆ PS(Σ). Theorem 3.1 can then be applied to give an upper bound for the last term
in the following string of inequalities:
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lim sup
1
m
logHtδm
(
πi
(
∆i,n
(
C,
1
k
)))
m
 lim sup
m
1
m
log
( ∑
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
diam
(
πm[ω]
)t)
 logλ+ lim sup
m
1
m
logQti,m
({
Ξ ∈B
(
C,
4
k
)})
+ lim sup
m
1
m
log
∫
exp(mF t)dPi,m.
We now begin the construction of the measures (Pi,n)n. For each ω ∈ Σ∗ we choose
ω̂ ∈Σ∗ with |ω̂| |E| such that t(ω)= i(ω̂) and t(ω̂)= i(ω) (this choice of ω̂ is possible
since the graph (V,E) is strongly connected), and write
ω= ω ω̂ω ω̂ω ω̂ . . . ∈Σ.
For i ∈ V and a positive integer n, we now define Λi,n :Σi →PS(Σ) by:
Λi,n(ω)= Ln+|ω̂|n|(ω|n)=
1
n+ |ω̂|n|
n+|ω̂|n|−1∑
k=0
δSkω|n.
Observe that Λi,nω ∈PS(Σ). Next, define matrices A= (aij )i,j∈V and B = (bij )i,j∈V by:
aij =
{
0 if Eij = ∅;
1 if Eij = ∅, bij = card Eij .
Let λ > 0 denote the spectral radius of B . Since (V,E) is strongly connected, it follows
from the Perron–Frobenius theorem (cf. [53]) that there exists a unique vector v = (vi)i∈V
with |v| = 1 such that vi > 0 for all i and
Bv = λv.
Also, since
∑
e∈Eit(e) v
−1
i ait(e)vt(e)λ
−1 = 1 for all i ∈ V, it follows that there exists a
probability measure Pi on Σi such that
Pi [e1 . . .en] = v−1i(e1)ai(e1)t(e1) · · ·ai(en)t(en)vt(en)λ−n = v−1i(e1)vt(en)λ−n
for all e1 . . .en ∈Σ∗i . (In fact, the measure Pi equals the normalized restriction the Parry
measure to Σi , cf. [56, Theorem 8.10, p. 194].) For t  0, we define F t :P(Σ)→R by:
F t(µ)= t
∫
Φ dµ,
and for n ∈N, we define probability measures Pi,n,Qti,n ∈P(PS(Σ)) by:
Pi,n = Pi ◦Λ−1i,n , Qti,n(E)=
∫
E exp(nF
t )dPi,n∫
exp(nF t )dPi,n
.
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Let c denote the maximum of the constants in Propositions 2.2 and 2.3. It now follows
from Propositions 2.2 and 2.3 that
∫
{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
exp
(
t
m−1∑
k=0
ΦSkω|m
)
dPi(ω)
 c−1
∑
σ∈Σmi
∫
[σ ]∩{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
exp
(
t
m−1∑
k=0
ΦSkσ¯
)
dPi(ω)
= c−1
∑
σ∈Σmi
exp
(
t
m−1∑
k=0
ΦSkσ¯
)
Pi
(
[σ ] ∩
{
τ ∈Σi
∣∣∣ΞLm[τ |m] ⊆ B(C, 2
k
)})
= c−1
∑
σ∈Σmi
ΞLm[σ ]⊆B(C, 2k )
exp
(
t
m−1∑
k=0
ΦSkσ¯
)
Pi
([σ ])
 c−1
∑
σ∈Σmi
ΞLm[σ ]⊆B(C, 2k )
exp
(
t
m−1∑
k=0
ΦSkσ¯
)
min
i,j
(
vi
vj
)
λ−m
= c−1c0
∑
σ∈Σmi
ΞLm[σ ]⊆B(C, 2k )
exp
(
t
m−1∑
k=0
ΦSkσ¯
)
λ−m
= c−2c0λ−m
∑
σ∈Σmi
ΞLm[σ ]⊆B(C, 2k )
diam
(
πi[σ ]
)t
, (3.8)
where c0 =mini,j (vi/vj ).
Combining (3.7) and (3.8) we conclude that if m nM(k), then
Htδm
(
πi
(
∆i,n
(
C,
1
k
)))

∑
ω∈Σmi
ΞLm[ω]⊆B(C, 2k )
diam
(
πi[ω]
)t
 c2c−10 λ
m
∫
{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
exp
(
t
m−1∑
k=0
ΦSkω|m
)
dPi(ω)
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 c2c−1λm
∫
exp
(
m
t
m+|ω̂|m|−1∑
ΦSkω|m
)
0
{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
m+ |ω̂|m|
k=0
× exp
(
|ω̂|m|
m+ |ω̂|m| t
m+|ω̂|m|−1∑
k=0
ΦSkω|m
)
exp
(
−t
m+|ω̂|m|−1∑
k=m
ΦSkω|m
)
dPi(ω)
 c2c−10 λ
m
∫
{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
exp
(
tm
∫
Φ d(Λi,mω)
)
× exp
( |ω̂|m|
m+ |ω̂|m| t
(
m+ |ω̂|m|)‖Φ‖∞)exp(t|ω̂|m|‖Φ‖∞)dPi(ω)
 c2c−10 λ
m exp
(
2t|E|‖Φ‖∞
) ∫
{τ∈Σi |ΞLm[τ |m]⊆B(C, 2k )}
exp
(
mF t(Λi,mω)
)
dPi(ω).
However, it is easily seen the (3.5) implies that{
τ ∈Σi
∣∣∣ΞLm[τ |m] ⊆ B(C, 2
k
)}
⊆
{
τ ∈Σi
∣∣∣ΞΛi,mτ ∈B(C, 4
k
)}
for mM(k),
whence
Htδm
(
πi
(
∆i,n
(
C,
1
k
)))
 ctλm
∫
{τ∈Σi |ΞΛi,mτ∈B(C, 4k )}
exp
(
mF t (Λi,mω)
)
dPi(ω)
= ctλm
∫
{Ξ∈B(C, 4
k
)}
exp
(
mF t
)
dPi,m
= ctλmQti,m
({
Ξ ∈B
(
C,
4
k
)})∫
exp
(
mF t
)
dPi,m (3.9)
for all m nM(k), where ct = c2c−10 exp(2t|E|‖Φ‖∞).
Since the sequence (Pi,n = Pi ◦Λ−1i,n )n ⊆ P(PS(Σ)) has the large deviation property
with respect to (n)n and rate function I :PS(Σ) → R given by I (µ) = logλ − h(µ)
where h(µ) denotes the entropy of µ (cf. [16]), it now follows from Theorem 3.1 that the
sequence (Qti,n)n has the large deviation property with respect to (n)n and rate function
(I −F t)− infν∈PS(Σ)(I (ν)−F t (ν)). It therefore follows from (3.9) and Theorem 3.1 that
lim sup
m
1
m
logHtδm
(
πi
(
∆i,n
(
C,
1
k
)))
 logλ+ lim sup
m
1
m
logQti,m
({
Ξ ∈B
(
C,
4
k
)})
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+ lim sup 1
m
log
∫
exp
(
mF t
)
dPmm
 logλ− inf
µ∈PS(Σ)
Ξµ∈B(C, 4
k
)
((
I (µ)− F t(µ))− inf
ν∈PS(Σ)
(
I (ν)−F t (ν)))
+ inf
ν∈PS(Σ)
(
I (ν)− F t (ν))
= logλ+ sup
µ∈PS(Σ)
Ξµ∈B(C, 4k )
(
F t(µ)− I (µ))= sup
µ∈PS(Σ)
Ξµ∈B(C, 4k )
(
t
∫
Φ dµ+ h(µ)
)
for all nM(k), whence
dimπi
((
∆i,n
(
C,
1
k
)))
 sup
µ∈PS(Σ)
Ξµ∈B(C, 4k )
− h(µ)∫
Φ dµ
for all nM(k). This completes the proof of (3.6).
Since clearly ∆sup,i(C)⊆⋃nM(k) ∆i,n(C, 1k ), we deduce from (3.6) that
dimπi
(
∆sup,i(C)
)
 dimπi
( ⋃
nM(k)
∆i,n
(
C,
1
k
))
= sup
nM(k)
dimπi
(
∆i,n
(
C,
1
k
))
 sup
µ∈PS(Σ)
Ξµ∈B(C, 2
k
)
− h(µ)∫
Φ dµ
for all k, and so
dimπ
(
∆sup,i(C)
)
 inf
k
sup
µ∈PS(Σ)
Ξµ∈B(C, 4
k
)
− h(µ)∫
Φ dµ
. (3.10)
Finally, since the function Ξ :P(Σ)→X is continuous we conclude that Ξ−1B(C, 4
k
)
is compact for all k. Hence, the set Ck = PS(Σ) ∩ Ξ−1B(C, 4k ) is compact. Also, since
the entropy function h :P(Σ)→ R is upper semi-continuous (cf. [56, Theorem 8.2]), we
deduce that the function f :P(Σ)→ R given by f (µ) = −h(µ)/∫ Φ dµ is upper semi-
continuous. Lemma 3.2 therefore implies that
inf
k
sup
µ∈Ck
f (µ)= sup
µ∈⋂k Ck f (µ). (3.11)
The desired result now follows from (3.10) and (3.11) since⋂
k
Ck =
⋂
k
(
PS(Σ)∩Ξ−1B
(
C,
4
k
))
=PS(Σ)∩Ξ−1C. ✷
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4. Proof of Theorem 6In this section we prove Theorem 6. The first lemma is a slight modification of a result
due to Hutchinson [26] (cf. also [18]) and the proof is therefore omitted.
Lemma 4.1. Let r, c1, c2 > 0, and let (Vi)i be a family of open disjoint subsets of Rd such
that Vi contains a ball of radius c1r and is contained in a ball of radius c2r . Then
∣∣{i ∣∣ B(x, r) ∩ Vi = ∅}∣∣ (1+ 2c2
c1
)d
for all x ∈Rd .
The next lemma shows that invariant measures on Σ can be approximated in the weak
topology by ergodic measures with close entropy values. A similar result in a somewhat
more general setting has also been obtained by [16] and is implicit in [30]. Our proof
follows ideas from [7, p. 57 and p. 68].
Lemma 4.2. Let µ ∈ PS(Σ) with suppµ = Σ . Then there exists a sequence (µn)n of
probability measures on Σ such that
(1) µn→µ weakly.
(2) For each n, the measure µn is a Gibbs state for a Hölder continuous function. In
particular, it follows that µn is ergodic and that suppµn =Σ for all n.
(3) h(µn)→ h(µ).
Proof. Fix a positive integer n. Since suppµ=Σ , we deduce that µ[e1 . . .em]> 0 for all
e1 . . .em ∈Σ∗. Hence, for m ∈N and e1 . . .em ∈Σm, we can define pe1...em by:
pe1...em = µ[e1 . . .em] for m n,
pe1...em =
m−n∏
k=1
µ[ekek+1 . . .ek+(n−1)]
µ[ek+1 . . .ek+(n−1)] µ[e(m−n)+1 . . .em] for n <m.
(4.1)
Since
∑
epe = 1 and
∑
e pe1...eme = pe1...em for all e1 . . .em ∈Σ∗, there exists a (unique)
probability measure µn on Σ such that
µn[e1 . . .em] = pe1...em
for all e1 . . .em ∈Σ∗ (cf. [56, p. 5]).
It follows from definition (4.1) that µn[ω] = µ[ω] for all ω ∈Σn. This clearly implies
that µn→µ weakly.
Also, it is easily seen that µn is shift invariant. Indeed, since µ is shift invariant,
a small calculation shows that
∑
eµn[ee1 . . .em] = µn[e1 . . .em] for all e1 . . .em ∈ Σ∗.
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This implies that µn(S−1[ω])= µn[ω] for all ω ∈Σ∗, whence µn(S−1B)= µn(B) for all
Borel sets.
Next we show that µn is a Gibbs state for a Hölder continuous function. Define
ϕn :Σ→R by:
ϕn(e1e2 . . .)= log
(
µ[e1e2 . . .en]
µ[e2 . . .en]
)
.
The map ϕn is clearly Hölder continuous, and it follows from the definition of µn that
e−n‖ϕn‖∞ min
σ∈Σn µ[σ ]
µn[ω|m]
e
∑m−1
k=0 ϕn(Skω)
 en‖ϕn‖∞ max
σ∈Σn µ[σ ]
for all ω ∈ Σ and all m > n. This shows that µn is the Gibbs state of ϕn, and that the
pressure P(ϕn) of ϕn equals 0, i.e., P(ϕn)= 0; cf. [6]. In particular, we deduce that µn is
ergodic, cf. [6].
Finally, we show that h(µn) → h(µ). For measurable partitions A,B of Σ , let
h(µ;A) and h(µ;A|B) denote the entropy of A with respect to µ, and the conditional
entropy of A given B with respect to µ, respectively. Write C = {[e] | e ∈ E} and
Cn =∨n−1k=0 S−kC = {[e1 . . .en] | ek ∈ E}. Since P(ϕn)= 0 and µn is a Gibbs state for ϕn,
the Variational Principle shows that 0 = P(ϕn)= h(µn)+
∫
ϕn dµn (cf. [6]), whence
h(µn) = −
∫
ϕn dµn =−
∑
e1...en
µ[e1 . . .en] log
(
µ[e1e2 . . .en]
µ[e2 . . .en]
)
= h(µ;Cn|Cn−1)
→ h(µ;C)
= h(µ),
where h(µ;Cn|Cn−1)→ h(µ|C) follows from [13, 11.4], and the equality h(µ;C)= h(µ)
is due to the Kolmogoroff–Sinai theorem. ✷
Lemma 4.3. Let X be a metric space and let Ξ :P(Σ)→X be a continuous linear map.
Let K(X) = {C ⊆ X | C is closed and non-empty} and equip K(X) with the Hausdorff
metric D. Then the function fc :K(X) → R is upper semi-continuous, i.e., for each
C ∈K(X) and ε > 0, there exists δ > 0 such that
fc(K) fc(C)+ ε
for all K ∈ K(X) with D(K,C) < δ. (Recall that the function fc is defined in (1.23)–
(1.24).)
Proof. Let C ∈K(X) and ε > 0. Next, choose r0 > 0 such that
lim sup
n
log |Πn(C, r)|
− logN−n < fc(C)+ ε
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for 0 < r  r0. Let δ = r02 . We now claim that fc(K) fc(C)+ ε for all K ∈K(X) with
D(K,C) < δ. To prove this, let K ∈ K(X) with D(K,C) < δ. For all 0 < r < δ and all
n ∈N we have:
Πn(K, r)⊆Πn(C, r0). (4.2)
Indeed, first observe that B(K, r02 ) ⊆ B(C, r0) since D(K,C) < δ = r02 . Hence, if
ω ∈Πn(K, r), then ΞL|ω|[ω] ⊆ B(K, r) ⊆ B(K, r02 ) ⊆ B(C, r0). This proves (4.2). It
follows from (4.2) that
lim sup
n
log |Πn(K, r)|
− logN−n 
log |Πn(C, r0)|
− logN−n < fc(C)+ ε
for all 0< r < δ, whence
fc(K)= lim
r↘0 lim supn
log |Πn(K, r)|
− logN−n  fc(C)+ ε. ✷
Proposition 4.4. Assume that the SOSC is satisfied (cf. condition (6′) in Section 1.5). Let X
be a vector space with a linearly compatible metric and let Ξ :P(Σ)→X be a continuous
affine map. Let C ⊆X be a closed and convex subset. Then
dimπi
(
∆sup,i(C)
)=Dimπi(∆sup,i (C))= fc(C).
Proof. Since dim  Dim, it suffices to prove that fc(C)  dimπi(∆sup,i (C)) and that
Dimπi(∆sup,i(C)) fc(C).
Part 1. We first prove that fc(C) dimπi(∆sup,i(C)).
Let ε > 0. The idea is to construct a set Zi ⊆Σi such that
Zi ⊆∆sup,i(C), (4.3)
and
fc(C)− 2ε  dimπi(Zi). (4.4)
We may choose a sequence (rk)k of positive reals and a sequence (nk)k of positive
integers with
rk ↘ 0, nk ↗∞,
such that ∣∣Πnk (C, rk)∣∣Nnk(fc(C)−ε). (4.5)
We may also choose a sequence (Nk)k of positive integers such that
nk+1
n1N1 + · · · + nkNk → 0. (4.6)
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(This condition can always be satisfied by choosing Nk large enough; for example, we
could choose Nk = nk+1 for all k.) Let
(m1,m2,m3, . . .)= (n1, . . . , n1︸ ︷︷ ︸
N1 times
, n2, . . . , n2︸ ︷︷ ︸
N2 times
n3, . . . , n3︸ ︷︷ ︸
N3 times
, . . .),
(s1, s2, s3, . . .)= (r1, . . . , r1︸ ︷︷ ︸
N1 times
, r2, . . . , r2︸ ︷︷ ︸
N2 times
, r3, . . . , r3︸ ︷︷ ︸
N3 times
, . . .),
and write
Γk =Πmk (C, sk).
For each pair of vertices i, j ∈ V we choose a “linking” path Wi,j ∈Σ∗ from i to j with
|Wi,j | |E|, i.e., such that i(Wi,j )= i and t(Wi,j )= j (this choice ofWi,j ∈Σ∗ is possible
since (E,V) is strongly connected). Finally, we define the set Zi ⊆Σi by:
Zi = {σ1ω1σ2ω2 . . . | ωj ∈ Γj, σ1 =Wi,i(ω1), σj =Wt(ωj−1),i(ωj ) for j  2}.
We will now prove that Zi satisfies (4.3) and (4.4).
Claim 1. Zi ⊆∆sup,i(C).
Proof. Letω= σ1ω1σ2ω2σ3ω3 . . . ∈ Zi with ωj ∈ Γj , σ1 =Wi,i(ω1) and σj =Wt(ωj−1),i(ωj )
for j  2. For each k ∈ N, let t (k) denote the unique integer such that
|ω1| + · · · + |ωt(k)| k < |ω1| + · · · + |ωt(k)| + |ωt(k)+1|.
We now have:
ΞLkω= 1
k
(
ΞδS0ω + · · · +ΞδS|σ1|−1ω
+ΞδS|σ1|ω + · · · +ΞδS|σ1|+|ω1|−1ω
+ΞδS|σ1|+|ω1|ω + · · · +ΞδS|σ1|+|ω1 |+|σ2|−1ω
+ΞδS|σ1|+|ω1|+|σ2|ω + · · · +ΞδS|σ1|+|ω1 |+|σ2|+|ω2|−1ω
...
+Ξδ
S
|σ1|+|ω1|+···+|σt (k)−1|+|ωt(k)−1|ω + · · · +ΞδS|σ1|+|ω1|+···+|σt (k)−1|+|ωt(k)−1|+|σt (k)|−1ω
+Ξδ
S
|σ1|+|ω1|+···+|σt (k)−1|+|ωt(k)−1|+|σt (k)|ω + · · ·
+Ξδ
S
|σ1|+|ω1|+···+|σt (k)−1|+|ωt(k)−1|+|σt (k)|+|ωt(k) |−1ω
)
+ 1
k
k−1∑
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
ΞδSlω
= 1
k
(
ΞδS0σ1... + · · · +ΞδS|σ1|−1σ1...
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+ΞδS0ω1... + · · · +ΞδS|ω1|−1ω1...
+ΞδS0σ2... + · · · +ΞδS|σ2|−1σ2...
+ΞδS0ω2... + · · · +ΞδS|ω2|−1ω2...
...
+ΞδS0σt(k)... + · · · +ΞδS|σt (k)|−1σt(k)...
+ΞδS0ωt(k)... + · · · +ΞδS|ωt(k)|−1ωt(k)...
)
+ 1
k
k−1∑
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
ΞδSlω
= 1
k
(|σ1|ΞL|σ1|(σ1 . . .)+ |ω1|ΞL|ω1|(ω1 . . .)
+ |σ2|ΞL|σ2|(σ2 . . .)+ |ω2|ΞL|ω2|(ω2 . . .)
...
+ |σt(k)|ΞL|σt(k)|(σt(k) . . .)+ |ωt(k)|ΞL|ωt(k)|(ωt(k) . . .)
)
+ 1
k
k−1∑
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
ΞδSlω
= |ω1| + · · · + |ωt(k)|
k
( |ω1|
|ω1| + · · · + |ωt(k)|ΞL|ω1|(ω1 . . .)+ · · ·
+ |ωt(k)||ω1| + · · · + |ωt(k)|ΞL|ωt(k)|(ωt(k) . . .)
)
+
( |σ1|
k
ΞL|σ1|(σ1 . . .)+ · · · +
|σt(k)|
k
ΞL|σt(k)|(σt(k) . . .)
)
+ 1
k
k−1∑
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
ΞδSlω
= ukΛk +∆k + εk,
where
uk = |ω1| + · · · + |ωt(k)|
k
,
Λk = |ω1||ω1| + · · · + |ωt(k)|ΞL|ω1|(ω1 . . .)+ · · · +
|ωt(k)|
|ω1| + · · · + |ωt(k)|ΞL|ωt(k)|(ωt(k) . . .),
∆k = |σ1|
k
ΞL|σ1|(σ1 . . .)+ · · · +
|σt(k)|
k
ΞL|σt(k)|(σt(k) . . .),
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εk = 1
k−1∑
ΞδSlω.
k
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
Let d denote the metric in X and observe that since Ξ :P(Σ)→X is continuous and
P(Σ) is compact, there exists 0M <∞ such that
d(0,Ξµ)M for all µ ∈P(Σ). (4.7)
Also observe that
if k ∈N and ω ∈Πmk (C, rk), then a−1mk  |ω| amk, (4.8)
where
a =max
(
logN
− log rmax + 1,
− log rmin
logN
)
.
Indeed, if k ∈N and ω ∈Πmk (C, rk), then it follows from (2.2) and (2.3) that
r
|ω|
min  sup
σ∈[ω]
exp
( |ω|−1∑
j=0
ΦSjσ
)
N−mk < sup
σ∈[ω||ω|−1]
exp
( |ω|−2∑
j=0
ΦSjσ
)
 r |ω|−1max .
Inequality (4.8) follows from this by taking logarithms.
In order to complete the proof of Claim 1 we make four observations.
Observation 1. We have
uk → 1. (4.9)
Proof. It follows from inequality (4.8) that
0 1− uk = k − (|ω1| + · · · + |ωt(k)|)
k
 |ωt(k)+1||ω1| + · · · + |ωt(k)|  a
2 mt(k)+1
m1 + · · · +mt(k) .
The desired result follows from the above inequality since (4.6) implies that mk+1
m1+···+mk → 0.
This completes the proof of (4.9). ✷
Observation 2. We have:
d(0,∆k)→ 0. (4.10)
Proof. Let M be as in (4.7). Since σk  |E|, it follows from (4.8) that
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d(0,∆k)
|σ1|
k
M + · · · + |σt(k)|
k
M  t (k)
k
|E|M t (k)|ω1| + · · · + |ωt(k)| |E|M  a
t (k)
m1 + · · · +mt(k) |E|M.
The desired result follows from the above inequality since k
m1+···+mk → 0 because
mk →∞. This completes the proof of (4.10). ✷
Observation 3. We have:
d(0, εk)→ 0, sup
k
d(0,Λk) <∞. (4.11)
Proof. Let M be as in (4.7). It follows from (4.9) that
d(0, εk)
1
k
k−1∑
l=|σ1|+|ω1|+···+|σt(k)|+|ωt(k)|
M
 k − (|ω1| + · · · + |ωt(k)|)
k
M  (1− uk)M→ 0.
A similar argument shows that d(0,Λk)  M for all k. This completes the proof
of (4.11). ✷
Observation 4. We have:
dist(Λk,C)→ 0 (4.12)
Proof. Fix j ∈N. Since ωj ∈ Γj =Πmj (C, sj ) we conclude that
ΞL|ωj |(ωjσj+1ωj+1 . . .) ∈ΞL|ωj |[ωj ] ⊆ B(C, sj ),
and we can therefore choose xj ∈ C such that d(ΞL|ωj |(ωjσj+1ωj+1 . . .), xj ) sj . Now
put
yk = |ω1||ω1| + · · · + |ωt(k)|x1 + · · · +
|ωt(k)|
|ω1| + · · · + |ωt(k)|xt(k).
Since C is convex, we deduce that yk ∈C, whence (using (4.8))
dist(Λk,C) d(Λk, yk)
|ω1|
|ω1| + · · · + |ωt(k)| s1 + · · · +
|ωt(k)|
|ω1| + · · · + |ωt(k)| st (k)
 a2
(
m1
m1 + · · · +mt(k) s1 + · · · +
mt(k)
m1 + · · · +mt(k) st (k)
)
→ 0
because sk → 0 and mk →∞. This completes the proof of (4.12). ✷
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We now return to the proof of Claim 1. Indeed, it follows immediately from (4.9)–(4.12)
that
dist(ΞLkω,C)= dist(ukΛk +∆k + εk,C)
= dist(Λk + (uk − 1)Λk +∆k + εk,C)
 dist(Λk,C)+ |uk − 1|d(0,Λk)+ d(0,∆k)+ d(0,Ξεk)→ 0.
This completes the proof of Claim 1. ✷
Claim 2. fc(C)− 2ε  dimπi(Zi).
Proof. For k ∈N, define Zki ⊆Σ∗i by
Zki = {σ1ω1σ2ω2 . . . σkωk | ωj ∈ Γj, σ1 =Wi,i(ω1), σj =Wt(ωj−1),i(ωj ) for j  2}.
First observe that |Zki | = |Γ1| · · · |Γk| for all k. Next, let ν˜i be the unique probability
measure on Zi such that
ν˜i
([ω])= 1|Zki | = 1|Γ1| · · · |Γk| ,
for all k and all ω ∈ Zki , and put
νi = ν˜i ◦ π−1i .
We will show that there exists a constant c0 such that
νi
(
B(x, r)
)
 c0rfc(C)−2ε (4.13)
for all x ∈ πi(Zi) and all r > 0.
Fix k ∈ N and write Rk = N−m1−···−mk−1 . Let (Ui)i∈V be a list of open non-empty
and bounded subsets of Rd satisfying the OSC (cf. condition (6) in Section 1.5). For
ω ∈ Σ∗ write Uω = SωUt(ω). Let ρi denote the interior diameter of Ui and write
ρ =mini ρi > 0. Momentarily fix ω = σ1ω1σ2ω2 . . . σk−1ωk−1 ∈ Zk−1i with ωj ∈ Γj ,
σ1 =Wi,i(ω1) and σj =Wt(ωj−1),i(ωj ) for j  2. Let c denote the maximum of the constants
in Propositions 2.1 and 2.2. Since Propositions 2.1 and 2.2 show that the set Uω contains a
ball of radius c−1 exp(
∑|ω|−1
j=0 ΦSj τ)ρ and that
exp
( |ω|−1∑
j=0
ΦSj τ
)
= exp
( |σ1|−1∑
j=0
ΦSj (σ1 . . .)
)
exp
( |ω1|−1∑
j=0
ΦSj (ω1 . . .)
)
...
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× exp
( |σk−1|−1∑
ΦSj (σk−1 . . .)
)
exp
( |ωk−1|−1∑
ΦSj (ωk−1 . . .)
)
j=0 j=0
 r |σ1|min c
−1 sup
σ∈[ω1||ω1|−1]
exp
( |ω1|−2∑
j=0
ΦSjσ
)
rmin
...
× r |σk−1|min c−1 sup
σ∈[ωk−1||ωk−1|−1]
exp
( |ωk−1|−2∑
j=0
ΦSjσ
)
rmin
 r |E|(k−1)min c
−(k−1)rk−1min N
−m1−···−mk−1 = (r |E|+1min c−1)k−1Rk,
we conclude that Uω contains a ball of radius ρ(r |E|+1min c−1)k−1Rk . Moreover, since
Propositions 2.1 and 2.2 show that the set Uω is contained in a ball of radius
c exp(
∑|ω|−1
j=0 ΦSj τ)maxj diam(Uj ) and that
exp
( |ω|−1∑
j=0
ΦSj τ
)
= exp
( |σ1|−1∑
j=0
ΦSj (σ1 . . .)
)
exp
( |ω1|−1∑
j=0
ΦSj (ω1 . . .)
)
...
× exp
( |σk−1|−1∑
j=0
ΦSj (σk−1 . . .)
)
exp
( |ωk−1|−1∑
j=0
ΦSj (ωk−1 . . .)
)
 r |σ1|maxN−m1 · · · r |σk−1|max N−mk−1 Rk,
we conclude that Uω is contained in a ball of radius cmaxj diam(Uj )Rk . It therefore
follows from Lemma 4.1 that, if x ∈Rd , then
∣∣{ω ∈Zk−1i ∣∣ Uω ∩B(x,Rk) = ∅}∣∣ c1 1δk−1 ,
where
c1 =
(
1+ 2 maxj diam(Uj )
ρ
)d
and δ = (r |E|+1min c−1)d ∈ (0,1),
whence ∣∣{ω ∈Zki ∣∣ Uω ∩B(x,Rk) = ∅}∣∣ c1 1δk−1 |Γk| (4.14)
for all x ∈Rd .
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Next, fix x ∈ πi(Zi) and r > 0. Choose k ∈N such that
1
Nm1+···+mk−1+mk
 r < 1
Nm1+···+mk−1
.
We now have (using (4.14) and the fact that Kω ⊆Uω):
νi
(
B(x, r)
)= νi(πi(Zi)∩B(x, r)) νi( ⋃
ω∈Zki
Kω∩B(x,r) =∅
πi [ω]
)

∑
ω∈Zki
Kω∩B(x,r) =∅
νi
(
πi [ω]
)
=
∑
ω∈Zki
Kω∩B(x,r) =∅
1
|Γ1| · · · |Γk| =
∣∣{ω ∈ Zki ∣∣Kω ∩B(x, r) = ∅}∣∣ 1|Γ1| · · · |Γk|

∣∣{ω ∈ Zki ∣∣Uω ∩B(x,Rk) = ∅}∣∣ 1|Γ1| · · · |Γk|  c1 1δk−1 |Γk| 1|Γ1| · · · |Γk|
= c1 1
δk−1
1
|Γ1| · · · |Γk−1| .
Using (4.5) we obtain |Γj | = |Πmj (C, sj )|Nmj (fc(C)−ε), whence
νi
(
B(x, r)
)
 c1
1
δk−1
1
Nm1(fc(C)−ε)+···+mk−1(fc(C)−ε)
= c1 1
δk−1
(
1
Nm1+···+mk
)fc(C)−2ε 1
N(m1+···+mk−1)ε−mk(fc(C)−2ε)
 c1rfc(C)−2ε
(
N
m1+···+mk−1
k−1 (ε−wk(fc(C)−2ε))δ
)−(k−1)
,
where wk = mkm1+···+mk−1 . Since wk → 0 (by (4.6)) and
m1+···+mk−1
k−1 → ∞ (because
mk →∞), we conclude that m1+···+mk−1k−1 (ε−wk(fc(C)− 2ε))→∞. This implies that(
N
m1+···+mk−1
k−1 (ε−wk(fc(C)−2ε))δ
)k−1 →∞,
and we can therefore find c2 such that(
N
m1+···+mk−1
k−1 (ε−wk(fc(C)−2ε))δ
)−(k−1)
 c2
for all k. Hence for all x ∈ πi(Zi) and all r > 0 we have:
νi
(
B(x, r)
)
 c1c2rfc(C)−2ε.
This proves (4.13)
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It follows from (4.13) and the mass distribution principle (cf. [19, p. 55, 4.2]) that
dimπi(Zi) fc(C)− 2ε. This completes the proof of Claim 2. ✷
We can now complete the proof of the inequality fc(C) dimπi(∆sup,i(C)). Indeed, it
follows from Claims 1 and 2 that dimπi(∆sup,i(C))  dimπi(Zi)  fc(C)− 2ε. Letting
ε↘ 0 yields the desired result.
Part 2. Next we prove that Dimπi(∆sup,i (C)) fc(C).
For E ⊆Rd , let dimB(E) denote the upper box-dimension of E. The reader is referred
to [19] for the definition of the upper box-dimension. Below we will use the fact that the
packing dimension is less than the upper box-dimension, i.e., Dim(E)  dimB(E) for all
E ⊆Rd , cf. [19]. For r > 0 and a positive integer n let
∆i,n(C, r)=
{
ω ∈Σi
∣∣ΞLmω ∈ B(C, r) for m n}
and
Hi,n(C, r)=
{
ω ∈Σi
∣∣ΞLm[ω|m] ⊆ B(C, r) for m n}
be defined as in Lemma 3.3. Clearly
∆sup,i(C)⊆
⋃
nm
∆i,n(C, r)
for all m. Next, observe that Lemma 3.3 implies that there exists M(r) such that
∆i,n(C, r)⊆Hi,n(C,2r)
for all nM(r). Hence
πi
(
∆sup,i(C)
)⊆ ⋃
nM(r)
πi
(
Hi,n(C,2r)
)
. (4.15)
We now claim that
πi
(
Hi,n(C,2r)
)⊆ ⋃
ω∈Πk(C,2r)
πi[ω]
for all integers n, k with k  − log rmin
logN
n.
(4.16)
In order to prove (4.16), let ω ∈Hi,n(C,2r). The sequence(
sup
σ∈[ω|m]
exp
(
m−1∑
j=0
ΦSjσ
))
m
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is decreasing, and we can therefore choose l such thatsup
σ∈[ω|l]
exp
(
l−1∑
j=0
ΦSjσ
)
N−k < sup
σ∈[ω|l−1]
exp
(
l−2∑
j=0
ΦSjσ
)
.
Put τ = ω|l. Then clearly ω ∈ [τ ]. We will now prove that τ ∈Πk(C,2r). It clearly suffices
to show that ΞL|τ |[τ ] ⊆ B(C,2r). To prove this we observe that
N−k > sup
σ∈[ω|l]
exp
(
l−1∑
j=0
ΦSjσ
)
 rlmin,
whence l  k logN− log rmin  n, and so ΞL|τ |[τ ] = ΞLl [ω|l] ⊆ B(C,2r). This completes the
proof of (4.16).
Finally, since diamπi([ω])  N−k diam(K) for all ω ∈ Πk(C,2r), (4.15) and (4.16)
imply that
Dimπi
(
∆sup,i(C)
)
Dim
( ⋃
nM(r)
πi
(
Hi,n(C,2r)
))= sup
nM(r)
Dimπi
(
Hi,n(C,2r)
)
 sup
nM(r)
dimBπi
(
Hi,n(C,2r)
)
 sup
nM(r)
lim sup
k− log rminlogN n
log |Πk(C,2r)|
− log(N−k diam(K))
 lim sup
k
log |Πk(C,2r)|
− logN−k
for all r > 0, whence
Dimπi
(
∆sup,i(C)
)
 lim
r↘0 lim supk
log |Πk(C,2r)|
− logN−k = fc(C). ✷
Recall, that for a Borel measure µ on a metric space X we define the lower Hausdorff
dimension, dimµ, of µ by:
dimµ= inf
E⊆X
µ(E)>0
dimE,
cf. Proposition 2.3.
Proposition 4.5. Assume that the SOSC is satisfied (cf. condition (6′) in Section 1.5). Let X
be a vector space with a linearly compatible metric and let Ξ :P(Σ)→X be a continuous
affine map. Let C ⊆X be a closed and convex subset. Then
1646 L. Olsen / J. Math. Pures Appl. 82 (2003) 1591–1649
sup − h(µ)∫
Φ dµ
 dimπi
(
∆sup,i(C)
)
.µ∈PS(Σ)
Ξµ∈C
Proof. Fix µ ∈ PS(X) with Ξµ ∈ C and ε > 0. Let C(X) = {K ⊆ X |K is closed, non-
empty and convex} and equip C(X) with the Hausdorff metric on D. It follows from
Lemma 4.3 and Proposition 4.4 that the function C(X)→ R :K → dimπi(∆sup,i(K)) is
upper semi-continuous, and we can therefore choose δε > 0 such that
dimπi
(
∆sup,i(K)
)
 dimπi
(
∆sup,i(C)
)+ ε (4.17)
for all K ∈ C(X) with D(K,C) < δε .
Next, choose an S-invariant measure ν on Σ such that suppν = Σ and let
µr = (1− r)µ+ rν ∈PS(Σ) for r ∈ (0,1). As Ξ is continuous and Ξµ ∈ C there ex-
ists 0< rε < 1 such that
dist(Ξµr ,C) <
δε
2
for all 0< r < rε .
Fix 0< r < rε . It follows from Lemma 4.2 and the continuity of Ξ that we may choose
a sequence (µr,n)n of ergodic S-invariant probability measures on Σ such that µr,n→ µr
weakly, suppµr,n =Σ for all n, h(µr,n)→ h(µr) and dist(Ξµr,n,C) < δε .
For E ⊆X, let co(E) denote the closed convex hull of E. Since clearly
D
(
co
(
C ∪ {Ξµr,n}
)
,C
)
 δε,
(4.17) implies that
dimπi
(
∆sup,i
(
co
(
C ∪ {Ξµr,n}
)))
 dimπi
(
∆sup,i (C)
)+ ε.
Write
F =
{
ω ∈Σ ∣∣ lim
m
Lmω = µr,n
}
and
Fi =Σi ∩F =
{
ω ∈Σi
∣∣ lim
m
Lmω = µr,n
}
.
It follows from the ergodicity of µr,n and the ergodic theorem that µr,n(F )= 1, and since
suppµr,n =Σ we therefore conclude that µr,n(Σi) > 0. This implies that
0<µr,n(Σi)= µr,n(Σi \F)+µr,n(Σi ∩ F) µr,n(Σ \F)+µr,n(Fi)
= µr,n(Fi)
(
µr,n ◦ π−1
)
(πiFi),
where π :Σ =⋃j Σj →Rd is defined by π(ω)= πj (ω) for ω ∈Σj . Hence
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dim
(
µr,n ◦ π−1
)
 dimπi(Fi)= dimπi
{
ω ∈Σi
∣∣ lim
m
Lmω= µr,n
}
 dimπi
(
∆sup,i
(
co
(
C ∪ {Ξµr,n}
)))
 dimπi
(
∆sup,i(C)
)+ ε. (4.18)
Also, since µr,n is ergodic, it follows from Proposition 2.3 that
dim
(
µr,n ◦ π−1
)=− h(µr,n)∫
Φ dµr,n
. (4.19)
Finally, the properties of the sequence (µr,n)n imply that
− h(µr,n)∫
Φ dµr,n
→− h(µr)∫
Φ dµr
. (4.20)
Combining (4.18)–(4.20) and using the fact that the entropy map h :PS(Σ)→ R is
affine (cf. [56]) we conclude that
− (1− r)h(µ)+ rh(ν)
(1− r) ∫ Φ dµ+ r ∫ Φ dν =− h(µr)∫ Φ dµr  dimπi(∆sup,i(C))+ ε
for all ε > 0 and all 0< r < rε . Letting first r↘ 0 and then letting ε↘ 0 gives
− h(µ)∫
Φ dµ
 dimπi
(
∆sup,i(C)
)
.
Since µ ∈ PS(X) with Ξµ ∈ C was arbitrary, this yields the desired result. ✷
Proof of Theorem 6. Theorem 6 follows immediately from Lemma 4.3, Propositions 4.4
and 4.5. ✷
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