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Abstract
In this paper, we study the following robust optimization problem.
Given an independence system and candidate objective functions, we
choose an independent set, and then an adversary chooses one objective
function, knowing our choice. Our goal is to find a randomized strategy
(i.e., a probability distribution over the independent sets) that maximizes
the expected objective value. To solve the problem, we propose two types
of schemes for designing approximation algorithms. One scheme is for
the case when objective functions are linear. It first finds an approxi-
mately optimal aggregated strategy and then retrieves a desired solution
with little loss of the objective value. The approximation ratio depends
on a relaxation of an independence system polytope. As applications, we
provide approximation algorithms for a knapsack constraint or a matroid
intersection by developing appropriate relaxations and retrievals. The
other scheme is based on the multiplicative weights update method. A
key technique is to introduce a new concept called (η, γ)-reductions for
objective functions with parameters η, γ. We show that our scheme out-
puts a nearly α-approximate solution if there exists an α-approximation
algorithm for a subproblem defined by (η, γ)-reductions. This improves
approximation ratio in previous results. Using our result, we provide ap-
proximation algorithms when the objective functions are submodular or
correspond to the cardinality robustness for the knapsack problem.
1 Introduction
This paper addresses robust combinatorial optimization. Let E be a finite
ground set, and let n be a positive integer. Suppose that we are given n set func-
tions f1, . . . , fn : 2
E → R+ and an independence system (E, I). The functions
f1, . . . , fn represent possible scenarios. The worst case value for X ∈ I across
all scenarios is defined as mink∈[n] fk(X), where [n] = {1, . . . , n}. We focus on
a randomized strategy for the robust optimization problem, i.e., a probability
distribution over I. Let ∆(I) and ∆n denote the set of probability distributions
over I and [n], respectively. The worst case value for a randomized strategy
p ∈ ∆(I) is defined as mink∈[n]
∑
X∈I pX · fk(X). The aim of this paper is to
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solve the following robust optimization problem:
max min
k∈[n]
∑
X∈I
pX · fk(X) s.t. p ∈ ∆(I). (1)
There exist a lot of previous work on a deterministic strategy for (1), that
is, finding X ∈ I that maximizes the worst case value. We are motivated by the
following two merits to focus on a randomized strategy. The first one is that
the randomization improves the worst case value dramatically. Suppose that
f1(X) = |X ∩ {a}|, f2(X) = |X ∩ {b}|, and I = {∅, {a}, {b}}. Then, the maxi-
mum worst case value of deterministic strategy is maxX∈I mink∈{1,2} fk(X) = 0,
while that of randomized strategy is maxp∈∆(I)mink∈{1,2}
∑
X∈I pX · fk(X) =
1/2. The second merit is that a randomized strategy can be found more easily
than a deterministic one. It is known that finding a deterministic solution is hard
even in a simple setting [1, 28]. In particular, as we will see later (Theorem 2.2),
computing a solution X with the maximum worst case value is NP-hard even to
approximate even for linear objectives subject to a cardinality constraint. Note
that the randomized version of this problem is polynomial-time solvable (see
Theorem 3.4).
It is worth noting that we can regard the optimal value of (1) as the game
value in a two-person zero-sum game where one player (algorithm) selects a
feasible solution p ∈ ∆(I) and the other player (adversary) selects a possible
scenario q ∈ ∆n.
An example of the robust optimization problem appears in the (zero-sum)
security games, which models the interaction between a system defender and
a malicious attacker to the system [45]. The model and its game-theoretic
solution have various applications in the real world: the Los Angeles Interna-
tional Airport to randomize deployment of their limited security resources [41];
the Federal Air Marshals Service to randomize the allocation of air marshals to
flights [46]; the United States Coast Guard to recommend randomized patrolling
strategies for the coast guard [2]; and many other agencies. In this game, we
are given n targets E. The defender selects a set of targets X ∈ I ⊆ 2E , and
then the attacker selects a facility e ∈ E. The utility of defender is ri if i ∈ X
and ci if i 6∈ X . Then, we can interpret the game as the robust optimiza-
tion with fi(X) = ci +
∑
j∈X wij where wij = ri − ci if i = j and 0 if i 6= j for
i, j ∈ E. Most of the literature has focused on the computation of the Stakelberg
equilibrium, which is equivalent to (1).
Another example of (1) is to compute the cardinality robustness for the
maximum weight independent set problem [23, 19, 25, 37, 31]. The problem
is to choose an independent set of size at most k with as large total weight
as possible, but the cardinality bound k is not known in advance. For each
independent set X , we denote the total weight of the k heaviest elements
in X by v≤k(X). The problem is also described as the following zero-sum
game. First, the algorithm chooses an independent set X , and then the ad-
versary (or nature) chooses a cardinality bound k, knowing X . The payoff of
the algorithm is v≤k(X). For α ∈ [0, 1], an independent set X ∈ I is said
to be α-robust if v≤k(X) ≥ α · maxY ∈I v≤k(Y ) for any k ∈ [n]. Then, our
goal is to find a randomized strategy that maximizes the robustness α, i.e.,
maxp∈∆(I)mink∈[n]
∑
X∈I pX · v≤k(X)/maxY ∈I v≤k(Y ). We refer this problem
as the maximum cardinality robustness problem. This is formulated as (1) by
setting fk(X) = v≤k(X)/maxY ∈I v≤k(Y ).
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Since (1) can be regarded as the problem of computing the game value of
the two-person zero-sum game, one most standard way to solve (1) is to use the
linear programming (LP). In fact, it is known that we can compute the exact
game value in polynomial time with respect to the numbers of deterministic
(pure) strategies for both players (see, e.g., [39, 5] for the detail). However,
in our setting, direct use of the LP formulation does not give an efficient algo-
rithm, because the set of deterministic strategies for the algorithm is I, whose
cardinality is exponentially large, and hence the numbers of the variables and
the constraints in the LP formulation are exponentially large.
Another known way to solve (1) is to use the multiplicative weights update
(MWU) method. The MWU method is an algorithmic technique which main-
tains a distribution on a certain set of interest and updates it iteratively by
multiplying the probability mass of elements by suitably chosen factors based
on feedback obtained by running another algorithm on the distribution [27].
MWU is a simple but powerful method that is used in wide areas such as game
theory, machine learning, computational geometry, optimization, and so on.
Freund and Schapire [17] showed that MWU can be used to calculate the ap-
proximate value of a two-person zero-sum game under some conditions. More
precisely, if (i) the adversary has a polynomial size deterministic strategies and
(ii) the algorithm can compute a best response, then MWU gives a polynomial-
time algorithm to compute the game value up to an additive error of ǫ for any
fixed constant ǫ > 0. For each q ∈ ∆n, we call X∗ ∈ I a best response for q if
X∗ ∈ argmaxX∈I
∑
k∈[n] qkfk(X). Krause et al. [34] and Chen et al. [11] ex-
tended this result for the case when the algorithm can only compute an α-best re-
sponse, i.e., an α-approximate solution for maxX∈I
∑
k∈[n] qkfk(X). They pro-
vided a polynomial-time algorithm that finds an α-approximation of the game
value up to additive error of ǫ ·maxk∈[n], X∈I fk(X) for any fixed constant ǫ > 0.
This implies an approximation ratio of α− ǫ ·maxk∈[n], X∈I fk(X)/ν
∗, where ν∗
is the optimal value of (1). Their algorithms require pseudo-polynomial time
to obtain an (α− ǫ′)-approximation solution for a fixed constant ǫ′ > 0. In this
paper, we improve their technique to find it in polynomial time.
The main results of this paper are two general schemes for solving (1) based
on LP and MWU in the form of using some subproblems. Therefore, when
we want to solve a specific class of the problem (1), it suffices to solve the
subproblem. As consequences of our results, we show (approximation) algo-
rithms to solve (1) in which the objective functions and the constraint belong to
well-known classes in combinatorial optimization, such as submodular functions,
knapsack/matroid/µ-matroid intersection constraints.
Related work
While there exist still few papers on randomized strategies of the robust op-
timization problems, algorithms to find a deterministic strategy have been in-
tensively studied in various setting. See also survey papers [1, 28]. Krause
et al. [33] focused on maxX⊆E, |X|≤ℓmink∈[n] fk(X) where fk’s are monotone
submodular functions. Those authors showed that this problem is NP-hard
even to approximate, and provided an algorithm that outputs a set X of size
ℓ · (1+ log(maxe∈E
∑
k∈[n] fk({e}))) whose objective value is at least as good as
the optimal value. Orlin et al. [40] provided constant-factor approximate algo-
rithms to solve maxX⊆E, |X|≤kminZ⊆X, |Z|≤τ f(X −Z), where f is a monotone
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submodular function.
Kakimura et al. [26] proved that the deterministic version of the maximum
cardinality robustness problem is weakly NP-hard but admits an FPTAS. Since
Hassin and Rubinstein [23] introduced the notion of the cardinality robustness,
many papers have been investigating the value of the maximum cardinality ro-
bustness [23, 19, 25]. Matuschke et al. [37] introduced randomized strategies
for the cardinality robustness, and they presented a randomized strategy with
(1/ ln 4)-robustness for a certain class of independence system I. Kobayashi
and Takazawa [31] focused on independence systems that are defined from
the knapsack problem, and exhibited two randomized strategy with robustness
Ω(1/ logσ) and Ω(1/ log υ), where σ is the exchangeability of the independence
system and υ = the size of a maximum independent setthe size of a minimum dependent set−1 .
When n = 1, the deterministic version of the robust optimization problem (1)
is exactly the classical optimization problem maxX∈I f(X). For the monotone
submodular function maximization problem, there exist (1−1/e)-approximation
algorithms under a knapsack constraint [44] or a matroid constraint [8, 15], and
there exists a 1/(µ + ǫ)-approximation algorithm under a µ-matroid intersec-
tion constraint for any fixed ǫ > 0 [35]. For the unconstrained non-monotone
submodular function maximization problem, there exists a 1/2-approximation
algorithm, and this is best possible [14, 7]. As for the case when the objective
function f is linear, the knapsack problem admits an FPTAS [29].
Our results
LP-based algorithm We focus on the case when all the objective functions
f1, . . . , fn are linear. In a known LP formulation for zero-sum games, each
variable corresponds a probability that each X ∈ I is chosen. Because |I| is
large, we use another LP formulation of (1). The number of variables is reduced
by setting as a variable a probability that each element in E is chosen. The
feasible region consists of the independence system polytope, that is, the convex
hull of the characteristic vectors for X ∈ I. Although our LP formulation still
has the exponential number of constraints, we can use the result by Gro¨tschel,
Lova´sz, and Schrijver [22] that if we can efficiently solve the separation problem
for the polytope of the feasible region, then we can efficiently solve the LP by
the ellipsoid method. Since the solution of the LP is an aggregated strategy
for (1), we must retrieve a randomized strategy from it. To do this, we use the
result in [22] again that we can efficiently compute the convex combination of
the optimal vector with extreme points (vertex) of the polytope. Consequently,
we can see that there exists a polynomial-time algorithm for (1) when (E, I) is
a matroid (or a matroid intersection), because a matroid (intersection) polytope
admits a polynomial-time separation algorithm. As another application, we also
provide a polynomial-time algorithm for the robust shortest s–t path problem
by using the dominant of an s–t path polytope.
Moreover, we extend our scheme to deal with the case that the separation
problem is NP-hard. For many combinatorial optimization problems such as the
knapsack problem and the µ-matroid intersection problem (µ ≥ 3), the existence
of an efficient algorithm to solve the separation problem is still unknown. A key
point to deal such cases is to use a slight relaxation of the independence system
polytope. We show that if we can efficiently solve the separation problem for
the relaxed polytope, then we can know an approximate value of (1). The
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approximation ratio is equal to the gap between the original polytope and the
relaxed polytope. The most difficult point is the translation of the optimal
solution of the LP to a randomized strategy, because the optimal solution may
not belong to the original feasible region, and we are no longer able to use the
result in [22]. Instead, we compute a randomized strategy approximately. We
demonstrate our extended scheme for the knapsack constraint and the µ-matroid
intersection constraint by developing appropriate relaxations and retrievals for
them. As results, we obtain a PTAS and a 2/(eµ)-approximation algorithm for
the knapsack constraint and the µ-matroid intersection constraint, respectively.
The merit of the LP-based algorithm compared with MWU is that the LP-
based one is applicable to the case when the set of possible objective functions is
given by a half-space representation of a polytope. The problem (1) is equivalent
to the case where the set of possible objective functions is given by a convex
hull of linear functions conv{f1, . . . , fn} (i.e., a vertex representation). Since
a vertex representation can be transformed to a half-space representation (by
an extended formulation as we will describe later), (1) with a half-space repre-
sentation is a generalization of the original problem. On the other hand, the
transformation of a half-space representation to a vertex one is expensive be-
cause the number of vertices may be exponentially large. Both representations
of a polytope have different utility, and hence it is important that the LP-based
algorithm can deal with both.
MWU-based algorithm We improve the technique of [34, 11] to obtain an
approximation algorithm based on the MWU method. Their algorithm adopts
the value of fk(X) (k ∈ [n]) for update, but this may lead the slow convergence
when fk(X) is small for some k. To overcome the drawback, we make the
convergence rate per iteration faster by introducing a novel concept called (η, γ)-
reduction. For any nonnegative function f , a function g is called an (η, γ)-
reduction of f if (i) g(X) is always at most min{f(X), η} and (ii) f(X) =
g(X) for any X such that g(X) is at most γ · η. We assume that for some
polynomially bounded γ ≤ 1, there exists an α-approximation algorithm that
solves maxX∈I
∑
k∈[n] qkf
η
k (X) for any η and q ∈ ∆n, where f
η
k is an (η, γ)-
reduction of fk for each k. By using the approximation algorithm as a subroutine
and by setting appropriately the value of η, we show that for any fixed constant
ǫ > 0, our scheme gives an (α − ǫ)-approximation solution in polynomial time
with respect to n and 1/ǫ. We remark that the support size of the output may
be equal to the number of iterations. Without loss of the objective value, we
can find a sparse solution whose support size is at most n by using LP.
The merit of the MWU-based algorithm is the applicability to a wide class
of the robust optimization problem. We also demonstrate our scheme for var-
ious optimization problems. For any η ≥ 0, we show that a linear function
has an (η, 1/|E|)-reduction to a linear function, a monotone submodular func-
tion has an (η, 1)-reduction to a monotone submodular function, and a non-
monotone submodular function has an (η, 1/|E|)-reduction to a submodular
function. Therefore, we can construct subroutines owing to existing work. Con-
sequently, for the linear case, we obtain an FPTAS for (1) subject to the knap-
sack constraint and a 1/(µ − 1 + ǫ)-approximation algorithm subject to the
µ-matroid intersection constraint. For the monotone submodular case, there
exist a (1− 1/e− ǫ)-approximation algorithm for the knapsack or matroid con-
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straint, and a 1/(µ+ǫ)-approximation for the µ-matroid intersection constraint.
For the non-monotone submodular case, we derive a (1/2 − ǫ)-approximation
algorithm for (1) without a constraint.
An important application of our MWU-based scheme is the maximum car-
dinality robustness problem. For independence systems defined from the knap-
sack problem, we obtain an FPTAS for the maximum cardinality robustness
problem. To construct the subroutine, we give a gap-preserving reduction of
maxX∈I
∑
k∈[n] qkf
η
k (X) to maxX∈I v≤k(X) for any k, which admits an FP-
TAS [9]. We also show that the maximum cardinality robustness problem is
NP-hard.
We remark that both schemes produce a randomized strategy, but the schemes
themselves are deterministic. Our results are summarized in Table 1.
Table 1: The approximation ratios for robust optimization problems shown in
the present paper.
objective functions constraint approximation ratio reference
L
P
-b
a
se
d linear (polytope) matroid (intersection) P Thm. 3.4
linear (polytope) shortest s–t path P Thm. 3.4
linear (polytope) knapsack PTAS Thm. 3.8
linear (polytope) µ-matroid intersection 2eµ -approx. Thm. 3.10
M
W
U
-b
a
se
d
monotone submodular matroid/knapsack (1− 1e − ǫ)-approx. Thm. 4.7
monotone submodular µ-matroid intersection 1µ+ǫ -approx. Thm. 4.8
linear µ-matroid intersection 1µ−1+ǫ -approx. Thm. 4.9
submodular free (12 − ǫ)-approx. Thm. 4.10
linear knapsack FPTAS Thm. 4.11
cardinality knapsack FPTAS Thm. 4.14
Orgamization of this paper The rest of this paper is organized as follows.
In Section 2, we fix notations and give a precise description of our problem.
In Section 3, we explain basic scheme of LP-based algorithms and then extend
the result to a knapsack constraint case and a µ-matroid intersection constraint
case. In Section 4, we explain multiplicative weights update method.
2 Preliminaries
Linear and submodular functions Throughout this paper, we consider set
functions f with f(∅) = 0. We say that a set function f : 2E → R is submodular
if f(X) + f(Y ) ≥ f(X ∪ Y ) + f(X ∩ Y ) holds for all X,Y ⊆ E [18, 32]. In
particular, a set function f : 2E → R is called linear (modular) if f(X)+f(Y ) =
f(X ∪Y )+ f(X ∩Y ) holds for all X,Y ⊆ E. A linear function f is represented
as f(X) =
∑
e∈X we for some (we)e∈E . A function f is said to be monotone
if f(X) ≤ f(Y ) for all X ⊆ Y ⊆ E. A linear function f(X) =
∑
e∈X we is
monotone if and only if we ≥ 0 (e ∈ E).
Independence system Let E be a finite ground set. An independence system
is a set system (E, I) with the following properties: (I1) ∅ ∈ I, and (I2)X ⊆ Y ∈
I implies X ∈ I. A set I ⊆ I is said to be independent, and an inclusion-wise
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maximal independent set is called a base. The class of independence systems is
wide and it includes matroids, µ-matroid intersections, and families of knapsack
solutions.
A matroid is an independence system (E, I) satisfying that (I3) X,Y ∈ I,
|X | < |Y | implies the existence of e ∈ Y \ X such that X ∪ {e} ∈ I. All
bases of a matroid have the same cardinality, which is called the rank of the
matroid and is denoted by ρ(I). An example of matroids is a uniform matroid
(E, I), where I = {S ⊆ E | |S| ≤ r} for some r. Note that the rank of this
uniform matroid is r. Given two matroidsM1 = (E, I1) andM2 = (E, I2), the
matroid intersection of M1 and M2 is defined by (E, I1 ∩ I2). Similarly, given
µ matroids Mi = (E, Ii) (i = 1, . . . , µ), the µ-matroid intersection is defined
by (E,
⋂µ
i=1 Ii).
Given an item set E with size s(e) and value v(e) for each e ∈ E, and the
capacityC ∈ Z+, the knapsack problem is to find a subsetX ofE that maximizes
the total value
∑
e∈X v(e) subject to a knapsack constraint
∑
e∈X s(e) ≤ C.
Each subset satisfying the knapsack constraint is called a knapsack solution.
Let I = {X |
∑
e∈X s(e) ≤ C} be the family of knapsack solutions. Then,
(E, I) is an independence system.
Robust optimization problem Let E be a finite ground set, and let n be
a positive integer. Given n set functions f1, . . . , fn : 2
E → R+ and an indepen-
dence system (E, I), our task is to solve
max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X).
For each k ∈ [n], we denote X∗k ∈ argmaxX∈I fk(X) and assume that fk(X
∗
k) >
0. We assume that the functions are given by an oracle, i.e., for a given X ⊆ E,
we can query an oracle about the values f1(X), . . . , fn(X). Let ∆(I) and ∆n
denote the set of probability distributions over I and [n], respectively.
By von Neumann’s minimax theorem [47], it holds that
max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X) = min
q∈∆n
max
X∈I
∑
k∈[n]
qk · fk(X). (2)
This leads the following proposition, which will be used later.
Proposition 2.1. Let ν∗ denote the optimal value of (1). It holds that mink∈[n] fk(X
∗
k)/n ≤
ν∗ ≤ mink∈[n] fk(X
∗
k ).
Proof. The upper bound follows from
ν∗ = min
q∈∆n
max
X∈I
∑
k∈[n]
qk · fk(X) ≤ min
k∈[n]
max
X∈I
fk(X) = min
k∈[n]
fk(X
∗
k ).
Let p∗ ∈ ∆(I) be a probability distribution such that p∗X = |{i ∈ [n] | X
∗
i =
X}|/n. Then we have
ν∗ = max
p∈∆I
min
k∈[n]
∑
X∈I
pX · fk(X) ≥ min
k∈[n]
∑
X∈I
p∗X · fk(X) ≥ min
k∈[n]
fk(X
∗
k )/n.
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This implies that we can find a 1/n-approximate solution by just computing
X∗k (k ∈ [n]).
We prove that, even for an easy case, computing the optimal worst case
value among deterministic solutions is strongly NP-hard even to approximate.
To prove this, we reduce the hitting set problem, which is known to be NP-
hard [21]. Given n subsets Sk ⊆ E (k ∈ [n]) on a ground set E and an integer
r, the hitting set problem is to find a subset A ⊆ E such that |A| ≤ r and
Sk ∩ A 6= ∅ for all k ∈ [n].
Theorem 2.2. It is NP-hard to compute
max
X∈I
min
k∈[n]
fk(X) (3)
even when the objective functions f1, . . . , fk are linear and I is given by a uni-
form matroid. Moreover, there exists no approximation algorithm for the prob-
lem unless P=NP.
Proof. Let (E, {S1, . . . , Sn}, r) be an instance of the hitting set problem. We
construct an instance of (3) as follows. The constraint I is defined so that (E, I)
is the rank r uniform matroid. Note that I is a family of subsets with at most
r elements. Each objective function fk (k ∈ [n]) is defined by fk(X) = |X ∩Sk|
(X ⊆ E), which is linear.
If there exists an hitting set X ∈ I, then mink∈[n] fk(X) ≥ 1, which implies
that the optimal value of (3) is at least 1. On the other hand, if anyX ∈ I is not
a hitting set, then mink∈[n] fk(X) = 0 for all X ∈ I, meaning that the optimal
value of (3) is 0. Therefore, even deciding whether the optimal value of (3) is
positive or zero is NP-hard. Thus, there exists no approximation algorithm to
the problem unless P=NP.
3 LP-based Algorithms
In this section, we present a computation scheme for the robust optimiza-
tion problem (1) with linear functions f1, . . . , fn, i.e., fk(X) =
∑
e∈X wke.
Here, wke ≥ 0 holds for k ∈ [n] and e ∈ E since we assume fk(X) ≥ 0.
A key technique is the separation problem for an independence system poly-
tope. An independence system polytope of (E, I) is a polytope defined as
P (I) = conv{χ(X) | X ∈ I} ⊆ [0, 1]E, where χ(X) is a characteristic vector
in {0, 1}E, i.e., χ(X)e = 1 if and only if e ∈ X . For a probability distribution
p ∈ ∆(I), we can get a point x ∈ P (I) such that xe =
∑
X∈I: e∈X pX (e ∈ E).
Then, xe (e ∈ E) means a probability that e is chosen when we select an inde-
pendent set according to the probability distribution p. Conversely, for a point
x ∈ P (I), there exists p ∈ ∆(I) such that
∑
X∈I pX χ(X) = x by definition
of P (I). Given x ∈ RE , the separation problem for P (I) is to either assert
x ∈ P (I) or find a vector d such that d⊤x < d⊤y for all y ∈ P (I).
The rest of this section is organized as follows. In Section 3.1, we prove
that we can solve (1) in polynomial time if there is a polynomial-time algorithm
to solve the separation problem for P (I). We list up classes of independence
systems such that there exists a polynomial- time algorithm for the separation
problem in Section 3.2. In Section 3.3, we tackle the case when it is hard to
construct a separation algorithm for P (I). We show that we can obtain an
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approximation solution when we can slightly relax P (I). Moreover, we deal
with a setting that objective functions are given by a polytope in Section 3.4,
and consider nearly linear functions f1, . . . , fn in Section 3.5.
3.1 Basic scheme
We observe that the optimal robust value of (1) is the same as the optimal value
of the following linear programming (LP):
max ν s.t. ν ≤
∑
e∈E
wiexe (∀i ∈ [n]), x ∈ P (I). (4)
Lemma 3.1. When f1, . . . , fn are linear, the optimal value of (4) is equal to
that of (1).
Proof. Let p∗ ∈ ∆(I) be the optimal solution of (1) and let ν∗ = mink∈[n]
∑
X∈I p
∗
X ·
fk(X). Let x
∗ ∈ RE be a vector such that x∗e =
∑
X∈I: e∈X p
∗
X for each e ∈ E.
Note that x∗ =
∑
X∈I p
∗
Xχ(X). Then x
∗ ∈ P (I) holds by the definition of
P (I). Thus, the optimal value of (4) is at least
min
k∈[n]
∑
e∈E
wkex
∗
e = min
k∈[n]
∑
e∈E
∑
X∈I: e∈X
p∗X · wke
= min
k∈[n]
∑
X∈I
∑
e∈X
p∗X · wke = min
k∈[n]
∑
X∈I
p∗X · fk(X) = ν
∗.
On the other hand, let (ν′, x′) be an optimal solution of (4). As x′ ∈ P (I) (=
conv{χ(X) | X ∈ I}), there exists a p′ ∈ ∆(I) such that x′e =
∑
X∈I: e∈X p
′
X
for each e ∈ E. Then we have
ν∗ = max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X)
≥ min
k∈[n]
∑
X∈I
p′X · fk(X) = min
k∈[n]
∑
X∈I
∑
e∈X
p′X · wke
= min
k∈[n]
∑
e∈E
wke
∑
X∈I:e∈X
p′X = min
k∈[n]
∑
e∈E
wke · x
′
e ≥ ν
′.
Thus the optimal solution of (1) is obtained by the following two-step scheme.
1. compute the optimal solution of LP (4), which we denote as (ν∗, x∗),
2. compute p∗ ∈ ∆(I) such that x∗ =
∑
X∈I p
∗
X χ(X).
It is trivial that if |I| is bounded by a polynomial in |E| and n, then we can
obtain p∗ by replacing x with
∑
X∈I pXχ(X) in (4) and solving it. In general,
we can solve the two problems in polynomial time by the ellipsoid method
when we have a polynomial-time algorithm to solve the separation problem for
P (I). This is due to the following theorems given by Gro¨tschel, Lova´sz, and
Schrijver [22].
Theorem 3.2 ([22]). Let P ⊆ RE be a polytope. If the separation problem for
P can be solved in polynomial time, then we can solve a linear program over P
in polynomial time.
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Theorem 3.3 ([22]). Let P ⊆ RE be a polytope. If the separation problem for P
can be solved in polynomial time, then there exists a polynomial time algorithm
that, for any vector x ∈ P, computes affinely independent vertices x1, . . . , xℓ
of P (ℓ ≤ |E| + 1) and positive reals λ1, . . . , λℓ with
∑ℓ
i=1 λi = 1 such that
x =
∑ℓ
i=1 λixi.
Therefore, we see the following general result.
Theorem 3.4. If f1, . . . , fn are linear and there is a polynomial-time algorithm
to solve the separation problem for P (I), then we can solve the linear robust
optimization problem (1) in polynomial time.
3.2 Independence system polytopes with separation algo-
rithms
Here we list up classes of independence systems such that there exists a polynomial-
time algorithm for the separation problem. For more details of the following
representation of polytopes, see [43].
Matroid constraint Suppose that (E, I) is a matroid with a rank function
ρ. Then, we can write
P (I) =
{
x ∈ [0, 1]E
∣∣∣∣∣
∑
e∈U
xe ≤ ρ(U) (∀U ⊆ E)
}
.
The separation problem for P (I) is solvable in strongly polynomial time by
Cunningham’s algorithm [13]. Thus, we can solve the linear robust optimization
problem (1) subject to a matroid constraint.
Matroid intersection Let (E, I1) and (E, I2) be matroids with rank func-
tions ρ1 and ρ2. Then, for a matroid intersection (E, I) = (E, I1 ∩ I2), we can
denote
P (I) =
{
x ∈ [0, 1]E
∣∣∣∣∣
∑
e∈U
xe ≤ ρi(U) (∀U ⊆ E, i = 1, 2)
}
and hence the separation problem for P (I) is solvable in strongly polynomial
time by Cunningham’s algorithm [13]. Thus, we can solve the linear robust op-
timization problem (1) subject to a matroid intersection constraint. We remark
that matroid intersection includes bipartite matching and arborescences in di-
rected graphs and hence we can also solve the robust maximum weight bipartite
matching problem and the robust maximum weight arborescence problem.
Shortest s–t path We explain that our scheme works for the set of s–t paths,
although it does not form a independence system. We are given a directed graph
G = (V,E), source s ∈ V , destination t ∈ V , and length ℓk : E → R++ (k ∈ [n]).
Let I ⊆ 2E be the set of s–t paths and fk(X) =
∑
e∈X ℓk(e) for k ∈ [n].
Then, our task is to find a probability distribution over s–t paths p ∈ ∆(I) that
minimizes maxk∈[n]
∑
X∈I pXfk(X). We mention that the deterministic version
of this problem is NP-hard even for restricted cases [48].
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Since the longest s–t path problem is NP-hard, we cannot expect an efficient
separation algorithm for P (I). However, if we extend the s–t path polytope to
its dominant it becomes tractable. The dominant P ↑(I) of P (I) is defined as
the set of vectors x ∈ RE with x ≥ y for some y ∈ P (I). Then, we can denote
P ↑(I) =
{
x ∈ RE+
∣∣∣∣∣
∑
e∈U
xe ≥ 1 (∀U ⊆ E : U is an s–t cut)
}
.
The separation problem for the polytope P ↑(I) ∩ [0, 1]E can be solved in poly-
nomial time by solving a minimum s–t cut problem and hence we can obtain
x∗ ∈ argmin
x∈P↑(I)∩[0,1]E
max
k∈[n]
∑
e∈E
ℓk(e)xe.
Moreover, since ℓk(e) > 0 for all k ∈ [n] and e ∈ E, we have x∗ ∈ P (I), and
hence we can obtain the optimal solution of the robust shortest path problem
minp∈∆(I)maxk∈[n] fk(X).
3.3 Relaxation of the polytope
We present an approximation scheme for the case when the separation problem
for P (I) is hard to solve. Recall that fk(X) =
∑
e∈X wke where wke ≥ 0 for
k ∈ [n] and e ∈ E.
We modify the basic scheme as follows. First, instead of solving the separa-
tion problem for P (I), we solve the one for a relaxation of P (I). For a polytope
P and a positive number (1 ≥)α > 0, we denote αP = {αx | x ∈ P}. We call a
polytope Pˆ (I) ⊆ [0, 1]E α-relaxation of P (I) if it holds that
αPˆ (I) ⊆ P (I) ⊆ Pˆ (I).
Then we solve
max
x∈Pˆ (I)
min
k∈[n]
∑
e∈E
wkexe (5)
instead of LP (4), and obtain an optimal solution xˆ.
Next, we compute a convex combination of xˆ using χ(X) (X ∈ I). Here, if
xˆ ∈ Pˆ (I) is the optimal solution for (5), then αxˆ ∈ P (I) is an α-approximate
solution of LP (4), because
max
x∈P (I)
min
k∈[n]
∑
e∈E
wkexe ≤ max
x∈Pˆ(I)
min
k∈[n]
∑
e∈E
wkexe
= min
k∈[n]
∑
e∈E
wkexˆe =
1
α
· min
k∈[n]
∑
e∈E
wke(αxˆe).
As αxˆ ∈ P (I), there exists p ∈ ∆(I) such that αxˆ =
∑
X∈I pX χ(X). However,
the retrieval of such a probability distribution may be computationally hard,
because the separation problem for P (I) is hard to solve. Hence, we relax the
problem and compute p∗ ∈ ∆(I) such that βxˆ ≤
∑
X∈I p
∗
X χ(X), where (α ≥
11
)β > 0. Then, p∗ is a β-approximate solution of maxp∈∆(I)mink∈[n]
∑
X∈I p
∗
X ·
fk(X), because
max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X) ≤ min
k∈[n]
∑
e∈E
wkexˆe =
1
β
· min
k∈[n]
∑
e∈E
wke(βxˆe)
≤
1
β
· min
k∈[n]
∑
e∈E
∑
X∈I: e∈X
p∗Xwke
=
1
β
· min
k∈[n]
∑
X∈I
p∗X · fk(X).
Thus the basic scheme is modified as the following approximation scheme:
1. compute the optimal solution xˆ ∈ Pˆ (I) for LP (5),
2. compute p∗ ∈ ∆(I) such that β · xˆe ≤
∑
X∈I: e∈X p
∗
X for each e ∈ E.
Theorem 3.5. Suppose that f1, . . . , fn are linear. If there exists a polynomial-
time algorithm to solve the separation problem for a α-relaxation Pˆ (I) of P (I),
then an α-approximation of the optimal value of (1) is computed in polynomial-
time. In addition, if there exists a polynomial-time algorithm to find p ∈ ∆(I)
such that β · xˆe ≤
∑
X∈I: e∈X pX for any x ∈ Pˆ (I), then a β-approximate
solution of (1) is found in polynomial-time.
We remark that we can combine the result in Section 3.4 with this theorem.
In the subsequent sections, we apply Theorem 3.5 to important two cases
when I is defined from a knapsack constraint or a µ-matroid intersection. For
this purpose, we develop appropriate relaxations of P (I) and retrieval proce-
dures for p∗.
3.3.1 Relaxation of a knapsack polytope
Let E be a set of items with size s(e) for each e ∈ E. Without loss of generality,
we assume that a knapsack capacity is one, and s(e) ≤ 1 for all e ∈ E. Let I
be a family of knapsack solutions, i.e., I = {X ⊆ E |
∑
e∈X s(e) ≤ 1}.
It is known that P (I) admits a polynomial size relaxation scheme (PSRS),
i.e., there exists a (1− ǫ)-relaxation of P (I) through a linear program of poly-
nomial size for a fixed ǫ > 0.
Theorem 3.6 (Bienstock [4]). Let 0 < ǫ ≤ 1. There exist a polytope P ǫ(I)
and its extended formulation with O(ǫ−1n1+⌈1/ǫ⌉) variables and O(ǫ−1n2+⌈1/ǫ⌉)
constraints such that
(1 − ǫ)P ǫ(I) ⊆ P (I) ⊆ P ǫ(I).
Thus, the optimal solution xˆ to maxx∈P ǫ(I)mink∈[n]
∑
e∈E wkexe can be
computed in polynomial time. The remaining task is to compute p∗ ∈ ∆(I)
such that (1− ǫ) · xˆe ≤
∑
X∈I: e∈X p
∗
X for each e ∈ E. We give an algorithm for
this task.
Lemma 3.7. There exists a polynomial-time algorithm that computes p∗ ∈
∆(I) such that (1 − ǫ) · xˆe ≤
∑
X∈I: e∈X p
∗
X for each e ∈ E.
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Proof. To obtain such a probability distribution, we explain Bienstock’s relax-
ation scheme. Let κ = ⌈1/ǫ⌉ and let Si = {S ⊆ E | |S| = i,
∑
e∈S s(e) ≤ 1} for
i = 1, . . . , κ. Then, the constraints of P ǫ(I) are given as follows:
xe =
∑κ
i=1
∑
S∈Si
ySe (∀e ∈ E), (6)
ySe = y
S
0 (∀S ∈
⋃κ
i=1 Si, ∀e ∈ S), (7)
ySe = 0 (∀S ∈
⋃κ−1
i=1 Si, ∀e ∈ E \ S), (8)
ySe ≤ y
S
0 (∀S ∈
⋃κ
i=1 Si, ∀e ∈ E \ S), (9)∑
e∈E s(e)y
S
e ≤ y
S
0 (∀S ∈ Sκ), (10)
ySe = 0 (∀S ∈ Sκ, ∀e ∈ E \ S : s(e) > min
e′∈S
s(e′)), (11)
ySe ≥ 0 (∀S ∈
⋃κ
i=1 Si, ∀e ∈ E ∪ {0}), (12)∑κ
i=1
∑
S∈Si
yS0 = 1. (13)
Intuitively, yS corresponds to a knapsack solution S ∈ I if |S| < κ and yS
corresponds to a (fractional) knapsack solution such that S is the κ-largest
items if |S| = κ.
Let xˆ be an optimal solution for maxx∈P ǫ(I)mink∈[n]
∑
e∈E wkexe and let
(xˆ, yˆ) satisfy (6)–(13). For each S ∈ Sκ, we define
QS =

 y
∣∣∣∣∣∣∣∣
∑
e∈E s(e)ye ≤ 1,
ye = 1 (∀e ∈ S),
ye = 0 (∀e ∈ E \ S : s(e) > mine′∈S s(e′)),
0 ≤ ye ≤ 1 (∀e ∈ E \ S : s(e) ≤ mine′∈S s(e′))

 .
Let us denote yˆS = (ySe )e∈E . Then, by (7) and (9)–(12), we have yˆ
S ∈ yˆS0Q
S .
Also, by Theorem 3.3, we can compute a convex combination representation of
yˆS with at most |E| − κ + 1 (≤ |E|) vertices of yˆS0Q
S for each S ∈ Sκ with
yˆS0 > 0. Suppose that yˆ
S = yˆS0 ·
∑tS
i=1 λ
S,iy˜S,i where tS ≤ |E|, y˜S,i is a vertex of
QS ,
∑tS
i=1 λ
S,i = yˆS0 , and λ
S,i ≥ 0 (i = 1, . . . , tS).
Let y˜ be a vertex of QS that is not integral. Then, there exists exactly one
item e∗ such that 0 < y˜e∗ < 1 [30]. Let T = {e ∈ E | y˜e > 0}. Then, T \{e} ∈ I
for every e ∈ S ∪ {e∗} and it holds that
κ
κ+ 1
y˜ ≤
∑
e∈S∪{e∗}
1
κ+ 1
χ(T \ {e})
because, if y˜t > 0 (i.e., t ∈ T ), we have
∑
e∈S∪{e∗} χ(T \{e})t = |S∪{e
∗}\{t}| ≥
κ.
Now, we are ready to construct the probability distribution p∗. Let us define
p∗ =
κ−1∑
i=1
∑
S∈Si
yˆS0 χ(S) +
∑
S∈Sκ: yˆS0 >0
yˆS0
∑
i∈[tS ]: y˜S,i is integral
λS,iχ(supp(y˜S,i))
+
∑
S∈Sκ: yˆS0 >0
yˆS0
∑
i∈[tS ]: 0<y˜
S,i
e∗
<1
λS,i
κ+ 1
∑
e∈S∪{e∗}
χ(supp(y˜S,i) \ {e}).
13
Note that p∗ ∈ ∆(I) because the sum of the coefficients is
κ−1∑
i=1
∑
S∈Si
yˆS0 +
∑
S∈Sκ:
yˆS0 >0
yˆS0
∑
i∈[tS ]:
y˜S,i is integral
λS,i +
∑
S∈Sκ:
yˆS0 >0
yˆS0
∑
i∈[tS ]:
0<y˜S,i
e∗
<1
λS,i
κ+ 1
∑
e∈S∪{e∗}
1 = 1.
By (6), we have
xˆ =
κ∑
i=1
∑
S∈Si
yˆS =
κ−1∑
i=1
∑
S∈Si
yˆS +
∑
S∈Sκ: yˆS0 >0
yˆS
=
κ−1∑
i=1
∑
S∈Si
yˆS0 χ(S) +
∑
S∈Sκ: yˆS0 >0
yˆS0
tS∑
i=1
λS,iy˜S,i,
which implies κκ+1 · xˆe ≤
∑
X∈I: e∈X p
∗
X . Here, κ/(κ + 1) ≥ 1/(1 + ǫ) > 1 − ǫ,
and hence p∗ is a (1 − ǫ)-approximate solution.
Theorem 3.8. There is a PTAS to compute the linear robust optimization
problem (1) subject to a knapsack constraint.
Finally, we remark that the existence of a fully polynomial size relaxation
scheme (FPSRS) for P (I) is open [4]. The existence of an FPSRS leads an
FPTAS to compute the optimal value of the linear robust optimization problem
(1) subject to a knapsack constraint.
3.3.2 Relaxation of a µ-matroid intersection polytope
Let us consider the case where I is defined from a µ-matroid intersection. It is
NP-hard to maximize a linear function subject to a µ-matroid intersection con-
straint if µ ≥ 3 [21]. Hence, it is also NP-hard to solve the linear robust optimiza-
tion subject to a µ-matroid intersection constraint if µ ≥ 3. For i = 1, . . . , µ,
let (E, Ii) be a matroid whose rank function is ρi. Let (E, I) = (E,
⋂
i∈[µ] Ii).
We define Pˆ (I) =
⋂
i∈[µ] P (Ii), i.e.,
Pˆ (I) =
{
x
∣∣∣∣
∑
e∈X xe ≤ ρi(X) (∀i ∈ [µ], ∀X ⊆ E),
xe ≥ 0 (∀e ∈ E)
}
.
Note that P (I) = P (
⋂
i∈[µ] Ii) ⊆
⋂
i∈[µ] P (Ii) = Pˆ (I). We see that Pˆ (I) is a
(1/µ)-relaxation of P (I).
Lemma 3.9. 1µ Pˆ (I) ⊆ P (I) ⊆ Pˆ (I).
Proof. To see this, we consider the following greedy algorithm for a given non-
negative weights w: start from the empty solution and process the elements in
decreasing weight order, add an element to the current solution if and only if
its addition preserves independence. It is known that the greedy algorithm
is a (1/µ)-approximation algorithm even with respect to the LP relaxation
maxx∈Pˆ(I)
∑
e∈E w(e)xe [16]. More precisely, for a weight w : E → R+, we
have
1
µ
· max
x∈Pˆ (I)
∑
e∈E
w(e)xe ≤
∑
e∈Xw
w(e) ≤ max
x∈P (I)
∑
e∈E
w(e)xe (14)
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where Xw is a greedy solution for w. It is sufficient to claim that x ∈ Pˆ (I)
implies 1µ · x ∈ P (I). To obtain a contradiction, suppose that xˆ ∈ Pˆ (I) but
1
µ · xˆ 6∈ P (I). Then, by the separating hyperplane theorem [6], there exists a
weight wˆ : E → R such that
max
x∈P (I)
∑
e∈E
wˆ(e)xe <
1
µ
∑
e∈E
wˆ(e)xˆe ≤
1
µ
max
x∈Pˆ (I)
∑
e∈E
wˆ(e)xe.
Let wˆ+ : E → R+ be a weight such that wˆ+(e) = max{0, wˆ(e)}. Then, we see
that maxx∈P (I)
∑
e∈E wˆ(e)xe = maxx∈P (I)
∑
e∈E wˆ
+(e)xe because I is down-
ward closed. Also, we have
∑
e∈E wˆ(e)xˆe ≤ maxx∈Pˆ (I)
∑
e∈E wˆ
+(e)xˆe because
xˆ ≥ 0. Thus, we obtain
max
x∈P (I)
∑
e∈E
wˆ+(e)xe <
1
µ
∑
e∈E
wˆ+(e)xˆe ≤
1
µ
max
x∈Pˆ (I)
∑
e∈E
wˆ+(e)xe
which contradicts (14).
As we can solve the separation problem for Pˆ (I) in strongly polynomial
time [13], we can obtain an optimal solution xˆ ∈ Pˆ (I) for the relaxed problem
maxx∈Pˆ(I)
∑
e∈E w(e)xe. Since xˆ/µ ∈ P (I), the value
∑
e∈E w(e)xˆe/µ is a
µ-approximation of the optimal value of (1).
To obtain a µ-approximate solution, we need to compute p∗ ∈ ∆(I) such
that xˆe/µ ≤
∑
X∈I: e∈X p
∗
X for each e ∈ E. Unfortunately, it seems hard to
calculate such a distribution. With the aid of the contention resolution (CR)
scheme, which is introduced by Chekuri, Vondra´k, and Zenklusen [10], we can
compute p∗ ∈ ∆(I) such that (2/eµ) · xˆe ≤
∑
X∈I: e∈X p
∗
X for each e ∈ E. We
describe its procedure later. We can summarize our result as follows.
Theorem 3.10. We can compute a µ-approximate value of the linear robust
optimization problem subject to a µ-matroid intersection in polynomial time.
Moreover, we can implement a procedure that efficiently outputs an independent
set according to the distribution of a 2/(eµ)-approximate solution.
It remains to describe the procedure to compute a distribution. For x ∈
[0, 1]E, let R(x) ⊆ E be a random set obtained by including each element e ∈ E
independently with probability xe.
Definition 3.11. Let b, c ∈ [0, 1] and let (E, I ′) be an independence system. A
(b, c)-balanced CR scheme π for P (I ′) is a procedure that, for every x ∈ bP and
A ⊆ E, returns a random set πx(A) ⊆ A ∩ supp(x) and satisfies the following
properties:
1. πx(A) ∈ I ′ with probability 1 for all A ⊆ E, x ∈ bP (I ′), and
2. for all i ∈ supp(x), Pr[i ∈ πx(R(x)) | i ∈ R(x)] ≥ c for all x ∈ bP (I ′).
Theorem 3.12 (Theorem 1.4 [10]). For any b ∈ (0, 1], there is an optimal
(b, 1−e
−b
b )-balanced CR scheme for any matroid polytope. Moreover, the scheme
is efficiently implementable.
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Recall that xˆ ∈ Pˆ (I) is a optimal solution of maxx∈Pˆ(I)
∑
e∈E w(e)xe and
xˆ ∈ P (Ii) for all i ∈ [µ]. Let πix be a (b,
1−e−b
b )-balanced CR scheme for
P (Ii). Then we can efficiently implement a procedure that outputs a random
set
⋂
i∈[µ] π
i
bxˆ(R(bxˆ)). By the definition of CR scheme,
⋂
i∈[µ] π
i
bxˆ(R(bxˆ)) ∈ I
with probability 1 and Pr[i ∈ πbxˆ(R(bxˆ)) | i ∈ R(bxˆ)] ≥
(
1−e−b
b
)µ
for all
i ∈ supp(xˆ). Thus, we get
min
k∈[n]
E

fk

 ⋂
i∈[µ]
πibxˆ(R(bxˆ))



 ≥ b · (1− e−b
b
)µ
·max
X∈I
min
k∈[n]
fk(X).
By choosing b = 2/µ, the coefficient of the right hand side is at least
2
µ
·
(
1− e−2/µ
2/µ
)µ
≥
2
µ
· lim
t→∞
(
1− e−2/t
2/t
)t
=
2
eµ
since
(
1−e−2/t
2/t
)t
is monotone increasing for t > 0. Hence,
⋂
i∈[µ] π
i
bxˆ(R(bxˆ)) is
a 2/(eµ)-approximate solution.
3.4 Linear functions in a polytope
We consider the following variant of (1). Instead of n functions f1, . . . , fn, we
are given a set of functions
F =
{
f
∣∣∣∣∣ f(X) =
∑
e∈X
we (∀X ∈ 2
E), Aw +Bψ ≤ c, w ≥ 0, ψ ≥ 0
}
for some A ∈ Rm×|E|, B ∈ Rm×d, and c ∈ Rm. Now, we aim to solve
max
p∈∆(I)
min
f∈F
∑
X∈I
pXf(X). (15)
Note that for linear functions f1, . . . , fn, (1) is equivalent to (15) in which
F = conv{f1, . . . , fn} =

 f
∣∣∣∣∣∣
f(X) =
∑
e∈X we (∀X ∈ 2
E),
we =
∑
k∈[n] qkfk({e}),∑
k∈[n] qk = 1, w, q ≥ 0

 .
We observe that (15) is equal to maxx∈P (I)min{x
⊤w | Aw +Bψ ≤ c, w ≥
0, ψ ≥ 0} by using a similar argument to Lemma 3.1. The LP duality im-
plies that min{x⊤w | Aw + Bψ ≤ c, w ≥ 0, ψ ≥ 0} = max{c⊤y | A⊤y ≥
x, B⊤y ≥ 0, y ≥ 0}. Thus the optimal value of (15) is equal to that of the
LP maxx∈P (I)maxy:A⊤y=x, B⊤y≥0, y≥0
∑
i∈[m] biyi. Hence, Theorems 3.2 and
3.3 imply that if the separation problem for P (I) can be solved in polynomial
time, then we can solve (15) in polynomial time.
3.5 Approximately linear case
In this subsection, we consider the case where the possible functions are approx-
imately linear. For a function f : 2E → R+, we call that fˆ is an α-approximate
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of f if
α · fˆ(X) ≤ f(X) ≤ fˆ(X) (∀X ∈ 2E).
Suppose that fˆ1, . . . , fˆn are α-approximate of f1, . . . , fn, respectively. Then,
the optimal solution for fˆ1, . . . , fˆn is an α-approximate solution of the original
problem.
Theorem 3.13. If f1, . . . , fn have α-approximate linear functions fˆ1, . . . , fˆn
and there is a polynomial time algorithm to solve the separation problem for
P (I), then there is a polynomial time algorithm to compute an α-approximate
solution for the robust optimization problem.
Proof. We can compute optimal solution p∗ ∈ argmaxp∈∆(I)mink∈[n]
∑
X∈I pX ·
fˆk(X) by Theorem 3.4. Then we have
min
k∈[n]
∑
X∈I
p∗X · fk(X) ≤ min
k∈[n]
∑
X∈I
p∗X · fˆk(X) = max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fˆk(X)
≤
1
α
· max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X)
and hence p∗ is an α-approximate solution for the robust optimization problem.
Finally, let us see that a monotone submodular function with a small cur-
vature has a linear function with a small approximation factor. For a mono-
tone submodular function g : 2E → R+, the (total) curvature of g is defined as
cg = 1 −mine∈E
g(E)−g(E\{e})
g({e}) [12]. Let gˆ(X) =
∑
e∈X g({e}). Then, we have
(1− cf )gˆ(X) ≤ g(X) ≤ gˆ(X) and hence g is a (1− cg)-approximate of gˆ.
4 MWU-based Algorithm
In this section, we present an algorithm based on the MWU method [3]. This
algorithm is applicable to general cases. We assume that fk(X) ≥ 0 for any
k ∈ [n] and X ∈ I.
We describe the idea of our algorithm. Recall the minimax relation (2).
Let us focus on the right hand side. We define weights ωk for each function
fk, and iteratively update them. Intuitively, a function with a larger weight
is likely to be chosen with higher probability. At the first round, all functions
have the same weights. At each round t, we set a probability qk (k ∈ [n]) that
fk is chosen by normalizing the weights. Then we compute an (approximate)
optimal solution X(t) of maxX∈I
∑
k∈[n] qk · fk(X). To minimize the right hand
side of (2), the probability qk for a function fk with a larger value fk(X) should
be decreased. Thus we update the weights according to fk(X). We repeat this
procedure, and set a randomized strategy p ∈ ∆(I) according to X(t)’s.
Krause et al. [34] and Chen et al. [11] proposed the above algorithm when
f1, . . . , fn are functions with range [0, 1]. They proved that if there exists an α-
approximation algorithm to maxX∈I
∑
k∈[n] qkfk(X) for any q ∈ ∆n, then the
approximation ratio is α−ǫ for any fixed constant ǫ > 0. This implies an approx-
imation ratio of α−ǫ·maxk∈[n], X∈I fk(X)/ν
∗ when f1, . . . , fn are functions with
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range R+, where ν
∗ is the optimal value of (1). Here, maxk∈[n], X∈I fk(X)/ν
∗
could be large in general. To remove this term from the approximation ratio,
we introduce a novel concept of function transformation. We improve the ex-
isting algorithms [11, 34] with this concept, and show a stronger result later in
Theorem 4.2.
Definition 4.1. For positive reals η and γ (≤ 1), we call a function g is an
(η, γ)-reduction of f if (i) g(X) ≤ min{f(X), η} and (ii) g(X) ≤ γ · η implies
g(X) = f(X).
We fix a parameter γ > 0, where 1/γ is bounded by polynomial. The smaller
γ is, the wider the class of (η, γ)-reduction of f is. We set another parameter
η later. We denote (η, γ)-reduction of f1, . . . , fn by f
η
1 , . . . , f
η
n , respectively. In
what follows, suppose that we have an α-approximation algorithm to
max
X∈I
∑
k∈[n]
qkf
η
k (X) (16)
for any q ∈ ∆n and η ∈ R+∪{∞}. In our proposed algorithm, we use f
η
k instead
of the original fk. The smaller η is, the faster our algorithm converges. However,
the limit outcome of our algorithm as T goes to infinity moves over a little from
the optimal solution. We overcome this issue by setting η an appropriate value.
Our algorithm is summarized in Algorithm 1. Note that f∞k = fk (k ∈
Algorithm 1: MWU algorithm for the robust optimization
input : positive reals η, δ ≤ 1/2, and an integer T
output: randomized strategy p∗ ∈ ∆(I)
1 Let ω
(1)
k ← 1 for each k ∈ [n];
2 for t = 1 to T do
3 q
(t)
k ← ω
(t)
k /
∑
k∈[n] ω
(t)
k for each k ∈ [n];
4 let X(t) be an α-approximate solution of maxX∈I
∑
k∈[n] q
(t)
k · f
η
k (X) ;
5 ω
(t+1)
k ← ω
(t)
k (1− δ)
fηk (X
(t))/η for each k ∈ [n];
6 return p∗ ∈ ∆(I) such that p∗X = |{t ∈ {1, . . . , T } | X
(t) = X}|/T ;
[n]). We remark that when the parameter γ is small, there may exist a better
approximation algorithm for (16), but the running time of Algorithm 1 becomes
longer.
The main result of this section is stated below.
Theorem 4.2. If there exists an α-approximation algorithm to solve (16) for
any q ∈ ∆n and η ∈ R+ ∪ {∞}, then Algorithm 1 is an (α − ǫ)-approximation
algorithm to the robust optimization problem (1) for any fixed ǫ > 0. In addition,
the running time of Algorithm 1 is O(n
2 lnn
αǫ3γ θ), where θ is the running time of
the α-approximation algorithm to (16).
To show this, we prove the following lemma by standard analysis of the
multiplicative weights update method (see, e.g., [3]). In the following, we denote
by ν∗ the optimal value of (1).
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Lemma 4.3. For any δ ∈ (0, 1/2], it holds that
T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t)) ≤
η lnn
δ
+ (1 + δ) · min
k∈[n]
T∑
t=1
fηk (X
(t)).
Proof. Let Φ(t) =
∑
k∈[n] ω
(t)
k . Then we have
Φ(t+1) =
∑
k∈[n]
ω
(t+1)
k =
∑
k∈[n]
ω
(t)
k (1 − δ)
fηk (X
(t))/η
≤
∑
k∈[n]
ω
(t)
k (1− δ · f
η
k (X
(t))/η) = Φ(t) ·

1− δ ∑
k∈[n]
q
(t)
k · f
η
k (X
(t))/η


≤ Φ(t) · exp

−δ ∑
k∈[n]
q
(t)
k · f
η
k (X
(t))/η

 .
Here, the first inequality follows because (1−δ)x ≤ 1−δx holds for any x ∈ [0, 1]
by convexity of (1− δ)x, and fηk (X
(t))/η ∈ [0, 1] holds by Definition 4.1(i). The
last inequality holds since 1− x ≤ e−x for any x. Thus, we get
Φ(T+1) ≤ Φ(1) · exp

−δ T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t))/η


= n · exp

−δ T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t))/η

 .
In addition, Φ(T+1) ≥ ω
(T+1)
k = (1 − δ)
∑T
t=1 f
η
k (X
(t))/η for each i ∈ [n]. Hence,
we have
n · exp

−δ T∑
t=1
∑
k∈[n]
q
(t)
k f
η
k (X
(t))/η

 ≥ (1− δ)∑Tt=1 fηi (X(t))/η (∀i ∈ [n]).
This implies that
T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t)) ≤
η lnn
δ
+
1
δ
ln
1
1− δ
·
T∑
t=1
q
(t)
i · f
η
i (X
(t))
≤
η lnn
δ
+ (1 + δ) ·
T∑
t=1
q
(t)
i · f
η
i (X
(t))
holds for any i ∈ [n], because 1δ ln
1
1−δ ≤ 1 + δ holds for any δ ∈ (0, 1/2]. By
taking a minimum of the right hand side, we prove the lemma.
Next, we see that the optimal value of (1) for f1, . . . , fn and the one for
fη1 , . . . , f
η
n are close if η is a large number.
Lemma 4.4. If η ≥ nδγ · ν
∗, we have
ν∗ ≥ min
q∈∆n
max
X∈I
∑
k∈[n]
qk · f
η
k (X) ≥ (1− δ)ν
∗.
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Proof. The first inequality follows immediately because fk(X) ≥ f
η
k (X) for any
k ∈ [n] andX ∈ I by Definition 4.1(i). Let q∗ ∈ argminq∈∆n maxX∈I
∑
k∈[n] qk·
fηk (X). We denote J = {k ∈ [n] | maxX∈I fk(X) < γη}. Then, for i 6∈ J , it
holds that q∗i ≤ δ/n, because
q∗i · (n/δ) · ν
∗ ≤ q∗i · γη ≤ max
X∈I
q∗i · f
η
i (X) ≤ max
X∈I
∑
k∈[n]
q∗k · f
η
k (X) ≤ ν
∗
by Definition 4.1(ii). Hence, we have
∑
j∈J q
∗
j = 1−
∑
j 6∈J q
∗
j ≥ 1− δ. Then we
see that
ν∗ = min
q∈∆n
max
X∈I
∑
k∈[n]
qk · fk(X)
≤ max
X∈I
∑
k∈J
q∗k∑
j∈J q
∗
j
· fk(X)
≤
1
1− δ
·max
X∈I
∑
k∈J
q∗k · fk(X) =
1
1− δ
·max
X∈I
∑
k∈J
q∗k · f
η
k (X)
≤
1
1− δ
·max
X∈I
∑
k∈[n]
q∗k · f
η
k (X)
and hence minq∈∆n maxX∈I
∑
k∈[n] qk · f
η
k (X) ≥ (1− δ)ν
∗.
Lemma 4.5. For any fixed ǫ > 0, the output p∗ of Algorithm 1 is an (α − ǫ)-
approximate solution of (1) when we set T = ⌈n
2 lnn
αδ3γ ⌉,
n2
αδγ ν
∗ ≥ η ≥ nδγ ν
∗, and
δ = min{ǫ/3, 1/2}.
Proof. For any t ∈ [T ], sinceX(t) is an α-approximate solution of maxX∈I
∑
k∈[n] q
(t)
k ·
fηk (X), we have∑
k∈[n]
q
(t)
i · f
η
k (X
(t)) ≥ α ·max
X∈I
∑
k∈[n]
q
(t)
k · f
η
k (X)
≥ α · min
q∈∆n
max
X∈I
∑
k∈[n]
qk · f
η
k (X) ≥ α(1 − δ) · ν
∗
where the last inequality follows from Lemma 4.4. By taking the average over
t for both sides, it holds that
α(1− δ) · ν∗ ≤
1
T
T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t)).
Moreover, Lemma 4.3 implies that
1
T
T∑
t=1
∑
k∈[n]
q
(t)
k · f
η
k (X
(t)) ≤
η lnn
δT
+ (1 + δ) · min
k∈[n]
T∑
t=1
1
T
· fηk (X
(t)).
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By the definitions of p∗ and fηk , we observe that
∑T
t=1
1
T ·f
η
k (X
(t)) ≤
∑
X∈I p
∗
Xf
η
k (X) ≤∑
X∈I p
∗
X · fk(X) for any k ∈ [n]. We see that
α(1− δ) · ν∗ ≤
η lnn
δT
+ (1 + δ) · min
k∈[n]
∑
X∈I
p∗X · fk(X)
≤ min
k∈[n]
∑
X∈I
p∗X · fk(X) +
η lnn
δT
+ δν∗,
where the last inequality holds because
min
k∈[n]
∑
X∈I
p∗X · fk(X) ≤ max
p∈∆(I)
min
k∈[n]
∑
X∈I
pX · fk(X) = ν
∗.
Thus it follows that
min
k∈[n]
∑
X∈I
p∗X · fk(X) ≥ α · ν
∗ −
(
αδν∗ +
η lnn
δT
+ δν∗
)
≥ α · ν∗ − 3δν∗ ≥ (α− ǫ) · ν∗,
since we set T = ⌈n
2 lnn
αδ3γ ⌉ and δ = min{ǫ/3, 1/2}. Therefore, p
∗ is an (α − ǫ)-
approximate solution.
We are ready to prove Theorem 4.2.
Proof of Theorem 4.2. We show that we can set the parameter η to use Lemma
4.5. For each k ∈ [n], let X ′k be an α-approximate solution to (16) with qk = 1
and qk′ = 0 (k
′ 6= k), namely, maxX∈I fk(X). Then, by Proposition 2.1, we
have mink∈[n] fk(X
′
k)/n ≤ ν
∗ ≤ mink∈[n] fk(X
′
k)/α. Hence, we obtain
n2
αδγ ν
∗ ≥
η ≥ nδγ ν
∗ by setting η = nαδγ · mink∈[n] fk(X
′
k). Thus, the statement follows
from Lemma 4.5.
Remark 4.6. The output of our algorithm have a support of size at most T =
⌈n
2 lnn
αδ3γ ⌉. Without loss of the objective value, we can find a sparse solution by the
following procedure. Let ∆T be the subset of distributions ∆(I) whose support
is a subset of {X(1), . . . , X(T )}. Then, we can obtain the best distribution in ∆T
by solving the following LP:
max ν
s.t. ν ≤
∑T
t=1 fi(X
(t))rt (∀i ∈ [n]),∑T
t=1 rt = 1,
rt ≥ 0 (∀t ∈ [T ]).
This LP has a polynomial size. If we pick an extreme optimal point (r, ν), then
the support size of r is at most n.
In the subsequent subsections, we enumerate applications of Theorem 4.2.
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4.1 Robust monotone submodular maximization
Let us consider the case where f1, . . . , fn : 2
E → R+ are monotone submodular
functions. In this case, it requires exponential number of queries to get a (1 −
1/e + ǫ)-approximation for any ǫ > 0 even if n = 1 and the constraint is a
uniform matroid [38].
We set fηk (X) = min{fk(X), η}. Then, f
η
k is an (η, 1)-reduction of fk and
fηk is a monotone submodular function [36, 20]. Moreover, for any q ∈ ∆n, a
function
∑
k∈[n] qkf
η
k (X) is monotone submodular, since a nonnegative linear
combination of monotone submodular functions is also monotone submodular.
Thus, (16) is an instance of the monotone submodular function maximization
problem. There exists (1 − 1/e)-approximation algorithms for this problem
under a knapsack constraint [44] or under a matroid constraint [8, 15]. When I
is defined from a knapsack constraint or a matroid, we can see from Theorem 4.2
that Algorithm 1 using these existing algorithms in line 4 finds a (1− 1/e− ǫ)-
approximate solution to (1).
Theorem 4.7. For any positive real ǫ > 0, there exists a (1 − 1/e − ǫ)-
approximation algorithm for the robust optimization problem (1) when f1, . . . , fn
are monotone submodular and I is defined from a knapsack constraint or a ma-
troid.
For the monotone submodular maximization subject to µ-matroid intersec-
tion, a 1/(µ + ǫ)-approximation algorithm is known for any fixed ǫ > 0 [35].
Thus, we obtain the following consequence.
Theorem 4.8. For any fixed positive real ǫ > 0, there exists a 1/(µ + ǫ)-
approximation algorithm for the robust optimization problem (1) when f1, . . . , fn
are monotone submodular and I is given by a µ-matroid intersection.
A monotone linear maximization subject to µ-matroid intersection can be
viewed as a weighted rank-function (which is monotone submodular) maximiza-
tion subject to (µ−1)-matroid intersection. Hence, we also obtain the following
theorem.
Theorem 4.9. For any fixed positive real ǫ > 0, there exists a 1/(µ− 1+ ǫ) for
the robust optimization problem (1) when f1, . . . , fn are monotone linear and I
is given by a µ-matroid intersection.
4.2 Robust (non-monotone) submodular maximization
For each k ∈ [n], let fk : 2
E → R+ be a submodular function with fk(∅) = 0
that is potentially non-monotone. Let I = 2E . For a (non-monotone) submodu-
lar function maximization without constraint, there exists a 1/2-approximation
algorithm and it is best possible [14, 7].
In this case, min{fk, η} may not a submodular function. Hence, for each
k ∈ [n], we define
fηk (X) = min{f(Z) + η · |X − Z|/|E| | Z ⊆ X}.
Note that fηk (X) is a submodular function [18] and we can evaluate the value
fηk (X) in strongly polynomial time by a submodular function minimization al-
gorithm [42, 24]. Then, we observe that each fηk is an (η, 1/|E|)-reduction of
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fk, because (i) f
η
k (X) ≤ fk(X) and f
η
k (X) ≤ f(∅) + η · |X |/|E| ≤ η, and (ii)
fk(X) ≤ η/|E| implies f
η
k (X) = min{f(Z)+ η · |X −Z|/|E| | Z ⊆ X} = fk(X).
Theorem 4.10. For any fixed positive real ǫ > 0, there exists a (1/2 − ǫ)-
approximation algorithm for the robust optimization problem (1) when f1, . . . , fn
are submodular and I = 2E.
4.3 Robust linear maximization
Let us consider the case where f1, . . . , fn are monotone linear, i.e., fk(X) =∑
e∈X wke where wke ≥ 0 for each k ∈ [n] and e ∈ E. For each k ∈ [n], we
define
fηk (X) =
∑
e∈X
min{wke, η/|E|}.
Then, each fηk is an (η, 1/|E|)-reduction of fk, because (i) f
η
k (X) ≤ fk(X)
and fηk (X) ≤ η · |X |/|E| ≤ η, and (ii) fk(X) ≤ η/|E| implies f
η
k (X) =∑
e∈X min{wke, η/|E|} = fk(X). Then, (16) can be rewritten as
max
X∈I
∑
k∈[n]
qkf
η
k (X) = maxX∈I
∑
e∈X

∑
k∈[n]
qkmin{wke, η/|E|}

 .
We focus on the case I is defined from a knapsack constraint, i.e., I = {X ⊆
E |
∑
e∈X s(e) ≤ C}, where s(e) is size of each item e ∈ E and C is a capacity.
In this case, (16) is a knapsack problem instance. It is known that the knapsack
problem admits an FPTAS [29]. Hence, by applying Theorem 4.2, we obtain
the following result.
Theorem 4.11. There exists an FPTAS for the robust optimization problem (1)
when f1, . . . , fn are monotone linear and I is defined from a knapsack constraint.
4.4 Cardinality Robustness for the Knapsack Problem
Finally, we apply Theorem 4.2 to the problem of maximizing the cardinality ro-
bustness for the knapsack problem. We are given a set of items E = {1, 2, . . . , n}
with size s : E → R++, and value v : E → R++, and a knapsack capacity C.
Without loss of generality, we assume s(e) ≤ C for each e ∈ E. The set of
feasible solutions is I = {X ⊆ E | s(X) ≤ C}.
Let us denote
v≤k(X) = max{
∑
e∈X′ v(e) | |X
′| ≤ k, X ′ ⊆ X}
and let X∗k ∈ argmaxX∈I v≤k(X). The cardinality robustness of X ∈ I is
defined as
min
k∈[n]
v≤k(X)
v≤k(X∗k )
.
The maximum cardinality robustness problem for the knapsack problem is to
find a randomized solution p ∈ ∆(I) with the maximum cardinality robustness
under the knapsack constraint. We show that this problem is NP-hard (see
23
Theorem 4.15 in Section 4.4.1) but admits an FPTAS. Note that Kakimura
et al. [26] proved that its deterministic version is NP-hard but also admits an
FPTAS.
We can see the maximum cardinality robustness problem as the robust op-
timization problem (1) with constraint I and objective functions
fk(X) =
v≤k(X)
v≤k(X∗k )
(k ∈ [n]).
We remark that although the evaluation of fk(X) for a given solution X is
NP-hard due to v≤k(X
∗
k ), it holds that maxX∈I fk(X) = fk(X
∗
k ) = 1 for each
k ∈ [n]. Thus, when we choose η ≥ 1 and set fηk = fk, we observe that
fηk is a (η, 1)-reduction of fk. To use Algorithm 1, we need to construct an
approximation algorithm to (16) for any q ∈ ∆n. We provide an FPTAS for
this, which implies that Algorithm 1 is an FPTAS to the maximum cardinality
robustness problem.
In our FPTAS for (16), we use the following FPTAS as a subroutine.
Lemma 4.12 ([9]). There exists an FPTAS to compute the value of v≤k(X
∗
k )
for each k ∈ [n].
Then we construct our FPTAS based on the dynamic programming.
Lemma 4.13. Given q ∈ ∆n, there exists an FPTAS to solve (16).
Proof. Let ǫ be any positive real and let ν′ = maxX∈I
∑
k∈[n]
qk·v≤k(X)
v≤k(X
∗
k )
be
the optimal value of (16). For each k ∈ [n], let v∗k be any value such that
v≤k(X
∗
k ) ≤ v
∗
k ≤ v≤k(X
∗
k )/(1 − ǫ) (k ∈ [n]). We can compute such values in
polynomial time with respect to n and 1/ǫ by Lemma 4.12. For each X ∈ I,
let f(X) =
∑
k∈[n]
qk·v≤k(X)
v∗k
. Then by the definition of v∗k, it holds that for any
X ∈ I
ν′ ≥ max
X∈I
f(X) ≥ (1− ǫ)ν′.
Hence, we aim to solve maxX∈I f(X) to know an approximate solution to (16).
A simple dynamic programming based algorithm to maximizing f runs in
time depending on the value of f . By appropriately scaling the value of f
according to ǫ, we will be able to obtain a solution whose objective value is at
least (1−2ǫ)ν′ in polynomial time with respect to both n and 1/ǫ. Let κ = ⌈n
2
ǫ ⌉.
For each X = {e1, . . . , eℓ} with v(e1) ≥ · · · ≥ v(eℓ), we define
f¯(X) =
ℓ∑
k=1
⌊(
n∑
ι=k
qι
v∗ι
)
v(ek) · κ
⌋
/κ.
Note that
f(X) =
n∑
k=1
qk · v≤k(X)
v∗k
=
n∑
k=1
qk
v∗k
min{k,ℓ}∑
ι=1
v(eι) =
ℓ∑
k=1
(
n∑
ι=k
qι
v∗ι
)
v(ek).
Thus f(X) ≥ f¯(X) holds for all X . Then we have
ν′ ≥ max
X∈I
f(X) ≥ max
X∈I
f¯(X).
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We observe that ν′ ≥ minq′∈∆n maxX∈I
∑
k∈[n] q
′
kf
η
k (X) and this is at least
mink∈[n] fk(X
∗
k )/n = 1/n by f
η
k = fk (k ∈ [n]) and Proposition 2.1. Thus we
have ν′ ≥ 1/n. Then
max
X∈I
f¯(X) ≥ max
X∈I
f(X)−
n
κ
≥ max
X∈I
f(X)−
ǫ
n
≥ (1 − ǫ)ν′ − ǫ · ν′ = (1− 2ǫ)ν′.
This implies that there exists an FPTAS to solve (16) if we can compute
maxX∈I f¯(X) in polynomial time in n and 1/ǫ.
Let τ(ζ, ξ, φ) = min{s(X) | X ⊆ {1, . . . , ζ}, |X | = ξ, κ · f¯(X) = φ}. Here,
we assume that E = {1, 2, . . . , n} and v(1) ≥ v(2) ≥ · · · ≥ v(n). Then we can
compute the value of τ(ζ, ξ, φ) by dynamic programming as follows:
τ(ζ, ξ, φ) = min
{
τ(ζ − 1, ξ, φ), s(ζ) + τ
(
ζ − 1, ξ − 1, φ−
⌊( n∑
ι=ζ
qι
v∗ι
)
v(eι) · κ
⌋)}
.
We see that maxX∈I f¯(X) = max{φ | τ(n, ξ, φ) ≤ C, 0 ≤ ξ ≤ n}.
It remains to discuss the running time. For all X , since f(X) ≤
∑
k∈[n] qk ≤
1 and f(X) ≥ f¯(X), we see that κ · f¯(X) is an integer in [0, κ]. Hence, there
exist κ + 1 possiblities of f¯(X). Therefore, we can compute maxX∈I f¯(X) in
O(n2κ) = O(n4/ǫ) time.
Therefore, we can see the following theorem by combining Theorem 4.2 and
Lemma 4.13.
Theorem 4.14. There exists an FPTAS to solve the maximum cardinality ro-
bustness problem for the knapsack problem.
4.4.1 NP-hardness of the cardinality robustness for the knapsack
problem
We give a reduction from the partition problem with restriction that two parti-
tioned subsets are restricted to have equal cardinality, which is an NP-complete
problem [21]. Given even number of positive integers a1, a2, . . . , a2n, the prob-
lem is to find a subset I ⊆ [2n] such that |I| = n and
∑
i∈I ai =
∑
i∈[2n]\I ai.
Recall that [2n] = {1, 2, . . . , 2n}.
Theorem 4.15. It is NP-hard to find a solution p ∈ ∆(I) with the maximum
cardinality robustness for the knapsack problem.
Proof. Let (a1, a2, . . . , a2n) be an instance of the partition problem. Without
loss of generality, we assume that a1 ≥ a2 ≥ · · · ≥ a2n (≥ 1) and n ≥ 4.
Define A =
∑2n
i=1 ai/2. We construct the following instance of the maximum
cardinality robustness problem for the knapsack problem:
• E = {0, 1, . . . , 2n},
• s(0) = A+ 2n2a1, v(0) = 2(2n+ 1)a1,
• s(i) = v(i) = ai + 2na1 (i = 1, . . . , 2n),
• C =
∑2n
i=1 s(i) = 2A+ 4n
2a1.
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Note that C/2 = s(0) ≥ s(1) ≥ · · · ≥ s(2n) and v(0) = 2v(1) > v(1) ≥ · · · ≥
v(2n). We denote by I the set of knapsack solutions.
Let
α =
1
4
·
3C − 2v(0)
C − v(0)
=
1
4
·
3(A+ 2n2a1)− 2(2n+ 1)a1
A+ 2n2a1 − (2n+ 1)a1
.
We claim that this instance has a randomized α-robust solution p ∈ ∆(I) if and
only if the partition problem instance has a solution. Recall that p ∈ ∆(I) is
called α-robust if
∑
X∈I pX · v≤k(X) ≥ α ·maxY ∈I v≤k(Y ) for any k ∈ [n].
Suppose that I ⊆ [2n] is a solution to the partition problem instance, i.e.,
|I| = n and
∑
i∈I ai =
∑
i∈[2n]\I ai (= A). Let
r =
1
2
·
C − 2v(0)
C − v(0)
=
1
2
·
A+ 2n2a1 − 2(2n+ 1)a1
A+ 2n2a1 − (2n+ 1)a1
.
Note that r = 2(1−α). We define a randomized solution p ∈ ∆(I) by pY = r if
Y = [2n], pY = 1− r if Y = {0} ∪ I, and pY = 0 otherwise. Note that [2n] ∈ I
by the definition of C and {0}∪I ∈ I because s(0) = C/2 and
∑
i∈I s(i) = C/2.
We claim that p is an α-robust solution by showing that v≤k(p)/v≤k(X
∗
k ) ≥ α
for all k = 1, . . . , 2n+ 1. Recall that X∗k ∈ argmaxX∈I v≤k(X).
First, take arbitrarily k ∈ {1, . . . , n+ 1}. We have v≤k(X
∗
k ) ≤
∑k−1
i=0 v(i) ≤
(k+1)v(1). Moreover, v≤k([2n]) =
∑k
i=1 v(i) ≥ v(1)+(k−1)2na1, and v≤k({0}∪
I) ≥ v(0) + (k − 1)2na1. Thus we see that
v≤k(p)
v≤k(X∗k )
≥
(r(2n+ 1)a1 + (1− r) · 2(2n+ 1)a1) + (k − 1) · 2na1
(k + 1)(2n+ 1)a1
=
2n
2n+ 1
+
(
2
2n+ 1
− r
)
·
1
k + 1
.
Here, because a1 ≤ A ≤ 2na1 and n ≥ 4, it follows that
α =
1
4
·
3(A+ 2n2a1)− 2(2n+ 1)a1
A+ 2n2a1 − (2n+ 1)a1
≤
1
4
·
6n2 − 4n+ 1
2n(n− 1)
≤
2n
2n+ 1
. (17)
Then, we see that 22n+1 − r ≤ 0 since r = 2(1− α) ≥ 2(1−
2n
2n+1 ) =
2
2n+1 . This
implies that
v≤k(p)
v≤k(X∗k)
≥
2n
2n+ 1
+
(
2
2n+ 1
− r
)
·
1
2
= 1−
r
2
= α.
Next, assume that k = n+2. We claim that v≤k(X
∗
k) ≤ (n+2) · (2n+1)a1.
To describe this, let X be any set in I with 0 ∈ X . Since s(0) = C/2 and
s(i) = v(i) for all i ≥ 1, we have
∑
i∈X v(i) ≤ v(0) + C/2 = v(0) +
∑
i∈I v(i) ≤
v(0) +
∑
i∈I v(1) ≤ (n + 2)v(1). On the other hand, for any set X ∈ I with
0 6∈ X , we have v≤k(X∗k) ≤
∑n+2
i=1 v(i) ≤ (n+2)v(1). Hence, v≤k(X
∗
k ) ≤ (n+2) ·
(2n+1)a1. In addition, we observe that v≤k([2n]) =
∑n+2
k=1 v(i) ≥ (n+2) · 2na1
and v≤k({0}∪I) ≥ v(0)+n ·2na1 ≥ (n+2)2na1. Thus, v≤k(p) ≥ (n+2) ·2na1.
These facts together with (17) imply that
v≤k(p)
v≤k(X∗k)
≥
(n+ 2)2na1
(n+ 2)(2n+ 1)a1
=
2n
2n+ 1
≥ α.
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Let us consider the case when k ∈ {n + 3, . . . , 2n − 1}. For any X ∈ I
with 0 ∈ X , we observe that v≤k(X) ≤ (n + 2)(2n + 1)a1 ≤ 2n(n + 3)a1 ≤∑k
i=1 v(i) = v≤k([2n]), where the first inequality holds by a similar argument
to the one in the above case. Thus, we see that v≤k(X
∗
k ) = v≤k([2n]). Because
v≤k([2n]) ≤ v≤k+1([2n]) and v≤k({0} ∪ I) = v≤k+1({0} ∪ I), it holds that
v≤k(p)
v≤k(X∗k )
=
r · v≤k([2n]) + (1− r)v≤k({0} ∪ I)
v≤k([2n])
= r +
(1− r)v≤k({0} ∪ I)
v≤k([2n])
≥ r +
(1− r)v≤k({0} ∪ I)
v≤k+1([2n])
=
r · v≤k+1([2n]) + (1− r)v≤k({0} ∪ I)
v≤k+1([2n])
=
v≤k+1(p)
v≤k+1(X∗k+1)
.
Hence, it remains to show that
v≤k(p)
v≤k(X
∗
k )
≥ α when k = 2n and k = 2n+1. It is
clear that v≤2n(p) = v≤2n+1(p) since v≤2n([2n]) = v≤2n+1([2n]) and v≤2n({0}∪
I) = v≤2n+1({0} ∪ I). We have also v≤2n+1(X∗k) = v≤2n(X
∗
k) =
∑2n
i=1 v(i) = C
because [2n+ 1] 6∈ I. Thus, it follows that
v≤2n+1(p)
v≤2n+1(X∗k )
=
v≤2n(p)
v≤2n(X∗2n)
=
rC + (1− r)(v(0) + C/2)
C
=
1 + r
2
+
(1 − r)v(0)
C
= 1−
r
2
= α,
where the last second equation holds because r = (C − 2v(0))/2(C − v(0)) ⇔
(1− r)v(0) = C(1/2− r). Therefore, p is α-robust.
It remains to prove that if the partition problem instance has no solution,
then there exists no α-robust solution. Let p ∈ ∆(I) be a solution and let
r =
∑
X:06∈X∈I pX . To show a contradiction, we assume that p is α-robust.
Then it must hold that
v≤1(p)
v≤1(X∗1 )
=
r · v(1) + (1− r) · v(0)
v(0)
=
(2− r)v(1)
2v(1)
=
2− r
2
≥ α =
1
4
·
3C − 2v(0)
C − v(0)
and hence
r ≤
1
2
·
C − 2v(0)
C − v(0)
.
This implies that r < 1 and pX > 0 for some X ∈ I with 0 ∈ X .
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On the other hand, we claim that v≤2n+1(p)/v≤2n+1(X
∗
2n+1) < α. For any
X ∈ I with 0 6∈ X , we observe that v≤2n+1(X) ≤
∑2n
i=1 v(i) = C. Take
an arbitrary set Y such that Y ∪ {0} ∈ I. It holds that v≤2n+1(Y ∪ {0}) =
v(0) +
∑
i∈Y s(i) ≤ v(0) + C/2. We claim that
∑
i∈Y s(i) 6= C/2. If |Y | > n,
then
∑
i∈Y s(i) ≥ (n+ 1) · 2na1 > na1 + 2n
2a1 ≥ A+ 2n2a1 = C/2. If |Y | < n,
then
∑
i∈Y s(i) ≤ (n − 1) · (2n + 1)a1 ≤ −n − 1 + 2n
2a1 < A + 2n
2a1 = C/2.
If |Y | = n, then
∑
i∈Y s(i) =
∑
i∈Y ai + 2n
2a1 6= A + 2n2a1 (= C/2) since
the partition problem instance has no solution. Thus we see that v≤2n+1(p) <
r·C+(1−r)·(v(0)+C/2) by r < 1. Since v≤2n+1(X
∗
2n+1) = C and r ≤
1
2 ·
C−2v(0)
C−v(0) ,
we have
v≤2n+1(p)
v≤2n+1(X∗2n+1)
<
rC + (1− r)(v(0) + C/2)
C
=
r(C − 2v(0))
2C
+
C + 2v(0)
2C
≤
1
4
·
(C − 2v(0))2 + 2(C − v(0))(C + 2v(0))
C(C − v(0))
=
1
4
·
3C − 2v(0)
C − v(0)
= α.
This implies that p cannot be α-robust.
Therefore, there exists a randomized α-robust solution p ∈ ∆(I) if and only
if the partition problem instance has a solution.
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