Base-frequencies (F0) and spectral envelopes play an important role in speech separation and recognition by humans. Two experiments were conducted to study how trained networks for multi-speaker speech separation/recognition are affected by difference of F0 and spectral envelopes between source signals. The first experiment examined the effects of natural F0/envelope on the performance of speech separation. Results showed that when the two target signals differed in F0 by ±3 semitones or more or differed in the envelope by a scaling factor larger than 1.08 or less than 0.92, separation performance improved significantly. This is consistent with human listeners and is the first finding for deep learning-network (DNN) models. The second experiment tested the effect of F0/envelope difference on multi-speaker automatic speech recognition(ASR) system's performance. Results showed that multi-speaker recognition result also significantly rely on F0/envelope differences. The overall results indicated that the dependency of the existing automatic systems on monaural cues is similar to that of human, while automatic systems still perform inferior than human on same tasks.
Introduction
Humans have the ability to focus on a single speaker while filtering out all other sounds. This phenomenon is known as the cocktail party effect (CPE) and can be difficult for machines to imitate [1] , [2] , [3] , [4] . The CPE has been the subject of many studies [5] , [6] , [7] , [8] , [9] , [10] , [11] . Researchers in the fields of psychophysics and neuroscience have discovered that besides binaural spatial cues, monaural cues also play an important role in CPE tasks [7] , [12] . In particular, evidence suggests that listeners can rely solely on monaural cues to recognize a target speech in the presence of a masking speech. Past experiments showed that differences in the spectral envelope and base frequency-also referred to as the fundamental frequency (F0)-between concurrent speech streams are the two most influential monaural cues [7] , [8] , [9] , [13] . F0 is determined by vocal cord vibration while the configuration of the vocal tract determines the spectral envelope [7] , [14] . Darwin and his colleagues reported that experimental participants were able to discern what two individuals speaking simultaneously were saying when the difference in F0 between the two speakers exceeded 2 semitones [7] . With the same F0, speech recognition performance improved when the ratio of the vocal tract lengths of the two speakers was 1.08 or greater [7] . However, similar studies on automatic speech recognition (ASR) models could not be found.
Knowledge of the important role of F0 and the spectral envelope has accelerated the development of speech separation methods such as computational auditory scene analysis (CASA) [15] , nonnegative matrix factorization (NMF) [16] , and modelbased methods [17] . In recent years, deep learning (DL)-based speech separation systems have made great progress [15] , [18] , [19] , [20] , [21] , [22] . Most studies on DL-based ASR focus on optimizing certain empirical performance indexes such as the signal-to-distortion ratio (SDR) and the word error rate (WER), while ignoring the effects of basic parameters such as F0 and the spectral envelope. This paper reports the findings of two experiments using 10 DL-based multi-speaker ASR systems as "listeners" to examine the effects of F0 and the spectral envelope. Insights on how to improve the current speech separation and multi-speaker ASR systems will be discussed.
Experiment 1: Speech Separation

Dataset
The publicly available speech corpus CSTR Voice Cloning Toolkit (VCTK) was used [23] . This corpus consisted of speech uttered by 109 native English speakers with various accents and has been used in other studies [24] , [25] . Each speaker spoke about 400 sentences. We constructed our experimental dataset by randomly selecting five male speakers and five female speakers with different accents from the corpus.
All utterances of the selected speakers were down-sampled from 48kHz to 16kHz after passing through anti-aliasing filters for consistency with past studies (see [13] , [20] , [24] , [25] for studies using a sampling rate of 16kHz and [18] , [19] , [21] , [26] , [27] , [28] for studies using 8kHz). We also ran all analyses using a sampling rate of 20kHz and the results showed no difference. The utterances were processed with the speech synthesis package WORLD [26] to produce seven new sets of speech files with F0 contours shifted by different numbers of semitones. In order to keep the modified F0 in the typical range for human speech, the utterances by female speakers were shifted by -9, -6, -3, -1, 0, +1 and +3 semitones while those by male speakers were shifted by -3, -1, 0, +1, +3, +6 and +9 semitones. In the following paragraphs, we use ∆F0 to represent the change in F0.
Similarly, we also produced seven new sets of speech files with the spectral envelope shifted using the envelope shifting method provided in the WORLD package [26] . Specifically, an envelope was shifted by a factor α by (1) generating a smoothed spectrogram from the speech signal and eliminating the influence of F0; (2) normalizing the frequency axis of the spectrogram; (3) calculating the 1/α power of the normalized frequency axis as the new coordinate of the normalized frequency axis; and (4) recovering the frequency axis of the spectrogram. In this way, when α exceeded 1, the low-frequency components were extended along the frequency axis and the highfrequency components were compressed. As a result, energy was more concentrated in the high-frequency region (since the energy of human speech is mainly concentrated in the region below 3000Hz [29] , the changing effect on the high-frequency components can be ignored). When α was less than 1, the effect was reversed. The advantage of this envelope shifting method is that the range of the spectrogram's frequency axis remains unchanged. In order to keep modified voices in the range of normal human speech [13] , the utterances of female speakers were shifted by α values of 0.84, 0.88, 0.92, 0.96, 1, 1.04 and 1.08, and those of male speakers were shifted by 0.92, 0.96, 1, 1.04, 1.08, 1.12 and 1.16. For each ∆F0/α setting, we constructed 500 speech mixtures in the training set and another 500 in the test set. The training set and the test set did not overlap with each other. Each speech mixture contained two randomly selected sentences spoken by the same speaker. One was unchanged and the other had a shifted F0/envelope, with the signal-to-noise ratio (SNR) selected uniformly between -2.5dB and 2.5dB.
Approach
The deep learning model used was the permutation invariant training speech separation (PIT-SS) model proven to be able to imitate the CPE [20] , [27] , [28] . The PIT-SS model in this article has a setup similar to that in [28] but with bidirectional long short-term memory (LSTM) with 128 memory cells in each layer. The input to the model was the 129-dim shorttime Fourier transform (STFT) spectral magnitude of the speech mixture, computed using the STFT with a frame size of 32ms and a 16ms shift. The output layer was divided into two output streams, each of which belonged to one real or synthesized speaker.
We trained 10 PIT-SS models (cf. 10 listeners in an experiment) for each of the 140 ∆F0-α values (140 = 10speakers × (7∆F0 + 7α)) for a total of 1,400 trials.
Results
Effects of shifting F0
The metric we used to evaluate speech separation results was the signal-to-distortion ratio (SDR), which has been widely used to evaluate speech enhancement performance [30] .
Inspection of FIG 1 indicates that the performance of separating the male voice increased monotonically with differences in F0 while that of separating the female voice exhibited an inverted U shape. Future work is needed to determine whether the performance for male speakers would also exhibit an inverted U shape if F0 is shifted for more than -3 semitones.
In order to eliminate differences among individual speakers, and highlight differences between genders, we plotted the average performance for five female speakers and five male speakers in FIG 2. Changing ∆F0 from +1 to +3 semitones or from -1 to -3 semitones improved the SDR by 4.1 or 2.4dB for female speakers (p < 0.001). For male speakers, the separation performance improved by 2.1 dB when ∆F0 was increased from +1 to +3 semitones (p < 0.001).
As the absolute value of ∆F0 increased, the overall performance of speech separation increased asymptotically (see 
Effects of shifting the spectral envelope
The speech separation performance for each speaker is illustrated as functions of shifts in the spectral envelope in FIG 3.  FIG 4 shows the average speech separation performance as a function of α by gender. When α was reduced from 0.96 to 0.92 or increased from 1.04 to 1.08, the SDR performance was significantly improved by 3.4dB or 2.4dB respectively for female voices (p < 0.001) and by 4.5dB or 3.6dB for male voices (p < 0.001). 
Experiment 2: Speech Recognition
Dataset
Similar to Experiment 1, we also used the VCTK dataset and the values of ∆F0, α and the speaker sets were the same as in Experiment 1.
Approach
This experiment proceeded in two steps: first, we tested the effect of shifting F0 and the envelope on clean speech automatic recognition; second, we tested the influence of changing F0 and the envelope on the joint multi-speaker ASR system comprising the PIT-SS system and the clean speech automatic recognition system. In this experiment, a pre-trained model, Google Speech Recognition API provided in the Speech Recognition package [31] was used as our clean speech automatic recognition model, and the best possible performance was obtained by choosing the right accent for certain speakers.
Results
Effects of shifting F0 and the envelope on clean speech automatic recognition
The word error rate (WER) is a common metric for the performance of a speech recognition system and was used to evaluate the results of clean speech automatic recognition. Effects of changes in the base frequency and spectral envelope on the performance of clean speech automatic recognition are plotted in FIG 5 and FIG 6 respectively. Interestingly, the effects of changes in F0 were no longer significant. This might be attributed to the fact that English is a non-tonal language. Only the effects of changes in the spectral envelope exceeding the range from 0.88 to 1.08 for female speakers (p < 0.05) and from 0.92 to 1.08 for male speakers (p < 0.01) were significant. This suggests that clean speech recognition systems are more sensitive to shifts in the spectral envelope. This represents the first report of such comparison results. 
Evaluation of the joint speech separation and recognition system
We connected the PIT speech separation system and the clean speech automatic recognition model to form a multi-speaker ASR system and used the joint system to perform multi-speaker speech recognition. The recognition results are plotted in FIG 7.   Figure 7 : The left panel shows the performance of the multispeaker ASR system as a function of ∆F0. The data is averaged for each gender . The right panel shows the relation between WER and α. The error bars represent the 95% confidence intervals.
By comparing FIG 2, FIG 4 and FIG 7, we can see that the multi-speaker recognition performance was affected by differences in F0 or the spectral envelope and the effects on speech separation and recognition performance were statistically significant (p < 0.001) and consistent with each other. Results of Pearson correlation analysis on the normalized effects are shown in Table 1 . Results suggest that although small changes (when ∆F0 ≤ 1 semitone or when the difference in α ≤ 4%) do not improve the performance of a multi-speaker ASR system, larger changes do.
Conclusions and discussion
In [7] , Darwin and his colleagues conducted experiments to explore how differences in the natural F0 or the vocal-tract length (i.e., spectral envelope) between two sentences (uttered by the same speaker) affect the human listener's ability to attend to one target sentence. They asked listeners to recognize colors and numbers in two-speaker speech mixtures following a certain 'call sign' word. Their task is highly similar to our task in Experiment 2.
In the experiment of shifting F0, they evaluated human performance averaged across SNRs of -6, -3, 0, and +3dB, which is more difficult than our setting of averaging across -2.5 to 2.5dB (Section 2.1). Their results showed that when ∆F0 was greater than 2 semitones, the listeners' performance improved significantly. More specifically, when ∆F0 was zero semitone, the recognition accuracy was about 40%; when ∆F0 equals 3 semitones, the accuracy could reach 60%; when ∆F0 equals 9 semitones, the accuracy approached 70%. For comparison, our sys-tem can achieve a WER of 50% at 9 semitones. This represents the first comparison of such kind.
When Darwin and his colleagues shifted the vocal tract length (i.e., spectral envelope) by 1.08 or higher, the change led to improved listening accuracy. In the case of -3dB and two speakers with the same envelope, the recognition accuracy was about 40%. Although the way they changed the vocal tract length was different from ours, our performance curves and theirs exhibit consistent trends. Humans performed better than automatic systems under similar experimental conditions even though they were given more difficult tasks. This means that systems based on artificial neural networks rely on F0 and the spectral envelope as humans do and the neural network models can be further improved.
For the first time, the effects of differences in F0 and the spectral envelope on deep learning-trained speech separation and recognition models were investigated in two experiments. The findings are as follows:
• The main effect of a difference in F0 on speech separation is that performance gradually improves as the difference increases, with little improvement at 1 semitone separation, which is similar to human performance. In general, speech separation systems perform better on female datasets than on male datasets.
• The performance of speech separation systems is significantly improved when two speech signals differ in their spectral envelope by a scaling factor of more than 1.08 or less than 0.92 .
• With multi-speaker automatic speech recognition models, the error mainly comes from the front-end speech separation. This suggests that the most important issue to be solved is speech separation.
• In summary, although the dependence of multi-speaker ASR systems on F0 and the envelope is similar to that of humans, machines perform worse than human auditory systems under the same conditions. This finding is new and original.
Finally, according to previous studies using human listeners [7] , combined changes in F0 and the spectral envelope would produce multiplicative improvement in performance. Future studies to examine whether deep learning ASR would also exhibit similar effects or deviate from human listeners are desirable.
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