The purpose of this paper is to explain both the need and the procedures of unit-root testing to a wider audience. The topic of stationarity testing in general and unit root testing in particular is one that covers a vast amount of research. We have been discussing the problem in four different settings. First we investigate the nature of the problem that motivated the study of unit-root processes. Second we present a short list of several traditional as well as more recent univariate and panel data tests. Third we give a brief overview of the economic theories, in which the testing of the underlying research hypothesis can be expressed in a form of a unit-root / stationary test like the issues of purchasing power parity, economic bubbles, industry dynamic, economic convergence and unemployment hysteresis can be formulated in a form equivalent to the testing of a unit root within a particular series. The last, fourth aspect is dedicated to an empirical application of testing for the non-stationarity in industrial production of CEE-4 countries using a simulation based unit-root testing methodology.
Introduction
Since the first simulation published by Granger -Newbold (1974) , the importance of statistical properties of time series received increasing importance in academic and empirical research. Their simulation suggested that when all (dependent and independent) time series are nonstationary, the classical regression results may be misleading. By a simple and partial reproduction of their simulation and by the review of empirical application of stationarity/unit-root tests we underlined the importance of studying the statistical properties of time series, particularly the stationarity of time series for empirical research. Our approach is not rigorous, but rather heuristic and more intuitive. The target audience of this paper are practitioners and students who engage in empirical research of time series models.
The first section of the paper reviews basic concepts of the stationarity of time series. The second section addresses testing for (non)stationarity, while the third section reviews some of the most debated applications of these tests in economics. The fourth section presents an empirical application, where we verify whether economic activity measures (Industrial Production Index, IPP henceforth) for Central and Eastern European Countries (Poland, Czech Republic, Hungary and Slovakia, CEE-4) may be regarded as stationary.
Non-stationarity and Spurious Regression
Before we review the standard univariate and multivariate stationarity/unit-root tests, we briefly define the stationarity property of time series and explain the intuition behind the spurious regression results. We say that a stochastic process {y t } T t=1 is strictly stationary if it has a probability distribution, which is time invariant. More formally, if t is a time index and Z be a set of integers, then for any vector (t 1 property focuses only on the first two moments of the stochastic process. The mean and variance of the stochastic process are finite and time invariant and the covariance between two observations depends only on the distance between those observations and not on the actual time t itself. That is:
(1) E[y t ] = μ, (2) D[y t ] = ζ 2 , (3) cov(y t , y t+k ) = cov(y t+h , y t+h+k ) = γ k . The simple intuition behind both of the definitions is that the observations in one time series should not be from different populations. However, for most empirical applications we need another property, that y t and y t+k are almost independent as k increases. We say that if for a weakly stationary process corr(y t ,y t+k ) → 0 for k → ∞ holds, than the process is asymptotically uncorrelated. This property is sometimes referred to as weak dependence of the time series. This property is important for the use of Central Limit Theorem and the Law of Large Numbers, thus for the Ordinary Least Squares estimators as well.
Most of the economic time series are non-stationary. As was shown in numerous studies (starting with Granger -Newbold, 1974 ) and also in Table 1 of this paper, the use of non-stationary variables in regressions might lead to spurious results. Analytically, the spurious regression was first explained by Phillips (1986) . However, more heuristic explanations follow from simulation studies. First, let us consider the following Data Generating Process (DGP):
A) 
Where y t j is the j-the time series, t is the time index, t = 1,2,…,T, β j is the slope of the deterministic trend and ε t j the error term (white noise). Clearly, if β 1 j ≠ 0, the mean of the series y t j will not be constant, as the values of y t j deterministically depend on the time trend, thus the series is non-stationary. Such trend is called a deterministic trend. It's a form of variation of the series, which is predictable.
If we randomly generate two such series, j = 1,2, where ε t j ~ N(0,1), β j ~ U(-0.15,+ 0.15), T = 100, and regress y 1 on y 2 , chances are, that we will find a significant relationship, with high R 2 .
What we would actually find is the relationship between the two trends of the series (see Table 1 ).
Moreover, with the increasing effect of the linear trend component β j t on the values of the series y t , the signalling of such a relationship increases as well. This is clearly a spurious regression.
However, after removing the trend component in both of the series, we could obtain meaningful results.
Observed economic processes are rarely that simple. A more complicated form of trend is the so called stochastic trend. The random component of the series at time t, ε t j , can directly affect all the remaining values of the series y t+1 , y t+2 ,…,y T . This introduces some form of an autocorrelation in the series. If the size of this effect is not decaying, we regard such series to have a stochastic trend. For illustration purposes, one form of the stochastic trend may be written in the following DGP:
In this type of DGP, the error terms are cumulating, thus the value of ε t j will affect every subsequent observation of y t . Such series usually resembles to series with changing trends. As before, if we randomly generate two series, j = 1, 2, where ε t j ~ N(0,1), δ j ~ U( -0.99, + 0.99), T = 100 and regress y 1 on y 2 , we might find spurious results, (see Table 1 ). As the effects of the error terms are cumulative, it is possible for the two series to share a temporary co-movement within the sample. This would translate into a spurious relationship that could be detected by general estimation procedures. Working with such DGPs is much more complicated than with the DGP in Eq. (1), and often we are left only to consider the transformation of the series (i.e. differencing). A special case, when both series have common stochastic trend is called cointegration 1 .
Figure 1 Sample time series plots of DGPs
Note: The figure contains four time series plots with following DGPs: A) y t = α+ βt + ε t , B) A combination of the previous two DGPs is possible as well. Such series incorporates a deterministic trend and a stochastic trend. The model might look as follows:
As before, regressing two randomly generated series on each other will most probably yield a spurious regression.
Frequently, the notion of spurious regression and stationarity is explained by the so called order of integration of a time series. Following Davidson and MacKinnon (2003) , it can be defined in the following manner. Consider a process for which as the number of observation grows, the mean, variance and covariances tend to fixed values and covariances depend only on the lag between the observations. Thus, it can be seen that such a process is similar to the weakly 1 The probably simplest type of non-stationary process is the random walk, r t = r t-1 + ε t , ε t ~ N(0,1). Since Pearson's 1905 article in the Nature, it is also known as a drunkard's walk. Murray (1994) explains the co-integration of two series on the behaviour of a drunkard and her dog. Separately, both might seem to follow a simple random walk (their walks are still non-stationary), however they are not. Both continuously asses the gap between them and if they are too far away from each other, they close the gap. Their walks are said to be co-integrated. They both added an errorcorrection mechanism to their steps. (covariance) stationary process defined above, except it fulfils all the requirements only asymptotically. A process obeying these requirements is called integrated of order 0, or I(0). After establishing the definition for this process, it is easy to define all other orders of integration.
Specifically, a series is called I(d) if it has to be differenced d times to fulfil the requirements for a I(0) process. From this definition follows, that a series generated as a linear trend with IID Gaussian error terms would be I(1) (as the first differences would produce a series oscillating around a constant). A similar series following a quadratic trend would be I (2) . For the purposes of our discussion it is important to note, that the problem of spurious regression is usually associated with series that are integrated of order higher than zero. It can be seen that our DGP (A) clearly fulfils this definition.
The Table 1 summarizes the results from a Monte Carlo simulation, where the fourth DGP (D) process is a y t j = ε t j , i.e. white noise (which is stationary). There are other possible components of a DGP which we have not considered, like structural breaks in the mean, trend or volatility of the series, or cyclical components. These could be incorporated into the simulation as well. For example when we regressed model A series on a model B series, the rejection rate of the true b j = 0 was 80.5%. The highest number was for model C against model C (83.3%). As we choose 5% critical values for the rejection of the b j = 0 hypothesis, we would expect that the type I error would be around 5%. Such results were found only when at least one of the series was a stationary white noise. As was shown by Banerjee et al. (1993) and consequently analytically by Marmol (1996) , even if the series in the regression are not integrated of the same order (e.g. the dependent variable is stationary and the independent variable non-stationary) the results are spurious. This problem is not that serious if one of the series is stationary. Nevertheless, it is advised that we should only use variables with the same order of integration. The ADF test runs the following regression:
Stationarity and Unit-Root tests
with an interest in the test of a null hypothesis of γ j = 0. Clearly, if we cannot reject the null, than the series contains a unit root and the series is regarded as non-stationary. The number of lagged values ∆y t-i is usually selected to eliminate the autocorrelation in the error term, so that the test statistics has desired statistical properties (e.g. Ng -Perron, 1995 Some of the available univariate tests are reviewed in the Table 2 and the panel stationarity/unit-root tests are in the Table 3 . Our list is far from exhaustive. Our goal was to provide the reader with a list of some of the widely used tests with some relatively new tests as well.
The choice of the right tests depends on the set up of the problem which is of interest to the researcher. It is difficult to follow the latest advances or to understand the nuisances between employing various tests. The following remarks should be considered as potential pitfalls for practitioners, who start time series analysis. One of the "conjectures" why most of the papers use similar tests is the uncertainty of practitioners over which test to use. The rule "newer the better" may in most cases be true. However in this case there are at least two issues. One is often left with the task to write his own codes and scripts for these tests, as these are rarely available. Even if they are, there is no common language (thus software) where tests are being written (R, GAUSS, STATA, MATLAB, RATS just to mention a few). This naturally imposes other problems. It is difficult to verify the correctness of such codes, in terms of the calculation of the test statistics and finite sample critical values (if necessary). Even if one chooses to run the "best" test(s), one is often left with many options which need to be considered like: the model specification, the method for choosing the number of truncation lags, the critical values to mention the traditional suspects. As the testing for (non)stationarity is often the first task in the analysis of time series data and not the ultimate goal of the analysis, it seems by itself to be a demanding process. 
Stationarity and a Review of its Empirical Applications
To give a glimpse of the empirical application of these tests, we made a short review of selected economic theories taking advantage of stationarity/unit-root tests, that is far from being comprehensive. In addition to these theories, stationarity/unit-root tests are used in most applications of time series econometrics. These were not covered as we have focused only on immediate applications of these tests.
If a time series is stationary, than any shocks that occur are transitory, their individual effects decay and eventually disappear as t → ∞. If a series is non-stationary, than shocks have permanent effect on the series. This property can be easily visualized (see Figure 2) . 
PPP hypothesis
With regard to the applications of stationarity/unit-root tests, the probably most debated hypothesis is the Purchasing Power Parity (PPP) hypothesis. Eastern and Central Europe 9 (Kasman et al., 2010 13 .
subsidies, restriction on trade, the existence of non-traded goods, imperfect competition, foreign exchange market interventions, and the differential composition of market baskets and price indices across countries, one may expect PPP`s implications to emerge only in the long-run". Current

Unemployment rates
Unemployment hysteresis is a property of unemployment where policy interventions which change the unemployment level have a tendency to sustain. These changes get "built into the tests which take into account structural breaks, which confirmed the previous results. In contrast to previous studies, results in unemployment hysteresis hypothesis seem to support each other.
Industry dynamics
Stationarity/unit-root tests were also used for measuring industry dynamics, see e.g. Gallet - annual observations or less. The data were divided into four panels (National and North, Centre, South Italy) with result suggesting non-stationarity, perhaps except North Italy. Giannetti (2009) noted that: "if shares turn out to be mean reverting, then would be reasonable to conclude that the industry is rather stable and that competitors had reached positions that were difficult to overcome", thus as it seems such tests may be useful. Another application might be measuring the dynamics of industry structure using industry concentration measure.
Fiscal sustainability
There is also a wide area of empirical studies which assess the fiscal sustainability applying unit root tests. According to the so-called "present value borrowing constraint" 14 another recent study conducted by Afonso -Rault (2010). For the EU-15 countries during the period 1970 -2006, they found the first differences of debt-to-GDP ratio to be stationary 15 .
This short review is of course not exhaustive. Among others, we have not reviewed empirical applications of stationarity/unit-root tests for the interest rate parity, inflation or labour force participation.
Empirical Application
For the purposes of our analysis within the CEE-4 markets, we have selected the procedure described in Kuo and Mikkola (1999) , which is fairly straightforward and visually appealing. Their suggested approach is based on the fitting of two different models describing the data. The first one is a stationary ARMA model, which after an inclusion of a deterministic trend component can be thought of a trend stationary alternative. On the other hand, the second model is from the ARIMA class, which corresponds to a difference-stationarity process. The objective of the procedure is to estimate the small-sample distributions of the test statistic used in unit-root testing for the two best fitting models. By examining the test statistic from the data and comparing it to the established distributions, it is possible to draw conclusions about which distribution seems more likely to be the one generating the test statistic. This decision is equivalent to the choice of a more likely alternative (trend or difference stationarity).
We examine the series for industrial production (IPP) within the CEE-4 countries (Czech Republic, Hungary, Poland and Slovakia). We conduct our analysis on the logarithms of IPP values of each country, as is often the case in order to homogenize the variance of the series. The descriptive statistics and normality test are presented in the following table. 
Figure 3 The logarithms of industrial production for CEE-4 countries
The first model to be estimated for each series was of the form
where L is the lag operator, c is the intercept term, t A similar procedure has been performed on the alternative ARIMA model with the functional form
After estimating both models, we obtain two possible representations of the analyzed series.
We treat the results in terms of the model orders and coefficients as data generating processes (DGP) to simulate 10 000 new series from the same DGPs. The basic idea of the procedure is the estimation of the distribution of the unit-root test statistic for the specific DGPs.
This leads to the question of the choice of lag orders for the tests used on the simulated series. The lag order for the original IP series was chosen with respect to the modified AIC criterion of Ng and Perron (2001) , with maximum tested lag order following Schwert. In case of DF-GLS, we used the same number of lags when testing all generated series, to obtain the distribution of the (2) AR (3) AR (4) AR (5) MA (1) MA (2) MA (3) MA (4) MA (5) 
0.048 0.057 These results are further supported by Table 6 . All three probabilities should be interpreted together (see note under the Table 6) 16 . The simulation based results from DF-GLS tests suggest, that the behaviour of distributions are not necessarily similar, however, the conclusions are the same. We were unable to reject the unit-root hypothesis. In case of a unit-root process, one would 16 As an example, consider the DF-GLS test, where the distribution of τ generated from the ARMA model is left of the distribution of τ of the ARIMA model. For the convenience let`s denote (Table  6 , for Hungary) indicates that conditionally on the estimated ARIMA(p,d,q) model, the probability of obtaining a DF-GLS statistics τ smaller than η sample is 0.374. We would therefore need a near 40 % significance level to reject the hypothesis, that η ≤ η sample | f ARIMA(p,d,q) (η). Larger values than the conventional significance levels suggest nonstationarity. Values around the conventional significance levels (1 %, 5 % and 10 %) are however not that indicative. expect the η sample to be much closer to the centre of the simulated distribution generated under 
Conclusion
The topic of stationarity testing in general and unit root testing in particular is one that covers a vast amount of research. In this paper, we have been discussing the problem in four different settings.
First, we investigate the nature of the problem that motivated the study of unit-root processes. We deal with the problem of spurious regression, and by means of a simulation show the results of analysis of time-series generated by four different DGPs, namely those with deterministic and stochastic trends, their combinations as well as white noise. As previously demonstrated by others, we show that the rejection rate of the null hypothesis of no relationship is often high, despite being purely spurious.
These results demonstrate the need for proper identification of the nature of the series undergoing analysis. The years of research into the problem have produces a number of tests for stationarity. Their sheer numbers and specific conditions for their proper use may seem rather overwhelming. We therefore continued in our second part with the description of several traditional as well as more recent alternatives. Our exposition is divided into two categories of tests, namely the univariate ones and those based on panel data. We shortly discuss the benefits of the latter (namely, their potentially better power properties) as well as the new problems introduced by their use.
After describing the technical part of the testing and its alternatives, we give a brief overview of the economic theories, in which the testing of the underlying research hypothesis can be expressed in a form of a unit-root test. The issues of purchasing power parity, economic bubbles, industry dynamic, economic convergence and unemployment hysteresis can be formulated in a form equivalent to the testing of a unit root within a particular series.
The empirical part of our paper is dedicated to testing of stationarity of industrial production in CEE-4 countries. Instead of using the whole battery of tests presented in the preceding sections, we demonstrate a procedure that despite not being the mainstream solution has an interesting background and presents the problem of stationarity testing in an interesting and graphic way. This choice is made also with regard to the purpose of our paper, which was to explain both the need and the procedures of unit-root testing to a wider audience.
