Abstract. This study is the first to contrast two similarity theory methods, the flux variance and the half-order time derivative, over a wide range of atmospheric stability and surface roughness conditions. These two methods were selected because they require only single-level temperature measurement to estimate sensible heat flux. The data used were collected over bare soil, a grass-covered forest clearing, and an even-aged pine forest. For all three sites the flux variance method estimated the sensible heat flux relatively well for unstable atmospheric conditions. The half-order time derivative method was found to be sensitive to the parameterization of the eddy diffusivity, especially for the grass and bare soil field sites. Overall, the flux variance method was able to reproduce the measured sensible heat flux with greater accuracy than the half-order time derivative methods for the three experiment sites.
Introduction
Exploration of practical methods for estimating sensible heat flux H continues to be an important research topic in surface hydrology [Kustas et al., 1994; Wang and Bras, 1998; Asanuma and Brutsaert, 1999] . This is primarily because measuring sensible heat flux by eddy correlation methods on a routine basis requires a high-maintenance, stationary setup that is biased by certain wind directions, orientation, and sensor alignment. Similarity theory methods are promising in that they allow the estimation of H with a minimum number of routinely measured meteorological variables. Because indirect methods are based on Monin-Obukhov similarity theory (MOST), they are limited by conditions for which this theory was constructed, primarily the requirements of stationarity and planar homogeneity in flow statistics and the absence of flux divergences.
It is the objective of this study to evaluate, for a variety of atmospheric stability and surface roughness conditions, the performance of two indirect methods, the flux variance method pioneered by Tillman [1972] and the recent half-order time derivative method of Wang and Bras [1998] , in estimating the sensible heat flux. Both of these methods enhance the simplicity of indirect methods by requiring only a single-level temperature measurement to estimate the flux. The flux variance method has been employed in many studies [e.g., Wesley, 1988; Weaver, 1990; Lloyd et al., 1991; DeBruin et al., 1991 DeBruin et al., , 1993 Padro, 1993; Kustas et al., 1994; Albertson et al., 1995; Kroon and DeBruin, 1995; Paw U et al., 1995; Katul et al., 1995 Katul et al., , 1996 Hsieh et al., 1996; Andreas et al., 1998; Asanuma and Brutsaert, 1999] for both homogeneous and inhomogeneous surfaces. However, since the half-order time derivative method was recently proposed, there has not been an in-depth analysis of the model's performance over a variety of homogeneous and inhomogeneous terrain or less ideal meteorological conditions. In particular, the half-order time derivative method and the flux variance method have not been compared, over a wide range of atmospheric stability and roughness conditions, using the same data sets. Therefore it is envisaged that this study will provide a quantitative assessment of the general applicability of these two indirect methods for such a wide range of conditions as well as contrast their relative performance on the same data set.
Theory

Flux Variance Method
On the basis of the Monin and Obukhov [1954] similarity theory (MOST) any dimensionless turbulence statistic depends only upon the atmospheric stability, ϭ z/L, where z is the height above the displacement height, d 0 , and L is the Obukhov length. Using this dimensionless scaling, it can be shown that the variance in air temperature, T , can be expressed as a function of such that
where T * is the temperature scaling parameter defined by
and L is the Obukhov length given by
where ͗wЈTЈ͘ is the mean sensible heat flux, ͗ ͘ is time averaging, T is the mean atmospheric temperature, (ϭ0.4) is von Karman's constant, g is the acceleration due to gravity, and u * is the friction velocity given by
where uЈ and wЈ are the turbulent fluctuations in longitudinal and vertical velocities, respectively. As discussed by Albertson et al. [1995] , the function f(Ϫ) in (1) must satisfy two limits:
(1) In the neutral case, Ϫ 3 0 and T /T * approaches a constant. (2) In the free convection limit, Ϫ 3 ϱ and T /T * should be independent of u * . These two limits can be satisfied with the expression
where C 1 and C 2 are similarity constants. For the free convection (and strongly unstable) case, (5) can be approximated as
where C 1 ϭ 0.99 (corrected for ϭ 0.4) as determined by Wyngaard et al. [1971] . From this it can be shown that the sensible heat is related to T by
where is the mean air density and c p is the specific heat of air. Equation (7) assumes that near-convective conditions exist, and it is therefore limited by its failure to take into account changing atmospheric stability conditions toward neutral conditions. In addition, (7) cannot predict negative sensible heat flux since T Ն 0. To allow the flux variance method to take into account negative sensible heat flux, the approximations
are used for stable runs, where C 3 is another similarity constant. Here the net radiation, R n , can be used as a surrogate for identifying nighttime atmospheric conditions, and typical reported values for C 3 are 2.4, 3.5, and 4.0 [Stull, 1988] .
Half-Order Time Derivative Method
Assuming downgradient transport of heat and first-order closure for the turbulent sensible heat flux,
and within the surface layer, the vertical transfer of heat can be described by a one-dimensional diffusion equation [e.g., Priestly, 1959] ,
when sufficient horizontal uniformity exists under the boundary conditions
where K H is the eddy diffusivity for heat, t is integration time, and the other symbols bear their usual meanings. Equation (9) represents the flux gradient method and is based on the Monin-Obukhov similarity theory which says that the average vertical flux of a quantity is proportional to the vertical gradient of the time-averaged quantity. To compute H from (9), at least two measurements of T are needed which adds complexity to the use of the flux gradient method. However, recently, a new method proposed by Wang and Bras [1998] , called the halforder time derivative method, employs fractional calculus to rearrange (10) such that the vertical gradient of temperature can be expressed as a weighted average of the air temperature time series at a given height (see Appendix A for derivation). Applying this to (9),
where s is the integration variable. For this study, we adopt the most commonly used parameterization of K H ,
where h is the stability correction function given by Businger et al. [1971] as
where ␣, ␥ 1 , and ␥ 2 are empirical constants. From several field experiments, ␣ has been measured to be ϳ0.74. The other constants, ␥ 1 and ␥ 2 , are equal to ϳ9 and ϳ5, respectively [Businger et al., 1971] . For measurements taken close to the surface (i.e., z Ϸ 1 m), Wang and Bras [1998] adopted an alternative parameterization, K H Ϸ uz (erroneously listed as u by Wang and Bras [1998] ), where u is the mean longitudinal wind velocity. The substitution of (10) with the formulation of K H given by (13) into (9) contradicts the conditions under which (9) holds, since (13) was derived for nonstationary conditions and (9) assumes stationarity. In addition, (12) was arrived at upon assuming K H is independent of z. Therefore, given the approximations made in deriving the half-order time derivative method, (12) can only be treated as an approximate solution of (9).
Model Application
Because of the conditions under which the half-order time derivative method was developed, the integration should be initiated when H Ϸ 0. In addition, (12) requires a relatively continuous data set of T and u to estimate H. These two requirements can prevent a continuous estimation of H since a gap in measured T of more than a couple hours will require that the calculation of H be ended and reinitiated only when H Ϸ 0. Another complexity of implementing the half-order time derivative method occurs when (13) is used in the formu- The input variables and model parameters for each of the two methods are listed in Table 1 . For the half-order time derivative method, only measurement of T and u * (or u, depending on the formulation of K H ) is required. However, the flux variance method requires the measurement of T, T , u * , and R n to estimate H. In terms of measured variables the increased complexity of the flux variance method over the half-order time derivative method is due to the fact that the flux variance method is unable to calculate a negative H, and therefore the approximation of (8) must be implemented. This requires R n to identify stable atmospheric conditions and u * to estimate H. (However, if necessary, u * can be estimated from u based on MOST.)
Experiment
Micrometeorological and sensible heat flux measurements used for this study were collected at three sites: (1) a pine forest, (2) a grass-covered forest clearing, and (3) the bare soil of dry Owens Lake bed. Site characteristics are summarized in Table 2 The three sites were chosen for this study to provide a variety of surface roughness, atmospheric stability conditions, and land cover types. Table 2 gives a summary of the site characteristics, instrument heights, and measured meteorological variables. Table 3 shows the mean, minimum, and maximum ranges of the key meteorological variables used in the two models. Further details about the sites and experimental setup are given by Katul [1994] and Albertson et al. [1995] for dry Owens Lake bed, Katul et al. [1995] and Lai and Katul Lai et al. [2000a Lai et al. [ , 2000b for the pine forest.
Analysis and Results
To compute H using the half-order time derivative method, a continuous data set of T measurements is needed. Therefore, since some gaps exist in all four data sets, a linear interpolation was performed to compute the missing measured meteorological variables for up to three time intervals in 30 min incremented data and up to four intervals in 20 min incremented data. When the size of the gaps in the data exceeded three to four missing intervals, the computation of the sensible heat flux was terminated and restarted again when the measured sensible heat flux was ϳ0, as required by the half-order time derivative method. To be consistent, the data used for the flux variance and flux gradient methods were made identical to those identified for the half-order time derivative method. The number of points used for each site is shown in Table 4 .
Flux Variance Method
Using measured meteorological variables, H is estimated using the flux variance method and is presented in Figure 1 for the four experiments. For "daytime conditions," when the measured H was greater than zero, H was estimated using (7) with C 1 ϭ 0.99 (corrected for ϭ0.4) as determined by Wyngaard et al. [1971] for the free convective case. During "nighttime conditions," when values of measured H were Ͻ0, (8) was used instead. All three measured values of C 3 (2.4, 3.5, (8), and the method performance is statistically contrasted in Table 5 for the four experiments. The accuracy of (8) in estimating negative H is not significantly different for any of the three measured values of C 3 for any of the four experiments. We choose to let C 3 ϭ 4.0 for further statistical analysis of the flux variance method based on the slightly better performance at dry Owens Lake bed of this value over the other two measured values (2.4 and 3.5). The dry Owens Lake bed was chosen as the reference site since it is the most planar homogeneous site of the three presented in this study. The statistics for the flux variance method, for both daytime and nighttime conditions combined, are shown in Table 6 . Because (7) is not defined as T * 3 0, when the values of the measured H were near zero (for practical purposes we set it at Ϯ25 W m Ϫ2 ), the estimated values of H were not used in the statistical analysis. (These values of H are also not shown in Figure 1 .) For three of the experiments, the experiment at dry Owens Lake bed and the 1997 and 1999 experiments at the grass-covered clearing, the flux variance method estimates H well with correlation coefficients of 0.97, 0.95, and 0.95, respectively. However, for the pine forest the flux variance method overestimates H. To "calibrate" this method, the value of C 1 is increased until the performance of the model is optimized. It is found that at a value of C 1 ϭ 1.3 the flux variance method accurately reproduces the measured H with a correlation coefficient of 0.93. The accuracy of this fit is shown graphically in Figure 1 and statistically in Table 6 . The value of C 1 (1.3) found in this experiment is greater than the values of C 1 cited in similar studies over heterogeneous surfaces. This is attributed to the close proximity of the instruments to the pine vegetation, which would have caused the instruments to sense the added spatial inhomogeneities in the heat sources and to attribute this added variance to an increase in sensible heat via (7). This will be discussed further in section 5.
Half-Order Time Derivative Method
The H estimated using the half-order time derivative method and the MOST parameterization of the eddy diffusivity from (13) is shown in Figure 2 . For the pine forest experiment the half-order time derivative method seems to reproduce the 1:1 response of measured sensible heat fluxes, though there is considerable scatter in the comparison. (See Table 6 .) However, for the grass-covered clearing and dry Owens Lake bed, H is significantly underestimated. Figure 3 shows H estimated at the grass site using the halforder time derivative method with K H Ϸ uz (as proposed by Wang and Bras [1998] for low height z). While the proposed correction (predominantly an increase) in the eddy diffusivity adjusts the predicted values of H in the correct direction, the method still underestimates the measured fluxes for large values of H. The observation is the same when this method is applied to the measurements from the dry Owens Lake bed. In Figure 4 , H is estimated for dry Owens Lake bed using the half-order time derivative method with K H Ϸ uz and using the flux gradient method. Again, while, on average, the half-order time derivative method with the suggested correction to the parameterization of K H seems to improve predicted H, the method fails at large values of H.
In contrast, the flux gradient method of (9) (with measured surface and air temperature and the parameterization of heat roughness height as described by Cahill et al. [1997] ) shows good agreement between measured and estimated sensible heat flux. We iterate that the parameterization of the eddy diffusivity used for the flux gradient method is that given by MOST and not the approximation K H Ϸ uz. This latter anal- ysis demonstrates that the poor performance of the half-order time derivative method is not due to the MOST parameterization of K H but rather is due to the assumptions of nearconstant diffusivity in its derivation.
Discussion and Conclusions
Assuming the atmospheric surface layer (ASL) extends to 2-3 times h [Parlange and Brutsaert, 1993] , the measurements at both the grass and desert sites were carried out in the ASL while the data from the pine forest were taken in the canopy sublayer (CSL). Given this, the results indicate that the flux variance method reproduces the measured sensible heat flux well in the ASL, though in the CSL the method overestimates the measured sensible heat flux. This overestimation is due to the fact that the temperature variance is not dependent only on the sensible heat flux. Instead, the inhomogeneity of the heat sources can increase the temporal variance. This added variance has been found in many studies to increase the value of C 1 in the CSL [e.g., Padro, 1993; Katul et al., 1995 Katul et al., , 1999 Andreas et al., 1998 ]. In this study, a value of C 1 ϭ 1.3 allows the flux variance method to fit the pine forest data with a correlation coefficient of 0.93. Compared to values of C 1 in the literature, 0.92 [Monji, 1973; Högström and SmedmanHögström, 1974] , 0.95 [Ohtaki, 1985; Katul et al., 1995; Katul and Hsieh, 1997] , 0.97 [Högström, 1990; Albertson et al., 1995] , 0.99 , 1.0 and 1.1 [Kader and Yaglom, 1990 ], 1.1 [Kustas et al., 1994] , and 1.25 [Wesley, 1988] , the value of C 1 (1.3) found in this study is large. However, as mentioned before, the measurements in the pine forest were performed near the canopy-atmosphere interface. This closer proximity to the vegetation lead to increased sensitivity to the inhomogeneities of the heat sources, which, in turn, lead to a higher value of C 1 than cited in the literature.
For the half-order time derivative method the results show that the method is hypersensitive to the parameterization of the eddy diffusivity. When using MOST to estimate the diffusivity, the method significantly underestimates H for both the grass-covered clearing and the dry Owens Lake bed. Since the measurements for both of these sites were collected in the ASL, the MOST diffusivity parameterization is more appro- priate when compared to the proposed K H Ϸ uz. In fact, for the three sites, 81-100% of the measured values of z/L fall within the range stipulated by Businger et al. [1971] for the application of the MOST parameterization of (13) (i.e., 0 -2 for stable conditions and Ϫ2-0 for unstable cases). (See Table  7 .) To test whether the underestimation of H is site-specific, the flux gradient method with MOST parameterization of K H was applied to the data from dry Owens Lake bed as described by Cahill et al. [1997] . The results indicate that there is good agreement between the observed and measured H for the flux gradient method. Therefore the underestimation of H is due to the chosen form of the parameterization of K H in the halforder time derivative method for the two sites.
To further analyze this, the proposed correction to the eddy diffusivity (i.e., K H Ϸ uz) of Wang and Bras [1998] is implemented for the half-order time derivative method for the data from the grass-covered clearing and the dry Owens Lake bed. The results show that the comparison between the measured and estimated H is improved. However, the method fails to correctly estimate H for large measured values of H. Wang and Bras [1998] also suggest that instead of the using the time series of u a characteristic wind speed, U, reflecting a longer-term u should be used such that K H Ϸ Uz. When this suggestion is applied to the method for the data from the three sites, letting U equal the average value of u, the accuracy of the method is not significantly changed. (See Table 6 .) Because of this and the uncertainty of what a "characteristic" mean wind speed should be in a semiempirical method, the correction to the eddy diffusivity may simply be kept as K H Ϸ uz. Even with this diffusivity, the agreement between measured and estimated H is still inferior to that estimated by the flux variance method for the two sites. For the pine forest the half-order time derivative method with the MOST parameterization of K H , as given in (13), reproduces the measured H well (at least when contrasted to the other two sites). This result, at first glance, is rather surprising since the measurements at this site were carried out in the CSL where MOST is less likely to hold. However, between 1 and 2 times the canopy height of the forest, and for neutral conditions, the characteristic length scale of the diffusivity is invariant to changes in z [Kaimal and Finnigan, 1994] . Therefore the invariance of K H to height variation within this region is perhaps more consistent with the approximately constant diffusivity in the derivation of (12). This implies that the MOST parameterization of K H could be replaced by the suggested approximation K H Ϸ (h/3)u. The characteristic length scale of h/3 is derived from the mixing layer analogy of Raupach et al. [1996] for a generic canopy and is consistent with measured cospectral peaks of wЈ and TЈ near z/h ϭ 1 for the pine stand [Katul et al., 1998 ]. The result of implementing this approximation is shown in Figure 5 . Statistical analysis indicates that the half-order time derivative method with the approximation K H Ϸ (h/3)u is comparable in accuracy to the same method with the MOST parameterization of K H (see Table 6 ). (While the approximation K H Ϸ (h/3)u predicts the measured sensible heat flux better in terms of the regression slope, there is more scatter in the data than in the predictions of the same method with the MOST parameterization of K H .)
The results from applying the half-order time derivative method to predict H at the three sites, the grass-covered clearing, dry Owens Lake bed, and the pine forest, indicate that the method is very sensitive to the parameterization of the eddy diffusivity. For all four experiments the suggested parameterization K H Ϸ uz or (h/3)u performs as well as or better than the MOST parameterization of K H . This result is somewhat Figure 5 . Estimated sensible heat flux over the pine forest using the half-order time derivative method with the approximation that K H Ϸ hu/3. The solid line is 1:1. surprising since the parameterization K H Ϸ uz or (h/3)u is an empirical one. It seems that the better performance of this parameterization is more an artifact of the method than of the diffusivity model itself. This is evident from the good performance of the flux gradient method with the MOST parameterization of K H when applied to the data from dry Owens Lake bed.
For this study, the performance of the half-order time derivative method was found to be best when the sensible heat flux was relatively low or when the conditions at the measurement site were such that the characteristic length scale of the eddy diffusivity was invariant to changes in z. The flux variance method, however, predicted the sensible heat flux well for all of the sites in this study. Therefore, in comparing the flux variance method and the half-order time derivative methods for a variety of surface and atmospheric stability conditions, we conclude that the flux variance method predicts the sensible heat flux better than the half-order time derivative method. the model should start when H Ϸ 0. In addition, using the definition of the half-order time derivative as shown in (A16) assumes that T ϱ ϭ 0 at t ϭ 0. The overall solution is not very sensitive to this latter approximation.
