This work focuses on the problem of multi-label learning with missing labels (MLML) 
Introduction
In multi-label learning, we assume that an instance can be assigned to multiple classes simultaneously. For example, an image can be annotated using several tags, and a document can be associated with multiple topics. Although many multi-label learning methods have been proposed, many of such methods require completely labeled training instances. In practical applications, most training instances are only partially labeled, with some or all of the labels not provided/missing. Let us consider the task of large-scale image annotation, where the number of classes/tags is large (e.g. using labels of ImageNet [12] ). In this case, a human annotator can only realistically annotate each training image with a subset of tags. Learning from such partially
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Figure 1: The left column includes two example images from the ESP Game [34] dataset, and their corresponding features and labels are shown in the right column. The solid box denotes a provided label, while the dashed box indicates a missing label. The red (semantic hierarchy), blue (class co-occurrence), and green (instance similarity) edges constitute a mixed graph. For clarity, we only present the relevant labels and edges, while other candidate labels and edges are ignored.
labeled instances is referred to as the multi-label learning with missing labels (MLML) problem [39, 45] . As labels are usually related by semantic meanings or co-occurrences, the key to filling and learning from missing labels is a good model to represent label dependency. One widely used model for label dependency is an undirected graph, through which the label information can be propagated among different instances and among different classes. For example, the label dependency between a pair of labels, such as instance similarity and class cooccurrence, can be represented using such a graph (see green and blue edges in Figure 1 ). However, as stated in [39, 41] , class co-occurrence that is derived from training labels can be inaccurate and even detrimental when many missing labels exist. Li et al. [25] propose to alleviate this limitation by using an auxiliary source (such as Wikipedia) to estimate co-occurrence relations.
Interestingly, the semantic dependency between two classes, such as "animal->horse" and "plant->grass" as shown in Figure 1 , can foster further label dependency and improve label predictions in the test. In this case, it is intuitive to require that the label score (e.g. the presence probability) of the parent class cannot be lower than that of its child class. This is traditionally referred to as the semantic hierarchy constraint [2] . The undirected graph (with instance similarity and class co-occurrence edges) cannot guarantee that the final label predictions will satisfy all semantic hierarchy constraints. To address this problem, we add semantic dependencies into the graph as directed edges, thus, resulting in an overall mixed graph that encourages (or enforces) three types of label dependency (refer to Figure 1 for an example).
The goal of this work is to learn from partially labeled training instances and to correctly predict the labels of test instances, which should satisfy the semantic hierarchy constraints. Firstly, motivated by [39, 41] , a discrete objective function is formulated to simultaneously encourage consistency between predicted and ground truth labels and encode traditional label dependencies (instance similarity and class co-occurrence). Semantic hierarchy constraints are incorporated as hard linear constraints in the matrix optimization. The discrete problem is further relaxed to a continuous convex problem, which can be solved using ADMM [3] . We summarize our contributions next.
Contributions: (1)
We address the MLML problem by using a mixed graph to encode a network of label dependencies: instance similarity, class co-occurrence, and semantic hierarchy. (2) Learning on this mixed graph is formulated as a linearly constrained convex matrix optimization problem that is amenable to efficient solvers. (3) Our extensive experiments on the tasks of image and video annotation show the superiority of our method in comparison to the stateof-the-art. (4) We augment labeling of several widely used datasets, including Corel5k [13] , ESP Game [34] , IAPRTC-12 [21] and MediaMill [30] , with a fully labeled semantic hierarchy drawn from Wordnet [14] . This ground truth augmentation will be made publicly available to enable further research on the MLML problem in computer vision.
Related work
In the literature of multi-label learning, the previous works that are designed to handle the missing labels can be generally partitioned into four categories. First, the missing labels are directly treated as negative labels, including [8, 31, 5, 9, 1, 36, 37, 10] . Common to these methods is that the label bias is brought into the objective function. As a result, their performance is greatly affected when massive ground-truth positive labels are initialized as negative labels. Second, filling in missing labels is treated as a matrix completion (MC) problem, including [20, 6, 43] . A recent work called LEML [45] is proposed in the empirical risk minimization (ERM) framework. Both MC models and LEML are based on the low rank assumption. Although the low rank assumption is widely used, it may not hold in practical multi-label problem. Third, missing labels can be treated as latent variables in probabilistic models, including the model based on Bayesian network [24, 33] and conditional restricted Boltzmann machines (CRBM) model. Last, Wu et al. [39] define three label states, including positive labels +1, negative labels −1 and missing labels 0, to avoid the label bias. However, the two solutions proposed in [39] involves matrix inversion, which limits the scalability to handle larger datasets. Wu et al. [41] propose an inductive model based on the framework of regularized logistic regression. It also adopts three label states and a hinge loss function to avoid the label bias. However, the classifier parameters corresponding to each class have to be learned sequentially. Furthermore, the computational cost of this method increases significantly with the number of classes and becomes prohibitive for very large datasets.
Hierarchical multi-label learning (HML) [19] has been applied to problems where the label hierarchy exists, such as image annotation [32] , text classification [28, 29] and protein function prediction [2, 44] . Except for a few cases, most existing HML methods only consider the learning problem of complete hierarchical labels. However, in real problems, the incomplete hierarchical labels commonly occur, such as in image annotation. Yu at al. [44] recently propose a method to handle the incomplete hierarchical labels. However, the semantic hierarchy and the multi-label learning are used seperately, such that the semantic hierarchy constraint can not be fully satisfied. Deng et al. [11] develops a CRF model for object classification. The semantic hierarchy constraint and missing labels are also incorporated in this model. However, a significant difference is that [11] focuses on a single object in each instance, while there are multiple object in each instance in our problem.
In the applications of image annotation and video annotation, both missing labels and semantic hierarchy have been explored in many previous works, such as [31, 5, 9, 42, 26, 16] (missing labels) and [32] (semantic hierarchy). However, to the best of our knowledge, no previous work in image and video annotation has extensively studied missing labels and semantic hierarchy simultaneously.
Note that the semantic hierarchy constraint used in our model is similar to the ranking constraint [15, 5] that is widely used in multi-label ranking models, but there are significant differences. Firstly, the ranking constraint used in these models means the predicted value of the provided positive label should be larger than the one of the provided negative label, while the semantic hierarchy constraint involves the ranking between the parent and the child class.
Besides, the ranking constraint is always incorporated as the loss function, while the semantic hierarchy constraint is formulated as the linear constraint in our model.
Problem and proposed model 3.1. Problem definition
Similar to traditional MLML problems, our method takes as input two matrices: a data matrix
d×n , which aggregates the d-dimensional feature vectors of all n (training and test) instances, and a la- Our goal is to obtain a complete label matrix Z ∈ {+1, 0} m×n that satisfies the following three properties simultaneously. (i) Z is sufficiently consistent with the provided (not missing) labels in Y, i.e.
(ii) Z benefits from label similarity among similar instances and class co-occurrence, i.e. if x i and x j have similar features or the classes they belong to co-occur, then their corresponding predicted labels should be similar. (iii) Z is consistent with the semantic hierarchy Φ. To enforce this, we ensure that if c a is the parent of c b , a hard constraint is applied, which guarantees that the score (the presence probability) of c a should not be smaller than the score of c b . This constraint ensures that the final predicted labels are consistent with the semantic hierarchy. By incorporating all three criteria simultaneously, label information is propagated from provided labels to the missing labels.
Label consistency
Label consistency of Z with Y is formulated as (1) where const = tr(Y Y), and Y is defined as Y ij = (2Y ij − 1) * τ ij , where τ ij is a penalty function mismatches between Y ij and Z ij . We set τ ij in the following manner. If
, then τ ij = 0. In doing so and unlike the work in [39, 41] , a higher penalty is incurred if a ground truth label is +1 and predicted as 0, as compared to the reverse case. This idea embeds the observation that most entries of Y in many multi-label datasets (with a relatively large number of classes) are 0 and that +1 labels are rare. Of course, missing labels are not penalized. Eq (1) satisfies the label consistency. When Y ij = +1, Z ij is encouraged to be +1; when Y ij = 0, Z ij is encouraged to be 0; when Y ij = 1 2 , there is no constraint on Z ij .
Instance-level label dependency
Similar to [39, 41] , we incorporate instance-level label similarity, i.e. property (ii), using the regularization term in Eq (2).
where instance similarity matrix W X is:
The kernel size ε i = x i − x h 2 and x h is the h-th nearest neighbor of x i . Similar to [39] , we set h = 7. The normalization term d X (i) = n j W X (i, j) makes the regularization term invariant to the different scaling factors of the elements of W X [35] . The normalized Laplacian matrix is
Class-level label dependency
Here, we consider two types of class-level label dependency, namely class co-occurrence and semantic hierarchy.
Class co-occurrence: This dependency is encoded using the regularization term in Eq (3).
Here, we define the class similarity matrix W C as:
Semantic hierarchy: To enforce the semantic hierarchy constraint, i.e. property (iii), we apply the following constraint: Z(i parent , j) ≥ Z(i child , j), ∀i = 1, . . . , n e , ∀j = 1, . . . , n. The resulting constraints can be aggregated in matrix form, as Update Z t+1 according to Eq (8); 4: Update Q t+1 according to Eq (9); 5: Update Λ t+1 according to Eq (10); 6: Set t = t + 1; ρ = 5ρ 7: end while 8: return Z * = Z t+1 .
MLML with mixed graph (ML-MG)
We formulate the MLML problem using the constructed mixed graph as a binary matrix optimization problem by linearly combining Eqs (1,2,3) to form the objective and Eq (4) to enforce the semantic hierarchy constraints.
Due to the binary constraint on Z, it is difficult to efficiently solve this discrete problem. Thus, we use a conventional box relaxation, which relaxes Z to take on values in [0, 1] m×n . The relaxed ML-MG problem in Eq (5) is a convex quadratic problem (QP) with linear matrix constraints (refer to the supplementary material for more details).
Due to its convexity and smoothness, the ML-MG problem can be efficiently solved by many solvers. In this work, we adopt the alternative direction of method of multipliers (ADMM) [3] for this purpose, since it is known to have attractive computational properties that have been recently exploited to tackle other popular problems in computer vision, including object tracking [46, 48] , image classification [47] , and image registration [18] .
ADMM for ML-MG
After adding a non-negative slack variable Q ∈ R n e ×n , we can formulate the augmented Lagrange function of Problem (6) as in Eq (7), where Z ∈ [0, 1] m×n and Q ≥ 0.
Here, Λ ∈ R n e ×n is the Lagrange multiplier (dual variable), ρ > 0 is a tradeoff parameter, and || · || F denotes the Frobenius matrix norm. Following the conventional ADMM framework [3] , we can minimize Problem (6) by alternating index. When updating Z t in Eq (8), we set A t = −Y +ΦΛ t −ρΦQ t , B t = βL X and C t = γL C + ρ 2 ΦΦ . The resulting problem is a convex QP with box constraints that can be efficiently solved using projected gradient descent (PGD) with exact line search [4] . Moreover, the updates for Q t and Λ t are closed form. More details of the optimization are provided in the supplementary material.
= arg min
The ADMM solution to the ML-MG problem is summarized in Algorithm (1). Based on the proof in [17, 27] , our ADMM algorithm is guaranteed to converge to the global minimum of Problem (6).
Experiments
In this section, we evaluate the proposed method and the state-of-the-art methods on four benchmark datasets in image annotation and video annotation.
Experimental setup
Datasets. Four benchmark multi-label datasets are used in our experiments, including Corel5k [13] , ESP Game [34] , IAPRTC-12 [21] , and MediaMill [30] . These datasets are chosen because they are representative and popular benchmarks for comparative analysis among MLML methods. Since the scope of this paper is not feature design, we obtain the data and label matrices (X and Y) of the first three image datasets from the seminal work [22] 1 . Each image in these datasets is described by the dense SIFT features and is represented by a 1000-dimensional vector. The features and labels of the video dataset MediaMill are downloaded from the 'Mulan' website 2 .
Semantic hierarchy. We build a semantic hierarchy for each dataset based on Wordnet [14] . Specifically, for each dataset, we search for each class in Wordnet and extract one or more directed paths (i.e., a long sequence of directed edges from parent class to child class). In each path, we identify the nearest class that is also in the label vocabulary (i.e. the set {c 1 , · · · , c m } of all classes of this dataset) as the parent class. This procedure is repeated for all m classes in the dataset to form the semantic hierarchy matrix Φ. In the same manner, we build the hierarchy for each of the four datasets. Similar to [32] , we also consider two types of semantic dependency: "is a" and "is a part of". For example, a part of the semantic hierarchy of Corel 5k is shown in Figure 2 . Due to the space limit, we provide the complete semantic hierarchies and the complete label matrices for all four datasets in the supplementary material. A summary of these hierarchies are given in Table 1 Note that in all the datasets, the provided ground-truth label matrices do not fully satisfy the semantic hierarchy constraints. In other words, some images or videos are labeled with a child class but not with the corresponding parent class. Therefore, we augment the label matrix according to the semantic hierarchy for each dataset. The semantically enhanced comprehensive ground-truth label matrix is referred to as "complete", while the original label matrix as "original". The basic statistics of both the complete and original label matrix are summarized in Table 2 .
Methods for comparison. Several state-of-the-art and recent multi-label methods that can handle missing labels are used for comparison, including MLR-GL [5] , MC-Pos [6] , FastTag [9] , MLML-exact and MLML-appro [39] and LEML [45] . MLR-GL and FastTag are specially developed for image annotation, while other methods are general machine learning methods. Also, a state-of-the-art method in hierarchical multi-label learning, CSSAG [2] , is also evaluated. CSSAG is a decoding method based on the predicted label matrix of one another algorithm, i.e., the kernel dependency estimation (KDE) algorithm [38] . However, the KDE algorithm doesn't work in the case of missing labels. To make a fair comparison between CSSAG and ML-MG, the results of ML-PGD are used as the input of CSSAG. The results are obtained with publicly available MATLAB source code of these methods provided by the authors. As a baseline, we also compare with a binary SVM classifier 3 , which is trained on only labeled instances of each class.
Evaluation metrics. Average precision (AP) [49] is adopted to measure the ranking performance of the continuous label matrix Z generated by each of the 8 methods. Top-5 accuracy is also used to measure the predicted discrete labels (the top 5 ranked labels of each instance are set as positive, while others are negative labels). To quantify the degree to which the semantic hierarchy constraints are violated, we adopt a simplified hierarchical Hamming loss, similar to [28] ,
, whereẐ k denotes the discrete label matrix generated by setting the top-k labels in the continuous label vector of each instance as +1, while all others as 0. Y C denotes the complete ground-truth label matrix. Then we define an average hierarchical loss (AHL) as H = 1 |S| k∈S k H . We set S = {5, 10, 20, 50, 100, 150} in our experiments.
Other settings. To simulate different scenarios with missing labels, we create training datasets with varying portions of provided labels, ranging from 5% (i.e., 95% of the whole training label matrix is missing) to 100% (i.e., no missing labels). In each case, the missing labels are randomly chosen among leaf and singleton classes 4 in the semantic hierarchy, and are set to 1 2 in the original label matrix of the training data. We repeat this process 5 times to obtain different data splits. In all cases, the experimental results of test data are computed based on the complete label matrix. The reported results are summarized as the mean and standard deviation over all the runs. The average runtime of each method on the different datasets is also reported. Because the authors of [45] only provide the MEX file for LEML under Ubuntu system, we run it on a workstation with Ubuntu 12.04.2 and Intel Xeon X5650 2.67 GHz CPU. All other methods are run on the same machine with Windows 7. The trade-off parameters β and γ are tuned by cross-validation. The tuning ranges are set as β ∈ {0.1, 1, 5, 10, 50} and γ ∈ {0, 0.01, 0.1, 1, 10}. Both W X and W C are defined as sparse matrices. The numbers of neighbors of each in- stance/class k X and k C are set as 20 and 10 respectively. Figure 3 shows AP and top-5 accuracy results of the eight methods when the semantic hierarchy is not used, i.e., when Φ = 0. In this case, the inequality constraints in ML-MG are degenerate. Then the proposed model is a convex QP with box constraints that is solvable using the PGD method. We denote the hierarchy-free version of ML-MG as ML-PGD. ML-PGD consistently outperforms the other methods, thus, showing its superiority over other MLML methods even without hierarchy information. The improvement over the most competitive method on the four datasets is usually 5% (AP) or 3% (accuracy). Compared with MLML-exact and MLML-approx, ML-PGD shows significant improvement, especially when large proportions of the labels are missing. This is due to two main reasons. Firstly, there are many noisy negative labels in the original training label matrix, i.e., some positive labels 1 are set to 0. Since a larger penalty is incurred when misclassifying a positive label in ML-PGD, the influence of noisy negative labels can be alleviated. However, this is not the case for both MLMLexact and MLML-approx. Secondly, ML-PGD does not give any bias to missing labels. In contrast, missing labels are encouraged to be intermediate values between negative and positive labels in MLML-exact and MLML-approx, which brings in label bias. This is why their performance decreases significantly as the missing proportion increases. Interestingly, most of the multi-label methods are outperformed by the binary SVM in most cases. This suggests that they are sensitive to noisy and missing labels. Also, we note that some of the baseline methods fail to produce results in some test cases, especially when the missing label proportion is high. For example, SVM fails when there are no positive instances for some classes. Because of its extremely slow runtime (> 10 4 seconds per iteration), it was infeasible to run MLR-GL on the last three datasets. Similarly, the high memory requirements of MLML-exact and MLML-approx preclude running them on MediaMill data.
Results without semantic hierarchy
Results with semantic hierarchy
The results of utilizing the semantic hierarchy are shown in Figure 4 , where the AP results of ML-PGD are repeated to facilitate the comparison.
ML-PGD vs. ML-MG. In the case of 0% missing labels, the improvement of ML-MG over ML-PGD ranges from 10% − 19% across the four datasets. This suggests that the semantic hierarchy constraints provide very useful informa- tion to correct the noisy negative labels. Also, ML-MG significantly outperforms ML-PGD at high missing label proportions. This lends evidence to the fact that instance-level similarity and class co-occurrence are not enough to regularize the MLML problem and that semantic hierarchy provides essential information to fill in missing labels.
CSSAG vs. ML-MG. We take the continuous labels generated by ML-PGD as the input to CSSAG, which will one of two processing choices: one is to change the input continuous label score to 0 according to the semantic hierarchy and the predefined number of positive labels, while the other is to keep it unchanged. Thus, the AP results of its continuous outputs are similar to those of its input label matrix, i.e., ML-PGD. Although CSSAG can ensure that there are no inconsistent labels in its discrete label matrix (setting all positive continuous labels as discrete positive labels), it cannot provide a consistent continuous label ranking. In contrast, ML-MG can satisfy these two conditions simultaneously.
Qualitative Results. Figure 5 shows labels predicted by our proposed ML-MG method when it is applied to the task of image annotation. It is worthwhile to note that parent classes are always ranked ahead of their children classes, thus, visualizing the direct effect of semantic hierarchy. Due to the space limit, more qualitative examples are provided in the supplementary material.
Convergence and sensitivity to initialization
Here, we evaluate the convergence of ML-MG using different label initializations. We only present the curve in the case of 0% missing labels, as shown in Figure 6 . In the top row, we initialize the label matrix Z by setting all missing labels as 0. In this case, ML-MG converges to its best AP in less than 30 iterations on Corel 5k and in less than 10 on the other datasets. In the bottom row, missing labels are initialized as random values in [0, 1]. We repeat the random initializations 10 times and report mean and std values. The Figure 5 : Some prediction results of our ML-MG method. The images in the top row are extracted from ESP Game [34] , while the other two rows from IAPRTC-12 [21] . The predicted labels are ranked in descending order according to their label scores.
extremely small std values of both objective function and AP values suggest ML-MG is insensitive to initialization.
Computational analysis
The computational complexity of ML-PGD is + 2n e mn) ). T 1 and T 2 denote the number of PGD and ADMM iterations respectively. As shown in Figure 6 , T 2 is always very small. The detailed derivation of the complexity is provided in the supplementary material. To emphasize the computational efficiency of our method, we report the average runtime of all methods on the four datasets in Table 3 . In the case of 0% missing labels, each method is run 10 times and the average (7) and (6) respectively. AP indicates the evaluation value of average precision. In the bottom row, as the std values are very small compared to the mean values, it is better to enlarge the figure to check them.
runtime is recorded. For MLR-GL, LEML and ML-MG, the number of maximum iterations is set as 20, while 50 for ML-PGD. The ranks of the mapping matrix in LEML are set as 50, 50, 50, and 20 for the four datasets, respectively. Clearly, our proposed ML-MG method (and its hierarchyfree variant ML-PGD) are significantly more computationally attractive than the other methods. 
Conclusions and discussions
This work proposes a novel model to handle the problem of multi-label learning with missing labels. A unified network of label dependency is built based on a mixed graph, which jointly incorporates instance-level label similarity and class co-occurrence as undirected edges, as well as, semantic hierarchy as directed edges. A convex problem is formulated by encoding the undirected edges as regularization terms, while embedding the directed edges as linear constraints. Thus multi-label learning and enforcing semantic hierarchy constraints can be performed simultaneously. A computationally attractive algorithm based on ADMM is used to exactly optimize this problem. Applying our method on image and video annotation tasks have demonstrated its superior performance against state-of-theart methods. Moreover, we contribute manually generated semantic hierarchies for four popular benchmark datasets, which will be beneficial to the research community at large.
We realize that semantic hierarchy and missing labels exist in many other real-world problems, including text classification [28, 29] , tracking [40, 48] , action recognition [50, 51] and activity recognition [23] . In the future, we aim to apply ML-MG to these applications.
