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Abstract. Objective One of the major drawbacks in EEG Brain Computer
Interfaces (BCI) is the need for subject-specific training of the classifier. By
removing the need for a supervised calibration phase, new users could potentially
explore a BCI faster. In this work we aim to remove this subject-specific
calibration phase and allow direct classification. Approach We explore Canonical
Polyadic Decompositions (CPD) and Block Term Decompositions (BTD) of the
EEG. These methods exploit structure in higher dimensional data arrays called
tensors. The BCI tensors are constructed by concatenating ERP templates
from other subjects to a target and non-target trial and the inherent structure
guides a decomposition that allows accurate classification. We illustrate the new
method on data from a three-class auditory oddball paradigm. Main results
The presented approach leads to a fast and intuitive classification with accuracies
competitive with a supervised and cross-validated LDA approach. Significance
The described methods are a promising new way of classifying BCI data with a
forthright link to the original P300 ERP signal over the conventional and widely
used supervised approaches.
Keywords: Mobile EEG, Brain-Computer-Interface, Subject-Specific Calibration-free,
Tensor Decompositions, auditory P300.
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1. Introduction
Research in the field of Brain-Computer-Interfaces
(BCI) has made significant progress in methodologies
and applications. To date, the use of non-invasive EEG
(electroencephalography) signals as primary input is
most often used for such interfaces. EEG-based
BCIs exploit often the P300, generated in response
to rare and task-relevant stimuli (e.g. [1, 2, 3,
4]). Although BCIs were originally developed with
the intent of providing accessibility to computers for
locked-in patients [5], they have also potential in
applications for healthy users [6, 7]. However, one
of the biggest hurdles for wider application is the
feasibility of fast practical application in real life
situations. An increasing number of studies show
that mobile EEG applications can be deployed in
natural, real life situations [8, 9] with comparable
accuracy as using traditional EEG systems [10]. These
studies illustrate that in outdoor sitting and walking
circumstances it is possible to use an auditory BCI
without explicit control of environmental variables.
This comes close to a practical application of auditory
BCI in real-life as envisioned in the literature [11, 12].
Besides the limited validation in real-life scenarios,
a second hurdle is that most BCIs exploit supervised
classification methods. This requires a separate
training phase to calibrate the classifier function [13].
Essentially a substantial part of the data is discarded
for model training rather than interacting with the
BCI, which comes at the cost of consuming users
time and effort. It is not uncommon that half of
the experimental time is devoted to recording training
data (e.g. [9]). The use of calibration-free classifiers
could increase the application potential significantly by
removing this specific training phase. Few studies have
focused on developing such out-of-the box classifiers.
Incipiently, an unsupervised approach for the P300
speller was presented oﬄine in [14] relying on Bayesian
statistics and exploiting constraints imposed by the
BCI stimulation setup. The utilization of prior
distributions of Target and Non-Target stimuli and
repetitions was shown to lead to a fast adapting
calibration free classifier. The same authors reported
high performance in [15] extending the Bayesian
approach with transfer learning techniques and re-
learning of the classifiers by reason of language models.
This approach was also successfully translated to an
online scenario [16]. A novel classification approach for
motor imagery BCIs that has gained momentum in the
past two years exploits the spatial covariance matrices
of EEG signals and rely on Riemannian geometry
to obtain accurate classification [17]. Successively,
modifications of this approach were presented in
[18, 19] to extend the framework for calibration
free ERP (Event Related Potential) analysis. This
allowed instantaneous P300 classification based on a
special form of space-time covariance matrices and
a Riemannian distance-to-class-average as classifier
function. Another pertinent approach aimed to
incorporate information transfer between BCI sessions
in the EEG by transferring session-specific changes
between experimental conditions to new subjects
[20]. The use of session specific changes in the
EEG was shown to convey decisive information for
classifier performance. Ultimately the aforementioned
techniques allow to track classifier performance
across subjects and sessions and grant instantaneous
classification. All these approaches are of particular
interest for bringing BCI applications into practical
use.
In the current work, we present a novel subject-
specific calibration-free method based on tensor
decompositions of the EEG applied to auditory P300
data (i.e. on data obtained from [9]). Since ERP
data can be naturally represented as a channels ×
time × trials tensor, it can be advantageous to
exploit such multidimensional structure in the analysis.
Tensor-based methods such as the Canonical-Polyadic-
Decomposition (CPD) have been used successfully in
several biomedical applications for feature extraction
or classification in a supervised approach (e.g.[21, 22,
23, 24, 25, 26]). However, the data-driven nature of
these methods lends these methods also to be applied
for unsupervised classification [27]. Block Term
Decomposition (BTD) was recently demonstrated to
be superior over CPD for certain EEG applications
as it allows to model more variability [28]. We will
explore both CPD and BTD for unsupervised BCI
classification.
By constructing a tensor from the trials we want
to classify, and relying on structural properties in the
data, we demonstrate that CPD and BTD are able to
provide accurate labels. The method elegantly exploits
the presence of a particular spatiotemporal pattern
underlying the target trials which is absent in the non-
targets. We add non-specific ERP templates to the
two deviant stimuli epochs to obtain a tensor and
a subsequent decomposition identifies discriminative
features between target and non-target trials. The
decompositions create a uniquely adapted (i.e. from
the templates) spatiotemporal pattern to separate
target and non-target trials that can vary over time and
sessions. In this way we achieve classification results
without the need for a subject-specific calibration
phase.
In order to demonstrate the potential of the
new method, we compare the results to regularized
LDA (rLDA), as this has been shown to be amongst
the most effective algorithms for P300 classification
[29]. As a cross-subject trained classifier would also
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be able to derive instantaneous classification of a
new subject (in contrast to the subject-specific LDA-
trained classifiers), we also compare our results to a
cross-subject trained rLDA classifier [19].
The paper is structured as follows: Section
II summarizes the most important steps in the
data acquisition procedure from [9], followed by a
description of the data-driven classification methods
with the CPD/BTD and how the different LDA
classifiers are constructed. In Section III the results
are presented, followed by a discussion and future
perspective (Section IV).
2. Methods
2.1. Participants, Stimuli and Data Acquisition
The most important facts of the auditory attention
dataset are summarized here, for more detail we refer
to [9]. The used dataset consists of 20 healthy
subjects (10 females) with a mean age of 24.6 years.
The paradigm was a three-class auditory oddball
task, where the participants were requested to count
the target tones while ignoring the other two tones.
The standard tone was 900Hz while the two deviant
tones were 600Hz and 1200Hz respectively. Ten
subjects were instructed to pay attention to the 1200
Hz tone and the other ten to the 600 Hz tone.
The stimuli were presented randomly and binaurally
through headphones. The mean inter stimulus interval
was 1000ms and incorporated an evenly distributed
jitter in the range of 0ms to 375ms. Per session
the subjects were exposed to 94 target deviants, 94
non-target deviants and 504 standard tones that were
randomly presented. Each subject had to undergo
tests in two different outdoor settings. One test was
conducted while walking along a planned route at the
Oldenburg campus. The other test was conducted
in a silent corner of the university in which the
volunteer and examiner were seated on two chairs.
It is important to note that a significant amount of
unwarranted distraction could have occurred during
each pair of recordings due to regular activities taking
place both in and off the campus. The stimulus
delivery and experimental control was carried out using
OpenViBE software running on a laptop [30].
The data acquisition was conducted using an
original Emotiv amplifier (emotiv.com) connected to
a modern infracerebral electrodecap comprising of 14
channels (easycap.de). Further details regarding the
modified Emotiv EEG system are described in [8].
The signals of the amplifier were bandpass-filtered
between 0.16Hz and 45Hz. and were sampled at 128Hz.
Fourteen Ag/AgCl sintered electrodes were fixed at 10-
20 positions: F3, Fz, C3, FPz, Tp10, Cz, O1, O2,
F4, C4, TP9, Pz, P4 and P3. The common mode
suppression for the electrodes (online reference) was
at AFz and they were grounded at FCz.
2.2. Preprocessing
The data were preprocessed oﬄine using EEGLAB [31]
and MATLAB (Mathworks Inc., Natick, MA). Eye-
blink artifacts were semi-automatically attenuated by
means of extended infomax independent component
analysis [32, 33]. EEG data were 20Hz low-pass
filtered, and epochs were extracted from −200ms to
800ms with respect to stimulus onset and baseline-
corrected (−200ms to 0ms) after re-referencing to the
mean of TP9 and TP10. In order to reduce the
complexity of the data, we down-sampled the data
from 128Hz to 30Hz for this approach. This decreases
computation time of the tensor models and is yet
still expected to capture most of the P300 waveforms
[27, 34]. Prior to the downsampling a 15Hz low-pass
filter was applied to avoid alliasing artefacts.
2.3. Binary Classification
The aim of the classification process is to classify single
trial pairs consisting of one 600Hz trial and one 1200Hz
trial. It is to be expected that when subjects attend
to one tone, these attended tones elicit a P300 oddball
ERP pattern which is absent for the unattended and
baseline tones. The subject’s binary choice of focussing
his/her attention on one of the two stimuli makes it
logical to approach the analysis as classifying these
trial pairs rather than individual stimuli. An example
of an application could be to pre-code the stimuli
to different hearing aid processing modes, allowing
the user to switch between background processing or
foreground processing by attending to the proper tone.
The attended and unattended tones are referred to
as ”target” and ”non-target” trials respectively. The
paradigm’s stimulation codes can be used to know
when these sounds are presented and the selective
attention of the subject causes one tone to elicit a
P300 response. Therefore we approach the problem
as distinguishing target and non-target trials in a set
of 2 (i.e. trial-pair) rather than making a decision for
individual trials as is traditionally done. This available
paradigm information was not incorporated in [9].
2.3.1. Construction of the Data Tensor The inter-
pretability of the components extracted from a tensor
decomposition depend on the construction of the data
tensor prior to the decomposition. A window of 167ms
− 633ms after stimulus onset (SO) is determined as the
most discriminative window for the P300 signal. The
windowed data is normalized by converting the time
course to z-scores for every channel.
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Tensor decomposition techniques are able to iden-
tify the most structured signature in a multidimen-
sional data tensor. In order to enhance the likelyhood
of extracting a task-related signature, an average tar-
get and baseline ERP are added to the trial pair data
tensor. These ERP templates are the average ERP
of all other subjects for the baseline and target stim-
uli. Moreover, this inclusion of templates simplifies
the identification of the class of each trial from the
decomposed factors; which would be otherwise a non-
trivial task [27]. Since some subjects might sometimes
incorrectly focus to the non-targets, the baseline stim-
uli provide a cleaner non-target average template as
compared to averaging all non-target trials. Taken to-
gether, for each trial pair we obtain a 12 × 15 × 4
data tensor in which the last mode consists of two tri-
als (Target, non-Target of which we do not know the
identity) and two templates (Target, Baseline). All
analysis steps regarding the construction of the data
tensor are conceptually visualized in Figure 1.
2.3.2. CPD Multidimensional signals can be decom-
posed by the CPD (Canonical Polyadic Decomposi-
tion) as a sum of rank-1 terms [35]. For the three-
dimensional case the CPD will decompose a tensor X
as follows:
X =
R∑
r=1
ar ◦ br ◦ cr + ε (1)
with R representing the number of components,
ar, br, and cr the signatures of every atom in
each of the modes, and ε the model error. Each
mode has a specific signature which characterizes the
extracted component; in the three-dimensional tensor
representing the ERP as a channel × time × trials
structure, the spatial distribution of the different
atoms would be contained in ar, the time courses
would be contained in br, and a strength of the
space-time signature across trials would be given in
cr. The Canonical Polyadic Decomposition model is
trilinear, which means that each mode’s vectors are
proportional to each other within a rank-1 component.
Generally if the data follows a rank R structure, the
decomposition is unique up to permutation and scaling
of the extracted components [36]. In this study, CPD
was computed with the nonlinear least squares (NLS)
algorithm in the publicly available Tensorlab toolbox
[37].
2.3.3. BTD Although CPD provides interpretable
components, the model can be too restrictive for some
applications as it does not model all variability in
the data [28]. A BTD (Block Tensor Decomposition)
allows to model more variation in two factors in a so
called rank (Lr, Lr, 1) BTD. The rank (Lr, Lr, 1) BTD
approximates a third-order tensor by a sum of R terms,
each of which is an outer product of a rank-Lr matrix
and a nonzero vector [38, 39]. A three-dimensional
data tensor X can be decomposed by a (Lr, Lr, 1)
BTD as:
X =
R∑
r=1
(Ar ·BTr ) ◦ cr + ε (2)
The tensor is the sum of the outer products of
a rank Lr matrix (the product of matrices Ar and
Br-transposed) and the component vector cr, with R
representing the number of components and ε again
the model error. Similarly to the rank, Lr should be
set a priori. We aim to model additional variance with
the BTD as opposed to the CPD. However, the exact
mixture of the data tensor is unknown. The choice
of Lr is therefore rather conceptual, depending on a
priori knowledge about the task and preprocessing.
Since our data-tensors are rather small (i.e. 12 × 15
× 4), values of 2 to 5 for Lr were explored. This
is expected to capture time and waveform variability
more accurately between the target and non-target
effects as constituted in the trials and templates.
Similar to the CPD we utilize the NLS algorithm
within the Tensorlab toolbox for the BTD. Both the
CPD and BTD models are extracted to retrieve a single
component (R=1) and are initialized randomly. Figure
2 illustrates the CPD and BTD models in a single
data tensor. In the case of a CPD decomposition
it can be seen that the same waveform is linearly
scaled over the channels (i.e rank-1), while in case of
a BTD solution the rank-2 (or higher) spatiotemporal
pattern allows more variation on the waveform on the
different channels. For an larger overview of tensor
decompositions used in signal processing applications
we kindly refer the reader to [26].
2.3.4. Interpretation of the Decomposition Figure 3
illustrates a CPD and BTD decomposition for a single
trial pair constructed from real data. The modes depict
the extracted spatial and temporal waveform together
with the extracted weights in the third dimension. To
classify a single trial pair we can utilize these weights
as follows. A target trial is expected to differ most
from the baseline template and differ the least from
the target template; vice versa for a non-target trial.
For every single-trial-pair augmented with the two
templates a CPD and BTD model is obtained. The
third factor represents the trial weights accredited to
the templates and the 2 unknown trials. In order to
classify which trial is the Target and non-Target trial
we calculate per trial in the third factor the absolute
difference between the trial weight and the Baseline
template weight and from this we subtract the absolute
difference of the trial weight and the Target template
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Figure 1. Overview of the tensor construction. Every target (attended tone) and non-target (unattended tone) trial are concatenated
with average ERP templates from other subjects of the target and baseline stimuli. In the end per binary command we constructed
a 12 channels x 15 time points x 4 trials/templates tensor.
Figure 2. Overview of the tensor construction. Every target (attended tone) and non-target (unattended tone) trial are concatenated
with average ERP templates from other subjects of the target and baseline stimuli. In the end per binary command we constructed
a 12 channels x 15 time points x 4 trials/templates tensor.
weight. The trial with the largest obtained value
is considered the Target trial, the smallest the non-
Target.
Figure 3a illustrates the spatiotemporal pattern
and trial mode of an extracted CPD component. In
the trial mode the distance of the trials to the baseline
and target template indicate that trial 2 is considered
the target trial and 1 the non-target; the latter is
closer to the baseline template (BT) weight and the
former to the target template (TT) weight. However,
the difference between Trial 2 and Trial 1 is marginal.
Similarly we can decompose the data-tensor with BTD,
for example a (2, 2, 1)-BTD to derive similar estimates
and derive class labels from the third mode estimates.
It should be noted that the individual spatial and
temporal signatures in the BTD model are not unique
in the extracted form [38, 39]; linear combinations of
these solutions are equally plausible outcomes. In order
to obtain the true unique spatiotemporal signature of
the component we need to construct the combined
spatiotemporal subspace (i.e. multiplying A with BT
in equation 1). The result is visualized in Figure 3b.
In this matter the BTD models extract a more fine-
tuned signature, namely a Parietal Occipital shift of
activity. This results in a similar correct classification
of the trial pair (Figure 3b), however the better model
also enlarges the distinction between trial 1 and trial 2
(c.q. Figure 3a, b the third mode).
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Figure 3. Examples of decomposing a single trial pair tensor with (a) CPD, Illustrating the factor loadings in the spatiotemporal
matrix and trial/template modes from top to bottom respectively. (b) BTD with L=3,the obtained BTD spatiotemporal matrix
is derived from multiplying the first two modes of the BTD estimates (not shown). The BTD model estimates 2 distinct sources
whereas the CPD estimates an average target-non-target effect. The trial/template estimates in the last mode will lead to classifying
Trial2 as the Target trial since its value is close to the Target Template (TT) and further away for the Baseline Template (BT)
as opposed to Trial1. Note, in this particular example the subject focused on Trial2. The BTD model separates the target and
non-target signature more accurately which is evident from a larger difference between Trial1 and Trial2.
2.3.5. Evaluating the CPD/BTD Classification accu-
racy is an important factor to evaluate the CPD/BTD
classifiers. However, another important aspect is to un-
derstand subject-wise differences with the newly pro-
posed method. Since the CPD/BTD classification pro-
cess exploits the morphologic structure guided by the
ERP templates and the P300 is known to vary in both
amplitude and latency between subjects [40], we hy-
pothesize that the results might depend on the sub-
jects’ P300 morphology. In order to investigate the
influence of the added template ERPs, we define fea-
tures that we correlate with the retrieved classification
accuracies.
• Terp-Btemp = difference between: targetERP and
the Baseline template.
• Terp-Ttemp = difference between: targetERP and
the Target template.
The targetERP is defined as a matrix with the averages
across all target trials per channel. The difference is
calculated as the summed absolute difference between
the targetERP and template matrix. It should be
noted that these ERP features are derived oﬄine after
the classification process for evaluation purposes only.
2.4. Linear Discriminant Analysis
In order to compare the results from the newly pro-
posed method, we also compute supervised classifi-
cation accuracies with different LDA variants as de-
scribed here. Similarly to the CPD/BTD method we
classify single-trial-pairs allowing the classifier to dis-
criminate between the target and non-target, rather
than classify the individual responses. Traditionally
this paradigm information is not included in the clas-
sifier function, therefore the LDA was adapted accord-
ingly to allow for fair comparison between CPD/BTD
and the LDA. The included ’pair’ information does
not incorporate knowledge about which class (Target-
NonTarget) the trial belongs to and is therefore a valu-
able addition to the classification of three-class oddball
data.
2.4.1. Oﬄine Subject Dependent The basic LDA
feature set comprised seventeen 47ms data bins on
all twelve electrodes between 0−800ms. Shrinkage
regularization as implemented in BCILAB [41, 42]
is used for rLDA classification. Per subject the
classifiers are trained based on five-fold cross-validation
procedure.
2.4.2. Pseudo Online Subject Dependent One way
to evaluate the performance of rLDA without long
calibration is to (re)train the classifiers for every single
trial pair, in which all past trials of that subject serve
as training input for evaluating the next trial under
investigation. The accuracies reported at every trial
pair are calculated as the number of correctly classified
trials from that moment in time, until the end (i.e.
of the session) with a model that is trained on the
history of trials up to that point. It is expected that
the performance will increase in time as the number
of training data increases. In contrast, the CPD and
BTD are not expected to show such an increase as
the method does not require an explicit subject-specific
calibration phase.
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2.4.3. LDA-based Cross-Subject Classification As it
is also possible to construct an LDA classifier on data
from other subjects, we compare the performance of
the new method to rLDA trained on cross-subject data.
The feature formation and selection steps are identical
to the steps described in the previous paragraph, with
the exception that now, the model is trained on data
from other non-test subjects. We compute accuracies
as a function of the potential number of training
subjects available, from 1-19. For all divisions of these
19 different scenarios the LDAs were trained and tested
on the remaining independent subject(s). In the case
of training 1-18 subjects, the index of subjects chosen
for training was selected at random from the 19 non-
test subjects. For example, if we train on five subjects,
many sets of five can be drawn out of the total 19
subjects that can be used for training. Therefore this
process was repeated an arbitrarily chosen 25 times
and the average accuracies were reported. As the
CPD and BTD performance is also influenced by the
morphology of the templates added to the model, these
used template averages are in turn also varied from 1-
19 subjects in exactly the same way as for the LDA
cross-subject results.
3. Results
The presented (Lr,Lr,1) BTD results are obtained with
L=2. However, for all considered values of L the BTD
results did not differ significantly in any condition.
3.1. Oﬄine Comparison
Average classification accuracies per subject are
presented in Figure 4. The grand average accuracies
(and SD) are74.4 (9.7), 71.7 (8.6) and 74.0% (8.5)
in the seated condition for rLDA, CPD and BTD
respectively. The BTD results were significantly higher
compared to the CPD (t19 = 3.34, p<0.01) and the
rLDA difference to CPD was not significant (t19 =
1.44, p=0.17). In the walking condition, grand average
accuracies (and SD) were 66.4 (8.7) 64.8 (10.3) and
65.9% (9.9) for rLDA, CPD, BTD respectively. It
should be noted that although the means are very
similar across methods, differences in BTD and rLDA
performance between subjects can be substantial (e.g.
the subject indicated with a circle in Figure 4). When
only including the Baseline Template, BTD accuracy
dropped 1.1 and 1.6 percentage points for the seated
and walking condition, respectively.
In both conditions the CPD and BTD estimates
displayed a strong correlation in the seated (Pearsons
r=0.93, p<0.001) and walking condition (r=0.97,
p<0.001). The correlation between BTD and rLDA
is moderate for the seated condition (Pearsons r=0.58,
p<0.05) and strong in the walking condition (Pearsons
Figure 4. Top, grand average accuracies. Bottom, Relation
between BTD and rLDA with Pearsons correlation coefficient.
Respectively in the seated condition (left) and walking (right).
Significant differences and correlations with p<0.05 are indicated
by an asterisk.
r=0.81, p<0.001). In order to understand how basic
ERP features could predict classification performance,
we computed the correlation between some Target
P300 ERP features (described in section 2.3.5) and
BTD classification accuracies. The Terp-Btemp and
Terp-Ttemp correlations with the BTD accuracies were
(Pearsons r=0.45, p=0.09) and (Pearsons r=-0.51,
p=<0.05) in the seated condition and (Pearsons r =
0.56, p=<0.05) and (Pearsons r =0.-67, p=<0.01) for
the walking condition. Because of this dependence
on morphologic features, we wondered if we could
use these features to predict which of the two best
performing methods, rLDA or BTD, would provide the
best classification. The Terp-Ttemp feature is indeed
mildly correlated with the difference of rLDA-BTD
accuracy in both the seated and walking conditions
(Pearsons r=0.18 and 0.53, respectively, p=0.43 and
p<0.05). This implies that if the subject’s average
target ERPs are similar to the Target template, BTD
would perform better than rLDA. Post-hoc analysis
showed that an arbitrary threshold can be defined on
the Terp-Ttemp in order to indicate which method
(rLDA or BTD) would perform best per subject. For
the seated condition we could define two subjects and
in the walking condition nine subjects for which the
Target ERP differed substantially from the Target
Template resulting in a higher rLDA accuracy as
compared to BTD. Substituting the BTD results of
those subjects by their rLDA counterparts would lead
to a mildly improved grand average accuracy of +1.2
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and +1.7% for the seated and walking conditions
respectively. These results support the notion that
morphology is an important factor in the classification
procedure.
3.2. Pseudo Online Scenario
The previously mentioned rLDA results are based on
training the classifiers on 80% of the subject specific
data. In order to use this method online, in the best
case only the past trials (and label information) at
moment T can be used for classifier training whereas
information from other subjects can be included in
the CPD/BTD approach without subject-specific data.
First we present the results of the rLDA, CPD and
BTD method in such an online scenario. Secondly we
present the results of the cross-subject trained rLDA,
meaning that classifier is trained on data from non-
test-subjects.
3.2.1. Subject Dependent rLDA vs CPD/BTD Our
CPD and BTD allow the classification process to start
instantaneously. Evidently the rLDA needs sufficient
training data in order to derive reliable estimates.
Figure 5 displays this relation between training data
for the LDAs and corresponding CPD/BTD accuracies
at similar sections of the data. The BTD estimates
outperform the rLDA estimates for the first 29%
(shaded area) of the trials (p-values<0.05). In the
walking condition similar results can be observed albeit
more spread over time. For the first quarter of the trials
the BTD accuracy is significantly (p<0.05) higher or
marginally (p<0.1) higher compared to rLDA.
3.2.2. Cross-Subject LDAs vs CPD/BTD Consecu-
tively we compare the results of the CPD/BTD to
that of an rLDA classifier trained on data from other
subjects. Figure 6 shows the grand average accura-
cies depending on the number of available subjects for
model estimation. It can be seen that the CPD/BTD
methods reach their optimal performance when 3 or 4
subjects are available, whereas the LDA based classi-
fiers need data from more subjects to achieve similar
accuracy to CPD and requires even more data when
compared to BTD. The shaded area shows the signifi-
cantly (p<0.05) higher BTD accuracy as compared to
the rLDA in both conditions.
Finally, it is interesting to note that a cross-
subject LDA trained on data from 10 subjects provides
competitive performance to that of subject-specific
LDA (c.q. Figure 6 and Figure 4).
4. Discussion
Recently it was shown that it is feasible to perform
a binary auditory BCI classification in a real life
environment [9]. However, the need for training
supervised LDA classifiers on large parts of that
data at the start of a session does not encourage
applications outside experimental studies. In the
current work we showed that it is possible to remove
that explicit subject-dependent calibration phase with
a tensor-based decomposition (CPD/BTD) augmented
with non-subject-specific templates without sacrifying
classification accuracy. This allows for instantaneous
classification results that on average are similar
to those of the subject-specific trained models.
This allows faster interaction with the BCI and is
likely to increase the user interest and engagement.
Interestingly, we also demonstrate that specific
subject-related ERP features are predictive of the
BTD results. This direct relation between ERP
characteristics and the accuracy of the BTD models
makes the classifier more easy to interpret, compared
to LDA methods that do not select structured features
and rely on additional post-processing steps for
interpretation (e.g. [43]). The BTD method presented
here has a forthright link to the original P300 ERP
signal.
We assumed that the differences between the
target and non-target trials were fixed between
subjects to some extent. Moreover, our method
diminishes a certain amount of subject specific
information by adding the average ERP templates
to the trials prior to the low rank approximation by
CPD/BTD. However, the obtained approximation is
an efficient combination of the data and templates
to classify the single trial pairs. Transferring
additional information from subject to subject or
session to session might increase the performance.
For example, we noticed a small overall increase
in accuracy in the walking condition if the data
tensors were constructed with templates from the
seated condition. In addition the CPD/BTD might
improve with an ability to recognize uncommon ERP
morphologies and subsequently update the templates.
A similar approach in which the templates incorporate
past subject specific data has been proposed in
an Riemannian framework in [19]. Furthermore, a
comparison to several prototypical responses instead
of the 1-2 fixed templates as described currently might
be a valuable line of future research.
We argue that the CPD/BTD methods might not
lead to the highest accuracy possible, but do lead to
interesting insights regarding the EEG BCI signals at
hand. For example in a feedback paradigm where the
aim is to train a robust P300 waveform by the users,
traditional LDA analysis might derive features that are
not inherent to the P300 morphology as the proposed
method.
The LDAs feature selection step selects very
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Figure 5. Average classification accuracy across subjects as a function of the available trials for training, when the classifier is
evaluated on the remaining data. rLDAs and swLDA estimates are compared with the CPD and BTD classification accuracies. Top:
Seated condition. Bottom: Walking condition. The shaded areas mark significant differences between BTD and rLDA at the 0.05
significance level.
distributed features in time and space. Indeed as
one expects the most chosen features are at central
posterior electrodes in the 250-500ms range, however
a substantial number of features is selected towards
the extremes of the 0-800ms time window (not shown
here). To investigate the effect of these features we
limited the LDA feature selection to the same time-
window as the CPD/BTD and this did not lead to a
significant difference in accuracies (results not shown
here).
An important question is to what extent we can
generalize our findings. First, the three class oddball
paradigms allows for a clean non-target estimate
based on the baseline stimuli; something that is
not present in the other P300 paradigms (i.e. the
frequently used P300-speller). Moreover, the results
between the two conditions differ. The BTD and
rLDA differences are larger in the seated condition
as compared to the walking condition. However, all
methods performed significantly lower in the walking
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Figure 6. Grand average accuracy as function of the non-specific subject used for training (LDA) or estimating templates
(CPD/BTD) for the seated and walking condition left and right respectively. The shaded areas mark significant differences between
BTD and rLDA at the 0.05 significance level.
condition as compared to the seated one (Note:
these significances are not indicated in figure 4).
Consecutively, the CPD/BTD method distinctly needs
a clear Target and non-Target template. Similar results
with CPD were obtained with only the inclusion of a
Baseline template in [44]. It is an open question if
such reliable templates can be constructed for other
-faster BCI experiments (e.g. speller) where the
brain response to stimulation overlaps among stimulus
presentations. Nevertheless, this is an important step
towards constructing intuitive classification methods
by exploiting data signatures from other subjects and
structural paradigm information. Such approach has
also proven useful and has been advocated by others
[16, 18]. We encourage that BCI users really start using
classifiers constructed on data from other subjects to
maximize time where the BCI is actually used rather
than spending significant amounts of time recording
training data.
The CPD and BTD performances are shown to
be closely related.This was also evident from their
high correlation described in the previous section.
In general the BTD values outperform the CPD
results in the seated condition but not in the walking
condition. The CPD model approximates the data
tensors as a rank-1 component which is shown to be
too restrictive to achieve a discriminative target/non-
target signature. The (Lr,Lr,1) BTD is better at
modeling the related differences as is evident in the
obtained accuracies and interpretation of the factors
(c.q. figure 3a, 3b). Similar results are obtained
if L was increased to 5. This would suggest that
the constructed tensors have prominent target and
non-target differences that are already captured with
a low rank model of L=2. It can be noted that
the rLDA and BTD values correlate strongly in the
walking condition but only moderately in the seated.
Conversely, the correlations between the ERP features
and the rLDA-BTD difference displayed the highest
correlation (r>0.5) in the walking condition indicating
that the BTD method performs better than rLDA in
case of highly prototypical ERPs.
Finally, besides the achievement of instanteneous
classification, the cross-subject LDAs comparison to
BTD shows that fewer subjects are needed for BTD
in order to reach adequate classification. Even
though substantial differences are observed between
the two methods between subjects, only mild overall
improvement can be achieved. It is striking that
two completely distinctive methods are not able to
improve the results excessively in either condition.
This strongly suggests that the limiting factor in
this case for the BCI is the lack of task related
ERPs. Therefore, future work should focus also on the
understanding of the fluctuations in brain responses
on single trials and improving BCI paradigms to
elicit strong responses rather than merely improving
classifiers (e.g. [45, 46, 47]). This can lead to better
results with an adaptive BCI approach, especially in
real-life scenarios in which the distraction levels are
high [48].
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5. Conclusion
A method that removes the subject-specifc calibration
phase for classification has been shown to have
significant benefits over traditional supervised methods
such as rLDA on a three-class auditory mobile
BCI dataset. With structured CPD and BTD
decompositions of single trials and templates our
estimates compared favourably to more complex model
training in supervised ways. Future work should focus
more on the understanding of the fluctuations in brain
responses on single trials and incorporating structural
information rather than merely improving classifier
functioning.
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