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This work is concerned with dynamical systems in presence of symmetries and reversing
symmetries. We describe a construction process of subspaces that are invariant by
linear Γ -reversible-equivariant mappings, where Γ is the compact Lie group of all the
symmetries and reversing symmetries of such systems. These subspaces are the σ -isotypic
components, ﬁrst introduced by Lamb and Roberts in (1999) [10] and that correspond to
the isotypic components for purely equivariant systems. In addition, by representation
theory methods derived from the topological structure of the group Γ , two algebraic
formulae are established for the computation of the σ -index of a closed subgroup of Γ .
The results obtained here are to be applied to general reversible-equivariant systems, but
are of particular interest for the more subtle of the two possible cases, namely the non-
self-dual case. Some examples are presented.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Reversible-equivariant dynamical systems are characterized by the simultaneous occurrence of symmetries (equivari-
ances) and reversing symmetries. In their mathematical formulation, the set Γ of these elements has both a group and a
topological structure. We shall assume throughout that Γ is a compact Lie group acting linearly on the space of the vari-
ables. In the dynamics point of view, trajectories of such systems are taken into trajectories of the same systems preserving
direction in time by the symmetries and inverting direction in time by the reversing symmetries.
The results of this paper were motivated mainly by the interest in the analysis of reversible-equivariant bifurcation prob-
lems. The ﬁrst impulse to the subject came from the classiﬁcation of the Γ -reversible-equivariant linear systems by Lamb
and Roberts [10], where they consider the two possible representations of Γ that can occur in the reversible-equivariant
setting, namely the self-dual and non-self-dual representations (Deﬁnition 2.3). Methods of singularity theory were devel-
oped in [3], in the same lines as Golubitsky et al. [8], for the analysis and classiﬁcation of steady-state bifurcations in the
self-dual case. The main point in that case is the existence of a reversible-equivariant isomorphism that establishes a one-
to-one correspondence with an associated purely equivariant bifurcation. Antoneli et al. [1] present an algorithm for ﬁnding
the general form of Γ -reversible-equivariant vector ﬁelds by employing algebraic techniques of invariant theory. Other re-
cent results in this direction are also found in [2,5,6]. The starting point for the study of systems that are simultaneously
equivariant and reversible is to introduce a group homomorphism σ : Γ → Z2 ∼= {±1} that deﬁnes the symmetries and the
reversing symmetries of the problem in question, an element γ ∈ Γ being a symmetry if σ(γ ) = 1, and a reversing symme-
try if σ(γ ) = −1. The present paper uses representation theory of compact Lie groups for the investigation of two subjects
closely related to those systems: the σ -isotypic decomposition and the σ -index.
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V allows the decomposition of this space in a direct sum of irreducible representations. This guarantees the existence of
the isotypic components, each one combining all the irreducible representations that are in a ﬁxed isomorphic class, that are
invariant by any purely equivariant linear mapping. Correspondingly, the construction of components that are invariant by
any reversible-equivariant linear mapping is of great importance in the systematic study of reversible-equivariant systems.
Such a component is called σ -isotypic component, introduced by Lamb and Roberts in [10], which is constructed therein
according to whether its irreducible is either self-dual or non-self-dual. The ﬁrst purpose of the present paper is to describe
a construction process of those components that separates the two possible occurrences of non-self-dual irreducible sub-
spaces, which are given as non-self-duals of types (b) and (c) of Proposition 3.5. This process depends on the existence of a
permutation among all non-isomorphic irreducible subspaces for a given representation.
Regarding our second subject, we observe that a Γ -reversible-equivariant mapping on V can be viewed, with appropriate
actions of Γ on the source and target, as an equivariant mapping. More speciﬁcally, the action of Γ on the target, denoted
by Vσ , is the dual action of Γ on the source V (Deﬁnition 3.1). Hence, for Σ ⊆ Γ a subgroup, every Γ -reversible-equivariant
mapping maps the ﬁxed-point subspace of Σ in V , FixV (Σ), to the ﬁxed-point subspace of Σ in its dual Vσ , FixVσ (Σ). The
σ -index of Σ in V , denoted by sV (Σ), is then deﬁned as the difference between the dimensions of FixV (Σ) and FixVσ (Σ)
(Deﬁnition 2.6). The knowledge of this number through the isotropy lattice of Γ has its interest in the analysis of the
bifurcation diagrams in Γ -reversible-equivariant problems. According to Buono et al. [5], the structure of the set of equilibria
in an open neighborhood of a generic equilibrium with isotropy subgroup Σ of a reversible-equivariant vector ﬁeld must
be described to obtain its bifurcation diagrams. They establish the dimension of families of reversible-equivariant equilibria
with a given isotropy subgroup Σ in terms of sV (Σ) and obtain results about the bifurcation structure of some families. The
second purpose of the present work is to establish two alternative formulae for the direct computation of sV (Σ), without
knowing the values of the dimensions of FixV (Σ) and FixVσ (Σ). The ﬁrst one is given by the character of the representation
of the normal subgroup Σ+ formed by all symmetries of Σ , in terms of a Haar integral over Σ+; see Lemma 4.1. We
remark that the symbolic computation packages GAP [7] and Singular [9] have the character function implemented in their
libraries. Hence, for examples where one uses those programs, our expression for sV (Σ) makes its computation faster and
simpler. The second formula holds for a class of representations, namely when non-self-dual irreducibles are all of type (b)
of Proposition 3.5, and it is given by the σ -indices only on these irreducibles; see Theorem 4.5. This result depends on the
permutation just mentioned above.
Notice that these formulae turn out to be particularly useful for the class of non-self-dual representations of Γ . In fact,
when V is a self-dual vector space, sV (Σ) is zero, for all Σ ⊆ Γ. However, sV (Σ) can be either zero, positive or negative if
V is non-self-dual, so its value must be investigated.
The paper is organized as follows. In Section 2 we recall some concepts and results from group representation theory and
equivariant theory of compact Lie groups. In Section 3 we describe the process of construction of the σ -isotypic components
of a vector space V that represents the space of variables of a reversible-equivariant system. In Section 4 we present an
algebraic expression for sV (Σ), where Σ ⊆ Γ is a closed Lie subgroup. This shall be given in terms of a Haar integration
over Σ+. We end with Section 4.1, where we use the structure of the isotypic decomposition of V to obtain another
expression for sV (Σ) for a special type of representation.
2. Preliminaries
We start this section by presenting the deﬁnitions and some basic results on representation theory of compact Lie groups
and of reversible-equivariant theory.
2.1. Group representation
Let Γ be a compact Lie group and V a ﬁnite-dimensional vector space. To a linear action of Γ on V there corresponds
a group homomorphism from Γ to the group GL(V ) of invertible linear transformations, ρ : Γ → GL(V ), ρ(γ )(x) = γ x,
called a representation of Γ on V . We shall denote by (ρ, V ) the vector space V under the representation ρ.
Being compact and a Lie group, Γ can be identiﬁed with a closed subgroup of the orthogonal group O(n) by the con-
struction of a Γ -invariant inner product on V (see Golubitsky et al. [8, Proposition XII 1.3]). Hence, with no loss of generality,
we assume Γ acting orthogonally on V .
We now ﬁx a homomorphism of Lie groups
σ : Γ → Z2 ∼= {±1}. (1)
Notice that σ deﬁnes a unidimensional representation of Γ, with corresponding action on R given by (γ , x) → σ(γ )x. Let
us denote by Γ+ = kerσ and Γ− the complement of Γ+ in Γ. Motivated by the study of reversible-equivariant dynamics,
the following deﬁnition is given:
Deﬁnition 2.1. Consider the homomorphism σ given in (1). An element in Γ+ = kerσ is called a symmetry of Γ and an
element in Γ− is called a reversing symmetry of Γ. When Γ− is non-empty, Γ = Γ+ ∪˙ Γ− is called a reversing symmetry
group.
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write Γ− = δΓ+ , so Γ is decomposed as a disjoint union Γ = Γ+ ∪˙ δΓ+.
Deﬁnition 2.2. Let ρ be a representation of Γ on V . Given the homomorphism σ in (1), we deﬁne the dual representation
of ρ as
ρσ : Γ → GL(V )
γ → σ(γ )ρ(γ ). (2)
Notice that (ρσ )σ = ρ. In what follows, the representation (ρσ , V ) shall also be denoted by Vσ .
As mentioned in Section 1, the recognition of those representations that are isomorphic (see deﬁnition in Golubitsky
et al. [8, XII, §1(b)]) to its dual is the crucial point for the systematic study of a class of reversible-equivariant vector ﬁelds.
These are the representations deﬁned as follows:
Deﬁnition 2.3. A representation ρ of Γ is called self-dual if it is isomorphic to ρσ . In this case, we say that (ρ, V ) is a
self-dual space.
We now present a proposition that shall be used in Section 4.
Proposition 2.4. Let Γ be a reversing symmetry group and let Σ ⊆ Γ be a closed Lie subgroup with δ ∈ Σ an arbitrary reversing
symmetry. If f : Σ → R is a continuous function, then∫
Σ
f (γ )dγ = 1
2
[ ∫
Σ+
f (γ )dγ +
∫
Σ+
f (δγ )dγ
]
.
Proof. We have that Σ− = δΣ+ , so Σ/Σ+ ∼= Z2. This group isomorphism and Fubini’s theorem [4, Proposition I 5.16] pro-
duce directly the decomposition of the two sums. 
Deﬁnition 2.5. Given a representation ρ of Γ on V , the character of ρ is the function χV : Γ → R,
χV (γ ) = tr
(
ρ(γ )
)
,
where tr(ρ(γ )) denotes the trace of the matrix of ρ(γ ).
For Σ ⊂ Γ subgroup, recall that the ﬁxed-point subspace of Σ is the subspace of V given by
FixV (Σ) =
{
x ∈ V : ρ(γ )x = x, ∀γ ∈ Σ}.
We now deﬁne the object of study of Section 4, which gives the difference between the dimensions of the ﬁxed-point
subspaces of Σ in V and in its dual Vσ .
Deﬁnition 2.6. Let Σ be a subgroup of Γ. We deﬁne the σ -index of Σ in V as
sV (Σ) = dimFixV (Σ) − dimFixVσ (Σ).
2.2. Isotypic components
Let Γ be a compact Lie group acting on a ﬁnite-dimensional vector space V . We say that a subspace U ⊆ V is Γ -
invariant if γ u ∈ U for all u ∈ U , γ ∈ Γ . If, in addition, the only Γ -invariant subspaces of U are {0} and U , then the
representation of Γ on U is called irreducible and U is called a Γ -irreducible subspace of V . A Γ -invariant subspace admits
a complement in V which is also Γ -invariant (see Golubitsky et al. [8, Proposition XII 2.1]). As a consequence, we have the
following result:
Theorem 2.7. Let Γ be a compact Lie group acting on V .
(i) Up to isomorphism, there exists a ﬁnite number of Γ -irreducible subspaces Uk ⊂ V , k = 1, . . . ,m, Uk not isomorphic to U j if
k = j.
(ii) Let Vk be the sum of all Γ -irreducible subspaces of V that are isomorphic to Uk. Then,
V = V1 ⊕ · · · ⊕ Vm. (3)
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Deﬁnition 2.8. The subspaces Vk given in Theorem 2.7 are called isotypic components of V . The decomposition (3) is called
isotypic decomposition.
By deﬁnition, the isotypic components are unique and can be decomposed as a direct sum of isomorphic Γ -irreducible
subspaces. Hence, if U is a Γ -irreducible subspace of V , then U ⊂ Vk for a unique k ∈ {1, . . . ,m}.
3. Reversible-equivariant mappings and the σ -isotypic decomposition
We start this section with the deﬁnition of mappings that model systems in the presence of symmetries and reversing
symmetries, to which the results of this paper are devoted.
Deﬁnition 3.1. Let Γ be a compact Lie group and assume that its one-dimensional representation σ given on (1) is non-
trivial. We say that a mapping g : V → V is Γ -reversible-equivariant if
g
(
ρ(γ )x
)= σ(γ )ρ(γ )g(x), ∀γ ∈ Γ, x ∈ V . (4)
The reversibility-equivariance condition (4) can be written as
g
(
ρ(γ )x
)= ρσ (γ )g(x), (5)
where ρσ is the dual representation of Γ on V deﬁned in (2). It follows that a Γ -reversible-equivariant mapping is Γ -
equivariant from (ρ, V ) to (ρσ , V ), that is, when the action of Γ on the target is the dual of its action on the source. If σ
is trivial, then g in (5) is purely equivariant. When Γ  Z2 and the identity is the unique symmetry of Γ , g in (5) is called
purely reversible.
The purpose of this section is to describe the construction of subspaces that are invariant by any Γ -reversible-equivariant
linear mapping. This process corresponds to the construction of the isotypic components of V in the purely equivariant case
(Deﬁnition 2.8).
Let ρ be a representation of Γ on V and let {(ρ1,U1), . . . , (ρm,Um)} be the set of irreducible representations of Γ , with
ρk = ρ|Uk , such that each isomorphism class of irreducible representations contains precisely one of the Uk ’s, k = 1, . . . ,m.
In what follows, we write Uk to denote (ρk,Uk) and (Uk)σ to denote the dual ((ρk)σ ,Uk), where (ρk)σ = ρσ |Uk .
Firstly, we note that the decomposition of V into isotypic components under the representation ρ coincides (up to
isomorphism) with the decomposition of V into isotypic components under its dual representation ρσ . This is directly
veriﬁed by observing that:
(i) a subspace Uk is irreducible under ρ if, and only if, it is irreducible under ρσ ;
(ii) two subspaces Uk and U j are isomorphic if, and only if, their duals (Uk)σ and (U j)σ are isomorphic (by the same
isomorphism).
Based on that, we generalize to the reversible-equivariant context two useful results [8, Lemma XII 3.4 and Theo-
rem XII 3.5] in representation theory of compact Lie groups. These are Lemma 3.2 and Proposition 3.5 below.
Lemma 3.2. Let Γ be a reversing symmetry group acting on V . Let L : V → V be a Γ -reversible-equivariant linear mapping and let
W ⊂ V be a Γ -irreducible subspace. Then L(W ) is Γ -invariant and either L(W ) = {0} or the representations of Γ on W and on
L(W ) are isomorphic.
Proof. It is a direct adaptation of the proof of [8, Lemma XII 3.4] to reversible-equivariant linear mappings. 
Next we present two results that derive from Lemma 3.2 above.
Proposition 3.3. Let Uk and U j be non-trivial Γ -irreducible subspaces of V and let T : Uk → U j be a Γ -reversible-equivariant linear
mapping. Then, T is non-zero if, and only if, it is an isomorphism.
Proof. The suﬃciency is obvious. For the necessity, we take a Γ -reversible-equivariant extension of the non-zero T : Uk →
U j to V and apply Lemma 3.2. 
Remark 3.4. From Proposition 3.3, it follows that for a given non-zero Γ -irreducible Uk ⊆ V , k ∈ {1, . . . ,m}, a necessary and
suﬃcient condition for the existence of an irreducible U j ⊆ V isomorphic to the dual of Uk is the existence of a non-zero
Γ -reversible-equivariant linear T : V → V such that T (Uk) = {0}. In other words, for any Γ -reversible-equivariant linear
L : V → V , we have that L(Uk) = {0} if, and only if, there is no j ∈ {1, . . . ,m} such that Uk is isomorphic to (U j)σ .
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into isotypic components Vk’s as in (3), each corresponding to the Γ -irreducible Uk, k = 1, . . . ,m. Consider the three types as follows:
(a) Uk is self-dual;
(b) Uk is non-self-dual and there exists a Γ -irreducible U j ( j = k) which is isomorphic to (Uk)σ ;
(c) Uk is non-self-dual and there is no Γ -irreducible U j which is isomorphic to (Uk)σ .
If Uk is of type (a), then L(Vk) ⊆ Vk. If Uk is of type (b), then L(Vk) ⊆ V j and L(V j) ⊆ Vk. If Uk is of type (c), then L(Vk) = {0}.
Proof. For k ∈ {1, . . . ,m}, write Vk as a direct sum of Γ -irreducible subspaces that are isomorphic to Uk,
Vk = Wk1 ⊕ · · · ⊕ Wkα(k). (6)
Let 
 ∈ {1, . . . ,α(k)}. If there is U j isomorphic to (Uk)σ , then Wk
 is isomorphic to (U j)σ . By Lemma 3.2, either L(Wk
) = {0}
or L(Wk
) is isomorphic to U j . In both cases, L(Wk
) ⊂ V j and, by linearity, it follows that L(Vk) ⊆ V j (by the same
argument, L(V j) ⊆ Vk). Hence, we obtain the result for the cases (a) and (b), with j = k for the ﬁrst case and j = k for the
second. Finally, for the case (c), i.e., if there is no U j isomorphic to (Uk)σ , then L(Wk
) = {0} from Remark 3.4; by linearity,
L(Vk) = {0}. 
The following result establishes the desired construction of the invariant subspaces and it is now an immediate conse-
quence of Proposition 3.5.
Corollary 3.6. Let V be decomposed into isotypic components Vk’s as in (3), each corresponding to the Γ -irreducible Uk, k = 1, . . . ,m.
Then, there exists an order-2 permutation π of {1, . . . ,m} such that the subspace
V̂k = Vk + Vπ(k) (7)
is invariant by any Γ -reversible-equivariant linear mapping, withπ(k) = k if Uk is of types (a) and (c) of Proposition 3.5 andπ(k) = j,
j = k, if Uk is of type (b).
We recall that the sum in (7) is direct if Uk is of type (b) (summands are distinct isotypic components).
Deﬁnition 3.7. The subspaces V̂k ’s given in (7) are called σ -isotypic components of V . The decomposition
V = V̂1 ⊕ · · · ⊕ V̂q
is called σ -isotypic decomposition of V .
We notice that the number q of subspaces V̂k ’s is at most m.
As mentioned before, the σ -isotypic components have ﬁrst appeared in [10]. In Section 3.2 of the paper, it is stated that
if Ui is not self-dual, then Vi and Vπ(i) (the last denoted by Vσ(i) therein) are two different isotypic blocks and V̂ i is the
direct sum Vi ⊕ Vπ(i) . We observe that this is the case if, and only if, Ui is of type (b), for which π(i) = i. In fact, if Ui
is of type (c) (see Example 3.8 below), then π(i) = i, as for the self-dual case. Hence, the construction of the σ -isotypic
components for cases (a) and (c) is the same. We then remark that, if an irreducible Ui is of type (c), then in the usage
of [10, Lemma 3.9], for example, it falls in the self-dual case (2) of that lemma, although being a non-self-dual case.
However, in general in the usage of σ -isotypic decomposition, it is not always that we can regard case (c) as self-dual.
This is clear, for example, in the computation of the σ -index of a subgroup (Deﬁnition 2.6), which is always zero on self-dual
irreducibles, but may be non-zero on irreducibles of type (c). See Example 4.3.
In the following example, the only possible non-self-dual irreducible is of type (c) of Theorem 3.5:
Example 3.8. Consider the orthogonal group Γ = O(2) acting on R3, with the rotations θ ∈ SO(2) acting by rotating the
(x, y)-plane and leaving the z-axis ﬁxed, and the ﬂip κ ∈ O(2) acting by the reﬂection with respect to the x-axis. Take
Γ+ = SO(2). The two isotypic components are
V1 = U1 =
{
(x, y,0)
}
, V2 = U2 =
{
(0,0, z)
}
.
We have that V1 is self-dual, so V̂1 = V1. Now, V2 is non-self-dual, with L(V2) = {0} for all O(2)-reversible-equivariant
linear mappings L (which falls in case (c)), so V̂2 = V2. Hence, V̂2 is a σ -isotypic component that is not given by the sum
of two distinct isotypic blocks.
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The purpose of this section is to establish formulae for the computation of the σ -index of Σ on V (Deﬁnition 2.6)
sV (Σ) = dimFixV (Σ) − dimFixVσ (Σ), (8)
reducing the problem of ﬁnding dimFixV (Σ) and dimFixVσ (Σ) to the direct computation of the dimensional difference.
Notice that the σ -index is constant on the conjugacy classes of Γ .
When V is a self-dual space, it is easy to see that sV (Σ) = 0, for all Σ ⊆ Γ . Hence, the results of this section are useful
for the non-self-dual cases, for which the σ -index may assume any value (zero, positive or negative).
In the lemma below we give an algebraic expression for sV (Σ) in terms of a Haar integral over Σ+ , depending only
on the character of its representation on V . In Section 4.1, we obtain another explicit expression for sV (Σ) for a class of
representations in terms of the σ -indices of Σ on the non-self-dual Γ -irreducible subspaces of V .
Lemma 4.1. Let Γ be a reversing symmetry group and ρ a representation of Γ on V . If Σ ⊂ Γ is a closed Lie subgroup with Σ−
non-empty, then for ﬁxed (but arbitrary) δ ∈ Σ−
sV (Σ) =
∫
Σ+
χV (δγ )dγ , (9)
where χV is the character of (ρ, V ).
Proof. It follows directly from [8, Theorem XIII 2.3] and Proposition 2.4. 
If Σ− is empty, it follows directly from (8) that sV (Σ) = 0. If Σ− is non-empty and Σ is ﬁnite, then (9) becomes
sV (Σ) = 1|Σ+|
∑
γ∈Σ+
χV (δγ ),
for a δ ∈ Σ− ﬁxed. In this case, δγ runs over Σ− when γ runs over Σ+ . In addition, |Σ+| = |Σ |2 , so we rewrite the
expression above as
sV (Σ) = 2|Σ |
∑
γ∈Σ−
χV (γ ). (10)
We use Lemma 4.1 in the next example. With the aim of applying our results to the analysis of branching of equilibria
in reversible-equivariant bifurcations, we compute sV (Σ) for Σ an isotropy subgroup and Σ− non-empty.
Example 4.2. Consider the standard action of the dihedral group Dn on C generated by the complex conjugation and by the
rotation ξ of angle 2πn :
κz = z¯ and ξ z = ei 2πn z.
Take κ as a symmetry and ξ as a reversing symmetry. This implies that n is even and Γ+ = D n
2
(see Baptistelli and
Manoel [2]). We have that tr(ξ) = 2cos( 2πn ) is non-zero if, and only if, n = 4. Hence, such representation of Dn on C is
non-self-dual for n = 4 (see Antoneli et al. [1, Proposition 2.10]). For n = 4, this representation is self-dual, since
L =
(
1 0
0 −1
)
is the matrix of a D4-reversible-equivariant linear map.
Up to conjugacy, an isotropy subgroup Σ , with non-empty Σ− , is either Dn or Z2(ξκ). For n = 4, sC(Σ) = 0. For n = 4,
the isotropy Z2(ξκ) is generated by a reversing symmetry which has null character, so from (10) sC(Z2(ξκ)) = 0. Reversing
symmetries of Dn which are reﬂections have the form κξk, with 1 k n− 1 odd, and have null trace. On the other hand,
reversing symmetries that are rotations are of the form ξk, with 1  k  n − 1 odd, and have trace equal to 2 cos[ 2kπn ].
From (10),
sC(Dn) = 2
n
n
2−1∑
m=0
cos
[
(4m + 2)π
n
]
.
For n = 2, sC(D2) = −1. For n 6,
sC(Dn) = 2
n
(
cos
2π
n
+ cos 2.3π
n
+ · · · + cos 2(n − 3)π
n
+ cos 2(n − 1)π
n
)
= 0.
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κ1 =
(
1 0
0 −1
)
and κ2 =
(−1 0
0 1
)
.
Take κ1 a reversing symmetry and κ2 a symmetry, so this representation is non-self-dual.
Here, the isotropy subgroups Σ , with non-empty Σ− , are either Z2 ⊕ Z2 or Z(κ1). The isotropy Z(κ1) is generated by a
reversing symmetry with null trace. From (10), we get sR2 (Z(κ1)) = 0 and sR2 (Z2 ⊕ Z2) = −1.
We just notice that the x-axis and the y-axis are irreducibles of type (c) of Theorem 3.5, for which the σ -index for
Σ = Z2 ⊕ Z2 is 0 and −1, respectively.
Example 4.4. Consider the action of O(2) on R3 of Example 3.8, which is non-self-dual. The isotropy subgroups are O(2),
SO(2), Z2(κ) and 1. The ones with non-empty Σ− are either O(2) or Z2(κ). From (10), sR3(Z2(κ)) = −1. From (9),
sR3
(
O(2)
)= ∫
SO(2)
χR3(κθ)dθ =
1
2π
2π∫
0
χR3(κθ)dθ = −1.
4.1. The σ -index for a class of representations
Let Γ be a reversing symmetry group acting on V . Consider V decomposed into isotypic blocks Vk , k = 1, . . . ,m. If
V admits at least one Γ -irreducible subspace Uk self-dual, assume with no loss of generality that Uk is self-dual for
k ∈ I = {1, . . . , p} and it is non-self-dual for k ∈ J = {p + 1, . . . ,m}. Otherwise, I is empty.
In Section 3 we have classiﬁed the Γ -irreducible subspaces Uk ’s into three types, as given in Proposition 3.5. In this
subsection, we deduce a formula for the σ -index for cases where the irreducibles are of type (a) or (b) of that proposition.
More speciﬁcally, the representations that we investigate here shall satisfy the following assumptions:
• J = ∅;
• for all k ∈ J , Uk is of type (b) of Proposition 3.5.
Let Σ ⊆ Γ be a subgroup such that Σ− is non-empty. In the theorem below we give an expression for sV (Σ) in terms
of sUk (Σ), for k ∈ J . Notice that sUk (Σ) = 0 for k ∈ I. More precisely, we have the following:
Theorem 4.5. Under all the conditions above,
sV (Σ) =
m−p
2∑
k=p+1
(
α(k) − α(π(k)))sUk (Σ), (11)
where π is the permutation of Corollary 3.6 and α(k) is the number of Γ -irreducible subspaces whose direct sum is the isotypic
block Vk.
Proof. Since FixV (Σ) =⊕mk=1 FixVk (Σ), then dimFixV (Σ) =∑mk=1 dimFixVk (Σ). Also, for k ∈ I , we have that Uk is self-
dual, and so is Vk . Hence,
sV (Σ) =
m∑
k=1
sVk (Σ) =
m∑
k=p+1
sVk (Σ). (12)
By the existence of the permutation π of Corollary 3.6, m− p must be even, and the σ -isotypic decomposition of V is given
by
V = V̂1 ⊕ · · · ⊕ V̂ p ⊕ V̂ p+1 ⊕ · · · ⊕ V̂ m−p
2
, (13)
where V̂k = Vk, for k ∈ I, and V̂k = Vk ⊕ Vπ(k), for k ∈ {p + 1, . . . , m−p2 } ⊆ J . From (12) and (13),
sV (Σ) =
m−p
2∑
k=p+1
(
sVk (Σ) + sVπ(k) (Σ)
)
. (14)
Now, from (6), dimFixVk (Σ) = α(k)dimFixUk (Σ). Also, dimFixUπ(k) (Σ) = dimFix(Uk)σ (Σ), for all k ∈ {p + 1, . . . , m−p2 }.
Then,
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(
π(k)
)(
dimFix(Uk)σ (Σ) − dimFixUk (Σ)
)
.
Hence, (14) becomes
sV (Σ) =
m−p
2∑
k=p+1
(
α(k) − α(π(k)))sUk (Σ),
as desired. 
Example 4.6. Consider the action of the group Z2 on R3 generated by the reﬂection with respect to the x, y-plane, which
we take to be a reversing symmetry. Such a representation of Z2 is non-self-dual. The two isotypic components are V1 =
{(x, y,0)}, V2 = {(0,0, z)}, where U1 = {(x,0,0): x ∈ R}, U2 = {(0,0, z): z ∈ R} are distinct Z2-irreducible subspaces and
α(1) = 2, α(2) = 1. We have that U1 and U2 are irreducibles of type (b) of Proposition 3.5, with π(1) = 2. Hence, we can
use (11) to get
sR3(Z2) = sU1(Z2) = 1.
Remark 4.7. The formula (11) above does not apply to representations that admit irreducibles of type (c) of Theorem 3.5.
This is clear when there is an odd number of σ -isotypic components corresponding to an irreducible subspace of this type
(as it is the case for Example 3.8). Furthermore, we notice that the formula may also not hold if this is an even number. For
example, reconsider Example 4.3. In this case, this number is two and the right-hand side of (11) is zero for all Σ , since
the permutation π here is the identity. But for Σ = Z2 ⊕ Z2, the left-hand side equals −1, as computed in Example 4.3.
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