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Let L be the Kadison–Singer lattice generated by a nontrivial nestN
on an infinite-dimensional separable Hilbert spaceH and a rank one
projection Pξ determined by a separating vector ξ for the von Neu-
mann algebra N ′′, and alg L be the corresponding Kadison–Singer
algebra. In this paper, we study the problem on the weak-∗ density
of the subalgebra generated all the rank one operators, character-
ize the single elements in alg L, and give the (quasi-)spatiality of an
automorphism of alg L, depending on whether I has an immediate
predecessor in N or not.
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1. Introduction
Kadison–Singer algebras, introduced by Ge and Yuan [2], is a new andmuch broad class of non self-
adjoint operator algebras, which are related closely to the "minimally generating property" of reflexive
lattices of projections of vonNeumann algebras. These are reflexive operator algebraswhose lattices of
invariant projections may be noncommutative and non-distributive, and nest algebras are the unique
Kadison–Singer algebras with commutative lattices of invariant projections [2,3]. Some interesting
examples of Kadison–Singer algebras are given in [2,3,5]. Motivated by the theory of automorphisms
of nest algebras, in this paper we consider the automorphisms of a class of Kadison–Singer algebras
associated with the one point extension of a nest by a rank one projection Pξ defined in [5].
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Algebraic automorphisms of reflexive operator algebras acting on separable Hilbert spaces have
been investigated bymany authors. Ringrose proved that each automorphismα of a nest algebra algN
on a Hilbert spaceH is spatial in the sense that there exists an invertible bounded linear operator T on
H such that for all A in algN , α(A) = TAT−1 [12]; Lambrou and Lonstaff had the same conclusions for
automorphismsof reflexivealgebrasassociatedwith thecompletelyatomicandcomplemented lattices
[7] and associatedwith two nontrivial subspaces in generalized generic position on a separable Hilbert
space [8]. In [7], Lambrou introduced the strictlyweaker notion of quasi-spatiality for automorphisms.
An automorphism α of an operator algebra A acting on a Hilbert space H is called quasi-spatial, if
there exists a densely defined and injective linear mapping S with dense range such that Ax ∈ D and
α(A)Sx = SAx for each x in D and A in A, where D is the domain of S. In [4], Gilfeather and Moore
showed that an automorphism α of a reflexive algebra with commutative and completely distributive
subspace lattice is quasi-spatial if and only if α preserves the rank of each finite rank operator; in
particular, each automorphism of a CSL algebra with finite width is spatial. Pang and Ji in [11] proved
that every automorphism of a strongly double triangle subspace lattice algebra is quasi-spatial.
In the studyof automorphismsofnest algebras, CSLalgebras andother reflexivealgebras [12,8,4,11],
the theory of MASA, the characterizations of single elements or the weak-∗ density of finite rank
operators in the algebras play important roles. We recall that a nonzero element S of an algebra A is
called single if the condition ASB = 0 for A, B in A implies AS = 0 or SB = 0. It is clear that single
elements are invariant under algebraic automorphisms. Clearly, a rank one operator is a single element
of any algebra containing it. For nest algebras, the converse holds. However, single elements need not
have rank one in general [10].
Now we recall the definition of a Kadison–Singer algebra. For details on nest algebras, we refer to
[1]. Let H be a separable Hilbert space and B(H) be the algebra of all bounded linear operators on H.
For a setL of orthogonal projections in B(H), we denote by algL the set of all bounded linear operators
onH leaving each element in L invariant.
Definition 1.1 [2]. A subalgebraAofB(H) is called aKadison–Singer (operator) algebra (or KS-algebra)
if A is reflexive and maximal with respect to the diagonal subalgebra A ∩ A∗ of A, in the sense that if
there is another reflexive subalgebra B of B(H) such that A ⊆ B and B ∩ B∗ = A ∩ A∗, then A = B.
When the diagonal of a KS-algebra A is a factor, we say A is a Kadison–Singer factor (or KS-factor).
A lattice L of projections in B(H) is called a Kadison–Singer lattice (or KS-lattice) if L is a minimal
reflexive lattice that generates the von Neumann algebra L′′, or equivalently, L is reflexive and algL is
a Kadison–Singer algebra.
In Section 2,we recall someproperties of an onepoint extension of a nestN by a rank oneprojection
Pξ , as well as the associated reflexive algebras defined in [5], and give two matrix characterizations
of the reflexive algebras when I has an immediate predecessor in the nest N . In Section 3, we con-
sider the problem on the weak-∗ density of the subalgebra generated by all the rank one operators,
and characterize the single elements in the reflexive algebra. In Section 4, using the matrix charac-
terizations, we show that each bounded automorphism of the Kadison–Singer algebra is spatial when
I has an immediate predecessor in N , and being virtue of the characterization of single elements,
show the quasi-spatiality of such an automorphism under some conditions when I has no immediate
predecessor in N .
2. One point extension of a nest
LetH be an infinite dimensional separableHilbert space and B(H) be the space of all bounded linear
operators acting on H. For convenience, we in this paper do not distinguish an orthogonal projection
P with its range P(H), hence write γ ∈ P for a vector γ and an orthogonal projection P to mean that
γ belongs to the range of P. Let P⊥ denote the orthogonal complement I − P of a projection P.
Let N be a nontrivial nest of projections on H, algN be the corresponding nest algebra. Since the
core N ′′ of algN , the von Neumann algebra generated by N , is abelian, it has a separating vector, say
ξ , which means the mapping: T → Tξ , fromN ′′ intoH, is injective [6]. We assume that ‖ξ‖ = 1. Let
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Pξ be the orthogonal projection fromH onto the one dimensional subspace ofH generated by ξ . Then
for each projection P ∈ N with P 
= 0, I, we have ξ /∈ P, ξ /∈ P⊥ and hence P ∧ Pξ = 0. Obviously,
P ∨ Pξ is just the orthogonal projection fromH onto the closed subspace P(H) + Cξ .
Let L be the lattice of projections generated by N and Pξ , which is called an one point extension of
N by Pξ . It is not difficult to show that L = {0, I, P, Pξ , P ∨ Pξ : P ∈ N , P 
= 0, I}.
Theorem 2.1 [5]. Let L be an one point extension of N by Pξ . Then L is a KS-lattice, and hence alg L is a
KS-algebra.
Let F be a complete lattice of projections onH. For P ∈ F , we let
P− = ∨{Q ∈ L : Q  P} for P 
= 0, 0− = 0.
If F is a nest, then P− = ∨{Q ∈ F : Q < P} for P 
= 0, and we call P− the immediate predecessor of
P in F if there is one, otherwise P− = P. Similarly, when F is a nest, for P ∈ F , we define
P+ = ∧{Q ∈ F : P < Q} for P 
= I, I+ = I,
and call P+ the immediate successor of P in F if there is one, otherwise P+ = P.
For a nonzero projectionM in an one-point extension L of a nestN by Pξ , we letM− be defined as
before; ifM is also in the nestN , we will denote byMN− andMN+ the "predecessor" and "successor" of
M in N , respectively.
Fornonzerovectorsγ andη inH,wedenotebyγ ⊗η the rankoneoperator, definedby (γ ⊗η)(z) =
〈z, η〉γ for all z ∈ H. Longstaff proved in [9] that, for a complete lattice F of projections on H,
γ ⊗ η ∈ Alg F if and only if there exists P ∈ F such that γ ∈ P and η ∈ P⊥− . The following properties
are not difficult to show, some of which are also listed in [5].
Lemma 2.2. Let L be an one-point extension of a nest N by Pξ . Then
(i) L is completely distributive if and only if IN− < I.
(ii) If P,Q ∈ N with 0 < P < Q < I, then (P ∨ Pξ ) < (Q ∨ Pξ ) and (P ∨ Pξ )  Q.
(iii) I− = IN− ∨ Pξ ; Moreover, if ξ is a separating vector for N ′, then IN− ∨ Pξ = I, no matter whether I
has an immediate predecessor in N or not.
(iv) P− = PN− ∨ Pξ for P ∈ N with 0 < P < I; Pξ− = IN− , (P ∨ Pξ )− = IN− ∨ Pξ for each nonzero
projection P ∈ N .
Hence for the rank one operator in algL, we have the following characterization.
Corollary 2.3. For nonzero vectors x and y inH, the rank one operator x ⊗ y ∈ algL if and only if one of
the following statements holds:
(i) there exists P ∈ N with P 
= 0, I, such that x ∈ P and y ∈ (PN− ∨ Pξ )⊥.
(ii) IN− < I, and x ∈ Cξ , y ∈ (IN− )⊥.
(iii) (IN− ∨ Pξ ) < I, and x ∈ H, y ∈ (IN− ∨ Pξ )⊥.
Next we give two matrix representations of the KS-algebra algLwhen IN− < I. We have two cases.
Case 1. (IN− ∨ Pξ ) = I.
In this case, we let Q = IN− . Then Q(H) has codimension one, and hence if we let η = Q
⊥ξ
‖Q⊥ξ‖ and
Pη be the orthogonal projection onto the one-dimensional space Cη, then Q⊥ = Pη . With respect to
Q + Q⊥ = I, each element T in B(H) has the following matrix representation
2040 A. Dong, C. Hou / Linear Algebra and its Applications 436 (2012) 2037–2053⎛⎝ T11 T12
T21 T22
⎞⎠ ,
where T11 ∈ B(Q(H)), T12 ∈ B(Cη,Q(H)), T21 ∈ B(Q(H),Cη) and T22 ∈ B(Cη).
Define the linear mapping B0 from Cη into Q(H) by the following condition
B0η = − Qξ‖Q⊥ξ‖ .
Proposition 2.4. Let T =
⎛⎝ T11 T12
T21 T22
⎞⎠ ∈ B(H). Then T ∈ algL if and only if T21 = 0, T11 ∈ algNQ ,
T22 ∈ B(Cη), and T12 = T11B0 − B0T22, where NQ = {P ∈ N : P  Q} is a nest on Q(H) and algNQ
is the associated nest algebra. Hence
algL =
⎧⎨⎩
⎛⎝ T11 T11B0 − B0T22
0 T22
⎞⎠ : T11 ∈ algNQ , T22 ∈ B(Cη)
⎫⎬⎭ .
Proof. Let T =
⎛⎝ T11 T12
0 T22
⎞⎠ ∈ B(H), where T11 ∈ algNQ , T22 ∈ B(Cη) and T12 = T11B0 − B0T22. If
P ∈ N with P  Q , then P =
⎛⎝ P 0
0 0
⎞⎠. Clearly, P⊥TP = 0. Now we calculate Tξ . Since T22 ∈ B(Cη),
we have T22η = λη for some scale λ, so T22Q⊥ξ = λQ⊥ξ . On the other hand, noting that B0(Q⊥ξ) =−Qξ , we have
T11Qξ + (T11B0 − B0T22)Q⊥ξ = −B0T22(Q⊥ξ) = λQξ.
Hence Tξ = T11Qξ + (T11B0 − B0T22)Q⊥ξ + T22Q⊥ξ = λξ . Consequently, T ∈ algL.
Suppose that T =
⎛⎝ T11 T12
T21 T22
⎞⎠ is in algL. Since Q ∈ L and P  Q for each nontrivial projection P
in N , we have T21 = 0 and T11 ∈ algNQ . Let T22η = λη for some scale λ. Then T22(Q⊥ξ) = λQ⊥ξ . If
we let Tξ = γ ξ for some γ ∈ C, then it follows from⎛⎝ T11 T12
0 T22
⎞⎠⎛⎝ Qξ
Q⊥ξ
⎞⎠ = γ
⎛⎝ Qξ
Q⊥ξ
⎞⎠
that we have γ = λ and T11(Qξ) + T12(Q⊥ξ) = λQξ , which implies that
T12η = T12
(
Q⊥ξ
‖Q⊥ξ‖
)
= λ Qξ‖Q⊥ξ‖ − T11
(
Qξ
‖Q⊥ξ‖
)
.
On the other hand, (T11B0 − B0T22)η = −T11( Qξ‖Q⊥ξ‖ ) − B0(λη) = λ Qξ‖Q⊥ξ‖ − T11( Qξ‖Q⊥ξ‖ ). Hence
T12η = (T11B0 − B0T22)η, which yields that T12 = T11B0 − B0T22. The proof is complete. 
Remark. Let T =
⎛⎝ T11 T12
T21 T22
⎞⎠ ∈ B(H) be in the commutant of algL. By Proposition 2.4, we have
S0 =
⎛⎝ I B0
0 0
⎞⎠ ∈ algL. It follows from S0T = TS0 that we have T21 = 0. Then we have T11 and T22 are
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in the commutants of algNQ and B(Cη), respectively. By a well-known fact that the commutant of a
nest algebra acting on a separable Hilbert space is trivial, we have T =
⎛⎝ λ T12
0 μ
⎞⎠ for some scales λ
and μ. Also since S0T = TS0, we have T12 = (λ − μ)B0. Hence T =
⎛⎝ λ (λ − μ)B0
0 μ
⎞⎠ is in algL. So
the commutant of algL is its center, whose dimension is two.
Case 2. (IN− ∨ Pξ ) < I.
As before, we let Q = IN− and Q˜ = IN− ∨ Pξ . Then Q < Q˜ < I, and Q˜ = Q ⊕ Pη , where η = Q
⊥ξ
‖Q⊥ξ‖
and Pη is the orthogonal projection onto the one-dimensional space Cη. Obviously, L  Q˜ for each
nontrivial projection L in L. Let NQ˜0 = {L ∈ N : L  Q} ∪ {Q˜}. Then NQ˜0 is a nest acting on
Q˜(H), and ξ is a separating vector for N ′′˜
Q0
(⊆ B(Q˜(H))). Let LQ˜0 be the one-point extension of NQ˜0
by Pξ ∈ B(Q˜(H)), algLQ˜0 be the associated reflexive algebra, which is a KS-algebra acting on Q˜(H).
Then Q˜ , as the maximal element in the nestNQ˜0 , has an immediate predecessor IN− inNQ˜0 , and hence
NQ˜0 , Pξ and LQ˜0 have the same properties as N , Pξ and L in Case 1. Obviously, for T ∈ B(Q˜(H)),
T ∈ algLQ˜0 if and only if L⊥TL = 0 for each nontrivial projection L in L. Hence we have the following
proposition.
Proposition 2.5. Let T ∈ B(H). Then T ∈ algL if and only if T has the following matrix representation
with respect to Q˜ ⊕ Q˜⊥ = I:
T =
⎛⎝ T11 T12
0 T22
⎞⎠ ,
where T11 ∈ algLQ˜0 , T12 ∈ B(Q˜⊥(H), Q˜(H)) and T22 ∈ B(Q˜⊥(H)). Hence we have algL =⎛⎝ A B(Q˜⊥(H), Q˜(H))
0 B(Q˜⊥(H))
⎞⎠, where A = algLQ˜0 ⊆ B(Q˜(H)).
3. Rank one operators
LetLbe anonepoint extension of a nontrivial nestN by Pξ , algLbe the associated reflexive operator
algebra. In the followingproposition,weshowthat everyfinite rankoperator F inalgL is decomposable,
whichmeans F can be written the finite sum of rank one operators in algL. It is well-known that every
finite rank operator in a nest algebra is decomposable.
Proposition 3.1. Every rank n operator F in algL can be written the sum of n rank one operators in algL.
Proof. Let F be a rank n operator in algL for n  2. Since F ∈ algN , we have F = e1⊗ f1+· · ·+en⊗ fn,
where for each i, ei ⊗ fi ∈ algN is rank one, {e1, . . . , en} and {f1, . . . , fn} are two linearly independent
sets. For each i, we let Pi = ∧{P ∈ N : ei ∈ P}. Then Pi ∈ N , ei ∈ Pi and fi ∈ (PNi−)⊥. Without loss of
generality, we assume that P1  P2  · · ·  Pn.
Suppose that Fξ = 0. Then 〈ξ, f1〉e1 + · · · + 〈ξ, fn〉en = 0. It follows from the independence of
{e1, . . . , en} that 〈ξ, fi〉 = 0 for each i. Hence fi ∈ (PNi− ∨ Pξ )⊥, so that ei ⊗ fi ∈ algL for each i. Thus
F can be written a sum of n rank one operators in algL.
Suppose that Fξ 
= 0. Since Fξ ∈ Cξ , we can assume that Fξ = ξ replacing F by a nonzero
scale multiple. Thus 〈ξ, f1〉e1 + · · · + 〈ξ, fn〉en = ξ . Let i0 satisfy that 〈ξ, fi0〉 
= 0 and 〈ξ, fi0+1〉 =
〈ξ, fi0+2〉 = · · · = 〈ξ, fn〉 = 0. Hence ei0 = ξ〈ξ,fi0 〉 −
∑i0−1
i=1
〈ξ,fi〉〈ξ,fi0 〉 ei, ξ ∈ ∨
i0
i=1Pi = Pi0 , so that
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Pi = I for each i with i0  i  n. Thus it follows from the fact that fi0 ∈ (IN−)⊥ that we have IN− < I.
Consequently,
F =
n∑
i=1
ei ⊗ fi =
i0−1∑
i=1
ei ⊗
(
fi − 〈fi, ξ 〉〈fi0 , ξ 〉
fi0
)
+ ξ〈ξ, fi0〉
⊗ fi0 +
n∑
j=i0+1
ej ⊗ fj. (1)
Since F has rank n, we have that each summand in the right of above equation is nonzero. Obvi-
ously, for each i with 1  i  i0 − 1, 〈(fi − 〈fi,ξ〉〈fi0 ,ξ〉 fi0), ξ 〉 = 0 and (fi −
〈fi,ξ〉〈fi0 ,ξ〉 fi0) ∈ (P
N
i−)⊥, so that
(fi − 〈fi,ξ〉〈fi0 ,ξ〉 fi0) ∈ (P
N
i− ∨Pξ )⊥, which implies ei⊗ (fi − 〈fi,ξ〉〈fi0 ,ξ〉 fi0) ∈ algL. For each jwith i0+1  j  n,
since fj ∈ (IN− ∨ Pξ )⊥, ej ⊗ fj ∈ algL. Also since fi0 ∈ (IN−)⊥, we have ξ〈ξ,fi0 〉 ⊗ fi0 ∈ algL. Hence each
summandof the right inEq. (1) is inalgL, so F canbewritten the sumofn rankoneoperators inalgL. 
Theorem 3.2. LetR1 be the linear span of all the rank one operators in algL. Then
(i) If IN− = I, thenR1 is not weak−∗ dense in algL.
(ii) If IN− < I, thenR1 is weak−∗ dense in algL.
Proof
(i) By Lemma 2.2, L is not completely distributive when IN− = I. It follows from amain result in [9]
thatR1 is not weak−∗ dense in algL. See also Corollary 3.4 in [5].
(ii) Suppose IN− < I. We have two cases.
Case 1. IN− ∨ Pξ = I.
By Proposition 2.4, we have
algL =
⎧⎨⎩
⎛⎝ T11 T11B0 − B0T22
0 T22
⎞⎠ : T11 ∈ algNQ , T22 ∈ B(Cη)
⎫⎬⎭ ,
where algNQ is a nest algebra acting on Q(H). By the definition of B0, both
⎛⎝ T11 T11B0
0 0
⎞⎠ and
⎛⎝ 0 −B0T22
0 T22
⎞⎠ are rank one operators in algL for each rank one operator T11 in algNQ and each operator
T22 in B(Cη). By the weak-∗ density of finite rank operators in a nest algebra, the space generated by
all the rank one operators is weak-∗ dense in
⎧⎨⎩
⎛⎝ T11 T11B0
0 0
⎞⎠ : T11 ∈ algNQ
⎫⎬⎭; similarly, we have the
same conclusion for
⎧⎨⎩
⎛⎝ 0 −B0T22
0 T22
⎞⎠ : T22 ∈ B(Cη)
⎫⎬⎭. HenceR1 is weak-∗ dense in algL.
Case 2. IN− ∨ Pξ < I.
By Proposition 2.5, algL =
⎛⎝ A B(Q˜⊥(H), Q˜(H))
0 B(Q˜⊥(H))
⎞⎠, where A = algLQ˜0 ⊆ B(Q˜(H)) is a KS-
algebra associated with the one-point extension LQ˜0 of NQ˜0 by Pξ ∈ B(Q˜(H)). We note that LQ˜0 , NQ˜0
and Pξ ∈ B(Q˜(H)) satisfy the condition in Case 1. Hence by Case 1, the subalgebra generated by all
the rank one operators in algLQ˜0 is weak-∗ dense in algLQ˜0 . Hence the rank one algebras generated
by
⎧⎨⎩
⎛⎝ T11 0
0 0
⎞⎠ : T11 ∈ algLQ˜0 rank one
⎫⎬⎭ is weak-∗ dense in
⎛⎝ algLQ˜0 0
0 0
⎞⎠. Clearly, the linear spans
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generatedby
⎛⎝ 0 T12
0 0
⎞⎠ for all the rankoneoperatorT12 ∈ B(Q˜⊥(H), Q˜(H)), respectively, by
⎛⎝ 0 0
0 T22
⎞⎠
for all the rank one operator T22 ∈ B(Q˜⊥(H)) are weak-∗ dense in
⎛⎝ 0 B(Q˜⊥(H), Q˜(H))
0 0
⎞⎠ and⎛⎝ 0 0
0 B(Q˜⊥(H))
⎞⎠. HenceR1 is weak-∗ dense in algL. 
Nowwe consider the single elements in algL. By the matrix representations and the fact that each
single element in a nest algebra is rank one, we can prove that, if IN− < I then a nonzero element in
algL is single if and only if it is rank one. In the following argument, wewill obtain the same conclusion
for the KS-algebra algL associated with an arbitrary one-point extension of a nest using the definition
of the single element. We denote by rank T the rank of a finite rank operator T .
Lemma 3.3. Let T ∈ algL be nonzero. If T is single then it has at most rank two.
Proof. We first claim that if P⊥ξ T has at least rank two, then there exist P, Q ∈ N such that 0  P <
Q  I such that PN+ > 0, (QN− ∨ Pξ ) < I, and (P ∨ Pξ )⊥T(Q ∨ Pξ ) has at least rank two.
If 0N+ > 0, we choose P = 0. Then PN+ > 0 and rank((P ∨ Pξ )⊥T)  2.
If 0N+ = 0, then there exists an decreasing sequence {Pn}n1 in N , which converges strongly to 0.
Then {Pn ∨ Pξ } converges strongly to Pξ . In fact, let x ∈ ∧n1(Pn ∨ Pξ ). Then x = xn + λnξ for some
xn ∈ Pn and λn ∈ C, for each n  1. Hence (λ1 − λn)ξ = xn − x1 for each n  1. Since xn − x1 ∈ P1,
we have (λ1 − λn)ξ ∈ P1 for each n, which implies λn = λ1, and hence xn = x1 for each n. Hence
x1 ∈ ∧nPn = 0. So x ∈ Cξ . Hence {(Pn ∨ Pξ )⊥}, and thus, {(Pn ∨ Pξ )⊥T} converges strongly to P⊥ξ
and P⊥ξ T , respectively. Since P⊥ξ T has at least rank two, there is some n0 such that (Pn0 ∨ Pξ )⊥T has at
least rank two. Let P = Pn0 , and let S = (P ∨ Pξ )⊥T . Then S has at least rank two.
If IN− < (IN− ∨ Pξ ) < I, we let Q = I, then S(Q ∨ Pξ ) has at least rank two.
If IN− < (IN− ∨ Pξ ) = I, we have two separating cases, depending on whether IN− has an immediate
predecessor or not, (IN− )N− < IN− and (IN−)N− = IN− . In the first case, we let Q = IN− , then Q ∨ Pξ = I
and QN− ∨ Pξ < I, hence S(Q ∨ Pξ ) has at least rank two. In the second case, i.e., (IN− )N− = IN− , there
is an increasing sequence {Ln}n1 in N such that L1 > P and {Ln} converges strongly to IN− . Hence
∨{Ln ∨ Pξ } = IN− ∨ Pξ = I, so that {S(Ln ∨ Pξ )} converges strongly to S. Since S has at least rank two,
there is some n0 such that S(Ln0 ∨ Pξ ) has at least rank two. Let Q = Ln0 . Then (QN− ∨ Pξ ) < I and
(P ∨ Pξ )⊥T(Q ∨ Pξ ) has at least rank two.
If I has no immediate predecessor, i.e., IN− = I, then by a similar way to the second case in above
paragraph, there is an increasing sequence {Qn}n1 inN such thatQ1 > P and {Qn} converges strongly
to I. Hence {S(Qn ∨Pξ )} converges strongly to S. Also since S has at least rank two, there exists some n0
such that S(Qn0 ∨ Pξ ) has at least rank two. Let Q = Qn0 . Then (QN− ∨ Pξ ) < I and (P∨ Pξ )⊥T(Q ∨ Pξ )
has at least rank two. We have proved the claim.
Next we show that P⊥ξ T has at most rank one.
For otherwise, suppose P⊥ξ T has at least rank two. Then by the above claim, there exist P, Q ∈ N
such that 0  P < Q  I such that PN+ > 0, (QN− ∨ Pξ ) < I, and (P ∨ Pξ )⊥T(Q ∨ Pξ ) has at
least rank two. Choose nonzero vectors f1, f2 in Q ∨ Pξ such that (P ∨ Pξ )⊥Tf1 and (P ∨ Pξ )⊥Tf2
are two orthogonal nonzero vectors. Let f1 = q1 + λ1ξ and f2 = q2 + λ2ξ for q1, q2 ∈ Q . Then
(P ∨ Pξ )⊥Tf1 = (P ∨ Pξ )⊥Tq1 
= 0 and (P ∨ Pξ )⊥Tf2 = (P ∨ Pξ )⊥Tq2 
= 0. Choose unit vectors
p ∈ PN+ and g ∈ (QN− ∨ Pξ )⊥. Then p⊗ ((P ∨ Pξ )⊥Tq1) and q2 ⊗ g are in algL. By calculation, we have
[p ⊗ (P ∨ Pξ )⊥Tq1)]T(q2 ⊗ g) = 0;
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however, T(q2 ⊗ g) 
= 0 and [p⊗ (P ∨ Pξ )⊥Tq1)]T(q1) 
= 0, which yields [p⊗ (P ∨ Pξ )⊥Tq1)]T 
= 0.
This is a contradiction with the hypothesis that T is single. Hence P⊥ξ T has at most rank one.
Since T = Pξ T + P⊥ξ T and P⊥ξ T has at most rank one, we have T is at most of rank two. 
Theorem 3.4. Let T ∈ algL be nonzero. Then T is single if and only if it is rank one.
Proof. Obviously, we only need to show that if T is single then it is rank one. By Lemma 3.3, T has at
most rank two. Suppose T is rank two. Since T = Pξ T + P⊥ξ T and P⊥ξ T has at most rank one, we have
P⊥ξ T is rank one. Noting that T is in the nest algebra algN , one can get that T = u1 ⊗ v1 + u2 ⊗ v2
for u1 ⊗ v1, u2 ⊗ v2 ∈ algN , where u1 and u2, respectively, v1 and v2 are linearly independent. Let
Pi = ∧{P ∈ N : ui ∈ P} for i = 1, 2. Then Pi ∈ N , ui ∈ Pi, vi ∈ (PNi−)⊥ for each i. We can assume
that P1  P2. Hence P⊥ξ T = (P⊥ξ u1) ⊗ v1 + (P⊥ξ u2) ⊗ v2, which is rank one. It follows from the
independence of v1 and v2 that P
⊥
ξ u1 and P
⊥
ξ u2 are linear dependent. Using the independence of u1
and u2, we have ξ ∈ (P1 ∨ P2) = P2, so that P2 = I. Since v2 ∈ (PN2−)⊥, we have IN− < I, and then
u2 /∈ IN− . We have two cases:
Case 1. (IN− ∨ Pξ ) = I.
Obviously, in this case we have 〈ξ, v2〉 
= 0, for otherwise, v2 ∈ (IN− ∨ Pξ )⊥ = 0, which is a
contradiction. By the independence of u1 and u2, we have Tξ = 〈ξ, v1〉u1 + 〈ξ, v2〉u2 
= 0. Also since
Tξ ∈ Cξ , we can assume that Tξ = ξ . So 〈ξ, v1〉u1 +〈ξ, v2〉u2 = ξ , and then u2 = ξ〈ξ,v2〉 − 〈ξ,v1〉〈ξ,v2〉u1.
Hence T = ξ ⊗ g1 + u1 ⊗ g2 for g1 = v2〈v2,ξ〉 and g2 = v1 − 〈v1,ξ〉〈v2,ξ〉v2. Obviously, g2 
= 0 and
〈ξ, g2〉 = 0, so g2 ∈ (PN1− ∨ Pξ )⊥, which implies that P1 < I. Hence u1 ∈ P1  IN− , so that〈u1, v2〉 = 0, and thus 〈u1, g1〉 = 0. By calculation, we have (ξ ⊗ g1)T = T(ξ ⊗ g1) = ξ ⊗ g1 
= 0
and (ξ ⊗ g1)T(ξ ⊗ g1) = (ξ ⊗ g1)T . Hence (ξ ⊗ g1)T((ξ ⊗ g1) − I) = 0; however, (ξ ⊗ g1)T 
= 0
and T((ξ ⊗ g1)− I) 
= 0, which contradicts with the assumption that T is single. Hence T is rank one.
Case 2. (IN− ∨ Pξ ) < I.
Suppose u1 ∈ IN− . Since u2 /∈ IN− , we have 〈u2, η〉 
= 0 for some nonzero vector η in (IN− )⊥. Also
since v1 and v2 are linearly independent, there exists a nonzero vector x0 in H such that 〈x0, v1〉 
= 0
and 〈x0, v2〉 = 0. Choose a nonzero vector g0 in (IN− ∨ Pξ )⊥, let A = ξ ⊗ η and B = x0 ⊗ g0. Then
A, B ∈ algL. Note that 〈u1, η〉 = 0. We have
AT = (ξ ⊗ η)(u1 ⊗ v1 + u2 ⊗ v2) = 〈u2, η〉ξ ⊗ v2 
= 0,
TB = (u1 ⊗ v1 + u2 ⊗ v2)(x0 ⊗ g0) = 〈x0, v1〉u1 ⊗ g0 
= 0
and
ATB = (ξ ⊗ η)(〈x0, v1〉u1 ⊗ g0) = 〈x0, v1〉〈u1, η〉ξ ⊗ g0 = 0,
which contradicts with the single property of T .
Hence we assume that ui /∈ IN− for i = 1, 2.
Suppose one of u1 and u2 belongs to I
N− ∨ Pξ , and the other is not in IN− ∨ Pξ . Without loss of
generality, we assume that u1 ∈ (IN− ∨ Pξ ), u2 /∈ (IN− ∨ Pξ ). If we let A = (IN− ∨ Pξ )⊥, then A ∈ algL,
Au1 = 0 and Au2 
= 0. Since v1 and v2 are linearly independent, there exists a nonzero vector x0 inH
such that 〈x0, v1〉 
= 0 and 〈x0, v2〉 = 0. Let g0 ∈ (IN− ∨ Pξ )⊥ be a nonzero vector, and let B = x0 ⊗ g0.
Then B ∈ algL. We have
AT = A(u1 ⊗ v1 + u2 ⊗ v2) = Au2 ⊗ v2 
= 0,
TB = (u1 ⊗ v1 + u2 ⊗ v2)(x0 ⊗ g0) = 〈x0, v1〉u1 ⊗ g0 
= 0
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and
ATB = (Au2 ⊗ v2)(x0 ⊗ g0) = 0,
which contradicts with the single property of T .
Suppose that both u1 and u2 are in I
N− ∨ Pξ . Let ui = αixi + βiξ , where αi, βi ∈ C, xi ∈ IN− for
i = 1, 2. Since ui /∈ IN− , we have βi 
= 0 for each i and there exists a nonzero vector η0 in (IN−)⊥ such
that 〈u1, η0〉 = 1. By the independence of u1 and u2, we have β2u1 − β1u2 is nonzero in IN− , so that
〈β2u1 − β1u2, η0〉 = 0, which yields 〈u2, η0〉 = β2β1 
= 0. It follows from the independence of v1
and v2 that we have v1 + 〈u2, η0〉v2 is nonzero and independent with v1. So we can choose a nonzero
vector x0 inH such that 〈x0, v1 + 〈u2, η0〉v2〉 = 0, but 〈x0, v1〉 
= 0. Let A = ξ ⊗ η0 and B = x0 ⊗ g0,
where g0 is a unit vector in (I
N− ∨ Pξ )⊥. Then A and B are nonzero in algL. By calculation, we have
AT = (ξ ⊗ η0)(u1 ⊗ v1 + u2 ⊗ v2) = ξ ⊗ (v1 + 〈u2, η0〉v2) 
= 0.
Since u1 and u2 are independent and 〈x0, v1〉 
= 0, we have 〈x0, v1〉u1 + 〈x0, v2〉u2 
= 0. Hence
TB = (u1 ⊗ v1 + u2 ⊗ v2)(x0 ⊗ g0) = (〈x0, v1〉u1 + 〈x0, v2〉u2) ⊗ g0 
= 0;
however,
ATB = 〈x0, v1 + 〈u2, η0〉v2〉(ξ ⊗ g0) = 0,
which is a contradiction.
Suppose that both u1 and u2 are not in (I
N− ∨ Pξ ). For convenience, we let L = IN− ∨ Pξ . Then
L⊥ui 
= 0 for each i. We have the following two cases.
If L⊥u1 and L⊥u2 are linearly dependent, then there exists a nonzero scale λ such that L⊥u1 =
λL⊥u2. Using the independence of v1 and v2, we have λv1 + v2 is nonzero and independent with v1.
Consequently, we can choose a nonzero vector x0 inH such that 〈x0, λv1 + v2〉 = 0 and 〈x0, v1〉 = 1.
Let A = ξ ⊗ L⊥u2 and B = x0 ⊗ g0, where g0 is a nonzero vector in L⊥. Then A and B are nonzero in
algL, and
AT = (ξ ⊗ L⊥u2)(u1 ⊗ v1 + u2 ⊗ v2) = (‖L⊥u2‖2ξ) ⊗ (λv1 + v2) 
= 0,
TB = (u1 ⊗ v1 + u2 ⊗ v2)(x0 ⊗ g0) = (u1 + 〈x0, v2〉u2) ⊗ g0 
= 0
and
ATB = 〈x0, λv1 + v2〉‖L⊥u2‖2ξ ⊗ g0 = 0,
where we use the fact u1 + 〈x0, v2〉u2 
= 0, because of the independence of u1 and u2. This is a
contradiction.
IfL⊥u1 andL⊥u2 are linearly independent, then thereexistsanonzerox0 inH such that 〈L⊥u1, x0〉 =
1 and 〈L⊥u2, x0〉 = 0. Hence L⊥x0 
= 0. Using the independence of v1 and v2, we can choose a nonzero
vector y0 inH such that 〈y0, v1〉 = 0 and 〈y0, v2〉 = 1. Let A = ξ ⊗ L⊥x0 and B = y0 ⊗ g0, where g0
is a unit vector in L⊥. Then A and B are nonzero in algL. By calculation, we have
AT = (ξ ⊗ L⊥x0)(u1 ⊗ v1 + u2 ⊗ v2) = ξ ⊗ v1 
= 0,
TB = (u1 ⊗ v1 + u2 ⊗ v2)(y0 ⊗ g0) = u2 ⊗ g0 
= 0
and
ATB = 〈y0, v1〉ξ ⊗ g0 = 0,
which is a contradiction. We have proved that T is rank one. 
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Proposition 3.5. Let L be as before and let T ∈ algL.
(i) If TS = 0 for each rank one operator S in algL, then T = 0. In particular,R1(H) is dense inH.
(ii) If ST = 0 for each rank one operator S in algL, then T = 0.
Proof. (i) Obviously, using the weak-∗ density of the rank one algebra R1 in algLwhenever IN− < I,
we only need to consider the case: IN− = I. In the case, there exists an increasing sequence {Pn} in N
which converges strongly to I. Suppose that T 
= 0. Then Tx0 
= 0 for somenonzero vector x0 inH. Since
{Pnx0} converges to x0, we can assume that Pnx0 
= 0 for each n. Choose a unit vector ηn ∈ (Pn ∨ Pξ )⊥.
Then Pnx0 ⊗ ηn ∈ algL and limn T(Pnx0 ⊗ ηn)(ηn) = Tx0, which yields T(Pn0x0 ⊗ ηn0) 
= 0 for some
n0. This is a contradiction. Hence T = 0.
(ii) We first claim that the range of T is contained in Cξ .
If 0N+ > 0, we choose a unit vector x0 in 0N+ , then x0 ⊗ y ∈ algL for all y in (Cξ)⊥. Hence
(x0⊗y)T = 0, which implies that 〈Tz, y〉 = 0 for each y in (Cξ)⊥ and each z inH. Hence T(H) ⊆ Cξ .
If 0N+ = 0, then there exists an strictly decreasing sequence {Qn}n1 in N such that ∧n1Qn = 0.
For each n  1, we choose a unit vector xn ∈ Qn. Then xn ⊗ y ∈ algL for each y in (Qn ∨ Pξ )⊥, hence
(xn⊗y)T = 0, which implies that T(H) ⊆ (Qn∨Pξ ) for each n  1. Hence T(H) ⊆ ∧n1(Qn∨Pξ ) =
Pξ . We have established the claim.
Suppose that T 
= 0. Then the range of T equalsCξ , and so T is rank one.Without loss of generality,
we let T = ξ ⊗ η for some nonzero vector η ∈ (IN−)⊥, which also yields that IN− < I. Noting that
ξ /∈ IN− , we can choose a nonzero vector η0 ∈ (IN−)⊥ such that 〈ξ, η0〉 = 1. Then ξ ⊗ η0 is a rank one
operator in algL, however (ξ ⊗ η0)T = ξ ⊗ η 
= 0, which is a contradiction. Hence T = 0. 
4. The (quasi)-spatiality of automorphisms
In this section, we let L be the one-point extension of a nontrivial nestN acting onH by a rank one
projection Pξ , and α be an algebraic automorphism of algL.
Proposition 4.1. α is rank preserving, i.e., F and α(F) have the same rank for each finite rank operator F
in algL.
Proof. Let F be a rank n operator in algL. Then by Proposition 3.1, F = ∑ni=1 Fi, where Fi is of rank one
in algL for each i. It follows from Theorem 3.3 that for each i, Fi is single in algL, and so is α(Fi). Hence
every α(Fi) is rank one, so that α(F) has at most rank n. By considering α
−1, we have α(F) is rank n.
Thus α is rank preserving. 
Proposition 4.2. Let β be another algebraic automorphism of algL. If α(T) = β(T) for each rank one
operator T in algL, then α = β .
Proof. If on the contrary, then there exists some T0 in algL such that α(T0) 
= β(T0). Let A0 =
α(T0) − β(T0). Then it follows from Proposition 3.5 that there is a rank one operator S in algL such
thatA0S 
= 0. LetS = α(T1). ThenbyProposition4.1,wehaveT1 is rankone, andsoS = α(T1) = β(T1).
Hence
A0S = (α(T0) − β(T0))S = α(T0)α(T1) − β(T0)β(T1) = α(T0T1) − β(T0T1) = 0,
where in the last equality, we use the fact that T0T1 is at most rank one. This is a contradiction. Hence
α = β . The proof is complete. 
In the rest,we consider the (quasi-) spatiality ofα.Wehave three separating cases. For convenience,
we let Q = IN− and Q˜ = IN− ∨ Pξ .
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4.1. The case: IN− < I and IN− ∨ Pξ = I
We adopt the expressions in the matrix representation of algL in Proposition 2.4.
Proposition 4.3. algL is similar to the direct sum of the nest algebras algNQ and B(Cη), i.e., there exists
an invertible operator V in B(H) such that
V algL V−1 = algNQ ⊕ B(Cη).
Proof. Let V =
⎛⎝ I B0
0 I
⎞⎠. Then V is an invertible operator in B(H) with inverse V−1 =
⎛⎝ I −B0
0 I
⎞⎠.
For each T =
⎛⎝ T11 T11B0 − B0T22
0 T22
⎞⎠ in algL, we have
VTV−1 =
⎛⎝ I B0
0 I
⎞⎠⎛⎝ T11 T11B0 − B0T22
0 T22
⎞⎠⎛⎝ I −B0
0 I
⎞⎠ =
⎛⎝ T11 0
0 T22
⎞⎠ . 
Theorem 4.4. If IN− < I and IN− ∨ Pξ = I, then every algebraic automorphism α of algL is spatial, and
thus bounded.
Proof. We define an automorphism β of algNQ ⊕ B(Cη) by
β(T) = Vα(V−1TV)V−1
for each T in algNQ ⊕ B(Cη). Hence β = β1 ⊕ β2, where β1 is an automorphism of algNQ and β2
is an automorphism of B(Cη). By Ringrose’s excellent isomorphism theorems of nest algebras [12],
β is implemented by an invertible operator U, i.e., β(T) = UTU−1 each T in algNQ ⊕ B(Cη). Hence
α(A) = (V−1UV)A(V−1U−1V) for each A in algL. Let W = V−1UV . Then α is implemented by
W . 
4.2. The case: IN− ∨ Pξ < I
We adopt the expressions in the matrix representation of algL in Proposition 2.5. For convenience,
we use small letters to write the entries of the matrices, expect the identity of A.
Lemma 4.5. Let α be an automorphism of algL. Then by an invertible operator S in algL, α is similar to
an automorphism β of algL such that β(Q˜) = Q˜ .
Proof. Obviously, Q˜ =
⎛⎝ I 0
0 0
⎞⎠ ∈ algL. For each T in algL, α(T)α(Q˜) = α(TQ˜) = α(Q˜TQ˜) =
α(Q˜)α(T)α(Q˜), and thus, α(Q˜) is an idempotent whose range is invariant under each operator in
algL. Hence there exists a unique L ∈ L such that L and α(Q˜) have the same range. In fact, L is the
projection in L determined uniquely by the following equations:
α(Q˜)L = L, Lα(Q˜) = α(Q˜). (2)
Obviously, 0 < L  Q˜ < I. Let α(Q˜) =
⎛⎝ a m
0 b
⎞⎠ and L =
⎛⎝ L 0
0 0
⎞⎠. Then it follows from Eq. (2)
that we have b = 0. Hence
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α
⎛⎝ I 0
0 0
⎞⎠ =
⎛⎝ a m
0 0
⎞⎠ .
Also since α
⎛⎝ I 0
0 0
⎞⎠ is an idempotent, we have a2 = a and am = m. Let S =
⎛⎝ I m
0 I
⎞⎠. Obviously, it
follows from Proposition 2.5 that S is invertible in algL. Then the mapping defined on algL by
β(T) = Sα(T)S−1 for each T in algL
is an automorphism of algL. By calculation, we have β
⎛⎝ I 0
0 0
⎞⎠ =
⎛⎝ a 0
0 0
⎞⎠, where a is an idempotent
in A.
Next we show that a = I, the identity of A. We consider the inverse β−1 of β . Then β−1(Q˜) is an
idempotent in algL whose range is invariant under algL. By a similar argument to as in dealing with
α(Q˜), we can assume that β−1(Q˜) =
⎛⎝ c n
0 0
⎞⎠ for some idempotent c inA and n ∈ B(Q˜⊥(H), Q˜(H)).
Hence
Q˜ = β
⎛⎝ c n
0 0
⎞⎠ = β(
⎛⎝ I 0
0 0
⎞⎠⎛⎝ c n
0 0
⎞⎠) =
⎛⎝ a 0
0 0
⎞⎠⎛⎝ I 0
0 0
⎞⎠ =
⎛⎝ a 0
0 0
⎞⎠ ,
which yields that a = I, and so β(Q˜) = Q˜ . 
Lemma 4.6. Every automorphism of A is spatial.
Proof. We note thatA is the reflexive algebra corresponding to the one-point extension LQ˜0 on Q˜(H)
of the nestNQ˜0 by Pξ ∈ B(Q˜(H)). Clearly, LQ˜0 ,NQ˜0 and Pξ have the similar conditions to as in Section
4.1, i.e., Q˜
NQ˜0− < (Q˜
NQ˜0− ∨ Pξ ) = Q˜ . It follows from Theorem 4.9 that every automorphism of A is
spatial. 
Theorem 4.7. If IN− ∨ Pξ < I, then every bounded automorphism of algL is spatial.
Proof. Let α be a bounded automorphism of algL. It follows from Lemma 4.5 that α is similar to an
automorphism β such that β(Q˜) = Q˜ . Hence we can assume that α(Q˜) = Q˜ , and thus α(Q˜⊥) = Q˜⊥.
For each a in A, we let α
⎛⎝ a 0
0 0
⎞⎠ =
⎛⎝ α1(a) φ(a)
0 β1(a)
⎞⎠. Then using the following equations
⎛⎝ a 0
0 0
⎞⎠ =
⎛⎝ I 0
0 0
⎞⎠⎛⎝ a 0
0 0
⎞⎠ =
⎛⎝ a 0
0 0
⎞⎠⎛⎝ I 0
0 0
⎞⎠ ,
we have α
⎛⎝ a 0
0 0
⎞⎠ =
⎛⎝ α1(a) 0
0 0
⎞⎠, and so we can define a mapping α1 from A into itself.
Similarly, for each b ∈ B(Q˜(H)) andm ∈ B(Q˜⊥(H), Q˜(H)), by the following equations⎛⎝ 0 m
0 0
⎞⎠ =
⎛⎝ I 0
0 0
⎞⎠⎛⎝ 0 m
0 0
⎞⎠ =
⎛⎝ 0 m
0 0
⎞⎠⎛⎝ 0 0
0 I
⎞⎠ ,
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0 b
⎞⎠ =
⎛⎝ 0 0
0 I
⎞⎠⎛⎝ 0 0
0 b
⎞⎠ =
⎛⎝ 0 0
0 b
⎞⎠⎛⎝ 0 0
0 I
⎞⎠ ,
thereexistmappingsα2 andτ defined, respectively, onB(Q˜(H))andB(Q˜⊥(H), Q˜(H)) into themselves,
such that
α
⎛⎝ 0 0
0 b
⎞⎠ =
⎛⎝ 0 0
0 α2(b)
⎞⎠ , α
⎛⎝ 0 m
0 0
⎞⎠ =
⎛⎝ 0 τ(m)
0 0
⎞⎠
for each b ∈ B(Q˜⊥(H)) andm ∈ B(Q˜⊥(H), Q˜(H)). Hence
α
⎛⎝ a m
0 b
⎞⎠ =
⎛⎝ α1(a) τ (m)
0 α2(b)
⎞⎠ for each
⎛⎝ a m
0 b
⎞⎠ ∈ algL.
Since α is a bounded automorphism, we have both of α1 and α2 are bounded automorphisms on their
respective domains, and τ is a bounded linear bijection on B(Q˜⊥(H), Q˜(H)) such that τ(amb) =
α1(a)τ (m)α2(b) for all a ∈ A, b ∈ B(Q˜⊥(H)) andm ∈ B(Q˜⊥(H), Q˜(H)).
By Lemma 4.6 and a well-known fact that each automorphism on B(K) is inner for each separable
Hilbert spaceK, we have the spatiality of α1 and α2. Hence there are invertible operators s in B(Q˜(H))
and t in B(Q˜⊥(H)) such that α
⎛⎝ a m
0 b
⎞⎠ =
⎛⎝ sas−1 τ(m)
0 tbt−1
⎞⎠ for each
⎛⎝ a m
0 b
⎞⎠ in algL. Let
α˜(T) =
⎛⎝ s−1 0
0 t−1
⎞⎠α(T)
⎛⎝ s 0
0 t
⎞⎠ for each T in algL.
Then α˜
⎛⎝ a m
0 b
⎞⎠ =
⎛⎝ a s−1τ(m)t
0 b
⎞⎠ for each
⎛⎝ a m
0 b
⎞⎠ in algL, and thus α˜ is an automorphism of algL.
Let σ(m) = s−1τ(m)t for all m ∈ B(Q˜⊥(H), Q˜(H)). Then σ(amb) = aσ(m)b for each a ∈
B(Q˜(H)), b ∈ B(Q˜⊥(H)) and m ∈ B(Q˜⊥(H), Q˜(H)). Now we claim that there exists an invertible
central element a0 in A such that σ(m) = a0m for eachm.
Like the rank one operator in B(H), for nonzero vectors x ∈ Q˜(H) and y ∈ Q˜⊥(H), we also denote
by x⊗ y the rank one operator in B(Q˜⊥(H), Q˜(H)), defined by x⊗ y(z) = 〈z, y〉x for each z in Q˜⊥(H).
Choose a unit vector y0 in Q˜
⊥(H), define a mapping a0 from Q˜(H) into itself by
a0x = σ(x ⊗ y0)(y0) for each x in Q˜(H).
Since τ is linear bounded, we have σ , and thus a0, are linear and bounded, i.e., a0 ∈ B(Q˜(H)). For each
rank one operator x ⊗ y in B(Q˜⊥(H), Q˜(H)) and all z in Q˜⊥(H), we have
σ(x ⊗ y)(z) = σ(x ⊗ y0 · y0 ⊗ y)(z) = σ(x ⊗ y0)(y0 ⊗ y)(z)
= 〈z, y〉σ(x ⊗ y0)(y0) = 〈z, y〉a0x
= a0(x ⊗ y)(z).
Hence
σ(x ⊗ y) = a0(x ⊗ y)
for each x ∈ Q˜(H), y ∈ Q˜⊥(H). Thus for each T in B(Q˜⊥(H), Q˜(H)) and y in Q⊥(H), we have
σ(T(y ⊗ y0)) = σ((Ty) ⊗ y0) = a0(Ty ⊗ y0); Also since σ(T(y ⊗ y0)) = σ(T)(y ⊗ y0), we have
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σ(T)(y ⊗ y0) = a0(Ty ⊗ y0).
Using the actions on y0 of two sides of the equation, we have σ(T)y = a0Ty for all y in Q⊥(H). Hence
σ(T) = a0T for each T in B(Q˜⊥(H), Q˜(H)). We remark that σ is right A-modular. Consequently, a0
commutes with each element in A, so it follows from the remark of Proposition 2.4 that a0 is in the
center of A. By the fact that σ is bijective, we have that a0 is invertible. Hence
α˜
⎛⎝ a m
0 b
⎞⎠ =
⎛⎝ a σ(m)
0 b
⎞⎠ =
⎛⎝ a a0m
0 b
⎞⎠ =
⎛⎝ a0 0
0 I
⎞⎠⎛⎝ a m
0 b
⎞⎠⎛⎝ a−10 0
0 I
⎞⎠
for each
⎛⎝ a m
0 b
⎞⎠ in algL. Consequently, α˜, and so α, are spatial. 
4.3. The case IN− = I
Let N˜ = N \ {0, I}. Since IN− = I, we have P > 0 and (PN− ∨ Pξ ) < I for each P in N˜ , and a rank one
operator x ⊗ y belongs to algL if and only if there exists P in N˜ such that x ∈ P and y ∈ (PN− ∨ Pξ )⊥.
In the section, we make the following assumption for L.
Hypothesis A. Let P ∈ N˜ . Then for each pair of vectors x, y in P, there exist A1, A2 ∈ algL and z0 ∈ P
such that A1z0 = x, A2z0 = y.
Similarly, for each pair of vectors u, v in (PN− ∨ Pξ )⊥, there exist B1, B2 ∈ algL and u0 ∈ (PN− ∨ Pξ )⊥
such that B∗1u0 = u and B∗2u0 = v.
Remark. Suppose that PN− < P, Then P  PN− ∨ Pξ , and thus, we can choose nonzero vectors u0 in
(PN− ∨ Pξ )⊥ and z0 ∈ P such that 〈z0, u0〉 = 1. Let A1 = x⊗ u0 and A2 = y⊗ u0. Then A1, A2 ∈ algL
and A1z0 = x and A2z0 = y. Similarly, let B1 = z0 ⊗ u and B2 = z0 ⊗ v. Then B1, B2 ∈ algL and
B∗1u0 = u and B∗2u0 = v.
Example 4.8 [5]. Suppose H is an infinite dimensional separable Hilbert space with an orthogonal
basis {en : n ∈ N}. For each n ∈ N, let Pn be the orthogonal projection of H onto the linear subspace
of H generated by {e1, e2, . . . , en}. Let ξ = ∑∞n=1 1n en ∈ H. For a subsequence {nk} of N: 1  n1 <
n2 < · · · nk < · · · and limk nk = ∞, we let Qk = Pnk . Then N = {0, I,Qk : k = 1, 2, . . .} is a nest
such that IN− = I and (Qk)N− < Qk for each k and ξ is a separating vector for N ′′. Then the one-point
extension L1 of N by Pξ satisfies the above Hypothesis A.
Suppose that H has an orthogonal basis {ek : k ∈ Z}. For each k ∈ Z, let Qk be the orthogonal
projection of H onto the closed subspace of H generated by {el : l ∈ Z, l  k}. Then N = {0, I,Qk :
k ∈ Z} is aZ-ordered nest with IN− = I, 0N+ = 0 and (Qk)N− < Qk . Let ξ =
∑+∞−∞ 12|k| ek ∈ H. Then the
one-point extension L2 of N by Pξ also satisfies the above Hypothesis A.
FixP ∈ N˜ , unit vectors x0 ∈ P andy0 ∈ (PN−∨Pξ )⊥. ByProposition4.1,weassume thatα(x0⊗y0) =
u0 ⊗ v0.
Lemma 4.9. Let P ∈ N˜ . Then there is a linear mapping UP from P(H) into H such that UPx0 = u0 and
α(x ⊗ y0) = UPx ⊗ v0 for each x in P(H). Moreover, UP is injective.
Proof. It suffices to show that for each vector x in P(H), there exists a unique vector, denoted by Upx
inH such that α(x ⊗ y0) = UPx ⊗ v0. Clearly, we only need to show the existence.
Let α(x ⊗ y0) = ux ⊗ vx . By the hypothesis, there exist A1, A2 ∈ algL and z ∈ P(H) such that
A1z = x and A2z = x0. In the same time, z⊗y0 ∈ algL. Hence u0⊗v0 = α(x0⊗y0) = α(A2z⊗y0) =
α(A2)α(z ⊗ y0). If we write α(z ⊗ y0) = uz ⊗ vz , then u0 ⊗ v0 = (α(A2)uz) ⊗ vz , which yields that
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vz = λv0 for some scale λ 
= 0. Consequently, α(x ⊗ y0) = α(A1z ⊗ y0) = α(A1)α(z ⊗ y0) =
α(A1)uz ⊗ vz = λα(A1)uz ⊗ v0. Let UPx = λα(A1)uz . Then α(x ⊗ y0) = UPx ⊗ v0. 
Lemma 4.10. Let P ∈ N˜ . Then there is a linear mapping Vp from (PN− ∨ Pξ )⊥ intoH such that VPy0 = v0
and α(x0 ⊗ y) = u0 ⊗ Vpy for each y in (PN− ∨ Pξ )⊥. Moreover, VP is injective.
Proof. Obviously, it suffices to show that for each vector y in (PN− ∨ Pξ )⊥, there exists a unique vector,
denoted by Vpy inH such that α(x0 ⊗ y) = u0 ⊗ Vpy.
For a given y in (PN− ∨ Pξ )⊥, it follows from the hypothesis that there exist B1, B2 ∈ algL and
v ∈ (PN− ∨ Pξ )⊥ such that B∗1v = y and B∗2v = y0. Then u0 ⊗ v0 = α(x0 ⊗ y0) = α(x0 ⊗ B∗2v) =
α(x0 ⊗ v)α(B2). If we let α(x0 ⊗ v) = u ⊗ w, then u = λu0 for some nonzero complex number λ.
Hence α(x0 ⊗ y) = α(x0 ⊗ B∗1v) = α(x0 ⊗ v)α(B1) = u0 ⊗ λα(B1)∗w. Let Vpy = λα(B1)∗w. Then
α(x0 ⊗ y) = u0 ⊗ Vpy. 
Lemma 4.11. Let P ∈ N˜ . Then
α(x ⊗ y) = Upx ⊗ Vpy
for each x ∈ P and y ∈ (PN− ∨ Pξ )⊥.
Proof. For arbitrary nonzero vectors x ∈ P and y ∈ (PN− ∨ Pξ )⊥, by the hypothesis there are A1, A2 ∈
algL, z ∈ P(H) and B1, B2 ∈ algL and v ∈ (PN− ∨ Pξ )⊥ such that A1z = x, A2z = x0, B∗1v = y and
B∗2v = y0. Then α(x ⊗ y) = α(A1)α(z ⊗ v)α(B1). If we let α(z ⊗ v) = s ⊗ t, then
α(x ⊗ y) = (α(A1)s) ⊗ (α(B1)∗t). (3)
Using Lemma 4.9 and 4.10, we have
UPx ⊗ v0 = α(x ⊗ y0) = α(A1)α(z ⊗ v)α(B2) = (α(A1)s) ⊗ (α(B2)∗t), (4)
u0 ⊗ Vpy = α(x0 ⊗ y) = α(A2)α(z ⊗ v)α(B1) = (α(A2)s) ⊗ (α(B1)∗t), (5)
and
u0 ⊗ v0 = α(x0 ⊗ y0) = α(A2)α(z ⊗ v)α(B2) = (α(A2)s) ⊗ (α(B2)∗t). (6)
By (4), (5) and (6), there are nonzero complex numbers λ1, λ2 and λ3 such that
α(A1)s = λ1UPx, α(B2)∗t = 1
λ1
v0,
α(A2)s = λ2u0, α(B1)∗t = 1
λ2
VPy,
α(A2)s = λ3u0, α(B2)∗t = 1
λ3
v0.
Comparing these equations, we have λ1 = λ2 = λ3. Hence α(A1)s = λ1UPx and α(B1)∗t = 1λ1 VPy.
Using (3), we obtain that α(x ⊗ y) = Upx ⊗ Vpy. 
Remark 4.12. Suppose P1, P2 ∈ N˜ with P1 < P2. Then (PN1− ∨ Pξ )  (PN2− ∨ Pξ ). For each x in P1 and
y ∈ (PN2− ∨ Pξ )⊥, one obtains
UP1x ⊗ VP1y = α(x ⊗ y) = UP2x ⊗ VP2y.
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Thus there exists a nonzero scalar λ such that
UP2 |P1(H) = λUP1 , VP1 |(PN2−∨Pξ )⊥ =
1
λ
VP2 .
Pick an P0 in N˜ and replace UP and VP by scalar multiples so that they agree with UP0 and VP0 on their
common domains. It follows that there is an linear operator U defined on
⋃{P(H) : P ∈ N˜ }, which
is denoted by D(U), such that U|P = UP for each P in N˜ . Likewise, there is an operator V defined on⋃{(PN− ∨ Pξ )⊥(H) : P ∈ N˜ }, which is denoted by D(V), such that V |(PN−∨Pξ )⊥ = VP for each P in N˜ .
Furthermore,
α(x ⊗ y) = Ux ⊗ Vy (7)
for every rank one operator x ⊗ y in algL.
For an arbitrary nonzero vector x in D(U), we assume that x ∈ P for some P ∈ N˜ and choose a
unit vector y0 in (P
N− ∨ Pξ )⊥. Let α(s ⊗ t) = x ⊗ y0 for some rank one operator s ⊗ t in algL. Then
x ⊗ y0 = Us ⊗ Vt, and so x = U(λs) for some scale λ. Hence U has the range D(U). Consequently, U
is a linear bijection from D(U) onto itself, and D(U) is dense inH and invariant for algL.
Likewise, V is a linear bijection from D(V) onto itself, and D(V) is dense in P⊥ξ (H); Furthermore,
if 0N+ > 0, then D(V) = P⊥ξ and V is a linear bijection on P⊥ξ . Indeed, with a given unit vector u0 in
0N+ , one has u0 ⊗ v ∈ algL for each nonzero vector v in P⊥ξ , and hence, there exists some rank one
operator x1 ⊗ y1 in algL such that u0 ⊗ v = α(x1 ⊗ y1) = Ux1 ⊗ Vy1, which implies that v = V(λy1)
for some nonzero scalar λ.
We have the following theorem.
Theorem 4.13. Suppose that L satisfies the Hypothesis A. Then every algebraic automorphism α of algL
is quasi-spatial, i.e., there is an injective linear transformation U with dense algL-invariant domain D(U)
and dense range such that
α(T)Ux = UTx
for all T in algL and x ∈ D(U).
Furthermore, if 0N+ > 0 and α is bounded, then α is spatial.
Proof. Let U be as in Remark 4.12. Then U is an one-to-one linear mapping with dense algL-invariant
domainD(U) andwith dense range. For each T in algL and nonzero vector x inD(U), we assume x ∈ P
for some P in N˜ and then choose a unit vector y in (PN− ∨ Pξ )⊥. Then we have
U(Tx) ⊗ Vy = α(Tx ⊗ y) = α(T)α(x ⊗ y) = (α(T)Ux) ⊗ Vy.
Hence
α(T)Ux = UTx
for each x in D(U) and all T in algL, so α is quasi-spatial.
Suppose 0N+ > 0 andα is bounded. Then V is an one-to-one linearmapping from P⊥ξ onto itself. For
a fixed unit vector x0 in 0
N+ , since α is bounded, we have ‖Ux0‖‖Vy‖ = ‖α(x0 ⊗ y)‖  ‖α‖‖x0‖‖y‖,
and thus,
‖Vy‖  ‖α‖‖Ux0‖‖y‖
for each y in P⊥ξ . Hence V is bounded, and so invertible in B(P⊥ξ (H)). At the same time, for each x
in D(U), we let x ∈ P for some P in N˜ . Choose a unit vector y0 in (PN− ∨ Pξ )⊥. Then ‖Ux‖‖Vy0‖ =
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‖α(x ⊗ y0)‖  ‖α‖‖x‖‖y0‖, which implies
‖Ux‖  ‖α‖‖Vy0‖‖x‖  ‖α‖‖V
−1‖‖x‖.
Hence U is bounded onD(U), and thus can extend to be a linear bounded operator, still denoted by U,
on the whole Hilbert space H. Clearly, U is surjective because of the surjection of U on D(U), which
implies that the adjoint U∗ is one-to-one. Since V is invertible in B(P⊥ξ (H)), one can extend V to be a
linear bounded operator onH by Vξ = (U∗)−1ξ .
Let x1 ⊗ y1 and x2 ⊗ y2 be two rank one operators in algL. Using (7), we have
〈x2, y1〉Ux1 ⊗ Vy2 = α(x1 ⊗ y1 · x2 ⊗ y2)
= α(x1 ⊗ y1)α(x2 ⊗ y2)
= 〈Ux2, Vy1〉Ux1 ⊗ Vy2.
Then
〈x2, y1〉 = 〈Ux2, Vy1〉. (8)
This holds for every x2 in P2 and y1 in (P
N
1− ∨ Pξ )⊥ and every P1, P2 in N˜ . Choose a unit vector x1 in
0N+ . Then for every y1 in P⊥ξ and x2 in D(U), it follows from (8) that 〈V∗Ux2, y1〉 = 〈x2, y1〉. On the
other hand,
〈V∗Ux2, ξ 〉 = 〈Ux2, Vξ 〉 = 〈Ux2, (U∗)−1ξ 〉 = 〈x2, ξ 〉.
Then V∗U = I on D(U), and hence on the whole space H. Hence U is invertible in B(H), and so
α(T) = UTU−1 for each T in algL. The proof is complete. 
Corollary 4.14. LetL1 be as defined in Example 4.8. Then every bounded automorphism of algL1 is spatial.
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