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Physical simulation has been used for decades to gain insight into physical phe-
nomena, evaluate stability of designs, and in computer graphics to reduce artist
effort. With increasing computational power and algorithmic improvements, we
have not only been able to simulate phenomena in higher resolution and more
complex domains than ever before, but to use simulation as a general problem
solving tool. This thesis explores the use of audiovisual physical simulation
techniques in several directions: creating better design tools, making physical
simulation more accessible, and using simulation to gain insight into mathemat-
ical models and physical processes.
First, we explore the inverse problem of automatically generating an ani-
mation that is synchronized to a recorded sound. Our main insight consists
of sampling a large number of rigid body simulations, and treating them as a
contact-event graph. Paths in this graph correspond to different animations. We
show how to efficiently search this graph to find plausible animations synchro-
nized with an input sound. This provides a new way to design and control
animations, while taking advantage of the fidelity of real sounds which can be
difficult to capture with physically based sound synthesis.
Second, we examine one way to make physical simulation easier to use.
Modal sound synthesis for rigid objects has seen widespread success due to the
ability to precompute vibration modes and radiation fields. However, its speed
comes at a cost: namely the large amount of memory required to store the mode
shapes. We demonstrate how to significantly compress the modes by fitting a
moving least-squares approximation to them. The approximation error is set to
take advantage of human perception, and we also exploit object symmetry to
achieve higher compression.
Finally, we explore using physical simulation to synthesize water sounds,
which are mainly caused by bubble volume vibrations. We introduce a method
to calculate the frequency of bubble vibrations, showing how to accurately take
the bubble’s size, shape, and position into account. In addition to generating
compelling animations, this helps evaluate the quality of current bubble forcing
and damping models, and will hopefully provide a reference to judge future
approximations by.
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2.1 Statistics: For each rigid-body model, a database of 400,000 rigid-
body simulations were used to construct a graph with the indi-
cated number of contact-event nodes. Multiple input sounds are
used, with the average number of contact events (n). Motions
were successfully estimated for most sounds, with the average
search time (in min) for these successful cases reported (search)
along with the average Score. Harder examples often having
many contacts (such as the dice), longer search times, and a lower
score. “Early exits” terminated searches that achieved Score >0.3. 33
2.2 Position Constraint Statistics: For each motion, we report the
maximum and average position errors. Errors are given in cm,
as well as units relative to the longest edge L of the motion’s
bounding box. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1 Compression Statistics including compression ratios (R), trans-
fer sizes, symmetry information, and the diameter (D) are given
for various models. For transfer sizes, we report the total size
and the size if only one of each congruent pair is stored. For the
ellipsoid database of 71 ellipsoids, and the collection of 38 rock
models, we report the total sizes and compression ratios, as well
as the average number of vertices per model. . . . . . . . . . . . 61
3.2 Dependence of compression and reconstruction costs on poly-
nomial degree, m. . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.1 Results. Our fluid simulations used different numbers of cores,
which are reported above. The frequency and radiation solves are
massively parallel, and were computed using 680 cores. Proxy
transfer evaluation was done on a single core, but could be paral-
lelized easily. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
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CHAPTER 1
INTRODUCTION
Physical simulation has long been used in various fields to understand
physical phenomena, to aid in designing objects to withstand real world con-
ditions, and as a creative content generation tool. For decades, the field of
computer graphics has developed and utilized physical simulation as a means
to add detail to animations while reducing artist effort. The earliest inter-
ests focused on the simulation of visual phenomena. This continues to be
the main focus of computer graphics simulation, and has seen success in var-
ious areas such as rigid bodies [10, 11, 64, 19, 55, 143], fluids [147, 59, 60], de-
formable objects [156, 155, 14, 133], smoke [57], fracture [113, 171], rods and
threads [21, 20], cloth [12, 80], muscle and tendons [134, 150], ice [82], light-
ning [83], and snow [148]. As algorithms have improved, and computational
power has increased, simulation has been utilized in novel ways, including
interactive simulation editing [15], learning character controllers such as dress-
ing [39], bicycle stunts [152], and swimming [153]. Simulation has also been
used in multiple ways to improve 3D printing, such as designing objects with
specific audio properties [22] and hydrographic printing [169].
To make simulation a useful tool for content generation, users often require
artistic control of animations. A variety of techniques for control of rigid body
animations have been proposed, including spacetime optimization [167, 40],
interactive navigation [122], motion sketching [123], and various sampling meth-
ods [154, 36, 161, 160]. Character animation is commonly controlled with mo-
tion graph techniques [86, 91, 7, 81, 90]. Control methods for deformable ob-
jects have included motion graphs [77], spacetime constraints [67] and optimiza-
tion [13], and rest pose adaptation [43]. For fluids and smoke, methods include
1
keyframing with multiple shooting [157], the adjoint method [104], and guide
shapes [111].
Sound is also an important aspect of virtual experiences. The default method
for adding sound to film and animation has been foley. Named after Jack Foley,
who began adding sound to silent movies at Universal Studios in the 1920s, foley
consists of recording sounds andmanually lining them up to events in movies or
animation. Recently, there has been work on simulating the sound that objects
in animations make, in order to automatically generate realistic, synchronized
sounds and reduce foley effort. Sound is pressure waves that travel through the
air (or other mediums). The simulation of sound can be roughly split into two
main areas: synthesis, which describes how objects generate pressure waves;
and propagation, which describes how pressure waves travel through the envi-
ronment.
The main way solid objects generate sound is through surface vibrations.
Early work in computer graphics explicitly resolved these vibrations through fi-
nite element simulations integrated at audio rates [114]. The special case of rigid
objects can be solved efficiently through a precomputed modal decomposition,
and has attracted a moderate amount of interest [115, 75, 25, 172, 165]. Other
types of objects and phenomena such as thin shells [32], fire [33], cloth [5], frac-
ture [171], acceleration noise [35, 34], and water [170, 110] have required special
treatment due to the various and complex ways in which they generate sound.
In addition to how objects generate sound, compelling audio simulation
requires modeling the propagation of sound waves. Early work in computer
graphics utilized geometric acoustics methods such as beam tracing [61] possibly
including edge diffraction [158]. These models work well in the high frequency
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regime, but at mid and low frequencies diffraction effects become important.
More recent work has focused on simulating wave propagation to capture these
effects [128, 130]. For rigid objects in free space, propagation is usually com-
puted by solving the Helmholtz equation for each mode shape. Solutions are
precomputed for each mode using a boundary element method, capturing com-
plex boundary effects and allowing efficient runtime evaluation [75].
In this thesis we explore several problems at the intersection of audio and
simulation, and explore how audiovisual simulation can be used as a tool to do
more than simply simulate physical phenomena.
Chapter 2 explores the inverse problem of synthesizing an animation to match
a recorded sound. This allows us to leverage the realism of recorded sounds,
which can be difficult to reproduce with physically based sound synthesis. It
also provides a method of motion control based solely on sound.
Chapter 3 solves one of the longstanding problems with modal sound models:
the need to store the entire mode matrix in memory at runtime. The memory
requirements limit the size (larger objects have more modes) and number of
objects that can be simulated. By fitting moving least squares approximations to
mode shapes, and exploiting symmetry and human perception, we are able to
achieve up to 1000x compression ratios without any audible degradation.
Chapter 4 investigates the simulation of water sounds, which are generated
primarily by bubble volume vibrations. While previous methods have been pro-
posed in computer graphics, they have relied on ad-hoc methods for frequency
estimation and idealized bubble models. We demonstrate the first method to
accurately account for the complete frequency effects of bubble size, shape, and
position. This allows us to generate more realistic fluid sounds, with more of a
3
basis in physics than previous methods.
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CHAPTER 2
INVERSE-FOLEY ANIMATION
Sliding......................................................
Figure 2.1: Rigid-bodymotion from sound: Given a recording of contact sounds
produced by passive object dynamics, Inverse Foley Animation can estimate
plausible rigid-body motions that have similar contact events occuring at similar
times (Carton example).
In this chapter, we introduce Inverse-Foley Animation, a technique for optimiz-
ing rigid-body animations so that contact events are synchronized with input
sound events. A precomputed database of randomly sampled rigid-body con-
tact events is used to build a contact-event graph, which can be searched to
determine a plausible sequence of contact events synchronized with the input
sound’s events. To more easily find motions with matching contact times, we
allow transitions between simulated contact events using a motion blending
formulation based on modified contact impulses. We fine tune synchronization
by slightly retiming ballistic motions. Given a sound, our system can synthe-
size synchronized motions using graphs built with hundreds of thousands of
precomputed motions, and millions of contact events. Our system is easy to
use, and has been used to plan motions for hundreds of sounds, and dozens of
rigid-body models.
2.1 Introduction
Synchresis: “... the spontaneous and irresistible mental fusion, completely
free of any logic, that happens between a sound and a visual when these
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occur at exactly the same time.” [38]
If you hear contact sounds of an object bouncing around on the floor, you
can probably create a plausible picture in your mind of what is happening. Un-
fortunately, computers and robots do not know how to hallucinate such motions
just from the sound alone. In this work, we explore how contact sounds can
be used to automatically synthesize plausible synchronized animations. Be-
yond pure intellectual curiosity, there are several reasons for doing so. Appli-
cations include low-cost sound-based motion capture, where plausible motion
can be estimated or designed using sound alone. Sound can also help improve
video-based estimation of rigid-body motion by providing contact event times,
especially for blurry images of fast moving or small objects. In computer an-
imation and games, synchronized contact sounds are commonly added “after
the fact,” by hand, or with event-triggered sound clips, or using digital sound
synthesis. Unfortunately, manually adding sound to complex animated phenom-
ena can degrade audiovisual synchronization, especially for rigid body motion,
where mis-synchronized sound and impact events can be apparent. In con-
trast, digital sound synthesis can compute synchronized sound directly from
the physics-based computer animation, but it can be difficult to achieve the
realism of recorded sounds for many common objects. In this paper, we ex-
plore an alternate computational way to ensure audio-visual synchronization
for physically based animation, while retaining the richness of pre-recorded and
custom-designed sound effects.
Our technique, Inverse-Foley Animation (IFA), optimizes rigid-body anima-
tions to synchronize contact events with input sound events. We explore this
sound-constrained motion design problem in the context of passive rigid-body
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dynamics (see Figure 2.1).
Motion DatabaseRigid-Body Model Contact-Event Graph
Motion Search
Input
Contact
Times
sample
Synchronized Motion
Figure 2.2: Overview
Given an input recording of contact sounds produced by a single object, a
user indentifies contact event times when simulated rigid-body contact events
likely occur. A virtual rigid-body dynamics model is constructed that approxi-
mates the scenario in which the sound was recorded. Since it is very difficult, if
not impossible, to optimize a rigid-body simulation’s parameters (initial condi-
tions, restitution, friction, geometry, etc.) to produce contact events at the exact
same times, we use the following data-driven approach. First, stochastic sam-
pling is used to generate a rigid-body motion database, which we interpret as a
library of rigid-body contact events (nodes) connected by ballistic rigid-bodymo-
tions (edges). To help synthesize plausible contact event sequences that match
the desired event times, we construct a contact-event graph, and introduce addi-
tional transition edges between contact-event nodes with similar attributes, e.g.,
similar orientation and velocity. By precomputing motion on a plane, we are
able to globally adjust position, and planar orientation of contact events, using
suitable transformations. We blend from one post-impact trajectory to another
by optimizing a small impulse correction to match the subsequent contact state,
e.g., orientation. A cost function is used to penalize implausible motion tran-
sitions, and to better synchronize with the sound. Modest motion retiming is
used to obtain perfect synchronization with the input sound. Our contact-event
graph can be searched for plausible motion paths, and supports constraints so
the final contact event occurs at a contact-event node which is a terminal resting
state. Additional contact constraints can be also be introduced, such as to make
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an object land in a particular orientation, or to match contact locations observed
in a video capture (see Figure 2.14). An overview of our approach is shown in
Figure 2.2.
Using our approach we were able to generate plausible rigid-body anima-
tions with realistic synchronized sound. Our system has successfully synthe-
sized motions for dozens of objects (see Figure 2.13) and hundreds of sounds,
many of which would be hard to synthesize sounds for digitally, e.g., a scruffy
bulb of garlic.
Our technique also provides a newway for animators to use sound to design
physics-based animations. Unlike in space-time keyframing or other motion
control techniques, our method only requires the user to specify time constraints
on the simulation. We explored examples of physics-based motions designed
using nonphysical input signals, such as timings from music scores.
2.2 Related Work
Event-based sound techniques [151] are widely used in computer graphics to
synchronize sound effects, such as “clicks,” with animated contact events, and
pre-recorded sounds are routinely added by sound designers, or generated by
foley artists, to enhance contact events. Unfortunately, complex sounds, es-
pecially involving multiple contact events of bouncing, sliding, rolling, chat-
tering, etc., can be difficult to synchronize with pre-generated visual events.
Alternately, recent advances in physics-based sound synthesis have enabled
the generation of physics-based animations with various synchronized contact
sounds [165, 114, 32, 171, 35]. Unfortunately, despite perfect synchronization,
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generating realistic physics-based sound models can be hard for natural sounds,
such as a crumpled paper ball, or a thin plastic shell, hitting a specific wooden
surface. In contrast, we leverage natural recorded sounds, and explore ways to
optimize audiovisual synchronization using motion control.
Inverse-Foley Animation can be viewed as a spacetime optimization prob-
lem [167, 40] involving rigid-body motion laws and frictional contact physics,
but devoid of other spatial constraints. Unfortunately this motion estimation
problem is extremely underconstrained and mathematically ill-posed, which
complicates convergence for nonlinear optimization methods. Prior methods
for motion design have leveraged the ability of humans to interactively navigate
the space-time solution space of rigid-body contact events to obtain desired mo-
tions [122]. Unfortunately, they do not appear suitable for navigating time-only
constraints efficiently, and while their derivative-based search methods could be
used to optimize a sequence of contact times, they are inherently local methods
whereas future contacts are easily created/destroyed when optimizing initial
conditions and contact force perturbations. Motion sketching has been proposed
to help animators estimate plausible motions they desire [123], which exploits
the sketch to provide a good initial guess to help nonlinear optimization meth-
ods converge. In contrast, Inverse-Foley Animation is essentially a time-based
sketch, which lacks spatial information to help nonlinear optimization.
Random sampling techniques have been used to explore the space of initial
conditions and other simulation parameters, that could produce desired out-
comes [154]. Barzel et al. [16] introduced the idea of plausibility for animations,
arguing that there can be many acceptable simulations. Markov chain Monte
Carlo (MCMC) has been used to sample animations satisfying specified con-
straints [36]. Similar sampling methods can be used to optimize contact-event
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times, however downsides are that optimization times can be long, and that
some methods (such as MCMC) require extensive parameter tuning. In addi-
tion, we found that forward sampling methods have a hard time hitting all of
the contact event times, necessitating frequent restarts, and that it can be very
hard to find plausible contact events that lead to terminal (zero energy) contact
states at the desired times using forward search. Sampling reverse-time rigid-
body motion might be better suited to this latter case, however the ill-posed
nature of reverse-time motion poses its own challenges [161], and sampling mul-
tiple time-based constraints is still difficult. Many-Worlds Browsing [160] allows
users to efficiently explore large numbers of sampled rigid-body simulations
using a ranking interface, interactive browsing methods, and user-guided adap-
tive contact-force sampling, but does not provide any specific tools for global
optimization of motion synchronization to find those needle-in-a-haystack sim-
ulations. In contrast, given an input sound, our contact-event graph can search
a contact-event database to estimate synchronized motions. By using blending
and time warping, our system can find plausible solutions even when the time
constraints are hard (or infeasible) to satisfy.
Our use of contact-event graphs are closely related to “motion graph” tech-
niques used to animate characters using motion-capture databases [86, 91, 7].
Prior work did not explore motion graphs for single rigid bodies since their
motion is easy to compute, and other methods exist for rigid-body control. In
contrast, we consider a graph of rigid-body contact events to optimize contact
times efficiently. Like motion graphs, we also exploit the planar nature of mo-
tions in our database to freely orient and position contact events on the plane.
There are several differences between contact-event graphs and traditional mo-
tion graphs. Motion graphs typically transition between each frame, whereas
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contact-event graphs transition between contact events, with edges representing
rigid-body free flight. Also, motion graph techniques often rely on ensuring the
graph is connected, so arbitrarily long streams of motion can be synthesized. In
passive rigid-body motion, energy is lost during each contact, so we may not
expect to revisit states, and arbitrarily long streams of motion are not possible
without accumulating large transition errors.
Synchronization has also been studied in work on aligning animation with
sound andmusic. Cardle et al. [31] analyzed inputMIDI scores, and transformed
keyframe animation curves to improve synchronization. Kim et al. [81] extracted
motion beats from input motion data, used these motion beat examples as nodes
in a movement transition graph, and traversed the graph to synthesize motion
that aligned to an input MIDI signal. Lee and Lee [90] used a “music graph” and
retiming techniques to modify background music and animation curves simulta-
neously. In constrast, our contact-event graph method is heavily constrained by
rigid-body contact physics. We also use time-warping techniques [29] but only
to adjust simulated contact-event times to better match an input sound track.
In computer vision, the estimation of ballistic rigid-body motions can be
challenging for fast motions and nonsmooth trajectories due to contact [168],
and physics-based models can improve motion tracking [53]. For example, Bhat
et al. [23] estimate ballistic rigid-body motion from video using an optimization
method that exploits the smoothness of free-flight motion to track translational
and rotational motion. In contrast, we use sound to constrain contact event
times of nonsmooth rigid-body motions, possibly with position-level contact
constraints from video, but with different yet plausible free-flight motions.
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2.3 Input Contact-Event Specification
Given an input sound or other signal (e.g., MIDI events) for which we wish to
find a synchronized animation, we first identify the timing and amplitudes of
“contact events” in the audio stream. Unfortunately, identifying contact events
robustly and automatically for arbitrary contact sounds, or other creative inputs,
is a tricky problem, and we therefore rely on the user to provide the following
information to the motion synthesis system.
Contact-time signature of sound: The user provides the following contact-event
attributes:
• the target contact event times, t¯1, . . ., t¯n, associated with the approximate
beginning of each of n significant contact events. Without loss of generality
we assume that t¯1=0.
• the rough duration of each contact event, ∆t¯k. “Discrete” contact events,
such as bouncing, which have no significant contact duration are given
a zero duration. Longer and more complex “continuous” sequences of
contact events, such as sliding or rapid sequences of micro-collisions at the
end of motions, are given a nonzero duration (see Figure 2.3).
These times and durations indicate when contact activity should occur in the
animation, and are determined by the user listening to the sound, and mark-
ing it in a sound visualization tool, such as Audacity. We refer to the list of
significant contact event times and their durations as the contact-time signature,
T¯ = {(t¯k,∆t¯k)}k=1..n. In practice, it takes less than aminute to identify contact events
for a given input sound. Please see Figure 2.4 for examples of annotated contact
sounds used in our system.
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Bolt CoffeeCup Garlic BeerCanCrushed
Figure 2.3: Simulated continuous contact events synchronized to input
sounds: a sliding bolt, a chattering coffee cup, the scruffling of a rolling gar-
lic bulb, and spolling of a crushed beer can.
The last contact event, n, is flagged as being a terminal contact state (i.e., a
stable, zero-energy, rest state), or not. If not, then the synthesized motion can
“bounce” out of the final contact event, instead of having to come to rest.
Figure 2.4: Input soundwith user-annotated contact-event times.
Contact event amplitudes: Given the user-annotated sound signal, we can auto-
matically estimate contact event amplitudes, a¯1, . . ., a¯n, from the sound signal.
For a discrete event at time t¯k, we set the amplitude a¯k to be that of the nearest
peak in a small time window—we use 20 ms in our setup. For continuous events,
we use the amplitude values in the continuous region which the user selected.
Assuming contact event k is s samples long, we refer to the amplitude in the jth
bin as a¯k[ j]. To normalize the amplitudes, we divide through by a¯1, such that
hereafter we assume that a¯1 = 1 (if the first event is continuous, we normalize by
max a¯1[ j], j = 1, . . . , s).
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2.4 Rigid-Body Contact Problem
We seek to estimate motion for a single dynamic rigid body undergoing a se-
quence of contact events with a planar environment. In this section we define the
rigid-body problem, notation, and its contact-time signature used to optimize
synchronization.
Preliminaries: Rigid body dynamics is standard in computer graphics, and we
refer the reader to an appropriate reference [19]. We will assume that the surface
of the object, Γ, is approximated by a triangle mesh. The rigid-body motion is
described by the following variables. The body has mass m, and body-space
inertia tensor I . Let the position of its center of mass be x, its orientation given
by the quaternion q, the linear velocity by v, and the angular velocity is denoted
by ω. The rigid-body position is p = (x, q), its velocity is v = (v,ω), and the total
state is given by ψ = (p, v). Gravitational acceleration is g. In our implementation,
rigid-body motions were simulated using the Open Dynamics Engine (ODE),
with contact modeled as a non-penetration constraint and solved as a velocity-
level LCP. For planar contact, the convex-hull of each object model was used for
rapid simulation.
Contact Events: For simplicity, assume that the environment is a single infinite
plane, and that the rigid body undergoes passive motion under gravity that
leads to sound-producing contact events with the plane (see Figure 2.5). We
denote the times of these contact events by t1, t2, . . ., tn for a sequence of n contact
events, and again we are free to assume that t1=0. These events may be either
what we will call “discrete contact” events, such as bouncing impact, or longer
“continuous contact” events, such as rolling, sliding, or rapid chattering. In either
case, let tk denote the starting time of the k
th event; denote the time immediately
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before the contact event by tk− and immediately after by tk+. Denote the position
at the start of the contact event by pk, the pre-impact velocity by vk− = v(tk−),
and the post-impact velocity by vk+ = v(tk+). For discrete contact events, such
as bouncing, we can often assume without loss of generality that the event is
instantaneous, i.e., tk− ≈ tk+, however, in practice, the contact event may last one
or more time steps depending on the type of integrator or contact resolution
method used. In contrast, for continuous events, contact forces exist for a longer
period of time, with tk− < tk+. We denote the rigid-body state immediately before
impact by ψk− and the state immediately after impact by ψk+.
Figure 2.5: Contact Sequence
Contact-time signature of motion: In order to simplify comparison with other
sounds and signals, we use a contact-time signature to summarize the rigid-body
animation contact event sequence. Analogous to the contact-time signature for
the input sound, T¯, we can define a contact signature for the simulation, T, that
consists of the contact start times, tk, and the contact duration ∆tk = tk+ − tk−.
Ideally one could search the simulation space to find motions with matching
contact-time signatures, T = T¯. However, the raw simulation output is noisy, and
requires some filtering before direct comparison to the simplified user-specified
T¯. Without loss of generality, assume a fixed time step integrator, and consider
the sequence of rigid-body contact impulses whose two-norm magnitude is
given by fi ≥ 0 at time step i = 1 . . . N. Based on this contact impulse data, we
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can generate an initial noisy version of T, which we then filter as follows (see
Figure 2.6).
Im
p
u
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e
Figure 2.6: Filtering the simulation’s contact-time signature: There is a discrete
event at time t1. Several close events are grouped into one event between times
t2− and t2+. There is a continuous event between times t3− and t3+. The resting
contact at the end, denoted by the dashed line, is clipped.
First, we filter T to remove small gaps between events by merging adjacent
contact-event intervals that are separated by less than a small amount δt; in our
implementation, we use δt = 10 ms. For example, if [t−, t+] and [t′−, t
′
+
] are adjacent
(with t∗ < t′∗), we will merge them to form [t−, t
′
+
] iff t′−− t+ < δt. Contact events are
renumbered accordingly after a merge. Note that this merging process creates
longer “continuous” contact events that contain multiple micro-collision events.
Second, we filter T to detect discrete (short-lived) impact events. Contact
events with duration below a specified duration δt are replaced by zero-duration
discrete events: if ∆tk < δt then we set ∆tk = 0. In our implementation, we used
δt = 10 ms for most examples; however, we used δt = 30 ms for the BeerCan,
Garlic, and Nut, to ensure the continuous sounds of those objects were treated as
continuous events, and not broken up into many microevents.
Third, continuous contact events (with ∆t > 0) can require additional filter-
ing, since final resting states have nonzero contact impulses for which no contact
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sound will be produced. We therefore detect resting contact states using a ve-
locity criterion, and clip the final resting-contact time interval appropriately, i.e.,
[tn−, tn+] → [tn−, t′n+] for t′n+< tn+.
Finally, contact-impulse amplitudes ak are accumulated along the way for
contact events in T. These are computed as the two-norm of all contact impulses
fi associatedwith each contact event. Given the importance of relative amplitude
changes, we normalize all amplitude variations such that a1 = a¯1 = 1. Note
that simulated impulse amplitudes ak and contact sound amplitudes a¯k are very
different quantities and can not be directly compared, e.g., to require “ak = a¯k.”
Given the different nature of impulses and sound, these comparisons can only
be used to very roughly specify when large or small impacts occur. Note that
this normalization is always computed based on the first event in the motion
path, which is not always the first event in the simulation (see § 2.5).
Synchronized motion problem: The central problem we solve is to find a plausi-
ble rigid-body motion which is synchronized with the input sound, in the sense
that the sound’s T¯ is equal (or close) to the simulation’s T, and that the relative
amplitude variations are similar. Given that the first contact is always synchro-
nized (since t¯1= t1=0 and a¯1=a1=1), we essentially have n − 1 remaining contact
events to synchronize. The parameters to be optimized are the initial conditions
of the initial impact ψ1−, as well as small contact impulses that can perturb each
contact event. While other simulation parameters are also uncertain, such as the
rigid body’s shape, mass, etc., as well as the contact friction and restitution prop-
erties, for simplicity we will assume that these are fixed and specified reasonably
by the user.
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2.5 Contact-Event Graph Approach
We use a data-driven approach to approximate solutions to the synchronized
motion problem. Given the prevalence of flat surfaces in our environments, our
method is optimized to find synchronized motions of a single rigid body in a
planar environment.
2.5.1 Sampling Rigid-Body Motions
We construct a database of rigid-body contact events by simulating thousands of
rigid-body contact sequences as follows. We randomly sample the pre-contact
state of the object, (x1−, q1−,v1−,ω1−), at the time of first contact. Given translation
invariance of the planar environment, it is sufficient to select any center-of-mass
position x1− above the contact plane. We then sample a random quaternion ori-
entation q1− [87] (Figure 2.7a). The object is then pushed down into contact with
the plane by finding the minimum-height vertex on the object (Figure 2.7b). The
pre-contact velocities are sampled as follows (Figure 2.7c). The direction of the
linear velocity v1− is importance sampled from the lower hemisphere (so that
the velocity is into the plane) with a cosine distribution about the normal used to
emphasize more vertical directions1; the magnitude ‖v1−‖2 is uniformly sampled
(we use [0.5, 4] m/s). Angular velocities are nonuniformly sampled from within
a 3-ball; we sample a random direction ωˆ1−, then uniformly sample the magni-
tude (we use [0, 20] rad/s) so as to bias the magnitude toward zero to avoid too
many motions with rapidly spinning initial conditions. Using these initial pre-
1For most example objects, dropping was the natural motion, so we only sampled the lower
hemisphere up to 30o from vertical. For the Nut and Bolt, where rolling motions were common,
we sampled up to 80o from vertical.
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contact conditions, the simulation is run forward until the object comes to rest
(Figure 2.7d). To obtain pre-contact ballistic motion to animate motion for t < t1,
we integrate the initial state backwards in time until an earlier contact is found
(Figure 2.7e); we simply forward integrate the rigid-body with negated-velocity
initial conditions, (p1,−v1−). This process is repeated as many times as necessary
to create a database of simulations. Note that given translational invariance,
this motion sampling problem has 3 rotation and 6 velocity degrees of freedom;
further exploiting planar rotational invariance yields an 8-dimensional sampling
problem.
(a) (b) (c)
(d) (e)
Figure 2.7: Motion Sampling: To sample initial simulation parameters, we (a)
sample a random orientation, (b) push the object into contact, (c) sample linear
(red) and angular (blue) velocities, (d) simulate forwards until the object comes
to rest, and (e) simulate backwards to obtain pre-contact ballistic motion.
2.5.2 Contact-Event Graph Construction
The motion database is turned into a contact-event graph where each node rep-
resents a contact event, and edges represent inter-contact motions that transition
between these contact states (see Figure 2.8). The weight on each edge represents
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how expensive each transition is, which measures both rigid-body contact state
errors, as well as synchronization errors when used for a specific contact-event
time.
Figure 2.8: Contact nodes and edges: Nodes represent contact states, and edges
represent transitions between these states. Solid arrows are physically simulated
transitions, and dotted arrows are transitions we can make by computing a
motion connection.
(a) (b) (c) (d)
Figure 2.9: Contact Registration (top down view): (a) To transition from state
ψi to state ψ j+1, we register state ψ j to state ψi. (b) First a planar translation is
applied to align ψ j with ψi. (c) Then a planar rotation is applied to minimize
the orientation error between ψi and ψ j. (d) Then we can evaluate the transition
from ψi to ψ j+1.
For each of the randomly simulatedmotions, we compute the filtered contact-
time signature, T, associated contact states (see §2.4), and contact amplitudes.
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Each rigid-body simulation is abstracted as a sequence of contact-event nodes
connected by edges which represent connecting trajectories. Terminal nodes rep-
resent contact states that bring the object to rest, and they are used exclusively
to synchronize with terminal events in the input contact-time signature.
2.5.3 Motion Transitions
Given two motions which have similar contact events (similar post-contact ve-
locity, orientation, etc.), we now describe how to smoothly transition from one
motion to the other (see Figure 2.10).
Figure 2.10: Transitions: Given two simulated contact sequences ψi → ψi+1 and
ψ j → ψ j+1, we can transition from ψi to ψ j+1 by registering ψ j to ψi and computing
a motion connection.
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Registering contact events
To evaluate contact state similarity (for edge weight determination) or to eval-
uate a motion transition, we exploit translational and rotational invariance on
the plane to rigidly register contact events, thereby increasing the fit quality. To
register two contact states i and j, we can transform state j to better match i
by performing a planar registration of the two contact states at the post-contact
times, ti+ and t j+ (see Figure 2.9). The rigid transformation involves (1) a 2D
translation that best aligns the center of masses of the two bodies, and (2) a pla-
nar rotation that best aligns the orientations, qi+ and q j+. There is an analytical
formula for this rotation [140].
Motion Connections
Given two similar contact states i and j, which we assume are registered, we can
smoothly transition from state i to state j+1 by computing a modified rigid-body
trajectory that connects the states. However, unless these two motions are very
similar, directly interpolating the rigid-body trajectories through time, e.g., using
rotational slerp or other methods for SE(3) interpolation [18, 68], can introduce
nonphysical distortion for motions with very large and/or different angular
velocities. Instead, we propose a different approach that involves computing
a perturbation to the ith post-contact momentum, so that the resulting motion
matches the (registered) position and orientation at j+ 1. In our implementation,
we compute momentum perturbations separately for the linear and angular
components given the over-constrained nature of the boundary value problem.
Given two registered discrete-event contact states, i and j, we evaluate the
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ballistic trajectory connecting i to k = j+ 1 by evaluating their linear and angular
motions as follows. Without loss of generality, assume that contact events i and
j both end at time t = 0, and impact k occurs at time T later. In our system we
set T = T j.
Linear Motion Connections: Linear blending is relatively simple, and is per-
formed by computing the post-impact linear velocity required for the object’s
center of mass, starting at xi+, to end up at xk− at time T later. It can be computed
directly as vblend= (xk− − xi+)/T − Tg/2, and is simply a modified vi+.
Angular Motion Connections: The angular motion connection is slightly more
involved. Denote the post-contact angular momentum (which is preserved
over the ballistic trajectory) by Li+ and L j+, respectively. We seek to find an
angular motion trajectory that has initial orientation qi+ at t = 0, and attains
the final orientation qk− at t = T . There are many possible solutions to this
boundary value problem, and we use a forward shooting method that starts at
qi+, then seeks to hit qk− while keeping the initial angular momentum close to
that of the original motions. Specifically, we seek a free-flight rigid-body an-
gular motion that has an initial angular momentum near the average of the
two momenta, L = (Li+ + Lk−)/2 + ∆L, where ∆L is a correction, such that
||∆L||2
I−1 = ∆L
TI−1∆L = ∆ωTI∆ω is ideally small. We define an endpoint ori-
entation error using the quaternion error function f (∆L) = | log
(
q(T,∆L)q−1
1
)
|2
where q(T,∆L) is computed by integrating Euler’s angular equations of motion
for the rigid body. By linearizing f (∆L)≈ f (0) + J ∆L, where J = ∂ f
∂∆L
∈ R1×3 is
the Jacobian (which we compute using forward differences), we can write the
Newton’s method update (with weighting) as ∆L=WJTλ, then determine λ so
that f =0, and thus obtain ∆L=−WJT (JWJT )−1 f (0). The weighting matrix W is
set to the inertia matrix I , thus giving extra momentum to heavy axes. When
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doing the Newton step, we damp the updates to avoid large angular changes
which could lead to instabilities. We use a simple model to reason about angu-
lar changes, ∆θ ≈ ||∆ω||T = ||I−1∆L||T ; in our implementation, the ∆L update is
scaled so that ∆θ is less than 10o. In rare cases where Newton’s method does not
converge, we simply discard the edge.
Time Warping: Any transition edge can be slightly re-timed to match the target
inter-contact time T using time warping [29], however in practice only very
limited retiming is used since this can lead to significant distortions. In practice
we are able to achieve target times by keeping retiming effects less than 30%.
Note that any retiming is done after blending to avoid retiming the equations of
motion.
2.5.4 Edge weights for inter-contact transitions
Transition errors can be divided into two types: (1) static errors for motion,
which include velocity and orientation differences; and (2) dynamic errors for
sound synchronization, which include retiming, amplitude errors, and whether
the event is terminal or not. Static errors depend only on the contact events from
the database, whereas dynamic errors are input-sound related and depend on
the target contact signature being matched.
Transition quality is measured by a factored edge weight model:
w = fv fq ft fs fE fend (2.1)
where the affinity factors f∗ correspond to velocity match ( fv), quater-
nion/orientation match ( fq), time warping to ensure synchronization ( ft), contact
sound/force similarity ( fs), energy limiter ( fE), and terminal events ( fend). Higher
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edge weights correspond to better transitions. We now describe these factors,
and the tuned parameters used in all of our examples.
Figure 2.11: Static state comparison: (Left) The plausible region for velocities de-
pends on the magnitude and direction of ∆vi. (Right) Orientations are compared
based on the smallest angle of rotation between the two states.
Post-contact velocity similarity is assessed based on the simulated velocity
change ∆vi=vi+ −vi− (see Figure 2.11), and ∆ωi=ωi+ −ωi−. We define plausibility
parameters which represent the maximum plausible angle change for the linear
(θL) and angular (θA) velocities, and the maximum plausible relative magnitude
change for the linear (φL) and angular (φA) velocities. Inspired by O’Sullivan
et al. [117], we use θL = 20
o, φL = 0.4, and φA = 0.2; for θA, we set θA = 10
o. We
evaluate the velocity similarity between two states using a weighted squared
magnitude. We first compute rotations RL and RA, which rotate ∆vi and ∆ωi to
(1, 0, 0), respectively, and compute
veval =

RL(vblend − v j+)
RA(ωi+ − ω j+)
 .
We evaluate the magnitude of veval using a scaling matrix which sets the mag-
nitude to 1 at the edge of the aforementioned plausible region: defining the
25
diagonal matrix, C−1=diag(a, b, b, c, d, d),
a = φL‖∆vi‖ b = φL‖∆vi‖ tan(θL)
c = φA‖∆ωi‖ d = φA‖∆ωi‖ tan(θA) (2.2)
we set
fv = e
−‖Cveval‖2 . (2.3)
The Gaussian halfwidth occurs at ‖Cveval‖2 ≈ 0.69, and so values outside our
“plausibility” region (‖Cveval‖2 > 1) are unlikely.
Orientation error is important because it affects how much blending will be
necessary to perform the transition. The exact plausibility parameter is difficult
to quantify, due to the non-linearity of the equations of motion, as well as the
fact that the amount of blending required also depends on the velocity similarity
and length of the transition. The amount of acceptable orientation difference
also depends on the length of the transition, since large differences for short
transitions could require large connection impulses. We examine the similarity
as a rate of angle difference per unit time. Letting θ = | log(qiq−1j )|, we set
fq = e
−cq max
(
θ2
T2
, θ
2
T2
0
)
(2.4)
where cq = 0.85 and T0 = 0.2 (this sets the Gaussian halfwidth to
θ
T
= 0.9 when
T < T0, and limits the halfwidth to
θ
T0
= 0.9 when T ≥ T0, which is about 10o).
Time warping improves synchronization, and its excessive use is penalized
by the ft factor. Given the goal duration of the inter-contact trajectory, T
∗, and
the blended trajectory time, Tb, we use
ft = e
−ctT 2eval where Teval =
(
max(T ∗,Tb)
min(T ∗,Tb)
− 1
)
, (2.5)
with ct=100. This sets the Gaussian halfwidth to 7% retiming, and ensures that
retiming errors beyond 15% are unlikely.
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Target event sounds and contact forces are compared using 3 weights. Signifi-
cant differences in relative amplitudes of the contact sound a¯ and the simulated
contact force a are penalized using the amplitude factor
fa = e
−ca |a¯−a|2 (2.6)
where ca = 2.78, which sets the halfwidth to 0.5. The difference in continuous
event lengths, ∆t1 and ∆t2, is measured using
fl = e
−c∆ |∆t1−∆t2 |2; (2.7)
we use c∆=7000, setting the halfwidth to 0.01 seconds. To better synchronize am-
plitudes within continuous events, e.g., near the start or the end (see Figure 2.12),
we match the centroid time of the sound event amplitude distribution, a[k], (or
contact force amplitude, a¯[k]) as τa = (
∑n
k=1 a[k]k∆t)/(
∑n
j=1 a[ j]) (similarly, τa¯ for
a¯[k]). Given the event’s sound and force centroid times, τa and τa¯, respectively,
we compare them using the factor
fc = e
−c∆ |τa−τa¯ |2 . (2.8)
The sound comparison affinity factor is the product of the 3 weights,
fs = fa fl fc. (2.9)
For discrete contact events (where ∆t ≈ 0), only fa contributes.
Spurious energy gains are avoided by further restricting transitions. The en-
ergy of a state immediately before (-) or after (+) the ith contact event is given
by
E(ψ±i ) =
1
2
(
m‖v±i ‖2 + (ω±i )TIω±i
)
+ mgh±i
where h±i is the height of the object’s center of mass. To discourage transitions to
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Figure 2.12: A continuous contact event (MetalCup desk 02): Using the sound
amplitude (shown at bottom) and force amplitude centroids, we not only syn-
chronize its initial impact (Left), but, as the mug rolls (Middle), also the later
handle impact (Right).
higher energy states2 we set
fE =

1, E(ψ−i ) > E(ψ
+
j ),
0, otherwise.
(2.10)
Terminal nodes are used for the final contact event if the object is required to
come to rest, and this is achieved by the fend factor: if we are currently consider-
ing transitions from event m in the target sequence T¯, then
fend =

1, if (m not terminal) XOR (state j + 1 is terminal),
0, otherwise.
(2.11)
2.5.5 Searching for Synchronized Motions
Walks in the graph correspond to synthesized rigid-body contact sequences.
Edge weights are defined such that larger edge weights correspond to good
transitions. We define the path quality (or score) as the product of the edge weights, in-
2We found that requiring E(ψ+
i
) > E(ψ+
j
) can be too restrictive, especially if the rigid-body
model’s restitution value is too low.
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stead of the sum. Consequently a motion path can obtain a bad (near zero) score
if there exists one rather implausible transition (with near zero edge weight).
Given the large search space, we find walks in the graph using a branch and
bound technique similar to [86], utilizing a k-d tree to quickly find the closest
(best transition) events to the event we are currently at. If the input time signa-
ture has only one event, we can simply select a terminal event and its incoming
motion. More generally, for n > 1 contact events, we find a feasible node syn-
chronized with the second contact event at t¯2 by considering all events i, where
Ti−1 is close to (t¯2 − t¯1). Subsequent contact events are found by considering sub-
paths of bounded search depth, e.g., the next 5 contact events, using a branch
and bound technique. Edges are explored in order of weight, with the best ones
being explored first. Given the best bounded-depth sub-path, we retain only the
next two contact events, advance the contact-event search horizon, and repeat
the process. As we approach the nth terminal node, we restrict the search to
include feasible subpaths, i.e., ones that have “terminal nodes” at the nth contact
event.
Finding nearest neighbors: We use two 12-dimensional k-d trees to quickly
find potential transitions. One of the trees stores terminal events, the other
stores non-terminal events. For an event j, the dimensions are T j−1,∆t j, v j−1+
(6 dimensions), the three angles (θ1, θ2, θ3) that the rigid body’s principal axes
make with the contact normal, and the centroid time τ j of the contact event.
Denoting a point in the tree by p= (p1, . . . , p12), we use a scaled
L2 distance when searching for nearby points: dist(p, p
′) =∑12
i=1 s
2
i (pi − p′i)2, with the scaling factors si set to 1hal f width of the
corresponding edge weight affinity factor. When searching
for neighbors of event j, the coordinate distance for the inter-
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contact time (T ) is normalized by T j−1, and the principal axes distances are
normalized by min(T j−1, 0.2sec). The scaling of the velocities is slightly more
involved because the plausible region is based on ∆v j−1, which is not always axis
aligned. We first create a bounding box of the quadric described in (2.3). The
box is centered at 0, and has edge half-lengths a, b, b (see (2.2)). The bounding
box is rotated by R−1L , which aligns it with ∆v j−1. The axis-aligned bounding box
of the rotated original bounding box is computed, and has edge half-lengths
x′, y′, z′. These half-lengths are then used to normalize the velocity distances.
Angular velocities are treated similarly. Note that the k-d trees only need to be
constructed once. The scaling in the distance function allows the distances to be
adjusted depending on the query point.
Motion Score: The optimizer searches for paths that maximize the product of
edge weights. To report a normalized motion score for humans (independent
of the number of contacts), we define a motion’s Score as the geometrically
averaged affinity factor values over the n-contact motion sequence,
Score =
∏
i
fv fq ft fa fl fc

1
6n
. (2.12)
To shed light on motion quality, we also report the Score independent of the
sound amplitude factors,
Scorew/o sound =
∏
i
fv fq ft

1
3n
. (2.13)
Optional speedups: Since searching large contact-event graphs can be slow, we
use several optional speedups. To avoid spending time exploring obviously
poor transitions, we only explore edges where log( fv) > −10 and log( fq) > −10.
Furthermore, we use the k-d tree to quickly find and search only the best 5
children/transitions of each node, thereby reducing the number of transitions
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AdjustableWrench BeerCanCrushed Bolt
Carton CoatHanger CoffeeCup
CreditCard d4 d6
d8 d10 d12
d20 Dustpan Eraser
FruitBasket Garlic Keyboard
Lego2x2 Lego2x4 MetalCup
Nut PaperBall PlasticContainer
PlasticSpoon TapeDispenser Wrench
Figure 2.13: Virtual models (left) and real-world objects (right) used in over
434 IFA experiments.
that must be considered during the branch-and-bound search. For each recorded
sound, we also use an “early exit” condition, that terminates the search (and
returns the found motion) if the Score is sufficiently high; in our examples, we
“early exit” if Score ≥ 0.3. We also enforced a maximum search time of 1 hour to
time out on potentially infeasible problems.
Lazy evaluation of blends: We do not actually compute blends for edges during
the graph search, to avoid the cost of computing blends for non-simulation
edges in the graph, which is potentially very high, e.g., in graphs with hundreds
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of thousands of edges can require many hours of Newton solves. In practice,
we only require blends for edges used in the final animation. Some transitions
can introduce ground interpenetration when blending sufficiently dissimilar
motions. Since interpenetration can be perceptually bothersome it is not allowed.
We initially assume that all edges are feasible, and then once we find an optimal
sub-path we compute its blends, then if any edges are infeasible we discard them
and recompute the optimal sub-path. In practice, blending costs are reduced
enormously, and the search is still fast since very few edges are infeasible. We
note that blends depend only on the motions, and not the input sound. While
they could be precomputed, this would require much longer precomputation
and more storage for the database.
2.6 Results
We recorded multiple sounds from 27 real-world rigid objects on multiple sur-
faces, for a total of 434 sound recordings. For each object, a virtual proxy model
was created, with the geometry, mass properties, and contact restitution be-
havior set to produce a similar likeness. The objects and models are shown in
Figure 2.13. Our system was able to synthesize plausible synchronized motions
for all of the objects, and almost all of the sounds. Please see the accompanying
video for all audiovisual results and Scores. Statistics are provided in Table 2.1;
all timing statistics are run on a machine with four Intel Xeon 7560 processors at
2.27GHz. Note that we use the same hand-tuned edge-weight parameters in all cases,
so no extra parameter tuning was required.
High-speed video comparisons: For some input contact sounds, we also
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Rigid-body Model nodes n success search Score
AdjustableWrench (desk) 2556981 5.5 13 / 13 0.9 0.43
BeerCanCrushed (wood) 1462089 2.9 15 / 15 0.6 0.35
Bolt (desk) 2604880 5.6 7 / 7 14.5 0.25
Carton (desk) 1282526 4.1 25 / 29 1.3 0.32
CoatHanger (desk) 4759056 6.4 18 / 19 9.3 0.46
CoffeeCup (desk) 5710615 7.1 15 / 16 38.2 0.24
CreditCard (desk) 1965526 4.4 22 / 23 6.8 0.44
d4 (desk) 3750746 15.7 6 / 10 62.7 0.17
d6 (desk) 6751058 20.4 13 / 14 12.1 0.41
d8 (desk) 4867818 22.0 6 / 12 53.9 0.27
d10 (desk) 7623610 25.7 11 / 14 18.6 0.38
d12 (desk) 9934621 26.0 4 / 7 24.2 0.39
d20 (desk) 9427739 26.8 9 / 10 37.7 0.31
Dustpan (wood) 4520601 6.7 6 / 6 21.9 0.37
Dustpan (carpet) 2629017 2.5 4 / 6 6.5 0.21
Eraser (desk) 2003606 4.6 47 / 48 2.1 0.50
FruitBasket (wood) 1697917 4.6 7 / 7 0.3 0.45
FruitBasket (carpet) 1705726 4.0 7 / 10 0.4 0.43
Garlic (wood) 876191 4.5 6 / 6 2.6 0.24
Keyboard (carpet) 2366495 5.9 8 / 9 11.4 0.30
Lego2x2 (desk) 4065133 9.3 9 / 9 16.3 0.36
Lego2x4 (desk) 3994256 8.0 23 / 23 8.8 0.41
MetalCup (desk) 4252157 12.8 6 / 6 22.1 0.32
MetalCup (carpet) 2378823 3.4 9 / 10 3.3 0.26
Nut (desk) 3790909 8.3 9 / 10 12.1 0.33
PaperBall (desk) 3160375 4.6 16 / 20 5.9 0.24
PlasticContainer (desk) 1797494 4.8 18 / 22 2.4 0.32
PlasticSpoon (desk) 1115891 4.6 10 / 15 2.6 0.38
TapeDispenser (wood) 2726872 6.4 10 / 10 1.8 0.41
TapeDispenser (desk) 3561017 7.9 17 / 17 10.8 0.36
Wrench (desk) 4862720 15.7 9 / 11 47.8 0.17
Table 2.1: Statistics: For each rigid-body model, a database of 400,000 rigid-
body simulations were used to construct a graph with the indicated number of
contact-event nodes. Multiple input sounds are used, with the average number
of contact events (n). Motions were successfully estimated for most sounds, with
the average search time (inmin) for these successful cases reported (search) along
with the average Score. Harder examples often having many contacts (such
as the dice), longer search times, and a lower score. “Early exits” terminated
searches that achieved Score >0.3.
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recorded high-speed video of the associated contact experiments (Ad-
justableWrench, CreditCard, Eraser, d6, Lego2x4, and PaperBall). Although the
real and synthesized motions are different, these videos clearly demonstrate the
level of synchronization attained. For some examples contact deformations are
also visually apparent, e.g., the CreditCard.
Orientation constraints: Adding constraints to the search is helpful, especially
for objects that have distinct sounds depending on the type of contact event.
This is easily accomplished in our system by adding additional edge weights.
We demonstrate this by adding orientation constraints to the Lego, which has
distinct sounds depending on whether its open side
lands face down or not, and the Keyboard, which we
always wanted to land with the keys facing up. Using
the normal vector of a face, n, and a goal direction, d,
we construct an affinity factor based on the angle between the two directions,
fo = e
−coθ2 , where θ = cos−1
(
n·d
‖n‖‖d‖
)
, and co = 140 (which sets the halfwidth to
θ= 0.0698 rad ≈ 4o). For each contact node, if there is an orientation constraint
for that node, we add the corresponding factor to the incoming edge weight. We
matched all specified final orientations.
Position constraints and audio-visual capture: Another possible use case of IFA
is approximate video-based motion capture. We captured several rigid-bodymo-
tion sequences with a calibrated overhead camera, and labeled the approximate
center of mass of the object at the start of each contact event, giving a desired
position (in the plane) bi at each contact event i. For simulated contact events,
let xp denote the position projected onto the plane. Motions with only one event
could just be translated along the plane to match any position constraint. For
34
longer motions, we align xp
1− with b1, and rotate the motion to align the first
edge (xp
2− − xp1−) with (b2 − b1). For each subsequent edge, we add an affinity
factor based on the position of each contact event, fp = e
−cp ||xpi−−b
p
i
||2 , with cp = 7000
(which sets the halfwidth to 1cm). Audiovisual results are in the accompanying
video and Figure 2.14, and error statistics are in Table 2.2.
Motion Example max (cm / relative) average (cm / relative) L (cm)
Lego2x4 1 6.0 / .28 3.7 / .18 21.3
Lego2x4 2 7.4 / .18 4.1 / .1 41.1
Lego2x4 3 2.8 / .12 1.9 / .08 24.0
Garlic 1 8.3 / .09 4.4 / .05 96.8
Garlic 2 4.1 / .04 2.4 / .03 96.7
TapeDispenser 1 8.6 / .12 4.5 / .06 71.5
TapeDispenser 2 10 / .15 5.8 / .09 64.8
TapeDispenser 3 7.1 / .18 4.9 / .12 39.6
Table 2.2: Position Constraint Statistics: For each motion, we report the maxi-
mum and average position errors. Errors are given in cm, as well as units relative
to the longest edge L of the motion’s bounding box.
Music inputs: We also experimented with motion synthesis for highly nonphysi-
cal inputs taken from musical scores. Obtaining plausible synchronized motions
can be challenging for such inputs due to infeasibility. For example, it is highly
unlikely that a falling object would bounce indefinitely, or tap out a James Brown
song. By relaxing plausibility and energy constraints, we were able to synchro-
nize to music. We include two whimsical examples: (1) a 6-sided die tapping
out the classic knocking rhythm “Shave and a haircut. Two bits.” (see video); and
(2) we individually synthesized an ensemble of dice that tap to a popular drum
track (see Figure 2.15). Terminal events were not imposed on any input contact-
time signatures. To match longer input sequences, or ones with impossibly long
pauses, we allow energy gains by modifing the energy growth factor fE to allow
a user-specified bounded energy gain.
Figure 2.14: Audio-visual motion estimation of rigid-body contact: We esti-
mate virtual rigid-body motions with planar object positions {xp
i
} (black dots) at
contact events that approximate video-recorded object motions with indicated
contact positions {bi} (red dots).
Figure 2.15: Funky Dice: Each die taps out drum tracks from the “Funky Drum-
mer” rhythm; blue dice hit “high hat” sixteenth notes, and red dice hit snare and
bass notes.
Database size dependence: We performed several experiments to evaluate the
effect of the motion database size on the quality of the synthesized motion. For
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four of our objects, the CoatHanger, d6, Eraser, and Lego2x2, we synchronized
motions using different sized databases. For each database size, we ran the
search for 1 hour, then returned the best motion. Results are shown in Figure 2.16.
The motion quality tends to increase slowly with database size, although it is
not monotonic due to the approximate nature of the search. Also note that for
the d6, the search is unable to find a solution for the small database sizes.
0 100000 200000 300000 400000
Database Size
0
0.2
0.4
0.6
0.8
1
1.2
Sco
re
Lego2x2
d6
Eraser
CoatHanger
Figure 2.16: Score vs Database Size: We searched databases of varying sizes
(# simulations) and compared the score (average factor weight) of the resulting
motion (the same sound was used for all sizes). For each size, we ran the search
for 1 hour (without any early stopping condition). For all four objects, the quality
of the solution generally increases with database size. The d6 fails to find a
solutionwhen using small databases. TheCoatHanger, Eraser, and Lego2x2 found
a solution with all the sizes we tested.
2.7 Conclusion
We have introduced Inverse-Foley Animation, a new technique for synthesiz-
ing rigid-body motions that are synchronized with pre-recorded sounds, or
other temporal input signals. By optimizing motion for synchronization, we
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are able to capture the diversity and richness of real sounds, while avoiding the
complexities and limitations of sound synthesis for such sounds. Inverse-Foley
Animation has been successfully used to synthesize synchronized motions for
dozens of objects, and hundreds of contact sound sequences. Furthermore, such
digital techniques, if successful, have the potential to allow sound to be used
earlier in the creative animation pipeline, potentially directing and improving
the animated events, as opposed to having sound added “after the fact” in post
production, and not achieving complete synchronization. For nonphysical input
sounds, such as musical scores, IFA is a new tool for creative motion content
generation.
Limitations and Future Work: Planning synchronized physics-based motions
is particularly challenging. Perhaps the biggest limitation of our method is
that, even for real-world contact sound inputs, it is not guaranteed to find a
plausible solution. For a small fraction of the real-world contact-sound inputs,
our system was not able to find a motion with a satifactory Score, which can be
due to several factors: rigid-body dynamics modeling error (differing geometry,
mass properties, friction, or (most commonly) contact restitution); violation of
the rigid-body assumption, e.g., the CreditCard deforms noticeably on contact,
can lead to different contact behavior; under-sampled motion databases can
introduce infeasibility; even for large databases, the graph search method is
not guaranteed to find solutions due to the incomplete nature of its branch-
and-bound search—an issue for very long contact sequences, such as the dice
(d4, d6, ..., d20). Other limitations arise from the fact that the input contact-
time signature is a gross simplification of temporal contact dynamics, and hand
labeling of contact times solely from sound can be ambiguous. For some of
the sounds, the annotated contact signature may be sufficiently incorrect, and
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impossible for the model to satisfy plausibly, even without rigid-body modeling
limitations. Some contacts may be too quiet to hear, and fast contacts (e.g., when
dice are chattering) may be too close to each other for humans to distinguish.
Our system is not highly optimized for speed, and significant improvements
could be made, e.g., to accelerate graph-based motion synthesis. Our approach
has many motion design parameters, which we have hand tuned, and although
we use the same parameters for our examples, better results may be obtained
by optimizing them further. Finally, this work investigated the motion of a
single rigid-body on a plane, and it is interesting to consider the more general
problem of how to hallucinate animations that match sound. Futurework should
consider non-planar environments and multiple interacting objects, as well as
other motion phenomena, such as characters, non-rigid bodies, and fluids, and
other nonphysical temporal inputs. Finally, physics-basedmethods that use both
audio and visual inputs streams are needed for tracking the motion of contacting
rigid bodies.
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CHAPTER 3
EIGENMODE COMPRESSION FORMODAL SOUNDMODELS
Figure 3.1: Eigenmode Compression: (Left) This complex Heptoroid model’s
displacement eigenmode matrix has 194 audible modes, 81884 vertices, and con-
sumes 186 MB. By approximating each eigenmode with moving least squares
(MLS), and nonlinearly optimizing the control points (shown in white), we com-
pressed the entire model down to 3.1 MB—a 60:1 compression ratio—with negli-
gible audible difference. (Middle) mode #17 (2.67 kHz, 276 MLS control points),
(Right) mode #53 (5.21 kHz, 610 MLS control points).
In the previous chapter we demonstrated the power of simulation to gener-
ate a large amount of data. However, large amounts of data can be overwhelm-
ing. In this chapter, we propose and evaluate a method for significantly com-
pressingmodal soundmodels, therebymaking them far more practical for audio-
visual applications. The dense eigenmode matrix needed to compute the sound
model’s response to contact forces, can consume tens to thousands of megabytes
depending on mesh resolution and mode count. Our eigenmode compression
pipeline is based on nonlinear optimization of Moving Least Squares (MLS) ap-
proximations. Enhanced compression is achieved by exploiting symmetry both
within and between eigenmodes, and by adaptively assigning per-mode error
levels based on human perception of the far-field pressure amplitudes. Our
method provides smooth eigenmode approximations, and efficient random ac-
cess. We demonstrate that, in many cases, hundredfold compression ratios can
be achieved without audible degradation of the rendered sound.
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3.1 Introduction
3D modal sound models are one of the most effective and widely used tech-
niques for rigid-body sound in animation and virtual environments. These
methods benefit from the ability to precompute a solid object’s eigenmode ma-
trix and eigenfrequencies, to enable rapid integration of decoupled eigenmode
vibrations, which are linearly composed for sound synthesis; since we do not
hear object vibrations directly, acoustic transfer models can be precomputed to
efficiently estimate sound pressure at the virtual listeners’ positions. Previous
decades have seen various advances to improve their speed, real-time perfor-
mance, quality, measurement, contact dynamics, acoustic radiation modeling,
all to generally make them faster and better.
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Unfortunately, despite their success, high-
quality 3D modal sound models still suffer from
a serious, basic limitation: high memory require-
ments. Simply storing the precomputed displace-
ment eigenmode matrix U, a large dense N-by-M
matrix for N/3 vertices and M modes, requires NM floats—tens to hundreds of
megabytes even for small objects, dwarfing the size of other sound-model data,
such as acoustic transfer. The problem is worse for larger and more complex ob-
jects, since they can have larger meshes (larger N) and more audible eigenmodes
(larger M). For example, simply scaling up a large bronze bowl can quickly reach
1 GB of eigenmode storage (see inset). To make matters worse, future virtual
worlds will involve not just one, but many distinct sound objects, each contribut-
ing to potentially massive memory overhead. Multi-gigabyte footprints are un-
acceptable and highly impractical for many applications. Unfortunately, without
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knowing where the objects are hit, or how they are temporally driven, or where
the listener will be, there is no principled way to a priori discard eigenmodes
without potentially degrading the achievable sound quality.
To address this memory bottleneck without degradation to high-quality
modal sound, we propose an eigenmode compression scheme that exploits the
fact that (i) only sparse evaluation of eigenmodes is required, i.e., at contact loca-
tions, and (ii) larger relative errors are possible due to human hearing perception
and varying radiation efficiency of eigenmodes. Given the eigenmode matrix,
our automated compression pipeline builds an optimized Moving Least Squares
(MLS) approximation for each eigenmode’s smooth vertex displacement field
(see Figure 3.1). Nonlinear optimization of MLS sample points and weights is
used to minimize fitting error for a given number of sample points. To find the
bounded-error approximation with smallest sample size, we also search over
the number of MLS samples used.
We can achieve further compression by exploiting human perception of
mode loudness. The main result we use is loudness dependence: humans’ abil-
ity to distinguish amplitude differences decreases with quieter sounds [56], and
perceived loudness is frequency dependent. By computing the expected loud-
ness of each eigenmode (using an acoustic transfer model), we assign more error
to quieter modes, thereby increasing compression without sacrificing quality.
Importantly, assigning larger tolerable errors at very high frequencies (nearing
the limits of human hearing) helps counteract the high geometric complexity of
these rapidly oscillating modes.
To further increase compression, we exploit the fact that many man-made
objects are symmetric, and their eigenmode matrix also possess symmetric struc-
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ture. There are two types of symmetry we exploit (see Figure 3.2). First, in
the case of intra-modal symmetry, we only need to store a small piece of a
mode shape, and can use symmetry transforms to reconstruct the entire eigen-
mode from this piece. Second, some objects also exhibit inter-modal symmetries,
where one mode is a rotation of another mode of the same eigenfrequency. In
this case, we only need to store one mode of the pair.
Finally, we present results for numerous objects that demonstrate our
method’s ability to achieve high compression ratios without noticeable degrada-
tion (see Figure 3.3 and §3.7).
0
max
Bowl mode 2 Bowl mode 3
Figure 3.2: Eigenmode Symmetries: (Left) Intra-mode or self symmetry occurs
when only a part of a mode (the indicated slice) must be represented, since the
whole can be reproduced via symmetry transformations. (Right) Inter-mode
symmetry occurs when a degenerate eigenmode is a transformed (here rotated)
copy of another. Exploiting both symmetries here already gives 12× compres-
sion, and we further compress the slice. Figures are colored based on the mag-
nitude of the eigenmodes, using the colormap shown. (Top down view of the
Large Bowl model shown)
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3.2 Related Work
Modal sound models are widely used in computer music and graphics, and
modal vibration analyses are standard in engineering acoustics [138, 74]. Modal
sound synthesis is a popular technique for producing plausible sounds of rigid
objects [42, 162, 41], and a high-quality modal sound is a long-standing goal
in computer sound [1]. Popularized for use in rigid-body computer animation
over a decade ago [165, 115], many subsequent works make use of precomputed
eigenmode matrices of 3D objects, e.g., using finite element analysis [115], for
efficient runtime sound synthesis [75, 129, 25, 32, 171, 172, 35]. Unfortunately
all of these approaches can suffer from large memory requirements unless small
mesh resolutions, or limited accuracy sound approximations are used.
The high-cost of 3D physics-based modal sound models has been avoided
in various ways in the past. Modal oscillator models can use simplified forcing
models, without the need for spatial eigenmode data or finite element analyses
[41]. Van den Doel and Pai [162] exploited modal “gain maps” based on analyti-
cal representations of eigenmodes, which avoid storage issues, but are restricted
to special classes of resonators, e.g., planar membranes approximated by ana-
lytical solutions to the wave equation. Modal models and gain maps can also
be estimated empirically from measured sound samples [165], and automated
using robotic measurement [118] with adaptive sampling [132]. Arbitrarily high
compression can be obtained by using highly simplified response models, e.g,
in [165] the modal “gain map” for a wok is interpolated from just five measured
points in [165]. In contrast, we attempt to enable high-resolution eigenmode rep-
resentations for detailed sound models. Many techniques have been introduced
to accelerate the modal sound synthesis by simplifying sound computations.
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1.1 GB −→ 8.3 MB 676 MB −→ 13.7 MB
Figure 3.3: Compression Benefits: Eigenmode memory requirements for large
simulations are drastically reduced without audible differences. (Left) 191 Let-
ters are dropped into a large bowl. (Right) 125 Rocks fall out of a backhoe scoop.
Van den Doel et al. [164] use knowledge of human perception and auditory
masking for runtime culling of modes which are either not sufficiently excited
or audible. This accelerates runtime synthesis, but does not address the runtime
memory costs of eigenmode matrices, since all modes must still be available in
case they are not culled. Raghuvanshi and Lin [129] reduce eigenmode mem-
ory and synthesis costs by aggressively combining modes whose frequencies
differ by less than the human frequency discrimination limit, achieving a space
reduction factor of about 15. However, this approach can introduce large errors
depending on where the object is hit, how it is driven, e.g., at a mode’s reso-
nance, or where the listener is positioned (when acoustic transfer is used). In
contrast, we do not discard any modes (although runtime culling could still be
used), and we achieve a much higher compression ratio, without introducing
audible errors or subtle effects, e.g., like “beating” of nearby modes which can
be perceptually important, such as for bells. Methods for auditory culling and
spatial level-of-detail can reduce the number of sound sources at runtime [159],
or aggressively cull modes [63], or delay or reduce mode simulation costs [25],
but do not provide sound model compression.
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Proxy sound models based on ellipsoidal soundbanks [171] can avoid the
need to build and store object-specific modal models, however the soundbank
can itself have an enormous memory footprint, which our method can compress
dramatically. Instancing methods are often used to support sound synthesis
with many objects, e.g., [25], simplying precomputation, but not avoiding the
storage of at least one sound model.
High-quality sound pressure can require acoustic transfer functions, which
add additional storage requirements of, e.g., multipole expansions [75, 171].
However, these costs are an order of magnitude less than for the eigenmode
matrix in all of our experiments.
Mode 4, 2.6 kHz Mode 9, 4.9 kHz Mode 48, 16.6 kHz
Figure 3.4: Linear Vibration Modes: Three displacement eigenmodes u j of the
dinner platemodel. We approximate the eigenmode values on the surface, which
are needed to compute the system’s response to external contact forces f via dot
products, (u j • f).
We use MLS approximation, which has seen various applications in com-
puter graphics for surface reconstruction [58, 144], defining implicit surfaces [3,
139], image deformation [135], and interpolating scalar fields [78]. We use MLS
approximations and heavily optimize their control parameters, and exploit sym-
metries, to compactly represent M eigenmode vector fields per object.
Eigenmode compression is related to compressing collections of mesh dis-
placement fields. Many mesh animation compression schemes use principal
46
components analysis (PCA) or other data reduction techniques to decorrelate
the displacement fields [4], however these do not address how to compress
the mode basis itself. Seo et al. [137] considered the problem of compressing
blend shapes for animation, however their method exploits the sparsity of de-
formation fields which does not apply to global eigenmodes. Second-generation
wavelets [136, 85] offer another approach to compressing surface displacement
field operators, such as for “spiky” Green’s function displacement fields to sup-
port fast wavelet summation [76], and have been used to compress paramet-
rically coherent mesh animations [65]. However, they are less ideal for com-
pressing pseudo-band-limited eigenmodes with sparse random access, espe-
cially when mode-specific mesh patches are needed to exploit symmetry.
There exists a large body of work in computer graphics on analyzing, detect-
ing and processing symmetry [109]. One of the major applications of symmetry
research is indeed compression [141], and many researchers have proposed dif-
ferent methods for analyzing and representing symmetric objects [96, 108]. Our
approach builds upon the work of Martinet et al. [103], which we extend to
detect geometric and modal symmetries simultaneously.
3.3 Background
Before explaining our compression approach, we briefly summarize the 3D
modal sound model employed (which is identical to [171]), and discuss its
memory requirements. We start with the equation of motion for a 3D linear
elastodynamic model [17], M u¨(t) + C u˙(t) + K u(t) = f(t) where u∈RN is the vec-
tor of N/3 nodal displacements, and M,C = αM + βK,K ∈ RN×N are the mass,
Rayleigh damping, and stiffness matrices, respectively; f ∈ RN represents any ex-
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ternal nodal forces, such as contact forces, which act to excite vibrations. Modal
analysis of linear finite element models is standard in graphics and engineering
(see [138, 17]), and decouples the N equations of motion into independent sim-
ple harmonic oscillators. It amounts to first solving the generalized eigenvalue
problems, K u j = ω2j M u
j, for the eigenvectors u j and nonzero eigenvalues ω2j ,
with j = 1 . . . M. Here u j represents the jth normal vibration mode’s nodal dis-
placement field, and ω j is its natural frequency of vibration; M is the number of
eigenmodes with frequencies within the audible frequency range of interest (20
Hz – 20 kHz). Some vibrationmodes are illustrated in Figure 3.4. The eigenmode
matrix of interest is then
U =

| | |
u1 u2 · · · uM
| | |

∈ RN×M
and can be normalized such that UT MU=I. Letting u(t)=U q(t), where q∈RM are
modal amplitudes, the equation of motion for the jth mode becomes
q¨ j(t) + (α + βω
2
j) q˙ j(t) + ω
2
j q j(t) = u
j • f(t) (3.1)
and can be solved rapidly during sound synthesis [165]. Note that the eigen-
modes U are needed at runtime to project the contact forces f into the modal
subspace, i.e., via UT f, and require NM floats of storage. For contact sound syn-
thesis, one immediate source of compression is that only surface U values are
needed, and so, for convenience (but a slight abuse of notation), wewill hereafter
assume that N refers to surface degrees of freedom.
The other significant storage requirement for high-quality modal sound is an
acoustic transfer model to estimate sound pressure. Without loss of generality,
the sound at position x and time t can be approximated as
∑M
j=1 |p j(x)| q j(t),
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where p j(x) is the acoustic pressure due to a unit-amplitude oscillation of mode
j. Here it is approximated by the single-point multipole expansion
p j(x) =
n¯ j∑
ℓ=0
ℓ∑
m=−ℓ
h
(2)
ℓ
(k jr) Y
m
ℓ (θ, φ) c
j
ℓ,m
, (3.2)
where k j=ω j/c is the wavenumber, h
(2)
ℓ
is a spherical hankel function of the sec-
ond kind, and c j
ℓ,m
∈C are the (n¯ j + 1)2 multipole expansion coefficients that must
be precomputed and stored. For sufficient accuracy, the expansion order is set to
n¯=max( 1
4
k jL, 4), where L is the diameter of the object [171, 97]. We note that, for
all models we have analyzed, storage requirements for the uncompressed mesh-
resolution-dependent eigenmode matrix, U, are at least an order-of-magnitude
larger than for the multipole coefficients, c.
3.4 Eigenmode Approximation
We now describe how we fit each eigenmode u j with an optimized Moving
Least Squares (MLS) approximation, u˜ j, such that its approximation error ε is
below a mode-specific error bound, ε(u˜ j) ≤ ε j
goal
; we use a relative ℓ2 error norm,
ε(u˜) = ||u − u˜||2/||u||2. The MLS approximation has a number of desirable features
for eigenmode approximation: it provides a smooth approximation suitable for
approximating both low- and high-frequency eigenmodes of varying complex-
ity; we can optimize the number of MLS samples and their parameters (positions
and weights) to minimize fitting error while achieving high compression; it is
a meshless approximation that accepts flexible input data, and simplifies im-
plementation; it provides random-access eigenmode evaluation at O(1) cost at
runtime; it can be adapted to exploit symmetry; and it efficiently interpolates
samples across thin volumes. We note that this is an asymmetric compression
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scheme: high compression is achieved using a computationally expensive MLS-
fitting preprocess, but subsequent random-access decompression is fast. In later
sections, we also describe how we gain further compression by: (1) when ap-
propriate, we exploit intra and inter mode symmetry, and (2) we adjust each
mode’s error level ε j
goal
based how well it radiates, as well as human frequency
and amplitude perception.
3.4.1 Moving Least Squares
We seek to find a set of 3D control points p= (pi)
n
i=1
with associated displacement
values w= (wi)
n
i=1
from which an MLS approximation can reconstruct the original
mode accurately. Once we have them, we can evaluate a scalar component of the
mode at x, by first constructing an m-degree polynomial, f (p−x) = cT b(p−x) ∈
Π
3
m, with d=
(3+m)!
3!m!
coefficients c ∈ Rd, where b(p−x) ∈ Rd is a vector of monomial
basis functions. Given the control parameters p and w, the coefficients c are
computed by minimizing the MLS error,
c∗ = argmin
c
n∑
i=1
[
wi − f (pi − x)
]2
θ(pi − x). (3.3)
Each xyz component of f is computed separately, by replacing wi with wi,x, wi,y or
wi,z in (3.3); we use a QR factorization to solve the least-squares problem, which
involves solving with three (xyz) right-hand sides. Once f is fitted, the mode
approximation at vertex x is simply f (0). The weighting function θ controls
the influence of each control point; we use the adaptive θ(v) = exp(−||v||2/h2)
defined in [119], where h = r/3, with r the radius of the enclosing sphere of the k
nearest neighbors of x. This weight function allows the approximation to adapt
to varying control point densities, and also improves performance since it is
essentially zero for control points with ||p j − x|| > r.
50
Storage and evaluation speed: Unless otherwise stated, we use cubic approx-
imation, m = 3, and k = 28 nearest neighbors when choosing and optimizing
control points. Storage of the MLS representation for an eigenmode with n j
control points requires 6n j floats (3 for each pi and wi). The time required to
approximate a mode value using the MLS representation is very fast, and still
enables real time performance. In our implementation, evaluation takes about
40µs, and involves finding the k nearest control points (using a kd-tree), and
solving the 3 linear systems of size k × d. Detailed timing statistics are given
in §3.7.
Control point initialization using adaptive MLS: The key step inMLS compression
is to choose where to place our n control points. We initialize their placement us-
ing the greedy selection method of [144]. Since we need at least d control points
to ensure the linear system is not under-determined, we first randomly pick d
mesh vertices as control points, setting their weights w to vertex displacements
u. We then iteratively improve the approximation by adding the vertex with the
highest eigenmode error as the next control point, until the error reaches εgoal or
the desired number of control points n is attained. This approach could quickly
reach εgoal with a modest number of sample points (≪ N) for all examples we
tested.
3.4.2 Control Point Optimization
By further optimizing the n control points and weights, we can significantly
improve compression over adaptive MLS (see Figure 3.5). Since the MLS ap-
proximation, u˜ is a function of the controls p, w ∈ R3n, we optimize their values
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Figure 3.5: MLS error convergence versus n: Adaptive MLS provides fair com-
pression at the target error, εgoal = 0.084, but our optimizedMLS fit requires even
fewer control points (lower n).
using the nonlinear least-squares optimization of eigenmode error at vertices V,
min
p,w
||u˜(p,w) − u||22 = min
p,w
∑
i∈V
||u˜i − ui||22. (3.4)
We perform this nonlinear least-squares optimization using the Levenberg-
Marquardt (LM) algorithm; we use the Ceres Solver implementation [2] which
uses automatic differentiation to compute the Jacobian J = ∇u˜(p,w).
Multi-level optimization: Since the compressed models have very few control
parameters, 6n, the bottleneck of each LM iteration is not its linear solve, but
rather the Jacobian computation which has cost dependent on the number of
vertices, |V| ≫ 6n. To reduce this cost, we use a 3-stage multi-level approach: we
first run LM to convergence using only 1/16 of the vertices, V1/16, then improve
this initial guess by running LM to convergence using 1/4 of the vertices, V1/4,
and finally we use all of the vertices, V, as in (3.4). This dramatically reduces
the number of expensive all-vertex Jacobian evaluations, since there are much
fewer expensive LM iterations due to the improved starting guess. We use non-
nested vertex sets, V1/16 and V1/4, where each is half randomly sampled, and half
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importance sampled from ‖ui‖ to avoid missing localized modes.
Minimizing n: Highest compression for mode j means finding the fewest control
points, n j, with bounded error, ε(u˜
j) ≤ ε j
goal
. Unfortunately the optimization
process only adjusts the control points, (p,w), but cannot add or remove them.
We use a simple binary search to determine the smallest n j with ε(u˜
j) ≤ ε j
goal
,
by repeatedly bisecting the minimum and maximum number of controls and
optimizing them—the minimum n j is initialized to lmin = d, and the maximum
lmax is taken as the number of greedily chosen adaptive MLS points. To save
time on large examples, we “early exit” the expensive V-level LM optimization
when the error falls below ε j
goal
.
3.5 Exploiting Symmetry
Many objects, especially manufactured ones, are symmetric. If their modes
also exhibit symmetries, we can increase the amount of compression by only
storing parts of some modes, and using symmetry to reconstruct the rest. We
first analyze the geometry to detect any cylindrical, n-way rotational, and mirror
symmetries using the method of [103]. If approximate eigenmode symmetries
exist, then we proceed to exploit them as follows.
3.5.1 Intra-mode symmetry
The first symmetry we exploit is intra-mode or self symmetry (see Figures 3.2
and 3.6). We slightly modify the geometric-symmetry method of [103] to detect
object and eigenmode symmetries simultaneously. Instead of a purely geometric
generalized moment function, we compute the generalized geometry-eigenmode
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Mode 3, 1.9 kHz Mode 15, 9.3 kHz Mode 33, 16 kHz
Figure 3.6: Intra-mode symmetry examples: (Left) mirror symmetry; (Middle)
4-way rotational symmetry, plus several mirror symmetries; (Right) cylindrical
symmetry.
moment function of order 2p,
M
2p(vˆ) =
∫
s∈S
||s × vˆ||2p ||u(s)||2p ds, (3.5)
where s is a vector from the surface’s center of mass to a point on the surface, S .
It follows that their real-valued spherical harmonic representation is given by
M
2p(vˆ) =
p∑
l=0
2l∑
m=−2l
C
2p
2l,m
Ym2l(vˆ), (3.6)
C
2p
2l,m
= S lp
∫
s∈S
‖s‖2p ||u(s)||2p D0,m
2l
(Rs) ds, (3.7)
where formulae for S lp and D
0,m
2l
(Rs) are given in [103]. By searching among
roots of ∇M2p(vˆ) = 0, we find candidate symmetry axes, and then classify the
symmetries of the eigenmode magnitudes as either cylindrical, n-way rotation,
or mirror symmetries as described in [103]. In our implementation, we use order
2p = 8 moment functions.
Patch Extraction: After detecting symmetries using our generalized moment
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function, we find a patch of the object to approximate with MLS for storage.
First, the symmetries are sorted in order of their expected compression contri-
bution: cylindrical symmetries, n-way rotational symmetries, and finally mirror
symmetries. Then the symmetries are checked in order. If a symmetry works for
the current set of vertices, only a patch of the vertices are MLS-compressed and
stored, and the process continues with this patch. For cylindrical symmetries,
we store a 5o slice of the object’s surface. For mirror symmetries we store one
side of the mirror. For n-way rotational symmetries, we only need to store a
360
n
o
slice. However, often there are orthogonal mirror symmetries to the n-way
rotational symmetries which can provide additional savings. Therefore, when
choosing which slice of an n-way symmetry to store, we search the remaining
symmetries for any orthogonal mirrors, and position our slice to take advantage
of one of them, if found (see Figure 3.7).
(a) (b) (c)
Figure 3.7: Intra-mode symmetry example: Starting with a full mode (a), we
detect symmetries and only save a small patch of the mode. In (b), a 4-way
rotational symmetry is used, and in (c), a mirror symmetry is exploited.
Displacement transformation: After finding a direction-invariant symmetry,
‖u(x)‖ ≈ ‖u(Rx)‖ for some R symmetry transformation, it still remains to de-
termine any orthogonal transformation needed to match the eigenmode patch’s
vector displacements. We use a least-squares solve on vertex data to estimate
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any (orthogonal) displacement transformation, T (with ‖T ‖2 ≈ 1) such that
u(x)=T u(Rx).
Symmetry tolerances: Given the approximate nature of discrete eigenmode sym-
metry (due to meshing, MLS interpolation, numerical eigenanalysis, etc.) we
use a tolerance when confirming eigenmode symmetry; in our results, we use
0.02.
3.5.2 Inter-mode symmetry
Beyond symmetry within a single mode, an interesting characteristic of cylindri-
cally and n-way rotationally symmetric objects is that they can have degenerate
eigenmodes, i.e., modes with near-equal eigen-frequencies, which form rota-
tionally congruent pairs (see Figures 3.2 and 3.8). If we can detect a congruent
pair ( j, j′), we only need to store one of them along with the relative rotation
which maps one to the other. We detect these pairs by summarizing the angular
structure of the modes in a low-dimensional Fourier basis to find a candidate
rotation, and then perform a rigorous verification of the candidate. Furthermore,
we observe that congruent pairs are usually close to each other in frequency, so
instead of doing this for all pairs ( j, j′), we only do it for pairs such that j′= j + 1
(assuming modes are numbered in order of increasing frequency).
For a given pair of modes ( j, j′), we first focus on the problem of finding a
best rotation angle φ j, j′ about a known symmetry axis. For mode j, we compute
Fourier-like moments,
a
j
m =
∫
S
‖u j(x)‖ eimφ(x) dS x, m = −m¯ . . . m¯
that describe the mode’s amplitude variation about the rotation axis,
A j(φ) =
∑m¯
m=−m¯ a
j
m e
−imφ.
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Mode 10 Mode 11 Mode 19 Mode 20
7 kHz 7 kHz 11.78 kHz 11.78 kHz
Figure 3.8: Inter-mode symmetry: Pairs of rotationally congruent eigenmodes
(shown here for Lego and Wine Glass models) just need to store one of the modes
and a relative rotation.
In our implementation we use m¯ = 30. Much like the generalized moment
function M, this representation allows us to efficiently search for candidate
rotation angles that map u j to u j
′
. For two congruent modes ( j, j′) that have
A j(φ) = A j
′
(φ + φ j, j′), it follows that a
j′
m = a
j
me
imφa,b . Therefore, we can estimate the
rotation angle by considering the near-zero minima of
E(φ) =
∑m¯
m=−m¯
∣∣∣∣a jm − a j′me−imφ∣∣∣∣2 .
Given the global minima of E(φ), we verify that the modes are congruent by
evaluating the relative global error,
∫
S
∥∥∥∥u j(x) −RTφ j, j′u j′(Rφ j, j′x)
∥∥∥∥ dS x /
∫
S
∥∥∥u j(x)∥∥∥ dS x, (3.8)
where the look-up at the rotated position, u j
′
(Rφ j, j′x), is approximated using
MLS on the mode’s vertex data (using m = 0, k = 3). In this way, we consider
all geometric cylindrical and n-way rotation symmetry axes, estimate the best
rotation angle for each, and take the symmetry with the lowest feasible global
error.
Symmetric Acoustic Transfer: One additional benefit of detecting congruent
eigenmodes, is that their acoustic transfer functions are also congruent fields.
Therefore it is only necessary to compute acoustic transfer multipole coefficients
57
for one of the modes, and the other one is obtained by rotating the multipole
expansion coefficients using standard spherical harmonic techniques.
3.5.3 Runtime Evaluation
Given an external force fi ∈ R3 acting on node i at vertex position x, we evaluate
each eigenmode’s value u˜ j(x), and evaluate the dot product u˜ j(x) • fi required
to force each mode j. To evaluate a u˜(x) value (dropping the j superscript) for
a mode with symmetry, we transform x to its symmetric image location, x′,
perform the MLS lookup u˜′(x′), then apply T to get the final u˜.
Mode Caching: Simulations will often apply contact forces to the same vertex
repeatedly, e.g., during sliding or resting contact. Consequently repeated recon-
struction of identical mode values can ensue, which is wasteful. We therefore
allow a small cache of recently reconstructed vertex mode values, and reuse
them if they are repeatedly queried. For simulations with persistent and/or
resting contacts we often observe a cache hit rate > 99%, whereas simulations
dominated by rolling have very poor cache hit rates.
3.6 Perceptually Based Error Allocation
Choosing good MLS fitting error tolerances, ε j
goal
, are critical, as they control the
balance between compression and quality. While one could simply set all ε j
goal
to a conservatively small value which guarantees no audible difference will be
heard (e.g., 2.3% would ensure an imperceptible 0.2 dB difference), much higher
compression can be obtained (especially at high frequencies) without sacrificing
quality by setting per-mode errors based on human perception of each mode’s
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sound. We incorporate three factors: (1) vastly different eigenmode loudness
due to radiation efficiency, (2) frequency-dependent hearing sensitivity, and (3)
a perceptual model of just noticeable differences (JND) in sound amplitudes.
We reason about the relative loudness of mode j by considering its far-field
radiated power for a random excitation; we estimate a relative average pressure
as proportional to ‖u j‖ ‖c j‖F/(ω j)2 (see Appendix A.1 for a derivation). Since
the average far-field pressure is only proportional to this value, we shift the dB
pressure values by pshi f t
dB
so that the maximum modal pressure occurs at 60dB.
After calculating the average pressure for a mode, we weight it with the ISO-226
equal-loudness curve (see Figure 3.9), which normalizes sound pressure levels
at different frequencies to more accurately represent human hearing. Since this
ISO standard is only defined up to 12.5 kHz, we extended it using data from [8]:
we fit a cubic spline to interpolate the ISO data, and added three additional
(frequency, SPL) points: (16 kHz, 41.8 dB), (18 kHz, 64 dB), (20 kHz, 89.9 dB).
The final representative modal pressure amplitude combining these factors
is
p
j
dB
= 20 log
(‖u j‖ ‖c j‖F
(ω j)2
)
− ISO-226(ω j) + pshi f t
dB
. (3.9)
We then use this weighted average pressure to set a compression error level
so that the rendered differences are expected to be near the JND. Studies in
psychoacoustics have determined that humans’ ability to distinguish amplitude
differences in sounds varies with the sound’s loudness, with larger differences
tolerated at lower amplitudes [56] (see Figure 3.10). Given an acceptable pres-
sure amplitude difference ∆p (in dB) for a mode, the corresponding error is
εgoal = 10
∆p/20 − 1. Based on JND amplitude differences ∆p for a single tone at
different amplitudes pdB ([56], p.180), we model the acceptable error level using
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Figure 3.9: Extended ISO-226 Frequency Weighting
the power-law approximation, ε = 1.5 (pdB)
−0.9 (shown in Figure 3.10). The effect
of perceptual weighting on MLS compression is shown in Figure 3.11. Graphs
of relative pressure estimates (3.9) and the resulting allocated per-mode error
levels ε j
goal
are shown in Figure 3.12 for several objects.
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Figure 3.10: Amplitude Just Noticeable Differences are given for a 1 kHz tone
at different amplitudes, along with the power-law approximation we use.
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Figure 3.11: Benefits of per-
ceptual weighting: Perceptu-
ally based error allocation al-
lows fewer points to be used
for quieter modes, compared
to setting a constant εgoal =
0.037 (0.32 dB)—the smallest
error our model will assign.
(Results are for the Dinner
Plate.)
3.7 Results
Model Geometry MLS Transfer Symmetry
Uncompressed Adaptive Optimized Optimized Multipole Sym Multipole Symmetry- # of congruent
vertices M D (cm) size (kB) size (kB) size (kB) R size (kB) size (kB) only R pairs
Large Bowl 70276 1194 200 983311 14835 7366 133 : 1 215715 163762 4.2 : 1 286
Backhoe Bucket 99253 494 96 574582 19734 9989 57 : 1 16353 16353 1.1 : 1 0
Heptoroid 81884 194 30 186158 6497 3064 60 : 1 470 470 1.0 : 1 0
Bell 41974 134 30 65912 408 200 329 : 1 2026 1668 1.6 : 1 23
Lego (huge) 7706 121 10 10927 319 183 59 : 1 111 88 3.2 : 1 26
Dinner Plate 50214 59 23 34718 74 39 897 : 1 182 135 4.6 : 1 17
Wine Glass 51434 46 19 27726 41 26 1061 : 1 108 69 5.7 : 1 16
Number 8 7843 37 30 3401 90 38 89 : 1 199 199 1.6 : 1 0
Letter A 7534 34 30 3002 88 42 71 : 1 167 167 2.0 : 1 0
Ellipsoid DB 6916 3037 40 251488 3602 2515 100 : 1 30463 30463 5.1 : 1 0
Rocks 3057 2727 26 101338 8444 3720 27 : 1 5606 5606 1 : 1 0
Table 3.1: Compression Statistics including compression ratios (R), transfer
sizes, symmetry information, and the diameter (D) are given for various models.
For transfer sizes, we report the total size and the size if only one of each congru-
ent pair is stored. For the ellipsoid database of 71 ellipsoids, and the collection
of 38 rock models, we report the total sizes and compression ratios, as well as
the average number of vertices per model.
We present compression statistics in Table 3.1 for numerous models. The
most complex nonsymmetric and symmetric models are the Heptoroid (see Fig-
ure 3.1) and the Large Bowl, respectively, and both cases observe excellent com-
pression. For brevity, selected representative results are provided for collections
of processed objects: plastic letters of the alphabet and plastic numerals. Please
see the accompanying video for demonstrations, and comparisons of sounds gen-
erated using the uncompressed (before) and compressed (after) models. We
provide comparisons for (i) before/after point-like impact sounds, and (ii) be-
fore/after sounds produced by various animations involving rigid-body contact
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Figure 3.12: Perceptually based errors (Top) demonstrate that larger compres-
sion errors ε j
goal
are used for modes which are either quieter or occur at fre-
quencies of less perceptual importance; (Bottom) representative far-field modal
pressures (normalized to 60dB) used in our error model, with ISO-226 weighting
applied. Note that quieter modes are allocated larger MLS error goals, whereas
the loudest modes are allocated the smallest errors. We clamp the maximum
error to 1.
dynamics. In both cases, compression introduces very negligible (if any) audible
sound differences, as desired.
For all models, the surface mesh we use is the surface of the tetrahedral
mesh used for the eigenmode analysis. The tetrahedral mesh was chosen to
conform to the original geometry well. The number of surface vertices directly
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determines the uncompressed size of the eigenmode matrix, and while coarser
meshes could be used, they will give coarser approximations of the eigenmodes.
Implementation details: Modal analysis and acoustic transfer computations are
done using the implementation described in [171]. Linear tetrahedral meshes
are generated using the Isosurface Stuffing algorithm [88]. We use Arpack to
solve the generalized eigenvalue problem. Rigid-body dynamics are simulated
using a solver based on [64]. All timing statistics are run on a machine with four
Intel Xeon 7560 processors at 2.27GHz.
Ellipsoidal proxy soundbank: We compressed ellipsoid sound models from the
ellipsoidal soundbank of [171]. Each ellipsoid was processed at the maximum
size it could be used at (we chose to scale each ellipsoid so the maximum bound-
ing box dimension was 40cm). For each ellipsoid mode with index m, the final
compression level was calculated as ε˜m
goal
= min
j≥m
ε
j
goal
. This thresholding ensures
that whenever the ellipsoid proxies are scaled down, the error level for each
mode never increases. Despite these conservative error levels, by exploiting
symmetry, we achieved a high compression ratio (100×) without introducing
perceptible error (see Table 3.1). Surprisingly, at these compression rates, all
compressed eigenmodes of the soundbank consume nearly as little memory as
a single uncompressed model, greatly improving practical uses.
Symmetry: Applying intra- and inter-mode symmetry-based compression alone
we observed up to 5.7× compression (see Table 3.1). Models with a large number
of inter-mode congruent pairs, such as cylindrical models, e.g., 286/1194 modes
(24%) for Large Bowl, were a particularly effective source of compression.
Comparison (Varying MLS polynomial degree, m): While we tend to use cubic
m = 3 degreeMLS approximations due to their good compression, lower degrees
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are also possible when faster reconstruction is desired. A comparison of com-
pression and reconstruction costs for varying degree, m, is shown in Table 3.2.
Opt. Adaptive Opt. Adaptive Avg. vertex
m size (kB) size (kB) time (m) time (s) MLS time (µs)
Wine Glass
1 37 71 40 56 2.8
2 27 48 23 31 7.8
3 26 43 45 91 33
Lego (huge)
1 416 493 153 139 3.7
2 226 383 308 87 8.8
3 183 327 388 96 34
Table 3.2: Dependence of compression and reconstruction costs on polyno-
mial degree, m.
3.8 Conclusion
We have presented a method for significantly compressing eigenmode matrices
used in 3D modal sound synthesis using moving least squares approximations,
and by exploiting symmetry. A perceptually based error model is proposed
which allows the use of larger errors for modes at perceptually quieter frequen-
cies. Overall, the method is able to achieve high compression rates, at the cost
of a small runtime evaluation cost at sparse contact points.
Limitations and Future Work: While compressed modes result in very small dif-
ferences in the rendered sounds, uncompressed modes should be used for the
best quality. Building complex 3D modal sound models is expensive, and com-
pression further increases preprocess times. Faster compression schemes (with
better than “adaptive MLS” performance) would be useful. Preprocesses which
directly estimate compressed representations would be helpful. Some applica-
tions may wish to use greater compression, which can be done at the cost of
introducing noticeable sound differences. Runtime evaluation costs are reduced
for lower MLS degree, m, which may be better for real-time applications. Com-
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pression factors are larger (smaller) if higher (lower) resolution meshes are used.
Our perceptual weighting model is based on radiative power, which requires
acoustic transfer models for best results. Our approximation model is based on
average-case (relative ℓ2) error of the sound input-output model, however large
pointwise relative errors can still occur depending on the specific location of the
contact (input) and the listener (output). Also, frequency-dependent hearing sen-
sitivities vary between listeners, and with amplitude, and users may or may not
be able to hear differences. Future perceptual models might exploit inter-mode
masking effects, which can be significant. Symmetry handling is approximate,
and future works could better exploit it when large perceptual errors are admis-
sible, and when approximate symmetries exist. Mode compression can result
in acoustic transfer data dominating memory footprints for large objects, and
future work should address the need for perceptually based transfer models.
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CHAPTER 4
TOWARD ANIMATINGWATERWITH COMPLEX ACOUSTIC BUBBLES
Frequency Deviation Vibration Magnitude
Figure 4.1: Complex acoustic bubbles: Our system is able to capture complex
frequency effects due to bubbles’ shapes and positions. (Left) Bubbles are col-
ored blue/red if they are lower/higher than the theoretical Minnaert frequency
for spherical bubbles, and depicts pitch rise near the surface. (Right) Bubbles are
colored (blue/red) based on their (small/large) vibration magnitude.
In this chapter, we explore methods for synthesizing physics-based bubble
sounds directly from two-phase incompressible simulations of bubbly water
flows. By tracking fluid-air interface geometry, we identify bubble geometry and
topological changes due to splitting, merging and popping. A novel capacitance-
based method is proposed that can estimate volume-mode bubble frequency
changes due to bubble size, shape, and proximity to solid and air interfaces. Our
acoustic transfer model is able to capture cavity resonance effects due to near-
field geometry, and we also propose a fast precomputed bubble-plane model
for cheap transfer evaluation. In addition, we consider a bubble forcing model
that better accounts for bubble entrainment, splitting, and merging events, as
well as a Helmholtz resonator model for bubble popping sounds. To overcome
frequency bandwidth limitations associated with coarse resolution fluid grids,
we simulate micro-bubbles in the audio domain using a power-law model of
bubble populations. Finally, we present several detailed examples of audiovisual
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water simulations and physical experiments to validate our frequency model.
4.1 Introduction
Liquids, and the sounds they make, are pervasive in our daily lives. Whether
it be a dripping faucet, a babbling brook, or your last glass of water, you have
most likely heard sounds generated by fluids recently. While there has been sig-
nificant work on understanding how fluids generate sound using bubbles, and
breakthroughs in the visual simulation of water, there are no existing methods
for computing a realistic audiovisual simulation of water with quality anywhere
comparable to the purely visual component. For instance, current fluid sound
approaches do not even simulate acoustic bubbles realistically by modeling their
evolution using two-phase liquid simulations, but instead rely on single-phase
flow solvers with ad hoc point-like bubble generation techniques [170, 110]. Such
approximations are naturally much cheaper to compute, but, unfortunately, they
have limited predictive value and ultimately limited realism. In contrast, we
seek to understand whether one can simulate bubbly flows with sound from
first physical principles, and what modeling challenges and trade-offs must be
addressed.
In this paper, we explore a family of methods for sonifying detailed two-
phase liquid animations such as the one shown in Figure 4.1. Given the com-
plexity of liquid sound generation processes, there are many details we consider
(see Figure 4.2 for an overview of our approach). Our approach begins with
detailed multi-scale simulation of two-phase incompressible flow to resolve fine
bubble geometry needed for higher frequency sounds1. Accurate modeling of
1Recall that Minnaert’s frequency model predicts f ≈6.52/dmm kHz (at STP) where dmm is the
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Figure 4.2: Overview of our system: From the fluid simulator, our method
requires fluid surface geometry at each timestep, as well as bubble correspon-
dences between timesteps. With this geometry, we compute each bubble’s fre-
quency and acoustic transfer magnitude, which are used to synthesize the bub-
ble’s sound.
surface tension is needed to resolve bubble pinch-off and subsequent topology
changes. Individual bubble geometry is estimated and tracked, and we resolve
bubble entrainment, merging, splitting and popping processes at sub-ms time
scales, and sub-mm length scales.
Since the fluid flow is treated as incompressible for performance reasons, all
acoustic fluctuations of the bubble/fluid/air system are handled using reduced-
order vibration models. Toward this end, we propose a method for detailed
bubble frequency analysis based on a “bubble capacitance” interpretation. Bub-
ble pitch changes are perceptually important, but previous methods just model
them using a parametric “chirp” as the bubble approaches the surface. In con-
trast, our method can resolve complex pitch shifts due to nonspherical bubble
shapes, as well as nearby solid and air interfaces that can result in dramatic
pitch decreases and increases, respectively (see Figure 4.1). We estimate the bub-
ble frequency using a boundary element method, and since we analyze many
bubbles, we propose a fast amortized matrix solver which effectively exploits
inter-bubble similarities between matrix form factors and dense matrix solves.
To estimate a bubble’s sound pressure at a listener position, we must faith-
fully estimate the surface-to-air acoustic transfer. To do so, we perform a stan-
bubble diameter in mm.
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dard frequency-domain boundary element analysis, with surface vibration data
input provided by our bubble-frequency solver. Unlike previous methods, this
accounts for the near-field scene geometry to capture container resonance effects,
such as the characteristic rising pitch of a container being filled up with water.
For cheap, low-accuracy previews, we also propose a greatly simplified bubble-
plane transfer model, based on precomputing a lookup table indexed by the size
and depth of proxy bubbles.
During the final sound synthesis phase, we simulate the bubble oscillators
using the estimated time-varying frequency. Bubble forcing models are de-
vised to account for bubble excitations during surface entrainment, but also
subsequent splitting and merging events. While prior works considered only
Laplace pressure-jump forcing at entrainment, we leverage improved models
of detailed surface-tension modeling (recently proposed by Deane and Czer-
ski [49, 45, 46, 44]). To model bubble popping sounds, we describe a Helmholtz
resonator model.
Since the fluid simulator’s spatial resolution restricts bubble sizes, our syn-
thesized sounds are inherently frequency band-limited. Therefore we propose a
bandwidth extension scheme that performs audio-domain simulation of micro-
bubbles based on power-law models of micro-bubble populations in breaking
waves.
Finally, our results include multiple examples of dripping, pouring, and
splashing phenomena, as well as results from laboratory experiments to validate
our capacitance-based frequency model.
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Creation Advection Splitting Merging Collapse
Figure 4.3: Bubble Tracking: We use colors to denote different bubble ids bi.
There are five types of bubble actions between timesteps. The left figure in each
column denotes timestep i, and the right figure denotes timestep i + 1. Creation
or entrainment: no bi overlap with bi+1. Advection: bi+1 overlaps with one value
of bi. Splitting: one bubble id bi overlaps with ≥ 2 different bubble ids, bi+1.
Merging: two different bi’s overlap with one bi+1. Collapse: no bi+1 overlaps with
a bi.
4.2 Related Work
Fluid sound can be generated from a variety of sources, including vortex based
sounds [72], fluid-structure interaction [71], shock waves, bubble popping [48],
drop impact [73], and, the focus of this paper, harmonic bubble vibrations. In-
vestigation of sounds produced by bubbles dates back almost a century, to the
work of Lord Rayleigh [131] and William Bragg [27]. Minnaert calculated the
frequency of isolated, spherical, harmonically vibrating bubbles [107]. Stras-
berg [149] described how a bubble’s shape and the surrounding geometry affect
its frequency, and by connecting frequency with capacitance went on to com-
pute frequencies for sphere-plane and ellipsoid bubble geometries. Spratt et.
al. [146] verified this model for simple nonspherical bubble geometries against a
full acoustic scattering computation. We further extend this approach to support
frequency computations with general nonspherical bubble systems and arbitrary
air and solid interfaces.
Acoustic bubbles have been studied intensively, due to the impact bubbles
have on physical processes, and the necessity of passive acoustic sensing of pro-
cesses which are difficult to observe visually–Leighton’s monumental work [92]
provides a definitive summary. Acoustic bubbles represent a significant por-
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tion of ambient ocean noise [124, 125], and contribute to gas exchange between
the ocean and the air and affect ocean albedo [51], which in turn affects cli-
mate [24, 92]. They are important for “accurate quantification of a number of
dynamic processes at the air-sea boundary, such as wave energy dissipation, gas
exhange rates and the nature of rain” [84, 98, 126], such as using passive acoustic
remote sensing [112, 52, 105, 166] and improvements (hopefully) in predictive
computational models. Acoustic bubbles are even used by humpback whales
during bubble net hunting [93]!
Fluid simulation has been a success story of computational physics, with
widespread application in computer graphics and animation. However, most
fluid simulators in graphics have focussed on single-phase free-surface flow [147,
54, 116, 28], and have only more recently tackled two-phase flow simula-
tion [70, 102, 26, 6]. These works almost exclusively aim for visually plausible
simulations with large timesteps, and not for acoustic bubble computations. Be-
cause of their visual richness, a variety of methods have been developed for
simulating air bubbles [69, 70], and works range from tiny bubbles [30] to large
volumes of bubbles [173], and complex thin-film interfaces [47]. These meth-
ods lack the ability to track individual acoustic bubbles while preserving their
volumes accurately—for example, Kim et al. [79] artificially inflated bubbles
to compensate for their volume change. However, bubble volume contributes
significantly toward their estimated frequency, as demonstrated in our work.
Consequently, we have built upon Gerris [120, 121], a finite-volume-based multi-
grid solver used in computational fluid dynamics, to more accurately simulate
two-phase flows and track bubbles.
Fluid sound simulation: Despite the importance of bubble sounds, relatively lit-
tle work has been done on simulating them. Van den Doel [163] proposed a sta-
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tistical method to generate bubble sounds. More recently, two works [170, 110]
have proposed more physically based methods. However, due to the sheer com-
putational difficulty of predictive modeling of bubble entrainment processes,
these methods have relied on single-phase liquid simulators with ad hoc stochas-
tic models to estimate point-like bubble creation rates and size distributions,
with the unfortunate consequence that bubble creation rates are either unreal-
istic [110] or must be laboriously hand-tuned for examples [170]. Furthermore,
these single-phase flows solvers can not estimate realistic nonspherical bubbles,
and they lack realistic time-varying bubble frequencies. Additionally, Zheng
and James [170] use an acoustic transfer approximation which cannot capture
scattering effects from enclosing solid interface, while Moss et al. [110] ignore
acoustic radiation entirely.
Multi-frequency vibration: For small acoustic bubbles, it is usually assumed that
they vibrate at a single frequency. However, it is possible that other vibration
modes can radiate sound at different frequencies. Lamb [89] investigated higher-
order vibration modes using a first-order perturbation analysis, and concluded
that they do not radiate efficiently enough to be important. A series of papers
by Longuet-Higgins [99, 100, 101] showed that in certain situations, resonant
coupling can occur between shape modes and the volume mode, and higher
vibration modes can radiate as a monopole, causing a single bubble to produce
sound at several frequencies. The recent work in graphics by [110] proposed
using a related multi-frequency zonal-harmonic vibration model. While multi-
frequency radiation has been observed in certain specific experimental condi-
tions [37], it is believed that under real-world forcing conditions these coupling
effects are less important [101], and arguments have been given that shape-mode
coupling accounts for a very small portion of the total air-domain sound radia-
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tion of bubbles [98]. Longuet-Higgins himself also mentions that his model is
not valid for realistic pinch-off scenarios, which would require fully nonlinear
equations [100].
Experimental evidence to support multi-frequency bubble sounds is also
lacking. Medwin and Beaky [106] analyzed a large number of cases of single-
and multi-bubble events (over 2000) generated in a wave tank. They laboriously
classified four types of bubble radiation. The large majority of events show
no signs of multiple frequencies. The one type of event (“type D”) that does
show multiple frequencies is speculated to be caused by interference from two
bubbles. Therefore, while it is possible for a single bubble to radiate at multiple
frequencies, it seems to be rare, and we ignore it in the present study.
4.3 Fluid Simulation
Due to the dependence of a bubble’s frequency on its size, shape, and position,
accurate fluid simulation is necessary for realistic sound. We solve the incom-
pressible, variable-density Navier-Stokes equations with surface tension.
ρ (∂tu + u · ∇u) = −∇p + ∇ · (2µD) + σκδsn (4.1)
∂tρ + ∇ · (ρu) = 0 (4.2)
∇ · u = 0 (4.3)
with u the fluid velocity, ρ the fluid density, µ the dynamic viscosity, and D the
deformation tensor defined as Di j = (∂iu j + ∂ jui)/2. The surface tension force
is only nonzero on the interface, which the Dirac distribution δs signifies. σ is
the surface tension coefficient, κ is the surface curvature (not related to our κ in
equation (4.4)), and n is the surface normal.
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For two-phase flows, densities ρ1, ρ2 and viscosities µ1, µ2 are given for the
first and second fluids respectively. The continuous volume fraction field c(x, t) is
used to denote the volume of the first fluid and defines the density and viscosity
as
ρ(c) = cρ1 + (1 − c)ρ2
µ(c) = cµ1 + (1 − c)µ2
The advection equation for the density (4.2) is then replaced with an equivalent
equation for the volume fraction
∂tc + ∇ · (cu) = 0.
We use the open-source Gerris solver [120, 121], which is based on a finite vol-
ume method implementation with an adaptive octree data structure, parallel
multigrid Poisson solver, and an accurate surface tension model. Gerris enables
high-fidelity simulation of bubble shapes and motion, with good volume preser-
vation properties, as well as realistic bubble formation from surface entrainment.
However, despite its merits, there are significant spatial and temporal resolution
requirements in order to resolve bubble entrainment and subsequent topolog-
ical events, and thin interfaces. In our simulations, we use spatial resolutions
on the order of [0.625mm, 5mm], timesteps (determined by CFL conditions) on
the order of [30µs, 250µs], and spatial adaptation near interfaces. Nevertheless,
our ability to resolve tiny bubbles below 1 mm is limited. Also, Gerris has no
way to preserve thin films when bubbles come into contact with each other or
the air surface, so merging events are over estimated and surface popping is
immediate.
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4.4 Bubble Identification and Tracking
The link between the fluid simulation and our sound pipeline is the interface
geometry, consisting of the surface of each bubble and the enclosing fluid vol-
ume. We describe here how this is implemented in Gerris, but note that any fluid
simulation method which can provide this geometry will be compatible with
our method.
Our representation of the interface geometry is given by c on the octree grid.
Specifically, bubbles are connected components of cells where c < 1, which are
identified and uniquely numbered with a flood fill algorithm. To track bubbles
between time steps, a new variable bi is defined at timestep i and initialized
to the number of each bubble. The bi variable is advected between time steps.
Overlaps between the current bi+1 and the previous bi advected from the last
timestep are used to correlate the bubbles between time steps. There are several
situations:
1. New bubble: No bi touching bi+1
2. Advected bubble: One value of bi touching one value of bi+1
3. Split bubble: Two or more values of bi+1 overlap one of bi
4. Merged bubbles: Two or more values of bi overlap one of bi+1
5. Collapsed bubble: No bi+1 touching a value of bi
These are illustrated in Figure 4.3. The CFL condition ensures that interface
fragments do not move more than one grid cell per timestep, and we did not
observe any bubbles getting lost during tracking. Marching cubes [94] is used to
generate interface geometry for each bubble, and for the enclosing fluid volume.
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4.5 Bubble Frequency Estimation
After a brief introduction to bubble vibrations (§4.5.1), we describe a new model
for estimating the instantaneous bubble frequency (§4.5.2, §4.5.3), and an efficient
algorithm that amortizes computation across many bubbles (§4.5.4).
4.5.1 Bubble Basics
The equations of spherical bubble vibration were originally proposed by Min-
naert [107] and are described in detail in Chapter 3 of [92]. Briefly, when bubbles
are formed, they vibrate, creating pressure waves which travel through the fluid
and then pass through the fluid-air interface into the air. The simple harmonic
oscillator model is similar to a linear spring-damper-mass system, where the
spring forces are provided by internal gas pressure and surface tension, and the
mass is due to the surrounding liquid. We use the “volume-pressure” frame, so
that the infinitesimal volume pulsation of a bubble v = V(t) − V0 (where V0 is the
average volume) satisfies
mv¨ + αv˙ + κv = p(t) (4.4)
where p(t) is a forcing term in units of pressure. The equation is usually divided
through by m and written as
v¨ + 2βv˙ + ω2v =
p(t)
m
with ω2 = κ
m
. For a bubble of equivalent radius r, β = ωδ/
√
δ2 + 4, with δ =
δ(ω, r) = δrad + δvis + δth where
δrad =
ωr
c
δvis =
4µ
ρωr2
δth = 2
√
ψ − 3 − 3γ−1
3(γ−1)
ψ − 4
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with ψ = 16
9(γ−1)2
Gthg
ω
, c is the speed of sound in the fluid, µ is the liquid’s shear
viscosity, ρ is the fluid density, γ is the gas’ heat capacity ratio, Gth =
3γp f
4πρDg
is the
thermal damping constant at resonance, Dg is the gas’ thermal diffusivity, g is
gravitational acceleration, and p f is the hydrostatic pressure of the liquid. A full
derivation is provided by Leighton [92].
Minnaert computed ω for a spherical bubble. However, nearby fluid-air and
fluid-solid surfaces, as well as bubble shape, can affect ω, and are the reason for
the familiar pitch shift as bubbles approach the fluid surface. In the following
sections, we describe one of our main contributions: a method for accurately
computing ω (by computing κ and m) for complex geometries, and thereby pro-
viding more realistic sound.
4.5.2 Frequency Model
Extending Strasberg’s [149] derivation, we seek to better estimate the bubble
frequency ω, by more accurately modeling the scene-specific effective stiffness,
κ, and effective mass, m. We consider a bubble’s infinitesmal volume pulsation
v(t) in the volume-pressure frame (4.4), in the undamped case (α=0).
The effective stiffness (κ) accounts for internal gas and surface tension effects,
and is the simplest of the two values. The stiffness in the volume-pressure frame
is the rate of change of bubble pressure with volume,
κ = −dp
dv
. (4.5)
Assuming a polytropic gas law, the reference volume V0 and pressure P0 are
related to the modified volume V = V0 + v and pressure P = P0 + p by
P0V
γ
0
= PVγ,
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Figure 4.4: Spatially varying bubble frequency (in Hz) depicted for a spherical
bubble of 3mm radius (Minnaert frequency of approximately 1100Hz). The pitch
lowers as the bubble nears rigid walls (left, right, and bottom), and rises sharply
as the bubble nears the fluid surface (top). Even in this small 8cm-by-8cm tank,
the bubble’s frequency can differ by over 700 Hz depending on position. Note
that for this figure, frequencies were only sampled 3.6mm from the boundary
(wall or surface), and extrapolated.
where γ is the polytropic index; we use γ = 1.4 for air. Evaluating the deriva-
tive (4.5) we obtain the bubble stiffness,
κ =
γP0
V0
. (4.6)
The bubble air pressure P0 is the sum of the hydrostatic pressure (approximately
Patm+ρgd for a bubble at depth d), and surface tension (
2σ
R0
for a spherical bubble).
To support pressure and surface tension for nonspherical bubbles in complex
fluid domains, we obtain a reliable approximation of P0 from our two-phase
fluid simulator. Observe that κ only depends on the internal gas and surface
tension, which is consistent with Minnaert’s derivation [92]. Interestingly, note
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that κ is incapable of producing increasing pitch as a bubble rises (it actually
predicts the opposite dependence on d), and thus the mass factor is responsible
for this effect.
The effective mass (m) can be derived similar to Strasberg [149], but with consid-
eration for complex fluid domains. The key idea is to equate the oscillator kinetic
energy 1
2
mv˙2, for a given harmonic bubble volume velocity v˙, with the kinetic-
energy volume integral of the surrounding fluid, W f , to determine m. W f is also
the work that the bubble does to the fluid. In order to compute the fluid kinetic
energy, we exploit the fact that bubbles are acoustically compact low-frequency
sources 2, and thus the surrounding fluid’s vibration is well approximated by
incompressible, irrotational flow modeled using Laplace’s equation. Specifically,
let the surrounding fluid’s particle velocity be ∇φ, where φ is the velocity poten-
tial which satisfies
∇2φ(x) = 0, x ∈ Ω,
subject to a pressure-like Dirichlet boundary condition on the bubble, φ = φb,
and other suitable boundary conditions elsewhere (discussed later). Therefore
we can express the effective mass as
m =
2W f
v˙2
=
2
v˙2
(
ρ
2
∫
Ω
(∇φ)2 dΩ
)
.
Converting the volume integral to a boundary integral using Green’s first iden-
tity we obtain ∫
Ω
(∇φ)2 dΩ +
∫
Ω
φ∇2φ dΩ︸         ︷︷         ︸
≈0
= −
∫
∂Ω
φ ∂nφ dS ,
where the minus sign is due to normals pointing out of the fluid domain Ω (and
into air or solid domains). Denoting the bubble, air, and rigid surfaces as Γb, Γa,
2Note that for a bubble at 1 atm pressure, we have f R ≈ 3m/s, or ωR ≈ 19m/s, so that
kR = ωr/c ≈ 0.013 << 1. Also note that λ/R ≈ 114.
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Figure 4.5: Interior Laplace BVP for bubble capacitance: We use the solution’s
∂nφ gradient on the bubble boundary Γb to compute the bubble capacitance using
(4.9), and on the air boundary Γa to evaluate acoustic radiation (in §4.6).
and Γr, the mass integral becomes
m = − ρ
v˙2
(∫
Γb
φ ∂nφ dS +
∫
Γa
φ ∂nφ dS +
∫
Γr
φ ∂nφ dS
)
= mb + ma + mr.
The terms can be evaluated by making use of the boundary conditions for the
generalized problem (see Figure 4.5). The air-interface ma contribution is zero
since φ = 0 on Γa, as the acoustic pressure p = −ρ∂φ∂t = −iωρφ = 0 there. The rigid-
surface mr contribution is also zero: the acoustic particle velocity must be zero
in the normal direction on the rigid boundary, and thus ∂nφ = 0 on Γr. Therefore,
the only mass contribution arises from the bubble term m = mb.
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4.5.3 Capacitance Interpretation of Bubble Frequency
Since the velocity potential is constant on the surface of the bubble, φ = φb, it can
be taken outside the integral,
m = − ρ
v˙2
∫
Γb
φ ∂nφ dS ≈ −
ρ
v˙2
φb
∫
Γb
∂nφ dS .
Then since the volume velocity is v˙ = −
∫
Γb
∂nφ dS , it follows that m = ρφb/v˙. The
bubble is a uniform-potential conductor-like surface, so Strasberg noticed that
treating φ as electrostatic potential and v˙ as flux, the ratio v˙/φ is mathematically
equivalent to 4π times the surface’s electrostatic capacitance, C. Therefore, the
effective mass can be identified as
m =
ρ
4πC
. (4.7)
By combining equations (4.6) and (4.7), the bubble frequency can be given in
terms of its capacitance,
ω2 =
κ
m
=
4πγP0
ρV0
C. (4.8)
Bubble capacitance BVP: To compute the capacitance we can interpret the bub-
ble as a conductor with a unit potential boundary condition (φb=1), the fluid-air
surface as a conductor at zero potential (φa=0), and rigid interfaces as insulators
(∂nφr=0). Our generalized “bubble capacitor” boundary value problem (BVP) is
shown in Figure 4.5.
Given the solution to Laplace’s equation φˆ for this BVP, we compute the
capacitance as
C = − 1
4π
∫
Γb
∂nφˆ dS . (4.9)
Since this formula only requires ∂nφˆ on Γb, we can solve for each bubble’s capac-
itance using a boundary integral formulation of Laplace’s equation. We discuss
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(a) ω = 1 (b) ω = 1.14 (c) ω = 1.27 (d) ω = 1.72
C = 1 C = 1.31 C = 1.61 C = 2.96
Figure 4.6: Capacitance-based frequency estimation for a rising bubble: We
recover increasing “chirp-like” frequency and capacitance (normalized) as the
bubble (initial radius R = 5.8 mm) nears the surface (a-d). The rising pitch pro-
duced as the bubble’s water layer (lamella) thins corresponds to a thin-plate
capacitor of increasing thinness.
(a) ω = 1 (b) ω = 0.95 (c) ω = 0.91 (d) ω = 0.85
t = 0 t = 3ms t = 6ms t = 13ms
Figure 4.7: Shape-dependent bubble frequency is demonstrated here for a sim-
ulated bubble undergoing natural shape changes. Frequency is normalized. Our
bubble frequency estimation method can resolve musical pitch fluctuations oc-
curing on semi-tone magnitudes, on the order of 10ms.
an optimized bubble capacitance solver in §4.5.4. Finally, our approach repro-
duces and generalizes the frequency models of Minnaert and Strasberg, and
supports nontrivial frequency estimation in complex fluid geometries (see Fig-
ure 4.6), and for complex bubble shape changes (see Figure 4.7).
4.5.4 Fast Amortized Solution of Capacitance BVP
We now describe an efficient method for estimating bubble capacitances that
exploits common computations between the bubbles for speed. We can use
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the boundary element method (BEM) to solve the capacitance BVP using estab-
lished codes for the interior Laplace problem with mixed boundary conditions
(BCs) [9].
BEM BVP matrix structure: After discretizing the direct boundary integral equa-
tion formulation of the interior Laplace problem for the velocity potential asso-
ciated with a single bubble, we arrive at the linear matrix problem,
Hφ = Gv,
with the following block structure,

Hbb Hba Hbs
Hab Haa Has
Hsb Hsa Hss


φb
φa
φs

=

Gbb Gba Gbs
Gab Gaa Gas
Gsb Gsa Gss


vb
va
vs

,
where φ is the BEM vector of potential values and v is the BEM vector of (out-
ward) normal derivative values, ∂φ
∂n
; here the three boundary regions are denoted
by b (bubble), a (air), and s (solid). Applying the Capacitance BVP boundary
conditions (see Figure 4.5), we arrive at the linear system Ax=b with the block
structure, 
Gbb Gba Hbs
Gab Gaa Has
Gsb Gsa Hss

︸                  ︷︷                  ︸
A

vb
va
−φs

︸︷︷︸
x
=

Hbb
Hab
Hsb

(
φb
)
︸      ︷︷      ︸
b
,
where the unknowns are vb ∈ Rnb , va ∈ Rna , and φs ∈ Rns . Solving this system
provides three quantities: vb which helps approximate
∫
Γb
∂nφˆ dS ≈ aTb vb and thus
(4.9) for the bubble capacitance; va which describes the free surface vibration, and
will be used for acoustic radiation modeling (in §4.6); and φs which is ignored
since it is not needed by our application.
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Figure 4.8: Solver Error: For one timestep of the pouring faucet example, we
meshed the domain at a high resolution (5mmmaximum edge length), and com-
puted frequency and transfer for all the bubbles. Although we use aggressive
mesh simplification, the relative errors for our frequency solver compared to
the high resolution results are very small (top). Pressure magnitude errors (bot-
tom) are tolerable in our range of interest, and increase at higher frequencies as
expected.
In our implementation we use the BEM++ software library (version 2.0) [142]
to evaluate the various G and H matrix blocks; we used Galerkin discretization
(which is more robust to meshing irregularities than collocation schemes) with
constant elements for Neumann data (on Γs), and piecewise linear elements for
Dirichlet data (on Γb and Γa).
Fast amortized matrix solver: For a given frame, we solve the matrix problem
many times for many bubbles. A naive LU-based evaluation of x=A−1b would
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require O
(
(nb + na + ns)
3
)
flops. If we denote the four blocks of A by
A =

Gbb B
C D
 ,
we observe that the huge lower-right “domain” submatrix D relating the self-
effect form factors for the air and solid boundaries (Γa ∪ Γs) is constant across
problems. We can exploit this fact for fast evaluation ofA−1b for different bubbles.
By exploiting the Sherman-Morrison-Woodbury formula for U [66], the matrix
inverse can be written as
A−1 =

X Y
Z U

where
X =
(
Gbb − BD−1C
)−1
, (4.10)
Y = −XBD−1, (4.11)
U = D−1(I −CY), and (4.12)
Z = −UCG−1bb . (4.13)
By carefully exploiting common subexpressions and cached LU factorization of
the large D block, the product x=A−1b can be evaluated in O
(
(na + ns)
2
)
flops for
small bubbles of size nb=O(1). Please see Appendix B.1 for explicit algorithmic
details. In our examples, we observe that the amortized capacitance solver
accelerates bubble frequency estimation by 10-12x for small bubbles, while for
very large bubbles the speed-up may only be 3x, but still worthwhile.
4.5.5 Adaptive Meshing
The generation of meshes used for BEM analysis should be discussed briefly,
since adaptive meshing is needed to keep our frequency solve times manageable.
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Detailed meshes are obtained from the fluid simulator
using Marching Cubes, which we adaptively simplify
using Quadric Error Simplification [62]. However, we
must properly resolve interfaces and inter-surface gaps
as bubbles approach the fluid surface or container walls
in order to compute accurate capacitance values. Therefore we use a sizing func-
tion that ensures each triangle’s maximum edge length is less than its distance
to the nearest bubble. The inset shows an illustrative example. Although we use
aggressive mesh simplification, our errors (shown Figure 4.8) are still tolerable.
4.6 Bubble Acoustic Transfer
We now describe two acoustic transfer solvers that estimate the pressure am-
plitude at the listener’s position(s) from an acoustic bubble vibrating with unit
pressure: (1) a BEM-based solver that includes scene geometry (§4.6.1), and (2) a
fast but very approximate solver that uses a proxy bubble-plane transfer model
(§4.6.2). In practice, we sample frequency and bubble-to-ear transfer values at a
fixed rate during the lifetime of the bubble; in our implementation these solves
are done every 1ms, and interpolated with a cubic spline. These transfer values
are used for sound synthesis later in §4.8.
4.6.1 BEM-based Acoustic Transfer Solver
We now describe how to approximate realistic sound amplitudes from an har-
monically vibrating fluid surface. Since sound scattering and resonance effects
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Γa
∂nφ=va
∂nφ=0
Γr
∇2φ + k2aφ=0
Ωa
Figure 4.9: Exterior Helmholtz BVP for acoustic radiation
from external geometry (such as the walls of a glass container) can introduce per-
ceptually important and pitch-dependent amplitude variations (such as when
a glass is filled up with water) we seek to include near-field scene geometry in
our transfer solver that has been neglected in prior works [170].
Mathematically we approximate solutions to the exterior wave radiation
problem specified by the Helmholtz equation
(∇2 + k2)p(x) = 0, x ∈ Ωa,
where k = ω/ca, and ca is the speed of sound in air. As boundary conditions,
we impose a vibration BC on the fluid-air interface, and a no-vibration BC on
the rigid scene geometry (see Figure 4.9). Following our bubble frequency solve,
the vibration of the fluid-air surface is known3 from ∂nφˆ on Γa, which in turn
becomes input boundary data for the air-domain acoustic transfer estimation.
To support arbitrary scene geometry, we use established BEM solvers for the
exterior Helmholtz radiation BVP. In our implementation, we use the BEM++
3We refer to the pressure gradient as a velocity, but they are merely proportional: ∂n p =
−iωρVn for a harmonic vibration of velocity Vn. Since the normal velocity is continuous across
the fluid-air interface, −iωVn = ∂n pa/ρa = ∂n p f /ρ f , and so up to a multiplicative constant density
factor we can say that ∂n pa and ∂n p f are equal velocity-like quantities.
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implementation [142] A major practical task is generating a suitable scene mesh
with BC data at each time step. We first mesh the fluid and external container
together to generate detailed geometry for the external radiation problem (see
Figure 4.11). Since these meshes are typically too detailed for efficient BEM
analysis, we again use adaptive meshing (as in §4.5.5) to decimate the mesh. We
further restrict the largest edge length so as to sufficiently resolve the smallest
wavelength; in our examples, we have used a 3cm limit which can resolve λa=
17.2cm at the upper 2kHz rangewe simulate. Finally the interior capacitance BVP
and exterior transfer BVP may have different meshes for the fluid-air interface,
and therefore we interpolate the previously obtained velocity-like solution data,
va (i.e., ∂nφˆ), from the interior mesh to the mesh of the exterior fluid-air interface
Γa. The pressure BC on that interface is the same up to a scaling factor, since
∂n p f =
ρ f
ρa
∂n pa =
ρ f
ρa
∂nφˆ.
4.6.2 Fast Bubble-Plane Proxy Transfer
Transfer computations can be expensive for detailed water surfaces and scenes.
For many applications and “fast preview” renderings, we can use a cheap trans-
fer model based on a simplified bubble-plane geometry (see Figure 4.10).
Figure 4.10: Fast proxy
transfer model
To do this, we precompute a lookup table of trans-
fer values for spherical bubbles of various radii (r) at
various depths (d) beneath a planar water surface. We
sample bubble radii from 0.25mm to 1cm in 0.25mm
increments, and depths down to 8cm in 0.5mm incre-
ments. For each radius and depth, we solve the interior
frequency BVP and exterior radiation BVP. Then we fit
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Figure 4.11: Interpolating velocity BC data for a rising bubble in a square con-
tainer (top view): (Left) velocity BCs from the interior solve geometry (on Γa) are
(Right) interpolated onto the mesh (of Γa ∪ Γr) for the exterior Helmholtz BVP.
a multipole expansion [171] to the bubble’s exterior ra-
diation data, and only store the multipole coefficients (as opposed to storing all
the boundary data). Further, we assume the bubble’s response is cylindrically
symmetrical, so we only store the zonal multipole coefficients.
At runtime, instead of solving the exterior BVP, we compute the equivalent
spherical radius of the bubble, and the distance to the fluid surface. These
values are used to lookup the closest set of multipole coefficients in our database,
which are evaluated at the listening position. When performing lookups in our
database, we first find the closest radius, then find the closest depth sample with
that radius. It took 2.2 hours to construct the database using 32 cores. Runtime
evaluation times for each example are given in Table 4.1.
89
4.7 Bubble Forcing
There are several mechanisms which can drive bubble vibrations. Previous fluid
sound work in graphics has used Laplace pressure forcing, which approximates
entrainment forcing by a pressure jump due to surface tension. The additional
pressure, pσ =
2σ
R
(R is the mean bubble radius), provides an initial impulse to the
bubble oscillator (possibly smoothed in time). However, estimates of the Laplace
pressure jump, as well as hydrostatic pressure and shape mode coupling effects,
show that they represent a minor (< 10%) amount of the total forcing [127]. A
recent set of papers from Deane and Czerski [49, 45, 46, 44] propose a family of
models based on neck collapse (for entrainment and splitting events) and neck
expansion (for merging events) where surface tension effects account for the
majority of forcing (summarized in Figure 4.12).
Entrainment: The forcing of bubbles released from an underwater tube were
analyzed in [49, 45]. As the bubbles separate from the nozzle, a conical neck
forms with very sharp curvature (causing high surface tension) at the tip. At
separation, surface tension causes the neck to rapidly shoot into the bubble,
(a) (b) (c)
Figure 4.12: Bubble forcing: There are 3 types of forcing events we model: (a)
entrainment, (b) splitting, and (c) merging.
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quickly decreasing the bubble’s volume, which forces oscillations. A similar
situation happens during bubble entrainment: a neck is formed as a bubble
separates from the fluid surface. This geometry is illustrated in Figure 4.12a.
Their time-dependent forcing model based on a conical neck is
f (R, t) = −9κσηpin,0
√
1 + η2
4ρR3
t2, (4.14)
where κ is the gas polytropic index, σ is the surface tension coefficient, pin,0 is
the equilibrium pressure in the bubble, R is the equilibrium radius, ρ is the fluid
density, and η is the slope of the neck cone (η = tan(θ)). We have multiplied their
original equation by ρR2 to transform to the correct units (pressure). We sample
the neck angle uniformly between [20o, 55o], which corresponds to η ∈ [0.36, 1.43].
It was observed that this forcing function is valid for approximately 300-400 µs
for 2mm bubbles (Minnaert frequency = 1.6 kHz, period = 625 µs). For a bubble
with period τ, we use this forcing function for the min
(
1
2
τ, 600µs
)
, and set it to 0
afterwards.
Splitting: For bubble splitting events, the same mechanism is proposed in [46] as
the main source of forcing. Both child bubbles are driven by the neck that forms
during pinchoff (illustrated in Figure 4.12b). We again use equation (4.14), and
again assume it is active for min
(
1
2
τ, 600µs
)
for each bubble. The same sampling
method for η is also used.
Merging: For bubble coalescence events, a similar mechanism is proposed in
[44]. When two bubbles merge, very strong surface tension is generated at the
merge point. This causes the bubble surface to expand, rapidly increasing the
volume of the new bubble (see Figure 4.12c). Their model is
f (t,R) =
6σκpin,0
ρR3
t2, (4.15)
where again we have multiplied their original equation by ρR2 to transform to
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pressure. The time that this forcing function is active is labeled tlim, and is defined
as the amount of time it takes for the expanding radius to reach a fixed fraction
(sampled uniformly between [0.4, 0.8]) of the smaller bubble radius. An arbitrary
modulation function is also added, resulting in the forcing function
f (t,R) =
[
1
2
− 1
π
tan−1
(
3
t − tlim
tlim
)]
6κσp0
ρR3
t2.
We again limit the forcing to min (tlim, 600µs).
4.8 Sound Synthesis
The last part of our pipeline (after fluid simulation, bubble identification and
tracking, frequency estimation, and radiation analysis) is to synthesize the re-
sulting sound at the listening position. While conceptually similar to [170], there
are several different and important details in our approaches.
4.8.1 Audio Synthesis Details
Culling silent bubbles: To avoid unnecessary frequency and radiation solves for
inaudible bubbles, we cull silent bubbles. Specifically, we do not perform any
solves for bubbles that are older than −ln(.01)/β, where β is estimated from the
bubble’s equivalent spherical radius and Minnaert frequency.
Oscillator tracking: To avoid discontinuities in the synthesized sound, we con-
tinue oscillators through split and merge events. During split events, the parent
bubble’s oscillator continues to the largest child bubble. During merge events,
the largest parent bubble’s oscillator continues to the child bubble. We use the
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standard RK4 method to integrate the oscillator equations, and did not need any
special treatment to handle abrupt frequency changes.
Simultaneous events: A single bubble can undergo multiple events during a
single timestep of our simulation. For example, a near-surface bubble could split
and one of the daughter bubbles could touch the surface and disappear. Simi-
larly, a bubble could be entrained and merge with another bubble during one
time step. To handle these volume changes and missed events correctly, we mon-
itor each bubble’s volume during bubble tracking. If there is a sudden increase,
we add a new bubble entrainment event and merge it immediately. When there
is a sudden volume decrease, we add a split event followed immediately by a
collapse event.
Frequency Extension
For various reasons such as resolution limits or the idealized damping model,
simulated bubbles may reach the fluid surface and collapse before they are done
oscillating. This singularity can limit our ability to resolve the bubble’s chirp-like
frequency response. To avoid such artifacts, we fit a small exponential model,
aect, to the frequency samples, and use it to extrapolate the bubble’s frequency
in time (see Figure 4.13). Parameters a and c are calculated to ensure C0 and C1
continuity.
Bubble Popping Sound Model
Bubbles that “pop” at the surface have their oscillators die out, but in reality
there is a characteristic chirp-like popping sound due to the small pressurized
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Figure 4.13: Bubble frequency extension model: (Left) a bubble collapses be-
fore it has finished oscillating, resulting in an audible sample-and-hold fre-
quency artifact. (Right) To improve the approximation we extrapolate the fre-
quency using a fitted exponential.
cavity that briefly rings like a so-called Helmholtz resonator [145]. These sounds
are quiet, but occupy a part of the audio spectrum which is otherwise quiet in
our model due to the predominantly lower pitch of bubbles resolvable by our
fluid simulator. The physical process of bubble bursting and aerosol generation
is actually terribly complicated [95]. We use a simplified model for the sound
produced by bursting bubbles proposed for remote acoustic sensing of important
bubble properties, such as bubble cap film thickness [48].
The model gives the time dependent frequency of a bubble pop as (equation
5 in [48])
fH(t) =
c
2π
√
3π2
16V
R sin
(
ut
R
)
, 0 ≤ t ≤ tmax,
where u is the velocity of the retracting bubble film, R is the bubble cap radius,
and V is the bubble volume. tmax is the time it takes for the film to retract fully.
The film retraction velocity can be estimated from the length of time the film has
been draining for before it nucleates. We define the minimum drain time tmin as
the time it would take for the film thickness to reach R/10.
When a bubble reaches the surface in our simulation, we uniformly sample
the drain time between [tmin, 20ms] to define u and synthesize a cosine chirp with
frequency fH(t). We modulate the pop sound with an ad-hoc function chosen to
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Figure 4.14: Bubble popping sounds add additional high-frequency content as
shown here by comparing spectrograms of sounds produced (Left) without and
(Right) with the popping sound model based on [Deane 2013]. The simulation
example is the pouring faucet.
match experimental data from [48], namely,
mod(t) = exp
(
ln(.00001)
tmax
t
)
2
π
atan
(
t
2tmax
)
.
The amplitude of the pop is not well defined. Given the maximum absolute
value of the corresponding bubble sound smax, we choose to scale the pop sound
so that it has a maximum magnitude of asmax, where a is uniformly sampled be-
tween [.001, .03]. The effect of the popping sound model is shown in Figure 4.14.
Bubble Bandwidth-Extension Scheme
Given the resolution limits of our fluid simulator, bubbles below a certain length
scale can not be resolved correctly, resulting in a band-limited frequency re-
sponse of the bubble oscillator model. Experimental studies of bubble popula-
tions in breaking waves have established various bubble size statistics, and have
shown that the number of tiny bubbles tends to follow power-law models [50].
To artificially extend the frequency response of our renderings, we optionally
seed audio-domain bubble events from a power-law distribution as follows.
We sample tiny bubbles in the audio domain, based on simulated larger bub-
bles. Specifically, for each entrained simulation bubble with radius rparent ≥
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2mm, we assume that the impact which created this bubble also generated
other smaller bubbles with radii rtiny ∈ [0.1mm, 1mm]. The number of artificial
bubbles generated for each simulation bubble is uniformly sampled between
[0, 3000 ∗ rparent]. Given the simulation bubble’s creation time t, the start times for
each of the artificial bubbles are uniformly sampled from [t − 0.1, t] (because the
tiny bubbles are created during the impact). The sizes of the tiny bubbles are
sampled from a -3/2 power law, consistent with observations of the distribution
of bubbles below the Hinze scale. Finally, since we have no geometry or posi-
tions for these artificial bubbles, we base their amplitude on the parent bubble.
Given the parent bubble’s transfer magnitude pparent, we set the transfer value
for a tiny bubble to 50 pparent (rtiny)
1/3
4.8.2 Sound Synthesis Summary
In summary, our sound synthesis pipeline is very similar to previous work, with
the important details that we need to track oscillators through split and merge
events to avoid discontinuities, and simultaneous events need to be treated
correctly. We proposed several audio domain methods to help add missing
detail from our simulations, including frequency extension, a bubble popping
model, and a microbubble model. The three latter models are all optional.
4.9 Results and Discussion
Please see our accompanying video for visual and audio results.
Results were computed on a heterogeneous cluster of 31 nodes, where
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Frequency Radiation Proxy
Example Domain Simulation time # of bubbles / solve time Amortized solve time evaluation
size (cm) Length (s) (hours / cores) # of solves (hours) speedup (hours) time (hours) % culled
Dripping Faucet 8 x 8 x 24 9.0 97 / 32 153 / 965 .005 0.81 .07 0.09 6.4
Pouring Faucet 8 x 8 x 24 8.5 402 / 64 331521 / 585311 23 7.35 52 3.8 71.2
Water Step 8 x 24 x 24 4.5 1000 / 96 420134 / 483654 20 4.85 44 20.0 71.8
Dam Break 16 x 16 x 32 2.64 394 / 64 114471 / 121646 2.9 4.72 15 0.66 72.4
Armadillo Drop 16 x 16 x 32 4.0 293 / 64 13981 / 11653 .245 3.82 3.4 0.58 87.9
Table 4.1: Results. Our fluid simulations used different numbers of cores, which
are reported above. The frequency and radiation solves are massively parallel,
and were computed using 680 cores. Proxy transfer evaluation was done on a
single core, but could be parallelized easily.
each node’s core count ranged from 8 to 64 (Intel Xeon X5355 and Xeon
X7560 processors), as well as on the NSF cluster SuperMIC (two In-
tel Xeon E5-2680 processors per node). We report runtimes and sim-
ulation statistics in Table 4.1. The modifications we made to the Ger-
ris code (to enable bubble tracking) are available on the project website
http://www.cs.cornell.edu/projects/Sound/bubbles, along with
our simulation scripts, code to interface with BEM++, and sound synthesis code.
4.9.1 Discussion of Tank Effects
Container effects such as reverberance can be significant. An example is shown
in Figure 4.15. When a single bubble is entrained in a glass fish tank, strong
echo can be seen in the air microphone signal. However, the sound recorded
by a hydrophone of the same event looks much closer to a theoretical damped
harmonic oscillator.
4.9.2 Validation
We performed several experiments to validate our frequency model.
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Air Mic
Hydrophone
Figure 4.15: Container effects: Container effects can be strong in the air (top),
while in a simultaneous hydrophone recording (bottom) the waveform of the
same entrained bubble is much cleaner. Resonances of the container can be seen
as lines in the spectrum, which continue after the bubble has popped.
Single bubble entrainment: We recorded several bubbles entrained by droplets,
and simulated a similar entrainment case. We are able to capture the characteris-
tic frequency chirp of the bubble as it rises (see Figure 4.16).
Underwater bubble creation: Using a syringe and plastic tubing, we also released
underwater bubbles and recorded their emissions. As the bubble moves away
from the tube (rigid surface), there is a slight pitch increase, but we do not see
the characteristic chirp because the bubble finishes vibrating before it reaches
the surface. A simulated scenario of a bubble moving away from an underwater
tube produces a similar effect.
4.9.3 Large Results
Dripping faucet: Our dripping faucet example has a relatively small number of
bubbles. It clearly demonstrates the pitch rise as bubbles approach the surface,
as well as the benefit of our frequency extension model.
Dam break: There is a loud, low frequency sound produced by the large tubular
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bubble in the dam break example. The sloshing sounds in this example are
convincing. The dam break clearly demonstrates the benefit of our microbubble
model, which adds higher frequency texture.
Water step: The water step has the most bubbles of all our simulations. While it
has a fairly constant sound spectrum, the differences of our multiple models can
be seen. This example also demonstrates the importance of transfer, as it sounds
very dissonant when rendered without transfer.
Pouring faucet: We use the same domain as the dripping faucet, but this time
use a constant 1cm radius stream to fill the container. This example most clearly
shows the importance of transfer, allowing us to capture the characteristic pitch
shift as the container fills.
Armadillo drop: For our last example, we dropped a water shaped armadillo
into a pool of water. While this example is fun, it also highlights some of the
deficiencies of our system. Even with our microbubble model, there is not much
of an impact sound during the initial impact of the armadillo. A microbubble
model based on droplet impacts, instead of on larger bubbles entrainment times,
may help.
4.10 Conclusion
We have explored many stages of audiovisual fluid simulation, and identified
the need for, and proposed, numerous sound simulation models. We believe
that increased resolution of liquid sound generation mechanisms will also lead
to improved visual fidelity of fluids in computer animation.
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One surprising finding of our bubble frequency model was the large vari-
ations predicted based on spatial proximity to boundaries (see Figure 4.4),
whereas the nonspherical pitch variations were comparatively more modest and
less perceptually important for sound rendering. As Figure 4.7 demonstrates,
there were some stong pitch variations due to shape, but these seemed rare.
Perhaps the most important aspect of nonspherical bubbles was their ability to
conform to the fluid-air interface and produce large pitch increases for rising
bubbles due to the thin-plate capacitor effect (see Figure 4.6).
Our frequency model provides a way to capture the complex frequency
effects that acoustic bubbles exhibit, and we hope that it will lead to better
audiovisual simulation of water in the future, as well as more accurate methods
for passive acoustic sensing. Our frequency model can be solved efficiently, and
is surprisingly robust to coarse meshes (see Figure 4.8 top).
Limitations and future work: Far from solving the problem outright, the cur-
rent study identifies many challenges, limitations, and opportunities for future
work in realistic audiovisual fluid simulation. Our formulations calculate fre-
quency and radiation based on an independent bubble assumption; however,
bubbles can affect each other to produce frequency-coupled vibrations and in
turn change their acoustic emissions. Our frequency-domain transfer model
can capture resonance effects in containers and thereby improve the sound qual-
ity over previous work [170, 110]. But it misses perceptually significant time-
domain reverberation effects. In addition, the container sound is missing, which
can be an important source of fluid-solid coupling sounds. Also, we only model
the dependence of ω on local geometry, but bubble damping β may also be
affected. Acoustic radiation, while perceptually crucial, is computationally ex-
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pensive. Our bubble-plane proxy is one attempt at performance improvement,
but other techniques such as fast-multipole methods, FDTD with PML on the
GPU, or geometric acoustics are interesting future work directions.
Our sound model is inherently band-limited due to resolution-limited fluid
simulation. Post-processing effects such as popping and microbubble models
can help. But it is also desired to incorporate more advanced multi-scale models
in our system. The bubble forcing models we use are relatively simple, typi-
cally only capturing asymptotic forcing information, but assume idealized ge-
ometry and involve undetermined parameters. It is therefore interesting to
explore data-driven approaches for automatically extracting forcing models and
their parameters. Laboratory experiments reveal a wide-range of surface related
sound events which do not radiate effectively underwater (as measured by a
hydrophone), but that produce significant high-frequency sound contributions.
Methods for approximating these processes, either in the geometric domain or
audio domain, are necessary to improve sound realism. Finally, there are numer-
ous important potential applications of fluid-sound synthesis in other fields of
science and engineering that should be explored.
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Figure 4.16: Single Bubble Entrainment: A simulated bubble entrainment event
(top) produces a similar spectrum to a recorded entrainment event (bottom).
102
Figure 4.17: Underwater bubble release: A bubble released from an underwater
tube shows a slight frequency rise as it moves away from the rigid tube. The
simulation (top) matches well with experiment (bottom).
Figure 4.18: Dripping Faucet
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Figure 4.19: Dam Break
Figure 4.20: Water Step
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Figure 4.21: Pouring Faucet
Figure 4.22: Armadillo
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CHAPTER 5
CONCLUSION
5.1 Summary and Conclusions
Physical simulation has become an important tool in computer graphics as a
method to add detail to animations while reducing artist labor. As better meth-
ods are developed and hardware capabilities improve, our ability to use simula-
tion as a general problem solving tool increases.
This thesis investigates several ways of using physical simulation for prob-
lem solving, and also steps to make physical simulation easier to use. In Chap-
ter 2, we explored the inverse problem of synthesizing an animation alignedwith
a recorded sound. This allows us to leverage the realism of recorded sounds,
and provides a form of motion control. Our main insight was to sample a large
number of simulations. In Chapter 3, we made a specific type of simulation
(modal sound synthesis) easier to use by reducing its memory requirements.
We fit moving least squares approximation to mode shapes, in a perceptually
meaningful way, and were able to achieve compression ratios of up to 1000x.
Finally, in Chapter 4, we developed a better model of bubble frequency, and
used incompressible, two-phase fluid simulation to simulate water sounds. This
helps to create more realistic sound, while also illuminating how well current
bubble forcing and damping models work.
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5.2 Limitations and Future Work
In addition to the limitations and future work mentioned in previous chap-
ters, there are several high level problems and goals for physical simulation in
computer graphics. It is often necessary to sacrifice accuracy for speed. Two
aspects of this could be done better. First, more verification against real world
experiments, and clarification of limitations, is necessary. We performed several
verification experiments of our bubble frequency model in Chapter 4, however
these are fairly rudimentary. Second, human perception should be dealt with
more rigorously. Often the metric for success of a computer graphics simulation
method is “does it look good?”. While this can result in interesting results, it
creates challenges when attempting to evaluate how well a certain method will
work in a new scenario, and can result in subjective evaluation. In Chapter 3
we demonstrated one way to leverage published results in order to incorporate
human perception more rigorously.
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APPENDIX A
APPENDIX FOR CHAPTER 3
A.1 Derivation of relative mode importance
We now derive the expression for the relative average far-field pressure as pro-
portional to ‖u j‖ ‖c j‖F/(ω j)2 used when allocating relative mode errors. Given
the pressure is O(|p||q|), we estimate |q| using the modal response to an impulse
f δ(t),
q(t) = 1
ω
e−
α+βω2
2
t sin(ωt)(u • f) =⇒ |q| ≤ |u•f|
ω
‖f‖=1≤ ‖u‖
ω
.
We estimate O(|p|) as proportional to the square-root of (far-field) radiated power.
Consider a unit-amplitude vibration of a single mode, with acoustic transfer p(x)
of (3.2). The time-averaged radiated power through a surrounding sphere S R of
radius R, is proportional to PR =
∫
S R
|p|2 dS =
∫
S R
|p(x)|2 sin θR2 dθdφ [74]. For the
far-field power (R → ∞) only leading-order 1/r contributions from p contribute.
Since the Hankel functions have h(2)n (kr) ∼ in+1e−ikr/kr as kr → ∞, and using the
orthogonality of the spherical harmonics, we find that
P∞ =
1
k2
∑n¯
n=0
∑n
m=−n |cmn |2 = 1k2 ‖c‖2F .
We then estimate the mode-relative amplitude of the space- and time-averaged
far-field transfer as |p|= √P∞ ∼ ‖c‖F/k. It follows that the relative modal impor-
tance is given by ‖u j‖ ‖c j‖F/(ω j)2.
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APPENDIX B
APPENDIX FOR CHAPTER 4
B.1 Fast Amortized BEM Solver Details
Here we provide details (from §4.5.4) on how to efficiently evaluate x = A−1b
in our frequency solver for the common case of multiple bubbles (with nb ≪
na + nb). First, to clarify, we avoided the expensive inverse in the U block of
A−1 expression (4.12) using the Sherman-Morrison-Woodbury low-rank update
formula [66] to obtain
U =
(
D −CG−1bb B
)−1
(B.1)
= D−1 + D−1C (Gbb − BD−1C)−1︸               ︷︷               ︸
X
BD−1 (B.2)
= D−1(I +C XBD−1︸  ︷︷  ︸
−Y
) = D−1(I −CY). (B.3)
The bubble-independent solver setup constructs the air-solid domain form-factor
matrix D, and the LU factorization for D−1. Then given a specific bubble geome-
try, we construct the remaining blocks of A, and then compute
G−1bb ← LUS olver(Gbb) (B.4)
T1 ← D−1C (nb LU solves for C RHS) (B.5)
X ← LUS olver(Gbb − BT1). (then discard T1) (B.6)
Then given the RHS vector (in block form) b=

bb
bas
we can form x=A−1b=

xb
xas

as follows. Since
xb = Xbb + Ybas = X(bb − BD−1bas), (B.7)
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we can form xb via (here t∗ are temporary variables)
t1 ← D−1bas (LU solve) (B.8)
t2 ← bb − Bt1 (B.9)
xb ← Xt2. (LU solve) (B.10)
Second, observe that
xas = Zbb + Ubas = U(−CG−1bb bb + bas) (B.11)
so we can form xas=Ut2=D
−1(I −CY)t2 as
t1 ← G−1bb bb (LU solve) (B.12)
t2 ← bas −Ct1 (B.13)
t3 ← Yt2 = −X(B(D−1t2))) (2 LU solves) (B.14)
t4 ← t2 −Ct3 (B.15)
xas ← D−1t4 (LU solve) (B.16)
Assuming (for simplicity) that nb=O(1) and N=na+ns, then it involves only O(N)
new form factor computations per bubble (instead of O(N2)), and it costs O(N2)
to construct this A−1 transformation (instead of O(N3)), and O(N2) to apply it to
form A−1b. The main per-bubble cost is nb + 3 applications of the D−1 LU solver.
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