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Abstract. The effects of chemistry on the transport and the mixing of reacting scalars in the convective
atmospheric boundary layer (CBL) are investigated. To do this, we use large-eddy simulation (LES) to
calculate explicitly the different terms of the flux and (co-)variance budget equations and to analyse in
particular the role of the chemical term with respect to the thermodynamical terms. We examine a set of
chemical cases that are representative of various turbulent reacting flows. The chemical scheme involves
two reacting scalars undergoing a second-order reaction. In addition, we study a chemical cycle, based on
a first and a second order reaction, to study the behaviour of chemical systems in equilibrium in turbulent
flows. From the budget analysis, we found that the chemical terms become more relevant when the chemical
time-scale is similar to the turbulent time-scale. In order to determine the importance of the chemical terms,
we compared these terms to the dynamical terms of the budget equations. For the flux of reactants, the
chemical term becomes the dominant sink in the bulk of the CBL. As a result, flux profiles of reacting
scalars have non-linear shapes. For the covariance, which accounts for the segregation of species in the
CBL, the chemical term can act as a sink or source term. Consequently, reacting scalar covariance profiles
deviate considerably from the inert scalar profile. When the chemistry is in equilibrium, the chemical term
becomes negligible and therefore the flux and (co-)variance profiles are similar to those of inert scalars. On
the basis of the previous budget results, we develop a parameterisation that represents the segregation of
reacting species in large-scale models under convective conditions. The parameterisation is applied to an
atmospheric chemical mechanism that accounts for ozone formation and depletion in the CBL. We found a
good agreement between the parameterisation and the LES results.
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11. Introduction
The chemical lifetime of reactants in the atmosphere can vary within a wide range of
timescales. In the convective boundary layer(CBL), the so-called long lived species are well
mixed and the vertical profile of their fluxes follow a linear shape (Wyngaard, 1985). For
reactants with a short chemical lifetime or with a lifetime of the same order of magnitude
as the turnover time of the convective boundary layer, approximately 10 − 20 minutes,
the chemical transformations can be limited by the turbulent mixing (Vila`-Guerau de
Arellano and Lelieveld, 1998). This process influences the distribution of reacting scalars
and the chemical composition of the CBL, and in particular the second-order moments
of the concentration distributions, i.e. fluxes and (co-)variances. By including the chemical
terms in the governing equations for reactants, one can study the relevance of accounting for
these terms in fluxes and (co-)variances. When turbulence and chemistry have similar time-
scales, one would expect the chemical terms to make a contribution similar to that made by
dynamical terms and, as a result, fluxes and (co-)variances will deviate from the inert linear
profiles. Since these second-order moments, which describe the transport, the variability and
the mixing of reacting scalars, are relevant for atmospheric chemistry, we intend to analyse
the magnitude of these deviations. We perform this analysis using dimensionless numbers
which depend on the CBL characteristics and chemical mechanisms.
Previous studies (Schumann, 1989; Sykes et al., 1994; Gao and Wesely, 1994; Verver
et al., 1997; Molemaker and Vila`-Guerau de Arellano, 1998; Petersen et al., 1999; Pe-
tersen, 2000; Petersen and Holtslag, 1999; Krol et al., 2000; Patton et al., 2001) have
shown that the turbulent mixing can control the concentration and the distribution of
reacting scalars in the CBL. This influence is expressed mathematically by the chemical
term included in the governing equations for the mean concentrations, for the fluxes and for
the (co-)variances. Since reactant concentrations can be correlated or anti-correlated and
since the chemical reaction rates depend on covariances, the way in which the species are
mixed can have an important impact on the reaction rate (Schumann, 1989). A suitable
variable to characterise this unmixed state of the reactants, and therefore the effect of
inhomogeneous mixing on chemical transformations, is the intensity of segregation which
can be defined as the ratio between the covariance and the product of the concentrations.
There is a discussion concerning the importance of this variable in the atmospheric bound-
ary layer. In a situation with uniform emissions, Krol et al. (2000) (from now, K2000)
show relatively small segregation between reactants. However, Herwehe et al. (2000) found
relevant differences in averaged mixing ratios when comparing the results obtained by
large-eddy simulation (LES) and by a mesoscale model. In order to clarify these discrepant
results, it is first necessary to determine the role played by the chemical terms in the flux
and (co-)variance equations.
Although extensive studies on temperature, moisture and inert scalars have shown how
the different dynamical terms contribute to the budget of fluxes and (co-)variances (Wyn-
gaard et al., 1978; Lenschow et al., 1980; Moeng and Wyngaard, 1984; 1989), very few
studies have addressed reacting scalar second-order moment budgets. To our knowledge,
no study so far has presented the budget of reactant species in a CBL in a comprehensive
manner.
In this paper, we analyse the effect of the chemical term on the transport and mixing of
reacting scalars by decomposing flux and (co-)variance budget equations using LES. The
simulations involve a species emitted at the surface, namely bottom-up scalar A, and a
2species entrained at the top of the CBL, namely top-down scalar B. We have simulated
representative turbulent reacting flows in a CBL with a second-order irreversible reaction
(i.e. A+B → C) and a chemical mechanism in equilibrium (i.e. A+B ↔ C). The structure
of the paper is as follows. In section 2, we present the theoretical basis and the numerical
simulation characteristics. The second-order moment budgets are analysed in sections 3, 4
and 5. These analyses focus on the moderately fast chemical case which is expected to be the
one that is affected most by chemistry. A parameterisation of the effect of incomplete mixing
on chemical transformations is developed in section 6. This parameterisation is based on
the bottom-up top-down variance decomposition proposed by Moeng and Wyngaard (1984)
and (1989) and it is compared to the LES results. Moreover, the parameterisation is applied
to a realistic atmospheric chemical scenario. Finally, the results are summarised in section
7.
2. Theoretical basis and numerical simulations
2.1. Theory
To increase readability, the horizontal averages are denoted by capital letters and the
fluctuations of the variables around the horizontal average value by lower case letters.
Since the turbulent fields are statistically invariant to translation of the horizontal axis,
horizontal homogeneity of turbulence is assumed. Therefore, the vertical scalar flux budget
equation reads
∂wsi
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where w, θ and si represent the fluctuation of the vertical velocity, the temperature and
the reactant concentration, respectively. Θ0 is a reference state potential temperature, Si
is the horizontal average reactant quantity and pi is the modified pressure defined as [(p−
p0)/ρ0] + (2/3)E, where p, p0 and ρ0 are the pressure, a reference pressure and a reference
density respectively, and E is the subgrid-scale turbulent kinetic energy. The subgrid stress
for momentum and scalar are represented by τ3j and 〈s′′i u′′j 〉 respectively. The terms on the
right-hand side are the mean gradient term (G), the buoyancy (B), the turbulent transport
(T), the pressure term (P), the dissipation (D) and the chemical contribution (CH).
Similarly, a general expression for the covariance budget of the resolved scale sisj can
be expressed as:
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The terms on the right-hand side are the gradient term (G), the turbulent transport
(T) contributions, the dissipation at the sub-grid scale (D) and the chemical contribution
(CH) respectively. Details of the variance budget equation will not be given here since this
equation can be obtained by substituting i for j in the previous equation.
3Considering a chemical cycle defined by:
A + B k→ C (3)
C
j→ A + B, (4)
and focusing on reactant A, one can express the chemical terms of the previous budget
equations as:
Rwa = −k
(
waB + wbA+ wab
)
+ jwc, (5)
Ra2 = −2k
(
a2B + abA+ a2b
)
+ jac, (6)
Rab = −k
(
abB + abA+ a2B + b2A+ a2b+ b2a
)
+ j
(
ac+ bc
)
. (7)
It is convenient to determine the order of magnitude of these chemical terms in eqs.
(1) and (2) in order to show the relevance of accounting for these terms. Previous studies
(Schumann, 1989; Sykes et al., 1994; Vila`-Guerau de Arellano and Lelieveld, 1998) have
defined a reacting flows classification based on the Damko¨hler number (Da). This dimen-
sionless number is the ratio of the flow time-scale to the chemical time-scale. For the CBL
and for the scalar A involved in a second-order reaction (i.e. reaction 3), this number is
defined as
DaA =
τt
τc
=
zi
w∗
k〈B〉, (8)
where τt and τc are the turbulent and the chemical timescales respectively. 〈B〉 accounts
for the bulk concentration of reacting scalar B. w∗ is the the convective velocity scale
defined by
(
g
Θvwθ0zi
) 1
3 where g, Θv, wθ0, zi are the acceleration due to gravity, the virtual
temperature, surface sensible heat flux and the CBL height, respectively. Well below its
threshold value of 1 (i.e. DaA  1) , the reacting flow can be considered as representative
of a slow chemistry regime. In this case, the chemical transformation of reactants can be
treated separately from the dynamics of the flow since reacting scalars are homogeneously
mixed by the turbulence. High above the threshold value (i.e. DaA  1), the chemical
contribution to the scalar continuity equation becomes predominant and chemical species
react in-situ and are not transported; the flow is in fast chemistry regime. Between these
extreme behaviors, e.g. for moderate chemistry, the turbulent mixing is expected to have
a non-negligible impact on chemical transformations. In this case, all the terms of the
governing equation for the reactant must be treated simultaneously.
In order to analyse the relevance of the chemical term related to the thermodynamical
terms on the flux and (co-)variance, it is convenient to introduce dimensionless numbers that
account for the chemical contribution to second-order moments. By defining the following
characteristic scales of a turbulent reacting flow: the turbulent timescale (τt) and flux scales
(w∗si∗, si = A,B,C) as proposed by Cuijpers and Holtslag (1998), i.e.
w∗si∗ =
1
zi
∫ zi
0
wsidz, (9)
4one can formulate the chemical term of the flux (5) and (co-)variances (eqs.(6) and (7)) in
a dimensionless way. Notice that since inert scalar fluxes are linear in the CBL, only the
surface flux and the entrainment flux are necessary to calculate the flux scales.
We derive as an example, the dimensionless expression for the chemical term (5) of the
flux equation. Multiplying (5) by the turbulent timescale and dividing by the velocity and
concentration scales, we obtain:
1
w∗a∗
τtRwa = −τtk
(
wa
w∗a∗
B +
wb
w∗a∗
A+
wab
w∗a∗
)
+ jτt
wc
w∗a∗
. (10)
Following Petersen (2000), we have neglected the chemical third-order terms. Introducing
now the dimensionless fluxes Fa, Fb and Fc and the Damko¨hler number defined by eq. (8),
the dimensionless chemical term of the flux equation reads:
1
w∗a∗
τtRwa = −DaAFa −DaB w∗b∗w∗a∗Fb +DaC
w∗c∗
w∗a∗
Fc. (11)
Therefore an appropriate indicator of the importance of the chemical term contribution
to the flux budget equation is the flux Damko¨hler number (Dawa) which is defined as
Dawa =
∣∣∣∣DaA +DaB w∗b∗w∗a∗ −DaC w∗c∗w∗a∗
∣∣∣∣ . (12)
Following similar derivation, the corresponding dimensionless numbers for the (co-)variances
read:
Daa2 = 2
∣∣∣∣DaA +DaB a∗b∗a2∗ −DaC a∗c∗a2∗
∣∣∣∣ , (13)
Daab =
∣∣∣∣∣DaA +DaB +DaA a2∗a∗b∗ +DaB b2∗a∗b∗ −DaC (a∗c∗ + b∗c∗)a∗b∗
∣∣∣∣∣ , (14)
where Daa2 and Daab are called by analogy the (co-)variances Damko¨hler numbers. The
Damko¨hler numbers for the species A, B and C with respect to the second-order reaction
(3) for A and B and to the photolytic one (4) for C are DaA, DaB and DaC respectively.
It is important to notice that Dawa, Daa2 and Daab include explicitly the complete set
of reactions in which the chemical species A is involved. For the average concentration
equation of species A, the dimensionless chemical term is |DaA − DaC 〈C〉〈A〉 |. The role of
this term on the distribution and the evolution of the averaged concentration has been
extensively discussed by K2000.
2.2. Numerical experiments
The model used is a three-dimensional LES code that Cuijpers and Duynkerke (1993),
Siebesma and Cuijpers (1995) and Cuijpers and Holtslag (1998) described for the dynam-
ics and Vila`-Guerau de Arellano and Cuijpers (2000) for the chemistry. We simulate an
entraining CBL with a surface sensible heat flux of 0.052 Kms−1 and no latent heat flux.
The geostrophic wind is chosen equal to zero and the initial potential temperature profile
has a constant value of 288 K below 662.5 metres and increases by 0.6 K every hundred
metres above 712.5 metres. The prescribed grid has 64 x 64 x 60 points in the horizontal
5and the vertical directions, representing a domain of 3.2 km x 3.2 km x 1.5 km. Periodic
lateral boundary conditions are assumed. The maximum time-step used in the calculation
is 0.5 s. For all the simulations, the convective velocity scale w∗, the CBL height zi and the
free convection time-scale t∗ ≡ zi/w∗ are equal to 1.096 ms−1, 747 m and 680 s respectively
after a pseudo-stationary steady state is reached (∼ 1 hour). The CBL height zi is defined
as the highest level at which the emitted scalar concentration exceed the threshold value
of 0.005 ppb following the arguments discussed in Bretherton et al. (1999). The boundary
layer depth obtained by using this method is about 10% higher than the one obtained by
using the minimum heat flux. This different definition of zi however does not affect the
results.
Using the reacting flow classification described previously, we performed four numerical
experiments: inert (I), moderately slow (MS), moderately fast (MF) and cycle (C). The
simulations involve a bottom-up diffusive species (A) injected at the surface and a top-
down species (B) which is entrained at the top of the CBL. The various chemical cases are
defined using the reactions presented previously (3 and 4). The scalar C is only produced
by the reaction 3 and depleted by the reaction 4 (no initial concentrations, no emission or
entrainment fluxes).
In the MS and MF experiments, the scalars A and B undergo only the reaction 3, i.e. the
photolytic rate constant is set at 0. The dimensionless reaction rate k, see Petersen (2000),
of reaction 3 is 0.29 (4.75 x 10−3 ppb−1s−1) for all the simulations. In all the experiments,
A is emitted at the surface with a surface flux of 0.1 ppbms−1 with an initial concentrations
in the CBL equal to 0. For these conditions, we obtained the following Damko¨hler numbers
averaged over the second hour of simulation: DaA = 0.6 for the MS experiment and DaA =
4.1 for the MF one. For the MS, the initial B concentration profile has a constant value of
0.5 ppb below 662.5 metres and 2 ppb above this level; for the MF the values are equal to
1 ppb and 10 ppb respectively. Notice that the difference between moderately slow and fast
chemistry is created by using different initial profiles and entrainment fluxes for B, i.e. by
varying the volume concentration in the Damko¨hler numbers.
In addition, a cycle (chemical case C) composed of reactions 3 and 4 is studied in order
to investigate the impact of the turbulent mixing on a chemical equilibrium. Reaction 4
represents a photolysis reaction with a dimensionless reaction rate of 29 (0.475 s−1). As
expected, the control parameter of a reacting scalar undergoing a chemical cycle is not
equal to the individual Damko¨hler number as defined previously but it equals an overall
Da as K2000 pointed out. This overall Da is the sum of individual Da weighted by the
stoichiometric coefficient as it appears in the conservation equation for reacting scalars. For
instance, here the individual Da is equal to 6.2 for the reactant A whereas the total Da
which includes all the production and destruction reactions, i.e. |DaA −DaC 〈C〉〈A〉 |, is equal
to 0.4.
Following the analysis used by Schumann (1989) and K2000, the sub-grid effects of the
chemical terms are omitted. Here, we mainly present the results for the emitted reactant A.
Nevertheless, similar results and conclusions can be drawn for the analysis of the entrained
scalar B. The simulations cover a 2 hours period and the statistics presented here are
obtained by averaging the results over the last hour of simulation. In the numerical ex-
periments, the concentration of chemical species evolve with time. However this evolution
does not affect our results. Similar flux and (co-)variance profiles are found if one integrates
for longer times. In addition, the results are scaled with the appropriate convective scaling
parameters.
63. Scalar fluxes
Figure 1 shows the vertical profiles of scalar fluxes that consist of a resolved part and a sub-
grid scale contribution modelled as a diffusion process. Notice that the concentration scale
(i.e. cu∗) used to make the dimensionless profiles is calculated as the ratio of the emission
flux of A to the convection velocity scale. Within the boundary layer, the profiles of inert
scalars (temperature and bottom-up scalar for the inert chemical case) have a linear shape
(Deardorff, 1979; Wyngaard and Brost, 1984; Wyngaard, 1985). For reactive scalars, the
profiles deviate from this shape. In fact, these deviations become more significant when
the Damko¨hler number increases; they are larger for the MF experiment than for the MS.
This was shown also by Gao and Wesely (1994) and Sykes et al. (1994). These deviations
are due to the fact that chemistry acts as a sink term in the flux budget. As the chemical
contribution to fluxes increases with the reaction rate, the deviations will increase with the
reaction rate and thus with the Damko¨hler numbers.
Figure 1. Vertical profiles of the dimensionless fluxes for the bottom-up scalar A. The heat flux is repre-
sented by a solid line. The chemical fluxes for the various chemical cases are presented: Inert (dotted line),
MS (dashed line), MF (dash dot line) and C experiments (dash dot dot dot line). The values are made
dimensionless by w∗θ∗ for the temperature and w∗cu∗ for the chemical fluxes where w∗, θ∗ and cu∗ are the
convection velocity scale, the temperature scale and the chemical scale for the bottom-up scalar respectively.
The term cu∗ is defined as the ratio of the surface flux of A to the convection velocity scale.
In order to quantify the degree to which chemistry is restricted by turbulence, it is
appropriate to determine the turbulent Damko¨hler numbers (Da) and the flux Damko¨hler
numbers (i.e. Daws, see Table I). In case C, the specific Damko¨hler numbers for each
7Table I. Volume averages of the turbu-
lent Damko¨hler numbers (1) and the flux
Damko¨hler numbers (2).
MS MF C
(1) DaA 0.6 4.1 6.2
DaB 0.8 0.1 2.3
DaC - - 321
(2) Dawa 0.5 3.9 0.4
Dawb 3.7 1.7 0.7
species are characteristics of fast chemistry (DaA = 6.2, DaB = 2.3 and DaC = 321).
However, the system is in a chemical equilibrium since the destruction of a chemical species
by one reaction is balanced by the chemical production of the other one. In other words,
the chemical term in the flux budget equation is composed of a sink and a source term.
For a more complete chemical mechanism, K2000 have shown a vertical profile of such a
balance. The results of experiment C as shown in figure 1 (e.g. no relevant deviation from
inert shape) and in table I (Dawa = 0.4) demonstrate that the flux Damko¨hler number is
an appropriate number for estimating the impact of chemistry on vertical reactant profiles.
Moreover, even if the chemistry is slow with respect to the Damko¨hler number, theDaws can
at the same time have values that are characteristic of moderate chemistry (or the other way
round). For example, it is shown in Table I that species B is characterised by a Da smaller
than one that refers to moderately slow chemical behaviour i.e. very small deviations from
the concentration profile related to the inert case. However, its flux Damko¨hler number
corresponds to fast chemical behaviour (with Dawb = 3.7 for MS). As a result and as
Figure 2 shows, the flux clearly departs from the inert flux profile.
It is convenient to determine which physical processes are responsible for the vertical
profile behaviour of the inert scalar flux. All the dynamical terms of eq. (1) have been
calculated explicitly in the I experiment. For this case, our results are similar to previous
studies (e.g. Cuijpers and Holtslag (1998) and Moeng and Wyngaard (1989)) and therefore
the budget of the resolved flux of a bottom-up inert scalar is not shown here. Briefly, for
non reactive fluxes, this budget reveals a balance between on the one hand the gradient
and the buoyancy production terms, which are the major flux sources up to the middle of
the boundary layer, and on the other hand the pressure and dissipation at smaller scales
which tend to destroy the fluxes.
In order to study the relevance of the chemical contribution to the fluxes, we calculated
the chemical term, i.e. eq. (5), in the flux budget equations (eq. (1)). The budget is now
analysed for the moderately fast chemical case (MF) for which the effect of chemistry is the
most important. Indeed, as expected by analysing the flux profiles, we find that the chemical
contribution is negligible for the chemical equilibrium case and small for the moderately slow
chemical case. In Figure 3, the vertical contributions to the flux budget equation (Fig. 3a)
and the ratios of the chemical contribution to the dynamical contributions (Fig. 3b) for the
MF experiment are presented. In Figure 3b, since the chemistry acts as a destruction term,
the minus ratio has been plotted so that the sign of the ratio is the one of the denominator.
8Figure 2. Vertical profiles of the dimensionless fluxes for the top-down scalar B. The fluxes for the various
chemical cases are presented: Inert (solid line), MS (dotted line), MF (dashed line) and C experiments
(dash dot line). The values are made dimensionless by w∗b∗ for the chemical fluxes where w∗ and b∗ are
the convection velocity scale and the concentration scale for the top-down scalar as defined in equation (9)
respectively.
Note that all the terms of the flux budget equation have been calculated explicitly. In the
lowest part of the boundary layer (i.e. for zzi < 0.1), the turbulent transport is still the
major dissipative contributor to the flux. Nevertheless, in the bulk of the CBL (between
0.1 and 0.8 zzi ), the chemistry becomes the dominant sink since its ratios with the pressure
term and sub-grid dissipation contributions reveal values larger than 1. From the middle
of the boundary layer to the upper part, the chemical term becomes even more important
than the gradient or the buoyancy terms (in absolute values).
The buoyancy production, i.e. gΘ0 θsi is the most affected term. Due to chemistry it
becomes the smallest production term in the whole convective boundary layer. Since the
heat flux is equal for all the simulations, only the chemistry is responsible for the decrease
in the temperature-scalar covariance, i.e. θsi. To study how the chemistry can affect the
buoyancy contribution, we analysed the budget of the covariance between the temperature
and the reactant. We find that the chemical term included in the buoyancy budget equation.
i.e.−k
(
Sisjθ + Sjsiθ + sisjθ
)
is a non-negligible dissipative term. In other words when
deriving a parameterisation for reacting scalar fluxes, one should pay particular attention
first to the treatment of the chemical contribution to the buoyancy contribution, and then
to the entire contribution that buoyancy makes to the flux. Hamba (1993) has neglected the
9Figure 3. Vertical profiles of the flux budget equation for the scalar A for the MF case: (a) the contributions
to the flux budget equation (B: buoyant production, G: gradient production, T: turbulent transport, P: pres-
sure correlation, D: dissipation, CH: chemistry), (b) the ratios of the chemical term to buoyancy (-CH/B),
to gradient production (-CH/G), to turbulent transport (-CH/T), to pressure contribution (-CH/P) and to
dissipation (-CH/D).
chemical term in the buoyant production term assuming that the buoyancy term is propor-
tional to the temperature and mean scalar concentration gradient. However, Verver (1994)
showed that the chemical term is relevant on the governing equation for θsi. For instance,
Verver et al. (1997) proposed, on the basis of budget analysis, a second-order closure model
that accounts for the chemistry in flux and buoyancy budget equations.
4. Scalar variances
Figure 4 shows the effect that an increase in the reaction rate can have on the variance
bottom-up vertical profiles. Since the maximum scalar flux occurs with the high scalar gra-
dient near the surface, it is the mechanical production of scalar variance which is responsible
for the peak values observed in the bottom of the CBL. The inert scalar variance profile
shows a secondary maximum around 0.9 zi close to the entrainment zone.
For reactive scalars undergoing moderately slow and fast chemistry, the profiles deviate
from the inert shape. These deviations are more significant for the moderately fast chemical
case (with higher Damko¨hler numbers, see Table II). As shown by Sykes et al. (1994), one
can notice that even for the moderately slow chemical case, i.e. DaA = 0.6, the profile
shows deviations. Just as in the case of the bottom-up scalar flux, the chemistry acts as
a sink term. The chemical term destroys the variance and additionally limits the vertical
penetration of the variance. As a result, the largest deviations for all the simulations occur
at the upper part of the CBL.
In Table II, the volume averages of the Damko¨hler numbers for (co-)variances, i.e. Das2
and Dasisj are reported. The calculation procedure is the same as for Table I and uses
eqs. (13) and (14). The importance of variance deviations as shown in the figure can be
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Figure 4. Vertical profiles of the dimensionless variances for the bottom-up scalar A. The chemical variances
for the various chemical cases are plotted: I (dotted line), MS (dashed line), MF (dash dot lines) and C
(dash dot dot dot lines). All values are normalised c2u∗.
Table II. Volume averages of the
Damko¨hler numbers for (co-)variances.
MS MF C
Da
a2
1 7.7 0.7
Da
b2
7.2 3.2 0.7
Daab 3.3 2.2 0.8
directly related to the Das2 e.g. the largest deviations are reported for the chemical case
with the largest Daa2 . As indicated by the low value of the Damko¨hler numbers for both
variances in the cycle chemical case (Daa2 = 0.7 and Dab2 = 0.7), the profiles obtained for
the inert and the cycle are rather similar.
The budget equation of the resolvable-scale inert scalar variance can be derived by taking
the dynamical terms of eq. (2) and writing j = i. This budget (not shown in the paper)
has been compared with the temperature variance budget reported in Figure 7 of Moeng
and Wyngaard (1989). Our results show good agreement with this study except in the
upper-CBL where the magnitude of our terms is lower due to the difference between the
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inert scalar flux and the heat flux in this region (see also Figure 1). For an emitted scalar,
the mean gradient contribution (G) is a source of variance in the whole CBL. However, for
temperature, G becomes negative in the mid-CBL due to the entrainment of dry air from
the free troposphere (counter-gradient effect).
Figure 5. As Figure 3 but for the variance budget equation.
We studied the relevance of the chemical contribution to the variance by analysing the
chemical contribution to the variance budget equations. In Figure 5, the contributions to
the variance budget equation (Fig. 5a) and the ratios of the chemical contribution to the
dynamical contributions (Fig. 5b) for the moderately fast chemical case are presented. The
minus ratio has been plotted for the same reason as in the case of the fluxes. The chemical
contribution is more important than the gradient production (in absolute values) and than
the dissipation at smaller scales (around two times larger in the mid-CBL). In the bulk,
there is a balance between production by the turbulent transport term and destruction by
sub-grid dissipation and chemistry. Since the increase of the chemical rate resulting from the
increase of B entrainment flux in the MF experiment, limits the variance penetration, the
location of the maximum turbulent transport contribution moves down from the mid-CBL
to the low-CBL.
Compared to the chemical contribution to the fluxes which acts as a sink for either
the emitted scalar A or for the entrained scalar B, here the chemical term can act as a
production or destruction term with respect to A or B variances. Sykes et al. (1994) noticed
that increasing the reaction rate produces larger top-down scalar variances and therefore
increases the deviations from the inert shape. Since we know that the reactants A and B
are anti-correlated and since we have analysed the chemical contribution (eq. (6)) in all our
numerical experiments, we find out that the latter is composed of competing terms, one
that destroys variances and one that produces variances. For a second order reaction, the
first term (i.e. −ka2B for the emitted scalar) is always negative because the variance and
the mean concentration are positive. Since the scalars A and B are always anti-correlated
(i.e. ab < 0), the second term (i.e. −kabA for the emitted scalar) becomes a productive
contribution to the variance. The third-order term is small compared to the other terms
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(Petersen, 2000). For the emitted scalar, the sink chemical term dominates the variance
behaviour and as a result causes a decrease in the dimensionless variance. For the entrained
scalar, the variance behaviour is dominated by the production chemical term. Therefore,
the increase of the reaction rate generates an increase of the entrained scalar variance.
5. Scalar covariances
The chemical transformations in the CBL depend on the efficiency of reactant mixing.
This efficiency is determined by the ability of turbulence to bring the reactants together.
In the case of non-premixed reacting scalars, the reaction rate can be slowed down due
to heterogeneous mixing. The covariance between reactants, i.e. ab, is the variable that
accounts for the segregation of species in the CBL. It is an explicit term in the governing
equation for the mean concentration.
Figure 6. Vertical profiles of dimensionless reacting scalar covariances. The chemical variances for the various
chemical cases are plotted: Inert (dotted line), MS (dashed line), MF (dash dot line) and C experiments
(dash dot dot dot line). The values are made dimensionless by cu∗cd∗. The top-down chemical scale, cd∗,
has been calculated by taking the absolute value of the ratio of the top-down scalar flux in the inert case at
zi to the convective velocity scale w∗.
Figure 6 shows the vertical profiles of the resolved concentration fluctuation covariances.
For the MS and the MF experiments, the profiles deviate significantly from the inert shape.
For the moderately fast chemical case, these deviations are more significant in the upper-
CBL whereas the MS covariance profile is affected in almost the entire CBL. As shown
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in table II, the latter profile is the one affected most by chemistry (Daab = 3.3). From
the turbulent Da (eq. (8)) one might expect the chemical term to have a larger impact in
the MF experiment than in the MS experiment (DaA(MS) = 0.6 and DaA(MF ) = 4.1).
However, as shown in figure 6 and due to the largeDaab in the bulk of the CBL, the chemical
term causes similar deviations from the inert shape in the MS and MF experiments both
characterised by Daab > O(1). This indicates that the Dasisj are appropriate parameters
for estimating the chemical impact on the vertical reactant covariance profiles. Notice that
chemistry has different impacts on the profile, depending on the height. For instance in the
MS case, the chemistry acts as a sink up to 0.8 zi (around 0.3 zi for the moderately fast
one) and, in the upper-CBL, it creates covariance. As shown by the covariance Damko¨hler
number for the C experiment (Daab = 0.8), the vertical profile for reactants undergoing a
chemical cycle is rather similar to the profile of inert scalars covariance.
Before focusing on the contribution made by the chemical term to the covariance, we
describe the budget of the covariance for the inert bottom-up scalar (not shown). The
complete budget equation is given in section 2. In view of the fact that we have a negative
covariance due to the opposite transport of reactants A and B, we always find that the
gradient term acts as a sink in the entire CBL. The turbulent transport acts only as a sink
in the upper-CBL. Finally, the most noticeable point is that the dissipation term is always
a source of covariance, except above 0.9 zi.
Figure 7. As Figure 3 but for the covariance budget equation.
We introduced a chemical term, i.e. eq. (7), into the budget equations in order to study
the chemical contribution to covariances. Figure 7 shows the contributions to the covariance
budget equation (Fig. 7a) and the ratios between the chemical term of the covariance budget
equation and the other contributions to covariances (Fig. 7b) for the MF experiment. The
turbulent transport contribution is the one that is affected most by chemistry: it shifts from
a productive to a dissipative contribution. The various contributions all have the same order
of magnitude in the mid-CBL. Nevertheless in the lower and upper part of the CBL, the
gradient contribution is significantly more important than the chemistry term. Notice that
the chemical term acts as a source in the main part of the CBL and as a sink near the
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surface (as the C/G ratio is positive in this region). As we pointed out previously in our
discussion of reactant variances, the chemical term in the budget equation (see eq. (7)) is
composed of various contributions that have opposite impacts on the covariance behaviour.
Since the scalars are always anti-correlated in our experiments, the terms related to the
product of the covariance and the mean scalar concentration (i.e. −kabB and −kabA) are
always positive and therefore always acts as sources. The variance-containing terms, −ka2B
and −kb2A, are always a sink because the variances are positive. If the chemical term acts
as a total sink or source depends on the order of magnitude of the single variance/covariance
contributions.
6. Parameterisation for the segregation of the reactants
Here, we derive a parameterisation to account for the segregation of species in a CBL. In
the derivation we use the LES results presented previously (1) to account explicitly for
the chemical contribution to the (co-)variances and (2) to evaluate the parameterisation
against the LES results. We present the derivation of the parameterisation for reacting
scalar transported in opposite directions. In the appendix, we extend it for chemical species
transported in the same direction. We first apply the parameterisation to the reacting flows
presented previously. Then, the parameterisation is applied to a more complex atmospheric
chemical scheme which simulates the formation and the depletion of ozone in the CBL.
6.1. Derivation
An appropriate term for characterising the state of mixing of reactants in the CBL is the
vertical profile of the intensity of segregation (Is) defined as the ratio of the fluctuation
reactant concentration covariance to the product of the mean concentrations:
Is =
ab
A B
, (15)
where ab is the covariance between the reactants and A and B are the averaged concentra-
tions.
Petersen and Holtslag (1999) proposed a parameterisation using a mass-flux approach to
represent the asymmetry of the transport in the CBL. They found that their parameterisa-
tion, which gives an expression of covariances as a function of turbulent reacting fluxes, is
valid for all reacting flows. However the implementation of their parameterisation in large
atmospheric models requires to include the evolution of variables such as the boundary
layer depth, the vertical variance velocity and the vertical profiles of the reactant fluxes.
These evolution equations are usually not included in large atmospheric models.
In our more simple approach, we derive a parameterisation based on variables that are
already calculated by large-scale models. Since the concentration fluctuation covariance is
the variable which accounts for the segregation of species, it constitutes the starting point
for our derivation. This covariance is related to the correlation coefficient ρ in the following
way:
ρ =
ab
σAσB
, (16)
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where σA and σB are the standard deviations of the reactants.
In our LES results, we found that ρ has an almost constant value in the entire CBL for
moderately slow and fast chemistry (between -0.6 and -0.8 in both cases). In the case of
chemical equilibrium or no chemistry, the value of ρ varies from -0.4 at the bottom of the
CBL bulk to -0.9 at the top. Averaging the correlation coefficient over the entire CBL gives
〈ρ〉 = −0.75 where the brackets represent the average over the whole CBL. Measurements
from aircraft of NO and O3 (Vila`-Guerau de Arellano et al., 1993) gave an average value
of around -0.7. By assuming the constant value with depth 〈ρ〉 to be equal to -0.75 and by
combining eq. (15) and eq. (16), we can write
Is = 〈ρ〉σAσBA B = 〈ρ〉
(
a2
) 1
2
(
b2
) 1
2
A B
. (17)
The Is calculated using eq. (17) (e.g. with standard deviations and concentrations de-
termined by LES) shows a satisfactory agreement with the one determined by LES where
reactant covariances are calculated explicitly e.g. using eq. (15) .
Since in a large atmospheric chemical model, the standard deviations σA and σB are not
calculated explicitly, we derive a more complete expression of eq. (17) where the standard
deviations are calculated from variance and covariance functions, as defined by Moeng and
Wyngaard (1984). For instance, Wyngaard (1983) showed that every scalar can be written
as the sum of a top-down scalar (subscript t) and bottom-up scalar (subscript b). Therefore,
the scalar variance can be expressed as
c2 = c2t + 2cbct + c2b . (18)
Moeng and Wyngaard (1984) decomposed this inert scalar variance into three contribu-
tions, i.e.
c2 =
(
wce
w∗
)2
ft + 2
wce wcs
w2∗
ftb +
(
wcs
w∗
)2
fb, (19)
where wce and wcs are the entrainment flux and the surface flux respectively. The functions
ft, fb and ftb are the variance and covariance functions. Moeng and Wyngaard (1984)
estimated these functions by fitting their LES results and they obtained the following
expressions:
ft = 0.47
(
z
0.9zi
)− 54
, (20)
fb = 2.1
(
1− z
0.9zi
)− 32
, (21)
ftb = 1, (22)
where 0.9 zi accounts for our definition of the boundary layer height which differs from the
definition used by Moeng and Wyngaard (1984) (see also Figure 1). In order to evaluate
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expression (19), we calculate the vertical profiles of the variances for an inert emitted scalar
and an inert entrained one using the expression (19) together with (20), (21) and (22). These
latter profiles compare with the LES results with a satisfactory agreement(not shown).
Because the inert variance budget equation deals only with dynamical contributions,
the functions ft and fb account for dimensionless dynamical contributions to the ct and cb
variance budgets. In figures 4 and 5, we have shown that the chemical terms can be of the
same order of magnitude than the dynamic terms. Therefore we propose to add chemical
terms (cht and chb) to account for the chemical contribution to the variances c2t and c
2
b .
These expressions now read:
c2t =
(
wce
w∗
)2
(ft + cht) , (23)
c2b =
(
wcs
w∗
)2
(fb + chb) , (24)
In section 2, we deduced the variance Damko¨hler numbers (see eq. (13)) to classify the
reacting flows and to evaluate the relevance of accounting for chemical terms in reactant
variance budgets. We showed that these numbers are appropriate parameters for estimating
the chemical impact on vertical reactant profiles. Based on these results, we assume that
the chemical terms cht and chb are related to the variance Damko¨hler numbers:
cht ∝ Dab2 , (25)
chb ∝ Daa2 , (26)
where Daa2 , Dab2 are defined by using eq. (13). Notice that we do not include a correction
for ftb because we assume that the chemistry has no effect on this covariance function.
In order to further simplify the expressions (25) and (26), we analyse the different
components of the terms Daa2 and Dab2 . Since the variance Damko¨hler numbers are
derived from the chemical contribution to the variance budget equations, we analyse the
importance of the different components of the chemical term in the variance equation.
In section 4, we discussed that the chemical contribution to the variance (eq. (6)) was
composed of competing terms. Based on the analysis of these competing terms, we found
that one component, i.e. ka2B, is the most important term of the bottom-up scalar variance
profile behaviour. By using the characteristics scales of a turbulent reacting flow defined in
section 2, this term can be made non-dimensional as DaAa˜2 where a˜2 is the dimensionless
variance. Therefore for species that are emitted at the surface we approximate (26) by
Daa2 ∝ DaA. (27)
For species entrained from the free troposphere, the main contribution to the top-down
scalar variance profile is the term −kabB. Using a similar derivation as for (27), we obtain
Dab2 ∝ DaA
a∗b∗
b2∗
, (28)
where the concentration scales a∗and b∗ are calculated using eq. (9) for inert fluxes.
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Table III. The averaged value of the intensity of segregation (〈Is〉 averaged between 0.2 zi
and 0.8 zi).
A+B ↔ C Complex chemistry
MS MF C RH and OH NO2 and OH
〈Is〉 (LES) −0.19 −0.21 −0.01 −0.17 −0.05
〈Is〉 (parameterisation) −0.14 −0.37 −0.01 −0.23 −0.03
By substituting the eqs. (23) and (24) for the variances c2t and c
2
b in eq. (19) and using
the approximations (27) and (28), we obtain the following expression for the variance of a
reactant emitted at the surface:
a2 =
(
wae
w∗
)2 (
ft + βDaA
a∗b∗
b2∗
)
+ 2
waewas
w2∗
ftb +
(
was
w∗
)2
(fb + αDaA) . (29)
A similar expression is found for the variance of a species entrained from the free
troposphere
b2 =
(
wbe
w∗
)2 (
ft + βDaA
a∗b∗
b2∗
)
, (30)
where α = −0.3, β = 0.9 are fitting coefficients determined from the LES simulations.
Finally by using the variance expressions (29) and (30) in eq. (17), one can obtain a
parameterisation for the intensity of segregation that depends on the mean concentrations,
the fluxes at the boundaries and the Damko¨hler numbers.
6.2. Evaluation
We first evaluate the parameterisation of Is to the reacting flows presented previously. The
validation is focused on a vertically integrated 〈Is〉. We consider that this is the easiest way
to introduce the effect of turbulence on chemical reactions on large atmospheric models.
Our suggestion is to substitute the chemical reaction rate k by an effective chemical reaction
rate keff where the influence of the turbulent mixing on the chemical transformations is
included. This can be written as follows:
keff = k
(
1 +
〈
ab
A B
〉)
= k(1 + 〈Is〉). (31)
Table III shows a comparison of vertically integrated parameterised 〈Is〉 versus the
vertically integrated LES 〈Is〉. For the simple chemical pathway, the parameterisation shows
good agreement with the LES results even if the parameterised 〈Is〉 is overestimated in the
MF experiment. These values show that even for moderately slow chemistry, the segregation
of reactants plays an important role in chemical transformation. For instance, in the latter
case the 〈Is〉 = −0.19 indicates that the reaction rate is 19% slower that the rate expected
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Table IV. Chemical mechanism used by K2000. The reaction rate con-
stants were taken from Stockwell et al. (1990) and Poppe and Lust-
feld (1996). Photolysis frequencies and reaction rates are given in s−1
and ppb−1s−1 respectively. In our simulation the factor f is set to 300.
Parameter Value Reaction
J1 2.7 x 10−6 O3 → 2OH + O2
J2 8.9 x 10−3 NO2 → NO + O3
k1 4.75 x 10−4 O3 + NO → NO2 + O2
k2 6.0 x 10−3 OH + CO → HO2 + CO2
k3 6.0 x 10−3 x f OH + RH → HO2 + products
k4 2.1 x 10−1 HO2 + NO → OH + NO2
k5 5.0 x 10−5 HO2 + O3 → OH + 2O2
k6 7.25 x 10−2 2HO2 → H2O2 + O2
k7 2.75 x 10−1 OH + NO2 → HNO3
k8 1.75 x 10−3 OH + O3 → HO2 + O2
k9 2.75 OH + HO2 → H2O + O2
when reactants are perfectly mixed. As shown previously, the 〈Is〉 for a cycle show a very
small value (〈Is〉 = −0.01).
We test now our 〈Is〉 parameterisation to a mechanism that simulates ozone formation
and depletion in the CBL. The chemical mechanism was studied by means of LES by
K2000. The chemical mechanism is composed by eleven reactions including two photolytic
ones (Table IV). The initial concentration profiles and emission fluxes presented by K2000
are used. We reproduce one of the sensitivity runs with uniform emission of RH and NO
and f = 300 (see the Table 4 of K2000). Dry deposition is not considered in our simulation
leading to some small differences in reactant fluxes close to the surface. Another difference
is that in our LES simulations, the entrainment of species is simulated dynamically since
our inversion layer evolves with time.
The parameterised vertically integrated 〈Is〉 is calculated for this complex mechanism
as follows:
1. Calculation of the Damko¨hler numbers based on the vertical profile of the concentra-
tions.
2. Calculation of the scales w∗, a∗ and b∗. The concentration scales are calculated from the
prescribed surface fluxes and the estimated entrainment fluxes. In our case, these latter
fluxes are explicitly calculated by LES. In large scale models, one can approximate
them by we(cCBL − cFT ) where we is the exchange velocity, and cCBL and cFT are the
concentrations in the CBL and in the free troposphere. Notice that the concentration
scales are calculated using eq. (9) for inert fluxes. Therefore the flux profiles are not
needed, they can be directly estimated since the fluxes of inert scalars are linear.
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3. Calculation the variance Damko¨hler number of the reactants involved in such reactions.
For species transported in opposite directions, use eqs. (27) and (28) and for species
transported in the same direction see the appendix.
4. Calculation of the parameterised variances with eqs. (29) and (30).
5. Calculation of the vertically integrated 〈Is〉 with eq. (17). Notice that by using this
procedure one can also obtained vertical profiles of the effective reaction rate.
For this chemical mechanism that simulates the ozone formation and depletion in a CBL,
the reaction between RH and OH and the reaction between NO2 and OH are the ones
that give the largest intensity of segregation. Therefore, we apply the new parameterisation
to these two reactions. The results show that the bulk parameterisation of 〈Is〉 is able to
reproduce well the LES 〈Is〉 results (Table III).
7. Summary and conclusions
The effect of chemistry on second-order moments of reactants has been studied by means
of large eddy simulation. Four chemical cases that represent different reacting flows and
involve an emitted and an entrained reactants have been simulated. We have investigated
the relevance of the chemical contribution to second-order moments by calculating the
chemical terms in second-order moment budget equations. A detailed analysis of flux and
covariance budgets has been carried out and the contribution of chemical term has been
discussed with respect to the Damko¨hler numbers for fluxes and covariances.
The results show that the chemical contribution terms of the respective budget equations
strongly affect reactant fluxes and (co-)variances. When the reaction rate is increasing, the
deviations of second-order moment profiles from the inert profile are larger. For fluxes,
chemistry acts as a sink which leads to deviations from the linear profile that is found
for inert species. For variances, the vertical profiles show deviations from the inert profile
depending on whether the reactant is transported upwards or downwards: the chemistry
term can act as a sink or as a variance source. For covariance, the chemical contribution can
also act as a source or a sink. By analysing the budget we notice that the contribution to the
flux budget that is most affected by the increase in the reaction rate is the buoyancy term
and that the turbulence transport term included in the covariance budget equation shifts
from source to sink. When the chemistry is in equilibrium, the chemical term becomes
negligible and therefore the flux and (co-)variance profiles are similar to those of inert
scalars.
In order to determine the relevance of including the chemical contribution in the calcula-
tion of turbulent reacting flows, we derived dimensionless numbers, the so-called Damko¨hler
numbers for fluxes and (co-)variances. These numbers are based on the chemical terms for
second-order moment budget equations. We show that for flux and (co-)variance Damko¨hler
numbers larger than one, the contribution of chemical terms to second-order moment
profiles is significant.
By means of LES, it is possible to calculate the reactants segregation in the CBL. This
variable is always neglected in large atmospheric models and, for certain flows, chemical
mechanisms could require a parameterisation for this variable. Based on LES results,
we derived an expression for the intensity of segregation which can be included in large
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atmospheric chemical models. The parameterisation depends on the reactant mean con-
centrations, on the correlation coefficient and on the standard deviations. Since standard
deviations are difficult to calculate in large-scale models, we developed an expression for
the variance of the reactants which explicitly includes the effect of the chemical term. When
this reactant variance parameterisation is applied to determine the standard deviation, it
provides a satisfactory vertically integrated Is for the whole set of turbulent reacting flows
presented here i.e. the MS, the MF and the C chemical cases. In addition, we have applied
the parameterisation to a more realistic atmospheric chemical mechanism accounting for
the formation and the depletion of ozone in the CBL. The comparison with LES results
have shown the ability of the parameterisation to estimate the intensity of segregation for
more complex chemical schemes.
8. Appendix
For two species emitted at the surface, we have to introduce small variations of the pa-
rameterisation to calculate the vertically integrated 〈Is〉. These modifications concern the
correlation coefficient ρ and the assumptions made to define the dimensionless chemical
contributions cht and chb introduced in eqs. (23) and (24). As a result, the parameterised
variances for reactants both emitted at the surface are:
a2 =
(
wae
w∗
)2
ft + 2
waewas
w2∗
ftb +
(
was
w∗
)2 (
fb + α
(
DaA +DaB
a∗b∗
a2∗
))
, (A1)
and
b2 =
(
wbe
w∗
)2
ft + 2
wbewbs
w2∗
ftb +
(
wbs
w∗
)2 (
fb + α
(
DaB +DaA
a∗b∗
b2∗
))
. (A2)
Based on LES results, we propose a correlation coefficient of ρ = 0.9 when applying
eq. (17) combined with (A1) and (A2) to calculate the intensity of segregation between
reacting scalars emitted at the surface.
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