Abstract. We consider the problem of change point detection for high-dimensional distributions in a location family when the dimension can be much larger than the sample size. In change point analysis, the widely used cumulative sum (CUSUM) statistics are sensitive to outliers and heavy-tailed distributions. In this paper, we propose a robust, tuning-free (i.e., fully data-dependent), and easy-to-implement change point test that enjoys strong theoretical guarantees. To achieve the robust purpose in a nonparametric setting, we formulate the change point detection in the multivariate U -statistics framework with anti-symmetric and nonlinear kernels. Specifically, the within-sample noise is cancelled out by anti-symmetry of the kernel, while the signal distortion under certain nonlinear kernels can be controlled such that the between-sample change point signal is magnitude preserving. A (half) jackknife multiplier bootstrap (JMB) tailored to the change point detection setting is proposed to calibrate the distribution of our ∞ -norm aggregated test statistic. Subject to mild moment conditions on kernels, we derive the uniform rates of convergence for the JMB to approximate the sampling distribution of the test statistic, and analyze its size and power properties.
Introduction
Change point detection problems are commonly seen in many statistical and scientific areas including functional data analysis [5, 2] , time series analysis [6, 22, 34] , panel data [15, 28, 21, 7] , with applications to biomedical engineering [3, 36] , genomics [33] , among many others. Statistical testing and estimation for change points have a long history and the extensive literature [18, 6, 20, 4, 8, 26, 25] . This paper studies the problem of change point detection for high-dimensional distributions coming from a location family. Detection of a change point in high-dimensional (i.e., p n) shift parameter is an important task for analyzing many modern datasets such as financial revenue returns [4, 14, 7] . Let X i ∼ F i , i = 1, . . . , n be a sequence of independent random variables taking values in R p . Our goal is to test for whether or not there is a location shift in the distribution functions F i . Precisely, let F = {F θ (x) = F (x − θ) : θ ∈ R p } be a location family indexed by the shift parameter θ, where F = F 0 is the standard distribution in F. We consider the following hypothesis testing ∼ F θ for some (unknown) m ∈ {1, · · · , n − 1} and θ = 0.
We shall first illustrate below the intuition of constructing a test statistic for separating H 0 and H 1 . For brevity, we denote G = F θ (i.e., G(x) = F (x − θ)) for a fixed θ, and Y j = X m+j , j = 1, . . . , n − m. With this notation, we have X 1 , . . . , X m are independent and identically distributed (i.i.d.) with distribution F and Y 1 , . . . , Y n−m are i.i.d. with distribution G such that the change point detection problem boils down to the two-sample testing problem for the shift parameter θ with an unknown location m. Since the change point location m is unknown, we may take all possible ordered pairs in the whole sample X i , i = 1, . . . , n, such that the within-sample noise (i.e., in each X and Y samples) cancels out and the betweensample signal is properly preserved under H 1 . Note that our change point hypothesis on the location family F is the same as the location-shift model:
where ξ 1 , . . . , ξ n are i.i.d. random vectors in R p with common distribution F . Viewing θ as the mean-shift, a natural choice for detecting the existence of a change point shift is to consider the noise cancellations in the empirical mean differences:
Under H 0 , we have E[U n ] = 0 so that there is no mean-shift signal contained in U n and the sampling behavior of U n is purely determined by the random noises ξ 1 , . . . , ξ n . On the other hand, if H 1 is true, then E[U n ] = −m(n − m)θ. Thus if the mean difference θ in the two samples is large enough to dominate the random behavior of U n (due to noise {ξ i } n i=1 ) under H 0 , then such test statistic would be able to distinguish H 0 and H 1 .
In practice, a main concern for using U n in (2) is its robustness. Specifically, the (empirical) mean functional is not robust in the sense that its influence function is unbounded. Further, in the high-dimensional setting, robustness is a challenging issue since information contained in the data is rather limited. To address this issue, we view the shift signal θ as a more general location parameter in the distribution family F without referring to the means. This simple observation brings a major advantage that change point detection can be made possible even in cases where the means are undefined (such as the Cauchy distribution). To achieve the robustness purpose in a nonparametric setting, we consider a general nonlinear form of (2) in the U -statistics framework. Let h : R p × R p → R d be an anti-symmetric kernel, i.e., h(x, y) = −h(y, x) for all x, y ∈ R p . We propose the statistic
to test for H 0 and H 1 . Clearly, T n is a (scaled) U -statistic of order two. The anti-symmetry of the kernel h plays a key role in testing for the change point in terms of noise cancellations. To see this, under H 0 we have E[h(X 1 , X 2 )] = 0 and E[T n ] = 0. Observe that
Thus if H 1 is true, then E[T n ] ≈ 2n −3/2 m(n − m)θ h , where θ h = E[h(X 1 , Y 1 )] is the change point signal under the kernel h. If θ h has a suitable lower bound, then we expect that T n can separate H 0 and H 1 . For instance, consider the sign kernel h(x, y) = sign(x − y), where sign(x) is the component-wise sign operator of x ∈ R p (i.e., for j = 1, . . . , p, sign(x j ) = −1, 0, 1 if x j < 0, x j = 0, x j > 0, respectively). Then,
where ∆ j = ξ 1,j − ξ 2,j is a random variable with symmetric distribution. In particular, if F is the distribution in R p with independent components such that each component admits a continuous probability density function φ j , j = 1, . . . , p, then under local alternatives (i.e., θ ≈ 0) we have θ h,j ≈ −2φ * j (0)θ j , where φ * j is the convolution of the densities of ξ 1,j and −ξ 2,j . Hence θ h and θ have the same magnitude, implying that signal distortion under the sign kernel is only up to a multiplicative constant.
Note that the mean difference statistic U n in (2) is a special case of T n with the linear kernel h(x 1 , x 2 ) = x 1 − x 2 and d = p. The sign kernel h(x, y) = sign(x − y) considered above is another important anti-symmetric and bounded kernel, which is useful in cases where the means are not robust or undefined. Specifically, for the sign kernel, component-wise median of T n corresponds to the Hodges-Lehmann estimator for the component-wise population median of the location difference before and after the change point [19] . In the univariate case d = 1, it is known that the Hodges-Lehmann estimator is a highly robust version of sample mean difference (with the linear kernel) against heavy-tailed distributions, and it has a much higher asymptotic relative efficiency 3/π ≈ 95% (with respect to the mean) than the sample median at normality [32] . In addition, when the change point location m is known, T n is also equivalent to the classical nonparametric Mann-Whitney U test statistic (see e.g., Chapter 12 in [30] ).
Since T n is a d-dimensional random vector, we need to aggregate its components to make a decision rule for hypothesis testing. We construct the critical regions based on the KolmogorovSmirnov (i.e., the ∞ -norm) type aggregation of T n , namely our change point test statistic is given by
Then H 0 is rejected if T n is larger than a critical value such as the (1 − α) quantile of T n . In Section 2, we will introduce a (Gaussian) multiplier bootstrap to calibrate the distribution of T n , and we will establish its non-asymptotic validity in the high-dimensional setting in Section 3. We point out that our test statistic has better computational and statistical properties than the widely used cumulative sum (CUSUM) procedures in literature. For a classical treatment of the CUSUM (and other change point) statistics, we refer to [16] as a monograph on the change point analysis. The CUSUM statistics are defined as a sequence of (dependent) random vectors in R p of the form
It is obvious that the CUSUM statistics have a sequential nature in that the left and right sample averages are examined along all possible change point locations, which is necessary if the goal is to estimate the change point location. However, if we just focus on testing for the existence of a change point, this (local) sequential comparison strategy is not as efficient as a global test (3), both computationally and statistically. Consider d = p, which is the case for the sign and linear kernels. For a general nonlinear kernel, computational cost is O(n 2 p) for T n (and also for T n ). If the kernel is linear (i.e., h(x, y) = x − y), then the computational cost can be further reduced to O(np) for T n . In contrast, the computational cost for {Z n (s)} n−1 s=1 is O(n 2 p). Thus we call T n is the global one-pass Mann-Whitney type test statistic. Statistically, it has been shown in [35] that a boundary removal procedure is needed for the (bootstrapped) CUSUM change point test to achieve the size validity since the distributions of Z n (s) are difficult to approximate at the boundary points. In contrast, the test statistic T n proposed in this paper does not remove any boundary points because we are able to approximate the distribution of T n based on majority of the data points in the sample X 1 , . . . , X n . Thus it is expected that T n achieves faster rate of convergence in the error-in-size for the bootstrap calibration. See Remark 2 ahead for a detailed comparison.
1.1. Notation. For q > 0 and a generic vector x = (x 1 , . . . , x p ) T ∈ R p , we denote |x| q = ( p i=1 |x i | q ) 1/q for the q -norm of x and we write |x| = |x| 2 . For a random variable X, denote X q = (E|X| q ) 1/q . For β > 0, let ψ β (x) = exp(x β )−1 be a function defined on [0, ∞) and L ψ β be the collection of all real-valued random variables X such that E[ψ β (|X|/C)] < ∞ for some
· ψ β is an Orlicz norm and (L ψ β , · ψ β ) is a Banach space [24] . For β ∈ (0, 1), · ψ β is a quasinorm, i.e., there exists a constant C(β) > 0 such that The rest of this paper proceeds as follows. The bootstrap calibration for the distribution of T n is described in Section 2. Main results for size validity and power properties of the bootstrap test are derived in Section 3. We report simulation study results in Section 4 and a real data example in Section 5. All proofs with auxiliary lemmas are given in Section 6.
Bootstrap calibration
To approximate the distribution of T n , we propose the following bootstrap procedure. Let e 1 , . . . , e n be i.i.d. N (0, 1) random variables that are independent of X n 1 . Define the bootstrapped U -statistic as
and
We reject
is the (1 − α) quantile of the conditional distribution of T n given X n 1 . Before presenting the rigorous validity of our bootstrap test procedure in terms of the size and power in Section 3, we shall explain the reason why it can (asymptotically) separate H 0 and H 1 .
First, suppose H 0 is true, i.e., X 1 , . . . , X n are i.
). Due to the anti-symmetry of h, we have f (x 1 , x 2 ) = −f (x 2 , x 1 ). Then the Hoeffding decomposition of T n is given by
Since f is degenerate, the linear part L n is expected to be leading term of T n , and the distribution of L n (denote as L(L n )) can be approximated by its Gaussian analog via matching the first and second moments [13, 9] . Since E[L n ] = 0 and
, for a large sample size n. Once the Gaussian approximation result for T n by Z is established, the rest of the work is to compare the distribution of Z and the conditional distribution of T n given X n 1 , both of which are mean-zero Gaussians. Since
standard concentration inequalities for (one-sample) U -statistics in [9] yield that Cov(
, from which the size validity of the bootstrapped change point test based on T n follows.
Next, suppose H 1 is true, i.e., X 1 , . . . , X m are i.i.d. with distribution F and
The main idea to study the power property is to consider the two-sample Hoeffding decomposition of T n that is similar to (8) .
where the first sum on the r.h.s. of the last equation has mean zero (again, due to the antisymmetry of h). Thus to study the power of T n (and its bootstrapped version T n ), it suffices to analyze the second sum on the r.h.s. of the last display, which is a two-sample U -statistic V n that admits the following Hoeffding decomposition:
Since the last three sums on the r.h.s. of (9) all have mean zero, the power of the proposed test is determined by the magnitude of θ h and the sampling distributions of other terms involving no θ h . For the latter, all of those distributions can be well estimated and controlled as in H 0 since they do not contain the change point signal. Thus if |θ h | ∞ obeys a minimal signal size requirement, then the power of T n would tend to one.
Remark 1. It is interesting to note that our bootstrapped U -statistic T n in (6) is closely related to the jackknife multiplier bootstrap (JMB) proposed in [9] for high-dimensional U -statistics and in [10] for infinite-dimensional U -processes with symmetric kernels. In both settings, the (unobserved) Hájek projection process g(·) is estimated by the jackknife procedure and a multiplier bootstrap is applied to the jackknife estimated process. In our change point detection context, since the kernel is anti-symmetric, averaging the empirical Hájek process by jackknife would simply be an estimate of zero. Thus we may only use half (e.g., a triangular array index subset i < j) of the JMB to estimate g(·). In view of this connection, we call our bootstrap method is a JMB tailored to change point detection.
Theoretical properties
3.1. Size validity. We first establish the validity of the bootstrap approximation to the distribution of T n under H 0 . Let b > 0 be a constant and D n 1 which is allowed to increase with n. We make the following assumptions.
(
Condition (A1) is a non-degeneracy requirement for the kernel h. Condition (A2) and (A3) impose mild moment conditions on the kernel h together with the distribution F . In our high-dimensional setting, we allow both p and d to increase with n. Theorem 3.1 (Size validity of bootstrap test under H 0 ). Suppose H 0 is true and (A1), (A2) and (A3) hold. Let γ ∈ (0, e −1 ) such that log(1/γ) K log(nd) for some constant K > 0. Then there exists a constant C := C(b, K) depending only on b and K such that
holds with probability at least 1 − γ, where
Consequently, we have
In particular, if
Remark 2 (Comparisons with the CUSUM-based statistics). [23] and [35] propose CUSUMbased methods that require the removal of boundary points for detecting change points in high-dimensional mean vectors. Specifically, for the CUSUM statistics in (5) considered in [35] , the test statistic is of the form S n = max s s n−s |Z n (s)| ∞ for some boundary removal parameter s ∈ [1, n/2]. Accordingly, the Gaussian multiplier bootstrap version of Z n (s) is defined as:
are respectively the left and right sample averages at s. Then for the special case of linear kernel h(x, y) = x − y and distribution F satisfying the conditions (A1), (A2), and (A3), the rate of convergence for
with probability at least 1 − γ. Compared the last display with the rate of convergence for ρ(T n , T n | X n 1 ) in (10) and (11), we see that the JMB method proposed here has better statistical properties than the Gaussian multiplier bootstrap T n without removing any boundary points in computing T n and T n . Consequently this will reduce the error-in-size (12) for our bootstrap calibration T n . Empirical evidence for our algorithm with smaller error-in-size can be found in Section 4. The main reason for the improved rate is due to the fact that we can approximate the distribution of T n based on the majority of the data points in the sample X 1 , . . . , X n . In addition, the proposed change point detector T n and its JMB calibration T n can be viewed as a nonlinear and one-pass version of the CUSUM statistics. Note that the CUSUM statistics Z n (s) sequentially inspects the two-sample distributions before and after all possible change point locations in the interval [s, n − s]. So the computational cost for S n is O(n 2 p). In contrast, the computational cost for T n with the linear kernel is O(np).
Power analysis.
Next, we analyze the power of proposed testing under H 1 in terms of the change point signal θ and its location m. In our U -statistic framework, the test implicitly depends on θ through
∼ F . Hence, the signal strength characterization will be closely related to the signal strength θ h under the kernel h. As we have discussed earlier, the signal magnitudes between θ and θ h can be preserved for the robust sign kernel. Under H 1 , we assume the following conditions.
Condition (B1) is a natural requirement for the kernel since the within-sample noise cancellation by h should be invariant under data translation in the location-shift model (1) . Conditions (B2) and (B3) are in parallel with Conditions (A2) and (A3) in the sense that they quantify the moment and tail behaviors of the centered version of the kernel h (w.r.t. the distribution F ). In particular, Conditions (B2) and (B3) separate the location-shift signal from the mean-zero noise, and if θ = 0, then Conditions (B2) and (B3) reduce Conditions (A2) and (A3). Our next theorem characterizes the minimal signal strength for detecting the change point under the alternative hypothesis H 1 .
Theorem 3.2 (Power of bootstrap test under
for some constants K 0 and C 1 (b), then
Note that the first term on r.h.s of (13) reflects hardness of controlling the type I error of the bootstrap test (coming from Theorem 3.1), while the second term reflects the dependence of signal strength |θ h | ∞ on the type II error under H 1 . If the location shift happens in the middle, i.e., m n, then m(n − m) n 2 . In this case, the signal strength has to obey |θ h | ∞ D n n −1/2 log 1/2 (nd/α), which matches the power result for the bootstrap test based on the CUSUM statistics in [35] (cf. Theorem 3.3 therein). If the location shift occurs at the boundary, for example m∧(n−m) n β for β < 1/2, then the signal has to be |θ h | ∞ n 1/2−β which diverges to infinity. Thus under our framework detection is possible for local alternative when the change point location satisfies m ∧ (n − m) D n n 1/2 log 1/2 (nd).
Simulation study
In this section, we report simulation results of our method in size and power performance. We generate independent random vectors from the location-shift model (1) . Under H 1 , the signal vector is chosen as θ = (θ 1 , 0, . . . , 0) T so that θ 1 = |θ| ∞ . 4.1. Simulation setup. We generate i.i.d. ξ i from the following distributions.
(1)Multivariate Gaussian distribution:
with the probability density function [27, Chapter 1]
The covariance matrix of ξ i is Σ = ν ν−2 V . In our simulation, we use ν = 6. (3)Contaminated Gaussian (i.e., Gaussian mixture model):
with the probability density function
The covariance matrix of
In our simulation, we set ε = 0.2 and ν = 2. In all setups, B = 200 bootstrap samples are drawn for each testing procedure and all results are averaged on 500 simulations. We will fix the sample size n = 500 and dimension p = 600. We vary the change point location m = 50, 150, 250, and compare the performance of two kernels: the linear kernel h(x, y) = x − y and the sign kernel h(x, y) = sign(x − y).
4.2.
Size approximation. LetR(α) be the proportion of empirically rejected null hypothesis at the significance level α ∈ (0, 1). Table 1 shows the empirical uniform error-in-size, sup α∈(0,1) |R(α) − α|. In addition, three example curves are displayed in Figure 1 to visualize the size approximation. There are several observations we can draw from Table 1 . First, the dependence structure of V does not significantly influence the errors. Second, for Gaussian, t 6 and contaminated Gaussian distributions, the sign kernel has very similar size performance as the linear kernel. For the Cauchy distribution which is only applicable for the sign kernel, error-in-size is comparable with the other three distribution settings. Therefore, we conclude that under H 0 , the sign kernel gains robustness without losing much accuracy. We also compare our test with the linear kernel to the CUSUM approach in [35] under the same setting. The porposed test statistic can be viewed as a (computationally efficient) onepass version of the CUSUM and demands less computational costs. The CUSUM test requires to remove boundary data points and we set the boundary removal parameter as s = 40. Table  2 displays results for the CUSUM and the proposed approach in this paper. By comparing Table 1 and 2, we observe that the CUSUM approach suffers from greater size distortion as it has larger uniform errors in general. When we focus on the maximum error within significance level α ∈ (0, 0.1] which is relevant in testing applications, our linear kernel based algorithm still outperforms. In addition, our test enjoys flexibility of no tuning parameter, while the boundary removal parameter s for the CUSUM needs to be selected carefully in practice. Table 2 . Uniform error-in-size sup α |R(α) − α| for α ∈ (0, 1) and α ∈ (0, 0.1].
4.3.
Power of the bootstrap test. We vary the change point location m ∈ {50, 150, 250} and signal size |θ| ∞ in the location-shift model (1) under H 1 . Figure 2 shows the power curves for different kernels, change point location m, and dependence structure V . The left panel investigates kernel and location impact. Change point at m = n/2 = 250 is easier to detect than that closer to boundary at m = 50 as the solid curves are above the dashed ones. For the Gaussian distribution, the linear kernel has better power than the sign kernel when the change occurs at boundary point m = n/10 = 50. The middle panel uses linear kernel as an example to illustrate the observation that the dependence structure V does not significantly influence the power, though our ∞ -type test statistic has slight advantage in the strong dependence case. The right panel displays the power of the sign kernel for Cauchy distributed data to highlight its robustness and the location impact. 
Real Data Application: Enron email dataset
The Enron Corporation used to be one of the leading American energy companies. In an accounting scandal, Enron share prices decreased from around $80 during the summer of 2000 to pennies at the end of 2001. The bankruptcy was filed on 12/02/2001 and it became the largest bankruptcy reorganization in American history at that time. The Enron email dataset that contains more than 500,000 messages from about 150 users (mostly senior management) was publically available during the investigation by the Federal Energy Regulatory Commission in 2002. The raw data is organized in folders (http://www.cs.cmu.edu/~enron/) and its tabular format version is available at https://data.world/brianray/enron-email-dataset. The timeline of major events can be found at http://www.agsm.edu.au/bobm/teaching/ BE/Enron/timeline.html.
We study the collection of messages sent in 2000-2001. To test for the existence of an abrupt changes in email discussions, our analysis is based on the number of emails sent from each user. In order to exclude the yearly trend and temporal dependence, we apply our method to X ij which is the difference of emails sent from user j on the i-th day for the two years. The leap day (02/29/2000) and the users who were inactive during 2000 or 2001 are removed such that the final data matrix (X ij ) i=1,...,n;j=1,...,p is of dimension n = 365 and p = 101. We set bootstrap repetition number B = 2000.
For the linear kernel, our test statistic has the value T n = 561.49 and the 95% quantile of bootstrapped statistic is 117.17. For the sign kernel, our test statistic has the value T n = 8.95 and the 95% quantile of bootstrapped statistic is 1.44. Both tests reject the null hypothesis with no abrupt change. In fact, from the aggregated trend of Y i = 101 j=1 X ij in Figure 3 , it indicates the presence of extensive email communication from the second half of 2000 to the first half of 2001. Our test confirms that there was abnormal email activity in these two years. 
Proofs
Throughout the whole proofs, we assume d 2, n 3 and n log 7 (nd) otherwise the rates will automatically hold. The constants K i > 0, i = 1, 2, . . . and C > 0 denote large numbers and may vary part by part.
6.1. Proof of Theorem 3.1. Suppose H 0 is true. Without loss of generality, we may assume n 1.
Step 1. Gaussian approximation to T n .
Denote Γ = Cov(g(X 1 )). Since the kernel h is anti-symmetric, we have E[g(X
By Jensen's inequality, we have E|g j (X i )| 2+k D k n for k = 1, 2, and
In addition, note that
By Proposition 2.1 in [13] (applied to the max-hyperrectangles), we have
where Z n = max 1 j d Z nj and Z n ∼ N (0, 
it follows from the Cauchy-Schwarz inequality that
Then by triangle inequality, we have
Applying Corollary 5.6 in [10] with k = 2, we have
Then for any t ∈ R and a > 0, we have
where step (i) follows from Markov's inequality, step (ii) from the Gaussian approximation error bound (15) for the linear part, step (iii) from Nazarov's inequality (cf. Lemma A.1 in [13] ), and step (iv) from the maximal inequality (16) for the degenerate term. Likewise, we can deduce the reverse inequality
Choosing
Step 2. Bootstrap approximation to T n . Recall the definition of T n in (6),
By Lemma 6.1,
Therefore, [9, Lemma C.1] confirms that with probability greater than 1 − γ
n .
In conclusion,
). Suppose all the conditions in Theorem 3.1 hold. Let Γ = Cov(g(X 1 )) andΓ n be defined as in (17) . Then with probability greater than 1 − γ,
Note that, the summation inΓ n can split into two parts
In the following Step 1 and 2, we will deal withΓ n1 =
j=k>i h(X i , X j )h(X i , X k ) T respectively, whereΓ n =Γ n1 +Γ n2 . Then conclusion will be made in Step 3.
Step 1:
and π 3 is a permutation of {i, j, k}. Then,
is a U-statistics of order 3 and EΓ n1 = n−2
Apply Lemma E.1 in [9] to H for α = 1/2, η = 1 and δ = 1/2, (18) where
By Cauchy-Schwarz and Condition (A2),
and (iii) Condition (A3), we obtain
Therefore, (18) leads to
Recall K log(nd) log(1/γ) 1 and n D 2 n log 7 (nd). Choose
n log(nd) n for some large enough K 5 > 0. Then,
Step 2:
Then by [12, Lemma 8] , we have
n log(nd) n for some large enough K 9 > 0, we end up with
Step 3: ApproximatingΓ n to Γ/3. By Cauchy-Schwarz inequality and Condition (A2),
Notice that
Combine Step 1 and 2 and take t 0 = K 0 D 2 n log(nd) n for some K 0 > K 10 + K 9 + K 5 large enough, we have
Let γ = ζ/8. Now denote
We will quantify |∆| ∞ , q T n (1 − α) and q T ξ n
(1 − β n ) to conclude that the Type II error is bounded when |θ h | ∞ satisfies (13) .
(1) Quantify |∆| ∞ . Without loss of generality, we may assume n 1 = m n − m = n 2 . Recall (9) where V n = V n (X n 1 ). Denote V n (ξ n 1 ) in similar way. By shift-invariant assumption and the two-sample projection in Section 2,
By Lemma 6.5, with probability smaller than γ,
with probability smaller than γ. By Lemma 6.6,
with probability smaller than γ. Therefore,
with probability no smaller than 1 − 4γ.
, whereΓ n is defined in (17) . By the Bonferroni inequality, P T n > t|X n 1 2d 1 − Φ(t/2ψ) , where ψ 2 = max 1 l dΓn,ll . By the Cauchy-Schwarz inequality, for each l = 1, . . . , d,
(1 i m < j n) for any 1 l d and 1 i < j n. From Lemma 6.2, it shows that with probability grater than 1 − γ,
α . Then, with probability greater than 1 − γ,
Since n 2 n/2 and n 1 log 5/2 (nd), the rate of n 3 log( 2d α )δ n n 1 n 2 leads to q T n |X n 1 (1−α)
(1 − α) K 6 n −3/2 ∆ 3 without assuming n 1 log 5/2 (nd). 2 exp −(
large enough C 3 (b), we have P(Z > t) 2γ. Hence, P(T ξ n > t) P(Z > t) + C 1 n . Let β n = 2γ + C 1 n . Then with probability grater than 1 − γ,
Combining
Step (1)- (3), when
with probability no smaller than 1 − 6γ. That is, the Type II error is less than 6γ + β n = 8γ + C 1 n . As (∆ 1 ∨ ∆ 2 ) ∆ 3 , the conclusion of Theorem 3.2 immediately follows for some large enough K 2
. Suppose all the conditions in Theorem 3.1 and Theorem 3.2 hold. Let γ ∈ (0, e −1 ) such that log(γ −1 ) K log(nd) and suppose n 1 = m n−m = n 2 . Then the following holds with probability greater than 1 − γ for some large enough constant K
Proof of Lemma 6.2. Note that the summation breaks down to
T , calculation (similar to Lemma 6.1 Step2) shows
.
. It follows that
n log(nd) log(γ −1 ) and
for some large enough K 3 . Therefore, the diagonal part obeys the same bound such that the first term
Next, apply the two-sample tail bound Lemma 6.4 to the middle term. Thus,
T for the third term, we have
Since n 2 = n − m n/2 and n D 2 n log 7 (nd), it suffices to take
n log(nd) and
Then, the third term has a tail bound
Since there exists a large enough constant K such that
6.3. Auxiliary Lemmas.
6.3.1. Lemma for tail probability of the maximum of two-sample U-statistics. Let X n 1 1 and Y n 2 1 be two random samples taking values in a measurable space (S, S). Suppose X i ∼ F are independent with Y j ∼ G. Let h : S 2 → R d be a measurable function and
be the two-sample U-statistics. WLOG, we may first assume n 1 n 2 . Consider a permutation π n 2 on Y n 2 1 and the sum of first n 1 pairs
The symmetry leads to πn 2
This representation reduce the bounds on
By similar argument of Lemma E.1 in [9] , we have the following result.
Lemma 6.3 (Sub-exponential inequality for the maxima of centered two-sample U-statistics). Let X 1 , · · · X n 1 and Y 1 , · · · Y n 2 be two independent sets of iid random vectors from F and G, respectively. Suppose n 1 n 2 and ||h
, then for any 0 < η 1 and δ > 0, there exists a constant C(α, η, δ) > 0 such that
holds for all t > 0.
Proof. See Lemma E.1 in [9] . By Lemma 6.3, we can have the following result.
Lemma 6.4 (Tail bound of the maxima of two-sample U-statistics in second order). Let X 1 , · · · X n 1 and Y 1 , · · · Y n 2 be two independent sets of iid random vectors from F and G, respectively. Let n = min{n 1 , n 2 }, n = max{n 1 , n 2 } and ζ ∈ (0, 1) be a constant s.t.
holds for t * = K 0 B 2 n {n −1/2 log 1/2 (nd) + n −1 log 3 (nd) log(1/ζ)}.
Proof. Without loss of generality, we may assume D n 1. Let H k (x, y) = h 2 k (x, y), k = 1, . . . , d, and define Z, Z 1 , M and ζ 2 n 1 for H accordingly. Apply Lemma 6.3 to H(x, y) and follow the fact ||M || 2 
, we have
n , by Lemma 8 in [12] and Jensen inequality,
Therefore,
(ii) If n K 6 log 5 (nd) log 2 (1/ζ), then take t * 2 = KB 2 n n −1 log 3 (nd) log(1/ζ) such that
n n −1 log 6 (nd) log 2 (1/ζ) log(1/ζ) and
6.3.2. Lemma for two-sample Hoeffding decomposition.
Lemma 6.5 (Tail bound of the maxima of the first order projection). Let X 1 , . . . , X n be i.i.d. random vectors from F and Y is independently draw from G.
Therefore when n log 3 (nd),
Gh(X i )| ∞ KD n n 1/2 log 1/2 (nd) ζ.
Proof of Lemma 6.5. Take t * = K 5 D n {n 1/2 log 1/2 (nd) ∨ log 2 (nd)}, simple calculation shows P(Z t * ) ζ. ), exp (− K 2 t V 2 )}.
Apply the tail bound of standard Gaussian random variables 1 − Φ(x) φ(x)/x for x > 0, and note that d 2, we have
Similarly,
By Jensen's inequality and the fact V 2 V 1 , we have
Our last task is to bound I 
The last step of (23) comes from [9, Equation (58)]. The (24) follows the same procedure. And the first step of (25) is dealt the same way as (21) with
