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Abst rac t - -We study cubic polynomial differential systems having an isochronous center and an 
inverse integrating factor formed by two different parallel invariant straight lines. Such systems 
are time-reversible. We find nine subclasses of such cubic systems, see Theorem 8. We also prove 
that time-reversible polynomial differential systems with a nondegenerate c nter have half of the 
isochronous constants equal to zero, see Theorem 3. We present wo open problems. (~) 1999 Else- 
vier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
It is known that the problem of isochronicity appears only for nondegenerate c nters; i.e., centers 
whose linear part has nonzero imaginary eigenvalues. We consider here cubic polynomial differ- 
ential systems (in what follows simply cubic systems) with a nondegenerate linear center at the 
origin. In an appropriate coordinate system and upon rescaling of the independent variable these 
systems take the form 
:~ = --y • a20 x2 ~- al lxy + ao2Y 2 + a30 x3 ~- a21x2y + a12xy 2+ ao3Y 3, 
---- x + b20 x2 + bllxy + bo2Y 2 + b30x 3 + b21x2y + bl2Xy 2 + bo3Y 3. (1) 
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A reversible system [1] is a planar differential system ± = f(x) for which there exists a diffeomor- 
phism R : R 2 --+ R 2 such that R 2 is the identity and f(R(x)) = -R( f (x ) ) .  We say that system 
± = f(x) is time-reversible if after a rotation 
= (cosa  - s ina~ 
(~?) \ s ina  cosa / ( ; ) '  
the system becomes invariant by a transformation f the form (x, t) --+ (R(x), - t ) .  Systems that 
we study in this paper are time-reversible, because for them there is a straight line through the 
origin, which is a symmetry axis of the phase portrait. More specifically, if this line is given 
by the straight line through the origin with slope tan(a/2), then after a rotation of angle a/2  
the system is reversible with respect o the map R : R 2 --+ R 2, R(x,  y) = (x , -y ) ,  because they 
are invariant under the symmetry (x, y, t) --+ (x , -y , - t ) .  The notion of reversibility has been 
generalised in [2] with the notion of rational reversibility, see also [3]. 
One of the open problems for cubic systems is to characterize their isochronous centers. A 
center is isochronous if the period of all periodic solutions in a neighborhood of it is constant. 
Several classes of isochronous systems have been studied: quadratic isochronous centers [4,5]; 
isochronous centers of a linear center perturbed by third, fourth, and fifth degree homogeneous 
polynomials [6-9]; the cubic system of Kukles [10,11]; the class of systems which in complex 
variable z write ~ = iP (z) ,  where P(z)  is a polynomial, and the cubic time-reversible systems 
with ~b = 1, see [12]; some isochronous cubic systems with four invariant lines, see [13]; isochronous 
centers of cubic systems with degenerate infinity [14,15]; etc. 
The aim of this paper is double. First, we shall prove that a time-reversible polynomial 
differential system with a nondegenerate center at the origin has half of its isochronous constants 
equal to zero (see Theorem 3), and second, the majority of the paper is dedicated to classify 
the cubic systems having an isochronous center and an invers integrating factor formed by two 
different parallel invariant straight lines. In Section 2, we start reporting two general theorems 
useful to characterize isochronous centers and we give a brief description of the general method to 
obtain the so-called period constants. Then we concentrate in cubic systems (1), and we prove in 
Section 3 that when these cubic systems have an inverse integrating factor formed by two parallel 
straight lines which do not pass through the origin, the systems are time-reversible, see also [3, 
Theorem 1.3]. For such time-reversible systems we know the first five period constants, see [16]. 
We determine in Section 4, the subclasses of our cubic systems for which such period constants 
vanish. Finally, we prove that these subclasses have an isochronous center at the origin, see our 
main result Theorem 8. 
2. PER IOD CONSTANTS FOR ISOCHRONOUS 
CENTERS OF CUBIC T IME-REVERSIBLE  SYSTEMS 
The following two theorems give two different methods of characterizing isochronous centers. 
THEOREM 1. A center of an analytic system is isochronous if and only if there exists an analytic 
change of coordinates of the form u = x + o([(x, y)[), v = y + o([(x, y)[) changing the system to 
the linear isochronous ystem 
it = -kv ,  iJ = ku, 
where k /s  a real constant. 
THEOREM 2. Let S and ST be transversal planar vector fields of class C 2. We assume that the 
local flows defined by the solutions ors  and ST commute (in the sense of Lie bracket). Then any 
center of S is isochronous. 
Theorem 1 is proved in [12] and Theorem 2 in [17,18]. | 
Let the origin be an isochronous center of system (1). Then, by Theorem 1, we know there 
exists an analytic hange of coordinates u = x + o( [ ( x, Y ) I ) , v = y + o( l ( x, Y ) I ) such that/2 + u -- 0 
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and i) + v = 0, where we have taken k = 1 making a rescaling of the time variable. Such a change 
of variables done in polar coordinates, will be used to find the isochronicity. In polar coordinates 
x = r cos~, y = r sin~, system (1) writes 
÷ = p2(~)r 2 + P3(~)r ~, 
= 1+ Q2(~)r +Q3(~)r 2, 
(2) 
where 
P2(~) = $3 cos (3~ + ~3) + S1 cos (%0 Jr ~I), 
P3(~) = $4 cos (4~ + ~4) + $2 cos (2~ + ~2) + So, 
Q2(~) = -$3 sin (3~ + ~3) + sl sin (~ + @1), 
Q3(~) -- -S t  sin (4~ + ~4) + s2 sin (2~ + @2) + so, 
and S~,s~,~i,@~ E R. 
Let H(r, ~) be a power series of the form 
OO 
H(r, ~) = E Hn(~)rn' (3) 
n=l  
where H1 (~) = cos ~ and Hn(~), for n = 1, 2 , . . . ,  are homogeneous trigonometric polynomials of 
degree n. If we impose that H + H = 0, then system (1) in the new variables (H, - / : / )  becomes 
/t = -v ,  ~ = u. Hence, by Theorem 1, the condition ~r + H = 0 implies that system (1) has 
an isochronous center at the origin. Thus, imposing ~r + H -- 0, and developing in power series 
expansion of r, we obtain for the Hn(~)'s a system of recursive differential equations given by 
2 ~ H"  ' ' = H~'+H2+ w2 1 +(2P2+Q2)Hl+P2H1 O, 
H i' + H3 + 2Q2H~' + (4P2 + Q~2) H~ + 2P~H2 + (2Q3 + Q2) H~' 
+ (2P3 + Q2Q~ + 3P2Q2 + Q~) H~ + (2P 2 + -P~Q2 + P~) H1 
= ~3 COS ~ -'~ ~3 sin ~, 
H~ + Hn + 2Q2H~_ 1 + [2(n - 1)P2 + Q~2] H~-I + (n - 1)P~Hn-1 
+ (2Q3 + Q2) H~_2 + {2(n - 2)P3 + Q2Qt2 + [2(n - 2) + 11 P2Q2 + Qt3} H~n_2 (4) 
+(n - 2) [(n - 1)P~ + P~Q2 + P~] H,-2 + 2Q2Q3H~_ 3 
+{2(n - 2)QaP2 + Q'3Q2 + Q~Q3 + [2(n - 3) + 1] P3Q2}H'_ 3
+(n - 3){[2(n - 2) + 1] P2P3 + Q3P~ + Q2P~}Hn-3 
+.~2H, _ i H I _ (43 n-4 + [2(n 3)P3 + Q31 Q3 n-4 + (n - 4)(n 2)p2Hn_4 
f ancos~+tansin~, i fn i sodd ,  
0, if n is even, 
where n = 4, 5 , . . . ,  and ' = h-Oj. Since H + H = 0 if and only if an = ta,, = 0, an and ta,, are 
called the isochronous constants of the system. 
The isochronous constants are polynomials in the parameters of system (1). The vanishing of 
all isochronous constants is a necessary condition for the isochronicity of the origin. 
OPEN PROBLEM 1. Prove for polynomial differential systems with a nondegenerate c nter at 
the origin that the constants f~n are zero, modulo the preceding ones (i.e., ak = f~k --- 0 for 
k = 1 ,3 , . . . ,n -2 ) .  
For time-reversible polynomial differential systems this open problem has a positive answer in 
the next theorem. 
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THEOREM 3. A time-reversible polynomial differential system with a nondegenerate center at 
the origin has all constants pn zero. 
PROOF. A time-reversible polynomial differential system of degree m with a nondegenerate center 
at the origin has the following form in polar coordinates: 
GJ = 1+ ~Q&)~s-l, 
9=2 
where PS(cp) and QS(cp), for s = 2,3, . . . , m, are of the form 
E(cp) = %+1 sin(s + 1)~ + R,“_, sin(s - 1)~ + . . . + 
(5) 
Rf sin w, if s is even, 
R; sin 2w, if s is odd, 
Qs(cp) = %+I cos(s + 1)w + r;_i cos(s - 1)w + . . . + 
r; cos w, if s is even, 
r;cos2w fro, if s is odd, 
where w = cp + cpe, and cpe, Rj T; are arbitrary coefficients. If we make the change of variables 
z = coscp system (5) takes the form 
Let H(r, z) be the power series (3) in the variables (r, z), where Hi (2) = z and H,(z), for n = 
2,3,. . . , are homogeneous polynomials of degree n. Now the recursive differential equations (4) 
for system (2) becomes for system (5) into the form 
whereB1(Z)=OandB,(z)=B,(P~,Qi,Hj,H,!,H,!’)withi=2,3 ,..., n,andj=1,2 ,..., n-l, 
for n = 2,3, . . . . Moreover, B,(z) is a polynomial in z and it is easy to see from the recurrence (6) 
and from the form of pS and QS that this polynomial can be written 
B,(z) = c&P + %-2Zn-2 + . . * + 
co, if 12 is even, 
clz, if n is odd. 
We can write expression (6) as 
Integrating this last expression, we have 
(l- z2)H&)+aH,(z)+ B,(z)dz+kl = 
J 
I 
%z" + $ (zJFYF+ arcsin z) , if n is odd, 
0, if n is even. 
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Taking into account hat 
/ z m z m-1 1 -  m / z m-2 
(1 --~-~)a/2 dz = (2 - m ) ~  + ~ (1 _--~3/2 dz, 
f z 2 z arcsinz, 
(1  - z2)3/2 dz = x /~-  z - - - - - -~ 
f z (1 -- Z2)3/2 dz = ~ ,  
it follows that the solution of the above linear differential equation is of the form 
an (z -  x/1 - z 2 arcsinz) + ~z  arcsinz, if n is odd, 
= T 
0, if n is even, 
and finally, we obtain 
Hn(z) = Rn(z) - klz + An~/ l  - z 2 arcsinz + k2x/1 - z 2 
an (z - ~/1 - z 2 arcsinz) + z arcsinz, if n is odd, 
0, if n is even, 
where/~(z)  is a polynomial in z. As Hn(~) must be a homogeneous polynomial of degree n this 
implies that c~n/2 + An = 0, ~n = 0, and k2 = 0. II 
We shall see in Proposition 5 that systems (1) with an inverse integrating factor formed by two 
different parallel invariant straight lines are time-reversible, then we shall only need to vanish the 
constants Tn = an, called the period constants in order to determine their isochronous centers. 
The first five period constants for time-reversible cubic centers where computed by Chavarriga 
and Garcia in [16]. Since these periods constants will play a basic role in our study, they are 
given in the Appendix. 
3. CUBIC TIME-REVERSIBLE SYSTEMS WITH V BEING 
FORMED BY TWO PARALLEL STRAIGHT LINES 
A C 1 solution V(x, y) of the linear partial differential equation 
OV. OV. (Ogc 0~)) -ff  x +-ffffuY= + N v (7) 
is an inverse integrating factor of system (1). To work with the inverse integrating factor is usually 
easier than to work with the first integral or the integrating factor, see for more details [19]. 
We assume for system (1) the existence of an inverse integrating factor of the form 
~t'kl ~'k2 
Vl = J1 J2 , (8)  
such that 
f l  = plx + qlY + 1, f2 = p2x + q2Y + 1. (9) 
We note that if system (1) has the inverse integrating factor given by (8), which does not vanish 
at the origin, it has a first integral defined at the origin. Hence, the origin of system (1) is a 
nondegenerate c nter. To study the isochronicity of this nondegenerate c nter at the origin, we 
first introduce (8) in (7), obtaining a system of algebraic equations from the coefficients of a 
polynomial equation of degree 4. This system determines the conditions on the coefficients of 
system (1) in order that (7) holds. Moreover, if straight lines (9) are parallel then we will prove 
that system (1) is time-reversible, allowing the use only of the period constants mentioned in the 
previous ection for determining the isochronicity of the center localized at the origin. 
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LEMMA 3. The invariant straight line f2 defined by (9) can always be taken with P2 = 1 and 
q2 = O. 
PROOF. It follows making a convenient rotation and rescaling. | 
LEMMA 4. The invariant straight lines f l  and f2 defined by (9) and satisfying the conditions of 
Lemma 3 are paxallel iT and only if ql = O. 
PROOF. Since the straight lines of (9) are parallel if Plq2 - OP2 -- 0, and by Lemma 3 we have 
that  q2 = 0 and P2 = 1, it follows that ql = 0. | 
PROPOSITION 5. We assume that system (1) has an inverse integrating factor of form (8) sat- 
isfying the conditions of Lemmas 3 and 4. Then the system is time-reversible and the following 
set of conditions is satisfied: 
a20 -- a02 -- a30 -- a12 --- a03 =- bal = b~l = b03 = 0, 
a l l  = --(1 +P l ) ,  
a21 : --Pl, 
(1  - ks +P l  - -  klPl) 
b02 -- 
2 
b12=(2-  kl - k2)~.  
( i0)  
PROOF. Substituting 
V I = (p l  x -~- 1) k' (x + i )  k: 
in equation (7), we obtain a polynomial of degree 4 which must be satisfied for any value of 
the variables x and y. As a consequence we must vanish the coefficients of the monomials 
x, y, x 2, xy, y2, x 3, x2y, xy2, y3, x 4, x3y, x2y2, xy3, y4; i.e., we have 14 equations in the coefficients 
of system (1) to solve. From the term in x we compute a20 -- -bxl /2.  From the term in y we get 
a l l  = -2bo2 - k2 - kip1. From the term in x 2 we obtain a3o = -(2b21 + b11k2 +bl lk lp l ) /6 .  From 
the term in zy, we get a21 = (-2ba2 + k2 - 2bo2k2 - k 2 - 2bo2klP1 - 2klk2p1 + kiPS1 - k2p2)/2. 
From the term in y2, we obtain a12 = -3b03 + ao2k2 + ao2klPl. 
We can assume that  kiP1 + k2 ~ O, because if kiP1 + k2 -- 0, we obtain a particular case of the 
previous one. Then, the term in x 3 gives b21 = b11(3k2-k 2-2klk2p1 +3klP l  2-k21p2)/[2(k2+klp1)]. 
The term in x2y gives b12 = ( -  2k2 + 4b02 k2 + 3k 2 - 2b02 k22 - k 3 + 3klk2P1 - 4bo2k1 k2pl - 3kl k~p~ + 
23 kiP1)]. The term in 4bo2klp  2 - 2b. 02~lplL2~2 _[_3k lk2P l  2 _ 3k12k2p2 _ 2k ip3 _]_ 3k ip  I _ k13p3)/[2(k2 + 
xy ~ gives b03 = ao2(-k2 + k 2 + 2klk2P1 - klp~ + k~p~)/[3(k2 + klpl)]. The term in y3 leads to 
aoa = 0. Finally, from the terms in x 4, x2y 2, and x3y we obtain, respectively, bll = 0, a02 -- 0, 
and b02 = (1 - ks +Pl  - kip1)~2. The terms in xy 3 and y4 become zero. So conditions (10) are 
proved. 
The reversibility is proved as follows. The resulting system can be written in polar coordifiates 
x -- r sin ~, y = r cos ~ into the form 
÷ = r2 [//3 sin(3~o) + R1 sin ~] + r 3 JR4 sin(4~) + R2 sin(2~)], 
qb = 1 + r JR3 cos(3~) + rl  cos ~] + r 2 JR4 cos(4~) + r2 cos(2qo) + ro], 
(11) 
with 
R1 -- (1 + 2b02 - 3k2 + Pl - 3klPl) 
8 
(263o - kip1 - k2pl) 
R2 = 
8 
( -3  + 2b2o + k2 - 3pl + klpl) 
R3 -- 
8 
(12) 
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(2b3o - 4p l  4- kip1 + k2Pl) 
R4 = 
16 
(6b3o + 4pl - klpy - k2pl) 
r 0 = 
16 
(3 + 6b2o - k2 + 3p l  - -  kip1) 
/'1 = 8 
b3o 
/ '2 = - - .  2 
(12)(cont.) 
Then, it is clear that system (11) is time-reversible because it is invariant under the symmetry 
(r, ~, t) -~ (r, -~ ,  - t ) .  Note that the relation R4 + r0 - r2 = 0 is satisfied. | 
4, CASES OF  ISOCHRONIC ITY  
In order to find between the cubic time-reversible systems having a nondegenerate c nter at 
the origin and an inverse integrating factor formed by two parallel straight lines, those for which 
the origin is isochronous, we need the following lemmas. 
LEMMA 6. A polynomial inverse integrating factor for a time-reversible cubic system (11) sat- 
isfying (12) is of the form V2(x,y) -- f l (x) f2(x)W(x,  y), where W(x, y) is a polynomial of the 
form W = x 2 + y2 + w(x), being w(x) a polynomial in x. 
PROOF. In coordinates (x, y), system (11) writes 
= --y 4. (R1 4. 2R3 - r l)xy 4. (2R2 + 3R4 - ro - r2)x2y - (R4 + ro - r2)y 3, 
= x + (R3 + r l )x 2 + (R1 - R3)y 2 + (R4 + r0 + r2)x 3 + (2R2 - 3R4 + ro - r2)xy 2. (13) 
Since R4 + r0 - r2 = 0, the coefficient in y3 in the component ~: of system (13) is zero, so :~/y is 
a quadratic polynomial in x. Moreover, since plx + 1 = 0 and x + 1 -- 0 are invariant straight 
lines~, x /y  can be factorised into the two factors f l (x)  and f2(x). 
The proof that such a function V2(x, y) is an inverse integrating factor, follows directly substi- 
tuting it into equation (7). | 
LEMMA 7. A time-reversible cubic system (11) having an inverse integrating factor of the form 
V2(x,y) = f l (x ) f2(x)W(x,y)  admits a first integral g (z ,y )  = fl(x)l~ f2(x)12W(x,y), where 11 
and 12 are functions of the coefficients of the system. 
PROOF. System (11) has two inverse integrating factors Vl(x,y) and V2(x,y). The quotient of 
these inverse integrating factors is a first integral, see for more details [19]. | 
THEOREM 8. The following systems: 
÷=r 2 s in (3~) -ss in~ + - sin(4~p)+4sin(2~p) , 
[ 1 ] r2 [  2 2] (A) 
q~=l+r  cos(3qo)+~cosqo + -~cos(4~)+ ; 
÷ = r 2 [sin(3~) + sin~] + r a - sin(4~) - ~ 
(B) 
÷= r 2 in(3~) 18 
+r3[  227±5~ s in (4~) -~108 629± 11v/12-49 s in (2~) ]108 , (C,D) 
= l+r  cos (3~)+gcos~ 4- 108 
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÷_--r2[sin(3~) 1-  3Zl ] r3 [ 4 + zl . . . .  ] 3 sin~ + [ - - - -~sm(a~)+(4+Zl )s in (2~) ,  
qb = 1 + r cos(3~)+ 5cosqo + - + z_____~l cos(4~)+ + z----A* ; 
÷=r2[  sin(3~) --1-3Zlsin~]3 
+r  3 [ (4+z1)(7+3r1)  
6(11 + 3z1) sin(4~) + 
= 1 + r cos(3~) + ~ cos 
(4 + Zl)(7 + 3rl) cos(4~) + 
+r2  " 6(11 + 3zt) 
(4 + Zl)(17 -~ 6Zl) ] 
3(11 + 3z,) sin(2~) , 
2(4 + z l )cos(2~)  + ~j_~]  . 
3(11 + 3zl) 
i" = - r2r l  sin(~) + r3R2 sin(2~), 
¢ = 1 + rrl cos(~); 
i" = r2zl sin(~) + r3R2 sin(2~0), 
(E) 
(F) 
(c) 
(H) 
÷ = - r2z l  sin(~), 
(I) 
= 1 + 2rzl cos(~) + r2z12[1 + cos(2~)]; 
/] ÷ = r 3 sm(2~) + sin(4~ -~ , ( j )  
~b = 1 - r2[cos(2~) + cos(4~)]; 
are time-reversible cubic systems of form (11) satisfying (12) having an isochronous center at the 
origin. 
PROOF. The proof is divided into two parts. In the first, we find necessary conditions in order 
that system (11) can be isochronous; i.e., we vanish the first five known period constants given 
in Section 2. In the second part, we will prove that these conditions will be sufficient. 
First, we assume R3 7 t 0. We can make a rescaling and take R3 = 1 because the condition 
R4 + r0 - r2 = 0 remains invariant. We introduce a new parameter Zl such that R1 = Zl - rl. 
As system (11) is time-reversible, we can use the period constants T1 to T5 already computed 
for these systems, see Section 3. These constants must be zero in order that the center can be 
isochronous. Prom the constant T1 we can isolate r0 = (4 + 3rlzl)/6. 
We assume that -4  - 6R4 + 4Zl + 3rlzl = O. We have R4 = ( -4  + 4zl + 3rlzl)/6. In order to 
vanish the period constants T2, T3, T4, and T5, we compute the following resultants Pl(rl ,  zl) = 
T@[T3, T4, R2], P2(rl, Zl) = "]'~[T3, T5, R2], Ql(Zl) = T~[T2, P1, rl], Q2(zl) = T~[T2, P2, rl], where 
T~[p(x), q(x), x] denotes the resultant of the two polynomials p(x), q(x) with respect o the vari- 
able x. The two last resultants are 
Ql(Zl) -- z 4 ( -8 n a 31Zl -1- 9Zl 2) sl(Zl), 
Q2(Zl) -- Zl 3 ( -8 ~- 31Zl -1- 9Zl 2) $2(Zl), 
(14) 
where the polynomials SI (Z1)  and $2(z2) have no common roots. If Z 1 ----- 0, we have automatically 
R4 -- -2 /3  and the common roots of P1 and P2 are rl = 1/3 and rl = -1. So for zl - 0, 
we obtain cases (A) and (B) of the theorem. The other solutions of (14) are the solutions of 
-8  + 31Zl + 9Zl 2 -- 0; i.e., zl = (-31 4- v~)/18, giving cases (C) and (D), respectively. 
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I f  -4 -6R4 +4z l  +3r lZ l  # 0, then from 7"2 = 0 we obtain R2. For vanishing the period constants 
T3, Ta, and 7"5, we compute the following resultants Ul(r l ,Z l )  = T~[T3,T4, R4], U2(r l , z l )  = 
~[T3, Th, R4], where 
Ul(rl, Z l )=( - l+3r l )  2 (-16+32rl+48r +120z1 -4Sr lZ l  - 72r zl -321z  - 198rlz  
+135  z  -54z  - 
= ( -1  (-16+32   +120z  -4S ,z  - 72  z, - 321z  - 19S xz  
-54z  - 162 xz )Sw ( ,,zl). 
A first solution is r l  = 1/3 and we obtain cases (E) and (F). We note that  in these two cases Zl 
is undetermined. For case (E), we have made the choice zl = -4  + 8z2/3, which simplifies the 
resulting equations. Finally, -16  + 32rl + 48r 2 + 120Zl - 48rlz1 - 72r12zl - 321Zl 2 - 19SrlZ 2 + 
135r12z12 - 54Zl 3 - 162rlz13 = 0 leads to the cases where -4  - 6R4 + 4zl + 3r lz l  : 0 already 
considered. 
If  R3 = 0, from T1 we obtain r0 = r lZl /2.  Then T2 writes 144(4R2R4 + 10R~ - 2rlR2Zl + 
4r lR4z l  + 3r21z21 - 6R4z21 - 6rlz3). Wesee  that  if 2R4 - r lZl  # O, we can solve R2 from T2 = 0. 
First, we assume that  2R4 - r l z l  = O. Then from T2 = 0, we obtain 216rl(5r l  - 6Zl)Zl 2 = 0. We 
consider the following cases. 
(1) Zl = 0. We obtain case (G) which corresponds to Case (iv) of Chavarr iga and Garcia [16]. 
(2) r l  = 0. We obtain case (H) which is a trivial isochronous case qb = 1. 
(3) r l  = 6Zl/5, the resultant T~[T3(r l ,z l ) ,T4(r l ,Zl) , r l ]  implies zl = 0 and we go back to 
case (G). 
Now, we assume that  2R4 - r l z l  # O. Therefore, we obtain R2 = (10R 2 + 4rlR4Zl + 
3r2z~ - 6R4z 2 - 6r lz3)/[2(r lZl  - 2R4)]. Using a rescaling, one can see that  the only 
possible values that  R4 can take are 0, 1, and -1 .  
(4) For R4 = 0, the period constant T3 is 276480rl(3rl  - 7zl)z3(2zl  - r l )  = 0. The roots 
Zl = 0 and r l  = 0 give again cases (G) and (H), respectively. The root r l  = 2zl gives 
case (I) which corresponds to Case (iii) of [16]. 
(5) R4 = 1. The resultants T~[T3(rl, Zl) ,T4(r l ,  z l ) , r l ]  and T~[T3(rl, zx),Th(r l ,  z1),r l]  are 
24 2 z 1 (3z 1 -5 )6P4s(z l )  and 29 2 z 1 (3z 1-5)Sp6s(z l ) ,  respectively. The root Zl = 0 gives case (J) 
which is associated to Case S~ of the paper of Mardessic, Rousseau and Toni [12]. The 
root Zl = +v/~ corresponds to case (G). The polynomials Pas(Zl) and P6s(zl) have no 
common roots. 
(6) R4 = -1 .  Here the resultants R[T3(r l ,  Zl), T4(rl,  Zl), rl] and T~[T3(rl, Zl), Th(rl ,  zl),  rl] 
are z 124(3z12 + 5)6Q4s(zl) and z129(3Zl 2 + 5)SQ6s(zl), respectively. The only root to consider 
is zl -- 0 which corresponds to Case S~ of [12]. However, this case gives two complex 
invariant straight lines. The polynomials Q4s(zl) and Q6s(zl) have no common roots. 
As systems (G) to (J) are either trivial or already known we do not need to establish the 
sufficient conditions. To prove that  the necessary conditions that  we have obtained are sufficient 
for systems (A) to (F), we need to use Lemmas 6 and 7. The transversal vector field S ~ = ()~, 12) 
has been found using one or two particular solutions f l  and f2 of the planar vect.or field S = (5, y) 
associated to system (11) satisfying (12). The method consists in looking for a transversal  
commut ing vector field of the form ST = fS  1 with f = Jlcul Jcu22 , and convenient values of/Zl  
and 1'2. We have 
S ( f~f2  l~2) = l . t lS( f l ) f~l - l f~ 2 -1- #2S( f2 )y~l f~ 2-1 = f~l f~2(#lK1 -F P,2K2), 
where K1,K2  are the cofactors of the particular solutions f l , f2 ;  i.e., ]1 = S( f l )  = K l f l ,  
]2 = S( f2)  = K2f2. 
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As usual we denote by IX, Y] the Lie braquet between the vector fields X and Y. 
have 
[S, fS'] = f IS, S'] + (Sf)S '  = f ([S, S'] + (#1K1 + #2K2) S').  
Consequently, if 
Then, we 
K i..~. [S, S'] + (#1K1 + #2 2)S 0, (15) 
then [S, fS'] = 0, and fS '  is a transversal commuting system. Hence, by Theorem 2, system (11) 
has an isochronous center. 
System (A) written in Cartesian coordinates i
x=Y ( -3  + 4x3 + 16x2) , 9 = (3x + 4x 2 -34y2 + 32xy2) (16) 
According with Lemma 6, we can find w(x) = Wl x4 -{-w2 x3, and obtain V2(x, y) = f l (x)f2(x) 
W(x, y), where 
1 -v /~ l+v/~ 
f l(x) ---- ~ + x, f2(x) -- ~ + x, 8 3 ~ y2. W(x,y )=x 2 +-~x + x 4+ 
The first integral of (16) is 
y) = y), 
where 11 = -2  + 4 /v~ and 12 = -2  - 4 /v /~.  The change of variables 
x(3 + 4x)d~/2~l~/2 
u = 3 J1 J2 , 
,, ~11/2¢12/2  
V ~ Y J1  J2  ' 
linearizes the system to the following: 
u~--V, v~u.  
So, by Theorem 1 the origin of system (16) is an isochronous center. We also can prove the 
isochronicity using Theorem 2. Thus, we look for a transversal commuting vector field using the 
two particular solutions fx, f2. We assume that the transversal field has the form 
$. = f~f~2 [r + A2(O)r 2 + Aa(O)r 3 + A4(O)r4], 
= f~f~2 [Bl(O)r + B2(O)r 2 + Ba(0)r3]. 
(iT) 
From (15), we must take #1 -- #2 = 1 and the system associated to the transversal vector field 
written in Cartesian coordinates is 
--- x(3 + 4x) ( ~-3 + 4x + 16x2j 
3 
= y(3 + ('-3 + 4x + 16x2 
3 
Hence, by Theorem 2, the origin of system (16) is isochronous. 
System (B) written in coordinates (x, y) becomes 
+ 4x) x (9 + 16y 2) 
-- y(3 - 8x) ( -3  9 ' ~) = 9 " 
For this system we can find w(x) = w3x 2 + ws, and obtain V2(x, y) = f l (x) f2(x)W(x,  y), where 
fl(X) -- 3 - 8x, S2(x) -- -3  + 4x, W(x,  y) = 9 + 16y 2. 
The first integral is 
H(x, y) = f lS 2W(x, y), 
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where 11 = -1  and 12 = 2. The change of variables 
(3 + 4x)y 3x 
transforms the system to the following: 
4 v u = (3 - = - (3  - 
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For this system we only prove the isochronicity computing a transversal vector field. We look for 
a transversal commuting vector field using the particular solution f2. We take ~1 = 1 in order 
to vanish A4(0) and B3(0) in equation (17). Applying (15), the resulting system associated to a 
transversal vector field writes in Cartesian coordinates as 
= ( -3  + 4x) (9x + 12y29 - 16xy2) , y = y ( -3  + 4x) (9 + 916y2) 
Systems (C) and (D) in coordinates (x, y) go over to 
( -54-  21x ± 3v~ x + 361x 2 ~ 7x/a x 2) 
= Y 54 ' 
(18x + 24x 2 - 62x 3 + 2V~ X 3 - -  55y 2 q- ~ y2 _~_ 361xy2 ~ 7x/a xy 2) (18) 
Y= 18 ' 
where a = 1249. Now we look for a w(x) of the form WlX 6 + w2x 5 + w3x 4 + w4x 3 and we obtain 
wl = 2(1105 + 31v~)/81, w2 = -8(31 + x/~)/27, w3 = -2(23 ± v~)/9,  and w4 = 8/3. After 
factor±sat±on, weobtain V2 ( x, y) = f l ( x ) f 2 ( x ) W ( x, y ) , where 
f l (x)  = 36 + 7x - ~/9962 + 182v~ x ± v~ x, 
f2(x) = 36 + 7x + V/9962 ± 182V~ z ± x/a x, 
w(x ,  y) = (dl + +  3x:) + y2, 
where dl -- -1 ,  d2 = -4 /3 ,  d3 = (31 ± v~)/9. The first integral is 
Ii 12 W X H(x ,y)  =11 /2 ( ,Y ) ,  
with ll = -3  + (89 ± vfa)/(x/9962 4- 182v~ ) and 12 = -3  ÷ ( -89 ± v~)/(x/9962 ± 182x/~ ), The 
change of variables 
U = X (dl ÷ d2x + d3x 2) ,¢ll/2~12/2 . t l l /2 t l~ /2  
J1 J2  , V = Y J1 J2  
linearizes the system to the following one: 
/t = v, 0 = --u. 
Hence, by Theorem 1 the origin of systems (18) is an isochronous center. We also can apply 
Theorem 2 because if we compute the system associated to a transversal vector field, we obtain 
= x ( -54  - 21x 7= 3v/-ax + 361x 2 ± 7v/ax 2) ( -9  - 12x ÷ 31x 2 ± v~x 2) 
9 
= y ( -54  - 21x :t= 3vfax + 361x 2 ± 7V ~x2) ( -3  - 8x + 31X 2 ± V~X 2) 
3 
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System (E) in Cartesian coordinates and after changing the parameter zl by z2 through Zl = 
-4  + 8z2/3, writes 
d: = ( -9  - 24x + 24z2x + 32z2x 2) 9'  
(9x + 12x 2 - 48y 2 + 24z2y 2+ 64z2xy 2) 9= 
9 
For this system, we can find w(x) = 16/9x 4 + 8/3x 3, and obtain V2(x, y) = fl(x)f2(x)W(x, y), 
with 
fl(z) = -3  + 3z2 - 3V/~+ z22 + 8z2x, 
f2(x) = -3  + 3z2 + 3v/r l+ z~ + 8z2x, 
W(x, y) = 9y 2 + x2(3 + 4x)  2. 
The first integral is 
H(x, y) = y), 
where ll = 2(1 - x/1 + z2) /~ and 12 = -2(1 + V/1 + z~)/x/1 + z22 . 
The change of variables 
u x(3 ± A,',,'~ ,¢Ii/2 #12/2 ~ $11/2e12/2 
= 7- "=,b]j I J2 ' V = Y J1 J2 
linearizes the system to the following: 
~:V~ V=- -U .  
So, the origin of the system is isochronous. Also we can find a transversal commuting system 
which in Cartesian coordinates writes as follows: 
-- x(3 + 4x)V, /) -- y(3 + 8x)l)', 
where V = fir2 = -9  - 24x + 24z2x + 32z2x 2. 
System (F) becomes 
= Y ( -33 + 44x -I- 64x 2 - 9Zl + 45XZl 4- 40X2Zl + 9xz~ + 6x2z12) 
[3(11 + 3Zl)] 
: (33x + 44x 2 + 16x 3 -- 44y 2 + 192xy 2 + 9XZl + 12x2z1 + 4X3Zl + 21y2z1 + 120xy2zl + 9y2z~ + 18xy2z~) 
[3(11 + 3Zl)] 
For this system, we can find w(x) = WlX 6 +w2x 5 + W3 x4 "{'-W4 z3 and obtain V(x, y) = fl(x)f2(x) 
W(x, y), with 
f l (x)  ~--- 44 + 128x + 45Zl + 80XZ1 -~- 9Z 2 + 12XZ 2 + A, 
f l (X )  ----- 44 -~ 128X + 45Zl + 80XZl + 9Z 2 + 12XZl 2 -- A,  
8x 3 16(4 + zl)2x 6 32(4 + zl)x 5 
W(x 'y )=x2+y2+- -3  -+ 9(11+3Zl)  2 + 9(11+3Zl)  
8(34 + 9Zl)X 4 + 
9(11 + 3Zl) ' 
where A = v / ( l l  + 3Zl)(944 + 729z, + 243Zl 2 + 27z~. The first integral is 
H(x, y) = f~l f~2W(x, y), 
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with 
i (11+3Zl)  
ll ---- -3  + (20 + 3zl) (944 + 729zl + 243z~ +27z~)' 
i (11+3Zl )  
12 = --3 -- (20 + 3zl) (944 + 729Zl + 243z~ + 27z~)" 
The change of variables 
u = x (33 + 44x + 16x 2 + 9Zl + 12XZl + 4x2zl) ¢zl/2~12/2 ¢11/2¢12/2 J1 J2 ' V -~ ,Y J1 J2 
linearizes the system to the following: 
Moreover, a transversal commuting system writes in Cartesian coordinates as follows 
= x (33 + 44x + 16x 2 4- 9zl 4- 12XZl 4- 4X2Zl) 
x I ( - -334-44x4-64x2-9z14-45xz14-40x2z14-9xz~4-6x2z2) ]  
(3(11 4- 3Zl)) 
| 
---- y (33 4- 88x 4- 48x 2 4- 9Zl 4- 24XZl 4- 12X2Zl) 
x I(-33+44x+64x2-9z14-45xzl+40x2z1+gxz2+6x2z2)] 
(3(11 4- 3zl)) 
The resultant between Wl(rl, Zl) and Wz(rl,zl) gives a polynomial W3(rl) of degree 2028. 
Paul Zimmermann (INRIA, Nancy) found that this polynomial has 223 real roots (3 rational 
roots and 220 algebraic nonrational roots). Moreover, 
W3(rl) = (r 1 + 1)24(3rl -- 5)4(3r, -- 13) 2 (9rl 2 -- 6rl + 65) 2 (63rl 2+ 174r I + 367) W4(T1) ,
where W4(rl) is a polynomial of degree 1992. The 3 rational roots give cases that have not an 
inverse integrating factor of form (8). The roots of the quadratic factors are not real. At this 
moment, we do not know if the others real roots give new cases. So we cannot prove or disprove 
that Theorem 8 provides the full classification of the following open problem. 
OPEN PROBLEM 2. Complete the classification of all cubic polynomial differential systems having 
an isochronous center at the origin and an inverse integrating factor formed by two different 
parallel invariant straight lines. 
APPENDIX  
The first three period constants for the cubic time-reversible systems are the following: 
T1 = 3r l  2 - 6ro + 3r l  R1 + 4R32, 
T2 = -180ror l  2 - 90r13R1 + 432r0R12 - 450r12R12 - 270r1R13 ~ 108r0r2 - 162r12r2 -
108 R12r2 - 180 r0 R2 + 18 r12R2 + 72 r2 R2 + 147 r13R3 + 18 R13R3 + 327 r12R32 - 297 R12R32 - 
72 r 2 R 32 + 120 R2 R32 + 28 rl  R33 _ 20 R1 R33 _ 108 r0 R4 + 54 r 12 R4 + 72 R 32 R4 - 72 r02 + 90 r 14 + 
72 r22 - 32 R34 + 108 R42 + 252 r0 rl  R1 - 270 rl  R1 r2 + 18 rl  R1 R2 - 42 r0 rl  R3 + 30 ro R1 Ra + 
228 rl2R1 R3+99 r l  R12R3-360 rl  r2 R3-264 R1 r2 R3 -48  rl  R2 R3 -48  R1 R2 R3 - 18 rl  R1 R32 + 
54rl  R1 R4 - 372r1 R3 R4 - 324R1 R3 R4, 
T3 -- 307800 R13r2 R3-49572 ro r13R3+93840 r2R32R4-163981 r l R12R33-391860 ro r l  R13+ 
36232 r l  R1 R34 - 165975 r14R1 R3 + 83880 rl  r22R3 + 24660 ?-12//2 Ra - 360 ro2rl RI  - 309669 rl  2 
R13R3 - 17664 r2 R2 R32 - 12960 r2 R2 R4 +16380 rl3R1 r2 - 131130 r12R12R4+35454 r12R2 R32 - 
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67788 r l  R14R3 + 15823 rl3R1 R32 - 40896 r13R1 R4,},52920 R13R2 R3.}.}.346248 R13R3 R4 - 112872 
r13R3 R4 - 39852 ro2rl R3 + 43632 r0 rl R33 - 159096 rl r2 R33 - 273218 ro r12R32 - 24120 R1 R2 
R33 - 308965 r12R12R32 + 45120 r0 R32R4 + 71640 ro r12r2 - 470235 r13R12R3 + 69480 r0 r12R12 _ 
62292 ro R1 r2 R3 + 24720 R2 R32R4 - 52380 R1 R3 R42 - 22602 r13R2 R3 - 156024 r0 R13R3 - 
37260 rl  R3 R42 + 44280 R12r2 R4 - 4320 R1 R22R3 - 180774 r13r2 R3 + 120960 r0 R12R2 - 253585 
r12R1 R33.}.}.32220 r12r2 Ra - 38880 ro r12R2.}.}.9720 r12r2 R2,},},224048 r0 R1 R33 + 27540 rl R13R2 + 
18360 R12R2 R4 - 4320 rl  R22R3 - 85068 rl  R13R4 + 2016 ro R2 R32 - 53712 ro rl 2R4 + 79740 ro 
rl3R1 + 21600 r0 r2 R2 + 6840 r0 r2 R4 + 52992 r0 r2 R32 - 191382 r12r2 R32 - 140412 ro2Rl R3 + 
2160 rl R1 R22 + 289350 rl2R12 r2 -}-69930 r12R12R2 + 88074 R12r2 R32 - 92520 r0 R12r2 + 97509 rl 
R13R32+62280 R1 r22R3 +55080 r13R1 R2-93066 r12R32R4-72360 R12r2 R2-47850 R12R32R4 - 
63858 R12R2 R32 - 17208 R1 R2 R3 R4 - 30240 rl r2 R2 R3 - 77328 rl R33R4 + 64680 R1 r2 R33 + 
103176 ro R12R4-29880 ro R2 R4-  70578 r0 R12R32+26244 rl  R1 R42-4188 rl2R1 r2 R3 +62484 r0 
R1 R2 R3 ,}, 31212 rl  R1 R2 R32 - 8640 r0 rl  R1 R2 + 27000 rl R1 r22 - 14808 rl  R2 R33 + 47364 r0 rl  
R2 R3 - 18000 r0 rl R1 r2 + 77424 RI R33R4 - 19440 rl R1 r2 R2 - 10584 rl R2 R3 R4 + 29400 r12R1 
R3 R4 + 58398 rl  R12R2 R3 - 76716 rl R1 r2 R32 + 77712 r0 rl  R3 R4 + 521352 rl R12R3 R4 - 17124 
rl  2 R1 R2 R3 + 157068 ro rl R12R3 + 43020 rl  R1 R2 R4 - 58896 r0 R1 R3 R4 + 112824 Rlr2 R3 R4 + 
121752 rl  r2 R3 R4+17370 r16+52200 ro2r12-66240 r  rl 4-38700 rlSR1.}.}.66960 ro2R12_65340 rl 4 
R12 + 274680 r13R13 _ 453600 r0 R14 + 572850 rl 2R14 + 288900 rl  R15 _ 9720 ro2r2 - 43650 rl  4r2 + 
124200 R14r2-6480 r0 r22 +36720 r12r22-52920 R12r22+3240 r 2R2 +12690 rl 4 R2 +8640 r22R2- 
25920 ro R22,},2160 rl 2R22 + 15120 r2 R22 +40779 rlSR3 -21600 R15R3 -31264 r02R32 + 175859 rl 4 
R32 +307494 R14R32+47136 r22R32"}'13824 R22R32 +71817 r13R33+ 95565 R13R33 +49792 r0 R34 
-}-129636 r12R34 + 69348 R12R34 - 25248 r2 R34 - 16224 R2 R34 - 9136 rl R35 - 73200 R1 R35 + 
19800 ro2R4 + 10566 r14R4-5400 R14R4 - 15120 r22R4-4320 R22R4 -44640 R34R4 -3240 r0 R42+ 
42876 r12R42-82296 R12R42-9720 r2 R42 +22680 R2 R42+42480 R32R42 -6480 r23 - 11904 R36 + 
9720R43 + 353520rl R13r2 + 341280rot12 R1 R3 + 190908ro rl r2 R3 + 544866rl R12r2 R3 - 
36000R1 r2R2 R3 - 103124r0rl R1 R32 + 20664r0 rl R1 R4 + 80820rl R1 r2 R4 - 109332rl R1 
R32R4. 
The remaining period constants for the cubic time-reversible systems are available in the fol- 
lowing e-mail address: chava©eup, udl .  es 
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