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Abstract
The common methods of spectral analysis for multivariate (n-dimensional) time series, like discrete
Frourier transform (FT) or Wavelet transform, are based onFourier series to decompose discrete data
into a set of trigonometric model components, e. g. amplitude and phase. Applied to discrete data
with a finite range several limitations of (time discrete) FT can be observed which are caused by
the orthogonality mismatch of the trigonometric basis functions on a finite interval. However, in the
general situation of non-equidistant or fragmentedsampling FT based methods will cause significant
errors in the parameter estimation. Therefore, the classical Lomb–Scargle method (LSM), which is
not based on Fourier series, was developed as a statistical toolfor one dimensional data to circumvent
the inconsistent and erroneous parameter estimation of FT. The present work deduces LSM for
n-dimensional data sets by a redefinition of the shifting parameter τ , to maintain orthogonality of
the trigonometric basis. An analytical derivation shows, that n-D LSM extents the traditional 1D
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case preserving all the statistical benefits, such as the improved noise rejection. Here, we derive the
parameter confidence intervals for LSM and compare it with FT. Applications with ideal test data
and experimental data will illustrate and support the proposed method.
keywords: spectral methods, Fourier transform, Lomb-Scargle, R, irregularly sampled data
1 Introduction
In many signal processing applications the power spectrum or the amplitude and phase spectrum of a
physical process is of interest. Usually, the recorded signal is sampled in a finite time interval and stored
as discrete data values. Typical applications of spectral analysis are the determination of characteristic
frequencies, feature selection in terms of frequency selection or suppression, as well as the precise
measurement of amplitude and phase of a specific frequency. In most cases, such techniques rely on the
discrete Fourier transform (DFT) or its fast version the fast Fourier transformation (FFT). Both utilize
the Fourier series to decompose the data into a set of coefficients from which the power spectrum can
be deduced (Cohen, 1995; Oppenheim, 1999). These transformations are invertible, fast and easy to
implement, but require equidistant sampling of the signal which is a hard restriction for scientific data,
e. g. in astrophysics. Beside the well known one-dimensional case, DFT can be easily extended to higher
dimensions. Here the image reconstruction for magneto-resonance tomography (Haacke, 1999), image
filtering (Gonzales and Woods, 2008) or higher order spectral filters in space and time (James, 2011)
represent just a few examples.
The application of those techniques, based on Fourier series, to signals with non-equidistant sampling
is difficult, since it usually requires zero padding (replacing missing values by zeros) on a grid, resampling
or interpolation of the data to a regular grid, see Press and Rybicki (1989); Greengard and Lee (2004).
The interpolation procedure, which assumes band limitation of the signal, will then estimate new data
points from the input data which are effected by data quality. In the general case distortions and noise
are not band limited so the estimates of interpolation become biased by the local and aliased errors (noise,
outliers, missing values, etc.) of the surrounding data. The established methods like the “non-uniform
Fourier transform” Fessler (2002); Fessler and Sutton (2003); Liu and Nguyen (1998) still rely on classical
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orthogonal mode decomposition with its systematical errors, as shown in Section 2.2.
A typical one dimensional example for random sampling (a highly variable sampling frequency) is
asynchronous data acquisition in large sensor networks, which are used in Smart Home, Industry 4.0 and
automated driving, refer to Geneva et al. (2018); Cadena et al. (2016); Sudars (2010). Very similar to
this are measurements with one or more gaps in the time series. These missing values may originate
from time periods, in which strong noise prevents the measurement or simply the source of the signal to
be measured is not in the area of the sensor. Astrophysical data features such properties. For example,
when ground based radio telescopes are exploring areas in space there might exist time intervals in which
the antenna is not pointing towards the object of interest due to the rotation of the Earth. The result
is an incomplete data set with gaps. Especially for this scenario the Lomb-Scargle method (LSM) was
developed by Lomb (1976); Scargle (1982), which is able to calculate the amplitude spectrum of a time
series in one dimension in case of non-equidistant sampled data including gaps. The main advantage of
this method is to estimate the spectrum without optimization as stated in Section 2.1, which make this
comparably faster than iterative multivariate procedures as proposed in Babu and Stoica (2010, Chap. 9).
An extension of LSM to two- or three-dimensional time series have not been presented yet. For
instance, such method would be highly desirable for the analysis of flow profile measurements which are
obtained in an experiment investigating the magneto rotational instability in liquid metals, see Seilmayer
et al. (2014). Due to the complex experimental setup the flow profile measurements contain several time
intervals, in which the noise is dominant, which was shown by Seilmayer et al. (2016). These time intervals
had to be rejected leading to a time series with invalid data points. So, it was difficult to extract and
investigate the characteristic traveling wave which depends on time and space. For improving the analysis
of the measured data, a multivariate version of LSM has been developed and its analysis is presented in
this paper. In order to demonstrate the advantages and to motivate the basic idea of the multivariate
version of LSM, the traditional orthogonal mode decomposition (OMD) with trigonometric basis functions,
which is the essence of the classical Fourier transform, will be compared with LSM in terms of necessary
conditions and error (noise) behavior. It will be shown that LSM fits better to the conditions of an
arbitrary finite length of the sampling series in comparison to DFT, because LSM reduces the error in
model parameter estimation. In contrast to the traditional approach, which was derived from a statistical
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point of view (see the appendix in J. D. Scargle Scargle (1982)), the presented method is deduced from
a technical point of view and focuses on its application. This leads to a slight change in the scaling of
model parameters, which will be described in Section 3.2. However, the introduced procedure includes all
benefits, like arbitrary sampling, fragmented data and a good noise rejection.
The starting point of this paper is the analysis of a continuous one dimensional signal s : R→ R which
is composed of an arbitrary and finite set of individual frequency components ωi, 0 ≤ i ≤M . Without
loss of generality, band limitation is assumed stating that there exists an upper maximum frequency ωmax
with ωi < ωmax, 0 ≤ i ≤M , which mimics an intrinsic low pass filter characteristic of the measurement
device. Since the measurement time is finite, the value of s is only known in the time interval [0, T ] with
T ∈ R and T > 0. The m-dimensional extension of this signal is S : Rm → R. If such a continuous signal
is sampled, the pair (sˆi, ti) ∈ R2, 0 ≤ i ≤ N − 1, represents the measured 1D value and the corresponding
instant in time whereas the pair (Sˆi,~ti) ∈ Rm+1, 0 ≤ i ≤ N − 1, represents a measured value and the
m-dimensional location (space/time) for the i-th sample (N is the number of samples). All the methods
presented in this paper are implemented in Seilmayer (2019) a package written in R and published on
CRAN.
2 Mathematical model and comparison of OMD and LSM
In order to delineate the differences between trigonometric OMD and LSM, we start with the basic model
of a periodic signal as a sum of signals of different frequencies ωk, 0 ≤ k ≤ M, with the corresponding
amplitude Ak ∈ R and phase shift ϕk ∈ R. The corresponding trigonometric model function
y(t) =
M∑
k=0
Ak cos(ωkt+ ϕk) (1)
=
M∑
k=0
(
ak cos(ωkt) + bk sin(ωkt)
)
(2)
describes an infinite, stationary and steady process y : R → R with the coefficients ak, bk ∈ R for the
defined frequency ωk and the identities Ak =
√
a2k + b
2
k as well as ϕk = tan
−1(bk/ak). Furthermore, the
trigonometric model above consists of an arbitrary number M ∈ N0 of frequency components. If the given
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signal s(t) is described by the defined model from Eq. (2) the model misfit  is given by
(t) = s(t)− y(t). (3)
Thus, the signal can now be described by inserting Eq. (2) into Eq. (3) and defining the misfit k for each
discrete frequency k with (t) =
∑
k k(t) as follows:
s(t) =
M∑
k=0
(
ak cos(ωkt) + bk sin(ωkt) + k(t)
)
. (4)
The defined misfit originates form measurement uncertainties or parametric errors from ak, bk. In the
general case (t) can be any function or distribution. The challenge is to precisely determine the model
parameters ak and bk for a given signal s(t) achieving minimal (t). This can be accomplished by one of
the following three methods: (i) Least-Square fit; (ii) orthogonal mode decomposition; (iii) Lomb-Scargle
method (LSM).
2.1 Approach i – Least square fit
The optimal fit is reached by least square fitting, resulting in a minimum , which was shown by Barning
(1963); Mathias et al. (2004). Since such procedures are iterative, the convergence of the algorithm might
need a large number of function evaluations of Eq. (4). Therefore, a direct version is preferable. It can also
be shown that LSM becomes equivalent to a least square fit of a sinusoidal model (Lomb, 1976; Barning,
1963).
2.2 Approach ii – Trigonometric OMD
Generally, two functions f, g : R → R are said to be orthogonal on the interval [a, b] ⊂ R, if following
condition holds, refer to Weisstein (2019):
∫ b
a
f(x)g(x) dx = 0. (5)
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By selecting f(x) = sin(x) and g(x) = cos(x), the integration leads, by exploiting the identity cos(x) sin(x) = 12 sin(2x),
to
1
4
(
cos(2a)− cos(2b)
)
= 0, (6)
which is only zero, if cos(2a) = cos(2b). This is true for any a ∈ R, if the length of the interval [a, b] is a
multitude of the period 2pi so that b = a+ 2pik with k ∈ N+. It is interesting to note that this interval
can be shorted to one half of the period, if cos(2a) is zero. By exploiting this feature of the trigonometric
functions, the individual model coefficients are calculated by multiplying the sine or the cosine to the
measured data s(t) and integrating over all times as shown by Cohen (1995, Chap. 15):
ak =
2
T
∫ ∞
−∞
s(t) cos(ωkt) dt (7)
and bk =
2
T
∫ ∞
−∞
s(t) sin(ωkt) dt. (8)
For a measured signal, the integration can only be performed over the interval [0, T ]. It is obvious that an
error is introduced, if T 6= 2pin. In order to investigate the properties of the finite integration, we will
concentrate in the following on the cosine term (Eq. (7)), since the analysis of the sine term (Eq. (8))
is similar. By setting the integral boundaries to the finite time interval the integral in Eq. (7) can be
written as
∫ T
0
s(t) cos(ωkt)dt =
∫ T
0
(
ak cos
2(ωkt) + bk sin(ωkt) cos(ωkt) + k(t) cos(ωkt)
)
dt. (9)
With the trigonometric identities cos2(x) = 12 (1 + cos(2x)) and with sin(x) cos(x) =
1
2 sin(2x) the
integral (9) is then expanded to
∫ T
0
s(t) cos(ωkt) dt =
ak
2
∫ T
0
(
1 + cos(2ωkt) +
bk
ak
sin(2ωkt)
)
dt+
+
∫ T
0
k(t) cos(ωkt) dt (10)
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and further reduced to
2
T
∫ T
0
s(t) cos(ωkt) dt =ak
(
1 +
1
T
∫ T
0
(
cos(2ωkt) +
bk
ak
sin(2ωkt)
)
dt︸ ︷︷ ︸
)
truncation error Tk
+
+
2
T
∫ T
0
k(t) cos(ωkt) dt︸ ︷︷ ︸
random error FSk
. (11)
The equation above indicates that the coefficient ak is effected by two errors Tk (truncation) and FSk
(random) which might be nonzero for an arbitrary T . Thus, if both errors are neglected, the integral on
the left hand side turns into an approximation of ak. Taking the consideration about the orthogonality
described in Eq. (5) into account, Tk becomes only zero, if the integration time T is an integer multiple of
pi/ωk. This means for the Fourier series that for a given integration time T the lowest allowed frequency
ω0 corresponds to the observation period T . Furthermore, only multiples of this fundamental frequency
ωk = kω0 with k ∈ N are taken into account in the Fourier series because Tk = 0 in this case.
The technical realization of OMD is called quadrature demodulation, which is the discrete ver-
sion of equation (11) by replacing the integral over s(t) into a sum over the discrete sampled values
sˆn, 0 ≤ n ≤ N − 1 and setting the truncation error to zero. For a time discrete signal with N samples and
equidistant sampling with a constant sampling period Ts, and tn = nTs, the parameter ak is approximated
for a certain frequency ωk by
ak ≈ 2
N
N−1∑
n=0
sˆn cos(ωktn). (12)
According to the previous considerations, the truncation error Tk is larger than zero, if the measurement
range T = NTs is not exactly a multiple of pi/ωk as shown in Figure (1). In this example a signal with a
time period of t = 2pi is sampled with N = 23, Ts = 2pi/20. The total integration time is T = 2pi + 1/5pi,
being slightly longer than the period of the signal, which is indicated by the two additional sampling
points after t = 2pi. The truncation error equals the gray shaded area.
Generally speaking, the sampling error in the discrete version can be estimated by
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Figure 1: Example of the truncation error of a signal with the time period of 2pi, which is generated by
the last two samples and the value is indicated by the gray shaded area.
2
N
N−1∑
n=0
sˆn cos(ωktn) ≈ ak
(
1 +
∆ϕ
T︸︷︷︸
Tk
)
±Φ1−α 2σ√
N︸ ︷︷ ︸
FSk
, (13)
where ∆ϕ = min(T − pii/ωk) with the according i ∈ N and the random error is modeled by the α-quantile
of the sampling error distribution Φ1−α related to the underlying process with its standard deviation σ.
This estimates the confidence interval of ak and bk respectively.
The above considerations lead to following four statements, which are derived in detail in the appendix:
(i) the maximum absolute value of truncation error |Tk| ≤ 0.2 is reached, if T ? pi/ωk, which is consistent
with the experimental findings from Thompson and Tree (1980); (ii) Tk is independent from total
number of samples N for a constant time T , which makes the OMD a non-consistent estimator for model
parameters ak and bk; (iii) By increasing the sample rate the measurement error decreases by O(1/N),
but scales with twice the standard deviation of noise distribution; (iv) DFT can be derived from equation
(13) by restricting to equidistant sampling with constant Ts.
Concluding, the truncation error, which is an intrinsic feature of OMD, produces a systematic deviation
from the true value depending on the difference between the sampling time interval and the corresponding
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period of the frequency of interest. In contrast to that, the random error diminishes with increasing
sampling rate T−1s = N/T . A detailed discussion on this topic can be found in Jerri (1977); Shannon
(1949); Thompson and Tree (1980). In case of multivariate and randomly sampled data the recent work
of Al-Ani and Tarczynski (2012) suggests two calculation schemes estimating the Fourier transform in
the general case. The continuous time Fourier transform estimation (similar to Eq. (12)) takes samples
with arbitrary spacing as the general approach, in contrast to the secondly proposed discrete time Fourier
transform (tn = nTs and ωk = kω0) estimation scheme. Here the data is projected onto a regular grid,
which now may provide locations of missing data. Both schemes consider the sampling pattern tn and
its power spectrum distribution function p(tn). However, even for such sophisticated methods, the main
conceptual drawbacks (see points (i) and (ii)) remain, which motivates the subsequent Lomb-Scargle
method as non OMD method and its extension to multivariate data.
2.3 Approach iii – Lomb Scargle method
As described in the previous section, the disadvantage of OMD is that cosine and sine are not orthogonal
on arbitrary intervals. By introducing an additional parameter τ ∈ R into Equation (5) it will be shown
that
∫ b
a
cos(x− τ) sin(x− τ) dx = 0 (14)
holds for arbitrary intervals [a, b]. By utilizing the trigonometric identities, cos2(φ)− sin2(φ) = cos(2φ)
and cos(φ) sin(φ) = 12 sin(2φ), to remove the differences in the arguments the integral can be transformed
to ∫ b
a
(
1
2
sin (2x) cos (2τ)− 1
2
sin (2τ) cos (2x)
)
dx = 0.
If this integral has to be zero, the following condition has to hold
cos(2τ)
∫ b
a
sin(2x) dx = sin(2τ)
∫ b
a
cos(2x) dx
which can be transformed to
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∫ b
a
sin (2x) dx∫ b
a
cos (2x) dx
= tan (2τ) . (15)
Therefore, equation (15) calculates the parameter τ in such a way that expression (14) is zero again. In
case of equidistant sampling, the value of τ can be directly calculated from the integration boundaries in
the following way:
τ =
b− a
2
.
Based on this general consideration the time shifting parameter τk ∈ R, 0 ≤ k ≤M, was introduced by
Lomb and Scargle for frequency ωk into the model given in Equation (2)
s(t) =
M∑
k=0
(
ak cos
(
ωk(t− τk)
)
+ bk sin
(
ωk(t− τk)
)
+k(t)
)
(16)
in order to remove the truncation error. The parameter τk can be calculated by
tan(2ωkτk) =
∫ b
a
sin(2ωkt) dt∫ b
a
cos(2ωkt) dt
(17)
similar to equation (15). For the time discrete version the integrals transform into a sum resulting in
tan(2ωkτk) =
∑N−1
n=0 sin(2ωktn)∑N−1
n=0 cos(2ωktn)
. (18)
In order to determine the parameters ak and bk, we start from Equation (10) but factorize it by cos
2 x,
instead of expanding cos2 x to 12 (1 + cos(2x)) as done in Equation (11). Since the method is applied to
sampled data, the method will be delineated for the discrete setsˆi in the following. The data is multiplied
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by cos(ωk(tn − τk)) resulting in the next equation for one frequency ωk
N−1∑
n=0
sˆn cos(ωk(tn − τk)) = ak
N−1∑
n=0
cos2(ωk(tn − τk))+
bk
N−1∑
n=0
sin(ωk(tn − τk)) cos(ωk(tn − τk))︸ ︷︷ ︸
truncation error Tk
+ (19)
N−1∑
n=0
k(tn) cos(ωk(tn − τk))︸ ︷︷ ︸
modulated error LSk
.
The sum over the term cos(x) sin(x) in the second line vanishes because of the proper selection of τk
according to Equation (18). The sum over k(tn) cos(ωk(tn−τk)) describes the modulated noise distribution
function. The sum over cos2(ωk(tn − τk)) is the dominating term to calculate the value of parameter ak
which can be directly obtained by dividing by
∑N−1
n=0 cos
2(ωk(tn − τk)), that is
∑N−1
n=0 sˆn cos(ωk(tn − τk))∑N−1
n=0 cos
2(ωk(tn − τk))
= ak +
∑N−1
n=0 k(tn) cos(ωk(tn − τk))∑N−1
n=0 cos
2(ωk(tn − τk))︸ ︷︷ ︸
LSk
. (20)
The error term on the right hand side consists of a random distributed part divided by a sum over the
square of the cosine. In contrast to OMD, the estimation error of the parameter ak only depends on noise
and is independent from the realization of sampling.
The next step is to determine LSk in terms of a confidence interval with respect to α as it was done for
OMD in Equation (13). Given a normal distributed error function k ↔ N (0, σ), with expected value and
standard deviation independent from time Parzen (1962, Theorem 4A, p. 90), the error can be factorized,
leading to
LS = Φ1−α
σ√
N
∑N−1
n=0 cos(ωk(tn − τk))∑N−1
n=0 cos
2(ωk(tn − τk))︸ ︷︷ ︸
emax
. (21)
Since the estimation error neither depend on the frequency nor the shifting parameter, we estimate
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emax = max
β
[ ∫ β
0
cos(φ) dφ∫ β
0
cos2(φ) dφ
]
. (22)
For ωk = 1 and τk = 0 (without loss of generality) the previous expression has to be maximized for
β ∈ [0, 2pi]. The integration leads to
4 sin(β)
2β + sin(2β)
and the maximum error is emax =
4
pi found at β = pi/2. The final parameter estimation gives
ak =
∑N−1
n=0 sˆn cos(ωk(tn − τk))∑N−1
n=0 cos
2(ωk(tn − τk))
± 4
pi
Φ1−α
σ√
N︸ ︷︷ ︸
∆ak=∆bk
, (23)
where the error converges to zero by increasing the number of samples N for the same time interval. This
property qualifies LSM to be a consistent estimator in amplitude and phase (Mathias et al., 2004), by
increasing the number of samples the estimation gets more precise.
In comparison to the classical definition of Lomb Lomb (1976) the coefficients differ by a factor of√
N/2 scaling the result. With a closer look to the original equations
ak,orig =
∑
n sˆn cos(ωk(tn − τk))√
N
2
√∑
n cos
2(ωk(tn − τk))
this factor becomes evident, e. g. Hocke (1998). Since limn→∞
∑
n cos
2(ωk(tn − τk)) ≈ N/2 can be
assumed, ak ≈ ak,orig is valid, if N fits exactly to a multiple of ωk. Because the presented approach is
related to the rather technical amplitude demodulation procedure, we assume equation (23) as more
accurate. The confidence interval ∆ak for parameter ak can be approximated by
∆ak =
4
pi
Φ1−α
σ√
N
,
which is less than the value for OMD given in Equation 13. The confidence interval for the amplitude
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∆Ak can be deduced by propagating the error
∆Ak =
∂Ak
∂a
∆ak +
∂Ak
∂b
∆bk
=
4
pi
Φ1−α
√
2
N
σ. (24)
In a similar way, the confidence interval for the phase ϕk can be defined by
ϕk = tan
−1
(
bk
ak
)
±∆ϕ (25)
= tan−1
(
bk
ak
)
± 4
pi
Φ1−α
√
2
N
σ
Ak
. (26)
It is interesting to note that the confidence interval for the phase ϕk decreases when the amplitude is
increasing.
In order to determine the spectrum with LSM, we assume the recorded signal is described by many
frequencies. The most significant frequency is then represented by a peak in the frequency spectrum of a
certain width and height. The width is determined by the frequency resolution ∆f which equals 1/T .
From this point of view the precision of a frequency estimation changes only with observation length
T and seams to be independent from the number of samples N and signal quality. The quality Σ is
measured by a signal-to-noise ratio like expression
Σ =
√√√√ 1
N
N−1∑
n=0
(sn − yn)2 /σ2n
≈
√∑
lA
2
l√
1
N
∑N−1
n=0 ((tn))
2
(27)
with Al counting the significant amplitudes. Here yn denotes the fitted model and σn the uncertainty
per sample, which is related to σ by σ =
√
1
N
∑N−1
n=0 σ
2
n and (tn) as the noise per sample. Following
VanderPlas (2017), the suggestion to use Basian statistics, we assume that any peak is Gaussian shaped,
i. e. eP (fmax±∆f) ∝ e−∆f2/(2σ2f). It follows that a maximum (or significant) peak A2max = A2(fmax)
appears at fmax, in a way that A
2
max/2 = A
2(fmax±∆f) is valid. Note, A2 is related to the power spectral
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density P (f) ∝ a2k + b2k. The frequency uncertainty (or standard deviation) can be described by
σf ≈ ∆f
√
2
NΣ2
so that a significant peak is located at fmax ± σf . This approach suggests that increasing the number
of samples in a fixed interval T enhances the precision of fmax by reducing σf . However, if the original
signal contains two frequencies with a distance in the range of 1/T , it cannot be excluded even for LSM
that these peaks merge together in one single peak with small σf according to Kova´cs (1981).
Concluding the properties of LSM: (i) there is no truncation error T = 0; (ii) LSM provides a better
noise rejection compared to OMD, LS < FS; (iii) the explicit sampling pattern is not of interest to work
with LSM.
2.4 Power Spectral Density and False Alarm Probability
In this work the simplest case of uncorrelated and mean free Gaussian noise is assumed which suits many
common technical and scientific cases. From the power spectral density (PSD) Pk =
N
4σ20
(a2k + b
2
k), being
σ20 =
∑N−1
n=0 (y(tn)− y¯)2 the variance of the sample, refer to Hocke (1998) and Zechmeister and Ku¨rster
(2009), the standardized PSD is defined by
psd(ωk) = Pkpk (28)
on the interval [0, 1], where pk is the standardized Gaussian noise. Here, Pk is similar to a signal to
noise ratio given in Equation 27 (see Scargle (1982)). Since LSM calculates the result of a least square
fit, a value of psd(ωk) = 1 indicates a “perfect” fit to the corresponding model function. In the case of
psd(ωk) = 0 no correspondence is visible. The discussion about the presented standardization is carried
out in detail by Cumming et al. (1999). The different ways to perform the calculation of the psd-value
are briefly summarized in Zechmeister and Ku¨rster (2009). Additionally, a more precise description of
noise takes some effort which should be accomplished by analyzing the measurement data or by taking
additional noise measurements. The different procedures are briefly described by Cumming et al. (1999)
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and Horne and Baliunas (1986).
The standardized noise level reads pk = 2/(N − 1), so the standardized power spectral density
psd(ωk) =
N
N − 1
Ak(ωk)
2
2σ20
(29)
can be calculated with the individual value of power spectral density. A more sophisticated approach
relies on a Bayesian estimate of psd(ωk) which is presented in Mortier et al. (2015). For most technical
applications equation (29) should be sufficient.
As a statistical measure, the probability
Prob(Pk > P0) = (1− psd(ωk))
N−3
2 (30)
states that there is no peak Pk larger than a reference value P0 of the best fit. From here the statistical
significance of a single frequency ωk can be deduced as the so called false alarm probability (FAP) with
FAP =

1− (1− Prob(Pk > P0))M , if Prob(Pk > P0) ≈ 1
MProb(Pk > P0) , if Prob(Pk > P0) 1
, (31)
where M denotes the number of independent (fundamental) frequencies present in the signal. The
discussion about this degree of freedom is very diverse in literature and is discussed for instance by
VanderPlas (2017). The first approach would be Shannon’s sampling theorem as the pragmatic and
conservative approach. It would state that the number of independent frequencies is M ≈ N/2. At
the same moment a band limited signal is required which is sampled with twice the maximum signal
frequency fs ≥ 2 max(f). It follows that signal frequencies above fs/2 become visible as an alias in the
lower frequency domain. In this aspect randomly sampled data may behave different. For randomly
sampled data the conservative approach defines an average sampling rate fs = N/T which will lead to
M ≈ Tfs/2 as a lower limit. The parameter T scales the total sampling (e. g. time) range interval in
one dimension. However, the question about the possible maximum frequency which can be detected in
randomly sampled data, still remains. If we assume sampling points originating from a regular grid, but
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with randomly distributed missing values, then fs ≈ min(∆t)−1 relates to the minimal distance between
two neighboring points as upper limit of fs. Data in such a grid is taken at ti = t1 + nip instances, where
p is a kind of a common divisor, refer to Eyer and Bartholdi (1999) and ni is a non complete set of values
to reach every location. Given ni ∈ N+ we will find that the effective maximum frequency verifies fs > fs
. Care must be taken with this assumption, because it could lead to undesired large values of fs and
therefore wrong estimations of M .
Horne and Baliunas (1986) carried out an extensive study about the number of independent frequencies
(and the maximum detectable frequency). They found an empirical approximation
M = −6.362 + 1.193N + 0.00098N2, (32)
which is a compromise between the conservative N/2 and the artificially large minimal distance value. A
detailed discussion on FAP and the independent frequencies can be found in the works by Baluev (2008,
2013b,a).
3 The multivariate Lomb-Scargle method
A signal S depending of n-independent variables represents a function Rm → R with the input vector
described by ~t = [t1, t2, . . . , tm]. The model function for multivariate LSM is gained by replacing the
arguments of cosine and sine in the univariate model function in Equation (16) by vectors resulting in
Y (~t) =
M∑
k=0
(
ak cos
(
~ωk ·
(
~t− ~τk
))
+ bk sin
(
~ωk ·
(
~t− ~τk
)))
. (33)
In this case, the shifting parameter ~τk ∈ Rm , 0 ≤ k ≤M, is a vector and in principle hard to calculate.
However, if the argument of the cosine is expanded, it is obvious that the scalar product ~ωk · ~τk ∈ R does
not depend on time and thus, the cosine argument can be written as ~ωk · ~t− τ∗k with τ∗k = ~ωk · ~τk. The
determination of τ∗k is similar as for τ shown in Equation 17, but with some differences in the equations
since the phase, instead of the time coordinate, is shifted now. This is shown in the following.
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3.1 Derivation of the shifting parameter
In this section it is shown that shifting the phase, instead of time, does not affect the Lomb-Scargle
algorithm.The derivation of the shifting parameter for the multivariate case is delineated for the time
discrete signal Sˆ=
{
(Sˆi,~ti) ∈ Rm+1 , 0 ≤ i ≤ N − 1
}
. Starting with the orthogonality condition
∑
n
sin
(
~ωk · ~tn − τ∗k
)
cos
(
~ωk · ~tn − τ∗k
)
= 0 (34)
and applying the trigonometric identities to remove the differences in the arguments:
∑
n

cos (~ωk · ~tn)︸ ︷︷ ︸
cs
cos (τ∗k )︸ ︷︷ ︸
ct
+ sin
(
~ωk · ~tn
)︸ ︷︷ ︸
ss
sin (τ∗k )︸ ︷︷ ︸
st
 · (35)
sin (~ωk · ~tn)︸ ︷︷ ︸
ss
cos (τ∗k )︸ ︷︷ ︸
ct
− cos (~ωk · ~tn)︸ ︷︷ ︸
cs
sin (τ∗k )︸ ︷︷ ︸
st

 = 0 (36)
By using the defined abbreviations this equation can be simplified to
∑
n
(
cs · ss · ct2 + ss2 · st · ct− cs2 · ct · st− ss · cs · st2) = 0
After rearranging the summation (the terms ct and st do not depend on n) the following equation is
deduced:
∑
n
(cs · ss · ct2 − ss · cs · st2) =
∑
n
(cs2 · ct · st− ct · st · ss2) (37)
∑
n
cs · ss · (ct2 − st2) =
∑
n
ct · st · (cs2 − ss2) (38)
ct2 − st2
ct · st =
∑
n(cs
2 − ss2)∑
n cs · ss
. (39)
17
The fraction on both sides can be simplified by exploiting cos2(x)−sin2(x) = cos(2x)︸ ︷︷ ︸
c2t
and cos(x) sin(x) = 12 sin(2x)︸ ︷︷ ︸
s2t
resulting in
cos(2τ∗)
1
2 sin(2τ
∗)
=
∑N−1
n=0 cos(2~ωk · ~tn)
1
2
∑N−1
n=0 sin(2~ωk · ~tn)
,
and then the fraction on the left hand side is replaced by the tangent
tan(2τ∗) =
∑N−1
n=0 cos(2~ωk · ~tn)∑N−1
n=0 sin(2~ωk · ~tn)
. (40)
In comparison with one dimensional LSM, the frequency ωk is missing on the left side in equation (40).
3.2 Parameter estimation
Similar to the procedure for the LSM for a discrete signal in one dimension (see Equation 19), a discrete
multivariate signal (Sˆi,~ti) with N samples is multiplied by cos(~ωk · ~ti − τ∗k ) resulting in
∑
n
Sˆ(~tn) cos(~ωk · ~tn − τ∗k ) =
N−1∑
n=0
(
ak cos
2(~ωk · ~tn − τ∗k ) + bk sin(~ωk · ~tn − τ∗k ) cos(~ωk · ~tn − τ∗k )︸ ︷︷ ︸
=0,if orthogonal
)
.
The determination of the parameter ak is similar to the one-dimensional case shown in Equation 20:
∑N−1
n=0 y(~tn) cos(~ωk · ~tn − τ∗k )∑N−1
n=0 cos
2(~ωk · ~tn − τ∗k )
= ak. (41)
The parameter bk is calculated analogously:
∑N−1
n=0 y(~tn) sin(~ωk · ~tn − τ∗k )∑N−1
n=0 sin
2(~ωk · ~tn − τ∗k )
= bk. (42)
The power spectral density (Eq. (29)) as well as the false alarm probability (Eq. (31)) are calculated in
the same way compared to the method in section 2.4.
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Figure 2: A comparison of the power spectral density PSD calculated with the LSM and with the DFT ap-
proach for a two-dimensional input data with missing values. (a) Sampled data z = cos
(
2pi(xfx+yfy)+
pi
4
)
for x, y ∈ [−1, 1] with δx, δy = 0.025 as well as fx = 3.25 and fy = 6.32. Gray areas represent missing
values. (b) PSD calculated with the LSM and (c) PSD calculated with DFT. Notice that the systematic
error T and the sparse resolution leads to a rough approximation of the frequency and to a reduced
amplitude (by a half) in the PSD calculated by DFT.
4 Application
An implementation of the multivariate Lomb-Scargle method is available in the spectral package by
Seilmayer (2019) published on CRAN Seilmayer (2019) to give the user access to a multi-dimensional
analysis with an easy to use interface.
Let’s start with a simple test case, where the input signal is a simple two dimensional plain wave
z = cos
(
2pi(fxx+ fyy) +
pi
4
)
with fx = 3.25 and fy = 6.32 as the dimensionless frequencies, which are specifically selected in such a
way that fx, fy 6= k · ω0. The randomly distributed and uncorrelated missing values cover 60% of the
total range. As LSM requires an appropriate input vector of frequencies we choose for both variables
fx, fy ∈ [−10, 10] with a resolution of δfx, δfy = 0.025. Figure 2a shows the nonuniform distributed input
data in the rage of x, y ∈ [−1, 1] with δx, δy = 0.025. With respect to the chosen frequencies fx and fy
it becomes evident, that both frequency parts do not fit to the data range by an integer fraction. Gray
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areas indicate missing (non available numbers “nan”) values.
The corresponding power spectral density shown in Figure 2b displays the maxima at the 1st and
3rd quadrant, which represents a wave traveling upwards. The figure illustrates that even with a huge
amount of missing data it is possible to properly detect the periodic signal. In the present case the value
of psd(fx, fy) ≈ 1 indicates a perfect fit to the corresponding sinusoidal model. For comparison Figure 2c
depicts the standardized PSD (compare with Eq. 29)
psdFT(~ω) =
N
N − 1 ·
1
2σ20
(
2 |F (z(x, y))|
1− NZeroN
)2
(43)
calculated from discrete Fourier transform symbolized by the operator F(g(x))(ω) = ∫ g(x)eiωx dx. Here
missing values (nan) are handled by zero padding which means that the introduced gaps are filled with 0.
Because Fourier transform represents a conservative transformation (mapping) into the spectral domain,
zero padding lead to a significant reduction of the average signal energy. A proper rescaling to the number
of zeros NZero (missing values) is required to ensure approximated amplitude estimations. Zero padding
always changes the character of the input signal in a way that the corresponding DFT threats the zeros as
if they where part of the original signal. The resulting PSD becomes finally different from the original one.
Since the signal frequencies fx, fy 6= k/Tx,y do not fit into an integer spaced scheme (k ∈ N) of the data
range Tx,y = 2, the discrete Fourier transform suffers from its drawbacks, which where briefly discussed
before. The effect of leakage and misfit of frequencies can be recognized in Figure 2c in terms of a rather
coarse resolution and a lower PSD value.
The second example is taken from previous experimental flow measurements from Seilmayer et al. (2014)
for the magneto rotational instability Seilmayer et al. (2014). The experiment consists of a cylindrical
annulus containing a liquid metal between the inner and the outer wall. In this experiment the inner wall
is rotating at a frequency ωin = 2pi · 0.05 Hz and the outer wall at a frequency ωout = 2pi · 0.013 Hz. The
flow is driven by shear since ωin − ωout > 0. Two ultrasound sensors mounted at the outer cylinder, on
opposite side of each other, measure the axial velocity component vz. Additionally the liquid metal flow is
exposed to a magnetic field Bϕ ∝ r−1 originating from a current Iaxis on the axis of the cylinder. A typical
time series of the axial velocity (along the measuring line) is displayed in the Figure 3. The existence of
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Figure 3: Sensor data in a rotating frame. Data is taken as time series from two rotating sensors. The
measurement time of the sensor data is folded with its individual phase location, so ϕS1 = ωt and
ϕS2 = ωt+ pi describe the two ordinates.
periodic patterns in this figure indicates a traveling wave propagating in the fluid. In cylindrical geometry
the traveling wave can be expressed as
vz(t, r, k, ϕ) ∝ v0(r)ei(ωt+kz+mϕ), (44)
with ω = 2pif as the corresponding drift frequency, k as the vertical spatial structure and m as the
azimuthal symmetry. A closer look to the picture indicates that this wave is not axial symmetric with
m = 1 which is proven with data analysis in the following.
The preparation of data requires a mapping
vz := f(tn, dn, ϕ1,n, ϕ2,n) (45)
with ϕ1,n = ωouttn (sensor 1, S1) (46)
and ϕ2,n = ωouttn + pi (sensor 2, S2) (47)
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with the azimuthal angles ϕ2,n = ϕ1,n + pi depending on time as the sensors are attached to the outer
wall. The subscript n indicates the sampling in this sense. Finally, the measured time series vz depends
on time tn, depth dn and angular position ϕn. This fits perfectly to the proposed multivariate LSM.
Figure 4 illustrates the result of the LSM decomposition into several m-modes showing the amplitudes.
The m = 0 mode contains a stationary structure at f ≈ 0, which originates from sensor miss-alignments
and (thermal) side effects in the flow. The minor non-stationary components, here the two point-symmetric
peaks, originate from cross-talk (or alias projections) of the m = 1 mode for two reasons: (i) because the
sensors are not matched. This means, due to miss-alignments and differences one of the sensors projects a
little bit more energy into the data than the other. This leads to a “leakage”-effect and a weak signal
in m = 0 mode. (ii) the outer rotation of the sensors acts like an additional sampling frequency fout.
In consequence, the spectrum of this regular sampling function folds with the spectrum of the observed
process leading to alias images (copies) of the original process spectrum into other frequency ranges (i. e.
m’s). That is why the non stationary and point-symmetric (with reference to the origin) signals in the
m = 0 panel correspond to the (mirrored) patterns originally present in the m = 1 panel.
The AMRI wave itself is located in the m = 1 panel with a characteristic frequency in time (f) and
space (k). Here, two components can be identified: the dominant wave at f ≈ 9 mHz and k ≈ 20 m−1 and
a minor counterpart at f ≈ 4 mHz and k ≈ −20 m−1. The signals in m = 3 and m = 5 might be assigned
to aliases from the inner rotation fi = 0.05 Hz.
The advantage of “high” dimensional spectral decomposition is the improved noise rejection. With
respect to the raw data given in Figure 3 it is obvious, that high frequency noise is present in the data.
Depending on the exact distribution of noise its energies spread over a certain range of frequencies. If
we would select a representative depth and angle so that dn, ϕn = const., the velocity vz only depends
on the time. In the subsequent one dimensional analysis the noise would accumulate along the single
frequency ordinate probably hiding the signal of interest. Taking the higher order analysis distributes the
noise energies over multiple domain variables. For the present example this means that the distortions are
projected into higher frequencies f , higher m’s and larger k’s. Since the signal of interest remains in the
same spectral corridor, its signal amplitude becomes more clear, because of the “reduced” local noise.
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Figure 4: Spectrum of sensor data. The amplitude spectrum is calculated from the data in Fig. 3 with
LSM. The weak alias peaks in m = 0 panel originate from sensor mismatch and aliasing effect due to the
outer rotation. The latter acts like a sampling frequency and therefore projects the AMRI wave to m = 0.
5 Conclusions
In the present work a multidimensional extension of the Lomb-Scargle method is developed. The key
aspect is the redefinition of phase argument to φnew = ~ω · ~t− τ∗. We suggest using a modified shifting
parameter τ∗ instead to the traditional approach which shifts the ordinate φorig = ω · (t− τ). This enables
multivariate modeling with a scalar value of τ∗ for independent variables as there is always a shifting
parameter τ∗ for which
∫ b
a
sin(φ(t)) cos(φ(t)) dt vanishes on any interval [a, b].
With respect to the evaluation of the measurement results, the noise rejection LS ∝ 4N−0.5/pi and
confidence intervals (∆ak and ∆bk) of model parameters ak and bk are delineated. To emphasize the
advantages of the LSM the traditional Fourier mode decomposition is compared. Here the examples from
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Section 4 underline the strengths of the developed procedure. It turned out that the systematic error T
does not vanish with increasing number of samples on a fixed interval T , which finally lead to the common
leakage effect as seen in Figure 2c. Here the signal amplitudes are distributed on an area of neighboring
pixels. We conclude that the standard orthogonal mode related procedures do not represent a consistent
estimator for model parameters ak and bk. By the introduction of τ
∗ LSM remains a consistent estimator
with T = 0 even for higher dimensions. Finally, it was shown that LSM converges to the true model
parameters with increasing number of samples and provides a better noise rejection (LS < FS) as well.
Appendix
A OMD as a non-consistent estimator
In the following, only signals s(t) ∈ R described in terms of a finite set of individual frequency components
ωk, 0 ≤ k ≤M (k ∈ N+), are considered. Furthermore, band limitation is assumed so that there exists an
upper maximum frequency ωk < ωmax.
The analysis is based on the trigonometric model definition from equation (2) with the coefficients
ak, bk ∈ R. The model misfit (t) is defined by the difference between the observed signal s(t) and the
assumed model function (2) as seen in equation (3). It follows Eq. (4)
s(t) =
M∑
k=0
(ak cos(ωkt) + bk sin(ωkt) + k(t)) ,
the signal as sum of a trigonometric model with M coefficients and individual error values. The total
model misfit (t) =
∑
k k(t) originates form measurement uncertainties with unknown distribution.
However, the sine and cosine functions are assumed as an orthonormal basis, which is valid for the
infinite integral, as seen in Section 2.2. To shorten the explanations the derivation refers only to the cosine
term and neglects the corresponding sine term, which can be always achieved in similar manner.
To show the effects of OMD applied to discrete sampled functions, e. g. taking time series from
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measurements, the next passage derives the sampling series and its discrete model representation.
In general, a continuous signal can be described as a function defined for every −∞ < t < ∞. But
a realistic measurement or observation y(t) of such a process takes place in the range from t = 0 to
arbitrary time t = T . Therefore, we associate to the measurement a windowed signal sw(t) defined for
every −∞ < t <∞ as
sw(t) = (y(t) + (t)) · w(t)
with w(t) =

1 0 ≤ t < T
0 otherwise
(A.1)
where the sampling error (t) is included. The window function w(t) ensures the finite observation time
0 ≤ t < T but leave the infinite definition range untouched.
The sampling procedure, described in the next step, relies on the Dirac distribution and its properties.
The Dirac impulse is defined as
δ(t) =

∞ t = 0
0 t 6= 0
with
∫ ∞
−∞
δ(t) dt = 1. (A.2)
The so-called sifting property ∫ ∞
−∞
δ(t− τ) · φ(t) dt = φ(τ), (A.3)
can be expressed for every function φ(t). Using this identity the convolution function
Ψ(t) =
∞∑
n=−∞
δ(t− nTs) (A.4)
helps to describe the sampling of the signal sw(t) with sampling rate Ts.
The continuous description of the sampling series
A(t) = sw(t)Ψ(t) (A.5)
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mathematically models the sampling which takes place while taking a time series measurement of a
physical process.
According to the theory of orthogonal function decomposition – briefly described and proven by Cohen
(1995, Chap. 15) – the individual model coefficients of Eq. (2)
ak =
2
T
∫ ∞
−∞
y(t) cos(ωkt) dt (A.6)
and bk =
2
T
∫ ∞
−∞
y(t) sin(ωkt) dt (A.7)
can be recovered by integrating over the model function.
In order to estimate the coefficients ak, bk of the model equation (2) the integration of (A.6) and
(A.7) has to be carried out on the sampled series A(t) representing the acquired data. Assuming that the
trigonometric model y(t) approximates the sampling series A(t) in the limit (t)→ 0:
ak =
2
T
∫ ∞
−∞
y(t) cos(ωkt) dt
≈ 2
T
∫ ∞
−∞
A(t) cos(ωkt) dt
=
2
T
∫ ∞
−∞
(y(t) + (t))w(t)
∞∑
n=−∞
δ(t− nTs) cos(ωkt) dt, (A.8)
and by factorizing and exchanging the sum with the integral
ak =
2
T
∞∑
n=−∞
∫ ∞
−∞
(y(t) + (t))w(t) cos(ωkt)δ(t− nTs)︸ ︷︷ ︸
sifiting properiy (A.3)
dt
=
2
T
∞∑
n=−∞
(y(nTs) + (nTs))w(nTs) cos(ωknTs), (A.9)
where the applied sifting property of the Dirac distribution achieves the sampling at discrete time instances
nTs. Due the definition of the rectangular window function w(t) the sum with nTs < 0 and nTs > T is
exactly zero, which lead to a finite summation range. With the identity of the total number of samples
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taken, N = T/Ts, the coefficient ak reads as follows
ak =
2
T
N−1∑
n=0
(y(nTs) + (nTs)) cos(ωknTs)
=
2
T
N−1∑
n=0
 M∑
j=0
(
aj cos(ωjnTs) + bj sin(ωjnTs) + (nTs)
) cos(ωknTs) (A.10)
Figure 1 sketches the scenario with Ts = f
−1
s as the sampling period and T > 2pi/ω0. With respect
to the integrals (A.6) and (A.7) the dashed right area causes errors in two ways, when QDT is carried
out. First, the energy of that amplitude is spread into the next neighboring integer ks and second the
truncation error (dashed area) causes a mismatch of ak (and bk) which only depends on T but not on the
amount of sampling points N used.
In the following steps, the coefficients k 6= j are neglected, since they are projected in the error (t).
The remaining k-th set of parameters k = j is sufficient to derive the concluding points (i)-(iv) from
Section 2.2.
Properties of the truncation error – (i), (ii) Considering the Fourier decomposition of the sampling
series A(t)
∫ T
0
N−1∑
n=0
sw(nTs)δ(t− nTs) cos(ωknTs) dt =
∫ T
0
δ (t− nTs) dt
N−1∑
n=0
ak cos
2(ωknTs) (A.11)
+ bk sin(ωknTs) cos(ωknTs)
+ k cos(ωknTs),
which can be rewritten with respect to the window function w(t). The latter enables the limitation of the
integration and summation boundaries. Next, by applying the sifting property (A.3) the continuous time
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series becomes independent from time so that
N−1∑
n=0
sw(nTs) cos(ωknTs) =
N−1∑
n=0
[
ak cos
2(ωknTs) (A.12)
+ bk sin(ωknTs) cos(ωknTs)
+k cos(ωknTs)]
describes the measured (sampled) data points at time instances nTs of the signal. The expression above
represents the well known sum of the k-th cosine term of discrete Fourier series. The corresponding sine
term is defined in similar manner.
With the trigonometric identities cos2(x) = 12 (1 + cos (2x)) and with sin(x) cos(x) =
1
2 sin(2x) Equa-
tion (A.12) becomes
N−1∑
n=0
sw(nTs) cos(ωknTs) =
N−1∑
n=0
[
ak
2
(1 + cos(2ωknTs)) +
bk
2
sin(ωknTs)
+k cos(ωknTs)] (A.13)
=
ak
2
(
N−1∑
n=0
1 +
N−1∑
n=0
[
cos(2ωknTs) +
bk
ak
sin(2ωknTs)
])
+
N−1∑
n=0
k cos(ωknTs) (A.14)
2
N
N−1∑
n=0
sw(nTs) cos(ωknTs) = ak
(
1 +
1
N
N−1∑
n=0
[
cos(2ωknTs) +
bk
ak
sin(2ωknTs)
])
(A.15)
+
2
N
N−1∑
n=0
k cos(ωknTs).
Assuming bk ≈ 0, which corresponds to a pure cos(x) signal the error can be divided into two
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components
T =
1
N
N−1∑
n=0
cos(2ωknTs) (A.16)
=
1
N
(
N2pi∑
n=0
cos(2ωknTs)︸ ︷︷ ︸
=0
+
N−1∑
n=N2pi+1
cos(2ωknTs)
)
,
from which the first vanishes because it covers an integer number of periods ωk. The right one consequently
describes the truncation error with respect to a 2ωk frequency as given in the gray area in Figure 1
T =
Ts
T
N−1∑
n=N2pi+1
(
1− 1
2!
(2ωknTs)
2 +
1
4!
(2ωknTs)
4 − . . .︸ ︷︷ ︸
→0
)
≈ Ts
T
(
∆N − 2 (ωkTs)2
N−1∑
n=N2pi
n2
)
(A.17)
which is reduced further with
∑N
n=1 n
2 = N(N+1)(2N+1)6 and Ts = T/N
T ≈ ∆N
N
− 2 (ωkT )2 ∆N (∆N + 1) (2∆N + 1)
6N3
≈ ∆N
N
1− 2 (ωkT )2
2∆N26N2 + 36N2 + 16N2∆N︸ ︷︷ ︸
→0


≈ ∆N
N
(
1− 2
3
(ωkT )
2
(
∆N
N
)2)
with N = T/Ts
≈ ∆ϕ
T
≤ 0.2 (A.18)
so that T becomes independent of the sampling rate Ts. The “time phase” ∆ϕ covers the range marked
as gray area in Figure 1. The maximum value of T ≤ 0.2 originates from the cos(2ωknTs)-term if only
one period plus truncation fits into the integration window. Moreover equation (A.18) implies, a higher
sampling frequency – which gathers more information from the process – will not lead to a more precise
approximation of ak (and of course bk). Therefore, the QDT (or even the Fourier series decomposition) is
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not a consistent estimator for amplitude and phase, because it will not converge
lim
N→∞
N−1∑
n=0
y(nTs) cos(ωknTs) 6= ak (A.19)
towards the “true” ak for a given finite T . Instead of that it converges in the limit of T →∞.
Confidence intervals of model parameters – (iii) The last term
2
N
N−1∑
n=0
k · cos(ωknTs) = 2
N
N−1∑
n=0
N (0, σ) · cos(ωknTs)
=
2
N
Φ1−α
σ√
N
N−1∑
n=0
cos(ωknTs) < Φ1−α
2σ√
N
(A.20)
FS < Φ1−α
2σ√
N
(A.21)
corresponds to the sampling error, which might be encountered in real measurements. Given a normal
distributed error function k = N (0, σ) with Φ1−α as the corresponding quantil, it turns out, that this
error suffice Equation (A.21) and vanishes in the limit N →∞. This is valid because a linear combination
of normally distributed variables keeps normally distributed, see Parzen Parzen (1962, Theorem 4A, p.
90). And in addition, expression (A.21) gives the upper limit of the parameter confidence interval.
In summary, the estimation of Fourier coefficients ak (and bk)
2
N
·
N−1∑
n=0
sw(nTs) · cos(ωknTs) ≈ ak ·
(
1 +
∆ϕ
T
)
± Φ1−α 2σ√
N
(A.22)
is affected by the truncation error with respect to the full period of ωk and a random error from the
measurement. The first is independent from the sampling which proves that Fourier decomposition is a
non consistent estimator for amplitude and frequency. The last term, the random error, converges to zero
in the limit of large N , as expected.
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