r r is not a jump for r 3. We also describe an infinite sequence of non-jumping numbers for r = 3.
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Let S = {G n } ∞ n=1 , G n = (V n , E n ), be a sequence of r-uniform graphs with the property that |V n | → ∞ as n → ∞. For k r we define
An averaging argument yields (cf. [5] ): σ k (S) σ k+1 (S) . Hence lim k→∞ σ k (S) exists. We denote this limit byd(S) = lim k→∞ σ k (S) and calld(S) the upper density of S. Definition 1.1. For 0 α < 1 define Δ r (α) = sup{δ:d(S) > α impliesd(S) α + δ for all sequences of r-uniform graphs S = {G n } ∞ n=1 , G n = (V n , E n ), with the property that |V n | → ∞ as n → ∞}. We call α a jump for r if Δ r (α) > 0.
Erdős, Stone, Simonovits [2] proved that the only possible values ofd(S), for r = 2, are 1 − For r 3, Erdős proved that every 0 α < r!/r r is a jump. This result directly follows from the following theorem. It follows from Theorem 1.2 that every number in [0, r! r r ) is a jump for r 3. To decide whether α = r! r r is a jump for r 3 is a well-known problem of Erdős. It seems that the analogous problem for α ∈ ( r! r r , 1) gets harder if α is small (that is close to r! r r ). Therefore finding α 'as small as possible' which is not a jump seems to be a problem of interest. The smallest known value of a non-jumping number for r 3, given by Theorem 1.4 [4] , is 1 − 1 (2r+1) r−1 . In this paper we 'improve' on this by showing that 5 2 r! r r is not a jump for r 3. The paper is organized as follows: in Section 2, we introduce the Lagrange function and some other tools used in the proof. In Section 3, we focus on the case r = 3 and prove the following result. In Section 4 we extend Theorem 1.5 to arbitrary r 3 and show that 5 2 r! r r is not a jump for r 3.
In Section 5 we restrict our attention to r = 3 again and describe an infinite sequence of non-jumping numbers.
We should emphasize that our method of proof is similar to that of [4] . In order to determine whether or not r! r r is a jump for r 3 we are likely to require an essentially new approach.
The Lagrange function of an r-uniform hypergraph
In this section we give a definition of the Lagrange function, λ(G), which has proved to be a helpful tool in calculating the upper density of certain sequences of r-uniform graphs (cf. [4] ). Definition 2.1. For an r-uniform graph G with vertex set V = {1, 2, . . . , n}, edge set E(G) and
, f ∪ {j } ∈ E(G) if and only if f ∪ {i} ∈ E(G). We denote this by i ∼ j and note that it is an equivalence relation. For an r-uniform graph G and i ∈ V (G) we define G i to be the (r − 1)-uniform graph on V − {i} with edge set E(G i ) given by e ∈ E(G i ) if and only if e ∪ {i} ∈ E(G). Similarly for i, j ∈ V (G) we define G ij to be the (r − 2)-uniform graph on V − {i, j } with edge set given by e ∈ E(G ij ) if and only if e ∪ {i, j } ∈ E(G).
An r-uniform graph G is said to be covering if for every i, j ∈ V (G) there is an edge e ∈ E(G) such that i, j ∈ e (that is every pair of vertices is covered by an edge).
The following simple lemma will be useful when calculating the Lagrange function of certain graphs. 
. , v t to be equal while leaving the other weights unchanged then λ(G) = λ(G, z). (c) If y ∈ S satisfies λ(G) = λ(G, y) and y i > 0 then rλ(G) = λ(G i , y).

Proof. Let y satisfy λ(G) = λ(G, y). Let K be the induced subgraph consisting of those vertices
Hence if H is the induced subgraph with vertex set
Repeating this process yields a covering subgraph satisfying (a).
For ( 
Repeating this process we obtain z ∈ S with the desired properties after at most t − 1 iterations.
The blow-up of an r-uniform graph will play an important role in the proof of Theorem 1.5. 
For an integer m 1 and an r-uniform graph G, we simply write
The Lagrange function of an r-uniform graph G is closely related to the upper density of a certain sequence of r-uniform graphs, as described in the following claim. 
On the other hand, by the definition ofd({ m ⊗ G} ∞ m=1 ), for every > 0, there exists k 0 such that for every k k 0 , there exist an integer m and a subgraph H of m ⊗ G with
, where V i , 1 i n, are the corresponding color classes of the n-partite r-uniform graph H . If y = (y 1 , . . . , y n ) , where
Lemma 2.2(a) implies that the following holds. 
The proof of Theorem 1.5
We require the following definition. By taking the vector y = (y 1 , . . . , y 3t ), where y i = 1/3t for each i, 1 i 3t, it is easy to see that
Consider the sequence S = { m ⊗ G(t)} ∞ m=1 . Inequality (2) and Claim 2.3 imply that d(S) 5 9 − 1 3t . Our plan is to add 3ct 2 edges to G(t) and hence obtain a new graph G * (t) satisfyinḡ
while λ(F ) 5 9 1 3! for any small subgraph F ⊂ m ⊗ G * (t). Lemma 3.1 then implies that 5/9 cannot be a jump for r = 3.
The next lemma allows us to construct G * (t).
Lemma 3.2. [4] Let k be any fixed integer and c 0 be any fixed real number. Then there exists t 0 (k, c) such that for every t > t 0 (k, c), there exists a 3-uniform graph A satisfying:
The proof of Lemma 3.2, based on a simple random construction, was given in [4] . We omit the proof here.
For k, c fixed and t > t 0 (k, c) let A be a 3-uniform graph satisfying the conditions of Lemma 3.2. We construct the graph G * (t, k, 
c) from G(t) by adding a copy of E(A) into each vertex class of G(t). (So now E(V i ) = E(A), for
The proof of Theorem 1.5 is based on the following lemma.
Lemma 3.3. For any integer k 1, real number c > 0 and t > t 0 (k, c) given in Lemma 3.2 if M is a subgraph of G * (t, k, c) and |V (M)| k, then
Assuming this result for the moment we may complete the proof of Theorem 1.5 as follows.
Proof of Theorem 1.5. Suppose that 5 9 is a jump. In view of Lemma 3.1, there exists a finite collection F of 3-uniform graphs satisfying the following two conditions: 
Hence, by Claim 2.3, we havē
Now condition (ii) above, the definition of 'threshold' and inequality (4) imply that some member F of F is a subgraph of m ⊗ G * (t) for m m 0 (k, t). For such F ∈ F , there exists a subgraph M of G * (t) with
By Facts 2.1, 2.4 and Lemma 3.3, we have
which contradicts condition (i) above that λ(F ) > N u i , z) . Moreover, by considering the edges containing vertex u i we have
Proof of Lemma 3.3. By Fact 2.1, we may assume that M is an induced subgraph of G * (t). Let
where all subscripts are modulo 3. Now, since {c,d}∈(
We claim that the following holds for i = 1, 2, 3:
We have
Combining (6) and (7) we obtain
.
Hence λ(N ) 5/54 as required. 2
An extension of Theorem 1.5
In this section we extend Theorem 1.5 to arbitrary r 3 and prove the following result. Proof. We assume that r 4 and 
Based on the 3-uniform graph G (3) , we construct an r-uniform graph G (r) on r pairwise disjoint sets V 1 , V 2 , V 3 , V 4 , . . . , V r , each of order t. An r-element set {u 1 , u 2 , u 3 , u 4 , . . . , u r } is an edge of G (r) if and only if {u 1 , u 2 , u 3 } is an edge in G (3) and for each j , 4 j r, u j ∈ V j . Notice that
We can now give a lower bound for λ (G (r) Similarly as Theorem 1.5 follows from Lemma 3.3, in order to prove Theorem 4.1, it will be sufficient to prove the following lemma. 
holds.
We are going to use Lemma 3.3 to prove it.
Proof. Again, by Fact 2.1, we may assume that M (r) is a non-empty induced subgraph of G (r) . (3) be the 3-uniform graph defined on 3 i=1 U i . The edge set of M (3) consists of all 3-sets of the form of e ∩ (
, where e is an edge in M (r) . Let ξ be an optimal vector for λ(M (r) ), i.e., λ(M (r) , ξ) = λ(M (r) ). Let ξ (3) be the restriction of ξ to U 1 ∪ U 2 ∪ U 3 . Let w i be the sum of all components of ξ corresponding to vertices in U i , 1 i r, respectively. In view of the relationship between M (r) and M (3) , we have
Also note that the summation of all components of ξ (3) is 1 − r i=4 w i and every term in λ(M (3) , ξ (3) ) has degree 3. Consequently by Lemma 3.3, we infer that λ M (3) , ξ 
More non-jumping numbers
In this section, we return to the case r = 3. The construction used in the proof of Theorem 1.5 can be easily generalized to give the following result.
As before (using Lemma 2.2(b)) we may take z ∈ S such that λ(G, z) = λ(G) and 1/p. The desired bound now follows easily. To complete the proof we need to consider the case p 3s +1. In this case l 9s +6 3p +3 and so 3/l 1/(p + 1). Hence it is sufficient to prove that 3λ(N ) 
