A new model selection criterion based on physical characteristics of underlying motion models is proposed. The proposed criterion is then incorporated in a robust motion segmentation scheme, which is based upon robust least K-th order statistical model fitting. The proposed model criterion has been compared with many other competing techniques and it's shown to be more suitable for the motion segmentation task. The motion segmentation algorithm has been tested (and shown to be successful) on a number of synthetic and real image sequences.
Introduction
In this paper we address two important issues in computer vision: model selection and motion segmentation.
The model selection problem, which refers to choosing the most appropriate and concise model to express given data, has attracted the attention of many statisticians for several decades. In addition, since many computer vision tasks involve fitting of an appropriate model to the visual data, the model selection problem has also been widely studied by the computer vision community (for example [39, 40] , [35] and [41] ) [22] .
Motion segmentation can be defined as the task of partitioning an image sequence to distinct regions based on different underlying coherent motion of each. Motion segmentation has been widely used in computer vision applications such as pattern recognition, environment visualization, analysing medical images (medical imaging), face analysis, object tracking, scene text extraction, video-processing, video-conferencing, recognition and obstacle avoidance.
We have previously developed a new model selection criterion called Surface Selection Criterion (SSC) for range data segmentation (under review for publication elsewhere). The proposed SSC is based on the minimisation of the strain energy (for bending and twisting) of a thin surface. SSC has been used to choose the most appropriate surface model from a model library representing different possible models, which may express the scene. We have evaluated and compared SSC with a wide range of model selection criteria for range segmentation purposes and concluded that SSC outperforms every other criterion for this task.
In the following, we rewrite the SSC to be applicable to motion segmentation applications and evaluate the new SSC. In this survey we also investigate the efficiency of every criteria versus changes in the data size, since the number of data points used in model selection process can greatly affect the result. The evaluation results are shown in section 2.2. In section 3.1 we present a mode-based motion segmentation algorithm capable of estimating the underlying motion for each surface, while determining the real motion model using SSC as a model selection criterion. This algorithm has been extensively tested on both synthetic and real visual data and their results are shown in section 4.1 and 4.2. Finally in section 5 we conclude the paper.
Model Selection
Perhaps the first to consider model selection as a statistical problem was Akaike [34] . Akaike's "An Information Criterion" (AIC) had a fundamental effect on model selection research. During the recent decades, many model selection criteria [2, 9, 20, 34, 40] have been proposed, almost all of which have their roots in statistical analysis. As a result, geometrical and physical characteristics of the scene have been largely ignored. The main idea behind SSC was to incorporate geometrical and physical characteristics of the scene in conjunction with statistical characteristics traditionally used. The main motivation for SSC was devising a surface model selection criterion to be used in range segmentation applications. However, we observed that SSC can also be applied to other problems in computer vision including motion segmentation. In this section, we have rewritten our SSC so that it is applicable to motion segmentation as well as range segmentation applications.
To determine the correct underlying model of a data set, one may simply suggest the most appropriate model is that which minimises the squared residuals. This idea, however, does not work because it always leads us to the most complex model from a model library, no matter what data we have. Therefore, one needs to establish a trade off between sum of squared residuals and the complexity of the model. SSC uses the strain energy of a thin surface to establish this trade off. Although, the bending energy of a thin surface has been used in literature for motion tracking, finding parameters of deformable objects [14] , shape context matching and active contours( [24] ), it hasn't been used for model selection purposes. In the following section we describe how SSC works.
Surface Selection Criterion
To overcome the problem of model selection for motion segmentation applications, we propose to view the sum of bending and twisting energies of the surface as a measure of roughness, and the sum of squared residuals as a measure of fidelity to the true data. A good model selection criterion should therefore represent an acceptable compromise between these two factors. As one may expect, increasing the number of parameters of a surface leads to a larger sum of energies. This is because the surface has more degrees of freedom and can therefore be fitted to the data by bending and twisting itself, so that a closer fit to measured data results (this can be inferred from the bending energy formula, see Equation1).
However, the higher the number of parameters for a surface model is assumed, the less the sum of squared residuals is going to be. For instance, in the extreme limiting case, if the number of parameters is equal to the number of data points (which are used in the fitting process), then the sum of squared residuals will be zero whereas its sum of energies is maximised.
To calculate the bending energy we can integrate the squared mean curvature of the surface. However, to take into account the twisting energy of the surface, we need to consider the strain energy, which is a combination of bending energy and twisting energy.
As shown in [37] , if a plate is bent by a uniformly distributed bending moment so that the xy and yz planes are the principal planes of the deflected surface, then the strain energy (for bending and twisting) of the plate can be expressed as: Equation 1:
Where is Poission's ratio (The performance of SSC is not very sensitive to the Poission's ratio. Experimentally, we ascertained the optimal value is around ν = 0.01). In order to scale the strain energy, we divide its value by the strain energy of the model with the highest number of parameters (E max ). Therefore, D will be eliminated from our computation. The deflection of the bar element w in the z direction, is assumed to be small in comparison to the length of the element. To establish a proper trade off between the sum of squared (for more details see [19] ). We use the parameter as a weight for the roughness term (second term), which can be considered as a penalty term for more complex models. The performance of presented SSC is not sensitive to and a reasonable value for can be obtained empirically.
In our experiments, we obtained the optimum value for to be minus one (-1) in the case of small and medium data sizes and one for larger data sizes. N is the number of data points and P is the number of parameters of the fitted surface. E max is the E Bending+Twist of the surface with the highest degrees of freedom in the library of models used. We choose the motion model that result in the minimum value for F. For example, if the candidate models are as Table 1 , then, for the affine model the strain energy is zero while for the Partial-Quadratic model and also the Quadratic model the strain energy can be computed by taking the second order derivatives of U and V (Table 1) 
An Evaluation of SSC and Comparison with Other Model Selection Criteria
To compare the performance of different model selection criteria for motion segmentation purposes, we have generated three sets of synthetic image sequences in which the underlying motion of their intensity patterns are known. We chose sinusoid [6] syntactic image sequences for our evaluating experiments. The models of motion we used were: affine, partial-quadratic and quadratic as shown in table 1. These models are chosen because they describe the motion of various man-made objects viewed by a single camera. We then randomly changed the parameters of every model 100 times and applied different model selection criteria (Table 2) to test how well they identified the underlying model. Figure 2 shows the success rate of each criterion.
Model The size of each synthetic image is shown on the horizontal axis. As described before, the performance of every criterion can be affected by the data size. To investigate this affect, we changed the size of image sequences from 21 to 81 pixels. It can be seen that Modified SSC outperforms almost all the other criteria for small and medium data sizes. We should mention that the decline in performance of SSC shows that the parameter needs to be obtained for large sample sizes separately. (We have set to -1 for all of our evaluation tests so that a fair comparison can be made). In addition, our main priority is to find a criterion which can work for a smaller data size, since we can always obtain a smaller data set by ignoring some of the data and choosing the most reliable data set, while in contrast, a larger data set cannot always be obtained. As can be seen from Figure 2 , GAIC and GMDL have relatively the same performance and they even fail in approximately the same places. CAIC also appears to have a relatively reasonable performance.
Kanatani's Geometric CP performs exactly the same as Geometric AIC (GAIC). It confirms Geometric CP is equivalent to Geometric AIC as Kanatani suggests [19] . 
Motion Segmentation
There are many approaches to the motion segmentation problem. One approach is called affine clustering, which has been used by [42] , [30] , [17] , [16] [27] [13] [5] [11] . A drawback of these algorithms is that they need to have the number of clusters as a priori. In addition, these algorithms use a considerable amount of memory. Hough Transform technique has been widely used in motion segmentation [1] [36] [38] [8] . The biggest disadvantage of Hough Transform-based algorithms is that they cannot properly solve occlusion problems. In contrast, Hough Transform algorithms are relatively robust to noise. Some other algorithms are based on a Markov Random Field (MRF) for example, [7] , [26] , [15] , [31] and [29] which are computationally extensive. Change Detection Mask (CDM), which has been used for motion segmentation for example [18] [28], has the disadvantage of sensitivity to noise. Recently, Kanatani [21] has presented a segmentation algorithm called subspace separation and affine space separation using Geometric AIC (GAIC) as a subspace merging criterion.
To demonstrate one of the applications of SSC we devised a robust motion segmentation algorithm, which incorporates SSC as a motion model selection criterion. This algorithm also relies on the way in which we estimate the scale of noise. An important aspect of our motion segmentation algorithm is that it can solve occlusion properly (it will be described in the next section -step 6). In addition since we incorporate a model selection criterion in our algorithm, the true underlying motion model is correctly determined and consequently the motion parameters are robustly computed. Finally, the method we use to estimate the scale of noise can properly handle the noise as described in section 3.2.
After explaining the motion segmentation algorithm, in the next section, we will explain how our scale of noise estimation method works.
Model Based Motion Segmentation Algorithm
Incorporating a model selection criteria in motion segmentation algorithms previously has been presented in the literature including [21] , [40] , [10, 22, 22] and [4] .
In this section, we briefly, explain the steps of the proposed model-based motion segmentation algorithm. The proposed method is based on the Selective Statistical Estimator [3] and SSC. The required steps are as follow: 1) Eliminate pixels whose spatial or temporal derivatives are less than a threshold. The threshold for spatial derivatives is set at 0.03%, and for temporal derivatives is set at 0.15%, of the average derivatives. We observed that multiplying these values in a factor of less than 50 do not change the result. This step removes points without motion or texture.
2) Find a localised data group inside the data space in which all the pixels appear on a plane presenting constant flow. Even if there is not such region in the image, we can always approximate a very small local area (here 15×15) as a region having constant optical flow.
To implement this stage and find such a data group, choose a number of random points, which all belong to the same square of size R. (This square is only for the sake of local sampling). Calculate the optic flow by using these points and creating an over-determined linear equation system. If the number of inliers is more than half of the size of the square, then, mark this square as an acceptable data group. The size of the square (R) is not important, however it needs to be large enough to contain enough sample points. We set the square size as 15×15 in our experiments. We have chosen this size because a square of size 15×15 can contain enough samples (The more sample we use, the more accurate result will be produced. In our experiments, 30 samples were used to perform the above step).
3) Fit the highest model in the library to each of the above data groups (accepted data groups) and find the residual for each point. Then, repeat step 2 and 3 and choose the data group, which has the least K th residual (the choice of K depends on the application [3] and it is set to 10% for our experiments). The reason that we fit the highest model is that, as mentioned before, the scale of noise for the highest model is the best estimation of the scale of noise for the correct model. 4) Expand the above data region to obtain a larger (and, at the same time, more reliable) region to apply the model selection technique. Finding such a region is necessary if the true underlying motion model is to be recovered. This is achieved by calculating the scale of noise, rejecting the outliers and repeating the process iteratively a few times (here 3 times is enough). 5) Choose the true underlying motion model by applying a model selection method (here SSC) to the extended region (by fitting and comparing all models in the model library to the extended region). 6) Having applied SSC we know the true underlying motion, then, we fit the chosen model to the data; compute the residuals and estimate the scale of noise using the technique explained in the next section. It is important to note that performing this step has the advantage that it can also remedy the occlusion problem (if there is any). 7) Reject the outliers using the computed scale from the previous step and create a group of inliers. Then, recalculate the residuals and compute the final scale 
8)
Because of the existence of noisy points or points with specularity, there are some holes in the segmented image. Applying a hole-filling algorithm (here, we use a median filter) to all inliers and removing those holes can improve the appearance of the results. This step has no effect on the parameters of the segmented parts. Thus, this step can be skipped if is desired.
Repeat the steps 2 to 8 until the number of the remaining data becomes less than the size of the smallest possible region in the considered application.
Estimating the scale of noise
In order to estimate the scale of noise, which is used to reject outliers (in the previous section-step 7) we perform the following steps: (see [3] for details.) 1) Sort the squared residuals in an ascending order and choose the size of the smallest region K, which can be regarded as a separate region. 2) Set the value of N (initially to K) and calculate the scale using the first K th residuals according to: is no longer true. T is a constant factor and we set it to 2 in order to include about 98% of our data as inliers (based on a normal distribution of noise). This value (T) can be searched for the normal distribution table regarding to the desired level of significance. The performance of the algorithm is not sensitive to this value. 4) Compute the scale of noise by using the final value of N as performed in step 2.
Experimental Results on Segmentation
We applied our motion segmentation algorithm to various real and synthetic image sequences. Some of the results are shown below. In segmentation results the labels show the chosen model by SSC. Before applying the segmentation algorithm, we calculate spatial and temporal derivatives of the image brightness function. It has been performed by convoluting with the derivatives of Gaussian function having equal spatial and temporal standard deviations. To calculate the derivatives 15 frames have been used.
Results on Synthetic Image Sequences
To ensure our segmentation algorithm and also SSC can work properly we first test the algorithm on various synthetic sequences including the following example. As it is shown in the figure, the algorithm is not only capable of reliably segment the moving parts, but also it can recover the true underlying motion. 
Results on Real Image Sequences
Having tested our motion segmentation algorithm and SSC on synthetic data, we then proceed to segment real image sequences. The results of some of our experiments are shown bellow demonstrating the both success of SSC in detecting the correct motion model and our segmentation algorithm in separating various moving parts.
Conclusion
A new model selection criterion built upon Surface Selection Criterion for recovering the underlying model of moving objects in an image sequence is proposed in this paper. The proposed criterion used physical characteristics of models (rather than their statistical ones) to find the simplest model that can best describe the data. The proposed method is also used to develop a robust motion segmentation algorithm. The proposed criterion and the segmentation algorithm are tested on synthetic and real data and have shown to be effective. 
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