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a b s t r a c t
We establish optimal (up to arbitrary ε > 0) convergence rates for a finite element
formulation of a model second order elliptic boundary value problem in a weighted H2
Sobolev spacewith 5th degree Argyris elements. This formulation ariseswhile generalizing
to the case of non-smooth domains an unconditionally stable scheme developed by Liu
et al. [J.-G. Liu, J. Liu, R.L. Pego, Stability and convergence of efficient Navier–Stokes solvers
via a commutator estimate, Comm. Pure Appl. Math. 60 (2007) pp. 1443–1487] for the
Navier–Stokes equations.We prove the optimality for both quasiuniform and gradedmesh
refinements, and provide numerical results that agree with our theoretical predictions.
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1. Introduction
The objective of this paper is to analyze a class of finite element formulations of the Poisson problem in weighted H2
Sobolev spaces and establish rates of convergence for the discretized problem. We show that with appropriately graded
meshes we may achieve optimal convergence.
The unusual setting of the problem in H2 is motivated by a finite element discretization scheme proposed in [1] for
solving the time-dependentNavier–Stokes equations. They prove that their scheme is convergent and unconditionally stable
provided that the domain’s boundary is C3. Their approach is particularly appealing because it decouples the computation
of pressure and velocity without requiring a compatibility condition between their corresponding finite element spaces.
As shown in [2], a naive application of this algorithm in a non-convex polygonal setting (flow over a step, for example)
produces entirely incorrect results. The reason is that the scheme requires solving anH2 elliptic problem for velocity at each
discretized time step, but the solution does not possess H2 regularity near reentrant corners.
To address this issue, in [3] we analyzed a class of variational formulations of the Poisson problem inweightedH2 spaces,
where the weights are designed to compensate the corner singularities. Numerical experiments in [2,3] demonstrate that
the C1 finite element scheme used for the velocity, as well as the overall method for the Navier–Stokes problem, now
both converge. Although the observed convergence rates for the velocity approximations appear to be optimal, the density
argument used in [2] is inadequate to yield estimates for convergence rates. We address this issue here by establishing
optimal convergence rates on graded meshes for finite element approximations in weighted H2 spaces.
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For uniform meshes it is well-known that an rα singularity with 0 < α < 1 (the type of singularity seen at reentrant
corners) yields no better than O(hα) convergence for the usual H1 variational formulation (see e.g. [4]). We show that our
weighted H2 method gives the same order.
For H1 methods it is known that graded mesh refinement can be used to recover the optimal convergence rate.
Polynomials of degree p with radical meshes (see [5–11]) yield full O(hp) convergence with H1 schemes (see also [12,13]).
We prove that our weighted H2 scheme on an appropriate radical mesh and Argyris elements – which are of degree 5, the
minimum required for optimal approximability in a C1 formulation [14,15] – yieldO(hk) convergence with k = 4−ε, ε > 0
arbitrarily small. The order O(h4) is the best possible rate that may be attained in the H2 norm.
Our approach is similar to that in [5] in the sense that we decompose the solution into a sum of regular and singular
components, rather than treating it as a whole in a weighted Sobolev space, as in [7]. The convergence proof in [5] is
applicable to C1 finite elements whose degrees of freedom are nodal values. Argyris elements, which depend on the values
of normal derivatives at the mid-points of the edges, are not directly covered. More significantly, neither is the presence of
a weight in the variational scheme as in our formulation. In our proof we use a modified argument to address these issues
and at the same time avoid the technicalities of the quasi-interpolation operators discussed in [5].
Althoughdistinct, there are analogies between our approach and themethod of regularizationwithweights forMaxwell’s
equations in [16,17]. In both cases weights are introduced to solve a density issue, interpolants are set to zero at singular
points, and furthermore, their bilinear form (see, e.g., Eq. (1.3) in [17]) when restricted to gradient fields agrees with ours in
Eq. (2.7).
The plan of this article is as follows. In Section 2, we review regularity results and summarize definitions and theorems
pertaining to weighted Sobolev spaces that will be needed in the sequel. In Section 2.3, we introduce our variational
formulation of the Poisson problem. Section 3 contains our error estimates. Finally, in Section 4we present numerical results
for a benchmark problem on an L-shaped domain. These are observed to agree well with our estimates.
2. Preliminaries
2.1. Model problem and regularity results
LetΩ ⊂ R2 be a polygonal domain and consider the Poisson problem with homogeneous Dirichlet boundary conditions
−1u = f inΩ,
u = 0 on ∂Ω. (2.1)
While in domains with smooth boundary the solution inherits the regularity of the data via the shift theorem, in polygonal
domains the presence of corners leads to singular behavior of the solution near the corners, even when the data is smooth.
Specifically, ifΩ has vertices xi, 1 ≤ i ≤ d, then the solution can be expressed as
u =
d∑
i=1
Ni∑
j
u(i)j χi + u0, (2.2)
where χi is a smooth cut-off function in the neighborhood of xi and the smoothness of u0 is analogous to that when the
domain is smooth, i.e., u0 ∈ Hk(Ω)when f ∈ Hk−2(Ω). If jpi/ωi is not an integer, then we have
u(i)j = c(i)j r jpi/ωiϕ(i)j (θ), (2.3a)
where (r, θ) are the local polar coordinates at the corner xi with interior angle ωi, and ϕ
(i)
j is analytic. If jpi/ωi is an integer,
then we have
u(i)j = c(i)j r jpi/ωi{ϕ˜(i)j (θ)+ ln r ϕ(i)j (θ)}, (2.3b)
where ϕ˜(i)j is once again analytic. Ni in (2.2) is such that all terms u
(i)
j not in H
k(Ω) are included (see [18,9,19]).
Note that in a non-convex polygonal domain the solution of (2.1) does not belong toH2(Ω), but rather, aweighted analog.
The variational problems that we study are set in these weighted H2 Sobolev spaces which we review in the next section.
2.2. Weighted Sobolev spaces
Following [20], we begin by defining weighted Sobolev spaces in an infinite plane wedge. For ω ∈ (0, 2pi), let C =
{(r, θ) : r > 0, 0 < θ < ω} be a plane wedge centered at origin. For integer l ≥ 0 and real β , the space V lβ(C) is defined as
the closure of C∞0 (C¯ \ {0})with respect to the norm
‖u‖V lβ (C) =
(∫
C
∑
|ζ |≤l
r2(β−l+|ζ |)|Dζxu|2dx
)1/2
, (2.4)
where Dζx = ∂ |ζ |/∂xζ11 ∂xζ22 , |ζ | = ζ1 + ζ2. We will also define the norm (2.4) when C is a triangle with internal angle ω at a
vertex situated at the origin.
A.M. Soane et al. / Journal of Computational and Applied Mathematics 233 (2010) 2711–2723 2713
Next, we define the weighted Sobolev spaces in a polygonal domain Ω ⊂ R2 with interior angles ωi, 1 ≤ i ≤ d, at
vertices x1, . . . , xd. Let χi, 1 ≤ i ≤ d, be smooth cut-off functions with disjoint supports, equal to one in a neighborhood of xi
and set χ0 = 1−χ1−· · ·−χd. The space V lEβ(Ω), where Eβ = (β1, . . . , βd) ∈ Rd and l is a nonnegative integer, is defined as
the set of all functions onΩ such that χ0u ∈ H l(Ω) and χiu ∈ V lβi(Ci), i = 1, . . . , d, where Ci is the infinite wedge centered
at xi that coincides withΩ in some neighborhood of xi. Equipped with the norm
‖u‖V lEβ (Ω) =
(
‖χ0u‖2H l(Ω) +
d∑
i=1
‖χiu‖2V lβi (Ci)
)1/2
,
the space V lEβ(Ω) is complete. We denote by V˚
l
Eβ(Ω) the subspace of functions with zero trace and use the notation L2,Eβ(Ω)
for the space V 0Eβ (Ω).
The following theorem is a consequence of Theorem 6.6.1 in [20].
Theorem 2.1. Let l ≥ 2 and Eβ = (β1, . . . , βd) ∈ Rd such that −pi/ωj < l−1−βj < pi/ωj for j = 1, . . . , d. Then the operator
∆ : V˚ lEβ(Ω)→ V l−2Eβ (Ω) is an isomorphism.
Let us define r = r(x,Ω) = dist(x, {x1, . . . , xd}). We will use r with this meaning throughout this article, unless stated
otherwise. It is straightforward to verify the following lemma.
Lemma 2.1. Let Ω ⊂ R2 be a polygonal domain with vertices x1, . . . , xd. Let l ≥ 0 and Eβ = (β, . . . , β) ∈ Rd. Then
|||u|||V lβ (Ω) =
(∫
Ω
∑
|ζ |≤l
r2(β−l+|ζ |)|Dζxu|2dx
)1/2
(2.5)
is a norm equivalent to the V lEβ(Ω)-norm.
Remark 2.1. To simplify the notation, throughout this paper, unless otherwise specified, we will use the notation V 2β (Ω)
for the space V 2Eβ (Ω)when
Eβ = (β, . . . , β) ∈ Rd and ‖ · ‖V2β (Ω) for ||| · |||V2β (Ω).
If u ∈ V 2β (Ω) and K ⊂ Ω we introduce the following notation for future use:
‖u‖V2β (Ω,K) =
(∫
K
r2β |∇∇u|2 + r2(β−1)|∇u|2 + r2(β−2)|u|2dx
)1/2
,
with r = r(x,Ω) as before.
Next, we establish the connection between the space H2(Ω) ∩ H10 (Ω) and the space V˚ 2β (Ω). We start with an auxiliary
lemma.
Lemma 2.2. Let B = {x ∈ R2 : 0 < r < R, 0 < θ < ω}where (r, θ) are the polar coordinates of the point x and let u ∈ H2(B),
u(r, 0) = u(r, ω) = 0. Then there exists C > 0 independent of u such that∫
B
r−2|u|2dx ≤ C
∫
B
|∇u|2dx. (2.6)
Proof. See [2]. 
Lemma 2.3. Let Ω ⊂ R2 be a polygonal domain and u ∈ H2(Ω) ∩ H10 (Ω). Then for any β ≥ 1 there exists C > 0 such that
‖u‖V2β (Ω) ≤ C‖u‖H2(Ω).
Proof. Let x1, . . . , xd be the vertices ofΩ and δ > 0 small enough so that the neighborhoods Bi,δ = {x ∈ Ω : |x− xi| < δ},
i = 1, . . . , d, are disjoint. Then, we have
‖u‖2
V2β (Ω)
=
∫
Ω\∪di=1 Bi,δ
(
r2β |∇∇u|2 + r2(β−1)|∇u|2 + r2(β−2)|u|2) dx
+
d∑
i=1
∫
Bi,δ
(
r2β |∇∇u|2 + r2(β−1)|∇u|2 + r2(β−2)|u|2) dx
≤ C0‖u‖2H2(Ω\∪di=1 Bi,δ) + C1
d∑
i=1
∫
Bi,δ
δ2(β−1)
(
δ2|∇∇u|2 + |∇u|2 + r−2|u|2) ,
where we have used the fact that r is bounded both above and below on Ω \ ∪di=1 Bi,δ , r(x) = |x − xi| in Bi,δ , and β ≥ 1.
Using Lemma 2.2 we can bound the integrals in the above inequality by ‖u‖2H2(Bi,δ) and obtain the lemma. 
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2.3. Variational formulation in V 2β (Ω)
Throughout this paper we assume that Ω is a polygonal domain with vertices xi, 1 ≤ i ≤ d, with interior angles
ω1 ≥ ω2 ≥ · · · ≥ ωd and at least one corner is reentrant, i.e., ω1 > pi . We set α = α1 = pi/ω1, αi = pi/ωi, i = 2, . . . , d.
Note that 1/2 < α < 1 and α ≤ αi, 2 ≤ i ≤ d.
In [3] the following type of variational formulation is introduced:
Given f ∈ L2,β(Ω), find u ∈ V˚ 2β (Ω) such that∫
Ω
r2β1u1vdx = −
∫
Ω
r2β f1vdx ∀v ∈ V˚ 2β (Ω). (2.7)
Remark 2.2. The main use of the weight r2β is to treat reentrant corners. In [2], an alternative variational formulation
is proposed where the weight is localized at reentrant corners. Having the weight present at all corners in (2.7) has the
advantage of improving the convergence rate of the finite element method, thus one could use less severe grading to obtain
optimal convergence rates.
Theorem 2.2. If 1− α < β < 1+ α then the variational problem (2.7) has a unique solution u ∈ V˚ 2β (Ω).
Proof. By applying Theorem 2.1 it can be verified that the bilinear form
a : V˚ 2β (Ω)× V˚ 2β (Ω)→ R, a(u, v) =
∫
Ω
r2β1u1vdx
and linear functional V˚ 2β (Ω) 3 v 7→ −
∫
Ω
r2β f1vdx associated with (2.7) satisfy the conditions of the Lax–Milgram lemma,
thus the assertion of the theorem follows. 
Remark 2.3. It is shown in [3] that if β ≤ 1, the solution of (2.7) coincides with the solution of the usual H1 variational
formulation of (2.1). If β > 1, then this equivalence still holds, provided f ∈ H−1(Ω) ∩ L2,β(Ω).
3. Approximation results
Let X0h ⊂ V˚ 2β (Ω) be a finite element subspace of V˚ 2β (Ω). Then the discrete counterpart of (2.7) reads:
Given f ∈ L2,β(Ω), find uh ∈ X0h such that∫
Ω
r2β1uh1vhdx = −
∫
Ω
r2β f1vhdx ∀vh ∈ X0h. (3.8)
In this section we prove error estimates in the V 2β -norm and show that optimal convergence rate is achieved when
appropriately graded meshes are used. We follow the usual approach and use Céa’s lemma and estimate the interpolation
error. As noted before, if f ∈ Hk−2(Ω) the solution can be represented as u = usmooth + using, usmooth ∈ Hk(Ω), thus
‖u− uh‖V2β (Ω) ≤ C infvh∈X0h ‖usmooth − vh‖V2β (Ω) + C infwh∈X0h ‖using − wh‖V2β (Ω)
≤ C‖usmooth −Πhusmooth‖V2β (Ω) + C‖using −Π
′
husing‖V2β (Ω), (3.9)
with the interpolation operators Πh and Π ′h defined in Section 3.2. In Sections 3.3 and 3.4, we estimate the interpolation
error for the smooth and singular part of the solution.
Let us note that since a function in V 2β (Ω) is in H
2
loc(Ω), a conforming finite element method requires the use of C
1 finite
elements. In this work we use the Argyris finite element [14]. In Section 3.2, we show that the Argyris finite element space
is a subspace of V˚ 2β (Ω) for β ≥ 1.
3.1. Mesh refinement
Following [7], we consider a regular (in the sense of [14]) family of triangulations {Th} of Ω¯ , parametrized by the mesh
size parameter h. The triangulations are refined in a systematic way near the vertices ofΩ , governed by the grading function
φEγ (x) = ∏di=1 |x − xi|γi , Eγ = (γ1, . . . , γd), 0 ≤ γi < 1. For any Th, we letΩi = Ωi(Th) = ∪{K ∈ Th : xi is a vertex of K},
i = 1, . . . , d, andΩ0 = Ω0(Th) = Ω \ ∪di=1Ωi.
We say that the family {Th} is of type Eδ = (δ1, . . . , δd), δi ≥ 1, if with γi = 1− 1/δi, for any K ∈ Th,
1. If K ⊂ Ω0 then C1hφEγ (x) ≤ hK ≤ C2hφEγ (x), x ∈ K ,
2. If K ⊂ Ωi then C1hδi ≤ hK ≤ C2hδi ,
where hK = diam(K) and C1, C2 are constants independent of h.
Remark 3.1. We note that for K ⊂ Ωi, 1 ≤ i ≤ d, hK ≤ C2hδi ≤ C2h since δi ≥ 1, and moreover, for K ⊂ Ω0,
hK ≤ C2h supx∈Ω0 φEγ (x) ≤ Ch. Hence
hK ≤ Ch, K ∈ Th. (3.10)
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More details on this type of triangulations, called ‘‘radicalmeshes’’, can be found in [7]. Aswe shall see, the values of δiwill
be selected in accordance to the potential singularity at corner xi to produce an appropriate refinement there. In particular
when Eδ = (1, . . . , 1), the family {Th} is quasiuniform.
3.2. Argyris element
The Argyris element is a triple (K , PK ,ΣK ), where K is a triangle with vertices ai, 1 ≤ i ≤ 3, and mid-points of the sides
aij = (ai + aj)/2, 1 ≤ i < j ≤ 3, the space PK is the space of polynomials of degree ≤5 defined on K , and the set of the 21
degrees of freedomΣK can be chosen in the form
ΣK = {p→ ∂ζp(ai), 1 ≤ i ≤ 3, |ζ | ≤ 2, p→ ∂νp(aij), 1 ≤ i < j ≤ 3 : p ∈ PK },
where ν is the outward normal [14].
Let qζi , 1 ≤ i ≤ 3, |ζ | ≤ 2, qij, 1 ≤ i < j ≤ 3 denote the basis functions of the Argyris triangle associatedwith the degrees
of freedomΣK . We denote byΠK the local PK -interpolation operator, defined for a sufficiently smooth function v : K → R
(so that the degrees of freedommake sense), as
ΠKv =
3∑
i=1
∑
|ζ |≤2
∂ζv(ai)q
ζ
i +
∑
1≤i<j≤3
∂νv(aij)qij.
The following theorem is a consequence of Theorem 6.1.1 in [14].
Theorem 3.1. There exists a constant C independent of K such that for any u ∈ Hk(K), 4 ≤ k ≤ 6,
‖u−ΠKu‖Hm(K) ≤ Chk−mK |u|Hk(K), 0 ≤ m ≤ 2,
for all finite elements K in a regular family of Argyris triangles.
Lemma 3.1. Let K be a triangle with vertices (0, 0), (h, 0), (0, h) and let β ≥ 1. Then, with ‖ · ‖V2β (K) defined by (2.4),
‖qζi ‖V2β (K) = Ch
β−1+|ζ |, |ζ | ≤ 2, 1 ≤ i ≤ 3,
‖qij‖V2β (K) = Ch
β , 1 ≤ i < j ≤ 3, (3.11)
where qζi , 1 ≤ i ≤ 3, |ζ | ≤ 2, qij, 1 ≤ i < j ≤ 3, are the Argyris basis functions defined on K .
Proof. The formulas of the basis functions are available in [2] and (3.11) can be verified directly using a symbolic
computation software such asMaple. 
Given a triangulation Th of a polygonal domain Ω¯ , we use the Argyris elements to define Xh = {u ∈ H2(Ω) :
u|K ∈ P5(K)}, which will be the space of C1 continuous piecewise polynomials of degree ≤5 on Ω . We also define
X0h = {vh ∈ Xh : vh|∂Ω = 0}.
Lemma 3.2. X0h is a conforming finite element space of V˚ 2β (Ω) for β ≥ 1, i.e., X0h ⊂ V˚ 2β (Ω).
Proof. It is shown in [14] that X0h ⊂ H2(Ω) ∩ H10 (Ω) and, by Lemma 2.3, H2(Ω) ∩ H10 (Ω) ⊂ V˚ 2β (Ω) for β ≥ 1. 
We now define the interpolation operatorsΠh andΠ ′h. We set, for u ∈ H4(Ω) ∩ H10 (Ω),
Πhu|K = ΠKu for any K ⊂ Th,
which ensures Πhu ∈ X0h. Note that the global Argyris interpolation operator Πh can only be applied to H4 functions. In
contrast to the H4(Ω) requirement above, the operatorΠ ′h will be applicable to functions with corner singularities. For this,
we need a new local interpolation operatorΠ ′K defined on triangles K which have a vertex a1 at one of the corners xi of the
domain:
Π ′Kv =
3∑
i=2
∑
|ζ |≤2
∂ζv(ai)q
ζ
i +
∑
1≤i<j≤3
∂νv(aij)qij.
Note thatΠ ′K is obtained fromΠK by setting the degrees of freedom at a1 (the point of possible singularity) equal to zero.
Let K ⊂ Th. We define, for any u of the form (2.2)–(2.3),
Π ′hu|K =
{
Π ′Ku for K ⊂ ∪di=1Ωi,
ΠKu otherwise.
Then it can be verified thatΠ ′huwill be again in X0h.
3.3. Interpolation error for smooth functions
In this section we estimate the interpolation error for functions u ∈ Hk(Ω) ∩ H10 (Ω), 4 ≤ k ≤ 6.
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Theorem 3.2. Let {Th} be a family of triangulations of type Eδ of Ω¯ . Then there exists a constant C independent of h such that
for any u ∈ Hk(Ω) ∩ H10 (Ω), 4 ≤ k ≤ 6, and β ≥ 1
‖u−Πhu‖V2β (Ω) ≤ Ch
k−2|u|Hk(Ω).
Proof. Using Lemma 2.3 and Theorem 3.1, we obtain
‖u−Πhu‖2V2β (Ω) ≤ C‖u−Πhu‖
2
H2(Ω) = C
∑
K⊂Ω
‖u−ΠKu‖2H2(K) ≤ C
∑
K⊂Ω
h2(k−2)K |u|2Hk(K).
The result follows by (3.10). 
3.4. Interpolation error for singular functions
As seen in Section 2.1, in a polygonal domain, the solution of (2.1) will have singular components in neighborhoods of
the corners, with the worst singularity occurring at the corner with the largest interior angle. In this section we will focus
on estimating the interpolation error for the singular terms due to this corner.
Lemma 3.3. Let K be a triangle with vertices ai, 1 ≤ i ≤ 3, h = diam(K), and let (r, θ) be the local polar coordinates at vertex
a1. Then, for u(r, θ) = rµϕ(θ), with ϕ an analytic function in θ , we have
|∂ζu(ai)| ≤ Chµ−|ζ |, 0 ≤ |ζ | ≤ 2, i = 2, 3, (3.12)
Proof. We have
ux1 = ur cos θ −
1
r
uθ sin θ,
ux2 = ur sin θ +
1
r
uθ cos θ,
ux1x1 = urr cos2 θ −
1
r
urθ sin 2θ + 1r2 uθθ sin
2 θ − 1
r
ur cos2 θ + 1r2 uθ sin 2θ,
ux1x2 =
1
2
urr sin 2θ + 1r urθ cos 2θ −
1
2r2
uθθ sin 2θ − 12r ur sin 2θ −
1
r2
uθ cos 2θ,
ux2x2 = urr sin2 θ −
1
r
urθ sin 2θ + 1r2 uθθ cos
2 θ + 1
r
ur cos2 θ − 1r2 uθ sin 2θ,
which implies
∂ζu = rµ−|ζ |ψ(θ), 1 ≤ |ζ | ≤ 2.
Since r ≈ h at ai, i = 2, 3, and ψ is analytic on K , (3.12) follows easily. 
Theorem 3.3. Let {Th} be a family of triangulations of Ω¯ of type Eδ = (δ1, . . . , δd), and let u(r, θ) = η(r)rµϕ(θ), where (r, θ)
are the local polar coordinates at x1, µ ≥ α > 1/2, ϕ is analytic, and η ∈ C∞(Ω¯) with η ≡ 1 for r ≤ r1, η ≡ 0 for r ≥ 2r1,
r1 = 14 dist(x1, {x2, . . . , xd}). Then for any 1 ≤ β < 5− α, and 1 ≤ δ1 < 4β+α−1
‖u−Π ′hu‖V2β (Ω) ≤ Ch
δ1(β+α−1), (3.13)
where C is a constant independent of h.
Proof. We will estimate the interpolation error on each triangle in the mesh. We treat separately the case of elements in
the corner layerΩ1 and those inΩ \Ω1.
We start by estimating the interpolation error in the layer of trianglesΩ1. Let K ⊂ Ω1 and let a1 be the vertex of K which
is the corner ofΩ , i.e., a1 = x1. We have
‖u−Π ′hu‖V2β (Ω,K) = ‖u−Π
′
Ku‖V2β (Ω,K) ≤ ‖u‖V2β (Ω,K) + ‖Π
′
Ku‖V2β (Ω,K)
≤ ‖u‖V2β (Ω,K) +
∥∥∥∥∥ 3∑
i=2
∑
|ζ |≤2
∂ζu(ai)q
ζ
i +
∑
1≤i<j≤3
∂νu(aij)qij
∥∥∥∥∥
V2β (Ω,K)
≤ ‖u‖V2β (Ω,K) +
3∑
i=2
∑
|ζ |≤2
|∂uζ (ai)| ‖qζi ‖V2β (Ω,K) +
∑
1≤i<j≤3
|∂νu(aij)| ‖qij‖V2β (Ω,K).
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It can be easily verified that
‖u‖V2β (Ω,K) ≤ C0h
β+µ−1
K .
Using this together with Lemmas 3.1 and 3.3 gives
‖u−Π ′Ku‖V2β (Ω,K) ≤ C0h
β+µ−1
K + C1
3∑
i=2
∑
|ζ |≤2
hµ−|ζ |K h
β−1+|ζ |
K + C2
∑
1≤i<j≤3
hµ−1K h
β
K ≤ Chβ+µ−1K = Chδ1(β+µ−1), (3.14)
where we have also used hK ≈ hδ1 for K ⊂ Ω1. For h < 1 this implies
‖u−Π ′hu‖V2β (Ω,K) = ‖u−Π
′
Ku‖V2β (Ω,K) ≤ Ch
δ1(β+α−1), (3.15)
since µ ≥ α. Since the triangulation is shape-regular, the number of triangles inΩ1 is bounded by a constant independent
of h, thus summing over the triangles inΩ1 we get
‖u−Π ′hu‖V2β (Ω,Ω1) = O
(
hδ1(β+α−1)
)
. (3.16)
Next, we estimate the interpolation error on triangles K outside layerΩ1. Let K ⊂ Ω \ Ω1 and ρK = dist(K , x1) > 2r1. In
that case, u = Π ′hu = 0 on K , so the analog of (3.15) holds trivially. Next, let ρK ≤ 2r1. Then we have
‖u−Π ′hu‖2V2β (Ω,K) =
∫
K
r2β |∇∇(u−ΠKu)|2 dx+
∫
K
r2(β−1) |∇(u−ΠKu)|2 dx+
∫
K
r2(β−2)|u−ΠKu|2dx. (3.17)
We will estimate each of the terms in (3.17). We have∫
K
r2β |∇∇(u−ΠKu)|2 dx ≈ ρ2βK
∫
K
|∇∇(u−ΠKu)|2 dx ≤ ρ2βK ‖u−ΠKu‖2H2(K) ≤ Cρ2βK h8K |u|2H6(K), (3.18)
where we have used Theorem 3.1 since u is smooth in K . Also,
|u|2H6(K) ≤ ‖u‖2H6(K) ≤ C‖rµ‖2H6(K) ≤ C
6∑
i=0
∫
K
r2(µ−i)dx ≤ C
6∑
i=0
ρ
2(µ−i)
K h
2
K . (3.19)
Since ρK ≤ diam(Ω), we have
(
ρK
diam(Ω)
)µ−6 ≥ ( ρKdiam(Ω))µ−i, 0 ≤ i ≤ 5, thus ρµ−iK ≤ C(Ω)ρµ−6K , 0 ≤ i ≤ 5, and the
estimate (3.19) becomes
|u|2H6(K) ≤ Ch2Kρ2µ−12K .
Using this in (3.18), we obtain∫
K
r2β |∇∇(u−ΠKu)|2 dx ≤ Ch10K ρ2β+2µ−12K .
Similarly, we have∫
K
r2(β−1) |∇(u−ΠKu)|2 dx ≤ Ch12K ρ2β+2µ−14K ,∫
K
r2(β−2)|u−ΠKu|2dx ≤ Ch14K ρ2β+2µ−16K .
Recall that since K ⊂ Ω \Ω1 with ρK ≤ 2r1, we have hK ≤ Chργ1K , with γ1 = 1− 1/δ1. Let h1 = minK⊂Ω1 hK . Then, we have
I =
∑
K⊂Ω\Ω1
∫
K
r2β |∇∇(u−ΠKu)|2dx
≤
∑
K⊂Ω\Ω1
Ch10K ρ
2β+2µ−12
K ≤
∑
K⊂Ω\Ω1
Ch8K (ρ
2β+2µ−12
K h
2
K )
≤
∑
K⊂Ω\Ω1
C(hργ1K )
8(ρ
2β+2µ−12
K h
2
K ) ≤
∑
K⊂Ω\Ω1
Ch8(ρ8γ1+2β+2µ−12K h
2
K )
≈ Ch8
∑
K⊂Ω\Ω1
∫
K
r8γ1+2β+2µ−12dx
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≤ Ch8
∫ ω1
0
∫ c
h1
r8γ1+2β+2µ−12rdrdθ
= Ch8
∫ ω1
0
∫ c
h1
(r2µ−2α)r8γ1+2β+2α−12rdrdθ
≤ C1h8
∫ ω1
0
∫ c
h1
r8γ1+2β+2α−12rdrdθ ≤ C1h8h8γ1+2β+2α−101 ,
where we have used the fact that r is bounded onΩ \Ω1, µ ≥ α, and 8γ1 + 2β + 2α − 10 < 0 for δ1 < 4/(β + α − 1).
Using h1 = hδ1 and γ1 = 1− 1δ1 , the previous estimate becomes
I ≤ C1h8+δ1(8γ1+2β+2α−10) = C1h2δ1(β+α−1).
Similar estimates hold for
∑
K⊂Ω\Ω1
∫
K r
2(β−1)|∇(u−ΠKu)|2dx and∑K⊂Ω\Ω1 ∫K r2(β−2)|u−ΠKu|2dx, therefore
‖u‖V2β (Ω,Ω\Ω1) = O
(
hδ1(β+α−1)
)
. (3.20)
Combining this with (3.16), we obtain
‖u−Π ′hu‖V2β (Ω) ≤ Ch
δ1(β+α−1). 
Remark 3.2. It can be verified that a similar result holds for u(r, θ) = η(r)rµ ln rϕ(θ), µ ≥ α. Since we have assumed
ω1 > pi , the dominant singularity will be of the form (2.3a) rather than (2.3b). Hence, for any singular component of the
form (2.3b), i.e. u(r, θ) = η(r)rµ ln rϕ(θ), we will have µ > α = pi/ω1. For such component, it can be easily verified that
the estimate (3.13) will again hold. (We remark, in addition, that for µ = α, (3.13) will hold with an additional | ln h| term
in the upper bound).
Remark 3.3. The other vertices of the polygon yield weaker singularities which can be treated in a similar way. Let us note
that for a corner xi with β ≥ 5 − αi, the upper bound on the grading parameter δi in Theorem 3.3 no longer makes sense
(since it is ≤1). For these αi, it can be shown that with δi = 1 one obtains ‖u − Π ′hu‖V2
β(Ω)
= O(hβ+αi−1) which is optimal
for β ≥ 1.
3.5. Finite element error
Theorem 3.4. Let {Th} be a family of triangulations of Ω¯ of type Eδ with 1 ≤ δi < 4β+αi−1 , i = 1, . . . , d (δi = 1 if 4β+αi−1 ≤ 1),
where 1 ≤ β < 1+ α. Then there exists a constant C independent of h such that
‖u− uh‖V2β (Ω) ≤ Ch
min{k−2,q}, q = min
1≤i≤d δi(β + αi − 1), (3.21)
for any f ∈ Hk−2, 4 ≤ k ≤ 6, where u and uh are the solutions of (2.7) and (3.8) respectively.
Proof. We estimate the terms in (3.9), where usmooth ∈ Hk(Ω) and using = ∑di=1∑j u(i)j χi, with u(i)j as in (2.3). Using
Theorem 3.3, we get
‖using −Π ′husing‖V2β (Ω) ≤
d∑
i=1
∑
j
‖u(i)j χi −Π ′h(u(i)j χi)‖V2β (Ω) ≤
d∑
i=1
Cihδi(β+αi−1).
From Theorem 3.2,
‖usmooth −Πhusmooth‖V2β (Ω) ≤ C0h
k−2,
which combined with the previous estimates yields (3.21). 
Remark 3.4. While (by Theorem 2.2 and Lemma 3.2) the discrete variational problem (3.8) is well-posed for a range of
values of β , i.e., 1 ≤ β < 1 + α, the value β = 1 has several practical advantages and it is the value that we use in the
numerical simulations presented in Section 4. First, due to the relationship between the V 21 -norm and the H
1-seminorm:
| · |H1(Ω) ≤ ‖ · ‖V21 (Ω), the estimates in the weighted norm transfer to the H1 norm. Secondly, by using the value β = 1 in
numerical computations the elements of the stiffnessmatrix become integrals of polynomials andmay be evaluated exactly.
We can take values of β > 1 if we want a higher order of convergence in the weighted norm — however, we can no longer
guarantee these estimates for the H1 norm.
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Fig. 1. The L-shaped domain.
Table 1
Errors: Quasiuniform mesh.
h ‖u− uh‖L∞ ‖u− uh‖H1 ‖u− uh‖V21
1/8 1.971099e−01 3.863963e−01 8.896923e−01
1/16 1.259240e−01 2.471421e−01 5.768890e−01
1/32 7.984653e−02 1.572064e−01 3.704272e−01
1/64 5.045257e−02 9.906064e−02 2.361241e−01
Corollary 3.1. Let {Th} be a family of triangulations of Ω¯ of type Eδ with 1 ≤ δi < max{1, 4αi }, i = 1, . . . , d
(
δi = 1 if 4αi < 1
)
.
Then there exists a constant C independent of h such that
‖u− uh‖V21 (Ω) ≤ Ch
min{k−2,q}, q = min
1≤i≤d δiαi, (3.22)
for any f ∈ Hk−2, 4 ≤ k ≤ 6, where u and uh are the solutions of (2.7) and (3.8) respectively.
Remark 3.5. Note that for f smooth enough, by choosing the maximum value for the grading parameters δi, 1 ≤ i ≤ d,
estimate (3.22) gives us (for any ε > 0)
‖u− uh‖V21 (Ω) ≤ Ch
4−ε, ‖u− uh‖H1(Ω) ≤ Ch4−ε.
Since we are using an H2 formulation with degree 5 polynomials, this is the best theoretical rate we can expect (up to
arbitrary ε > 0).
Remark 3.6. For δi = 1, 1 ≤ i ≤ d, i.e. a quasiuniform family of meshes, we get
‖u− uh‖V21 (Ω) ≤ Ch
α, ‖u− uh‖H1(Ω) ≤ Chα,
which is the same rate as in the traditional H1 formulation.
4. Numerical experiments
Consider the problem (2.1) on the L-shaped domainΩ = (−1, 1)2 \ [0, 1] × [−1, 0] shown in Fig. 1. We choose
f = −4
3
r2/3
(
r2(4− cos 4θ) sin 2
3
θ + r2 sin 4θ cos 2
3
θ − 10 sin 2
3
θ
)
, (4.23)
which corresponds to the exact solution
u = 2(1− x21)(1− x22)r2/3 sin
2
3
θ. (4.24)
Here (r, θ) are the polar coordinates associated with the Cartesian coordinates (x1, x2). We see, therefore, that the exact
solution consists of a single singular function which behaves like rα , with α = 2/3, near the origin.
4.1. Quasiuniform meshes
In this section we summarize the numerical results obtained using quasiuniform meshes and β = 1. In Table 1 we list
the errors in various norms and in Table 2 the experimental convergence rate. In Fig. 2 we plot the errors as functions of
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Table 2
Convergence rates: Quasiuniform mesh.
h log2
‖u−uh‖L∞
‖u−uh/2‖L∞ log2
‖u−uh‖H1
‖u−uh/2‖H1
log2
‖u−uh‖V21
‖u−uh/2‖V21
1/16 0.6464 0.6447 0.6251
1/32 0.6573 0.6527 0.6391
1/64 0.6623 0.6583 0.6496
Fig. 2. Convergence rates: Quasiuniform mesh.
(a) Quasiuniform mesh: δ = 1. (b) Radical mesh: δ = 2.
Fig. 3. Radical meshes with h = 1/4.
h in a loglog plot. The experimental convergence rate, in H1 norm, is approximately 2/3 which is consistent with the
convergence rate of O(hα), α = 2/3, predicted by Corollary 3.1 (Remark 3.6). Moreover, we find the same rate is observed
in the V 21 norm, as also predicted by Corollary 3.1.
4.2. Radical meshes
Wenow present numerical results obtained using gradedmeshes. Since the solution of our test problem has a singularity
only at the corner (0, 0), we grade themesh only at that corner. In the notation of Section 3.1, we let Eδ = (δ, 1, 1, 1, 1, 1) and
use a radical mesh with power δ with respect to the reentrant corner. To generate the mesh we use the method described
in [21]. Fig. 3(b) illustrates the meshing of the domain with Eδ = (2, 1, 1, 1, 1, 1), h = 1/4. For comparison we show in
Fig. 3(a) a quasiuniform mesh of mesh size h = 1/4. Let us remark that for practical problems, the radical mesh refinement
shown would only be carried out locally in the vicinity of corners.
As shown in Section 3.5, we expect
‖u− uh‖V21 (Ω) = O
(
h
2
3 δ
)
.
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Table 3
Errors: Radical mesh, δ = 3.
h ‖u− uh‖L∞ ‖u− uh‖H1 ‖u− uh‖V21
1/8 1.232961e−02 2.758312e−02 6.814436e−02
1/16 3.083882e−03 6.907536e−03 1.709652e−02
1/32 7.710008e−04 1.727198e−03 4.275973e−03
1/64 1.927508e−04 4.318093e−04 1.069047e−03
Table 4
Errors: Radical mesh, δ = 4.5.
h ‖u− uh‖L∞ ‖u− uh‖H1 ‖u− uh‖V21
1/8 6.147282e−03 1.402917e−02 3.958289e−02
1/16 7.713058e−04 1.765369e−03 5.183194e−03
1/32 9.641922e−05 2.207031e−04 6.562081e−04
1/64 1.205262e−05 2.759403e−05 8.231771e−05
Table 5
Errors: Radical mesh, δ = 6.
h ‖u− uh‖L∞ ‖u− uh‖H1 ‖u− uh‖V21
1/8 1.042903e−02 2.480339e−02 7.415254e−02
1/16 7.010578e−04 1.704769e−03 6.410035e−03
1/32 4.384548e−05 1.067936e−04 5.021341e−04
1/64 2.740699e−06 6.838039e−06 3.744369e−05
Table 6
Convergence rates: Radical mesh, δ = 3.
h log2
‖u−uh‖L∞
‖u−uh/2‖L∞ log2
‖u−uh‖H1
‖u−uh/2‖H1
log2
‖u−uh‖V21
‖u−uh/2‖V21
1/16 1.9993 1.9975 1.9949
1/32 1.9999 1.9997 1.9994
1/64 2.0000 2.0000 1.9999
Table 7
Convergence rates: Radical mesh, δ = 4.5.
h log2
‖u−uh‖L∞
‖u−uh/2‖L∞ log2
‖u−uh‖H1
‖u−uh/2‖H1
log2
‖u−uh‖V21
‖u−uh/2‖V21
1/16 2.9946 2.9904 2.9330
1/32 2.9999 2.9998 2.9816
1/64 3.0000 2.9997 2.9949
Table 8
Convergence rates: Radical mesh, δ = 6.
h log2
‖u−uh‖L∞
‖u−uh/2‖L∞ log2
‖u−uh‖H1
‖u−uh/2‖H1
log2
‖u−uh‖V21
‖u−uh/2‖V21
1/16 3.8949 3.8629 3.5321
1/32 3.9991 3.9967 3.6742
1/64 3.9998 3.9651 3.7453
In Tables 3–5 we summarize the errors in various norms. Tables 6–8 contain the experimental convergence rates obtained
for δ = 3, δ = 9/2, and δ = 6. In Figs. 4–6 we plot the errors as functions of h in a loglog plot. The observed convergence
rates are consistent with the ones predicted by our estimate.
Remark 4.1. The weighted Sobolev space setting and Argyris elements analyzed here for the elliptic problem have
been applied successfully in [2,3] to approximate the time-dependent Navier–Stokes equations over non-convex
domains.
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Fig. 4. Convergence rates: Radical mesh, δ = 3.
Fig. 5. Convergence rates: Radical mesh, δ = 4.5.
Fig. 6. Convergence rates: Radical mesh, δ = 6.
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