Abstract. We present a specialized compressor designed for efficient data storage of FASTQ files produced by high-throughput DNA sequencers. Since the method has been optimized for compression quality, it is especially suitable for long-term storage and for genome research centers processing huge amount of data (counted in petabytes). The proposed compressor uses high-order statistical models for range encoding, similar to Markov models, but the whole input is considered in building a symbol context. Compression of DNA reads is performed according to LZ-style with the use of the 5-7th order model, while nucleotides' scores are encoded with the 3rd order model. Mathematics Subject Classification. 68P20, 68P30, 68W32, 92D20.
expense of the compression time, or vice versa. Methods designed for long-term data storage can further optimize compression quality at cost of processing time, which is still cost efficient.
As DNA sequencing technology cost is getting lower, the amount of produced raw sequencing data is consequently growing. Nowadays, genome research centers are processing data counted in petabytes. Currently available assembly algorithms, which aim is to combine together high-throughput sequencing data in order to produce longer sequences (parts of a genome), often do not provide results of satisfying quality for data sets of a current size, or they may even be technically incapable to accept such sets at the input. Thus, it is a good idea to store raw sequencing data for further analysis with new, improved assembly software [7] . The available hardware infrastructure that stores such data is shrinking so fast, that there is a great need to develop high-quality compression algorithms that will allow to reduce significantly the dynamics of this process.
FASTQ format for storing sequencing information is commonly accepted and utilized by biological and bioinformatics communities. It is a standard for, among others, Illumina DNA sequencers. Nowadays, most of popular data warehouses that store DNA sequencing data use gzip compression format (e.g. ENA at the European Bioinformatics Institute [4] , DDBJ [20] , or 1000 Genomes [1] ). Files compressed in this format are usually much larger than the ones compressed by a specialized software. Our aim is to provide a specialized algorithm that outperforms currently available programs in compression ratio, thus allows for significant reduction of data storage costs.
We present a new lossless compressor designed for long-term data storage of files in FASTQ format. Our method is optimized to provide the best compression quality. Its processing time actually cannot be satisfactory in comparison with others, but it pays off in long term data storage (as shown in Sect. 5). Moreover, the optimization of processing time is the subject of our ongoing research on deep parallelization of the algorithm. We compare our algorithm with the currently available software specialized for lossless compression of FASTQ files: DSRC [6, 15] , Quip [12] and SCALCE [8] , and with general-purpose compressors, namely 7-zip, bzip2 and gzip.
The organization of the paper is as follows. In the next section the FASTQ format is described. The proposed algorithm is presented in Section 3. Computational tests are summarized in Section 4, while Section 5 contains analysis of storage costs estimated on the basis of these tests. Concluding remarks and the outline of future work are presented in Section 6.
General concept behind compression of sequencing data
FASTQ is a file format commonly used for storing data produced by high-throughput DNA sequencers. A file holds a set of records, one for each DNA sequence (called a read). Every record is composed of the following components [5] :
• sequence identifier -character '@' followed by unique sequence identifier and optional description, • sequence of nucleotides -for DNA it is a sequence of characters ACGTN or acgtn (N stands for an unknown nucleotide); it can be written in a single or multiple lines, • quality score tag -character '+', which can be optionally followed by a repeated sequence identifier, • quality score -ASCII-encoded quality values obtained for every nucleotide of the sequence (encoding standard depends on a sequencing technology used); this can also be written in multiple lines.
According to Illumina's sequencing software documentation [10, 11] all the aforementioned components are single lines (thus, a record always takes four lines) and the sequence identifier line consists of: Each of the components contains data of different characteristic, including different alphabets. Therefore, a natural concept is to compress each of them separately. Even a simple operation of writing each component to a different file skipping new line characters (but including separators) and then compressing them using a general-purpose data compressor, leads to the reduction of output size as shown in Table 1 .
New compressors dedicated for DNA sequencing data (e.g. DSRC [6, 15] , Quip [12] , SCALCE [8] ) exploit distinct algorithms for different components. This leads to further improvements in comparison to the simple transformation presented above.
The algorithm
There are two main approaches to data compression: statistical and dictionary ones. The goal of statistical methods is to assign possibly shortest codewords to most frequent symbols observed at the input data stream. The symbol frequencies are used to build a statistical model, which is next encoded with variable size codes (i.e. Huffman codes [9] ) or arithmetic/range encoding. Both statistical model and encoding method affect the compression ratio. Dictionary compression allows for a further improvement of quality by replacing repeated substrings with dictionary tokens [17] . Depending on the implementation, a token can be a numerical index of a substring stored in the dictionary (see methods based on LZ78 algorithm [21, 24] ), information about an earlier substring occurrence (i.e. distance-length pair used in LZ77-based methods [23] ) or any other kind of data allowing decoder to identify a repeated substring. LZ78-based methods employ a specialized data structure (list, hash table, suffix tree) for the construction of the dictionary, which is also taken into consideration by a decoder. In LZ77 more sophisticated data structures for finding matching substrings are applied, but the decoder does not need to be aware of its details (since it gets the information on the distance in a stream).
In our work we apply high-order statistical models in conjunction with range encoding, this approach improves compression quality in comparison to the Huffman method [22] . The concept of statistical models is similar to Markov models [17] , except that the symbol context is constructed on the basis of the whole input data stream. We also take advantage of the dictionary approach and a sorting-based algorithm for finding repeated information together with LZ77-based token encoding. Data encoding for statistical models is done with the use of range encoder implementation based on a published code [14, 22] .
Our algorithm reads the whole input file three times. First, the preprocessing phase is performed for gathering basic information about the content of the file -recognizing alphabets and identifier patterns, storing records for finding LZ matches -that, among others, leads to saving space required by models. The second pass is for building optimal (static) statistical models based on global symbol frequencies. During the third reading the data encoding is performed on the basis of models constucted earlier (static models need to be stored within compressed data).
In the following subsections particular concepts integrated in the algorithm are described in details.
Sequence ID compression
As mentioned in Section 2, a sequence identifier line contains several fields and most of them are numerical. The order of those parts and their number depend on the machinery and software used to produce a FASTQ file. A natural concept would be to encode numerical fields as binary numbers (i.e. 32-bit integers). A further analysis shows that values of certain fields retain a particular pattern of modification. The read numbers (if included) and the pair of coordinates X,Y usually increase throughout all the file, where Y coordinate is reset to a lower value on every change of X.
Our algorithm parses every ID line and extracts a string pattern. Afterwards, the pattern consists of the same formatting characters as used in sprintf function of C programming language (with optional width specifiers). In practice, we usually get 1-4 patterns: from one pattern for not filtered single reads up to four different patterns in files containing paired-end reads with filtering information. For example, the identifier @ERR022075.1 EAS600 70:5:1:1158:949/1 is converted into @ERR%.6ld.%ld EAS%ld %ld:%ld:%ld:%ld:%ld/%ld. During the parsing procedure numerical field values are converted into binary numbers for further statistical compression with the 1st order statistical model. This is done by encoding a difference to the corresponding value from the preceding record. In most cases it allows us to obtain a significant gain in compression ratio. This method is able to compress the identifier part of a file to 2-4% of its original size. At the output, the identifiers are encoded as the pattern index and the number of numerical fields followed by field values. The decoder simply reads the information and performs fprintf function with field values as parameters.
Reads compression
For reads compression we apply a dictionary approach followed by statistical compression of the information about LZ matches and unmatched parts of reads. First, all reads and their reverse complementary equivalents are stored in memory (during the first reading of the input file) with additional information about corresponding record index. The reverse complements are two DNA strings, which can be mutually transformed by reading from the end and translating A to T (and vice versa) and C to G (and vice versa), for example AGGTAG and CTACCT. In fact, a read in a FASTQ file may represent its reverse complement as well, due to properties of the sequencing procedure used to produce the file. We included reverse complements in order to improve the results of the matching procedure. The routine creates pointer tables, one for every considered shift of input strings, which aim is to enable a fast comparison of their substrings. Entries in the tables point to the considered locations in the reads and their reverse complements, here the starting positions in strings belong to the interval 0; 14 with step 2. The pointers in each table are sorted to get the lexicographical order of the substrings.
Afterwards, a set of longest common substrings is identified, at most one element (match) for each input record. When no match is found at a given record index, a whole read is compressed with the use of the 5-7th order statistical model (called DNA model). Otherwise, a special character is encoded on the basis of the DNA model, followed by match information encoded with different models (0 and 1st order), which is then followed by remaining characters from the particular read (if any). The match information is represented by the following components: the length of the common substring, the coincidence of directions of its appearances, the offset in the earlier read, and the distance between the reads. For example, the read ACGTCGTTTGGCGCCCTTGGTCGATT with the reverse complementary match of length 20 starting at the 3rd nucleotide will be encoded as AC 0,1,20,4,15342 GATT using a statistical encoder, where:
• '0' is a special character for indicating the match description, • '1' means the match is found with a reverse complementary read ('0' otherwise), • '20' stands for the length of the common substring, • '4' represents the starting position (offset) in the earlier matched read, • '15342' is the difference between indices of the current and matched reads (distance).
Since there is at most one match per record, the compression quality is improved when the distance is encoded as shown above, instead of encoding huge distances in bytes in a raw sequencing file.
The encoding stage is performed during the last reading iteration of the input file. The algorithm reads DNA sequences nucleotide by nucleotide and compresses every non-matched nucleotide with the DNA model. If a match is encountered, a series of additional models is being engaged. The special symbol '0' is still encoded with the DNA model. Every next field needs a separate model (see Fig. 1 ). The last field -the distance from the reference read -is encoded even with four independent models (dist1-dist4), one for each byte representing its value.
Score compression
The values representing quality scores also possess some properties, which, when rightly exploited, lead to improving compression quality. Actually, the quality score at ith position is usually close to value at position i − 1 [13] . This observation is, among others, applied in Quip [12] , where the differences between neighboring scores are encoded. We exploit this property by the use of the 3rd order statistical model for direct values, where probability of ith score depends on three preceding values (at positions i − 1, i − 2 and i − 3) (see Fig. 2 ). This approach, realized by our implementation of the statistical models and the range encoder [22] , allowed us to improve the results in comparison to the approach of encoding differences. As nucleotide quality scores usually degrade with growing indexes, the context of the statistical model is reset at the beginning of each line. This concept ensures that the probability of a value at the first position in a line is independent of values at the end of the preceding line.
Results
The proposed algorithm, FastQComp, was encoded in the standard C++ programming language (C++11) and compiled by GCC-4.9.2. Moreover, the source code management system Git was used to support non-linear team workflow.
In order to validate quality and time efficiency of our solution, we performed a computational experiment using publicly available files coming from six sequencing experiments as shown in Tables 2 and 3. Table 2 contains our basic dataset, while Table 3 presents an extension of the dataset where larger FASTQ files originated from other species are considered. The latter files were used in additional tests with specialized compressors only. FastQComp was compared to other specialized FASTQ compressors: Quip [12] , SCALCE [8] , and the latest version of DSRC [15] . All programs were executed in the following modes for best possible quality of lossless compression:
It should be mentioned, that SCALCE does not offer quite lossless compression, because it discards additional information from identifier lines (a part after the gap) and does not preserve the original order of input recordsthe records are reordered to improve the compression ratio. Nevertheless, it is present here, because the remaining information is strictly encoded and the program is very efficient. In the comparison, general-purpose compressing tools have been also involved, since they are commonly used in practice by biologists and bioinformaticians. We considered the following tools: gzip v. 1.3.12, bzip2 v. 1.0.5, and 7-zip (64) v. 9.20, that were also executed with parameters allowing for best possible compression ratio.
The tests were performed on Linux server with Intel Xeon X5670 CPU @2.93 GHz and 42 GB RAM.
The results of the comparison are presented in the following tables. Table 4 contains the values of compression ratio obtained for dataset A, where the overall ratio is calculated as the sum of the sizes of all compressed files divided by the sum of the sizes of all raw files. Processing time, counted as the wall time elapsed during computations, is shown in Tables 5 and 6 . FastQComp provides the best compression ratio for six greatest files, for two smallest ones Quip achieved slightly better outcomes. The latter files appeared to be less compressible regardless of a program used. The overall compression ratio falls below 14% for FastQComp only and it is over 1% higher compression quality than the one of SCALCE. Let us recall, that SCALCE does not offer a "truly" lossless compression and that favorizes it in terms of the output size. In practice, the results mean that using FastQComp to store this small set of FASTQ files leads to saving 0.5 GB of disk space in comparison to SCALCE and 0.8 GB comparing to Quip. In comparison to bzip2 and gzip, it is 5.2 and 7.6 GB of saved space for the considered files, respectively. The compression time of our algorithm is significantly higher than the time needed by other FASTQ compressors, but comparable to processing times of the general-purpose ones. As one can see, the programs coped differently with particular files. Files 1-4 appeared to be much easier (in terms of time) for Quip than files 5-8, and the other way round for gzip. Although the average time obtained for gzip is lower than for FastQComp, the latter program processed files 1-2 faster. The results of decompression shown in Table 6 complete the comparison.
Considering decompression time, gzip worked most efficiently, but DSRC definitely wins the comparison of the total processing time. The difference between FastQComp and other specialized compressors, especially Quip, is now much more acceptable than the corresponding difference of compression times. Summing up the average compression and decompression times, FastQComp worked about three times longer than Quip. However, FastQComp is still cost-effective in terms of a long-term data storage, to which purpose it was designed. This aspect is discussed in Section 5.
Additional tests were performed for specialized compressors only, because the general-purpose ones proved to be far behind them (concerning compression ratio). Larger FASTQ files originated from other species (Tab. 3) were used in these tests, and the resulting compression ratio is presented in Table 7 .
The ranking of the programs driven by the overall compression ratio is preserved with reference to the results shown in Table 4 . Particular files differ in the content and, as a result, in the ratio, but for every file the ranking of the programs stays the same.
Simulation of costs of long-term data storage
Let us assume power cost at $0.2 per KWh, power consumption equal to 1000 W (which is far from the real consumption, especially for server systems) and storage cost at $0.125 for 1 GB per month (according to [16] ). The resulting cost simulation is presented in Tables 8 and 9 . Power consumption during compression is taken into account and added to the cost of the first year of storage.
With only a few files gathered in the considered dataset, the savings are not so impressive, but when we consider a 5000 times larger database of an estimated overall size 240 TB, they become the real issue.
Conclusions
The usage of data storage space is a very important measure when it comes to long-term storage of data from high-throughput DNA sequencing experiments. We have shown that it is profitable to minimize the compression ratio even at the cost of much longer processing, which is performed once for a FASTQ file. Our algorithm, FastQComp, achieved better compression ratio than other compressors specialized for FASTQ files: DSRC, Quip and SCALCE. Our further studies are focused on a deep parallelization of the algorithm, including GPGPU Table 9 . Simulation of costs of 10 years storage of FASTQ files. The basic dataset is composed of files specified in Table 2 (dataset A). The overpayment in the last column is related to FastQComp. processing, in order to reduce the processing time in a significant way. We will refer to some of our ideas of dictionary construction on CUDA from [3] . The time optimization of the algorithm can be driven by nature of the data being processed. For every data type, namely the sequence identifier, the sequence itself and the quality score line, a separated thread can be used. This approach is very intuitive, but does not ensure a uniform load balancing. Actually, the sizes of a sequence and its score line are equal, but much greater than the identifier's length. This brings the expected speedup close to 2, even for three threads, regardless of a computing environment. Thus, we are currently working on the optimization driven by available resources of a computing environment: the number of cores, amount of RAM, etc. To fully exploit a multicore infrastructure, we will create a pool of processing threads, where every thread will process a particular set of reads (a block). The number of threads will depend on the number of cores and the block size will depend on the currently available RAM. All lines describing a particular read, in the appropriate order, will be assigned to the same thread. We plan two additional specialized threads for reading and splitting the input file into blocks, and for storing compressed blocks in the output file, respectively.
Solutions implemented in FastQComp can be applied not only on the ground of pure compression, but also in the process of DNA sequencing or resequencing, which could gain advantage from the direct usage of compressed data [2, 19] . Nowadays, one of the main challenges in bioinformatics is an efficient processing of huge data volumes produced by biotechnological instruments. The information volume often exceeds the abilities of bioinformatics software. The possibility of direct access to compressed files or the usage of packed data structures is a way to tackle the problem and another subject of our studies.
