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1. INTRODUCTION 
The paper deals with continuous dependence of solutions ofequations 
on parameters. The objects of investigation are theorems that give sufficient 
conditions for this continuous dependence. The approach is abstract and 
adaptable to a large class of differential and integral equations as well as 
to operator and functional equations. After specifying a criterion to compare 
the effectiveness of two theorems, we prove the existence ofa best result. 
We show that a best result gives, in a certain sense, necessary conditions 
for the continuous dependence. The last section is devoted to an application 
to ordinary differential equations. 
Let us begin by referring toan ordinary differential equation * = f(t, x), 
where t is the time, x belongs to the n-dimensional euclidean space En, 
and R = dx/dt. For any element of a parameterized family fn(t, X) = 
f(t, x, X), let x(A) = x(t, h) be the solution to the equation k = f(t, X, h) 
with the initial condition x(&J = x0 . Suppose there xists a unique solution 
to this initial value problem. Since the remarks here serve only as motivation, 
the precise assumptions are not given. A complete discussion will be presented 
in Section 6. References will also be given. 
The classical result on continuous dependence can be briefly stated as 
follows: 
(1) If for every (t, CC) the function f(t, X, A) is continuous in X then 
x(t, A) is continuous inX, uniformly in t. 
An improved version appeared later. 
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(2) If for every x the expression Ji 1f(~, X, h) -f(7, X, ha)1 d7 is a 
continuous function fXat X, , then x(t, h) is continuous in Xat X, , uniformly 
in t E [a, b]. Here t, E[a, b]. 
Further attempts oimprove the results led to the following weaker 
conditions a da stronger result. 
(3) If for every x and for every t, the expression JiO f(~, X, h) 
dr is a continuous function fh, then x(t, A) is continuous in h, uniformly 
in t. 
The natural question now is whether the last result is the best one* 
Equivalently, do the conditions i  (3) form a set of necessary conditions? 
Although this is a natural question, it is almost meaningless in this context 
and there is no hope to obtain necessary conditions f a reasonable type. 
Indeed, the only values of fA which are relevant tothe fact hat x(t, h) is 
the solution, arethe values f (t, x(t, X), h), and no information s implied 
at points (t, y, A) if y # x(t, A). Yet sometimes (in particular, after failing 
to improve the result) one has the feeling that he result in(3) is the best 
result. Itis the purpose of this paper to formulate and explain in what 
sense (3) does give aset of necessary conditions. 
To this end, notice that he three results can be reformulated in the 
following way. A topological space R and a collection C of functionals 
which map f,, into R are given. Then the theorems say that if c(fA) is con- 
tinuous in X for every cE C, then x(t, X) is continuous in h. In case (1) the 
space R is E, and the functionals in C are the evaluations of fAat the points 
(t, x). In case (2) the topological space R is &[a, b] the integrable functions 
on the interval [a, b], and C consists of the mappings fA--f  (., X, h) this 
for every x. In case (3), R = E, and for every (t, X) there is the functional 
$, f (7, x, h) dT. There is .another common characteristic to the three results. 
Let h be a translation of En (i.e., h: En ---f E, is given by h(x) = x + y, 
when y is fixed). Then if c E C and if hc is defined by (h)(f) = c(f (t, Ax)) 
then also hc E C. As remarked arlier, theonly relevant values of fA are those 
at (t, x(t, A), h), but since we do not know x(t, h) a priori, our conditions 
for f(t, x, /\) will be given at every X. Thus the group of translations h a d
the fact hat C is closed under the mapping c+ hc, represent a certain 
lack of information. We claim that he result (3) is the best result among 
all the theorems that are formulated in the above functional form, and 
that have the same lack of information. This vaguely defined statement 
will be given acorrect mathematical formulation n the abstract development 
below. We shall discuss again the case of ordinary differential equations 
and prove the claims in the last section. For a different xplanation of the 
necessity n the ODE case see Remark 6.5. 
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2. ADMISSIBLE THEOREMS AND BEST RESULTS: DEFINITIONS 
Let F be a set, with elements denoted f, g. 
Let X be a topological space. 
Let s: F --t X be a given function. 
Let H be a collection of functions h:F + F which form a group with 
respect to composition ffunctions. 
Remark on the Interpretation. Motivated by the example in the introduc- 
tion, F represents the collection of functions f (t, x). The function s associates 
with each f E F the solution tothe differential equation. Here the letter s 
stands for “solution.” Thus X is the space of continuous functions. The 
group H represents he group of translations f E, . We shall use below 
functions p:/l -+ F where fl is a topological space. Here p will stand for 
“parameterization.” 
Remark on Notations. The inverse of a member h in the group H will 
be denoted k. The symbol ( )-I will be reserved for the inverse image of 
a set by a function, i.e., if m:A+B and B,CB then m-l(B,) ={aEA: 
m(a) EB}. The composition ftwo functions m,: A, -+ A, and m,: A, --f A, 
will be denoted m2 o m, . 
Remark on Conventions. If c is a function from F to a space R, and if 
h belongs to H, then we define hc: F -+ R by (he)(f) = c(hf). IfC is a 
collection of functions from F to R then HC = {hc: hE H, c E C}. Similarly, 
if c E C then Hc = {hc: hE H}. 
DEFINITION I. A pair (C, R) where R is a topological space and C 
is a collection of functions from F into R is called a criterion. It is called 
an H-admissible criterion and C is called an H-admissible set if HC = C. 
DEFINITION II. An H-admissible criterion (C, R) will be called an H- 
admissible theorem oncontinuous dependence on parameters o  briefly a theorem 
if whenever n is a topological space and p: /l -+ F a function, then c op 
is continuous at h, for every c E C implies that s 0 p is continuous at X, . 
The discussion i the introduction gives three examples of theorems. 
DEFINITION III. The theorem (C, R) is better than the theorem (C, , R,) 
if whenever /l is a topological space, p: d -+ F a function then: ci op is 
continuous at X, for every ci E C, implies that c 0 p is continuous ath, for 
every c E C. The theorem (C, R) is strictly better than (C, , R,) if (C, R) 
is better than (C, , R,) but (C, , RI) is not better than (C, R). 
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DEFINITION IV. The theorem (C, R) is a best result ifit is better than 
any other theorem. 
3. THE WEAK TOPOLOGIES INDUCED BY SETS OF FUNCTIONALS 
Remark on a Convention. If 0? and 93 are topologies forA and B, respec- 
tively, then “m: (A, a) -+ (B, a’) is continuous” means that he function 
m: A -+ B is continuous with respect tothe topologies a and 93. We shall 
write “m: (A, 02) + B is continuous” if the topology onB is clear from 
the context. Similarly, we write m: A -+ (B, SY) or m: A -+ B. 
Let C be a set of functions from F to the topological space R. The weak 
topoZogy induced SyC on F, denoted by Yo , is the smallest topology onF 
such that for every cE C the function c:(F, Yc) -+ R is continuous. (The 
definition s of course not new.) A base for this topology isgiven by the 
collection of the sets of the form fib, c;‘(Oi) where ci ,..., c, is a finite 
collection in C, and 0, ,..., 0, are open sets in R. 
LEMMA 3.1. Let C be an H-admissible setof functions from F to the 
topological sp ce R. For every Q in Yc and every h in H the set hQ = {hf: f E Q> 
is in Yc . 
Proof. Obviously it is enough to show that he conclusion holds for 
every Q in a base for Yc , for instance for every Q of the form fly=, cil(Oi). 
To this end 
hQ =WfEQl 
= {hf: cif EOi , for i= l,..., n} 
= (g: c,(hg) 15Oi , for i= I,..., n} 
= {g: (t&)(g) E Oi , for i= l,..., n} 
= fi (hci)-yoi), 
i=l 
and we have shown that hQ is also amember of the base. 
LEMMA 3.2. Let C be an H-admissible setof functions from F to the 
topological sp ce R, . Let d be a function from F to the topological sp ce R, 
and suppose that dis ~~&wztinuous at the point f of F. Then hd is Y&ontinuous 
at the point hf. 
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Proof. Let 0 be an open set in R, such that (hd)(hf) E 0. We have 
to show that (M-l(O) is a Yc-neighborhood fhf. Note that 
(hd)-l(0) = {g: hd(g) E 0) 
= {g: d(hg) E O} 
= {hg: d(g) E O} 
= lid-l(O). 
Since d(f) = (hd)(hf) belongs to 0 and since d is continuous atf it follows 
that d-l(O) contains an open neighborhood off. Lemma 3.1 implies that 
lid-l(O) contains an open neighborhood f hf. 
COROLLARY 3.3. Under the assumptions of Lemma 3.2, ;f d: (F, &) + R, 
is continuous then hd: (F, Fc) -+ R, is continuous. 
LEMMA 3.4. Let C and D be two collections of functions J;om F to the 
topological spaces R, and R, , respectively. Thenevery c E C is FD-continuous 
if and only if Fc C &, . 
Proof. The “if” part follows from the definition of continuity, and 
the “only if” part follows from the requirement that Yc is the smallest 
topology such that every c E C will be &-continuous. 
COROLLARY 3.5. Let (D, R,) be an H-admissible criterion andlet C be a 
collection of functions from F to the topological space R, . If for every c E C 
the function c: (F, TD) -+ R, is continuous then F,& C FD . 
This corollary follows from Corollary 3.3 and Lemma 3.4. 
THEOREM 3.6. There is a unique topology F* on F such that 
(i) s: (F, F*) -+ X is continuous, 
(ii) F* = Fc for a certain H-admissible criterion (C, R), and 
(iii) F* is the smallest topoZogy that satisfies (i)and (ii). 
Proof. Let R = X. Let C = Hs = {hs: hE H}. We shall prove that 
Y* = Yc is the desired topology. The topology fl= is larger than rt81 ,
therefore (i) holds. The topology Yc satisfies (ii) by definition. I  order 
to show (iii) let YD be a topology satisfying (i)and (ii). Then s: (F, Yn) -+ X 
is continuous. By Lemma 3.4 9jisl C YD . By Corollary 3.5 YH, C YD and 
(iii) holds. Finally (iii) mplies that Y* is unique. 
Remark 3.7. We proved that .Y* is unique. This does not mean, and 
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it is not true, that he H-admissible criterion that induces Y* (see (ii)) 
is unique. As a matter of fact we shall see below that he best results are 
exactly the pairs (C, R) such that r* = &. 
LEMMA 3.8. Let A be a topological space. Let C be a set of functions from F 
to the topological space R. Then p: A + (F, S$) is continuous atthe point 
X, if and only if c o p: A -+ R is continuous at h, for mery c E C. 
Proof. For every cE C the function c:(F, Yc) ---f R is continuous, and, 
in particular, continuous at p&). If p is 3&continuous at&, then the com- 
position c op is continuous ath, . This proves the “only if” part of the 
lemma. In order to prove the “if” part let Q be a set in the mentioned base 
for Yc, i.e., Q = fin 2 i c;‘(OJ where Oi are open sets in R, and such that 
Q is a neighborhood f p(X,). Then 
p-l(Q) = i f~-~(c,~(O,)) = fi (ci +$-l(o,). 
i=l i=l 
The continuity of ci o p for every i implies that (ci 0p)-‘(0,) is aneighborhood 
of X, , therefore p-l(Q) is a neighborhood f & . 
COROLLARY 3.9. Under the notations ofLemma 3.8, p: A --+ (F, Yc) is 
continuous if and only if c o p: A -+ R is continuous forevery c E C. 
4. ADMISSIBLE THEOREMS AND BEST RESULTS 
The purpose of this ection isto examine the relationship between 
admissible th orems (C, R) and the weak topologies Yf generated by them. 
Existence and characterization of a best result isa byproduct. 
Let Y* be the topology onF given by Theorem 3.6. We shall use the 
definitions thatare given in Section 2.
PROPOSITION 4.1. An H-admissible criterion (C, R) is a theorem if and 
only if 5$3 Y*. 
Proof. The “if” part. Suppose that A is a topological space and that 
p: A -+ F satisfies c o p:A -+ R is continuous at h, for every cE C. Lemma 3.8 
implies that p: A -+ (F, Yc) is continuous at &, . Since Y,c 1 Y* it follows 
thatp: A --+ (F, Y*) is continuous at A, . Since s: (F, Y*) + X is continuous, 
and, in particular, at p(b) it follows that sop is continuous atX, . This 
means that (C, R) is a theorem. 
The “only if” part. Let A be the set F with the topology Yc . Let p: A -+ F 
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be the identity. Obviously c0 p: A -+ R is continuous for every c E C. 
Since (C, R) is a theorem it follows that s = s 0 p: (F, Yc) ---f X is con- 
tinuous. Thus Yc fulfills (i)and (ii) in Theorem 3.6. Condition (iii) nthat 
theorem implies that To r) Y*. 
PROPOSITION 4.2. The theorem (C, R) is better than the theorem (D, RI) 
if and only if & C .Y’,‘, . It is trictly better if and only if 9” C & and Fc # YD . 
Proof. Suppose that Yc C YD . Let p: A + F be a function, where A 
is a topological space. Suppose d 0 p is continuous at A, for every d E D. 
Lemma 3.8 implies that p: A -+ (F, YD) is continuous atA,, .Since Y’c C YD 
it follows that p: A + (F, Yc) is continuous at A,. The other part of 
Lemma 3.8 implies that c o p is continuous at A, for every c E C and this 
shows that (C, R) is better than (D, RI). 
Suppose that (C, R) is better than (D, R,). Define A to be F with the 
topology YD and let p be the identity onF. Then for every d E D the function 
d op: A -+ R, is continuous. Therefore, for every c E C the function 
c = cop:(F,YJ + R is continuous. Lemma 3.4 implies that To C YD . 
In order to prove the second statement of the proposition notice that if 
Yc = Yi, then the first part of the proof shows that (D, R,) is also better 
than (C, R). If on the other hand rc C YD and Yc # Y’ we are able to 
show that (D, R,) is not better than (C, R). Let A be F with the topology 
& and let p be the identity onF. Then c 0 p is continuous for every c E C. 
If also d 0 p: (F, &) --+ R, is continuous for every d E D then Lemma 3.8 
will imply that p: (F, Yc) + (F, YD) is continuous, a contradiction. 
PROPOSITION 4.3. The theorem (C, R) is a best result ifand onZy ;f 
Fc = 9-*. 
Proof. Suppose Yc = Y *. Let (D, R,) be a theorem. Proposition 4.1 
implies Y* = &C 9-e . Therefore (Proposition 4.2) (C, R) is better than 
(D, R,) and since the latter was an arbitrary theorem it follows that (C, R) 
is a best result. 
If (C, R) is a theorem then 5” fulfills (i)and (ii) of Theorem 3.6. If, 
in addition, (C, R) is a best result then Yc is smaller than any YD which 
fulfills (i)and (ii). Therefore, by (iii) ofTheorem 3.6 rc = Y*. 
THEOREM 4.4. A best result exists. 
Proof. Let (C, R) be an H-admissible criterion such that Yc = Y*. 
Such a pair exists in view of Theorem 3.6. Proposition 4.1 implies that 
(C, R) is a theorem and Proposition 4.3 implies that it is a best result. 
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Remark. Note that he indefinite article “a”was used in the formulation 
of Theorem 4.4. Indeed, there might be more than one best result. See 
Remark 3.7. 
5. ONE GOOD PARAMETERIZATION IsENOUGH 
The discussion n this ection ismotivated bythe following situation. 
Suppose that (C, R) is an admissible criterion. Suppose that he topological 
space /la has the property hat whenever p: fl,, -+F is a parameterization 
such that c0 p is continuous for every cE C then s op is continuous. I  it 
true that (C, R) is a theorem? That is, does the implication h ld 
for every topological space (1 and a parameterization p ? A sort of affirmative 
answer to this question might be useful since sometimes itis quite asy 
to prove continuous dependence when A is E,, or even aconvergent sequence, 
and then, hopefully, we will have continuous dependence with respect 
to every topological space. Unfortunately, the general nswer is negative. 
Indeed, if fl is a discrete space then s op is automatically continuous, no 
matter what (C, R) is. The following theorem gives conditions u der which 
the implication holds. 
THEOREM 5.1. Suppose that (C, R) is an H-admissible criterion. Suppose 
that A is a topological space, and p: A -+ F is a function such that s 0 p is 
continuous. IfFc is the largest topology on F such that p: A -+ (F, rc) is 
continuous then (C, R) is a theorem. 
Proof. Since sop is continuous it follows byLemma 3.8 that p: A -+ 
(F, qisl) is continuous. Since Yo is the largest topology onF such that 
p is still continuous itfollows that Y&J C & . In view of Corollary 3.5 
we can conclude that FH, C& , but since the proof of Theorem 3.6 shows 
that rH, = Y*, Proposition 4.1implies that (C, R) is a theorem. 
6. AN APPLICATION TO ORDINARY DIFFERENTIAL EQUATIONS 
We shall apply the abstract results to a special case of ODE. The results 
will be presented for a global setting, but standard techniques (see for 
instance R id, [7]) show that hey are valid also locally. Thesection isin 
essence s lf-contained, a d inparticular, we shall give new proofs for the 
continuous dependence on parameters. References [l-3, 5, and 61 give 
sufficient conditions for the continuous dependence ina form similar to
(3) in the introduction. We shall prove that he conditions form a best 
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result, hence they are necessary conditions i  the meaning described above. 
We shaI1 use the results obtained inthe abstract setting ofSections 2-4. 
We hope that he abstract approach will clarify and explain the structure 
of the continuous dependence inthe ODE case. 
We shall give now the specific data F, X, s, and H, see Section 2.Let 
T = [a, b] be an interval. LetK(d) and M(t) be two integrable functions. 
Let (ts ,x0) be a point in T x E, . The norm of a vector x in E, will be 
denoted by 1 x j. 
Let F be the set of all functions f(t, x): T x E, -+ E, continuous in x 
and measurable in t such that for every tE T and x, y in E, 
(a) If& $11 d Wt), and 
(b) Iftt, 4 -f(t>r)l < IYCt) I x-Y I- 
Let X be the set of continuous En-valued functions on T, endowed with 
the sup norm, i.e., ifx = x(t) in X then 11 xI] = suptsT ] x(t)(. 
Let s: F -+ X be the function that associates to f tz F the unique solution 
x E X of the differential equations P?= f (t, x) with the initial condition 
x(t,) = xs . (We will see below that sis well defined.) 
Let H be the group of functions from F to itself determined by the transla- 
tions on E, , i.e., ifh: En -+ E, is given by h(x) = x + y, y fixed, then 
as a member of H the function h acts by hf (t, X) = f (t, hx). 
Notice that once the data F, X, s and H is specified, the definitions and 
results of Sections 2-4 can be applied. In particular, the topology r* given 
by Theorem 3.6 is uniquely determined. 
&n&z. The function s is well defined (i.e., for every fE F there is a 
unique solution, defined onall of [a, b], to the equation 5 = f (t, 3~) with 
x(to) = x,,). A proof can be found in Reid [7, p. 961. Anyway, an easy way 
to show this (compare 7,p. 56) is to endow X with the norm 
II xIL = sup I40 exp (- 1% K(T) dT I), 
which is equivalent to the sup norm. Define S: X -+ X by (Sx)(t) = 
xo + & f (7, ~(4) d7. Th en it is easy to verify that S is a contraction with 
respect to11 i/r , and thus the unique fixed point of S is the unique solution 
to the differential equ tion. 
THEOREM 6.1. Let C be the set of functionals from F to E,, given by 
f -+ &f (7, x) dr, for every (t, x) in T x E,, .Then (C, E,) is a theorem, 
and it is a best result. 
The proof will follow several lemmas. Only Corollary 6.3 will be used 
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in that part of the proof which shows that (C, E,) is a theorem, i.e., the part 
that shows that “c 0 p is continuous for every c” is a sufficient condition 
for the continuous dependence. As we mentioned before the “sufficient” 
part is not new. 
LEMMA 6.2. Let Y be a family of functions i  X such that for every (t, x) 
in T x E, there is a y = Y(T) in Y with y(t) = x. Suppose that with respect 
to a certain topology on F for every tin T and y in Y the functional c(f) =
J”iO f (T, Y(T)) dr is continuous. Then for every x in X the functional d(f) = 
St, f(7, X(T)) dTis also continuous. 
Proof. Our assumptions imply that for every t, , t, in T and every 
in Y the functional f -+s: f (7, y(7)) d 7 is continuous. Therefore, if z is a 
piecewise continuous function such that every “piece” is a restriction of a 
member in Y the functional f + JiO f(7, Z(T)) dris continuous. Since the 
union of the graphs of the members of Y is T x E, it follows that for 
every E> 0 we can find such a z (i.e., piecewise inY) and such that 
SUP, IX(T) - 441 < E. Condition (b) in the definition of F implies 
/ j-If (7, x(7)) dT- j-If (7, Z(T)) dT/ G e i: K(T) do. 
Therefore, forevery E> 0 we can e-approximate the functional d uniformly 
by a continuous functional. Therefore, d itself iscontinuous. 
COROLLARY 6.3. Under the notations f Theorem 6.1 for every x in X 
the functional d(f) = JiO f(7, x(7)) dr is yc-continuous. 
Proof. Apply Lemma 6.2 for Y being the collection of the constant 
functions. 
LEMMA 6.4. Let I: Em -+ E,, be a continuous function such that 
1 Z(y) - y 1 < M for every E E,, with M fixed. Then Z(E,,) = E,, (i.e., 
I is onto E,). 
Proof. Let a be in E,, .Let B be the closed ball with center a and radius 
M + 1. Define m: B -+ B by m(y) = a - Z(y) + y. The range of m is 
in B since 1Z(y) -y 1 < M. The function m is continuous, therefore it 
has a fixed point, say z. Then x = m(z) = a - Z(z) + z, which means that 
Z(z) = a. 
Remark. In the following proof we shall use the topological concept 
of a net (sometimes called a generalized s quence). A reference for nets 
and convergence is Kelley, [4]. 
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Proof of Theorem 6.1. Recall that C is the specific collection given in 
the statement ofthe theorem. We first how that (C, E,) is a theorem. 
Obviously itis an H-admissible criterion. It will be a theorem ifs: (F, Yc) -+ X 
will be continuous. Indeed, the continuity mplies that Yc r) Y* (Theorem 
3.6, (iii)) and Proposition 4.1implies that (C, E,) is a theorem. To this 
end let f,, be a net which converges tof with respect toYe . The net s(fn) 
is a net in a compact subset of X, namely the absolutely continuous f nctions 
whose derivative is dominated by~(~) and their value at to is x, . Therefore, 
if s(f,J does not converge tos(f) the net s(fJ has a subnet which converges 
to an element x = X(T) different from s(f). We shall find that his leads 
to a contradiction. Without loss of generality thesubnet is the net itself. 
Since s(fn) converges tox and since the following estimation h lds 
it follows that f:,fn(~, X(T)) d * and $,,fn(T, I) d7 = I - x, have 
the same limit, namely x(t) - x,, .Since fn converges tof in Yc and in 
view of Corollary 6.3 it follows that JiO fn(T, x(T)) do also converges to
liof(T, Z(T)) d7. Hence for every tthe following equality holds: 
f 
tf(T, X(T)) dT= x(t) - x0 f 
to 
But this means that xis the solution for ff = f(t, x), x(t,J = x0 , in contradic- 
tion to x # s(f). 
We shall now prove that (C, E,J is a best result. It is enough to show 
that every cE C is r*-continuous where Y* is given by Theorem 3.6. 
See Proposition 4.3and Lemma 3.4. The function s:(F, Y*) -+ X is con- 
tinuous (Theorem 3.6(i)). Therefore, thefunction f -+ JiOJ(r, s(f)(~)) do is 
continuous with respect tor*. We claim that d(f) = St, f(T, s(g)(T)) dT is 
continuous at the point g. Let g, be a net converging to . Then s(g,) con- 
verges to s(g). Therefore, & [gn(r, s(g,$T)) - g-(7, s(g)(T))] dT converges 
to zero. Since JiO g&T, ~(g~}(7)) d 
s:b &h, SWW) d 
7 converges toI it follows that 
T a so 1 converges tos(g)(t) and this proves our claim. Let 
g be fixed and let h in H be given by h(x) = x + y, when y is fixed. We
showed that d(f) = JiOj(~, S(hg)(T)) dT is continuous athg. In view of 
Lemma 3.2 the functional (hd)(f) = Sfgf(T, s(hg)(b) + y) dT is continuous 
at li(hg) = g. So far we know that for every h given by hx = x + y the 
functional f -+ jiof(T, s(hg)(~) i-y) d 7 is continuous atg. We claim that 
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the set of functions s(hg) + y for yE En satisfies th  assumptions f Lemma 
6.2. Indeed, the function y + s(hg) (when hx = x + y) is continuous. 
One way of seeing it is to consider the parameterization p: En -+ F given 
by p(y) = hg and applying the first part of this theorem. Consider now 
the function I:En -+ En given by Z(y) = y + s(&)(t). Then 1 Z(y) -y 1 < 
I xo I + J: M(T) dT. 1 n view of Lemma 6.4, 1is onto En . Therefore, the 
union of the graphs of s(hg) + y is all of T x E, , and this claim is also 
proved. Inview of Lemma 6.2, for every xin X and in particular for x = x, 
the constants, hefunctional c(f) = siOJ(~, x) dT is Y*-continuous. 
Remark 6.5, Notice that our methods give the following result. Let F 
and X be defined asin the beginning ofthe section. For every (to ,x0) in 
T x En let st,..,(f) b e t he solution tothe differential equ tion ff= f(t, x) 
with the initial condition x(t,) = x0. Then the weakest topology on F 
such that for ewery (to, x0) the solution function stO,Jf) will be continuous 
in f, is the weak topology Yc induced by the set of functionals C defined 
in Theorem 6.1. Thus this et of functionals gives ufficient and necessary 
conditions forcontinuous dependence ofthe solution atevery initial data. 
Remark. We showed in this ection that condition (3) of the Introduction 
is a best result. Notice that condition (2) is not. One way of seeing this 
is to consider the equations 3i = f (t) with / f(t)/ < 1. On this et of equations 
the topology induced by the set of functionals C i the weak L, topology. 
The topology induced by the functionals which are given in condition (2) 
is the strong L,topology. 
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