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Are Bond Returns Predictable with Real-Time Macro Data?
Abstract
We reaffirm the stylized fact that bond risk premia are time-varying with macroeconomic condition, even
with real-time macro data instead of commonly used final revised data. While real-time data are noisier
and render standard forecasts insignificant, we find that, with four efficient target-driven methods, they
still contain enough information to predict bond returns significantly both in- and out-of-sample. The
predictability can also yield substantial economic value to a mean-variance investor. Moreover, the factors
extracted from real-time data predict future macroeconomic condition. Consistent with asset pricing theory,
the predicted bond returns are countercyclical.
JEL codes: C22, C53, G11, G12, G17
Keywords: Bond Return Predictability, Real-Time Macro Data, PCA, Big Data, Machine Learning
1 Introduction
One of the central themes in leading term structure models is that bond risk premia are time-varying
with macroeconomic condition (see, e.g., Joslin, Priebsch, and Singleton, 2014, and references therein).
Empirically, Ludvigson and Ng (2009, 2011) show that bond returns in the US Treasury market can be
significantly predicted by macro variables. From an investment perspective, Gargano, Pettenuzzo, and
Timmermann (2019) find that macro variables can generate sizeable risk adjusted returns in asset allocation.
However, Ghysels, Horan, and Moench (2018) make a critical point that bond return predictability should
be based on real-time, as opposed to final revised, macro data, because the latter suffer from a look-ahead
bias due to publication lags and revisions. They find that macro variables no longer significantly predict
bond returns once real-time data are used, thereby raising an important question on the foundation of many
empirical and theoretical studies in the asset pricing literature.
In this paper, we revisit bond return predictability and reaffirm the stylized fact that bond risk premia
are time-varying with macroeconomic condition. Since Ludvigson and Ng (2009, 2011), the bond
return predictability literature typically employs the principal component analysis (PCA) to summarize the
predictive information from a large panel of macro variables, because individual macro variables are noisy
and imperfectly measured, and a few of them may not be enough to capture the latent macroeconomic
condition (Stock and Watson, 2002a,b, 2006). While the PCA parsimoniously represents the most common
variation across macro variables, it is an unsupervised econometric method and does not use the relevant
information in the target (bond returns in this paper) to guide factor extraction. As a result, it may not be an
efficient method to predict bond returns, especially in our setting where real-time macro variables are much
noisier and these noises are potentially correlated with each other (Ghysels, Horan, and Moench, 2018).
We resolve the PCA deficiency by employing more efficient target-driven econometric methods, which
incorporate the statistical objective—forecasting bond returns—when extracting factors from the real-time
data. Specifically, we consider four different target-driven methods. The first two methods are the target
PCA (t-PCA) of Bai and Ng (2008) and the scaled PCA (s-PCA) of Huang, Jiang, Tong, and Zhou (2019),
both of which are refinements to the PCA by allowing bond returns to guide factor extraction. The t-PCA
extracts PCA factors from a subset of predictors that are selected based on certain statistical criteria. In
contrast, the s-PCA uses all the predictors but scales each predictor by its predictive contribution when
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extracting PCA factors. As a result, the s-PCA tends to reduce the impact of those variables with weak
predictive power, while exploiting the information in those with strong predictive power. The third method
is partial least squares (PLS), initially proposed by Wold (1966) and further developed by Kelly and Pruitt
(2015), which extracts factors with a three-pass regression filter to reduce common noise in the predictors.
Empirically, Kelly and Pruitt (2013), Huang, Jiang, Tu, and Zhou (2015), and Light, Maslov, and Rytchkov
(2017), among others, show that the PLS outperforms the PCA in forecasting stock returns in time-series and
cross section. The fourth method is ridge regression, which is a penalized regression technique for variable
selection and shrinkage based on all the predictors. In the finance literature, DeMiguel, Nogales, and Uppal
(2014) show that ridge regression is effective at reducing the impact of estimation errors, especially in the
case with a large number of parameters/predictors. In essence, we in this paper apply various supervised
machine learning techniques to examine bond return predictability.
We make four major contributions. First and foremost, we demonstrate that bond returns are indeed
predicted by macro variables, even with noisier real-time data, and all the four macro factors estimated
by the target-driven methods deliver significant forecasting performance both in- and out-of-sample. For
example, based on the 60 real-time macro variables in Ghysels, Horan, and Moench (2018) over 1982:03–
2016:12, the s-PCA factor generates a significant in-sample R2 of 2.78% in predicting the 5-year bond
returns, whereas the PCA factor delivers an insignificant R2 of 1.46%. Out-of-sample, the s-PCA factor
delivers a Campbell and Thompson (2008) R2OS of 6.23%, significant at the 5% level, whereas the PCA
factor generates an insignificant R2OS of 2.19%.
1 The t-PCA, PLS, and ridge regression factors generate
quantitatively similar results as the s-PCA factor. Moreover, all these four target-driven factors continue to
significantly predict bond returns even after controlling for yield curve predictors or lagged bond returns.
Second, we find that, with our target-driven methods, bond return predictability with real-time macro
data can generate substantial economic values. Consider a mean-variance investor who decides to allocate
her wealth between an n-year Treasury bond (n> 1) and a 1-year (risk-free) Treasury bond. We show that the
investor is able to substantially improve her portfolio performance if she estimates the n-year bond expected
returns from the predictive regression with any of the four target-driven factors, relative to the historical
return mean forecasts suggested by the expectation hypothesis. For example, if the investor’s risk aversion
1Inoue and Kilian (2005) show that there is no theoretical relation between the in-sample R2 and out-of-sample R2OS as they are
defined differently.
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is 5 and the risky asset is the 5-year Treasury bond, the real-time s-PCA factor generates 1.48% more
annualized certainty equivalent returns than the historical return mean forecast over the investing period
of 1982:03–2016:12. This finding lends support to a positive economic value of bond return predictability
(see, e.g., Thornton and Valente, 2012; Sarno, Schneider, and Wagner, 2016; Gargano, Pettenuzzo, and
Timmermann, 2019, and related studies).
In addition, our target-driven methods are robust to bond return predictability with alternative data sets.
When extending our analysis to the UK and Germany Treasury markets, the PCA factors with real-time data
fail to predict bond returns, whereas the target-driven factors still exhibit significant predictive power, both
in- and out-of-sample. This extension suggests that the target-driven methods are particularly effective in a
big-data setting, where the noise-to-signal ratio is inevitably high.
Third, we explore the economic sources of bond return predictability and find that real-time macro
factors extracted by the target-driven methods strongly forecast future macroeconomic condition, such as
the Chicago Fed National Activity Index (CFNAI), GDP growth, consumption, employment, recession
probability, macro uncertainty, and yield spread. This result is important as Cochrane (2007) argues
that return predictability is more economically compelling if the predictors are also able to predict future
macroeconomic condition. Hence, statistical tests, economic value evaluation, and future macroeconomic
condition forecasting all suggest that bond risk premia are time-varying and can be predicted by real-time
macro variables.
Fourth, we examine the relation between bond return predictability and macroeconomic condition, and
find that the predictability is more pronounced in recessions, and that term premia are countercyclical.
Specifically, we show that the forecast accuracy and realized portfolio returns generated by the target-driven
macro factors are both stronger in periods with low economic activity, high recession probability, and high
uncertainty. This finding is consistent with Gargano, Pettenuzzo, and Timmermann (2019), though they
focus on the final revised macro variables. Besides, in line with Ludvigson and Ng (2009), term premium
implied by any of the target-driven macro factors is negatively correlated with macroeconomic condition,
such as the Chicago Fed National Activity Index (CFNAI), a widely used proxy for macroeconomic
condition (Allen, Bali, and Tang, 2012). The term premia implied by the target-driven factors are also
stronger in economic recessions than that implied by the PCA factor, suggesting that the target-driven factors
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yield stronger countercyclical variations in bond risk premia.
The rest of the paper is organized as follows. Section 2 introduces data sources and key variables.
Section 3 presents the econometric methods. Section 4 reports the in- and out-of-sample forecasting
results. Section 5 explores the economic source of bond return predictability and links it to macroeconomic
condition. Section 6 concludes.
2 Data and Key Variables
In this section, we present the data sources and key variables.
2.1 Bond Prices and Returns
We obtain monthly US Treasury bond prices from the Fama-Bliss dataset, which is available at the Center
for Research in Security Prices (CRSP). In line with the bond return predictability literature (e.g., Fama
and Bliss, 1987; Cochrane and Piazzesi, 2005), we focus on US Treasury bonds with a remaining time to
maturity of one through five years.
We closely follow Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009) on the construction of
bond returns. r(n)t+12 = p
(n−1)
t+12 − p(n)t is the log annual holding period return from buying an n-year bond at
time t and selling it as an (n− 1)-year bond one year later, where p(n)t denotes the log price of an n-year
zero-coupon Treasury bond at time t. The log bond yield is defined as y(n)t = −(1/n)p(n)t , and y(1)t is the
log yield of a 1-year bond and is set to be the risk-free rate known at time t.2 In this paper, we focus on
bond excess returns, rx(n)t+12 = r
(n)
t+12− y(1)t , which refer to the continuously compounded log excess returns
of an n-year bond. The average bond excess return across maturities is defined as rxt+12 = 14 ∑
5
n=2 rx
(n)
t+12.
For brevity, bond returns in the sequel always refer to bond excess returns, unless otherwise stated.
2The log forward rate between time t+(n−1)×12 and t+n×12 is defined as f wd(n)t = p(n−1)t − p(n)t .
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2.2 Real-Time Macro Variables
We obtain monthly real-time macro variables from the Archival Federal Reserve Economic Data (ALFRED)
database, which is maintained by the Federal Reserve Bank of St. Louis. For a large panel of macro
variables, the ALFRED database keeps track of their historical monthly vintages with the exact time stamp
of information release pertaining to the data date, because macro variables are often released with delay and
subject to future revisions. Throughout the paper, we denote xi,t as the value of variable i in fiscal month t−1
but is collected and released in month t, which may be further revised later. In reality, however, some macro
variables are even released with a 2-month lag. For ease of exposition, we uniformly assume a one-month
release lag and refer to the last reading of variable i released in month t as xi,t .
Following Ghysels, Horan, and Moench (2018), we select 60 macro variables in total with a balance
between the number of variables included and the length of the time-series observations. These 60 variables
cover broad economic categories such as output and income, labor force and unemployment, consumption
expenditure and housing indicators, money stock and credit, and price indices, largely mirroring the set of
macro variables considered in Ludvigson and Ng (2009). Since the vintage data are sparse before March
1982, we choose the initial vintage release date as of March 1982. Also, all the 60 selected variables have
a long series of monthly observations starting no later than January 1968 for each vintage release date.
Although most of the macro variables’ vintages are updated at a monthly frequency, there are a few cases
where one series is updated twice in a month and no vintage is released in the following month. In these
cases, we keep track of the information based on its release date and follow a general rule of picking the
most recently observed vintage by the end of each month. Besides, for each vintage, we also identify the
outliers following Ludvigson and Ng (2009) and replace them with the previous month’ values to avoid
look-ahead bias.
The appendix provides a detailed description of the 60 macro variables, along with the transformation
codes applied to each variable to ensure its stationarity.3 In order to visualize the structure of real-time
macro data in ALFRED, Table A.1 presents a snapshot on the vintage data for All Employee: Total Nonfarm
Payroll Employment, a widely followed macro variable by market participants. The last reading in the
3We use the same codes for variable transformation as the FRED-MD database, which are discussed in detail in McCracken and
Ng (2016).
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second column, 123,045, refers to the data date of October 1997, and is released in the November 7, 1997
vintage due to one month publication lag. This value was subsequently revised to 123,079 and to 123,083 in
the December 5, 1997 and January 9, 1998 vintages, respectively. Apparently, the first release on November
7, 1997 and its subsequent two revisions are not available to investors at the end of October 1997, and cannot
be used to predict bond returns in November 1997.
3 Econometric Framework
In this section, we describe our econometric methodology, consisting of the PCA and four more efficient
target-driven econometric methods, as well as the factor-augmented regression model for bond return
predictability.
3.1 PCA Factor
In this paper, we consider a large panel of macro variables. On the one hand, each macro variable is an
imperfect indicator of macroeconomic condition, and relying on a few of these indicators would not suffice
to precisely capture the true macroeconomic condition (Ludvigson and Ng, 2009). On the other hand,
however, including a large number of macro variables in a single regression will lead to serious in-sample
over-fitting and poor out-of-sample forecasting performance (Goyal and Welch, 2008).
To deal with this “multidimensional challenge” in the spirit of Cochrane (2011), the PCA is widely used
to extract a relatively small number of common factors from the large panel of macro variables. Statistically,
Bai and Ng (2002), Stock and Watson (2002a,b, 2006), and Ludvigson and Ng (2009, 2011), among others,
show that investors can use a parsimonious model, such as a few PCA factors, to capture the information in
a large panel of macro variables to effectively predict future macroeconomic condition and bond returns.
Mathematically, the PCA is to extract common factors Ft as linear combinations of (x1,t , · · · ,xN,t)′ via
the following linear factor model,
xi,t = λ ′iFt + ei,t , (1)
where xi,t is the released value of variable i in month t pertaining to the data date t − 1, Ft is a K-vector
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with K  N, λi is a K-dimensional parameter to be estimated, and ei,t is the idiosyncratic noise term. In
implementation, xi,ts are standardized first to have the same variance. Following Ludvigson and Ng (2009)
and Ghysels, Horan, and Moench (2018), we focus on the case of K = 1, since the first PCA factor contains
the majority of predictive information.4
We then utilize the following factor-augmented regression to explore the predictive power of the PCA
factor Ft on future bond returns rx
(n)
t+12,
rx(n)t+12 = α +βFt + ε
(n)
t+12. (2)
In the literature, regression (2) is a standard approach to explore the predictability of bond risk premia (see,
e.g., Cochrane and Piazzesi, 2005; Ludvigson and Ng, 2009, 2011; Cooper and Priestley, 2009; Cieslak
and Povala, 2015; Ghysels, Horan, and Moench, 2018). The theoretical foundation is that the dynamics of
bond risk premia implied by affine term structure models are largely determined by the underlying factors
in the vector autoregression (VAR) model (Joslin, Le, and Singleton, 2013). Hence, the impacts of different
macro variables on bond risk premia can be assessed through the reduced-form regression (2), which does
not require a researcher to estimate a fully specified affine model. The null hypothesis is that β = 0, i.e., Ft
has no predictive power on bond returns, and the alternative hypothesis is that β 6= 0, i.e., Ft has significant
predictive power for bond returns.
While the PCA factor Ft in Equation (1) maximally represents the total variations across the macro
variables, it ignores the ultimate statistical objective—forecasting bond returns—in the factor extraction
procedure, and therefore it is not necessarily the most relevant factor for predicting future bond returns,
especially when the individual macro variables consist of correlated noises irrelevant to expected bond
returns. Indeed, Ghysels, Horan, and Moench (2018) show that, aside from idiosyncratic noises, the
real-time observations of macro variables also contain common noises due to publication lags and future
revisions. As a result, the first PCA factor extracted from real-time macro data is a combination of an
informative macro factor and an irrelevant common noise component. In Section 4, we show that this
deficiency has large impacts on return predictability. To overcome this problem, we use more efficient
target-driven methods, which are designed to filter out both the idiosyncratic and common noise terms by
4For different target-driven methods introduced later, we also focus on the first factor.
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incorporating bond returns into the factor extraction procedure.
3.2 Target-Driven factors
In this subsection, we propose the use of target-driven methods to extract macro factors. A common feature
of the target-driven methods is that they incorporate the information in the ultimate statistical objective—
forecasting bond returns—when extracting the latent macro factors.
To see intuitively why it is necessary to incorporate the target information in the factor extraction
procedure, Figure 1 plots the in-sample R2s of predicting an n-year bond return with the 60 real-time
macro variables separately. Apparently, some variables, such as the second (i.e., average weekly hours of
production and nonsupervisory employees: manufacturing), have a larger than 1.5% R2 for predicting bond
returns with different maturities, whereas others have no forecasting power at all and their R2s are always
close to zero. Since the PCA fails to consider this basic fact, the extracted factor would be undoubtedly
biased by those with nil forecasting ability but large variance, thereby blurring the true forecasting power of
macro variables.
[Insert Figure 1 about here]
Below, we introduce four target-driven methods, including target PCA (Bai and Ng, 2008), scaled
PCA (Huang, Jiang, Tong, and Zhou, 2019), partial least squares (Kelly and Pruitt, 2013, 2015), and ridge
regression, respectively.
3.2.1 Target PCA Factor
Bai and Ng (2008) propose the target PCA (t-PCA), which is a refinement to the PCA. It offers a simple way
to incorporate the target information into the PCA framework. In particular, it applies PCA to a subset of
macro variables that are tested to have predictive power for the target (i.e., future bond returns in our case).
The idea is to reduce the influence of those variables with weak predictive power on bond returns.
Following Bai and Ng (2008), we use a “hard” threshold to determine which macro variables to be
selected into in the subset. Under this criterion, a variable is selected if its Newey-West t-statistic from the
8
regression of bond returns on the variable is larger than a cutoff value.5 Specifically, we run the following
predictive regression of average bond return across maturities on real-time macro variable i,
rxt+12 = αi+βxi,t + εt+12, (3)
and keep only those variables with absolute Newey-West t-statistic on βi greater than 1.65. The choice of
the average bond return across maturities, rxt+12, as the target is due to the fact that bond returns tend to
co-move across maturities with a single factor structure (Cochrane and Piazzesi, 2005).
3.2.2 Scaled PCA Factor
Like the t-PCA, the scaled PCA (s-PCA) also incorporates target information into the PCA framework.
Instead of treating all macro variables equally as the PCA, the s-PCA scales each variable (standardized to
have the same variance first) by its forecasting power (i.e., predictive regression slope) and then extracts a
PCA factor from these scaled variables. If a variable perfectly predicts bond returns, the slope is 1. If a
variable has too much noise, the slope will be close to 0. The scaling factor is the predictive contribution
of the variable to the target. Hence, the s-PCA implements PCA in the predictive contributions of macro
variables rather than in their raw observations. Compared with the t-PCA, the s-PCA is a dense modelling
technique and can be viewed as a complement to the t-PCA but does not require a prespecified cutoff.
Theoretically, Huang, Jiang, Tong, and Zhou (2019) show that the s-PCA factor asymptotically converges
to the true latent macro factor under mild conditions.
We estimate the s-PCA factor with two steps. In the first step, we form a panel of scaled real-time macro
variables, (β1x1,t , · · · ,βNxN,t), in which the scaling factor βi (i = 1, · · · ,N) is the slope from the predictive
regression of average bond return across maturities on the i-th (standardized) real-time macro variable:
rxt+12 = αi+βixi,t + εt+12. (4)
In the second step, we extract a PCA factor from the panel of scaled macro variables (βˆ1x1, · · · , βˆNxN) as
5The results with a “soft” threshold are quantitatively similar and therefore omitted for brevity.
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our new bond return predictor,
βˆixi = λ ′iF
s-PCA
t + ei,t . (5)
Intuitively, the scaled series βixi,t reflects each real-time macro variable’s predictive power for bond
returns. A macro variable with stronger forecasting power receives a higher weight (i.e., βi), whereas a
macro variable with weaker forecasting power receives a lower weight. In addition, the scaled series βixi,t
captures the predictable component of bond returns with respect to each macro variable. To see this point,
one can take expectation on both sides of Equation (4) and obtain
E[rxt+12|xi,t ] = αˆi+ βˆixi,t , i= 1, ...,N. (6)
As such, the s-PCA factor maximally represents the variation of expected bond returns.6
3.2.3 Partial Least Squares Factor
The third target-driven method is partial least squares (PLS), which is pioneered by Wold (1966) and further
developed by Kelly and Pruitt (2013, 2015) with applications for return predictability.
The PLS factor is extracted with two steps. In the first step, for each macro variable xi,t , we run a time-
series regression of xi,t on the future average bond return across maturities (i.e., a proxy for expected return),
rxt+12:
xi,t = αi+piirxt+12+ui,t , i= 1, · · · ,N. (7)
Then in the second step, for each month, we run a cross-sectional regression of xi,t on the estimate of pii as:
xi,t = δ +FPLSt pˆii+ vi,t . (8)
The resultant slope coefficient FPLSt is the PLS factor extracted at month t but pertains to data date t−1.
6Cochrane and Piazzesi (2005) uncovered a single tent shape linear combination of forward rates as the return predictor.
Interestingly, this tent shape factor does not explain a large proportion of contemporaneous yield variation. Yet, it corresponds
almost exactly to the first PC of expected returns estimated in unconstrained forecasting regressions of returns on yields. As such,
they conclude in p. 157 that ”If one forms an eigenvalue decomposition of the covariance matrix of expected returns, however, the
tent-shape, poorly related to level, slope, and curvature, is by far the dominant component.” Here, we have the same insight but
adopt a different approach to forecast bond returns with macro variables.
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3.2.4 Ridge Regression-Based Factor
The fourth and last target-driven method is ridge regression (Hoerl and Kennard, 1970), which is a penalized
technique that shrinks the coefficients in the multivariate predictive regression to alleviate over-fitting and to
improve out-of-sample performance. In this paper, the ridge regression is to estimate θ = (θ0,θ1, · · · ,θN)′
for the following regression
rxt+12 = θ0+
N
∑
i=1
θixi,t + εt+12, (9)
with a penalized optimization objective as
min
θ
1
N(T −12)
N
∑
i=1
T−12
∑
t=1
(
rxt+12−θ0−
N
∑
i=1
θixi,t
)2
+λ
N
∑
i=1
θ 2i , (10)
where λ is a non-negative parameter that controls for the amount of shrinkage such that the greater the
λ , the greater the amount of shrinkage. In the extreme case when λ = 0, the ridge regression reduces to
the standard OLS. Following Gu, Kelly, and Xiu (2018), we determine λ according to a ten-fold cross-
validation. Finally, for ease of comparison, we define the ridge factor as the expected return forecasted by
the ridge regression, FRidget = θ0+∑Ni=1 θixi,t , and include it as the fourth real-time target-driven factor.
4 Empirical Results
In this section, we empirically show that bond returns are significantly predicted by the target-driven factors,
but not the PCA factor.
4.1 In-Sample Forecasting Performance
We start by looking at the in-sample performance of predicting bond returns with the PCA and target-driven
factors. As a benchmark, we also report the result of the PCA factor estimated with final revised macro
data, which can help assess the efficacy of our target-driven factors. While our data dates start from January
1968, the real-time vintage observations start from March 1982 and data before March 1982 may contain
publication lags and revisions. As such, we estimate these macro factors with vintage data from March
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1982 (but use data from January 1968 to train the parameters) and compare the forecasting performances of
different factors over the 1982:03–2016:12 period.
To have an eyeball understanding, Figure 2 plots the time-series of the real time t-PCA, s-PCA, PLS,
Ridge factors, respectively. For comparison, we also plot in each panel the time-series of the real-time PCA
factor. To reduce the impacts of estimation errors and over-fitting, we set the hard threshold of t-statistic
in the t-PCA to be 1.65, winsorize the absolute values of estimated βis and piis at the 90 percentile of the
60 macro variables for the s-PCA and PLS factors, and implement a ten-fold cross-validation for the Ridge
factor.
Figure 2 makes three observations. First, all the macro factors, including the PCA, tend to plummet at
the beginning of recessions and experience recoveries before the ending of recessions, suggesting that they
do capture the macroeconomic condition to some extent. Second, among the four target-driven factors, the
t-PCA is the most volatile, and the other three are less volatile and display similar evolutions. The reason for
this difference may be that the t-PCA is a sparse modelling and the subset of variables selected for extracting
the factor varies dramatically over time, whereas the other three methods are dense modeling and the weight
on each individual macro variable does not change very much. Finally, all the four target-driven factors are
positively correlated (the correlations are around 0.90) and they deviate markedly from the PCA factor in
many episodes, suggesting that they would have significantly different forecasting power for bond returns.
[Insert Figure 2 about here]
To zoom in the composition of the target-driven factors, Figure 3 plots the R2s from time-series
regressions of each individual macro variable on the t-PCA, s-PCA, PLS, and Ridge factors, respectively. A
higher R2 suggests that the variable captures more variation and therefore is more important in constructing
the corresponding target-driven factor. To highlight the difference between the target-driven factors and the
PCA factor, we orthogonalize each of the target-driven factors by taking the residuals of regressing each
target-driven factor on the PCA factor. The resultant R2s thus indicate the incremental weights put by the
target-driven factor relative to the PCA factor. Figure 3 suggests that the target-driven factors in general
load more heavily on unemployment series, such as the civilian unemployment rate, and output and housing
series. In particular, the t-PCA factor has more extreme loadings on several unemployment series. The
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loadings for the s-PCA, PLS, and Ridge factors exhibit similar pattern and are in general smoother with
more weights on output and housing variables.
[Insert Figure 3 about here]
Now we are in a position to explore the predictive power of macro variables on an n-year bond return,
rx(n)t+12. For each predictive regression, we report the regression slope, t-statistic, and R
2. When calculating
the t-statistic, the asymptotic standard error uses the Newey and West (1987) correction for serial correlation
with a lag of 18 months throughout the paper. This correction is necessary because the annual holding
period return has an MA(12) error structure under the null hypothesis that one-period return is unpredictable
by macro variables. Since the Newey-West correction down-weights higher autocorrelations, we follow
Ludvigson and Ng (2009) and use an 18-lag correction to ensure that the procedure fully corrects for the
MA(12) error structure.
[Insert Table 1 about here]
Table 1 presents the in-sample forecasting results. For ease of interpretation, we normalize all the
independent variables to have a zero mean and a standard deviation of one. The constant term hence
measures the average annual holding period bond return, from 0.94% to 2.93% for 2-year to 5-year bonds,
and are untabulated for brevity. As a benchmark, the final revised PCA factor (i.e., PCA f ) significantly
predicts future bond returns, with R2s ranging from 3.57% to 5.75%. For example, a one standard deviation
increase in the final revised PCA factor results in a decrease in expected bond return across maturities by
0.34% to 0.91%, around one third of the unconditional average bond returns. This finding is in line with
Ludvigson and Ng (2009).
When the PCA factor is estimated with real-time macro data, its predictive power is substantially
weakened and not significant for all the bond returns. In particular, the regression slope drops by about
a half across maturities, and turns to be insignificant, in terms of the Newey-West t-statistic. This result
echoes Ghysels, Horan, and Moench (2018), who also find that the predictive power of macro variables with
real-time data is much weaker than that with final revised data.
The rest of Table 1 show that all the four target-driven methods recover the predictive information in
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real-time data and the corresponding real-time factors display much stronger forecasting power than that of
the real-time PCA factor, with R2s doubled across maturities. For instance, across maturities, the in-sample
R2s of the s-PCA factor range from 2.88% to 4.25%, which are comparable to that of the final revised PCA
factor but much larger than that of the real-time PCA factor. Besides, a one standard deviation increase in
the s-PCA factor is now associated with a 0.29% to 0.82% decrease in the 2- to 5-year bond returns, and all
the regression slopes are statistically significant at 5% level.
4.2 Out-of-Sample Forecasting Performance
This subsection presents the out-of-sample forecasting performance, which allows us to mimic the real-time
situations faced by investors and helps to evaluate the genuine predictive power of real-time macro factors.
4.2.1 Evaluation Criterion
We focus on the recursive estimation procedure with an expanding window approach to obtain the out-of-
sample forecasts. Specifically, we first divide the total T observations into an in-sample training period
covering the first m observations, and an out-of-sample evaluation period covering the last q observations.
To estimate expected returns at the end of month m, we are restricted to use the vintage released in month m
as xi,t , for i= 1, · · · ,60 and t = 1, · · · ,m. Using this vintage, we estimate a real-time macro factor, denoted
by Ft for t = 1, · · · ,m, through equations (4) and (5). The first out-of-sample forecast based on Fm is given
by
r̂x(n)m+12 = αˆm+ βˆmFm, (11)
where αˆm and βˆm are estimated with vintage in month m.
To estimate expected returns at the end of month m+ 1, we re-estimate the factor Ft using the vintage
released in month m+1. The second out-of-sample forecast based on Ft is then given by
r̂x(n)m+13 = αˆm+1+ βˆm+1Fm+1, (12)
where αˆm+1 and βˆm+1 are also re-estimated with the new vintage in month m+1. Proceeding in this manner
through the end of the out-of-sample period, we generate a series of q−12 out-of-sample forecasts of annual
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bond returns, {r̂x(n)t+12}T−12t=m . In comparison, we also generate out-of-sample return forecasts using the final
revised PCA factor.
We use the Campbell and Thompson (2008) R2OS statistic to evaluate the out-of-sample performance,
which is defined as
R2OS = 1−
∑T−12t=m (rx
(n)
m+12− r̂x(n)m+12)2
∑T−12t=m (rx
(n)
m+12− rx(n)m+12)2
, (13)
where {rx(n)t+12}T−12t=m in the numerator is the benchmark out-of-sample return forecast based on historical
return mean, which complies with the expectation hypothesis in yield curve modeling and implies no-
predictability of bond returns. Thus, the R2OS statistic can be interpreted as the percentage reduction in
mean squared prediction error (MSPE) for the forecasts generated by latent macro factors relative to the
historical return mean benchmark. If the macro factor carries out-of-sample predictive information, we
should observe a positive R2OS as an indication of higher forecast accuracy.
We use the Clark and West (2007) statistic to test whether the percentage reduction in MSPE by a
macro factor against the historical return mean is statistically significant. This amounts to a test on the null
hypothesis of R2OS ≤ 0 against the one-sided alternative of R2OS > 0. Clark and West (2007) demonstrate that
this test performs reasonably well in terms of size and power when comparing forecasts from nested linear
models for a variety of sample sizes. Specifically, the Clark and West (2007) MSPE-adjusted statistic is the
t-statistic of regressing
CWm+12 = (rx
(n)
m+12− rx(n)m+12)2− [(rx(n)m+12− r̂x(n)m+12)2− (rx(n)m+12− r̂x(n)m+12)2] (14)
on a constant term. The statistical inference is based on the Newey-West t-statistic with critical values drawn
from a standard normal distribution.
4.2.2 Empirical R2OS Statistics
Panel A of Table 2 reports the out-of-sample R2OSs estimated with the expanding window approach. We start
the out-of-sample forecast from March 1982 since it is the initial vintage of our real-time data set, so that
the out-of-sample period is the same as the in-sample period in Table 1, from March 1982 to December
2016. Since the data date for each vintage of time-series observations starts from January 1968, there are
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about 15 years of historical data used in the first forecast when using the March 1982 vintage. Consistent
with Ludvigson and Ng (2009), we find that the final revised PCA factor, PCA f , exhibits pronounced out-
of-sample predictive power on bond returns. The R2OSs range from 3.29% to 5.70% for 2- to 5-year bonds,
and are all statistically significant at the 5% level. However, replacing the final revised PCA factor with its
real-time counterpart substantially reduces the out-of-sample predictive ability. The R2OSs drop by more than
50% to a range from −0.65% to 2.19%, and becomes either insignificant or border-line significant across
bond maturities.
In sharp contrast, and in line with the in-sample results, the real-time target-driven factors raise the R2OSs
by more than 100%, relative to the real-time PCA factor. For instance, the s-PCA factor yields R2OSs ranging
from 1.29% to 6.23% across bond maturities, and are all statistically significant. Again, the levels of R2OSs
are comparable to that of the final revised PCA factor and are much larger than that of the real-time PCA
factor. The out-of-sample performances of the t-PCA, PLS, and Ridge factors are similar to the s-PCA
factor with significant R2OSs ranging from 3.39% to 5.57% for 3-year to 5-year bonds. The relatively weaker
predictive power for the 2-year bond may be related to the fact that, during the last part of our sample, the
2-year bond returns are close to zero and therefore there is not much return variation to be predicted by these
macro factors.
For robustness, Panel B of Table 2 presents the out-of-sample forecasting results using a rolling window
approach. In particular, at each forecast formation period t, we rely only on the most recent 30-year data (or
all the available historical data till t if it’s less than 30 years) to extract the macro factors and estimate the
expected bond returns. The results show that using the real-time PCA factor as opposed to the final revised
one substantially reduces the R2OS in predicting the 2- to 5-year bond returns and renders the predictive power
insignificant. Yet, the target-driven factors resurrects the R2OSs back to the levels comparable to that of the
final revised PCA factor. For instance, the s-PCA factor delivers R2OSs ranging from 4.53% to 5.24% in
predicting 2-year to 5-year bond returns. The predictive power is also statistically significant across bond
maturities.
[Insert Table 2 about here]
In addition to the asymptotic analysis based on Clark and West (2007), we also perform a finite sample
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bootstrap inference on the out-of-sample predictive power of macro factors. Bauer and Hamilton (2018)
argue that regression-based evidence on bond return predictability with macro data may suffer from small
sample distortion, and suggest a bootstrap procedure for inference on predictability. Following Bauer and
Hamilton (2018), we model and estimate the joint dynamics of the first three principal components of bond
yields, as well as the target-driven macro factors, using a 12-month VAR process. We then resample the
principal components of bond yields and macro factors 5,000 times using residual bootstrap. For each
bootstrapped sample, we simulate the series of yield curves as well as vintages of macro factors, and
then conduct the same out-of-sample forecast exercise as Table 2. The corresponding R2OSs and the Clark
and West (2007) MSPE-adjusted statistics from the bootstrapped data are stored and compared with the
corresponding ones from the real data to obtain the empirical p-values for the finite sample tests.
Table 3 reports the bootstrap p-values with the expanding window approach in Panel A and rolling
window approach in Panel B, which suggests that our baseline findings on the statistical significance of
bond return predictability by target-driven factors remain valid under finite sample inference. In particular,
with the Clark and West (2007) MSPE-adjusted statistic, bond return predictability is significant across the
four target-driven factors and the maturity spectrum. With the R2OS statistic, the statistical significance is
evident across the four target-driven factors in predicting the 3-year to 5-year bond returns. For the 2-year
bond returns, however, only the R2OS of the s-PCA factor remains significant, in line with our baseline results
based on the asymptotic inference.
[Insert Table 3 about here]
In Table 4, we examine bond return predictability by maturity specific target-driven factors. The target-
driven factors in the previous sections use the average bond return across maturities, rxt+12, as the forecasting
target, assuming a single factor structure in the expected bond returns across maturities. While this single
factor assumption is motivated by Cochrane and Piazzesi (2005) and Ludvigson and Ng (2009), and reflects
the fact that bond returns of differing maturities tend to co-move, it is possible that the predictability of a
certain macro variable is particularly strong for short term bonds, whereas another variable is particularly
strong for long term bonds. For example, Figure 1 shows that some variables, such as the second (i.e.,
average weekly hours of production and non-supervisory employees: manufacturing), have stronger power
in predicting the 2- and 3-year bond returns, whereas other variables, such as the 39th (i.e., privately owned
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housing starts: 1 unit), have stronger power in predicting the 4- and 5-year bond returns. Moreover, in
the latter part of our sample, when the short end of the yield curve hits the zero lower bound, the 2-year
bond returns are close to zero and no longer follow a single factor structure. Therefore, to take into account
maturity specific information, we can also construct maturity specific target-driven factors, where we replace
the average return across maturities, rxt+12, with rx
(n)
t+12 when predicting n-year bond returns.
Table 4 shows that maturity specific target-driven factors tend to improve the predictability of the 2-year
bond returns, especially for the t-PCA and s-PCA factors. The R2OS of the t-PCA factor increases from
−1.15% to 2.99% and the R2OS of the s-PCA factor rises from 1.29% to 3.67%. These improvements are
probably due to the fact that, in the later part of the sample, the return on the 2-year bond is close to zero
and is behavoring differently from the 3- to 5-year bond returns. Instead, maturity specific factors can deal
with this heterogeneity of bond returns with different maturities.
[Insert Table 4 about here]
In unreported tables, we examine whether the high-order t-PCA, s-PCA, and PLS factors contain
additional predictive information relative to their first factors, and find that all the second-order factors
do not have any forecasting power for 2- to 5-year bond returns and the R2OSs are always negative. The third-
order t-PCA factor fails to predict bond returns across maturities out-of-sample as well, while the third-order
s-PCA factor delivers positive R2OSs in predicting 3-year to 5-year bond returns, but the magnitudes are much
smaller than those generated by the first s-PCA factor. The high-order PLS factors do not have any out-of-
sample predictive power. In sum, the first-order factor for each target-driven method indeed accounts for the
majority of bond return predictability, and for this reason, we focus on the first macro factors estimated with
different target-driven methods throughout the paper.
4.3 Controlling for Yield Curve Factors
While we have used real-time macro factors to predict bond returns, the large literature has also used yield
curves as predictors. For example, Cochrane and Piazzesi (CP hereafter, 2005) show that a single hump
shaped combination of the 1- to 5-year forward rates exhibits strong forecasting power for bond returns.
Forward spread and yield spread are also two well-known bond return predictors (Fama and French, 1988).
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In this subsection, we analyze the real-time macro data’s predictive power for bond returns controlling
for yield curve-related predictors. Specifically, we compute the out-of-sample R2OSs of predicting 2- to 5-
year bond returns with a real-time target-driven macro factor and a yield curve factor against the benchmark
that uses the yield curve factor alone. For robustness, we consider three yield curve benchmarks: 1) the
CP factor, 2) yield spreads between the 3- and 1-year yields (labeled “S31”) and between the 5- and 4-year
yields (labeled “S54”), and 3) the first three principal components of the 1- to 5-year yields.
[Insert Table 5 about here]
The real-time target-driven macro factors are estimated controlling for the yield curve predictors as well.
Particularly, we regress rxt+12 on the benchmark predictor, and estimate the target-driven factors by using
the regression residuals of bond returns on the benchmark as the target.7 Table 5 presents the out-of-sample
results. Generally, the target-driven factors controlling for the yield curve predictors continue to significantly
predict the 2- to 5-year bond returns (except for the Ridge factor in predicting the 2-year bond return). For
instance, the R2OSs of the s-PCA factor against the yield spread benchmark (Panel B) range from 1.82% to
6.92% across maturities, which are comparable to the baseline results in Table 2. The t-PCA, PLS, and
Ridge factors also generate similar R2OSs, indicating that the real-time macro factors contain incremental
information beyond the yield curve predictors in predicting bond returns. Untabulated results show that the
predictive power of target-driven macro factors remain significant even controlling for lagged bond returns.
In sum, together with the previous two subsections, this subsection shows that bond returns can be
statistically predicted real-time macro data, both in- and out-of-sample, once an efficient econometric
method is employed.
4.4 Asset Allocation
We have shown that bond returns can be statistically predicted by the real-time target-driven macro factors.
From an investment perspective, it is of more interest to examine whether the statistical predictability
can generate meaningful economic value. Indeed, some studies find it difficult to translate statistical
predictability into economic value for investors who trade on Treasury bonds (see, e.g., Thornton and
7This way of extracting the macro factors while controlling for the yield curve predictors is analogous to Baker and Wurgler
(2006) who extract an orthogonal sentiment index from six individual sentiment proxies controlling for macro variables.
19
Valente, 2012; Sarno, Schneider, and Wagner, 2016). In this subsection, we investigate the economic value
of our real-time target-driven macro factors in making asset allocation decisions.
Following Eriksen (2017) and Gargano, Pettenuzzo, and Timmermann (2019), among others, we
compute the certainty equivalent return (CER) gain as the performance measure for a bond investor who
allocates her wealth between an n-year bond and a 1-year bond using the real-time target-driven factors
to forecast the n-year bond returns. For simplicity, we assume that the investor holds a mean-variance
preference and repeatedly makes allocation decisions at the end of each month over the 1982:03-2016:12
period.
In particular, at time t, the investor optimally allocates a proportion of
w∗t =
1
γ
Et [R
(n)
t+12]
Vart [R
(n)
t+12]
,
of her wealth to the n-year bond, where γ measures the relative risk aversion, Et [R
(n)
t+12] is the n-year bond
return forecast, and Vart [R
(n)
t+12] is the conditional variance estimated as the sample variance of the past 10-
year bond returns. The investor then allocates 1−w∗t of her wealth to the 1-year bond, which is a risk free
asset, and the portfolio return realized at t+12 is
Rpt+12 = w
∗
t R
(n)
t+12+R
(1)
t .
To prevent the investor from taking extreme positions, we restrict the portfolio weight w∗t on the n-year bond
to lie in [−1,5], which amounts to a maximum short-sale of 100% and a maximum leverage of 400%.
The CER of the portfolio is
CER = µˆp−0.5γσˆ2p ,
where µˆp and σˆ2p are the sample mean and variance of the portfolio returns over the investing evaluation
period of 1982:03–2016:12. The CER gain is the difference between the CER for the investor who uses
the target-driven factor forecast and the CER for an investor who uses the historical return mean forecast.
Intuitively, this CER gain can be interpreted as a portfolio management fee that an investor would be willing
to pay in order to have access to this real-time macro factor forecast.
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In addition to the CER gain, we also consider an alternative measure, the manipulation-proof
performance (MPP) measure (Goetzmann, Ingersoll, Spiegel, and Welch, 2007). Following Thornton and
Valente (2012) and Eriksen (2017), we define the MPP as
MPP =
1
1− γ ln
(
1
m
m
∑
t=1
[ Rˆpt+12
R(1)t
]1−γ)− 1
1− γ ln
(
1
m
m
∑
t=1
[ R¯pt+12
R(1)t
]1−γ)
,
where Rˆpt+12 and R¯
p
t+12 denote portfolio returns by using the target-driven factor forecast and historical return
mean forecast, respectively.
[Insert Table 6 about here]
Table 6 reports the CER gain and MPP, respectively. To examine the effect of risk aversion, we consider
two values, 3 and 5, in Panels A and B, respectively. When the risk aversion is 3 (Panel A), the t-PCA factor
generates 0.35% to 2.06% annual CER gains across the maturity spectrum relative to the historical return
mean forecast. Likewise, the MPP improvement lies between 0.51% to 2.63% across bond maturities for
the t-PCA factor. When the risk aversion is 5 (Panel B), the t-PCA factor generates 0.32% to 1.32% CER
gains and 0.55% to 1.68% MPP improvement across bond maturities. The economic gains for the s-PCA,
PLS, and Ridge factors are quantitatively similar. Overall, Table 6 suggests that real-time macro data can be
exploited by the target-driven methods to generate sizable economic value for a mean-variance investor.
[Insert Table 7 about here]
For robustness, in Table 7, we conduct an asset allocation exercise with transaction cost. We maintain the
same asset allocation framework, including the investor’s preference, the investable assets and the investment
horizon, but assume a transaction cost of 50 basis points (bps). When the risk aversion is 3, the target-driven
factors delivers economically large CER and MPP gains even in the presence of relatively sizable transaction
cost. For example, the t-PCA factor generates a CER gain up to 1.72% and an MPP gain up to 2.29% per year
after taking into account for the transaction costs. The results qualitatively similar when the risk aversion is
5. In summary, Table 7 affirms that the target-driven factors can yield economic values for investors even
after taking into account of transaction costs.
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4.5 International Evidence
In this subsection, we extend our empirical analysis of bond return predictability with real-time macro data
to the UK and Germany Treasury markets. We choose these two markets since they are among the major
international bond markets widely followed by global bond investors. Moreover, a rich amount of real-
time macro data are available for these two markets. To compute the annual excess returns for 2- to 5-year
Treasury bonds in the UK and Germany, we collect the 1- to 5-year zero-coupon bond yields from the
Bank of England and Bundesbank (the central bank of Germany). The real-time macro data are obtained
from the OECD revisions analysis database. We select a total of 11 macro variables for both the UK and
Germany, in order to keep a balance between the number of variables included and length of their historical
observations. These variables cover industrial production, unemployment rate, hourly earning, price level
and trade balance, among others. Since some of the variables are updated at a quarterly frequency, we
collect only the most recent vintage of a quarter for each variable. As the vintages data at the OECD start
at February 1999, we choose the initial vintage date as of the first quarter of 1999 for the UK and the third
quarter of 1999 for Germany due to data availability. A more detailed description of these macro data set is
provided in the appendix, including country codes, variables names, and transformation codes.
[Insert Table 8 about here]
Table 8 reports the out-of-sample results of the macro factors. For both the UK and Germany markets,
the PCA factors estimated with final revised macro data display strong forecasting power for future bond
returns. The R2OSs are significantly positive across maturities and range from 5.75% to 9.03% for the UK
bonds and 3.65% to 6.83% for the Germany bonds. But the PCA factors estimated with real-time macro
data generally fail to generate significant R2OSs, which are consistent with the findings in the US market.
In sharp contrast, the target-driven factors estimated with real-time macro data largely resurrect bond
return predictability. For instance, in the UK market, the R2OSs of the s-PCA factor range from 5.72% to
6.07% for the 3- to 5-year bond returns, while the R2OSs of the PCA factor only range from 1.08% to 2.88%.
In the Germany market, the s-PCA factor generates positive and significant R2OSs ranging from 2.45% to
3.62%, while the PCA factor yields negative or insignificant R2OSs across maturities. Hence, with the target-
driven methods, real-time macro data carry significant predictive information on bond returns in the UK and
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German markets. It is interesting that the PLS and Ridge factors do not produce significant R2OSs, and one
possible reason is that real-time macro data in these two countries are short in history.
5 Link to Real Economy
In this section, we show that bond return predictability with the real-time target-driven factors are consistent
with the implications of macro finance models. Specifically, we show that the target-driven factors predict
future macroeconomic condition, result in countercyclical term premia, and have stronger forecasting power
in economic recessions.
5.1 Forecasting Macroeconomic Condition
In this subsection, we attribute the forecasting power of the real-time target-driven factors to their abilities
to predict future macroeconomic condition.
To highlight the incremental predictive information, we orthogonalize each target-driven macro factor
by taking the residuals from the regression of the factor on the PCA factor. We then examine whether the
orthogonalized target-driven factors can forecast the one-year ahead changes in macroeconomic condition.
Cochrane (2007) argues that return predictability is more plausibly related to macroeconomic risk if the
return predictor also predicts macroeconomic condition. Following Lin, Wu, and Zhou (2018), we run the
following predictive regression,
∆Yt+12 = α+βFt + εt+12, (15)
where Ft is one of the orthogonalized target-driven factors and ∆Yt+12 = Yt+12−Yt , in which Yt measures
the macroeconomic condition, including the Chicago Fed National Activity Index (CFNAI), real GDP
growth, CFNAI sub-index on consumption and housing (consumption), CFNAI sub index on employment
and hours (employment), St. Louis Fed smooth recession probability, Jurado, Ludvgison, and Ng (2015)
macroeconomic uncertainty index, and spread between the BAA and AAA yields, respectively.
[Insert Table 9 about here]
Table 9 reports the results over the period of 1982:03 to 2016:12. For ease of exposition, we standardize
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both the left and right-hand side variables to have mean zero and unit standard deviation. The results
indicate that the target-driven factors significantly predict future one-year ahead changes in macroeconomic
condition. For instance, a one-standard deviation increase in the s-PCA factor is positively associated with
about a 0.26 standard deviation increase in the real GDP growth. Meanwhile, the s-PCA factor negatively
predicts the annual changes in recession probability, macro uncertainty, and yield spread. The forecasting
results based on the t-PCA, PLS, and Ridge factors are again similar.
Overall, Table 9 suggests that the improved predictive power of the real-time macro factors stems from
their incremental abilities to predict changes in future macroeconomic condition. As such, the more noisy
real-time macro data are still useful so long as a more efficient econometric method is employed to extract
the latent factors.
5.2 Countercyclical Term Premia
Many macro finance models predict time-varying term premia due to time-varying macroeconomic risk or
time-varying risk bearing ability, high in recessions and low in expansions (see, e.g., Ludvigson and Ng,
2009; Wright, 2011; Joslin, Priebsch, and Singleton, 2014). For instance, Wachter (2006) explores the asset
pricing implication of habit persistence on the term structure of interest rate and derives countercyclical
bond risk premia. Creal and Wu (2017) extend consumption-based models to incorporate time variations
in both the prices and quantities of growth and inflation risks and show that time-varying inflation risk is
an important driver of bond risk premia. However, Ghysels, Horan, and Moench (2018) show that real-
time macro data substantially reduce the countercyclicality of the implied term premia, and argue that the
previously documented countercyclical term premia may be largely driven by the macro data revisions.
In this subsection, we re-examine the countercyclical behavior of term premia using the real-time target-
driven factors. Follow Ludvigson and Ng (2009) and Ghysels, Horan, and Moench (2018), we estimate the
term premia using a vector autoregression (VAR) model that includes the target-driven factor as a predictor.
Specifically, the term premium of an n-year Treasury bond is estimated as
t p(n)t =
1
n
[
Et(rx
(n)
t+1)+Et(rx
(n−1)
t+2 )+, · · · ,+Et(rx(2)t+n−1)
]
,
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where Et(rx
(n−h+1)
t+h ) denotes the time t forecast for the h-year ahead annual bond return on an (n−h+1)-
year bond return from t+h−1 to t+h, where h spans from 1 to n−1. The h-year ahead annual bond return
forecast is estimated using the monthly VAR model with 12 lags. The above definition for t p(n)t is equivalent
to the difference between the yield of an n-year bond and the average expected short rate over the life of
the bond. The expectation hypothesis assumes that the term premium is constant, while the macro finance
models suggest that the term premium is countercyclical.
[Insert Figure 4 about here]
Figure 4 plots the time-series dynamics of the 5-year bond term premium t p(5)t implied by the VAR
model that uses one of the four target-driven factors as a return predictor. Apparently, the term premia
implied by the target-driven factors exhibit strong countercyclical patterns, rising around NBER recessions
and falling during expansions, consistent with Ludvigson and Ng (2009). Also, we plot the time-series of the
monthly CFNAI to further visualize the counter-cyclicality of the estimated term premia. We find that these
term premia are negatively and significantly correlated with the CFNAI. For example, the term premium
implied by the s-PCA factor has a negative correlation of−0.22 with the CFNAI, significant at the 1% level.
For comparison, in each panel, we also plot the term premia implied by the real-time PCA factor,
which appears to be less countercyclical than those implied by the target-driven factors. For example, the
correlation between the term premium implied by the PCA factor and the CFNAI index is−0.10. This result
is consistent with Ghysels, Horan, and Moench (2018) that the countercyclicality of term premium weakens
substantially in the presence of real-time macro data, though the authors base their findings on non-farm
payroll and the PCA factor.
In summary, Figure 4 suggests that the countercyclical feature of term premia implied by the macro-
finance term structure models remain evident in the presence of real-time macro data, if more efficient
real-time target-driven factors are employed.
5.3 Expected Bond Returns and Macroeconomic Condition
This subsection investigates the association between expected bond returns implied by the real-time target-
driven factors and macroeconomic condition, following Ludvigson and Ng (2009). Expected bond returns
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are a return-based proxy for bond risk premium, whereas term premia in Section 5.2 are a yield-based proxy
for bond risk premium.
[Insert Table 10 about here]
Table 10 presents the contemporaneous correlations between the expected returns of a 5-year bond
predicted by the target-driven factors and macroeconomic condition. To highlight the incremental
information contained in the target-driven factors, we also report the correlation of the difference in
expected bond return implied by target-driven factor and the PCA factor, denoted as ∆ERt = E[rx
(5)
t+12|Ft ]−
E[rx(5)t+12|FPCAt ].
Panel A shows that, across the four different target-driven factors, the predicted bond returns show
strong negative correlations with the CFNAI (about −0.55), real GDP growth (about −0.55), its sub index
on consumption and employment (about −0.60), employment (about −0.60), and positive correlations with
recession probability (about 0.40), macro uncertainty (about 0.20), and yield spread (about 0.20). The signs
of these correlations suggest that expected bond returns predicted by the target-driven factors are indeed
countercyclical. Panel B shows that the difference in expected bond returns predicted by the target-driven
factors and the PCA factor, ∆ERt , still display countercyclical patterns in general. In particular, the s-PCA,
PLS, and Ridge factors all generate significant correlations with macroeconomic condition.
Overall, Table 10 presents strong evidence of countercyclical bond risk premia, suggesting that the
improved power by the real-time target-driven factors stems from their abilities to better capture the
countercyclical property of bond risk premia, which are associated with time-varying macroeconomic risk
or market’s risk bearing ability (e.g., Cochrane, 2017).
5.4 Time-Varying Forecasting Performance
This subsection investigates the time-varying forecasting performance of the real-time target-driven factors,
in order to further explore their link with macroeconomic condition. In the stock market, Rapach, Strauss,
and Zhou (2010), Dangl and Halling (2012), and Henkel, Martin, and Nardari (2011), among others, show
that return predictability is stronger in economic recessions. In the bond market, Sarno, Schneider, and
Wagner (2016) and Gargano, Pettenuzzo, and Timmermann (2019) find a similar pattern when the final
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revised macro factors are incorporated into the predictive regression framework.
Following Eriksen (2017), we examine the correlations of the relative forecast accuracy (RFA) and
relative realized portfolio return (RPR) with macroeconomic condition.8 RFA and RPR are respectively
defined as the difference in squared forecast error and the difference in realized portfolio return generated
by the real-time macro target-driven factors against those generated by the historical return mean. For ease
of exposition, we focus on the forecasts of 5-year bond returns below.
[Insert Table 11 about here]
Panel A of Table 11 shows that the RFA generally exhibits negative correlations with the CFNAI, real
GDP growth, consumption, and employment, and positive correlations with the recession probability, macro
uncertainty, and yield spread. The magnitudes of these correlations appear to be small in some cases, but
are possibly due to the fact that the forecast errors themselves are hard to predict. Panel B focuses on the
RPR and documents more evident countercyclical patterns across the four target-driven factors. This result
indicates that the target-driven factors based on real-time macro data have stronger forecasting power in
periods of economic recessions. It also suggests that macroeconomic risk does play an important role in
driving the forecasting power of the target-driven factors.
6 Conclusion
Ghysels, Horan, and Moench (2018) raise an important question on whether bond risk premia vary with
macroeconomic condition once real time macro data are used. In this paper, we argue that the factor
extracted by using the PCA is not the most relevant for predicting bond returns, because the PCA factor
is designed to explain the most variation of macro variables instead of the variation of bond risk premia.
With the latter objective in mind, we use four more efficient target-driven machine learning methods, which
incorporate the information in bond returns into the factor extraction procedure. We find that the target-
driven factors have much stronger predictive power than the PCA factor, significantly predict bond returns
both in- and out-of-sample, and generate sizeable utility gains. The forecasting power of the target-driven
8A popular way to assess the time-varying monthly return predictability is to evaluate the forecast errors separately during the
NBER-dated expansions and recessions (e.g., Gargano, Pettenuzzo, and Timmermann, 2019). However, such sample split test
seems infeasible and inaccurate for us, since we focus on annual holding period returns, which may cover multiple economic states.
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factors appears countercycilical, with expected bond returns high in recessions and low in expansions. The
target-driven factors also strongly forecast future macroeconomic condition, consistent with the implications
of macro finance theories.
There are a number of topics that are of interest for future research. First, while this paper focuses
on bond return predictability, it is of interest to examine how the target-driven methods improve return
predictability in a big data environment for other markets such as the stock and currency markets. Second,
from the investment perspective, one may also include real-time macro survey data or high frequency data to
improve the economic value of return predictability. Third, it is desirable to examine the policy implications
of real-time macro data. With a more efficient return forecast based on real-time macro data, one may better
decompose the yield curve to assess the bond market’s responses to monetary policy changes, helping policy
makers to better judge in real time the separate impacts of monetary policies on the market’s expectation of
future inflation and the market wide risk appetite in bond market.
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Figure 1: In-Sample R2s of Predicting Bond Returns with Individual Macro Variables
This figure plots the in-sample R2s of predicting 2- to 5-year bond returns with 60 real-time macro
variables separately, consisting of output and income (No. 1-7), labor force and unemployment (No. 8-
33), consumption expenditure and housing (No. 34-40), money and credit (No. 41-52), and inflation and
price level (No. 53-60), respectively. The sample period is 1982:03–2016:12.
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Figure 2: Macro Factors
This figure plots the time-series of real-time macro factors estimated by the target PCA (t-PCA), scaled PCA
(s-PCA), partial least sqaures (PLS), and ridge regression (Ridge) methods, respectively. For comparison,
each panel also plots the real-time PCA factor. All the factors are extracted from 60 macro variables with
vintage data from 1982:03 to 2016:12. The vertical bars indicate NBER-dated recessions.
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Figure 3: R2s of Regressing Individual Macro Variables on Macro Factors
This figure plots the R2s of regressing real-time individual macro variables on the target PCA (t-PCA),
scaled PCA (s-PCA), partial least squares (PLS), and ridge regression (Ridge) factors, respectively. All the
factors are extracted from 60 macro variables with vintage data from 1982:03 to 2016:12, including output
and income (No. 1-7), labor force and unemployment (No. 8-33), consumption expenditure and housing
(No. 34-40), money and credit (No. 41-52), and inflation and price level (No. 53-60).
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Figure 4: Term Premium and macroeconomic condition
This figure plots the time-series of term premium (i.e., bond risk premium in yields), which is estimated
with a vector autoregression (VAR) framework by the real-time t-PCA, s-PCA, PLS, and Ridge factors,
respectively. For comparison, each panel also plots the term premium estimated by the real-time PCA factor
and the Chicago Fed National Activity Index (CFNAI) as a proxy for the state of macroeconomic condition.
The vertical bars indicate NBER-dated recessions. All the macro factors and term premium are recursively
estimated with an expanding window approach. The evaluation period is 1982:03 to 2016:12.
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Table 1: In-Sample Results of Forecasting Bond Returns with Macro Factors
This table reports the slopes, Newey-West t-statistics, and R2s from the predictive regressions of 2- to 5-year bond returns on macro factors. PCA f refers
to the PCA factor extracted from 60 macro variables with final revised data, PCA, t-PCA, s-PCA, PLS, and Ridge refer to factors extracted from the
same 60 macro variables with real-time macro data. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively. The sample period
is 1982:03–2016:12.
2-year bond return: rx(2)t+12 3-year bond return: rx
(3)
t+12 4-year bond return: rx
(4)
t+12 5-year bond return: rx
(5)
t+12
β t-stat R2 β t-stat R2 β t-stat R2 β t-stat R2
PCA f −0.34∗ −1.74 5.75 −0.62∗ −1.87 5.44 −0.81∗ −1.86 4.53 −0.91∗ −1.78 3.57
PCA −0.20 −1.15 1.98 −0.39 −1.28 2.14 −0.51 −1.25 1.85 −0.58 −1.16 1.46
t-PCA −0.29∗∗∗ −2.55 4.06 −0.51∗∗∗ −2.66 3.58 −0.64∗∗∗ −2.59 2.91 −0.72∗∗∗ −2.41 2.26
s-PCA −0.29∗ −1.83 4.25 −0.54∗∗ −2.04 4.16 −0.71∗∗ −2.06 3.57 −0.82∗∗ −1.97 2.88
PLS −0.34∗∗ −2.15 5.84 −0.63∗∗∗ −2.38 5.59 −0.83∗∗∗ −2.42 4.81 −0.95∗∗ −2.33 3.95
Ridge −0.34∗∗ −2.10 5.89 −0.64∗∗ −2.32 5.69 −0.84∗∗∗ −2.35 5.89 −0.64∗∗ −2.27 4.05
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Table 2: Out-of-Sample R2OSs of Forecasting Bond Returns with Macro Factors
This table reports the out-of-sample R2OSs of predicting 2- to 5-year bond returns with macro factors. PCA
f
refers to the PCA factor extracted from 60 macro variables with final revised macro data, PCA, t-PCA,
s-PCA, PLS, and Ridge refer to factors extracted from the same 60 macro variables with real-time data.
All the macro factors and expected bond returns are recursively estimated with an expanding window
approach in Panel A, and a 30-year rolling window approach in Panel B. Statistical significance for R2OS
is based on the p-value of the Clark and West (2007) MSPE-adjusted statistic for testing H0 : R2OS ≤ 0
against HA : R2OS > 0.
∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively. The
out-of-sample period is 1982:03–2016:12.
rx(2)t+12 rx
(3)
t+12 rx
(4)
t+12 rx
(5)
t+12
R2OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value
Panel A: Expanding windows
PCA f 3.29∗∗ 0.04 5.70∗∗ 0.02 4.55∗∗ 0.03 4.34∗∗ 0.03
PCA −0.65 0.12 2.02∗ 0.08 1.77 0.10 2.19 0.10
t-PCA −1.15 0.08 3.39∗ 0.05 4.89∗∗ 0.05 5.57∗∗ 0.04
s-PCA 1.29∗ 0.08 4.96∗∗ 0.05 5.45∗∗ 0.05 6.23∗∗ 0.04
PLS 0.17∗ 0.06 4.10∗∗ 0.03 4.48∗∗ 0.03 5.22∗∗ 0.03
Ridge −0.55 0.07 3.73∗∗ 0.04 4.44∗∗ 0.04 5.51∗∗ 0.03
Panel B: Rolling windows
PCA f 3.91∗ 0.06 4.84∗∗ 0.03 3.34∗∗ 0.04 3.07∗∗ 0.05
PCA −0.05 0.15 1.38 0.10 0.69 0.14 0.92 0.15
t-PCA 4.07∗ 0.09 5.50∗∗ 0.05 4.79∗ 0.06 5.11∗ 0.06
s-PCA 4.53∗ 0.08 5.76∗∗ 0.05 5.14∗ 0.06 5.24∗ 0.06
PLS 1.42∗ 0.07 3.03∗∗ 0.04 2.74∗∗ 0.04 3.20∗∗ 0.04
Ridge 1.13∗ 0.07 2.85∗∗ 0.04 2.75∗ 0.05 3.47∗∗ 0.04
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Table 3: Bootstrap p-values of Out-of-Sample Forecasts with Macro Factors
This table reports the bootstrap p-values of the R2OSs and the Clark and West (2007) MSPE-adjusted
statistics (CW ) of predicting 2- to 5-year bond returns with real-time macro factors, where t-PCA, s-PCA,
PLS, and Ridge refer to factors extracted from 60 macro variables with real-time data using the t-PCA,
s-PCA, PLS, and ridge regression, respectively. All the p-values are based on 5,000 bootstraps, which are
generated using the residual bootstrap design of Bauer and Hamilton (2018). All the predictive regressions
are recursively estimated with an expanding window approach in Panel A, and with a 30-year rolling
window approach in Panel B. The out-of-sample period is 1982:03–2016:12.
rx(2)t+12 rx
(3)
t+12 rx
(4)
t+12 rx
(5)
t+12
p(R2OS) p(CW ) p(R
2
OS) p(CW ) p(R
2
OS) p(CW ) p(R
2
OS) p(CW )
Panel A: Expanding windows
t-PCA 0.42 0.08 0.02 0.05 0.01 0.05 0.01 0.04
s-PCA 0.08 0.08 0.01 0.05 0.01 0.05 0.01 0.05
PLS 0.16 0.06 0.02 0.04 0.01 0.04 0.01 0.03
Ridge 0.25 0.06 0.03 0.04 0.02 0.04 0.01 0.03
Panel B: Rolling windows
t-PCA 0.04 0.11 0.02 0.07 0.02 0.07 0.02 0.07
s-PCA 0.04 0.10 0.02 0.07 0.03 0.08 0.03 0.08
PLS 0.12 0.08 0.05 0.05 0.06 0.06 0.05 0.05
Ridge 0.16 0.10 0.08 0.06 0.08 0.07 0.06 0.06
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Table 4: Out-of-Sample R2OSs with Maturity Specific Macro Factors
This table reports the out-of-sample R2OSs of predicting 2- to 5-year bond returns with real-time macro
factors extracted by the t-PCA, s-PCA, PLS, and ridge regression, respectively. To predict a maturity
specific bond, we using the bond return, rather than the average of bond returns across maturities, as
the target in extracting macro factors. All the macro factors and expected bond returns are recursively
estimated with an expanding window approach. Statistical significance for R2OS is based on the p-value
of the Clark and West (2007) MSPE-adjusted statistic for testing H0 : R2OS ≤ 0 against HA : R2OS > 0. ∗,∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively. The out-of-sample period is
1982:03–2016:12.
rx(2)t+12 rx
(3)
t+12 rx
(4)
t+12 rx
(5)
t+12
R2OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value
t-PCA 2.99∗ 0.08 2.95∗ 0.06 3.46∗ 0.06 2.82∗ 0.07
s-PCA 3.67∗ 0.08 5.89∗∗ 0.05 5.25∗∗ 0.05 5.54∗∗ 0.04
PLS 0.86∗ 0.06 4.31∗∗ 0.04 4.56∗∗ 0.03 5.33∗∗ 0.03
Ridge 0.14∗ 0.07 4.20∗∗ 0.04 4.73∗∗ 0.04 5.71∗∗ 0.03
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Table 5: Out-of-Sample R2OSs of Forecasting Bond Returns Controlling for Yield Curve Factors
This table reports the out-of-sample R2OSs of predicting 2- to 5-year bond returns with the real-time macro
factors, where yield curve factors are used as benchmarks in calculating R2OSs. t-PCA, s-PCA, PLS, and
Ridge refer to factors extracted from 60 macro variables with real-time macro data by using the t-PCA,
s-PCA, PLS, and ridge regression, respectively. The benchmark is 1) the Cochrane and Piazzesi (2005)
return predictor (CP), 2) yield spreads: the spread between the 3- and 1-year yields (S31) and the spread
between the 5- and 4-year yields (S54), and 3) the first three principal components of the 1- to 5-year yields,
respectively. All the macro factors and expected bond returns are recursively estimated with an expanding
window approach. Statistical significance for R2OS is based on the p-value of the Clark and West (2007)
MSPE-adjusted statistic for testing H0 : R2OS ≤ 0 against HA : R2OS > 0. ∗, ∗∗, and ∗∗∗ indicate significance at
the 10%, 5%, and 1% levels, respectively. The out-of-sample period is 1982:03–2016:12.
rx(2)t+12 rx
(3)
t+12 rx
(4)
t+12 rx
(5)
t+12
R2OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value
Panel A: CP factor is the benchmark predictor
t-PCA 1.75∗ 0.08 5.12∗∗ 0.04 4.95∗∗ 0.04 4.54∗ 0.05
s-PCA 0.40∗ 0.08 5.59∗∗ 0.03 6.33∗∗ 0.03 6.83∗∗ 0.04
PLS 0.70∗ 0.07 5.89∗∗ 0.03 6.62∗∗ 0.03 6.94∗∗ 0.03
Ridge −5.34 0.04 2.91∗∗ 0.02 6.30∗∗ 0.02 8.23∗∗ 0.02
Panel B: Yield spreads S31 and S54 are the benchmark predictors
t-PCA 1.90∗ 0.09 5.08∗ 0.05 4.86∗ 0.06 4.59∗ 0.06
s-PCA 1.82∗ 0.08 6.26∗∗ 0.04 6.66∗∗ 0.04 6.92∗∗ 0.04
PLS 0.89∗ 0.07 6.13∗∗ 0.03 6.89∗∗ 0.03 7.31∗∗ 0.03
Ridge −4.52 0.04 3.62∗∗ 0.02 6.89∗∗ 0.02 8.94∗∗ 0.02
Panel C: First three principal components of yields are the benchmark predictors
t-PCA 2.80∗ 0.07 5.62∗∗ 0.04 5.47∗∗ 0.04 5.22∗∗ 0.04
s-PCA 0.66∗ 0.08 5.12∗∗ 0.04 6.12∗∗ 0.03 6.52∗∗ 0.03
PLS 1.61∗ 0.06 6.20∗∗ 0.03 7.12∗∗ 0.02 7.38∗∗ 0.02
Ridge −4.27 0.04 2.80∗∗ 0.02 6.06∗∗∗ 0.01 7.80∗∗ 0.02
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Table 6: Asset Allocation Gains of Macro Factors
This table reports the asset allocation gains of forecasting bond returns with real-time macro factors. t-PCA,
s-PCA, PLS, and Ridge refer to factors extracted from real-time macro variables by using the t-PCA,
s-PCA, PLS, and ridge regression, respectively. We assume a mean-variance investor, with risk aversion
γ = 3 or γ = 5 and investment horizon one year, decides to allocate his wealth between a 1-year Treasury
(risk free) bond and an n-year Treasury bond (n = 2, · · · ,5), and estimates the expected n-year bond
return by using the real-time macro factors. We consider two performance measures: certainty equivalent
return (CER) gain and Goetzmann, Ingersoll, Spiegel, and Welch (2007) manipulation-proof performance
(MPP) improvement, which are calculated as the incremental values of using the forecasts with the macro
factors relative to the forecasts with the historical return mean. The (out-of-sample) investment period is
1982:03–2016:12.
CER gain (%) MPP improvement
n= 2 n= 3 n= 4 n= 5 n= 2 n= 3 n= 4 n= 5
Panel A: Risk aversion γ=3
t-PCA 0.35 1.28 1.76 2.06 0.51 1.71 2.38 2.63
s-PCA 0.34 1.30 1.79 2.19 0.50 1.76 2.36 2.73
PLS 0.36 1.18 1.59 1.94 0.53 1.61 2.16 2.50
Ridge 0.30 1.17 1.64 2.03 0.46 1.60 2.18 2.60
Panel B: Risk aversion γ=5
t-PCA 0.32 1.16 1.32 1.29 0.55 1.60 1.68 1.61
s-PCA 0.32 1.21 1.50 1.48 0.58 1.60 1.80 1.79
PLS 0.32 1.11 1.38 1.36 0.55 1.50 1.70 1.69
Ridge 0.29 1.14 1.46 1.47 0.52 1.52 1.77 1.81
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Table 7: Asset Allocation Gains of real-time Macro Factors with Transaction Cost
This table reports the asset allocation gains of forecasting bond returns with real-time macro factors
with a transaction cost of 50 basis points. t-PCA, s-PCA, PLS, and Ridge refer to factors extracted
from real-time macro variables by using the t-PCA, s-PCA, PLS, and ridge regression, respectively. We
assume a mean-variance investor, with risk aversion γ = 3 or γ = 5 and investment horizon one year,
decides to allocate his wealth between a 1-year Treasury (risk free) bond and an n-year Treasury bond
(n = 2, · · · ,5), and estimates the expected n-year bond return by using the real-time macro factors. We
consider two performance measures: certainty equivalent return (CER) gain and Goetzmann, Ingersoll,
Spiegel, and Welch (2007) manipulation-proof performance (MPP) improvement, which are calculated
as the incremental values of using the forecasts with the macro factors relative to the forecasts with the
historical return mean. The (out-of-sample) investment period is 1982:03–2016:12.
CER gain (%) MPP improvement
n= 2 n= 3 n= 4 n= 5 n= 2 n= 3 n= 4 n= 5
Panel A: Risk aversion γ=3
t-PCA 0.14 0.95 1.39 1.72 0.29 1.36 2.00 2.29
s-PCA 0.17 0.99 1.45 1.88 0.32 1.43 2.01 2.42
PLS 0.17 0.86 1.21 1.58 0.32 1.27 1.76 2.14
Ridge 0.12 0.84 1.27 1.69 0.26 1.25 1.80 2.25
Panel B: Risk aversion γ=5
t-PCA 0.10 0.80 1.02 1.06 0.30 1.22 1.39 1.38
s-PCA 0.12 0.88 1.24 1.26 0.36 1.26 1.54 1.57
PLS 0.12 0.74 1.07 1.10 0.32 1.11 1.38 1.43
Ridge 0.08 0.79 1.17 1.23 0.29 1.15 1.48 1.57
42
Table 8: Out-of-Sample R2OSs of Forecasting UK and Germany Bond Returns with Macro Factors
This table reports the out-of-sample R2OSs of predicting 2- to 5-year UK and Germany Treasury bond returns
with macro factors. PCA f refers to the first PCA factor extracted from final revised macro variables, PCA,
t-PCA, s-PCA, PLS, and Ridge refer to factors extracted from real-time macro variables by using the PCA,
t-PCA, s-PCA, PLS, and ridge regression, respectively. Statistical significance for R2OS is based on the
p-value of the Clark and West (2007) MSPE-adjusted statistic for testing H0 : R2OS ≤ 0 against HA : R2OS > 0.∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively. The out-of-sample period is
1999:q1–2016:q4 for UK and 1999:q3–2016:q4 for Germany.
rx(2)t+12 rx
(3)
t+12 rx
(4)
t+12 rx
(5)
t+12
R2OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value R
2
OS (%) p-value
Panel A: UK Treasury bonds
PCA f 9.03∗ 0.06 9.64∗∗ 0.04 7.87∗∗ 0.03 5.75∗∗ 0.03
PCA 1.82 0.21 2.88 0.13 1.99∗ 0.09 1.08 0.10
t-PCA 3.13 0.11 8.46∗ 0.07 8.97∗ 0.05 7.76∗ 0.05
s-PCA 1.35 0.18 6.07∗ 0.10 6.50∗ 0.07 5.72∗ 0.05
PLS −4.02 0.23 0.55 0.17 1.39 0.17 0.45 0.19
Ridge −5.85 0.28 0.09 0.20 1.67 0.19 1.00 0.20
Panel B: Germany Treasury bonds
PCA f 6.83∗∗ 0.04 6.03∗∗ 0.04 4.67∗∗ 0.05 3.65∗ 0.07
PCA −1.85 0.20 −0.72 0.18 0.16 0.10 0.62 0.20
t-PCA 2.55∗ 0.07 3.19∗ 0.05 2.91∗ 0.05 1.97∗ 0.07
s-PCA 2.45∗∗ 0.04 3.27∗∗ 0.04 3.62∗∗ 0.04 3.38∗ 0.06
PLS −1.89 0.49 −2.36 0.49 −2.72 0.56 −2.93 0.61
Ridge −2.27 0.51 −2.88 0.52 −3.23 0.58 −3.38 0.65
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Table 9: Forecasting Macroeconomic Condition with Macro Factors
This table reports the regression slope, Newey-West t-statistic, and R2 of predicting annual changes of
macroeconomic condition with real-time macro factors. t-PCA, s-PCA, PLS, and Ridge refer to factors
extracted from 60 macro variables with real-time macro data by using the t-PCA, s-PCA, PLS, and ridge
regression, respectively. To highlight the incremental predictive power, we orthogonalize each macro
factor by taking residuals from the regression of the factor on the PCA factor. Macroeconomic condition
(Yt) is measured by seven proxies: the Chicago Fed National Activity Index (CFNAI), real GDP growth,
CFNAI sub index on consumption and housing (Consumption), CFNAI sub index on employment and
hours (Employment), St Louis Fed smooth recession probability, Jurado, Ludvgison, and Ng’s (2015)
macroeconomic uncertainty index, and yield spread between the BAA and AAA yields. The annual change
is computed as ∆Yt+12 = Yt+12 −Yt . All the macro factors are recursively extracted with an expanding
window approach. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%, 5%, and 1% levels, respectively. The
evaluation period is 1982:03–2016:12.
CFNAI GDP Consumption Employment Recession Macro Yield
growth probability uncertainty spread
Panel A: ∆Yt+12 = α+βF t-PCAt + εt+12
β 0.14∗ 0.16∗∗ 0.13∗ 0.18∗∗ −0.14∗ −0.17∗∗ −0.16∗∗∗
t-stat 1.68 2.15 1.66 2.11 −1.84 −2.09 −2.56
R2 0.02 0.03 0.02 0.03 0.02 0.03 0.03
Panel B: ∆Yt+12 = α+βFs-PCAt + εt+12
β 0.22∗ 0.26∗∗ 0.23∗∗∗ 0.27∗∗ −0.23∗∗ −0.30∗∗∗ −0.23∗∗∗
t-stat 1.85 2.22 2.52 2.20 −1.99 −2.50 −2.46
R2 0.05 0.07 0.05 0.07 0.05 0.09 0.05
Panel C: ∆Yt+12 = α+βFPLSt + εt+12
β 0.26∗∗∗ 0.25∗∗ 0.20∗∗ 0.27∗∗∗ −0.20∗ −0.25∗∗ −0.24∗∗∗
t-stat 2.46 2.29 2.28 2.39 −1.92 −2.28 −2.72
R2 0.07 0.06 0.04 0.07 0.04 0.06 0.06
Panel D: ∆Yt+12 = α+βF
Ridge
t + εt+12
β 0.26∗∗ 0.26∗∗ 0.23∗∗∗ 0.29∗∗ −0.25∗∗ −0.31∗∗ −0.24∗∗∗
t-stat 2.19 2.09 2.57 2.24 −2.04 −2.49 −2.67
R2 0.07 0.07 0.05 0.08 0.06 0.10 0.06
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Table 10: Correlation between Expected Bond Return and Macroeconomic Condition
This table reports the correlation between expected 5-year bond return forecasted by the real-time
macro factors and macroeconomic condition. t-PCA, s-PCA, PLS, and Ridge refer to factors extracted
from 60 macro variables with real-time data by using the t-PCA, s-PCA, PLS, and ridge regression,
respectively. We compute both the expected bond return (E[rx(5)t+12|Ft ]), and the expected bond
return difference between a target-driven factor (Ft) forecast and the PCA factor (FPCAt ) factor as
∆ER(5)t = E[rx
(5)
t+12|Ft ]− E[rx(5)t+12|FPCAt ]. Macroeconomic condition (Yt) is measured by seven proxies:
the Chicago Fed National Activity Index (CFNAI), real GDP growth, CFNAI sub index on consumption
and housing (Consumption), CFNAI sub index on employment and hours (Employment), St Louis Fed
smoothed recession probability, Jurado, Ludvgison, and Ng’s (2015) macroeconomic uncertainty index,
and yield spread between the BAA and AAA yields. All the macro factors and expected bond returns are
recursively estimated with an expanding window approach. ∗, ∗∗, and ∗∗∗ indicate significance at the 10%,
5%, and 1% levels, respectively. The (out-of-sample) evaluation period is 1982:03–2016:12.
Yt
CFNAI GDP Consumption Employment Recession Macro Yield
growth probability uncertainty spread
Panel A: corr(E[rx(5)t+12|Ft ],Yt)
t-PCA −0.47∗∗∗ −0.48∗∗∗ −0.51∗∗∗ −0.54∗∗∗ 0.37∗∗∗ 0.09∗ 0.10∗∗
s-PCA −0.54∗∗∗ −0.56∗∗∗ −0.62∗∗∗ −0.60∗∗∗ 0.43∗∗∗ 0.19∗∗ 0.18∗∗
PLS −0.55∗∗∗ −0.55∗∗∗ −0.55∗∗∗ −0.61∗∗∗ 0.43∗∗∗ 0.20∗∗ 0.18∗∗
Ridge −0.56∗∗∗ −0.56∗∗∗ −0.61∗∗∗ −0.61∗∗∗ 0.45∗∗∗ 0.22∗∗ 0.20∗∗
Panel B: corr(∆ER(5)t ,Yt)
t-PCA −0.05 −0.05 −0.09∗ −0.07 0.06 −0.11∗∗ −0.01
s-PCA −0.28∗∗∗ −0.30∗∗∗ −0.48∗∗∗ −0.27∗∗∗ 0.29∗∗∗ 0.10∗∗ 0.21∗∗∗
PLS −0.34∗∗∗ −0.29∗∗∗ −0.29∗∗∗ −0.35∗∗∗ 0.30∗∗∗ 0.16∗∗ 0.23∗∗
Ridge −0.48∗∗∗ −0.45∗∗∗ −0.60∗∗∗ −0.48∗∗∗ 0.47∗∗∗ 0.28∗∗∗ 0.35∗∗∗
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Table 11: Correlation between Macro Factors’ Forecasting Performance and Macroeconomic
Condition
This table reports the correlation between the forecasting performances of real-time macro factors and
macroeconomic condition. t-PCA, s-PCA, PLS, and Ridge refer to factors extracted from 60 macro
variables with real-time data by using the t-PCA, s-PCA, PLS, and ridge regression, respectively. We
use two proxies to measure the forecasting performance: relative forecast accuracy (RFA(5)t ) and relative
realized portfolio return (RPR(5)t ), which are calculated as the difference in squared forecast error and the
difference in realized portfolio return for a mean-variance investor who forecasts 5-year bond returns with a
macro factor against the historical return mean, respectively. Macroeconomic condition (Yt) is measured by
seven proxies: the Chicago Fed National Activity Index (CFNAI), real GDP growth, CFNAI sub index on
consumption and housing (Consumption), CFNAI sub index on employment and hours (Employment), St
Louis Fed smooth recession probability, Jurado, Ludvgison, and Ng’s (2015) macroeconomic uncertainty
index, and yield spread between the BAA and AAA yields. All the macro factors and expected bond returns
are recursively estimated with an expanding window approach. ∗, ∗∗, and ∗∗∗ indicate significance at the
10%, 5%, and 1% levels, respectively. The (out-of-sample) evaluation period is 1982:03–2016:12.
Yt
CFNAI GDP Consumption Employment Recession Macro Yield
growth probability uncertainty spread
Panel A: corr(RFA(5)t ,Yt)
t-PCA −0.07 −0.02 −0.11∗∗ −0.10∗∗ 0.06 −0.01 0.09∗
s-PCA −0.08 −0.02 −0.14∗∗∗ −0.10∗∗ 0.10∗ 0.00 0.11∗∗
PLS −0.10∗ −0.04 −0.09∗ −0.13∗∗ 0.12∗∗ 0.05 0.16∗∗∗
Ridge −0.10∗∗ −0.05 −0.11∗∗ −0.12∗∗ 0.13∗∗∗ 0.05 0.16∗∗∗
Panel B: corr(RPR(5)t ,Yt)
t-PCA −0.15∗∗∗ −0.10∗∗ −0.34∗∗∗ −0.18∗∗∗ 0.09∗∗ 0.05 0.21∗∗∗
s-PCA −0.18∗∗∗ −0.15∗∗∗ −0.46∗∗∗ −0.19∗∗∗ 0.14∗∗∗ 0.12∗∗ 0.30∗∗∗
PLS −0.24∗∗∗ −0.20∗∗∗ −0.42∗∗∗ −0.27∗∗∗ 0.21∗∗∗ 0.19∗∗∗ 0.35∗∗∗
Ridge −0.26∗∗∗ −0.22∗∗∗ −0.48∗∗∗ −0.27∗∗∗ 0.23∗∗∗ 0.22∗∗∗ 0.37∗∗∗
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Appendix
This section provides a detailed description of the real-time macro variables we use in this paper. We first list
the panel of 60 individual macroeconomic variables obtained from the Archival Federal Reserve Economic
database (ALFRED). For each variable, we report the ALFRED mnemonics, a full variable description, and
the transformation code (trcode) used to ensure stationarity of the underlying data series. The transformation
codes generally follow the corresponding ones in the FRED-MD database as discussed in McCracken and
Ng (2016), which are based on the same data source. The particular forms of the transformations are
specified below. To fix notation, let xrawi,t and x
tr
i,t denote the raw and transformed version of the ith variable
observed at time t, respectively, and let ∆ = (1−L), with a lag operator Lxrawi,t = xrawi,t−1. We then apply one
of six possible transformations:
1. lvl: xtri,t = x
raw
i,t
2. ∆lvl: xtri,t = xrawi,t − xrawi,t−1
3. ∆2lvl: xtri,t = ∆2xrawi,t
4. ln: xtri,t = ln
(
xrawi,t
)
5. ∆ln: xtri,t = ln
(
xrawi,t
)
− ln
(
xrawi,t−1
)
6. ∆2ln: xtri,t = ∆2 ln
(
xrawi,t
)
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No. Mnemonic Variable description trcode
1 INDPRO Industrial Production Index 5
2 AWHMAN Average Weekly Hours of Production and Nonsupervisory Employees: Manufacturing 1
3 AWHNONAG Average Weekly Hours Of Production And Nonsupervisory Employees: Total private 2
4 AWOTMAN Average Weekly Overtime Hours of Production and Nonsupervisory Employees: Manufacturing 2
5 DSPI Disposable Personal Income 5
6 DSPIC96 Real Disposable Personal Income 5
7 PI Personal Income 5
8 CE16OV Civilian Employment 5
9 CLF16OV Civilian Labor Force 5
10 PAYEMS All Employees: Total nonfarm 5
11 MANEMP All Employees: Manufacturing 5
12 DMANEMP All Employees: Durable Goods 5
13 NDMANEMP All Employees: Nondurable goods 5
14 USCONS All Employees: Construction 5
15 USFIRE All Employees: Financial Activities 5
16 USGOOD All Employees: Goods-Producing Industries 5
17 USGOVT All Employees: Government 5
18 USMINE All Employees: Mining and logging 5
19 USPRIV All Employees: Total Private Industries 5
20 USSERV All Employees: Other Services 5
21 USTPU All Employees: Trade, Transportation & Utilities 5
22 USTRADE All Employees: Retail Trade 5
23 USWTRADE All Employees: Wholesale Trade 5
24 SRVPRD All Employees: Service-Providing Industries 5
25 UEMP5TO14 Number of Civilians Unemployed for 5 to 14 Weeks 5
26 UEMP15OV Number of Civilians Unemployed for 15 Weeks & Over 5
27 UEMP15T26 Number of Civilians Unemployed for 15 to 26 Weeks 5
28 UEMP27OV Number of Civilians Unemployed for 27 Weeks and Over 5
29 UEMPLT5 Number of Civilians Unemployed - Less Than 5 Weeks 5
30 UEMPMEAN Average (Mean) Duration of Unemployment 2
31 UEMPMED Median Duration of Unemployment 2
32 UNEMPLOY Unemployed 5
33 UNRATE Civilian Unemployment Rate 2
34 PCE Personal Consumption Expenditures 5
35 PCEDG Personal Consumption Expenditures: Durable Goods 5
36 PCEND Personal Consumption Expenditures: Nondurable Goods 5
37 PCES Personal Consumption Expenditures: Services 5
38 HOUST Housing Starts: Total: New Privately Owned Housing Units Started 4
39 HOUST1F Privately Owned Housing Starts: 1-Unit Structures 4
40 HOUST2F Housing Starts: 2-4 Units 4
41 CURRSL Currency Component of M1 5
42 DEMDEPSL Demand Deposits at Commercial Banks 6
43 M1SL M1 Money Stock 6
44 OCDSL Other Checkable Deposits 6
45 SAVINGSL Savings Deposits - Total 6
46 STDCBSL Small Time Deposits at Commercial Banks 6
47 STDSL Small Time Deposits - Total 6
48 STDTI Small Time Deposits at Thrift Institutions 6
49 SVGCBSL Savings Deposits at Commercial Banks 6
50 SVGTI Savings Deposits at Thrift Institutions 6
51 SVSTCBSL Savings and Small Time Deposits at Commercial Banks 6
52 TCDSL Total Checkable Deposits 6
53 CPIAUCSL Consumer Price Index for All Urban Consumers: All Items 6
54 PFCGEF Producer Price Index: Finished Consumer Goods Excluding Foods 6
55 PPICPE Producer Price Index: Finished Goods: Capital Equipment 6
56 PPICRM Producer Price Index: Crude Materials for Further Processing 6
57 PPIFCF Producer Price Index: Finished Consumer Foods 6
58 PPIFGS Producer Price Index: Finished Goods 6
59 PPIIFF Producer Price Index: Intermediate Foods & Feeds 6
60 PPIITM Producer Price Index: Intermediate Materials: Supplies & Components 6
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The following table presents individual macroeconomic variables for the UK and Germany markets,
which are obtained from OECD revisions analysis database. For each variable, we report the country
code (UK stands for United Kingdom and GER stands for Germany), a full variable description, and the
transformation code (trcode) used to ensure stationarity of the underlying data series. The transformation
codes are denoted in the same way as the US market. Vintages of UK macro data range from the first quarter
of 1999 to the last quarter of 2016, and vintages of Germany data range from the third quarter of 1999 to the
last quarter of 2016.
No. Country Variable description trcode
1 UK Index of Industrial Production 5
2 UK Harmonised Unemployment Rate 2
3 UK Index of Hourly Earnings: Manufacturing 2
4 UK Monetary Aggregates–Broad Money 6
5 UK Private Consumption Expenditure: Constant Prices 5
6 UK Government Consumption Expenditure: Constant Prices 5
7 UK Gross Fixed Capital Formation: Constant Prices 5
8 UK Exports of Goods and Services: Constant Prices 5
9 UK Imports of Goods and Services: Constant Prices 5
10 UK GDP: Total Implicit Price Deflator 5
11 UK Balance of Payments–Current Account Balance 2
1 GER Index of Industrial Production 5
2 GER Harmonised Unemployment Rate 2
3 GER Index of Hourly Earnings: Manufacturing 2
4 GER Consumer Price Index 5
5 GER Private Consumption Expenditure: Constant Prices 5
6 GER Government Consumption Expenditure: Constant Prices 5
7 GER Gross Fixed Capital Formation: Constant Prices 5
8 GER Exports of Goods and Services: Constant Prices 5
9 GER Imports of Goods and Services: Constant Prices 5
10 GER GDP: Total Implicit Price Deflator 5
11 GER Balance of Payments–Current Account Balance 2
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Table A.1: Snapshot of Vintages of “Total Nonfarm Payroll” from ALFRED.
This table presents a snapshot of the vintage data on “total nonfarm payroll” from ALFRED, where
Column “PAYEMS 19971107” refers to the vintage released on November 7, 1997, pertaining to the
monthly observations with data date until October 1997, with one month publication lag, and Column
“PAYEMS 19971205” to the vintage released on December 5, 1997, pertaining to the monthly observations
with data date until November 1997, etc. The value of total nonfarm payroll pertaining to data date October
1997 is 123,045 in the PAYEMS 19971107 vintage and is revised to 123,079 in the PAYEMS 19971205
vintage.
Data Date PAYEMS_19971107 PAYEMS_19971205 PAYEMS_19980109 PAYEMS_19980206
Jan 1997 120,909 120,909 120,909 120,909
Feb 1997 121,162 121,162 121,162 121,162
Mar 1997 121,344 121,344 121,344 121,344
Apr 1997 121,671 121,671 121,671 121,671
May 1997 121,834 121,834 121,834 121,834
Jun 1997 122,056 122,056 122,056 122,056
Jul 1997 122,440 122,440 122,440 122,440
Aug 1997 122,492 122,492 122,492 122,492
Sep 1997 122,761 122,792 122,792 122,792
Oct 1997 123,045 123,079 123,083 123,083
Nov 1997 123,483 123,495 123,512
Dec 1997 123,865 123,867
Jan 1998 124,225
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