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Abstract. Articulated objects like doors, drawers, valves, and tools are perva-
sive in our everyday unstructured dynamic environments. Articulation models
describe the joint nature between the different parts of an articulated object. As
most of these objects are passive, a robot has to interact with them to infer all the
articulation models to understand the object topology. We present a general algo-
rithm to estimate the inherent articulation models by exploiting the momentum of
the articulated system along with the interaction wrench while manipulating the
object. We validate our approach with experiments in a simulation environment.
Keywords: Articulation models, Estimation Manipulation
1 INTRODUCTION
Over the last decade, there has been a growing interest in the robotics community to
develop autonomous humanoid robots. Unlike laboratory settings, everyday environ-
ments are highly dynamic and unstructured. Articulated objects like doors, drawers,
valves, and tools are multi-link rigid body systems with their object parts moving rela-
tive to one other. Articulation models describe the joint nature between two object parts.
So, for a humanoid robot to operate autonomously in dynamic environments, it has to
learn the articulation models. This paper contributes to learning articulation models and
estimates the topology of articulated objects.
Doors are the most likely experienced articulated objects in many robotic applica-
tions like rescue scenarios, elderly care, hospitality, and others. The earliest investiga-
tions tackling the door opening problem are carried in [1] and [2]. The authors in [1]
assume a known door model and leveraged the combined motion of the manipulator and
the autonomous mobile platform to open the door. In contrast, a model-free approach
of controlled interactions along the path of least resistance is investigated in [2]. Later,
the concept of equilibrium point control (EPC) for the specific task of opening novel
doors and drawers is evaluated in [3]. In addition, they implemented an articulation
model estimation algorithm using the end-effector trajectory, assuming a stable grasp
and planar motion of the end-effector. The algorithm returns an estimate of the rotation
axis location and the radius. The prismatic joint is estimated as a rotational joint with
a large radius. More recently, a model-free adaptive velocity-force/torque controller for
simultaneous compliant interaction and estimation of articulation models in objects like
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doors and drawers with one degree of freedom motion is proposed in [4]. Additionally,
they provide proof of convergence of the articulation model estimates.
On the other hand, the idea of interactive perception paradigm is introduced in [5]
and [6] highlighting the need for extracting task-specific perceptual information using
the manipulation capabilities of a robot by interacting with the environment. They em-
ploy optical flow based tracking of features on moving object parts and build a graph.
Then the articulation models are extracted from the information contained in the graph.
The rotational joint is identified by rotating centers between two sub-graphs and pris-
matic joint by shifting movements of sub-graphs. They successfully demonstrated the
use of interactive perception in extracting the kinematic model of various tools to build
a Denavit-Hartenberg (DH) parameter model and then use it to operate a tool. In ad-
dition, a symbolic learning-based approach to manipulation is presented in [7] which
uses relational representations of kinematic structures that are grounded using percep-
tual and interaction capabilities of a robot. They successfully demonstrated learning and
generalization of manipulation knowledge to previously unseen objects.
A probabilistic learning framework proposed in [8] uses a noisy 3D pose observa-
tions of object parts. They implemented predefined candidate joint models with param-
eters and also a non-parametric Gaussian process model to which observed 3D pose
trajectory data of object parts is fit to find kinematic structures of kinematic trees. Later,
a stereo camera system is used to get dense depth images as input [9]. Building on the
previous work, a unified framework with several extensions like dealing with kinematic
loops and an extended set of experiments is presented in [10]. A particle filter based ap-
proach presented in [11] integrates the idea of interactive perception into a probabilistic
framework using visual observations and manipulation feedback from the robot. They
also presented best action selection methods based on entropy and information gain
which guides the robot to perform the most useful interactions with the object to reduce
the uncertainty on articulation model estimates.
The concept of exploration challenge for robots where the task is to perform explo-
rative actions and learn the structure of the environment is presented in [12]. One of
their main contributions is probabilistic belief representation of articulation models in-
cluding properties like friction and joint limits. They successfully demonstrated how the
behavior emerged from entropy-based exploration is more informative than explorative
strategies based on heuristics. An online multi-level recursive estimation algorithm con-
sidering task-specific priors based on the concept of interactive perception is presented
in [13]. They use a series of RGB-D image data as input to estimate articulation models
including the joint configuration. Further, they extended their approach [14] integrat-
ing information from vision, force-torque sensing and proprioception. In addition to
kinematic articulation model estimation, they also generated a dynamic model of the
articulated object.
In this paper, we propose an algorithm to estimate the topology of a complex float-
ing base articulated object by leveraging the momentum and interaction wrench infor-
mation while manipulating the object. Unlike the previous approaches, our approach
is addressed to handle floating base objects. Further, our method attempts to identify
the topology of an articulated system with any number of degrees of freedom. This
paper is organized as follows. Section 2 introduces the notation and the problem state-
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ment. Section 3 presents our method and algorithm. Section 4 provides the details of
the experiments. Section 5 contain the numerical results showing the articulation model
estimation followed by conclusions.
2 BACKGROUND
Spatial vectors [15] are 6D vectors that are proven to be powerful tools in analyzing
rigid-body dynamics. Unlike the standard notation of spatial vectors, we use a modified
notation. In the case of spatial motion vectors, we consider the linear part first followed
by the angular part and in the case of spatial force vectors, we consider the forces first
followed by the moments.
2.1 Notation
• A denotes the inertial frame, B denotes a body-fixed frame and com denotes a
frame associated with the center of mass of a rigid body.
• Let u and v be two n-dimensional column vectors of real numbers, i.e. u, v ∈ Rn,
their inner product is denoted as uT v, with T , the transpose operator.
• SO(3) denotes the set of R3×3 orthogonal matrices with determinant equal to one.
SO(3) := {R ∈ R3×3 | RTR = I3, det(R) = 1 }
• Given u, v ∈ R3, S(u) ∈ R3×3 denotes the skew-symmetric matrix-valued
operator associated with the cross product in R3, such that S(u)v = u× v.
• Given the vector u = (x; y; z) ∈ R3, we define the skew-symmetric matrix as,
S(u) =
 0 −z yz 0 −x
−y x 0

• ||u|| denotes the euclidean norm of a vector, u ∈ R3.
• S ∈ Rnf×6 is the motion subspace matrix [16] of a joint, that has nf degrees of
freedom and q ∈ R6 is a column vector that denotes the joint variable.
• 1n ∈ Rn×n denotes the identity matrix of dimension n.
• pB ∈ R3 denotes the origin of the frame B, expressed in the inertial frame; ARB ∈
SO(3) is the rotation matrix that transforms 3D vector, expressed with the orienta-
tion of B to a 3D vector expressed in frame A.
• P ∈ R7 denotes the 3D pose of a rigid body with respect to the inertial frame A
P =
[
pB
q
]
where q ∈ R4 denotes the orientation of the rigid body expressed as a quaternion
• ω ∈ R3 denotes the angular velocity of a rigid body, expressed in the body frame
B, defined as
S(ω) = ARTB
AR˙B
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• v ∈ R6 denotes the twist of a rigid body, expressed in the body frame B,
v =
[
ARTB p˙B
ω
]
• f ∈ R6 denotes an external wrench exerted on the body, expressed in the body
frame B
• g ∈ R6 denotes the gravitational force vector
• M ∈ R6×6 denotes the spatial inertia, expressed in the body frame B
M =
[
m13 −mS(c)
mS(c) IB
]
• m ∈ R denotes the mass of a rigid body,
• c ∈ R3×3 denotes the center of mass of a rigid body, expressed in the body
frame B
• IB ∈ R3×3 denotes the 3D rotational inertia matrix of a rigid body, expressed
with the orientation of the body frame B and with respect to the origin of the
body frame B
• Ic ∈ R3×3 denotes the 3D rotational inertia matrix of a rigid body B, with
respect to the center of mass of the body, where:
IB = Ic −mS(c)S(c)
• h = Mv denotes the spatial momentum of a rigid body with respect to the body
frame B
• XB ∈ R6×6 denotes spatial transformation from frame B to the inertial frame A
• HB ∈ R4×4 denotes homogeneous transformation from frame B to the inertial
frame A
• Operator H(·) : R7 → R4×4 takes 3D pose and returns homogeneous transforma-
tion matrix.
• Operator X(·) : R4×4 → R6×6 takes a homogeneous transform as input and re-
turns a spatial transformation.
• Operator lin(·) : R4×4 → R3 takes a homogeneous transformation matrix as input
and returns the position.
• Operator rot(·) : R4×4 → R3×3 takes a homogeneous transformation matrix as
input and returns the rotation matrix.
2.2 Problem Statement
Consider a floating base articulated object as shown in Fig. 1 with n + 1 rigid bodies
called links. The links are connected to one another by one degree of freedom articu-
lation model. We assume to have the simplest articulation models of either a revolute
joint model (R) or a prismatic joint model (P ). We define the set of joint indices,
J = {1, 2, ..., n} and the set of articulation models,M = {R,P}. Now, the topology of
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the articulated object is represented by the set ∆, whose elements are pairs of elements
from the sets J andM i.e
∆ = {{1,m1}, {2,m2}, ...., {n,mn}} (1)
where,m1,m2, ....,mn ∈M
The articulated object is assumed to be of a serial chain kinematic structure. An
anthropomorphic robot with two arms manipulate the object by holding the terminal
links which result in the interaction wrenches fleft and fright at the arms of the robot.
The contacts between the terminal links and the arms of the robot are considered rigid.
Now, the problem we are interested in is to leverage the kinematic evolution of the links
and the interactions wrench to estimate the set ∆∗ that represents the true articulation
models present in the object
Fig. 1: Articulated object manipulation
3 METHOD
Consider a complex articulated object as shown in Fig. 1. The momentum of the i-th
rigid body expressed in its body frame, is given by,
hi = Mivi (2)
In a kinematic tree structure, the twist of the i-th rigid body, expressed in its body
frame, is given by,
vi =
iXi−1 vi−1 + vJi−1 (3)
where,
• iXi−1 is the spatial transformation from the parent link to the child link.
• vJi−1 is the twist of the i − 1-th joint, connecting link i to its parent, expressed in
the body frame of link i.
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The twist of a joint, expressed in the child link body frame, is given by,
vJi−1 = Si−1 q˙i−1 (4)
Now, the joint twist depends on the nature of the articulation model present between
the two links that are connected by the joint and can be written as,
modelvJi−1 =
modelSi−1 model q˙i−1 (5)
Following the relations (4) and (5), we can express the momentum of the i-th rigid
body in terms of the articulation model present between it and its parent link. In this
way, we encode the articulation model information in the momentum of a rigid body.
modelhi = Mi
modelvi (6)
The net wrench acting on any i-th rigid body expressed in the body frame is the
gravitational wrench give by,
Wi = mi g (7)
In addition, the terminal links experience reaction wrenches−fleft and−fright from
the arms of the robot. So, the total net wrench acting on the articulated object is given
by,
W = −AX∗left fleft − AX
∗
right fright +
n∑
i=1
AX
∗
comimi g (8)
where AX∗ is the spatial transformation for force vectors with respect to the inertial
frame A. The total momentum of the articulated object is equal to the sum of its link
momenta given by,
∆h =
n∑
i=1
AX∗i
modelhi (9)
where ∆ represents the topology of the articulated object.
According to classical mechanics [17], the net wrench W , acting on a rigid body
system is equal to the rate of change of its momentum expressed with respect to the
inertial frame of reference, A.
W = ∆h˙ (10)
Now, for n number of joints, we will have 2n sets. The set, ∆∗ which solves the
following optimization represents the true topology of the articulated object.
∆∗ = argmin
∆j
2n∑
j=1
||W − ∆j h˙|| (11)
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4 EXPERIMENTS
As a proof of concept experiment, we considered simple articulated objects as shown in
Fig. 2 containing two links connected through either a revolute joint (Fig. 2b) or a pris-
matic joint (Fig. 2a). The motivation behind this experimental choice is that many real-
life articulated objects like scissors, pliers, drawers and other articulated objects can be
represented in this simple form. Accordingly, we modeled two objects in gazebo sim-
ulation environment using Simulation Description Format (SDF). The revolute model
articulated object contains two links connected through a revolute joint and the pris-
matic model articulated object contains two links connected through a prismatic joint.
The joints are designed with a damping value of 0.1 and static friction value of 0.1.
(a) Revolute Model (b) Prismatic Model
Fig. 2: Articulated Objects Model
We envision an experimental scenario where the humanoid robot iCub [18] [19]
will hold the articulated object, as shown in Fig. 3 and perform exploratory actions to
estimate and learn the topology of the object.
The cylindrical elements in black color are the handles of the terminal links. They
are designed to be virtual links without any significant mass and inertial values to con-
tribute towards the system dynamics. The rectangular elements in yellow color are the
object links that are connected to handles through fixed joints.
Several real-world articulated objects are passive and do not contain any sensors
to give the information related to the motion of the links or the wrenches acting at the
terminal links. A vast amount of research has been carried on tracking rigid bodies either
using markers, features or depth information, yet the problem of obtaining robust 3D
pose values of rigid bodies is still an open challenge in the field of computer vision. As
visual perception is not the main goal of this work, we acquire the pose values directly
from the simulation environment using a plugin. Also, we made the assumption to have
full knowledge of the link inertial parameters i.e., mass, inertia, and center of mass. In
the case of iCub robot, external wrenches acting at the hands are estimated using the
techniques developed for whole-body control [20]. So under the assumptions of rigid
contacts between the terminal links of the articulated object and the arms of the robot,
the wrenches acting on the terminal links of the object are simply the reaction forces
from the arms of the robot.
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Fig. 3: Scenario of iCub robot manipulating an articulated object
In this proof of concept, we primarily want to highlight the articulated motion es-
timation approach. Operating on an articulated object by a humanoid robot without its
true object model poses quite a challenge on the control aspects of the experiment. So,
we did not consider the iCub robot to manipulate the articulated object. Also, we em-
bedded a simulated 6 axis Force-Torque sensor plugin [21] at the handles to measure the
external wrenches acting on the object terminal links. Furthermore, one of the handles
is anchored to the world in gazebo simulation through a fixed joint and this also anchors
the object link attached to that handle. The other link is free to move and we apply an
external sinusoidal exploration wrench of random frequency and amplitude mimicking
the exploratory actions a robot performs while manipulating the object without being
certain of the articulation models.
5 RESULTS
The range of motion for the prismatic joint is set to 0.15m and for the revolute joint,
95◦. The amplitude range of the exploration wrench is [−0.2N, 0.2N] and the range of
frequency is [0Hz, 0.3Hz]. This choice of ranges for the random Sinusoidal exploration
wrench is motivated to reflect motor babbling behavior a robotic end-effector will per-
form while manipulating an articulated object. The exploration wrench is applied for a
duration of 5 s and when the object is moving, we record the simulation time, links 3D
pose values and the wrench values acting on the terminal links. Currently, our articu-
lation model estimation algorithm 1 is offline and the recorded trial data is passed as
input.
In our modeling, the net wrench acting on the articulated object is given by,
W = −X∗left fleft −X∗right fright +Xcom1m1 g +Xcom2m2 g (12)
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As our simplified model contains only one joint we have two sets, that represent the
topology of the articulated object i.e.
∆rev = {{1, R}}
∆pri = {{1, P}}
For each trial, we compute the following two model hypothesis error values for each
of the objects,
• Revolute Model Hypothesis Error, which is the value that corresponds to the mis-
match between the actual revolute joint motion and the revolute model hypothesis,
given by,
Rhyp =
∑
data
||W − ∆rev h˙|| (14)
• Prismatic Model Hypothesis Error, which is the value that corresponds to the mis-
match between the actual prismatic joint motion and the prismatic articulation
model hypothesis, given by,
Phyp =
∑
data
||W − ∆pri h˙|| (15)
The true topology of the articulated object ∆∗ corresponds to the smallest model
hypothesis error value. We ran several trials with random exploration wrench on the
two articulated objects. As our algorithm depends on the kinematic evolution data, any
wrench applied in the constrained direction results in zero hypothesis error values. The
model hypothesis error values of 10 trials, in which the exploration wrench acted in the
motion direction of the joint, is shown in Fig. 4 and Fig. 5. In the case of manipulating
the articulated object with a revolute joint, the value of revolute model hypothesis error
is less than the value of prismatic model hypothesis error as shown in Fig. 4. Similarly,
in the case of manipulating the articulated object with a prismatic joint, the value of
prismatic model hypothesis error is less than the value of revolute model hypothesis
error as shown in Fig. 5.
6 CONCLUSIONS
In this paper we presented a general algorithm to estimate the topology of a multiple
degrees of freedom articulated object. To demonstrate our algorithm with a simple case
study, we made certain assumptions about the availability of rigid body pose in simula-
tion and inertial parameters. A fixed time-step simulator like ode (1 ms) adds consid-
erable numerical errors for a stiff mechanical system used in our experiments. In such
a noisy environment, our work is a proof of concept proving that we can estimate the
articulation models using the kinematic evolution and interaction wrench information
available during manipulation.
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Fig. 4: Model hypothesis error values of revolute joint
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Algorithm 1 Topology Estimation
Require: : t,P1,P2,Pi,Pi+1, ....,Pn, fleft, fright
1: while ~EOF do
2: dt← diff(t)
3: for i = 1 : n do
4: Ti−1←H(Pi−1)
5: Ti←H(Pi)
6: iTi← T−1i−1 Ti
7: i−1Ri← rot(i−1Ti)
8: axisAngleV ector← vrrotmat2vec(i−1Ri)
9: revqi−1← axisAngleV ector(4)
10: revSi−1←
[
0, 0, 0, axisAngleV ector(1 : 3)
]T
11: rev q˙i−1← diff(
revqi−1)
dt
12: revvJi−1 ←X(Ti−1) revSi−1 rev q˙i−1
13: i−1pi← linear(i−1Ti)
14: priqi−1← norm(i−1pi)
15: priSi−1←
[
i−1pi
priqi−1
, 0, 0, 0
]T
16: priq˙i−1← diff(
priqi−1)
dt
17: privJi−1 ←X(Ti−1) priSi−1 priq˙i−1
18: end for
19: W ←X∗left fleft +X∗right fright +
n∑
i=1
X∗comimi g
20: for j = 1 : 2n do
21: for i = 1 : n do
22: if∆(i) = pri then
23: if∆(i− 1) = pri then
24: privi+1 = privi + privJi
25: else
26: privi+1 = revvi + privJi
27: end if
28: prihi+1← [X∗i Mi iX] privi
29: ∆jh← ∆jh + prihi+1
30: else
31: if∆(i− 1) = pri then
32: revvi+1 = privi +rev vJi
33: else
34: revvi+1 = revvi +rev vJi
35: end if
36: revhi+1← [X∗i Mi iX] revvi
37: ∆jh← ∆jh + revhi+1
38: end if
39: end for
40: ∆j h˙← diff(∆jh)
dt
41: ∆j ←W − ∆j h˙
42: end for
43: end while
44: ∆∗ = argmin
∆j
2n∑
j=1
||W − ∆j h˙||
