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Abstract
Remote area power supply (RAPS) systems are being used for many years to supply power to rural
or remote communities where the utility grid is not accessible. In order to avoid the high operating
cost and environmental impact caused by conventional generators, renewable energy resources are
currently being utilised in RAPS systems. However, the intermittency of such renewable energy
resources greatly impacts on planning and operation of RAPS systems. This paper aims to present a
comprehensive review with regard to the RAPS system planning and operation techniques published
in the literature. This paper summarises different modelling approaches associated with the RAPS
system architectures, pre-feasibility studies for energy potential analysis, component modelling, unit
size optimisation approaches, and system control aspects. In addition, technical challenges associated
with RAPS systems, such as system sizing, voltage and frequency control and coordination of
different system components are also highlighted in the paper. Moreover, further research avenues
with regard to various different aspects of RAPS systems are also delineated in the paper.
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Nomenclature
RAPS

remote area power supply

DER

distributed energy resources

O&M

operation and maintenance

PCC

point of common coupling

PDF

probability density function

PV

photovoltaic

SOC

state of charge

LOEE

loss of energy expectation
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LOLE

loss of load expectation

LOLF

loss of load frequency

ELCC

effective load carrying capability

COE

cost of energy

LCE

levelised cost of energy

CF

capacity factor

AI

artificial intelligence

GA

genetic algorithms

SA

simulate annealing technique

ANN

artificial neural network

MPPT

maximum power point tracking

DFIG

doubly-fed induction generator

1.

Introduction

Remote area power supply (RAPS) system is a standalone power system that usually supplies
power to small rural or remote communities. These communities do not have access to the utility
grid, and it is technically and economically infeasible to extend the utility grid to remote regions.
According to the international energy agency report, 1.3 billion people worldwide do not have access
to electricity [1]. RAPS systems are considered to be a feasible option for electrification and highly
promoted by the Energy Access Practitioner Network launched by the United Nations Foundation to
ensure universal access to modern energy service [2]. Conventional generators such as diesel
generator sets are widely being used in RAPS systems. However, due to the decreasing fossil fuel
reserves, increasing fuel prices, as well as environmental issues, renewable energy resources are
becoming more popular in RAPS systems.
The RAPS system can be defined as a small electricity network which serves a single property
owner with very simple loads or several communities with complex and interconnected power
stations [3]. However, different terminologies have been used in the literature to define RAPS
systems, such as ‘standalone power systems’ [4], ‘off-grid power systems’ [5], ‘isolated power
systems’ [6], ‘electrification power systems’ [7], ‘household power system’ [8], ‘mini-grids’ [9],
‘autonomous power systems’ [10], and in certain cases it is defined as a ‘microgrid’ [5, 11]. The
typical feature of a RAPS system is being isolated from the main utility grid. The generators in a
RAPS system supply power to a cluster of loads, and the system balances generation and demand
autonomously. From this perspective, the terms like ‘standalone power systems’, ‘off-grid power
systems’, and ‘isolated power systems’ are used due to the fact that RAPS systems are isolated from
the main grid, whereas the term ‘electrification power system’ is used due to the fact that RAPS
system are used for the rural electrification schemes. As defined by [12], mini-grids are centralised
generation systems to provide electricity to small towns or large villages. Therefore, mini-grid is also
another form of a RAPS system with a higher capacity. Similarly, ‘household power system’ is a
kind of RAPS system with smaller capacity serving a single residential user. The ‘autonomous power
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systems’ are also designed for electrification of regions without large transmission networks. Their
capacity can be ranging from a few hundred Watts to tens or hundreds of mega-Watts [13]. It can be
seen that the definition of autonomous power systems is also similar to that of the RAPS system.
The Consortium for Electric Reliability Technology Solutions explored the potential of generation
by locally available smaller distributed energy resources (DER) to meet customers’ needs with the
emphasis on reliability and power quality, and developed the concept of ‘Microgrid’, i.e. an
aggregation of load and micro-sources operating as a single system providing both power and heat
and presenting itself to the bulk power system as a single controlled unit [14]. Microgrids can
operate in two modes: grid-connected mode, and islanded mode. Contrarily, RAPS systems always
operate in standalone mode and do not inject or absorb any energy from the utility grid. Additionally,
energy storage devices are commonly used in both microgrid and the RAPS system to mitigate the
impact of fluctuation of non-dispatchable energy resources and improve system reliability, and utility
grid can also be regarded as a storage system with an infinite capacity. Hence, storage devices may
have relatively smaller capacity compared to the RAPS system of comparable size [15]. In
microgrids, advanced communication infrastructures are usually applied to realise centralised control
schemes [16, 17], which can be costly and impractical for RAPS systems considering the budget
limitation as well as geographical constraints. As the microgrids are connected to the utility grid,
certain power quality requirements such as voltage, frequency and harmonic emission must be
maintained according to the utility grid-code standards at the point of common coupling (PCC).
However, RAPS systems are not obliged to maintain such rigorous grid-code standards [15, 18].
Moreover, voltage and frequency at the PCC is commonly used as the reference for the microgrid,
whereas a RAPS system has to establish its own voltage and frequency references. Therefore, it is
inappropriate to use the same terminology to represent both the RAPS system and the microgrid. The
aforementioned differences between microgrids and RAPS systems are summarised in Table 1.
Table 1
A Comparison between RAPS Systems and Microgrids
Items

Microgrids

RAPS Systems

Utility Grid Availability

Yes

No

Energy Storage Devices

Storage systems and grid

Storage systems

Communication infrastructure

Costly advanced techniques

No or normal techniques

Performance Requirement

Specific utility grid standards

Flexible

Voltage and Frequency Reference

Yield from PCC

Self-established
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Nevertheless, microgrids and RAPS systems share some similarities. For example, in microgrids
and RAPS systems, both conventional energy resources and renewable energy resources with smaller
capacity are utilised. Energy resources are located at close proximity to the end-user and system
voltages are at the low voltage level, so tie-lines are usually resistive rather than inductive as in the
high voltage systems [19]. Therefore, some control strategies used in islanded microgrids can be
readily applicable to RAPS systems and vice versa.
RAPS systems are becoming increasingly popular as a rural electrification option; hence it is a
timely requirement to review the planning and operation techniques feasible for RAPS systems.
Therefore, the main emphasis of this paper is to present a review on various planning and operational
techniques, such as system architecture, renewable generator sizing and control techniques
associated with RAPS systems. Ultimately, this will enable RAPS system designers to choose
appropriate techniques to design an economically feasible and reliable RAPS system.
The review methodology of the paper is shown in Fig. 1. Section 1 briefly introduces the
background information for RAPS systems, and clarifies common misinterpretations related to
RAPS systems considering the characteristics of Microgrid systems. Section 2 presents a review of
different RAPS system architectures and energy resources utilised in the RAPS system as well as
RAPS system topologies. The pre-feasibility studies and component modelling techniques together
with associated challenges are presented in Section 3 and Section 4 respectively. The unit size
optimisation techniques and associated technical challenges are summarised in Section 5. Section 6
outlines the control strategies used in RAPS systems. Conclusions of the review are summarised in
Section 7.

Fig. 1. The review methodology for RAPS system planning and operation techniques.

2.

Technical Challenges on RAPS System Architectures

2.1. Energy Resource Utilisation
The RAPS systems can be mainly classified into three groups based on energy resource
utilisation: single energy resource based RAPS system (e.g. diesel-only, wind-only, solar-only),
hybrid RAPS system (e.g. diesel/wind, wind/hydro, diesel/wind/solar, etc.), and RAPS system with
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storage system. The main advantage of the diesel generators based RAPS system is high reliability,
however the following disadvantages defy its further expansion.


Operating cost is very high due to the high fuel cost. The transportation cost of diesel is
also increases the generation cost.



The operating efficiency of diesel generators can be very low. A diesel generator indicates
highest efficiency when the engine is loaded at around 70-80% of its rated capacity, and if
the load is less than the half the rated capacity, then the generator will operate in an
inefficient manner [20, 21]. Therefore, if the diesel generators are lightly loaded it will
result in a very poor efficiency. Usually, the load in a RAPS system fluctuates frequently
and the power factor can be very low. Installing generators of different rated capacities to
operate under different load conditions increases loading level, but the high generation
costs will not reduce.



Diesel generators cause environmental problems, for example, noise, greenhouse gas
emission, etc.

Therefore, diesel-only RAPS system is not considered to be a favourable choice and renewable
energy resources, like wind, solar, hydro, etc. are currently being used in RAPS systems. However, a
RAPS system with single renewable energy resource is not reliable due to the intermittency and
variability of the renewable energy source. By combining renewable energy resources with diesel,
the fuel consumption can be decreased due to the peak-shaving capability of renewable energy
resources, and hence power output can also be smoothed. Nevertheless, the renewable energy
resources are usually interfaced to the grid through inverters, which challenges the coordination with
the conventional generator with inherent inertia [22]. This challenge is also discussed in Section 5.
Hybrid system with wind and solar energy can make use of the complimentary characteristics of
wind and solar energy to improve energy supply continuity and overall system efficiency, but the
integration of two non-dispatchable energy resources further complicates the coordination process.
Storage system acts as an energy buffer, storing surplus energy when generation is more than the
load demand and releasing energy when load demand exceeds generation. The imbalance between
generation and load demand can be significantly mitigated and system reliability can be improved
dramatically [23]. Popular storage devices are lead-acid batteries, super-capacitors, flywheels,
hydrogen, compressed air storage systems, etc. Storage devices add to RAPS system capital
investment, and operation and maintenance (O&M) cost. Furthermore, complicated control strategy
should be developed to protect the storage devices from damage and extend the life time of storage
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[24]. Therefore, there is no easy way to evaluate energy resources potential for utilisation in a RAPS
system.

2.2. RAPS System Topology
AC generator like diesel generator and wind turbine generator can either serve AC loads directly or
convert AC power to DC power. Similarly, DC generator like solar-photovoltaic (PV) and fuel cells
can either supply power to DC loads or invert DC power to AC power. Storage devices can be
charged by DC generator directly or through converters. Hence, different RAPS system topology
patterns can be developed: common AC-bus RAPS system, common DC-bus RAPS system, and
hybrid-bus (i.e. combination of AC-bus and DC-bus) RAPS system. The different RAPS system
topologies are illustrated in Fig.2.

(a)

(b)

(c)

Fig. 2. RAPS system topologies: (a) Common AC-bus scheme; (b) Common DC-bus scheme; (c) Hybrid-bus scheme.

In a common AC-bus RAPS system [25] as shown in Fig. 12-(a), both the AC generator and DC
generator are connected to the common AC bus. Therefore, inverters are used at the DC generator.
The AC load absorbs energy from the AC bus and the DC load absorbs energy from the AC bus
through converters. If storage system is installed in the system, it absorbs or injects power in order to
achieve power balance between generation and load demand through bidirectional converters.
Common DC-bus configuration is also widely being used in RAPS systems [4]. This RAPS system
scheme is also referred as a series system in [20]. As shown in Fig. 2-(b), all the generated AC power
is converted to the DC and subsequently converted to the AC in order to supply power to AC load.
DC load and storage are connected to the DC bus. A Hybrid-bus RAPS system is shown in Fig. 2(c), which is a combination of common AC-bus scheme and common DC-bus scheme. A comparison
between three RAPS system topologies schemes considering the power conversion processing details
are presented in Table 2. Table 2 is formed based the power conversion procedures that a type of
generator (i.e. AC generator or DC generator) should go through to serve a particular type of load
(i.e. AC load or DC load). An exception is the storage which can be regarded as either generator or
load since storage systems can absorb or release energy.
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Table 2
Energy Conversion Processing Comparison
Load
Generator

A

AC Load
B

C

A

DC Load
B

C

A

Storage
B

C

AC Generator

-

Δ◊

-

◊

◊

◊

◊

◊

◊

DC Generator

Δ

○Δ

○Δ

Δ◊

○

○

Δ◊

○

○

Storage

Δ

Δ

Δ

Δ◊

-

-

\

\

\

A, B, and C refers to common AC-bus scheme, common DC-bus scheme, and hybrid-bus scheme respectively.
“○” - DC to DC conversion; “Δ” - DC to AC conversion; “◊” - AC to DC conversion; “-” - No conversion process; “\” - Not applicable.

From Table 1, it can be seen that power produced by the AC generator is supplied to AC directly
in both common AC-bus scheme and hybrid-bus scheme whereas two conversion stages should be
practiced in common DC-bus scheme. The AC/DC conversion is required in three schemes for
providing energy to DC load and storage system from the AC generator. Hence, it can be concluded
that, as far as efficiency is concerned, the AC generator has better performance in serving the AC
load in common AC-bus scheme than the AC generator in common DC-bus scheme [26]. Hybrid-bus
scheme has similar performance with common AC-bus scheme with regard to the AC generator.
However, the storage system efficiency in powering the DC load is the lowest among the three
schemes as two power conversion processes are required, whereas there is no need to convert power
in other two schemes. This is also true for the DC generator in serving the DC load and storage, since
an extra conversion stage should exist in common AC-bus scheme. Nevertheless, the DC to DC
conversion stage can be eliminated for common AC-bus scheme as compared to the other two
schemes in providing power to the AC load. Therefore, there is no easy way to draw the conclusion
that which scheme is the best. The energy resources availability, load variability and storage system
capacity are considered to maximise the system efficiency. Furthermore, system operating reliability
also affects the decision and complicates the planning procedure. For example, the reliability of
serving the DC load largely depends on the converter connecting the AC bus to the DC load in
common AC-bus scheme. Such single point of failure also exists where AC load is connected to the
DC bus in common DC-bus scheme. Although hybrid-bus scheme has higher overall operating
efficiency as discussed in this section, it eliminates the single point of failure by the application of
two buses. Moreover, the interconnecting bidirectional converter between the two buses is heavily
burdened and control of the converter becomes more complex.
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3.

Technical Challenges on Pre-feasibility Study

Pre-feasibility study is typically conducted to assess the potential of the generation to meet the load
demand, and to assist in determining the component size. Pre-feasibility study is considered to be the
first step for implementing an energy project [27]. Energy resources have different characteristics
and their coordination in a RAPS system determines the performance and operating cost of a RAPS
system. With conventional generators it is easy to estimate their power output which generally
depends on the fuel consumption. However, some renewable energy resources, such as solar and
wind energy, are weather dependent and their power output varies with the meteorological condition.
Therefore, it is a challenging task to estimate power output from renewable energy resources.
Generally, meteorological profiles are obtained to estimate the power production along with power
characteristic of generators. As with weather dependent renewable energy generation, load demand
profiles are also of high uncertainty. Usually, meteorological profiles and load profiles are generated
in two approaches: chronological approach and stochastic approach.
3.1. Chronological Approach
In chronological approach, the meteorological profiles and load demand profiles are considered to
be deterministic quantities and their variation with respect to time is determined with either historical
data or synthesised data. In order to achieve high estimation accuracy, data sources like local
meteorological stations or experimental measurements are typically being used. In [6, 7, 28-30], the
hourly solar radiation data for the whole year was measured at the site. Wind speed data in [6, 29-31]
was also obtained with the anemometers installed at the site. In order to yield a more accurate
estimation of the power output from a solar-PV system, ambient temperature may also be taken into
consideration; so temperature profile is also obtained during the measurement campaign [30].
There are some sites where complete records of meteorological data or load data are not available,
the generation of profiles becomes a challenge. Three methods are commonly seen in literature to
address this problem. Firstly, the authors in [21] use the wind profile of a neighbouring community
as the wind profile at the site, which is also an acceptable option as recommended in [6]. Secondly,
obtaining global meteorological data from internet might be another option [6]. Thirdly, incomplete
data sets can be used to synthesise profiles using statistical algorithms and the selection of
synthesising algorithms is also variable. Some optimisation tools have synthesising algorithms to
generate profiles, such as HOMER (Hybrid Optimisation Model for Electric Renewables). The
HOMER was developed by the US National Renewable Energy Laboratory which can synthesise
solar radiation values for each of the 8760 hours of a year by using the Graham algorithm [8]. In [28]
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the hourly load data was measured in a whole week and then average load profiles were obtained. In
[8, 31], load profiles were generated by synthesising the load data in a typical day and then adding
some randomness. For load profile studied in [30], it is generated by down-scaling an actual annual
load profile of a larger RAPS system. In [8, 32], HOMER has been used to synthesise annual hourly
solar radiation and wind speed profiles based on the monthly solar data and wind speed data obtained
from National Aeronautics and Space Administration. In [33], a load profile in a village was studied
by interpolating and averaging a 24-hour summer load profile and a 24-hour winter load profile over
a one-year time period; then a second-order polynomial function is fitted to the daily profile.
Similarly, solar insolation data for a village is fitted by a third-order polynomial function to obtain
daily profiles.
Chronological approach is theoretically straightforward and simple to implement for reliability or
cost analysis in feasibility study. However, the representation of future climate condition and load
demand with historical data may inherently cause error in planning since climate conditions and load
profiles vary from year to year. Accurate estimation of the error is beneficial but difficult to achieve
and the compromise in estimating accuracy raises another topic, i.e. the determination of sizing
margin in planning.
3.2. Stochastic Approach
Using stochastic approach, the availability of primary energy resources and load demand are
considered as random variables; however, certain theories can estimate the probability of specific
energy potential and load demand at a particular time instance. For example, the wind speed
probability density functions (PDF) describe the frequency of occurrence of wind speeds at a
particular site, that is, the likelihood that certain wind speed will occur at a particular time instance.
Some characteristic parameters have to be assigned to those functions to match with the actual site
conditions. Weibull PDF has been widely applied in wind energy conversion systems with the
following form [34-36]:
(1)
where f is the probability for a particular wind speed v at the site. k is called the shape parameter, and
c is called the scale parameter. A special case of Weibull PDF is named as Rayleigh PDF when the
shape parameter is equal to two. It must be noted that the Weibull PDF is unable to represent all the
wind structures encountered in nature. One main limitation of the conventional Weibull PDF is that it
does not accurately model calm winds and those with bimodal or even multimodal distributions
resulting from special climatic conditions [37].Other PDFs are developed to accommodate more
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situations, such as truncated normal distribution[37], Gamma PDF[38], etc. Some mixture functions
are also built to meet special cases where the single function is not suitable for simulating the actual
wind speed [37, 39]. Similarly, PDF is also used to model solar irradiance distribution. Beta
distribution is popular in literature [34-36, 40].
1

(2)

where r and rmax (W/m2) are the actual and maximum solar radiance respectively, α and β are the
shape parameters of the distribution, and Г is the Gamma function
∙

.

(3)

In [6], normal distribution is used to estimate the availability of solar irradiance. Solar irradiance
distribution can also be approximated by superposition of two distribution functions. For example, it
can be derived choosing two functions from normal, beta or Weibull distributions [41]. As for the
load distribution, the simplest method assumes the load to be uniformly distributed between lowest
load demand and highest load demand [40]. In [42, 43], the peak load demand is assumed to follow a
probabilistic normal distribution. The approach suggested in [36, 43] arranges loads during a time
frame in a descending order to form a cumulative load model which is known as load duration curve.
The probability of load level l during the time frame is given by [34]
.

(4)

The challenges embedded in stochastic approach are multi folds:


The PDFs of energy resources and load forecasting are varied from site to site, and these
PDFs are determined based on the historical data. These data may not be available for the
particular site, and the fitting of the data to a PDF may not be perfect which necessitates the
error control.



With the stochastic approach, the correlation between energy resource profiles as well as load
profiles is usually ignored. The approach treats these profiles separately. In fact, wind speed
and solar irradiance may have complementary characteristics and load can also be highly
correlated with energy resources. Therefore, by considering the correlation among these
profiles improves the calculation; however it is a challenging task.



In a realistic model, wind speed, solar irradiance or load in a particular moment should not be
independent of the values in previous moment. Taking the independence between adjacent
time intervals into consideration significantly complicates the profile generation.

Deterministic and probabilistic approaches are two common strategies for feasibility study [6].
Deterministic approach is usually based on the profiles generated by chronological approach, which
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is implemented in an iterative way and intensifies computational burden. Additionally, the study with
chronological approach is not transparent, since the impact of characteristics of energy resources and
load is not easy to be observed. On the contrast, the probabilistic strategy is based on profiles
determined by stochastic approach, which provides more transparency. However, in a RAPS system
with climate dependent energy resources and variable loads, the number of possible generationdemand scenarios can be enormous, which deteriorates the effectiveness of this strategy. When
storage system is mounted or system device failure is considered, the probabilistic strategy is even
harder to implement. Therefore, development of a proper method which simplifies the analysis while
ensuring reasonable accuracy remains a challenging task.

4.

Component Modelling
A RAPS system mainly consists of generators, loads, storage systems, and power conditioning

units. Component models used for feasibility study represent the simple energy conversion processes
from energy resources to electrical power. Solar generation, wind generation, diesel generation, and
battery storage models are briefly discussed as follows.

4.1. Modelling Solar Generation
The available solar power on a PV array can be determined using [27]
(5)
where PPV is the power output of a PV array, PPVr is the rated capacity of a PV array, fPV is the
derating factor, and IT is the total solar radiation on the surface of the PV array. The rated capacity of
a PV array is the power produced when the solar radiation is 1 kW/m2 and cell temperature is 25 °C.
The derating factor is a factor which is used to scale down the ideal output of the PV array due to any
other causes such as dust, wire losses and an elevated temperature.

4.2. Modelling Wind Generation
In a RAPS system, only a few wind turbine generators are used in comparison to a wind farm,
therefore power output from wind generation can be estimated considering only one single generator
and the impact of other wind turbine generators can be ignored. The specification provided by the
wind turbine manufacturer describes the relationship between wind speed and power output of wind
generator and the relationship is commonly presented as a power curve [44]. A wind turbine
generator has a cut-in wind speed at which the generator starts to generate power, and a cut-off wind
speed beyond which the generator is shut down for safety. Between the cut-in wind speed and the
cut-off wind speed, the wind generator power output varies and spline interpolation functions are
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used to fit those discrete wind speeds and corresponding power output of the generator as specified
by the wind turbine manufactures. Hence, power output of the generator at any wind speed can be
determined. The simplest model is a linear model [44], however quadratic equations can be used to
fit each section of the power curve for high fitting accuracy [45]. A model based on the Weibull
parameters can be found in [46] where Weibull shape parameter is incorporated to the fitting
function. Quadratic model is a special case of the Weibull model, in which the shape parameter is
two [47].

4.3. Modelling Diesel Generation
For a single diesel generator, the fuel consumption can be determined by [48]
.

(6)

where Pr is the rated power, P is the actual power output. A and B are the coefficient of the fuel curve
defined by the user. When biodiesel is used instead of diesel, fuel consumption is increased [30]. If
only two operating modes are considered: rated operation and offline, then power output of the
generator is Pr and zero respectively. The forced outage rate is used to estimate the failure and repair
frequency (offline probability) of the diesel generator [49].

4.4. Modelling Battery Storage
Storage system is an essential component in RAPS systems to ensure continuous power supply.
Although many storage devices are available, such as supercapacitors, flywheels, and compressed
hydrogen storage systems, batteries are still very popular due to their low cost and high energy
density. State of charge (SOC) is the key index to indicate the battery capacity, and the SOC at the
time t is given as [50]
∆

∙ 1

∙∆ ∙

.

(7)

where δ is the self-discharging coefficient, Ic is the charging or discharging current, C is the nominal
battery capacity and ηc is the battery charging efficiency which is taken as one during the discharging
process. Positive sign in the equation represents battery charging process while negative sign
represents discharging process. Capacity curve and lifetime curve are another two characteristics
curves used for batteries. The capacity curve demonstrates the battery capacity in ampere-hours as a
function of constant current discharging rate in amperes, whereas lifetime curve represents the
number of cycles a battery can stand as a function of depth of discharge in each cycle [51].
In fact, all previously discussed models are approximate models. When accuracy is of priority, it
is a great challenge to model the generator as well as storage system; hence more sophisticated

13
models should be developed to accommodate that task. For example, when taking the impact of cell
temperature into consideration, the power produced by the PV array is determined by [30]:
1

25

(8)

where CT is the PV temperature coefficient and TC is the temperature of PV cells. TC can be
estimated using Eq. (9).
.

(9)

where NOCT is the normal operating cell temperature usually valued at 48 °C and Ta is the ambient
temperature. If other factors such as shading and ventilation effects are non-negligible, the PV
modelling complicates the process significantly.
Although the power output of wind turbine generators can be estimated based on models
mentioned in Section 4.1.2, the power curve can only provide the power output as a function of
average wind speed. Thus the instantaneous wind speed variations are ignored, which will affect the
accuracy of the estimation. In [52] the power curve is modified to address this problem by
considering both wind dynamics and the capability of capturing extra energy from a wind turbine
generator. Other challenges like temperature and pressure corrections, unevenly distributed wind
speed across the blade sweeping area, and tower spacing effect in wind farm are also required to be
considered when improving the modelling accuracy.

5.

Technical Challenges on Unit Size Optimisation
Under certain energy resources profiles and load demand profiles, size of the system components

can be determined with proper modelling of the system components. The objective is to ensure
power supply continuity while minimising generation cost.

5.1. Criteria for Unit Size Optimisation
Through the aforementioned pre-feasibility and system component modelling studies, the energy
generation and load demand can be estimated. The capacity of the system components affects the
power supply continuity directly. Particular standard should be set to choose proper capacity for the
components and meet end-user’s requirement. Power supply reliability and generation cost are two
basic criteria used for RAPS system unit sizing. Reliability denotes the probability of generation to
satisfy the load demand whereas the generation cost relates to capital investment, O&M cost, and
environmental cost. In practice, unit sizing is subjected to some technical constraints as well.
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5.1.1.

Reliability Estimation Techniques

Different metrics are being used to determine the RAPS system reliability. The loss of load
expectation (LOLE) and loss of energy expectation (LOEE) are two commonly used parameters to
estimate reliability in power systems [53]. The LOLE is the average number of hours for which the
load is expected to exceed the available capacity while the LOEE is defined as the expected energy
that will not be supplied when the load exceeds the available generation. In [54], based on the
reliability metric of LOLE, capacity value is defined as the additional load that a system can serve by
adding a new generator while maintaining the same system reliability level. Capacity value can be
denoted as effective load carrying capability (ELCC).The authors also suggest utilisation of storage
system in a RAPS system decreases the LOLE value or increases the energy supply reliability level
as shown in Fig. 3. The Fig. 3 also indicates a wind energy resource with high capacity value tends to
balance the generation and load at a higher reliability level, and smaller nominal storage capacity is
required to improve the system reliability to a target level.
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Fig. 3. Impact of storage on RAPS system reliability

The LOLE and LOEE are calculated by evaluating reliability with regard to the ELCC, which is
demonstrated in [34, 55]. Contrarily, loss of load frequency (LOLF) may provide unmatched values
even the same generation and load profiles are analysed. As suggested in [55], LOLF can be affected
by the hour-to-hour variations in wind speed. The comparison between LOLE and LOLF in
determining ELCC is shown in Fig. 4. Base case indicates the original system without additional
generation. The 7.1 MW combustion turbine scenario is used to compare with the other two
scenarios where 40 MW of wind generation with two different wind profiles is added into the
original system. The combustion turbine scenario shares the same reliability level with wind
generation scenario when only original load is considered. From Fig. 4, it can be seen that the LOLE
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value is similar for three scenarios under various loading levels whereas the LOLF value varies
significantly between combustion turbine scenario and wind generation scenario. Consequently, the
ELCC obtained with the two indices can be far apart.
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Fig. 4. ELCC obtained using LOLE and LOLF: (a) LOLE index; (b) LOLE index.

5.1.2.

Cost Estimation Techniques

Various economic indicators are proposed in the literature to study economic feasibility of RAPS
systems. The cost of energy (COE) is the ratio of summation of annualised capital cost and O&M
cost to the amount of energy delivered [6]. The levelised cost of energy (LCE) is defined as the total
cost of the whole hybrid system divided by the energy supplied from the hybrid system [50]. The life
cycle cost is used in [5] which is comprised of capital cost, O&M cost, replacement cost, and fuel
cost. The simple payback time is used in [33] to study the economic feasibility of integrating PV
arrays into a diesel-battery RAPS system, and it is defined as the ratio of extra cost of the PV system
and fuel savings made in a year. Unlike most of the literature related to the RAPS system economic
analysis, a dynamic method is introduced in [56] taking into account the time component in
evaluating investment. Environmental cost can also be taken into consideration. The avoided cost,
which is defined as the ratio of COE savings and reduced emissions, is used to denote environmental
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cost [33] while external costs representing estimations of the effects on both health and the
degradation of the environment due to polluting emissions [5].
5.1.3.

Constraints for Unit Size Optimisation

Number of constraints must be considered for unit size optimisation aiming for a technically
feasible and cost-effective RAPS system. The available energy is limited due to the energy resource
potential of a given site. In order to have a prolong battery life, charging and discharging current
should be below its upper limit. Diesel generators are expected to be operating under proper loading
level in order to avoid low efficiency. Budget limit is another crucial consideration. Assuming a
battery with an initial zero state, the final stored energy level should not be negative at the end of the
time horizon [6]. In [57], with the aim of minimising the system total cost, the balance between the
generation and the load demand, the battery SOC limits, as well as the nominal capacities of PV
arrays, are considered as constraints in the optimisation algorithm. A number of constraints are
presented in [30] which include initial cost, the unmet load, capacity shortage, fuel consumption,
renewable fraction and components’ size. The operating reserve, which is defined as the operating
capacity minus the electrical load, is used as the safety margin for a RAPS system in unit size
optimisation algorithm presented in [27]. In [58], carbon dioxide emission is also regarded as one of
the constraints.

5.2. Unit Size Optimisation Strategies
RAPS system unit sizing combines all the methodologies discussed in previous sections.
Determining the optimal configuration for a RAPS system from a large number of feasible options
can be a very challenging task for following reasons:


Unit size optimisation is a multi-objective topic. Various factors as discussed in previous
sections should be taken into consideration and the presentation of each factor can be a
quite complicated task.



Reliability and cost criteria usually contradict with each other, since a RAPS system of
high reliability requires extra investment and vice versa. Therefore, trade-offs between the
two criterions are inevitable in unit sizing depending on end-user requirements. The
optimal configuration in [6] is selected based on the lowest cost of energy with a specified
reliability level. The cost increases dramatically if a high reliability level is expected from
the system. The solar-wind optimisation model developed in [50], which determines
system configurations which meet the target reliability level, and subsequently the
configuration with the lowest LCE is considered to be the optimal configuration. In [67],
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priority is given to offered service rather than production cost, so reliability is highly
emphasised.


The design of an optimal RAPS system is heavily site dependent. At the site studied in
[29], wind and solar-PV based RAPS system reduces system cost significantly compared
to diesel-only, wind-only, and PV-only configurations due to the complimentary nature of
the multiple renewable energy resources. Similarly, among the scenarios studied in [67],
hybrid RAPS system with wind, solar-PV and diesel generator is also the best option
although the COE is largely dependent on renewable energy potential and quality of
supply. Nevertheless, renewable energy of high potential energy output is not necessarily
the best option as analysed in [21]. Although wind capacity factor (CF) is higher than solar
CF due to low cut-in wind speed for small wind turbines, PV system is chosen for its
installation simplicity, lower capital and O&M cost. Moreover, RAPS systems are not
always the best option for electrification when extending utility grid is feasible
considering the distance between the remote area and the main grid, peak electrical load
and load factor [68].

Therefore, various optimisation algorithms are proposed in the published literature to optimise
the unit size [11, 27, 50, 59]. The optimisation techniques presented in the literature can be classified
into two groups: enumeration technique and artificial intelligence techniques.
5.2.1.

Enumeration Techniques

Enumeration technique searches the optimum solution among different RAPS system
configurations. The options are formed through changing the capacities of energy resources and
storage systems in an iterative way. The configuration that best satisfies the optimisation criterion is
chosen as the optimised configuration. In [50], the optimising procedure for a solar-wind system
follows two steps.

Firstly, with a particular storage size and reliability target, subsequently

configuration with the lowest LCE can be determined by changing the number and the orientations
of PV modules, and the rated capacity and tower height of the wind turbine. Secondly, a global
optimum solution can be obtained by repeating step one with different storage sizes. Similarly, wind
turbine generator, solar-PV, and battery sizes are determined in an iterative way on the condition of
zero-load rejection with the minimum cost in [29], but only several sizes for solar-PV are explored.
The optimum RAPS system configuration with minimum initial investment cost is explored from the
possible instances by considering load density, load location, generator size and generator location
[11]. The authors compare two mathematical formulations which use either integer or binary
variables to define the location and size of the equipment while revealing the superiority of integer
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model [11]. The technique proposed in [45] can narrow the searching space. The minimum size for
the solar-PV and wind turbine to meet predesigned reliability level by assuming infinite capacity for
batteries is determined first and subsequently maximum battery capacity can be found with the
predetermined size of the solar-PV and wind turbine generator. Within the narrowed searching space
for component sizes, the optimum configuration with the lowest COE is determined using the widely
used enumeration technique. The sizing curves and design space introduced by [6] are formed to
show all those feasible configurations that satisfy the load reliably, which benefits analysis of the
impact of a specific system parameter on unit size optimisation.
Complete enumeration technique is the method applied by HOMER which is widely used for
feasibility studies. Enumeration technique is a straightforward. However, the enumeration technique
is challenged technically in two ways. One is that it is very computationally intensive as it explores
solution iteratively through series of variable parameters and large amount of weather and load data.
Actually, it is in fact a kind of trial and error process. To meet the intensive computation burden,
costly computing devices are necessary and computation time can be quite long. The other challenge
is that this technique may provide suboptimal solutions or local optimum [30, 58].
5.2.2.

Artificial Intelligence Technique

Due to those aforementioned demerits related to enumeration techniques, various artificial
intelligence (AI) techniques are proposed and become alternatives for unit sizing. AI techniques have
the ability to learn from examples, handle noisy and incomplete data, deal with non-linear problems,
and perform prediction and generalisation at high speed [59]. Common AI techniques in literature
include genetic algorithms, simulated annealing technique, and artificial neural networks.
Genetic Algorithms (GA): GA imitate the process of evolution of a population by selecting only
the fittest individuals for reproduction [59]. GA is applied in [58] to determine optimal sizes for wind
turbine generators, PV, and diesel generator. Fuzzy-c-mean is employed to identify states from
chronological data to establish Markov models, which can greatly reduce the computational time
when GA algorithm is used. The GA optimisation tool in MATLAB is used in [60] to size a hybrid
PV-wind-diesel-battery RAPS system with the objective of cost minimisation and the condition that
load is supplied at all times. Multiple objectives are managed in [61] using GA. A weighting factor is
set for each objective in the fitness function to show design priority.
Simulate Annealing Technique (SA): SA is based on an analogy to the cooling of heated metals. In
physics, annealing refers to the process of heating up a solid to a high temperature followed by slow
cooling achieved by decreasing the temperature of the environment in steps [30]. SA is introduced by
[62] to a PV–wind hybrid system. The system total cost is minimised through choosing proper PV
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size, wind turbine rotor swept area and battery capacity using SA, and it is claimed that SA provides
a better result than the response surface methodology. An optimisation of a RAPS model consisting
of a PV, diesel and battery is solved using SA [63] with the objective of maintaining an optimum
trade-off between energy cost and CO2 emission. SA is capable of escaping from being trapped into
a local optimum [30, 62, 63].
Artificial Neural Network (ANN): ANN is a mathematical model based on biological neural
network [64]. ANN can be trained by data sets and new data sets can be presented to it for process
without being programmed to perform the task, hence it is cost effective and convenient. The
greatest advantage of the ANN is the capability to model complex, non-linear processes without
having to assume the form of relationship between input and output variables. ANN can address the
issues like pattern matching, combinatorial optimisation, data compression, and function
optimisation [59]. As for the RAPS system unit sizing optimisation, the ANN is usually combined
with other AI to accomplish the task jointly.
AI techniques are also subjected to some technical challenges. For example,


AI techniques are much more theoretically complex than enumeration technique.



Limitations also exist for AI techniques. Although SA excels at gravitating towards the
global optimum, it is not especially fast in finding the optimum in a given solution region
[30]. In regard to GA, it is not effective when the problem is too large [59]. Similarly, as
suggested in there is no guarantee that the ANN model can perform well for a particular
problem. To mitigate the disadvantages of an individual AI technique, several AI techniques
can be combined to solve an optimisation problem. The hybrid algorithm has the advantage
of making use of the merits of each technique. A hybrid heuristic algorithm SA-Tabu search
(TS) is introduced. SA provides initial solution for optimum and TS searches the given
neighbourhood to find the optimum. In [61], a linear optimisation method which converges
very fast starting from a precise point is used to re-optimise the solution obtained by GA.
This hybrid approach converges to the global optimum faster than by using only GA. In [65],
SA is used as a local search algorithm to prevent GA from converging to a local optimum in
determining the minimum COE. The ANN-GA algorithm developed by [66] is verified to be
able to generate the sizing curve for a RAPS system, and GA determines weights and/or
architecture of the ANN when measured data are not available.
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6.

Technical Challenges on RAPS System Control Strategies
RAPS systems are generally expected to supply power continuously to end-users cost-effectively

and efficiently. Designing such a RAPS system is far more than the planning process as mentioned in
previous sections, and RAPS system control is of paramount importance. Several facts may account
for the RAPS system control difficulties.


Unlike utility grid to which upper limit of renewable energy resources penetration is usually
assigned, the penetration of renewable energy resources in a RAPS system can be as high as
hundred percent. The intermittency of the climate dependent energy resources results in
fluctuations in power generation. Load can also be highly variable [9]. RAPS systems are
more prone to be disturbed by generation fluctuations and sudden load changes. The variation
in generation and load requires more robust voltage and frequency regulation, and energy
management.



Various energy resources and energy storage systems are utilised in RAPS systems, such as
conventional and non-conventional, rotational and static, renewable and non-renewable
sources, etc. The characteristics of different energy resources can be very different from each
other. Therefore, coordinating all those energy resources in a single RAPS system is not an
easy task.



Nonlinear and single-phase loads occupy a large portion of the total load and deteriorate the
voltage waveforms [67].



It’s impractical to implement high bandwidth communication due to the sparse distribution of
DER as well as geographical constraints.



In low voltage level network such as RAPS systems, large mechanical inertia usually does
not present, especially when electronically interfaced generation dominates the system.
Moreover, the power line is resistive rather than inductive generally, which may make some
control theory widely used in utility grid invalid in RAPS system.

Nevertheless, as mentioned in Section 1, RAPS system shares similar control strategies with
islanded microgrids, the control strategies be roughly classified into two layers: component-level
control and the system-level control [68].

6.1. Component-Level Control Strategies
A RAPS system is mainly composed of generators, storage devices, load and converters as can be
seen from RAPS architectures shown in Section 2. Nonconventional generators like microturbine,
solar-PV and fuel cells, and storage devices like battery and flywheel are interconnected to the
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system through converters. The converters play an important role in interfacing various energy
resources to the RAPS system. Hence, component-level control strategies are mainly implemented at
the converter. According to [69], the control objectives of converters can be grid-forming, gridfeeding, or grid-supporting.
6.1.1. Grid-Forming Control
When a generator is connected to the utility grid, the utility grid can be regarded as an infinite
bus, and voltage and frequency reference can be obtained from the PCC. However, in a RAPS
system, no such bus exists. Hence, voltage and frequency reference must be generated internally. If a
diesel generator is installed, it can provide the voltage and frequency reference [9]. Otherwise,
converter is responsible for establishing voltage and frequency references for the system and holds
system voltage and frequency constant. The master/slave control technique for inverters operating in
parallel is such an example [70]. The master converter maintains a constant sinusoidal wave output
voltage and generates proper current commands for the slave converters. Permanent magnet
synchronous generator based wind turbine is the only generator in the RAPS system introduced in
[71]; so the interface inverter controls the system voltage and frequency under varying wind speed
and load condition, and the maximum power point tracking (MPPT) strategy is implemented by the
generator side DC to DC switch-mode converter. A control strategy is presented in [72], for a RAPS
system with a doubly-fed induction generator (DFIG). In order to maintain the system frequency and
voltage under contingencies, the grid-forming generators should have large enough capacity in case
of disturbances. However, the challenge is, in RAPS systems, the generators have comparable
capacities and there is usually no generator of dominant capacity.
6.1.2. Grid-Feeding Control
Grid-feeding control is also referring to grid-following control as defined in [68]. Grid-feeding
converters are usually controlled as current sources to export predefined active and reactive power.
Nevertheless, the output of the renewable energy resources in a RAPS system can be intermittent and
these energy resources are not dispatchable, which makes grid-feeding control difficult unless
storage devices are connected with such energy resources or accurate power estimation technique is
implemented. Although grid-feeding converters do not participate in the frequency and voltage
control directly as grid-forming converters, they are capable to control voltage magnitude and
frequency through active/reactive power control. Grid-feeding converters obtain voltage and
frequency reference from the system and act as a current source. Current regulation is mainly based
on either the dq synchronous reference frame or stationary reference frame [69]. The dq synchronous
reference frame current regulation approach transforms AC signals to DC quantities, which makes it
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simple to control using PI controller. In [73] the dq synchronous frame was adopted to control a
single-phase inverter by constructing a second phase by shifting 90 degrees with respect to the
single-phase signal. A stationary reference frame current regulator is proposed in [74]. The regulator
overcomes the normal stationary frame regulator’s steady-state error which occurs as result of the PI
controller.
6.1.3. Grid-Supporting Control
Grid-supporting converters can regulate the system frequency and voltage by adjusting the active
and reactive power delivered to the system. Other auxiliary functions may also include balancing
unbalanced load condition and mitigating of harmonics. A static synchronous compensator
(STATCOM) is installed at the terminal of a self-excited induction generator (SEIG) to meet reactive
load demand [75] in a petroleum extraction application. The STATCOM not only maintains the
SEIG terminal voltage constant, but it will also balance the generating system under unbalanced
loading conditions and filter the harmonics emitted by system loads.

6.2. System-Level Control
In the utility grid, system-level control accounts for load and generation forecasting, unit
commitment, economic dispatch, and security constraints [68]. In a RAPS system, system-level
control performs similarly and has its own features as well. It is impossible for a RAPS system to
ensure proper operation without the global knowledge of the system due to following reasons:


Energy resources have different characteristics.



Power output fluctuates due to weather depend nature of the renewable energy source.



Minimum fuel cost and maximum renewable energy penetration are targeted.



Energy storage devices are adopted and lay some constraints for control.



Environmental impact is also considered.

Therefore, coordinated control strategies are required for the RAPS system components to operate in
a cooperative and efficient manner. Furthermore, system level control strategies in the published
literature can be classified into centralised and decentralised control strategies [55, 73-75].
6.2.1. Centralised Control Strategies
Centralised control strategies operate based on communication facilities to enable the
communication between the control centre and local controllers. Local controllers send information
on operating conditions, such as the power output from the generators, voltage and frequency
deviations, load demand estimations and charging status of storage systems, to the control centre.
Control centre collects the information and makes optimising decisions on system power flow, and
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then it assigns set points for the components in the system. The optimal objectives of centralised
control can be system stability, minimisation of operating cost, life extension for system equipment,
and the impact on environment.
The supervisory predictive control strategy developed in [24] for a wind/solar RAPS system
computes the power references for wind and solar subsystems while minimising the operating cost.
Local controllers control generators to deliver active and reactive power as specified by the central
controller. Practical issues like extending equipment life time by reducing inrush or surge currents
are considered for the optimal control. The optimal operation method suggested in [76] diverts shortterm charging/discharging events induced by PV and load fluctuations to upper band of the battery
SOC regime along with the operation of FC and electrolyser, hence, the impact on battery life can be
reduced while reducing the operating cost.
In a RAPS system, demand side management is also an important part of centralised control, and
the control strategy can be implemented at the customer load, dump load, and storage devices. A
load shedding strategy is introduced by [77] to maintain stability of the wind-diesel RAPS system.
The strategy determines the load to be shed at each stage using the under frequency relay, and the
load shedding is minimised using GA. Penalty functions and chromosomes with varying lengths are
utilised in the GA to determine the optimal number of loads to be shed at all stages. In [78], the load
is divided into steps according to their priorities, and wind speed is also divided into different levels;
subsequently each load step can be supplied by the wind turbine generator when wind speed varies
between two predefined wind speed levels. With this load control strategy, energy storage devices
are not necessary in the RAPS system. If energy storage device is installed, then the surplus energy is
usually absorbed by the energy storage system when the generation is more than the load demand.
However, if the storage devices are full, then the extra energy should be consumed by other means,
since overcharging of storage devices like lead-acid batteries will harm the storage devices. Dump
load such as space heating is commonly used in RAPS systems for energy balancing purposes [72].
A dump load power control strategy is introduced by [4] in order to eliminate the actual dump load
and to prevent battery overcharging, hence, the lifetime of the batteries can be extended and system
cost can be reduced.
Notable challenges for centralised control lay in the single point of failure and communication.
The entire system is controlled through the central controller. On the one hand, if the controller fails,
the whole system collapse and system reliability level decreases. On the other hand, effective
centralised control demands high speed communication among components. The high bandwidth
communication links require extra investment and adversely impact on the RAPS system budget.
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Additionally, complex communication techniques may be infeasible in some occasions when severe
natural situations deteriorate its effectiveness.
6.2.2. Decentralised Control Strategies
On the contrast with centralised control strategy, decentralised control strategy does not need a
control centre to determine an optimising decision. The components in a RAPS system with
decentralised control make their own intelligent decision by communicating with each other using
inherent communication channels. Following discusses the technical challenges on droop control
strategy and multi-agent control strategy.
6.2.2.1. Droop Control Strategy
The most widely adopted strategy to ensure real and reactive power sharing among generators
without communication infrastructure is the droop control strategy. The system frequency and
voltage magnitude are maintained in accordance to the active and reactive power deviation from the
pre-specified requirement. For conventional generators, the active power (P) output mainly depends
on the power angle or the frequency while the reactive power (Q) is mainly determined by the
voltage magnitude. Therefore, the conventional frequency droop and voltage droop have the
following form [79].
(10)
(11)
where ωr and Vr are the nominal frequency and voltage respectively, ω and V are the actual
frequency and voltage respectively, S  Pr2  Qr 2 is the rated capacity of the generator, and kp and kq
are the frequency droop and voltage droop constants respectively. Several technical challenges are
common for droop control strategy.
Frequency and voltage deviation: With droop control, system frequency and voltage magnitude
will generally vary with the fluctuation of load demand. However, the deviations of frequency and
voltage are expected to be within acceptable limits. Regulating techniques are required to satisfy the
requirement. In [80], frequency droop is applied for real power management in an islanded
microgrid. The system frequency deviation can be minimised by adjusting frequency droop
characteristic, and frequency restoration technique is also integrated into the real power controller. A
recent work presented in [81] proposes the arctan droop control which ensures the operational
frequency is always within preset bounds.
Impact of line impedance: Line impedance unbalance may degrade the load sharing accuracy,
although the authors in [79] claim that the impact is not necessarily a disadvantage since the
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generators that are located electrically far from the load centres automatically deliver a lower share
of power with P/V droop control, and thus line losses can be reduced in a resistive RAPS system.
Due to the resistive nature of the line impedance in low voltage network, another form of droop
controllers may be used in such system [69].
(12)
(13)
The reactive power sharing accuracy is enhanced using the improved droop control strategy
developed in [82] for a low voltage RAPS system where real power and reactive power are
inherently coupled. This strategy estimates the reactive power control error though injecting small
real power disturbances and an integration term for reactive power sharing error elimination is added
to the conventional voltage droop. In contrast to the conventional droop control, the output
impedance of the inverters in [83] is enforced to be virtually resistive rather than inductive
considering the resistive characteristic of the RAPS system network. Such a resistive droop method
has good power sharing performance with low sensitivity to the line impedance unbalance.
Nonlinear loads: the droop control strategy presented in literature is generally verified to operate
well with linear load. In fact, nonlinear loads can present a high portion of the total load and have a
strong impact on voltage waveforms in a weak power system such as RAPS system [67]. The voltage
at the load side can be highly distorted. In order to address the harmonic current sharing problem,
several control strategies appear in literature [80, 82-83]. The harmonic current sharing strategy for
each order of harmonics developed by [84] is based on the conventional droop control for
fundamental voltage and frequency. This strategy enables to equally share nonlinear loads among
converters connected in parallel. An instantaneous current control loop can be implemented to
program the output impedance to be resistive, and then the harmonic current can be shared without
increasing the voltage distortion too much [85]. The same authors apply similar resistive output
impedance for harmonic current sharing in [83], but the output impedance presented to the
fundamental and harmonic components are fixed independently, to avoid the excessive increase of
output voltage total harmonic distortion. In [86], droop control and average power control are
combined to share both linear and nonlinear load, and a harmonic control loop is proposed to
guarantee harmonic power sharing using low-bandwidth communication to enable the power
information exchange among generators.
Inertia coordination: A high droop gain improves power sharing accuracy, but it worsens the
stability. Virtual inertia is applied to the DFIG in [87] with either rotating mass or super-capacitor.
and the droop dynamic behaviour improves. When both conventional generators and inverter-based
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generators present in a RAPS system, the control performance is affected by the different
characteristics of conventional generators and inverter-based generators. For example, the rotational
speed of the conventional generator cannot change instantaneously due to the inertia of the rotating
mass whereas the inverter-based generator has little inertia responds to disturbances very fast.
Additionally, reactive power supplied by the conventional generator is naturally related to the
frequency and voltage respectively whereas control strategies have to be used to establish such
relationship for inverter-based generators. The performance of different combinations of
conventional generators and inverter-based generators in a RAPS system is compared in [22]. In the
simulation, DG1 and DG2 are two generators and their capacity ratings are 2.5 MVA and 5 MVA
respectively. The two generators share a load of 5 MW + j 3.5 MVAr initially. Subsequently another
load of 1 MW + j 1 MVAr is added to the system followed by a decrease of 0.5 MW + j 0.5 MVAr.
The results for three different combinations of generators are shown in Fig. 5 to Fig. 7. The results
indicate that the power can be shared in proportion to the capacity of generators in the systems with
conventional generators only or inverter-based generators only. However, in the RAPS system
consisting both conventional and inverter-based generators, the accuracy of power sharing is lower.
Fig. 6 and Fig.7 also demonstrate that fluctuations present in the power output of the RAPS system
consisting of inverter-based generator. In [9], the authors claim that the power output of the diesel
generator will vary more in order to balance the generation and load demand due to the fluctuation of
renewable generation in a diesel-wind RAPS system, which has a negative effect on diesel generator
operation and may increase the O&M cost. A droop control strategy is proposed, which adjusts the
frequency droop coefficient by varying the rotor resistance of the wound rotor induction generator as
a function of system frequency under disturbances. Hence, the power output of the diesel generator
can be smoothed and frequency deviation can also be mitigated. In [88], rather than operating under
inherent P/f and Q/V droops, the P/V and Q/f droop are applied for synchronous generators to
operate with converters compatibly in a resistive system,
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Fig.5. RAPS system with two conventional generators: a. Active power sharing. b. Reactive power sharing
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6.2.2.2. Multi-Agent Strategy
The multi-agent system (MAS) is an evolved form of the classical decentralised control system
with the feature of imbedded local intelligence in each agent. Each agent uses its intelligence to
determine future actions and independently influences its environment [68]. In [89] a decentralised
control system is designed based on MAS to coordinate. All the system components collaborate to
reach a global coordination and the whole system can continue to work when the system
configuration is changed, since the agents can adapt their behaviour to new conditions. Authors of
[90] propose a dynamic demand response approach using MAS to optimise the energy management
by controlling load and shifting loads to off peak hours. The approach reduces the energy
consumption cost of the residential customers.
Centralised and decentralised control strategies can operate separately, and they can also be
applied in a coordinated manner in a RAPS system. In [17], two main control strategies are
investigated. 1) The single master operation strategy uses one voltage-source inverter (VSI) acting as
master to provide voltage reference for the islanded microgrid and the others operating in PQ mode
(slave). 2) The multi master operation strategy uses several VSIs to operate under droop control
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strategy and the other inverters operating in PQ mode. Additionally, the control centre has the
control over two operation strategies and it can modify generation profile by sending control
information to generators. Droop control has formed the basic load sharing in [91], and wireless
network plays the role of acquiring the information of the total real and reactive power generation of
all generators. Using the collected information, the traditional droop control strategy is modified
considering the difference between the desired and actual power generation and thus system stability
can be improved.

7.

Conclusions
A RAPS system based on renewable energy resources is considered to be an ideal electrification

method for those areas where utility grid is not accessible. An up-to-date review of different planning
and operation techniques is presented in this paper. In this review, it is revealed that the most
important task in RAPS system planning is the study of energy potential of a proposed site either
using chronological data series or stochastic information. In particular, it is essential to model the
system components along with the renewable energy resources to accurately estimate the available
energy at the site. In order to design a reliable, cost-effective, and environmentally friendly RAPS
system, unit size should be optimised to meet particular cost and reliability target under certain
design constraints and they are exemplified in this paper. The unit sizing is a multi-objective
problem, hence appropriate optimisation techniques are required and they are generally classified
into conventional enumeration techniques and AI techniques. In terms of RAPS system operation,
two levels of control techniques, namely, component-level-control and system-level-control, are
discussed. Component-level-control mainly refers to converters’ roles in a RAPS system (i.e. gridforming, grid-feeding, or grid-supporting) while centralised control and decentralised control
including droop control and MAS technique are reviewed for system-level-control. In addition, a
clarification of the terminology used for RAPS system and different RAPS system architectures are
also presented in this paper. From this review, it can be concluded that both planning and operation
techniques are essential to counteract the technical challenges associated with system sizing, unit
cost of generation, voltage and frequency control and coordination of different system components in
RAPS systems.
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