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ABSTRACT
Existing language models such as n-grams for software code
often fail to capture a long context where dependent code
elements scatter far apart. In this paper, we propose a novel
approach to build a language model for software code to
address this particular issue. Our language model, partly
inspired by human memory, is built upon the powerful deep
learning-based Long Short Term Memory architecture that
is capable of learning long-term dependencies which occur
frequently in software code. Results from our intrinsic eval-
uation on a corpus of Java projects have demonstrated the
effectiveness of our language model. This work contributes
to realizing our vision for DeepSoft, an end-to-end, generic
deep learning-based framework for modeling software and its
development process.
1. INTRODUCTION
Code is arguably the most important software artifact.
Decades of research have been dedicated to understanding
and modeling software code better. A useful representation
of software code will support many important software en-
gineering (SE) tasks such as code suggestion, code search,
defect prediction, bug localization, test case generation, code
patch generation, and even developer modeling. While high-
level representations such as an abstract syntax trees or
human-engineered features (e.g., lines of code, code complex-
ity metrics, etc.) are useful for a certain analysis, they do
not reveal the semantics hidden deeply in source code. On
the other hand, low-level representations such as concrete
syntax trees do not scale to the size of today’s software where
programs on the magnitude of a million lines of code are
getting more common.
The past few years have witnessed the rise of Natural
Language Processing (NLP) with many ground-breaking re-
sults in various applications such as speech recognition and
machine translation. The success of NLP is rooted in its
statistical, corpus-based methods and the availability of in-
creasingly large corpora of text. Software code is also written
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in an (artificial) language, and has thus some characteristics
that are the same and different with natural language text:
1. Repetitiveness: code fragments tend to reoccur very
often [4]. For example, loops such as for (int i =
0; i < n; i++) or common statements such as Sys-
tem.out.println(...) occur in many source files.
2. Localness: source code is highly localized, i.e. there is
a certain distinct repetitive patterns in a local context
[11]. For example, in a given source file, the pattern for
(int size appears more often than the global pattern
for (int i.
3. Rich and explicit structural information: software code
has highly complex structural information (which is
different from natural language text). There are for
example nested loops and inheritance hierarchies oc-
curring frequently in source code.
4. Long-term dependencies: a code element may depends
on other code elements which are not immediately be-
fore it. For example, pairs of code tokens that are
required to appear together due to programming lan-
guage specification (e.g., try and catch in Java) or due
to API usage specification (e.g., file open and close).
Recent efforts have developed NLP-inspired language mod-
els for software code to realize some of those characteristics.
They built a very large code corpus (by collecting publicly
available source code from open source projects) and formed
the vocabulary of a language. This vocabulary V consists of
N unique code tokens used across a substantial number of
software projects. Given a code sequence s = 〈w1, w2, ..., wk〉
where wt is a code token (e.g., s = 〈for, (, int, i, =, 0,
i, ++,...〉), a language model estimates the probability
distribution P (s) of this code sequence as follows.
P (s) = P (w1)
k∏
t=2
P (wt | w1:t−1)
where w1:t−1 = (w1, w2, ..., wt−1) is the historical context
used to estimate the probability of the next code token wt.
The most popular language model is n-grams, which has
also been applied to model software code [6, 9]. This method
truncates the history length to n− 1 words, and in practice
n is often limited to a small integer (e.g., 2 to 5). Although
n-grams models are useful and intuitive in making use of
repetitive sequential patterns in code, their context is re-
stricted to a few code elements and is thus not sufficient
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in complex SE tasks. Recent work [11] introduces a local
cache model, which captures local regularities, combining
with the global n-grams model. Although this approach
has successfully dealt with the localness of software code, it
still suffers from the small context problem inherently in the
n-grams method.
Deep learning-based approaches offers a powerful alterna-
tive to n-grams in representing software code. While deep
feed-forward architectures such as convolutional neural net-
works (CNNs) are effective in capturing rich structural pat-
terns in code [8], recurrent architectures like Recurrent Neural
Networks (RNNs) has the potential to capture a much longer
context than n-grams [12]. RNNs however suffer from the van-
ishing or exploding gradients [1], and thus make it very hard
to train for long sequences. Consider trying to predict next
code token in the code fragment: String conferences =
["ICSE", "FSE", "ASE"]; ..... for (String conf : .
Recent information suggest that the next code token is prob-
ably a set of Strings, but if we want to narrow down to a
specific set, we need the context of conferences set, from
further back. There could be a big gap between relevant
information and the point where it is needed. Unfortunately,
as that gap increases, RNNs will not be able to learn to
connect the information.
In this paper, we propose a novel approach to build a
language model for software code using Long Short-Term
Memory (LSTM) [7], a special kind of RNN that is capa-
ble of learning long-term dependencies, i.e. remembering
information from further back. LSTMs have demonstrated
ground-breaking performance in many applications such as
machine translation, video analysis, and speed recognition.
Results from our preliminary evaluation have shown the
effectiveness of LSTM, serving as concrete indication that
LSTM is a promising model for software code. This code
modeling component is part of our vision for DeepSoft [3],
an end-to-end, generic deep learning-based framework for
modeling software and its development process.
2. APPROACH
Our LSTM language model of software code is a (special)
recurrent neural network, which can be seen as multiple
copies of the same network (see multiple LSTM units in
Figure 1), each passing information to a successor and thus
allowing information to persist. Our language model reads
code tokens in a sequence one by one, and estimates the
probability of the next code token by the following steps.
First, the current code token wt is mapped into a continuous
space using lookup tableM such that wt =M(w) is a vector
in RD. Vector wt then serves as an input to an LSTM unit.
For example, each code token (e.g., FileWriter) in Listing 1
is embedded into an input vector (e.g., w1).
A standard RNN unit would then generate the hidden state,
represented by vector ht ∈ RK , according to the previous
hidden state ht−1 and the current input wt.
ht = σ (b+Wtranht−1 +Winwt) (1)
where σ is a nonlinear element-wise transform function, and
b, Wtran and Win are parameters.
Finally, the next code token is predicted using:
P (w | w1:t−1) = exp
(
U>w ht−1
)∑
u∈V exp (U
>
u ht−1)
(2)
where Uw ∈ RK is a free parameter.
The language model is then trained using many known
sequences of code tokens s = 〈w1, w2, ..., wk〉 in a code cor-
pus. Learning is typically done by minimizing the log-loss
− logP (s) with respect to model parameters θ, which are
(b,Wtran,Win,M, U):
L(θ) = − logP (w1)−
k∑
t=2
logP (wt | w1:t−1) (3)
Learning involves computing the gradient of L(θ) during
the backpropagation phase, and parameters are updated
using a stochastic gradient descent (SGD). It means that
parameters are updated after seeing only a small random
subset of sequences. The critical problem with standard
RNNs however lies here where the magnitude of weights in
the transition matrix Wtran (used in Equation 1) can have a
strong effect on the learning process. This is because during
the gradient backpropagation phase, the gradient signal can
be multiplied a large number of times (as many as the number
of code tokens in a sequence) by the transition matrix. If the
weights in this matrix are small, it can result in the problem
of vanishing gradients where the gradient signal becomes so
small that the learning gets very slow or even stopped. This
makes standard RNNs not suitable for learning long-term
dependencies. On the other hand, the large weights can lead
to a large gradient signal (e.g. exploding gradient), which
can cause learning to diverge.
Listing 1: A motivating example
Fi l eWr i t e r w r i t e r = new Fi l eWr i t e r ( f i l e ) ;
w r i t e r . wr i t e ( ‘ ‘ This i s an example ’ ’ ) ;
i n t count = 0 ;
System . out . p r i n l t l n ( ‘ ‘ Long gap ’ ’ ) ;
. . . . . .
w r i t e r . f l u s h ( ) ;
w r i t e r . c l o s e ( ) ;
LSTM LSTM LSTM LSTM LSTM...
w1 w2 w3 wk-2 wk-1
h1 h2 h3 hk-2 hk-1
h0 h1
LSTM
w4
h4
FileWriter writer = new
LSTM
wk
hk
... close () ;
writer = new ...FileWriter () ; <eos>
Figure 1: Long Short-TermMemory language model
The most powerful feature of our model (compared to the
standard RNNs model) resides in the memory cell (ct in
Figure 2) of an LSTM unit. This cell stores accumulated
memory of the context, which is a mechanism to deal the
vanish and exploding gradient problems. The amount of
information flowing through the memory cell is controlled
by three gates (an input gate, a forget gate, and an output
gate), each of which returns a value between 0 (i.e. complete
blockage) and 1 (full passing through). All these gates are
learnable, i.e. being trained with the whole code corpus to
maximize the predictive performance of the language model.
Let us now explain how an LSTM unit works. First, an
LSTM unit decides how much information from the memory
of previous context (i.e. ct−1) should be removed from the
memory cell. This is controlled by the forget gate f t, which
looks at the the previous output state ht−1 and the current
code token wt, and outputs a number between 0 and 1. A
value of 1 indicates that all the past memory is preserved,
while a value of 0 means “completely forget everything”.
In our example in Listing 1, the memory cell might keep
information about the writer stream, so that it remembers
this open stream needs closing later. When we see this stream
being closed, we want to forget it.
*
ct
ft
ct-1 *
it
ot*
ht
wt
ht-1
wt
ht-1
wt
ht-1
wt ht-1
Figure 2: The internal structure of an LSTM for
code processing
The next step is updating the memory with new informa-
tion obtained from the current code token wt. In a similar
manner to the forget gate, the input gate it is used to control
which new information will be stored in the memory. For
example, if wt is the new open stream, we want to add it
into the memory cell so that we remember closing it later.
Finally, information stored in the memory cell will be used
to produce an output ht. The output gate ot looks at the
current code token wt and the previous hidden state ht−1,
and determines which parts of the memory should be output.
For example, since it just saw the token new, it might want
to output information relevant (e.g. constructor forms) to
the initialization of the object declared previously, in case
that what is coming next. It is important to note here that
LSTM computes the current hidden state based on not just
only the current input wt and the previous hidden state ht−1
(as done in standard RNNs) but also the current memory
cell state ct, which is linear with the previous memory ct−1.
This is the key feature allowing our model to learn long-term
dependencies in software code.
2.1 Model training
The bottleneck of our language model (as with any other
RNN-based model) is the cost of normalization of the RHS
of Equation (2) (i.e. the softmax function on the gradient
log), which scales with vocabulary size N = |V |. In a
typical software language model, the vocabulary size can be
very large (e.g., up to millions for large repositories). We
have employed an efficient method called Noise Contrastive
Estimation (NCE) [5], which has been used successfully in
natural language modeling (e.g., see [2]). Using NCE, the
computation time now does not depend on the vocabulary
size, but on a user-defined parameter k that approximates
the distribution in Equation (2). In practice, k is 100 or 200.
Two largest parameter matrices are the embedding table
M ∈ RD×N (which maps a code token into a continuous
vector) and the prediction matrix U ∈ RD×K used in Equa-
tion (2). For a large vocabulary, the number of parameters
grows to millions, causing a potential overfitting. An effec-
tive solution is dropout [10], where the elements of input
embedding and output states are randomly set to zeros dur-
ing training. During testing, a parameter averaging is used.
In effect, dropout implicitly trains many models in parallel,
and all of them share the same parameter set. The final
model is an average of all models. Typically, the dropout
rate is set at 0.5. Another strategy to combat overfitting
is early stopping, which we have employed for building our
model. Here, we maintain an independent validation dataset
to monitor the model performance during training, stop when
the performance gets worse, and select the best performing
model in the validation set.
3. EVALUATION
We built a dataset of the ten Java projects (Ant, Batik,
Cassandra, Eclipse-E4, Log4J, Lucene, Maven2, Maven3,
Xalan-J, and Xerces) cloned from GitHub. These projects
are the same as those used in previous studies [6, 9] but we
collected the most up-to-date revision of the code at the
time, i.e. 2016-07-25. After removing comments and blank
lines, the projects were lexically analyzed using JavaParser1
to produce token sequences. We then partitioned the data
into mutually exclusive training, validation, and test sets.
The training set was used to learn a useful language. After
each training epoch, the learned model was evaluated on the
validation set and its performance is used to assess conver-
gence against hyperparameters (e.g. learning rate in gradient
searches). Note that the validation set was not used to learn
any of the model’s parameters. The best performing model
in the validation set was chosen to be evaluated on the test
set.
Following common practices (e.g., as done in [12]), we
replaced integers, real numbers, exponential notation, hex-
adecimal numbers with a generic <num> token, and replaced
constant strings with a generic <str> token. We also re-
placed less popular tokens (e.g. occurring only once in the
corpus) and tokens which exist in the validation and test
sets but do not exist in the training set with a special token
<unk>. Finally, we build a code corpus of 6,103,191 code
tokens, with a vocabulary of 81,213 unique tokens.
Each source file is parsed into a sequence of tokens. Each
sequence is then split into sentences (i.e a subsequence of
code tokens) of fixed length. We use 10K sentences for each
case of training, validation and testing. Sentence length
varies from 10 (e.g., a short statement), to 500 (e.g., a large
file). Embedding dimensionality (D) varies from 20 to 500.
For simplicity, the size of the memory (i.e. the size of ct) is
the same as the number of embedding dimensions, that is
D = K. A fixed-size vocabulary is constructed based on top
N popular tokens, and rare tokens are assigned to <unk>.
Our evaluation aims to compare the performance of our
LSTM language model against the traditional RNNs model
as used in previous work [12]. We also used perplexity (as
done in [12]), an intrinsic evaluation metric that estimates
the average number of code tokens to select from at each
point in a sequence. Specifically, perplexity is the inverse of
average probability per code token, which is computed as
exp(−∑s logP (s)/#words), where − logP (s) is the log-loss
L(θ) computed in Equation 3. A smaller perplexity implies
a better language model.
1http://javaparser.org
sent-len embed-dim RNN LSTM improv %
10
50
13.49 12.86 4.7
20 10.38 9.66 6.9
50 7.93 6.81 14.1
100 7.20 6.40 11.1
200 6.64 5.60 15.7
500 6.48 4.72 27.2
100
20 7.96 7.11 10.7
50 7.20 6.40 11.1
100 7.23 5.72 20.9
200 9.14 5.68 37.9
Table 1: Perplexity on test data (the smaller the
better).
Both our LSTM model and the simple RNN model were
trained using an adaptive stochastic gradient descent method
called RMSprop, which is known to work best for recurrent
models. There are three hyperparameters: learning rate η,
adaptation rate ρ and smoothing factor . RMSprop is tuned
to achieve best results for simple RNN (η = 0.01, ρ = 0.9 and
 = 10−8); and for LSTM (η = 0.02, ρ = 0.99 and  = 10−7),
respectively.
We conducted a number of experiments by varying the
size of a sentence (sent-len) and the number of embedding
dimensions (embed-dim). Table 1 reports the perplexity on
the test data for a vocab size of N = 1, 000, when fixing
embedding dimensionality D (top part) and when fixing
sentence length (bottom part).
Overall, given a fixed embedding dimensionality, both
simple RNN and LSTM models improve with more train-
ing data (whose size grows with sentence length), and the
LSTM performs consistently better. Importantly, the rate
of improvement by LSTM also grows from 4.7% for short
sentences of length 10, to 27.2% for long sentences of length
500, confirming the known fact that the LSTM handles long
sequences better than the simple RNN. A similar pattern of
improvement is also observed when fixing sentence length
and varying dimensionality. It suggests that LSTM enjoys a
better learning dynamic when the model is large.
4. DISCUSSION
The promising results from our evaluation suggest that a
good language model for software code can be built based
on the powerful, deep learning-based LSTM architecture.
Our next step involves conducting an extrinsic evaluation to
measure the performance of our language model at a number
of real SE tasks. For example, we will develop our language
model into a code suggestion engine. This engine will suggest
a sequence of code tokens that fit most with the current
context and is most likely to appear next.
Our language model can also provide us with a deep, se-
mantic representation for any arbitrary sequence of code
tokens. This can be done by aggregating all the output
vectors (h1, ..., hk) through a mechanism known as pooling.
The simplest method is mean-pooling where the vector rep-
resenting a code sequence is the sum of the output vectors of
all the code token in the sequence divided by the number of
tokens. This representation is in the form of a feature vector,
which can be readily input to any classifier to learn many
useful SE tasks such as defect prediction, checking for code
duplication, and detecting vulnerable software components.
As we have seen, this feature vector is learned automatically
(in an unsupervised manner) from the raw code, removing us
from the time-consuming task of manually designing features
(which have been done in previous work).
The language model for software code is part of DeepSoft
– our generic, dynamic deep learning-based framework for
modeling software and its development and evolution process.
DeepSoft is a compositional architecture which has several
layers modeling the progression of a software at four levels:
source code, issue reports, releases, and project. Each layer
employs chain of LSTM units to capture the sequential nature
of the corresponding data. We envision many applications
of DeepSoft to SE problems ranging from requirements to
maintenance such as risk prediction, effort estimation, issue
resolution recommendation, code patch generation, release
planning, and developer modeling.
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