Abstract. Let z k be the k-th zero of φ(z) = ∞ n=0
Introduction
Acyclic digraphs have been studied by several authors, e.g., Robinson [3] , [4] and Stanley [5] . Let
Robinson defined ∆ in [3] to be the linear operation on exponential generating functions which divides x n by 2 ( .
He called ∆S(z) the special generating function for S, which he used, for example, to count labelled directed acyclic graphs in [3] . Let a n be the number of labelled directed acyclic graphs with n vertices and A(z) = ∞ n=0 a n z n n! .
In this paper we will analyse the zeros of the function
which we denote by φ(z). Robinson observed that φ(z) satisfies the functional differential equation φ ′ (z) = −φ z 2 and that (∆e −z )(∆A(z)) = 1. the k-th zero of φ(z) sorted increasingly by modulus from the origin for k ≥ 0. Robinson proved that all zeros of φ(z) are simple, positive real and satisfy z k+1 > 2z k for k ≥ 0. Furthermore he conjectured that [3] . We prove a slightly different result, namely Theorem 2 and present an asymptotic representation of the function φ in Theorem 1. Table 1 gives a comparison between the k-th zero z k and (k + 1)2 k .
The Zeros of φ(z)
First we state Lemma 1. The function φ(z) can be written as
where the Hankel-contour H encircles the negative integers and 0.
Proof. We observe 
and Stirling's formula guarantees that the integral converges. The result follows with the functional equation
We notice that the saddle point method does not work if we use (1), since there are oscillating terms, as we will see later.
We rewrite φ(z) with
where log, in the whole paper, means the principal value of the complex logarithm. To simplify the following notation we write x = log z and
Since we will use the saddle point method, which is discussed for example in [1] or [2] , in a slightly modified way, we are now interested in zeros of ∂w(s, x)/∂s. First, we rewrite
at least if Re s < 0, and it will turn out that this is all we need. Therefore, we search for solutions of
where ψ(s) is the first derivative of log Γ(s). Let σ(x) denote the solution of (2). Then the following asymptotic expansion holds. We remark that throughout the whole article all error terms are considered as x goes to infinity.
, where
and C 2 = 3 2 log 2 + log log 2.
Proof. We find the constants in (2) . First, we use the asymptotic expansion
from (2). Now, we have on the one hand
and on the other hand
The calculation of the constants is now straight forward.
. Then
Proof. It is more convenient to write w(s, x) = g(s) − xs where g(s) = − log(−s) + log Γ(−s) − s(s + 1) 2 log 2.
By Taylor expansion around σ we have
Now, we use Lemma 2, ψ ′ (σ) = 1/σ + O(1/σ 2 ), and ψ
We use |t| ≤ x α to estimate the error term
If we expand σ = Ax + B log x + O(1) we have
Lemma 4. The real part of w(σ(x)
Proof. We use Stirling's formula to gain the asymptotic expansion
Using Lemma 2 and (3), we obtain w(σ + t, x), a rather lengthy expression, we omit here. Similar as in the proof of Lemma 2, we substitute in this expression
for log(σ + t) and 1
for 1/(σ + t). We use Mathematica for the algebraic simplifications. Now, we let the curves C 1 (t) = σ(x) + t and
Proof. We define the Hankel contour H in Lemma 1 to consist of three curves H 1 , H 2 , and H 3 , where H 1 (t) = t + i for t ∈ (−∞, 1], H 2 (t) = 1 − it for t ∈ (−1, 1) and H 3 (t) = −t − i for t ∈ (−1, ∞]. Therefore, H circulates the negative integers and 0. We abbreviate
, and estimate 1 2π
for a positive constant c 1 . Now, we use Lemma 4 to continue with
Re w(σ+i,x)+O((log x) 2 )
for a positive constant c 2 . Lemma 3 yields w(
which is all we need. The proof works analogously for the integrals on the right side of the
Theorem 1.
Proof. We use Lemma 3 to obtaiñ
using the residue theorem. Furthermore, we have
by Fourier expansion. We finish the proof with Lemma 5.
Let 1 < δ < β and
Proof. We substitute
for log(j(k)) and 1 (log 2)k + O log k k 2 for 1/j(k). The proof ends after some simplifications.
Theorem 2.
There is an integer K such that for all ǫ > 0
Remark. From the theorem it follows immediately that z k = k2 k + O(2 k ). Numerical computations (see Table 1 ) support the conjecture K = 0, which is indeed Robinson's conjecture.
Proof. First we choose 0 < α < min and β = 2 − 3α, i.e., the constants of Lemma 3, and 2 − ǫ < δ < β. By Theorem 1
where
cos((2n + 1)πσ).
Lemma 6 guarantees that there exists an N 1 such that a zero of f (σ(x)) lies in R k , for k ≥ N 1 , since a zero of cos(πσ(x)) is also a zero of cos((2n + 1)πσ(x)) for all n ≥ 0. We have
sin((2n + 1)πσ) .
We notice that c 2 = 0.34 ≤ h(x) ≤ 0.42 = c 1 for x ≥ 10. Now, we estimate
where c 3 =
. Therefore,
With the mean value theorem and Lemma 6 we obtain that
where c > 0. Thus, we observe that there exists an N such that a zero of f (x) + O 1 x β , which is also a zero ofφ(x), is contained in R k , for all k ≥ N. Let k ≥ N and x k be the zero ofφ which lies in in R k . As Robinson stated in [3, p. 258] we also have z i > 2z i−1 , for all i ≥ 1. This means that there can be no zero ofφ between x k and x k+1 . Since otherwise x k+1 − x k > 2 log 2, which is impossible, because we showed that x k+1 − x k ≤ (k + 1) log 2 + log(k + 1) − log 2 + 1 (k+1) δ − k log 2 + log k − log 2 − 
