In a 
Introduction
The availability of cheap yet powerful wireless access technology, most notably the IEEE 802.11 (wireless LAN), has given an impulse to the development of wireless ad hoc networks. In such a network, the stations (also called nodes) that are in reach of each other, facilitate connectivity by forwarding traffic, e.g., to obtain access to the fixed internet. In an 802.11 ad hoc network, the stations that are in mutual reach, and that help each other in obtaining and maintaining connectivity, are at the same time also competitors, as they all contend for the same resource, i.e., the shared ether as transmission medium. The medium access control of 802.11 has been based on CSMA/CA [10, 16] and is commonly referred to as the distributed coordination function (DCF) [10, 16] . Research has shown that, effectively, the DCF tends to equally share the capacity among the contending stations [3, 12] . Although this appears to be a nice fairness property, this fairness may lead to undesirable situations in case one of the nodes happens to function as a bridge toward either another group of nodes, or to the fixed internet, because in that case a clear bottleneck situation arises. In this paper we will show how model checking can be used to analyze alternative and more flexible capacity sharing approaches. Earlier work on the performance of IEEE 802.11 ad hoc networks considers a variety of scenarios, [17] categorizes this earlier work nicely. However, none of the analytical papers mentioned in [17] , explicitly addresses the delays or through-puts in a multihop ad hoc network. In [17] , a two-hop ad hoc network is considered, where the second hop has to forward the traffic of many sources (the first hops), thus forming a bottleneck, since all active stations have to share the transmission capacity. This study yields explicit (closed-form) equations for the expected overall delay and the expected delay at the bottleneck, by translating the model at hand into a generalized processor sharing model as studied extensively by Cohen [5] . Although the analysis is approximate, good results are obtained, as confirmed by simulations. However, this evaluation approach is limited in that it only allows for an equal sharing of transmission capacity between active stations.
In this paper, we follow the same line of modeling as in [17] , however, we do allow for alternative capacity sharing strategies as well; such strategies are made possible through the recent QoS-extension of the IEEE 802.11 standard, e.g., through the EDCA ("E") version [9] . In doing so, we can study the impact of adaptive capacity sharing strategies that recognize potential bottlenecks and adapt accordingly, as detailed in Section 2. Since we want to have flexibility in modeling a variety of adaptive capacity sharing strategies and at the same time more modeling convenience, we have chosen to specify our models as infinite-state stochastic Petri nets (iSPNs) and not at state level. The underlying infinite-state Markov chain, which can be automatically generated from the iSPN, obeys a quasi-birth-death (QBD) structure, for which we showed that CSL model checking is feasible [15] . In this paper we equip QBDs with rewards and use the logic CSRL (continuous stochastic reward logic) that has been proposed to reason about time and rewards in finite Markov chains [1] for model checking infinite state Markov reward models. To do so, we adapt techniques for CSRL model checking finite Markov chains to the infinite case. The rest of this paper is organized as follows. In Section 2 we present three different strategies for dividing the available radio capacity among the competing stations; we also provide a concise introduction into iSPNs and QBDs. Section 3 presents two different adaptive capacity sharing strategies. Then, Section 4 presents a set [7] . We explain how the CSRL operators can be evaluated and which measures we calculate with each of them. We will analyze the expected buffer occupancy, the expected number of active sources, the work done in a given time by the sources and by the bridge as well as some other measures. The results are presented and interpreted in 5.
We provide conclusions in Section 6.
Modeling approach and basic model
In this section we first describe Quasi-Birth-Death models and their high-level specification as infinite-state stochastic Petri nets, which we will use to model the bottleneck in 2-hop ad hoc networks. We provide a slightly more detailed system description, before we model the system as iSPN and transform it to the underlying QBD.
QBDs and iSPNs
The infinite state space of a QBD can be viewed as a twodimensional strip, which is finite in one dimension and infinite in the other. Formally, a labeled QBD Q with rewards of order (N 0 , N r ) (with N 0 , N r ∈ N + ) is a labeled infinitestate CTMC, where the reward function ρ : S → R ≥0 assigns a reward ρ(s) to each state s. Figure 1 gives a graphical representation of a QBD. The set of states is composed as S = {0, · · · , N 0 − 1} × {0} ∪ {0, · · · , N r − 1} × N + , where the first part represents the boundary level with N 0 states, and the second part the infinite number of repeating levels, each with N r states. The steady-state probabilities of a QBD can be calculated in a level-wise fashion, using e.g., matrix-geometric methods [11, 13] , which exploit the repetitive structure in the generator matrix. To compute transient state probabilities for the infinite-state QBDs, we developed a uniformization-based approach [15] . iSPNs [14] can be used as high-level description of QBDs. They have one unbounded place that corresponds directly to the infinite dimension of the QBD.
System description
We address a wireless ad hoc network in which the individual nodes communicate with each other through the IEEE 802.11 CSMA/CA media access control protocol. We do not discuss or model the DCF explicitly; this has been done in the past and by now this access mechanism is, as such, well understood [3, 12] . The scenario under study has N active nodes, the so-called sources, that are all within reach of each other. Additionally there is a special node, referred to as bridge or bottleneck node B. This node, which can be reached by the N sources, is the only node that connects to yet another (set of) external node(s) E through which, for instance, the fixed internet can be reached. Thus, the bridge B forms a natural bottleneck: all traffic originating from the N sources, as well as the traffic passing through the bridge has to share the same wireless transmission capacity. Figure 2 illustrates this scenario.
Assuming the classical WLAN capacity of 11 Mbps, earlier work has shown that the effective capacity is about 60% of this value. This effective capacity is about equally shared among the competing nodes. For an average packet size of 1500 bytes, we obtain an effective capacity of 500 packets per second, that is denoted C. An inactive source becomes active after a negative exponentially distributed amount of time (with rate λ) and immediately instantiate a flow. During such a flow time, the source remains active and continues to transmit packets to the bottleneck station B. Following the assumptions made in [17] , the amount of work put forward by each flow (the amount of packets comprising the flow) on average is F = 500 packets. The assumed values for the system parameters are summarized in Table 1 . When modeling the bridge in 2-hop ad hoc networks as an iSPN, clearly the unbounded place has to be the buffer of the bottleneck B. We limit the maximum number of active sources to some finite number K = 10, as iSPNs only allow for one unbounded place. This is a reasonable restriction, as the number of active sources in an ad-hoc network cannot be arbitrarily high.
Basic model
Since the active sources as well as the bridge share the same wireless capacity, the amount of time to complete the work put forward by a single flow depends on the activity of other flows. In the basic model with N active sources (N ∈ {1, · · · , K}), the bottleneck as well as each of the active sources receive a fraction C N +1 of the overall effective capacity. Hence, the sources in total receive a fraction
of the transmission capacity, and the bridge just C N +1 . However, all the transmission capacity devoted to the sources leads immediately to traffic arriving at the bridge, that is, all the packets the sources are allowed to sent result in packets to be queued and processed at B. This makes that the bridge B will be overloaded and unstable as soon as more than one source becomes active. In case just one source is active, that source and the bridge will equally share the capacity, such that the source cannot generate more traffic than the bridge can accommodate. A backlog of packets at the bridge can only be cut back whenever none of the sources is active. From the interaction between the regular sources and the bridge, we note that, the effective rate with which the bridge can complete its packet transmissions depends on the number of active sources (flows) and that the time it takes to complete a flow depends on the number of active flows, that is the number of active sources. As we do not need to distinguish between individual active sources, we can model the number of active sources as shown in the left part of the Petri net in Figure III . Sources become active after a negative exponentially distributed amount of time and start transmitting a flow that has an exponentially distributed length with parameter 1 F . However, the duration of a flow does not only depend on its size but also on the radio capacity a source can use to transmit the flow, as can be seen in Table 2 : the rate of transition source departure is
, where N is the number of active sources. The right part of Figure 2 .2 that contains the unbounded place buffer actually models the bridge of the system. Transition input models the total arrival stream of packets from all active sources and transition output models the service of packets at B. Both rates depend on the number of active sources and the amount of radio capacity that is distributed to each source and the bottleneck node. The rates for the individual transitions as used in the basic model are given in Table 2 . To obtain the underlying QBD, we specify the iSPN in CSPL. Using the CSPL implementation [2] , we obtain the underlying finite CTMC that consists of the finite boundary part and the repeating levels. The resulting QBD for the basic model is given in Figure 4 . Every level consists of K +1 states, modeling the number of active sources. Whenever at least one source is present, packets can arrive and whenever at least one packet is present, this packet can 
Adaptive capacity sharing
We propose two different approaches for adaptive capacity sharing, namely the buffer-related threshold model (BRT) and the source-related threshold model (SRT). Both approaches are first modeled as iSPNs and then transformed to the underlying QBD. The SRT model can be implemented by appropriately setting the differentiation parameters according to [9] , whereas the BRT model cannot be realized yet, due to the relation to the buffer-content. However the BRT model describes a sensible way to allocate radio capacity, as it directly refers to the place where the problem lies, that is, to the buffer in the bottleneck station. Using this type of model-based analysis allows us to evaluate a strategy like BRT even before it can be implemented.
Buffer-related threshold
In the basic setting we allocate most of the radio capacity to the sources. Clearly, this benefits the sources and can lead to very high buffer occupancy from which the bridge may not be able to recover. To improve the performance of the bridge, we allocate more radio capacity to the bridge as The buffer-related threshold model (BRT) then consists of two phases: a low occupancy phase and a high occupancy phase. In the low occupancy phase we allocate the same amount of radio capacity to every source and to the bridge (as in the basic model). As soon as the buffer occupancy becomesτ we switch to the high occupancy phase. In this second phase, half of the server capacity is allocated to the bridge and the other half is distributed equally between the sources. The structure of the iSPN for the BRT model is exactly the same as for the basic model, only the rates have to be adapted according to Table 2 . The rates now depend on the buffer occupancy, that is, the content of the unbounded place, however, from threshold τ onwards they remain unchanged. This only enlarges the boundary part of the underlying QBD from the leftmost K states to the leftmost K · τ states. The two phases of the model are located next to each other in 'the infinite dimension' as shown in Figure 5 .
Source-related threshold
Whereas the BRT model defines its threshold related to the buffer occupancy, the phases of the source-related threshold model (SRT) depend on the number of active sources. Whenever the system starts, it has zero active sources. Up to a small number of active sources we allow for the same distribution of radio capacity as in the basic model (start up phase). However, as soon as the number of active sources reaches a given number m, the model enters the run phase, in which we assign m times as much radio capacity to the bridge than to each single source. Whenever the number of active sources falls again below m, the system switches to its third phase: clearance. To allow the bottleneck node to first work off the complete buffer content, in clearance the bottleneck node keeps the higher share of radio capacity as in run until the buffer is empty. The model then switches back to startup. In the SRT model we have to keep track in which phase the model currently is. This is done by adding an extra part to the iSPN that consists of one place for each phase. The rates for the SRT model are also given in Table 2 
Measures of Interest
In the following we will analyze how the strategies for adaptive capacity sharing influence the system behavior. This is done by means of model checking. With model checking we first formally specify the measures of interest as formulas of a given logic. Second, model checking provides algorithms for automatically evaluating these formulas on a given model. In this section we will first describe the logic CSRL, before we describe which measures we are going to evaluate, how these measures can be expressed in CSRL, and how we have to assign rewards and atomic propositions to the QBD, to do so. Furthermore, we discuss how to validate the CSRL operators, that are needed in this study. Note, that we are the first to do CSRL model checking on infinite-state CTMCs.
The logic CSRL
The logic CSRL (continuous stochastic reward logic) has been proposed to reason about time and rewards in finite Markov chains [1] . It is an extension of the logic CSL (continuous stochastic logic), which we recently applied to infinite-state Markov chains, in particular to QBDs [15] . As such, CSRL is a specification formalism for performability measures over CTMCs extended with a reward structure (Markov reward models) [7, 1] . The syntax of a CSRL state formula is defined as follows:
where φ is a path formula constructed by
The key difference to CSL is that the path-operators are equipped with two parameters. The additional parameter r represents a bound on the accumulated reward. The steady-state operator S p (Φ) denotes that the steady-state probability for a Φ-state meets the bound p. P p (φ) asserts that the probability measure of the paths satisfying φ meets the bound p. The expected reward operator E r (Φ) expresses that the steady-state reward rate (that is,
; furthermore, the accumulated reward up to time instant t should be at most r. For a CSRL formula Φ, the satisfaction set contains all states that fulfill Φ.
Buffer occupancy and active sources
As discussed earlier, the bridge B is the bottleneck of the 2 hop ad-hoc network. We therefore study the expected buffer occupancy and the expected number of active sources under different capacity sharing strategies. The expected buffer occupancy can be expressed using the expected reward operator E ≤r (Φ), where Φ is just true. We choose the reward to be the number of packets currently in the buffer, which is just the level-index in the QBD, so that, we have a level-dependent reward.
The number of expected active sources can also be expressed with the expected reward operator (again with Φ = true), where we now assign to each state the number of sources that is currently active as reward. In the models the number of active sources is the same in corresponding states of different levels, so that we have level-independent rewards in this case. The expected reward operator requires the computation of a sum over all elements of the satisfaction set Sat(Φ). However, for both of the above measures Φ = true, so that the satisfaction set contains an infinite number of elements. In case of level-independent rewards (expected number of active sources), the QBD structure of the Markov chain allows us to compute, in closed form, the sum of the steady-state probabilities for corresponding states over all levels as z 0 + z 1 (I − R) −1 , where z 0 and z 1 are the steady-state probabilities for the boundary level and the first repeating level. Multiplying these accumulated steady-state probabilities with the corresponding level-independent rewards, allows us to evaluate the expected reward operator. For level-dependent rewards (expected buffer occupancy) the expected reward operator can be evaluated by exploiting a property of the geometric series, leading to a closed-form expression for the expected reward of the form z 1 (I − R) −2 1 for the expected buffer occupancy [6] . Following a similar procedure, closed-form expressions can also be derived for the higher moments.
Time the system spends in a given phase
We now analyze how the steady-state fraction of time the system spends in a given phase changes for the adaptive capacity sharing strategies. As we only allow for a finite maximum of active sources K, an arriving source is "lost" whenever K sources are already active. Thus, we are interested in the fraction of time the system spends in states which correspond to K active sources. Measures concerning the fraction of time the system spends in a given set of states can be expressed by the steady-state operator. It can be evaluated as described in [15] in detail. We just assign the atomic proposition loss to all these states that correspond to K active sources and evaluate S p (loss) for the loss probability. To measure the fraction of time each model spends in its different phases, we assign to every state the name of the corresponding system phase as an atomic proposition. In the BRT model we then have low in all states of the boundary part, and high in all states of the repeating levels. In the SRT model we have start, run and clearance in corresponding states of all levels. As can be seen easily, we have level-independent atomic propositions in all cases.
Transient analysis of start up
In both adaptive capacity sharing approaches we allow the sources a start up phase, called low occupancy in the BRT model and start up in the SRT model. In this phase the sources can use most of the available radio capacity. To analyze how long this phase is, we use the time-bounded until operator. Again, we assign the same atomic proposition to all states that belong to the same phase and evaluate P p (low occupancy U ≤t high occupancy) for the BRT model and P p (start up U ≤t run) for the SRT model. These measures express for varying p and t, the distribution of time spend in the first phase. The until operator with only a time constraint can be validated as for CSL, as proposed in [15] . In this study we will consider only the empty state (no sources active and no packets present) as starting state.
Work done in a given time
We want to analyze how the adaptive capacity sharing strategies influence the amount of work that is done in a given time by the bridge and the sources, respectively. This can be done with the until operator with time and reward bounds. To analyze the work done by the bridge, we assign to each state the amount of radio capacity it currently uses as a reward. In the SRT model the server rate changes with the number of active sources, however, in corresponding states of different levels the server has the same amount of radio capacity, therefore the reward is level independent. In the BRT model the rate changes with the buffer occupancy, however, the states of the boundary level all have the same reward and the states of the repeating levels also have the same reward. To analyze the work done by the sources, we assign to each state the amount of radio capacity the sources currently occupy. Again this provides us with level-independent rewards for both models.
For the time-and reward-bounded until, Φ U ≤t ≤r Ψ, we consider how to check the formula for only one starting state (the all empty state). This allows us to use well-known algorithms for CSRL model checking [7, 1] ; since we address a finite time horizon, these uniformization-based algorithms will consider only a finite number of steps, so that only a finite portion of the underlying QBD needs to be taken into account, cf. [15] ; in particular, we use the so-called Markovian approximation [8, 7, 4 ].
Other CSRL operators
Even though we do not use the full range of CSRL operators, we want to sketch how the until operator with only a reward bound and the instantaneous reward operator can be validated for QBDs. For checking the until operator with only a reward constraint, e.g., Φ U ≤r Ψ, for finite CTMCs the duality theorem can be used. This theorem states that the progress of time can be regarded as the earning of reward and vice versa [1] . Formulas with only a reward constraint can thus be checked as formulas with just a time constraint on a transformed CTMCS. On QBDs, the Duality Theorem is applicable only in case of level-independent rewards (since the transition rates are rescaled by the reward rates, the QBD structure would be destroyed otherwise). In this case, the QBD can then be checked as stated in [7] .
The instantaneous reward (E t ≤r (Φ)) operator gives the expected reward at time t. To calculate the transient probabilities in a QBD we always consider only a finite number of steps. That is, the instantaneous reward operator can always be checked for a single starting state s, regardless of the reward structure. To calculate the satisfaction set we distinguish between level-independent and level-dependent rewards. We will eventually find a level from which onwards the transient probabilities do not change anymore. With level-independent rewards the validity of the instantaneous reward operator does not change anymore from this level onwards. We do not know how to check the instantaneous reward operator with level-dependent rewards and an infinite satisfaction set in all cases as the reward modifies the transient probabilities.
To compute, in general, the whole satisfaction set for time-and reward-bounded until properties, i.e., Φ U ≤t ≤r Ψ, we have to distinguish between two different reward types. In the case of level-independent rewards, the satisfaction set is potentially of infinite size. However, there will eventually be a level from which onwards the validity of the formula will be the same in all corresponding states of the repeating levels. This is just a straightforward extension of the ideas presented in [15] . In case of level-dependent rewards, the satisfaction set will always be finite whenever the reward rates are increasing in the level index.
Results

Buffer occupancy and active sources
All active sources and the bridge have to share a fixed amount of radio capacity. We analyze how the different adaptive capacity sharing strategies influence the expected buffer occupancy and the expected number of active sources. Figure 7 shows five curves representing five different values for the buffer related threshold τ for the BRT model. The curves range over λ from 0.1 to 0.5. For all values of λ, the buffer occupancy is larger for higher thresholds τ . This is due to the fact that for larger values of τ the model stays longer in low occupancy, where the sources have exactly the same amount of radio capacity as the bridge and thus have more time to fill the buffer. 
Figure 7. Expected buffer occupancy in BRT
The lowest buffer occupancy is achieved for τ = 2, as this setting benefits the bridge most. However, the buffer occupancy cannot be judged without the number of expected sources. In Figure 8 we show the expected number of active sources for five different values of τ , for λ ranging from 0.1 to 0.5. No difference in the number of active sources can be seen, as the differences between the five values of τ are too small. Recapitulating Figure 7 , we can say that the buffer related threshold model benefits the bridge and that there is no notable impact of τ on the expected number of active sources.
For the SRT model we show the expected buffer filling for four different values of m over the same range of λ in Figure 9 . Note that we use a logarithmic scale on the yaxis, as we observe a much higher buffer occupancy than in the BRT model. Recall that the basic model is included in the SRT model for m = 1. Looking more closely, we see that the four depicted curves cross each other. This happens because the parameter m plays a double role: On the one hand, m serves as a source-related threshold for switching between the three phases of the SRT model. On the other hand, m times as much capacity is assigned to the bridge than to each of the sources. Thus, for larger m the buffer occupancy drops as more radio capacity is assigned to the bridge, however, for larger m the bridge obtains its larger share of radio capacity later. Thus, the backlog of packets can only be removed after m sources have been active at the same time. The probability for m sources being active at the same time depends on λ, therefore different values of m might be optimal for different λ. 
Figure 9. Expected buffer occupancy in SRT
In Figure 10 we show the expected number of active sources, again for four different values of m. The number of expected active sources is lower than in the BRT model. Again, we see that the curves cross each other due to the trade-off between the two effects that play a role due to m. Comparing these curves to the BRT model in Figure 8 , the expected number of sources in the SRT model differs, because the amount of radio capacity the sources can use as soon as the model leaves start up, heavily depends on m.
For small values of λ, the system stays longer in start up, where the sources get the same share of radio capacity, independent of m, so that the curves are still close to each other. For higher values of λ the probability to be in the run phase or clearance phase rises and the curves start to diverge. To achieve a reasonable buffer occupancy with the SRT model, λ should stay below ≤ 0.3, however, the sources will then be able to transmit much faster as in the BRT model and the expected number of active sources in this setting is below one. Concluding we can say, that the SRT model benefits the sources much more than the bridge. This behavior is due to the double role that the parameter m plays. We did not expect this a priori. A variant of the SRT model with two parameters, one for the threshold and one for the adaption of the capacity distribution, should be considered and studied in the future. Comparing the buffer occupancy and the number of active sources for the BRT and the SRT model, the BRT model benefits the server, whereas the choice of τ has no impact on the number of active sources, while the SRT model benefits the sources and the choice of m has a huge impact on the buffer occupancy.
Loss probability
To analyze the restriction to a maximum of K active sources, we compute the probability that an arriving source is lost. In Figure 11 we show the probability that all sources are active over the range for λ from 0.1 to 0.5 for both models. The upper curve shows the loss probability in the BRT model and the lower four curves show the loss probability in the SRT model. Again the curves for the BRT model do not differ for the different values of tau. For small values of λ the loss probability is zero, as the source arrival rate is too small. Only when the models leave low occupancy and start up the loss probability increases as the sources then have less radio capacity and the expected number of active sources grows. In essence, we see the same behavior as for the expected number of active sources, as these measures are closely related. As the loss probability is low for the depicted setting, we can conclude that the restriction to a maximum of K sources is not a severe one. It can easily be seen, that the SRT model benefits the sources more than the BRT model does. 
Work done in a given time
To further analyze the influence of the capacity sharing strategies we calculate the accumulated work done at time t for given λ = 0.4, with the empty state (no sources active and no packets present) as starting state. In Figure 12 we show the probability that the accumulated reward (the work done by the bridge) at time t is at most 10 packets, for four different values of τ in the BRT model. For τ = 2 the probability for the accumulated reward to be at most 10 packets is always highest, which means that the accumulated reward is smaller than for higher τ . In case of higher thresholds τ the probability for the reward to be at most 10 decreases and for τ ≥ 8 the curves are almost the same. Thus, for higher thresholds the accumulated reward is higher. Clearly, the bridge can only forward packets which it received beforehand from the sources. For a low threshold the sources do not have much time to fill the buffer in the low occupancy phase, so that, when the bridge gets half of the available radio capacity it sometimes cannot use it, as no packets are present. So, in order not to waste radio capacity, the threshold τ should be high enough, so that the sources can fill the buffer well in the low capacity phase. In Figure 13 we observe again, that the behavior of the sources in the BRT model does not change for the different thresholds. Thus the work done at a given time t by the sources does not influence the choice of τ in the BRT model. Figure 14 shows the probability that the accumulated work done by the bridge in the first 10 seconds after the system has been empty is at most 10 packets in the SRT model. This probability heavily depends on the threshold m. For m = 8 the bridge has almost no work to do, as the probability for 8 sources to become active within the first 10 seconds is quite small. The smaller the value of m is, the more work can be done in the first 10 seconds. Figure 15 shows the same probability for the work done by the sources. We observe that the behavior of the bridge and the sources is pretty much the same. The accumulated amount of work done by the sources decreases for higher thresholds m, as the probability for the accumulated work to be below 10 increases. 
Time the system spends in a given phase
We show the steady-state fraction of time the BRT model spends in low occupancy in Figure 16 for five different values of τ . The curves are straightforward, for higher values of τ the probability to be in low occupancy is higher and for growing values of λ the probability declines, as a higher arrival rate for sources induces a higher buffer occupancy. Again the curves stay close to each other. In Figure 17 we show the steady-state fraction of time the SRT model spends in start up. The basic behavior of the curves resembles Figure 16 , however, the curves are spread more widely due to the influence of m. Figure 18 depicts the transient probability to reach high occupancy within time t for different values of τ and a fixed value for λ = 0.4 in the BRT model. The starting point for this transient analysis is the empty system with no active sources and no packets present. For lower thresholds τ the probability to reach the next phase is highest as the threshold is crossed sooner. For τ ≥ 16 the probability to reach the next phase in ten seconds is still very low. The same can be observed in Figure 19 , where we show the transient probability to reach run within time t for different values of m in the SRT model. The low probabilities, especially for high thresholds, show that the phases low occupancy in the BRT model and start up in the SRT model last quite a while, which is useful for the sources, as they can start transmitting with a greater share of radio capacity. 
Transient analysis of the start up phase
Conclusions
Recently alternative capacity sharing strategies in IEEE 802.11 (wireless LAN) have been made possible [9] . In this paper, we build a versatile infinite-state Markov reward model to study such adaptive capacity sharing strategies. They are modeled as iSPNs and then automatically transformed into the underlying QBD. The behavior of the different capacity sharing strategies is then analyzed by means of CSRL model checking. We adapt techniques for CSRL model checking of finite CTMC with rewards to the infinite case and explain how CSRL model checking is done on such infinite-state QBDs with rewards. Throughout this paper we have assumed at various points that certain time durations obey a negative exponential distribution. This has been done for modeling convenience only, and is not a fundamental necessity of the approach. Indeed, we can use phase-type distributions instead, at all times. The modeling and solution procedure will not change for that, but just become more time consuming. Note that we cannot analyze source-based behavior, as flow transfer time, as we cannot distinguish between sources. For the transient measures we choose the empty system as a starting point, however, it is also possible to look at different starting states with the same techniques. For steadystate measures the starting point does not matter. The analysis of the two adaptive capacity sharing strategies clearly shows that the buffer-related threshold benefits the bridge and the source-related threshold benefits the sources. We found that the parameter m of the SRT model plays two different roles, on the one hand it serves as a threshold and on the other hand as a multiplier for the capacity that is assigned to the server. This leads to a complex behavior in the SRT model. Our modeling approach helps in deciding under which circumstances which adaptive capacity sharing strategy is most appropriate. In the future we will study a variant of the SRT model with two parameters (instead of just m), and will present, in a separate paper, all the details of the employed CSRL model checking algorithms for QBDs.
