In this paper, we establish a refinement of the usual Iwasawa main conjecture for the ideal class groups of CM-fields over a totally real field, using higher Fitting ideals.
(i) For each prime r dividing n, div r (κ n,l ) = φ r (κ n r ,l ), (ii) div l (κ n,l ) = δ n , (iii) For each prime r dividing n, φ r (κ n,l ) = 0, (iv) φ l (κ n,l ) = −δ n l .
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Notation. For an abelian group A and an integer n, A[n] (resp. A/n) denotes the kernel (resp. cokernel) of the multiplication by n. The notation A/n will be used even for multiplicative groups. For example, for the multiplicative group K × of a field K, K × /n means K × /(K × ) n . For a group G and a G-module M , M G denotes the G-invariant part of M (the maximal subgroup of M on which G acts trivially), and M G denotes the G-coinvariant of M (the maximal quotient of M on which G acts trivially). For a prime number p, we denote by ord p the additive discrete valuation of Q associated to p, which is normalized such that ord p (p) = 1. For a positive integer n, μ n denotes the group of all n-th roots of unity in an algebraic closure of the field we are considering. For a number field or a local field F , O F denotes the ring of integers.
Main Result
Throughout this paper, k is the base field which is a totally real number field of finite degree over Q. We assume p is an odd prime number, and suppose that K 0 is a CM-field such that K 0 /k is finite and abelian, and [K 0 : k] is prime to p. In this §1, we denote by K ∞ the cyclotomic Z p -extension of K 0 . (In §2 - §7, we consider more general K, and K ∞ will denote the cyclotomic Z p -extension of K.) We put X K∞ = lim Since [K 0 : k] is prime to p, X K∞ is decomposed into the character components for characters of Gal(K 0 /k) (see §2, subsection 2.2). Let χ be an odd character of Gal(K 0 /k). When k(μ p ) ⊂ K 0 , we assume χ = ω where ω is the Teichmüller character which gives the action of Gal(K 0 /k) on the group of p-th roots of unity. We also assume that the conductor of χ is equal to the conductor of K 0 /k, and consider the χ-component X 4 and §8.3). As we explained in §0, the main conjecture states that the characteristic ideal of X χ K∞ is generated by θ χ K∞ . In this paper, we prove that more information on the structure of X χ K∞ can be derived from the p-adic zeta functions, more precisely from the Stickelberger elements of abelian extensions which contain K ∞ . In §7, we define the higher Stickelberger ideals Θ Taking m = 0 and ψ = 1 in Corollary 1.4, we obtain Theorem 0.1 in [10] , which is (0.3) in §0. Hence Corollary 1.4 is a generalization of (0.2) and (0.3) in §0. Theorem 1.1 also says that Conjecture 8.2 in [9] is true. In Theorem 1.1, the case i = 0 is nothing but the main conjecture proved by Wiles, and the case i = 1 can be proved by the same method as [9] Theorem 8.4 if we use the Euler system constructed in [10] . Hence what is essentially new is the case i ≥ 2.
In the paper [9] , we studied the initial Fitting ideal Fitt 0,Zp[[Gal(K∞/k)]] (X K∞ ) for a general CM-field K. In this paper, concerning the higher Fitting ideals, we only consider the case K = K 0,m for some m.
Notation and Preliminary Lemmas

2.1.
For a finite prime l of k, we denote by κ(l) the residue field of l, and by N (l) the absolute norm of l (so N (l) = #κ(l)). We define n l by n l = ord p (N (l) − 1). We fix a positive integer N > 0 in §2 - §6. Lemma 2.1. There are infinitely many primes l of degree 1 such that n l ≥ N and that there is a cyclic extension k(l)/k of degree p n l which is unramified outside l and which is totally ramified at l.
We denote by S the set of all finite primes l of k which satisfy the conditions of Lemma 2.1. If p divides the class number of k, k(l) is not unique. But we will take a k(l) satisfying the above conditions for each prime l ∈ S, and fix it throughout this paper.
Correction:
In [10] Lemma 4.3, it is stated that there exists a unique such extension, but clearly we do not have the uniqueness if k has an unramified abelian extension of degree p. The word "unique" in the statement in [10] Lemma 4.3 should be deleted.
Proof of Lemma 2.1. Suppose that the p-primary component A k of the ideal class group of k is generated as an abelian group by the classes of prime ideals q 1 ,..., q s . Suppose that the order of the class [q j ] in A k is p aj . We take ξ j ∈ k × such that q p a j j = (ξ j ) for each j. We denote by U the subgroup of k × generated by the unit group E k = O × k and ξ 1 ,...,ξ s . We take n sufficiently large such that n ≥ N and k(μ p n ) = k(μ p n+1 ). The Galois group Gal(k(μ p )/k) acts on Gal(k(μ p n+1 )/k(μ p n )) trivially, and on Gal(k(μ p n , U 
We take a prime l of k of degree 1, which is prime to pq 1 · ... · q s , which splits completely in k(μ p n , U 1/p n ), and which does not split completely in k(μ p n+1 , U 1/p n ). By the Chebotarev density theorem, there are infinitely many such l's. We will show that l satisfies the conditions of Lemma 2.1.
First of all, since l splits in k(μ p n ) and does not split in
, and k{l} be the maximal p-extension of k in the ray class field mod l. We know by class field theory
, by class field theory we can show that
splits as an exact sequence of abelian groups (see the proof of Lemma 4.3 in [10] ). This shows that k has a cyclic extension of degree p n l , which is unramified outside l and which is totally ramified at l.
2.2.
Suppose that K/k is a finite and abelian extension, and K is a CM-field (hence K is totally imaginary and there is an intermediate field K + of K/k such that K + is totally real, and [K : 
We denote by K 0 the subfield of K corresponding to Γ(K/k) by Galois theory, hence Gal(K/K 0 ) = Γ(K/k) and Gal(K 0 /k) = Δ(K/k). Without loss of generality, we may assume the conductor of χ is equal to the conductor of K 0 /k. In fact, let Δ χ ⊂ Δ(K/k) be the kernel of χ : Δ(K/k) = Gal(K 0 /k) −→ Q × p , and K 0,χ the subfield of K 0 corresponding to Δ χ . We also regard Δ χ as a subgroup of Gal(K/k) = Δ(K/k) × Γ(K/k), and denote by
χ . Hence, when we study A χ K , we may regard χ as a character of Gal(K 0,χ /k), and may assume K 0 = K 0,χ . So in the following, we assume the conductor of χ is equal to the conductor of K 0 /k.
2.3.
In this subsection, we define two important homomorphisms div l and φ l . Let K be a field as in §2.2. We denote by Div K the divisor group of K written additively. So, an element of Div K is of the form Σn i ρ i where n i ∈ Z and ρ i is a finite prime of K. Suppose that
is the homomorphism which maps an element of K × to its principal divisor, namely for x ∈ K × , div(x) = Σ ord ρ (x)ρ ∈ Div K where ord ρ is the normalized additive valuation associated to the prime ideal ρ.
Let S be the set of finite primes of k defined in §2.1. For each l ∈ S, we fix a prime l k of an algebraic closure k above l throughout this paper. For any subfield F ⊂ k, the prime of F below l k is denoted by lF . So when we consider finite extensions
we are always taking (and fixing) primes such that lF 2 | lF 1 .
Suppose K ⊂ k is as above. We define S(K) by
Hence lK is a prime of degree 1. Assume that l is a prime in S(K). We consider a map K × −→ ρ| l Z defined by x → Σ ρ| l ord ρ (x)ρ. Using the fixed prime lK of K above l, we regard ρ| l Z as a free Z[Gal(K/k)]-module of rank 1 generated by lK, and regard the above map as
which we also denote by the same notation div l .
We will next define φ l . We assume l ∈ S. Recall that in §2.1 we took and fixed the field k(l) such that k(l)/k is a cyclic extension of degree p n l which is unramified outside l and is totally ramified at l. We define G l by
is the completion of k (resp. k(l)) at the prime l (resp.l). We consider the reciprocity map
of local class field theory. Since the characteristic of the residue field κ(l) of k l is prime to p, k l contains a primitive p n l -th root of unity. We can write k(l)l = k l ( p n l √ π l ) for some prime element π l of k l . We identify G l with the group μ p n l of p n l -th roots of unity by
and that this map does not depend on the choice of π l . We have
(Serre [20] Chap.XIV Proposition 6 and Corollaire to Proposition 8) for all units
where N (l) = #κ(l) is the absolute norm (κ(l) is the residue field of l), u = u mod l ∈ κ(l), and we regard here μ p n l as a subgroup of κ(l) × . The extension k(l)l/k l is tamely ramified, and the above map is known as the tame symbol. (Note that some authors are using the inverse of our φ k l as the reciprocity map.)
and that
where we extended to k(l)l the normalized additive valuation ord l of k l .
Proof. Let
By the definition of S and local class field theory, we know that k
a direct sum of the kernels of ord l and φ k l . More precisely, we have the following lemma, immediately.
Furthermore, V 2 is the image of (k(l)
Suppose that l is in S(K). Since l splits completely in K, the natural inclusion map k −→ K induces an isomorphism k l −→ K ρ for any prime ρ of K above l where K ρ is the completion of K at ρ. We consider the reciprocity map K × ρ −→ G l . We define φ l by the composition
where the first map is the diagonal inclusion, the second map consists of the reciprocity maps, and the third isomorphism is defined by the identification of ρ| l Z with
which we also denote by the same letter φ l . When we fix a generator σ l of G l , we have a
, and we define φ l to be the composition of φ l with this isomorphism
, we have φ l (x) = 0 by local class field theory and the definition of φ l .
2.4.
In this subsection, we define the Stickelberger element for an abelian extension. Let K/k be a finite and abelian extension. For a non-zero ideal a of O K , we denote by (a, K/k) the Artin symbol. We define the partial zeta function for σ ∈ Gal(K/k) by
for Re(s) > 1 where N (a) is the absolute norm and a runs through all non-zero integral ideals which are prime to the ramified primes in K/k. The equivariant zeta function θ K/k (s) is defined by
Suppose that L/k is a finite and abelian extension such that
Using the fact that θ K/k (s) and θ L/k (s) have the Euler products (Tate [21] 
where R L/K is the set of finite primes of k which are ramified in L and which are unramified in K, and ϕ l is the Frobenius of l in Gal(K/k) (cf. Tate [21] p.86).
The partial zeta functions have meromorphic continuation for the whole complex plane, and we know by Klingen and Siegel that θ K/k (0) is in Q[Gal(K/k)] ( [19] ). We simply write θ K for θ K/k (0). By the above formula, we have 
By the above equation, we have the following lemma which will be used many times.
Euler systems of Gauss sum type
In this section, we review the Euler system of Gauss sum type in [10] , and prove some fundamental properties.
3.1.
From now on, we always assume the following. We consider a number field K as in §2.2, namely K is a CM-field such that K/k is finite and abelian. We use the same notation Δ(K/k), Γ(K/k), K 0 (recall that K 0 is the field such that Gal(K/K 0 ) = Γ(K/k)), and consider an odd character χ of Δ(K/k). As in §2.2, we assume χ = ω, and the conductor of χ is equal to that of K 0 . We also assume that χ(p) = 1 for all primes p of k above p, and the μ χ -invariant of K is zero. The second assumption means the following. For the cyclotomic Z p -extension K ∞ /K, we define X K∞ by X K∞ = lim ← A Kn where K n is the intermediate field of degree p n , and the limit is taken with respect to the norm maps. The assumption that the μ χ -invariant of K vanishes means μ(X χ K∞ ) = 0, namely the χ-component X χ K∞ is a finitely generated O χ -module (this is always true by a famous theorem of Ferrero and Washington if k = Q [3] ). We consider such general K in §3 - §7 (we do not assume K ⊂ K 0,∞ ). Furthermore, in §3 - §6 we also assume that (*) all primes of k above p are ramified in K, and all primes of K above p are totally ramified in K ∞ .
3.2.
We next review the result in [10] §4. We consider abelian p-extensions L/K, more precisely, put 
We regard χ as a character of Δ(L/k), and consider the χ-components 
χ = 0 which can be easily checked by our assumption that χ is odd and χ = ω.
We use the same notation as in §2.3 for L. Recall that S(L) is the subset of finite primes of k defined by S(L) = {l ∈ S | l splits completely in L}, and we consistently fixed a prime lL of L above l for each l ∈ S(L). By Corollary 2.4 in [10] (note that the μ-invariant of L vanishes because of our assumption of the vanishing of the μ-invariant of K and the fact that L/K is a p-extension (Theorem 2 in Iwasawa [6] 
Recall that we are taking lM such that lL | lM , so we can define g M l similarly. Using Lemma 2.4, if l ∈ S(L), namely if l ∈ S splits completely in L, we have (see [10] 
where N L/M is the norm map and R L/M is defined similarly for L/M as in §2. 4 . Note that if l does not split completely in L, (3.2) does not hold (the residue degree appears in the formula cf. Lemma 4.1 in [10] ).
. But this is a "finite" Euler system in the terminology of Mazur and Rubin [12] because it is defined only on the finite set {M | K 0 ⊂ M ⊂ L}. For more details for this Euler system, see [10] §4.
3.3.
In this subsection, we recall the usual argument of Euler systems to construct the Kolyvagin derivative κ n,l . Recall at first that in §2.1 for each r ∈ S we took and fixed a field k(r) such that k(r)/k is a cyclic extension of degree p nr , which is unramified outside r and is totally ramified at r. We define G r by G r = Gal(k(r)/k). As in the usual argument of Euler systems, taking a generator σ r of G r we put
A fundamental equation is D r (σ r − 1) = p nr − N r . We define N (resp. N (K)) to be the set consisting of all squarefree products of primes in S (resp. S(K)) (we denote by 1 the ideal (1) = O k and suppose 1 is both in N and N (K)). For any n ∈ N with n = r 1 ·... · r m , define k(n) to be the compositum of the fields k(r 1 ),...,k(r m ), and
For n ∈ N (K), we write K(n) = Kk(n). Clearly, we have Gal(K(n)/K) = Gal(k(n)/k) = G n . Note that K(n) ∈ F where F is the set defined in §3.2. We put N n = Π r|n N r and D n = Π r|n D r which are elements of Z[G n ].
We use the standard argument of Euler systems (
. The uniqueness comes from the bijectivity of the natural map
which follows from our assumption χ = ω. Note that
The multiplication by N n gives an injective homomorphism
(which follows from the standard argument of Euler system as above), it is in the image of N n . Hence there is a unique element
by Lemma 4.4 in [10] .
above, but this does depend on the choice of a generator σ r of G r for each r | n. Put
Following Mazur and Rubin [12], we consider elements in (K
which does not depend on the choice of σ r i . In the same way, we definẽ
which is also independent of the choice of σ r i .
3.4.
We next prove a famous relation called congruence relation of Euler systems (cf. Corollary 4.8.1 in Rubin [17] ). We are dealing with a "finite" Euler system, and cannot apply the usual argument directly, so we will give here a proof. A special case was proved and used in [10] , but here we give a general version and its proof.
Proposition 3.2. (Congruence relation) Suppose r ∈ S is unramified in K and l ∈ S(K(r)) where K(r) = Kk(r). (Note that we do not assume r ∈ S(K).) Then, for any prime ρ r of K(r)
above r, we have
where N (r) is the absolute norm #κ(r) of r.
Proof. Let κ(ρ r ) be the residue field of ρ r , and put n = ord p (#κ(ρ r ) × ). Obviously, n ≥ n r and n does not depend on the choice of ρ r and only on K because K/k is a Galois extension. Put L = K(r). By the Chebotarev density theorem, we can take
Hence we can take l ∈ S(L(μ p n )) satisfying the above property.
We put L = L(μ p n +nr ) and
is the residue field of a prime v of L above r, and denote by
the natural homomorphism. We define R(K ) and r K similarly. Consider the images of g
nr that the norm map induces the p nr -th power map on R(L ). On the other hand, by the norm property of the Euler system (see (3.2) 
For each prime v of L above r, κ(v) contains a primitive p n +nτ -th root of unity, so we have ord p (#κ(v) × ) ≥ n + n r . Therefore, the above equality implies
by the norm property (3.2) in §3.2. Taking the norm N L /L of the both sides of the above congruence, we get
Since R(L) is a free O χ /p n -module, the above congruence is the equality in R(L). This shows that Proposition 3.2 is true for l .
By our assumption on l , we can take an element a
Combining (3.4) and (3.5), we get
This completes the proof of Proposition 3.2.
We consider a homomorphism
induced by the homomorphism div, and denote it also by the same notation div. For r ∈ S(K), we also use
which we also denote by φ r .
Proposition 3.3. Suppose that l ∈ S(K(n)). Then we have (0) If ρ is a prime of K which does not divide n l, it is not in the support of
Proof. The property (0) follows from the fact that ρ is unramified in K(n), and g
is a unit outside l. The property (2) is immediate from the definitions ofκ n,l andδ n . The property (1) is a standard property of Euler systems (cf. Theorem 4.5.4 in Rubin [17] ) and can be proved by the usual argument (see Proposition 2.4 in Rubin [15] ). We will give here a proof to clarify where we use Proposition 3.2 and Lemma 2.2.
We take a lifting κ
In the same way, we write κ
We apply Proposition 3.2 to K(
(mod ρ r ) for any prime ρ r of K(n) above r. Therefore, we have
Here, we used the fact that ϕ r is the N (r)-th power map on the residue field of ρ r to get the first congruence, and that the N (r)-th power map is the identity map on the residue field of r K to get the last congruence. By Lemma 2.2, we have φ r (κ
. Therefore, we get
Remark 3.4. In §4 we will give more general definition ofκ n,l , for which we will prove the same properties in Proposition 4.2.
Kolyvagin systems of Gauss sum type I
4.1.
In the argument to define κ n,l in the previous section, the assumption l ∈ S(K(n)) is definitely needed because we need the norm property (
, and (3.2) holds only when l splits in L = K(n) as we explained after (3.2). But the theory of Kolyvagin systems by Mazur and Rubin [12] suggests that there would exist κ n,l for more general l. They studied their theory mainly over principal ideal domains in [12] , so we cannot apply it directly to our case. We will construct in this paper the elements κ n,l explicitly under some (mild) assumptions on l.
We will explain a little more what we need. When we define κ n,l , l has to be chosen from S(K(n)), hence taken after we took n. But we need later elements κ n,l where we take n after we took l (see §9.2 where we define x n,l , taking n after we took l). We sometimes need both κ l1,l2 and κ l2,l1 (see Remark 9.6). Namely, we need κ n,l for more general (n, l). In the following, we will define a certain subset N [ (n)] (K) of N (K), and will define κ n,l ∈ (K × /p N ) χ for all (n, l) such that n l ∈ N [ (n)] (K), though it seems that κ n,l could be defined for more general (n, l) (cf.
Remark 4.4 and §5.3).
Suppose that c is the exponent of A χ K , namely the smallest integer such that p c A χ K = 0. The following lemma is easy to prove, but is useful in §4.2.
Proof. Consider the exact sequence
For any integer
and define N [n] (K) to be the set consisting of all squarefree products of primes in S [n] (K).
For n ∈ N , we define (n) to be the number of primes which divide n (namely, (n) = m for n = r 1 ·... · r m in §3. 3) , and consider N [ (n)] (K). For n = 1, we define (1) = 0.
Suppose that n l ∈ N [ (n)] (K), and r is a prime factor of n. Replacing N by N + (n)c, we can define φ r : (
By the same method as in the proof of Proposition 3.2, using the Chebotarev density theorem, we can take l ∈ S [ 
Here, we wrote the group law of (
The sum is taken over all primes dividing n. Note thatκ n r ,r is defined by induction because of (
We putκ
Proposition 4.2. The elementκ n,l defined above is well-defined, namely independent of the choice of l (hence independent of the choice of b). This element satisfies the following properties. (0) If ρ is a prime of K which does not divide n l, it is not in the support of
Remark 4.3. In the above proposition, if we further assume that l is in S(K(n)), we can take l = l and b = 1. Hence we have φ r (b) = 0, andκ n,l defined above coincides withκ n,l defined in §3.3. Therefore, our notation is consistent.
Proof. We prove this proposition by induction on (n). We first show (0) If ρ is a prime which does not divide n l, it is not in the support of div(κ n,l ) mod p N +c . (1) For any prime r dividing n, we have div
namely does not depend on the choice of the auxiliary prime for r.
Therefore, by Proposition 3.3 (0), if a prime ρ is prime to n l l , ρ is not in the support of div(κ n,l ) mod p N +c . Concerning l , if l = l, by Proposition 3.3 (2) we have
Hence we get the property (0) . For r such that r | n, we can compute
by Proposition 3.3 (1), (2) and the definition ofκ n,l ,κ n r ,l . Thus, we get the property (1) . Concerning the property (2) , we just note that l is prime to n, and get
by Proposition 3.3 (2). The properties (0) , (1) , (2) imply that div(κ n,l ) mod p N +c is independent of the choice of l . Hence by Lemma 4.1κ n,l =κ n,l mod p N is independent of the choice of l . This completes the proof of Proposition 4.2.
induced by the norm map becomes the zero map if m is sufficiently large. We take the minimal m satisfying the above property, and put [1] where we applied the above definition to
and define N [n] (K) to be the set consisting of all squarefree products of primes in
We assume n = 1 and n l ∈ N [ (n)] (K). By the Chebotarev density theorem, we can take
). Again, using induction on (n), we define (κ K [1] n,l ) =κ K [1] n,l −δ
Then we can prove that this elementκ n,l does not depend on the choice of l , and satisfies the properties in Proposition 4.2. This definition looks similar to the first definition, but this method is useful when we study more general Galois representations (see [11] ).
4.3.
The following lemma is useful when we choose l in the definition ofκ n,l in the previous subsection.
Then there are infinitely many l ∈ S(K(n)) which satisfy the following properties.
Proof. Let K{n} be the maximal abelian p-extension of K which is unramified outside n. 
which yields an exact sequence
where the injectivity of the second arrow follows from (O
.., σ m ), and regard σ χ as an element of Gal(K{n}
Let U be as in the proof of Lemma 2.1. Considering the action of Gal(
Hence by the Chebotarev density theorem there exist infinitely many
. Let Π l be the idele whose l K -component is a prime element of l K and whose other components are trivial. Let Π l,σχ denote the idele whose (
χ , and whose lK-component is a prime element of lK and whose other components are trivial. By definition, Π l and Π l,σχ have the same class in
Hence there is an element
Remark 4.6. In the definition ofκ n,l in §4.2, using Lemma 4.5, we can take l ∈ S(K(n)) and
G n for all r dividing n. Then we haveκ n,l =κ
This fact will be used later.
Kolyvagin systems of Gauss sum type II
In this section, we study φ r (κ n,l ) for r dividing n l. We use the same notation K, χ, g χ l ,κ n,l , etc as in the previous section.
Suppose that l ∈ S(K).
We consider the homomorphism
When k = Q, this proposition and the next corollary correspond to Theorem 2.4 in Rubin [16] where it was proved by using the explicit form of Gauss sums. We do not know the explicit form of our g K l , so we prove this proposition by a completely different method which can be applied to general k. This proposition can be formulated in a simple form as above, because the homomorphism φ l is defined not only on the l-units but defined on the whole K × by using the reciprocity map.
Proof of Proposition 5.1. Put L = K(l). As in the proof of Proposition 3.2, using the Chebotarev density theorem, we can take
and we can write
Using the congruence relation (Proposition 3.2), we compute
the homomorphism induced by x → Σ ρ|l ord ρ (x)ρ where ρ runs through all primes of L above l, and the second isomorphism is
Next, let us consider a map
⊗ G l by tensoring G n , and which we also denote by φ l .
Corollary 5.2. We assume that l ∈ S(K(n)). Then we have φ l (κ n,l ) = −δ n l .
Consider the commutative diagram
where i is the natural inclusion map, and N n is the multiplication by
The homomorphism φ
which we also denote by φ r . In [12] , for completely general n, Mazur and Rubin computed φ r (κ n ) for each r | n. In this paper, we consider the following special case. Suppose that n ∈ N (K). We call n well-ordered if n has factorization n = r 1 ·... · r m such that r i+1 ∈ S(K(r 1 ·... · r i )) for all i = 1,...,m − 1. The next lemma follows from Theorem A4 in Mazur and Rubin [12] . 
m 2,l ) = 0 implies φ r (κ n,l ) = 0, to prove Lemma 5.3 we may assume r = r 1 . For a prime v of K above r, we will prove
We note that the image of
N is zero. Thus, we get φ Kv (κ n,l ) = 0, which implies φ r (κ n,l ) = 0.
Recall that we defined in §4κ n,l ∈ (K × /p N ) χ ⊗ G n for n and l such that n l ∈ N [ (n)] (K).
Proposition 5.4. Assume that n l ∈ N [ (n)] (K) and n is well-ordered. Then, for each r | n, we have φ r (κ n,l ) = 0.
Proof. As we remarked in Remark 4.6, in the definition ofκ n,l in §4.2, using Lemma 4.5 we can
Therefore, by Lemma 5.3 and φ r (b) = 0, we obtain
We next consider
Proposition 5.5. Assume that n l ∈ N [ (n)+1] (K) and n l is well-ordered. Then we have φ l (κ n,l ) = −δ n l .
The assumption that n l is well-ordered does not mean l ∈ S(K(n)), but means that n l has factorization n l = r 1 ·... · r m+1 satisfying the property in the definition of the well-orderedness in the beginning of §5.2 (namely, l = r i for some i).
Proof of Proposition 5.5. We take l ∈ S [ (n)+1] (K(n l)) = S [ (n l)] (K(n l)) and considerκ n l,l . As in Remark 4.6, using Lemma 4.5, we can take an auxiliary prime l ∈ S [ (n l)] (K(n l)) and
We showed in Proposition 4.2 thatκ n l,l does not depend on the choice of l , namely we havẽ
Therefore, using φ l (b) = 1 ⊗ σ l , we have
On the other hand, Proposition 5.4 tells us that φ l (κ n l,l ) = φ l (κ n l,l ) = 0. Hence we obtain
5.3.
It seems to the author that one can define κ n,l andκ n,l in a more general setting. In this paper, we defined these elements under the assumption n l ∈ N [ (n)] (K) (cf. §4.2 and Remark 4.4). This assumption is used to show thatκ n,l is independent of the choice of l and b (cf.
Proposition 4.2). Suppose that n l ∈ N (K). Using Lemma 4.5, we can take l ∈ S(K(n)) and b ∈ (K
χ and φ r (b) = 0 for all r | n. We write the group law of (K × ⊗ Z/p N ) χ ⊗ G n additively as before. Can one show thatκ n,l −δ n b is independent of the choice of l , and hence of b (by taking l sufficiently close to l)? If the answer would be yes, we could defineκ n,l asκ n,l −δ n b.
Concerning this question, currently the author can only show Proposition A.1 in Appendix, namely he knows the affirmative answer to this question only in the case n is a prime.
Another natural question is the following. Suppose thatκ n,l is defined. Can one prove φ l (κ n,l ) = −δ n l ? In this paper, we proved this property only for (n, l) such that l ∈ S(K(n)) (Corollary 5.2), and for (n, l) such that n l ∈ N [ (n)+1] (K) and n l is well-ordered (Proposition 5.5).
Elements x n,l
In this section, we define elements
We write the group law of (K
We assume that n l ∈ N [ (n)] (K) and n l is well-ordered. Suppose that for each prime r which divides n, an element
given (we will give a r explicitly later in §9, see the paragraph before Lemma 9.2). For a divisor d of n, we define a d by
We put a 1 = 1. We definex n,l bỹ
χ ⊗ G n , and the sum is taken over all divisors d of n including 1. Namely,x n,l is defined as a sum of 2 (n) terms.
Proposition 6.1. (0) If ρ is a prime of K which does not divide n l, it is not in the support of div(x n,l ).
(1) For each prime r dividing n, we have div r (x n,l ) = φ r (x n r ,l ). (2) For each prime r dividing n, we have φ r (x n,l ) = a r ⊗ φ r (x n r ,l ).
Proof. The property (0) is an immediate consequence of Proposition 4.2 (0). Concerning (1), using Proposition 4.2 (0) and (1), we compute
We next prove (2). Using Proposition 5.4, we have
= a r ⊗ φ r (x n r ,l ). Thus, we get Proposition 6.1. 
Using Lemma 4.5 as in Remark 4.6, we take
which completes the proof.
6.2.
Recall that we took a generator σ r of G r for each r ∈ S. We define
which is consistent with the definition in the case l ∈ S(K(n)). We also use an element
Recall that
is the homomorphism such that φ r (x) = φ r (x) ⊗ σ r for all x. By Proposition 6.1 and Lemma 6.2 we have
Proposition 6.3. (0) If ρ is a prime of K which does not divide n l, it is not in the support of div(x n,l ).
(1) For each prime r dividing n, we have div r (x n,l ) = φ r (x n r ,l ). (2) For each prime r dividing n, we have φ r (x n,l ) = a r φ r (x n r ,l ). (3) We take l and b as before Lemma 6.2. Then we have
Higher Stickelberger ideals
Let K, χ,...be as in the previous sections, namely as in §3.1 (recall that we are fixing an odd character χ of Δ(K/k)), but in this section and the next section we do not assume (*) in §3. 1 
. In this section, we define the i-th Stickelberger ideal Θ
In the case that K is a subfield of the cyclotomic Z p -extension of K 0 (namely, K = K 0,m for some m in the notation of §1), we will prove that they coincide in §9. In Remark 7.2, we will see that they do not coincide in general.
For n ∈ N (K), we consider
, which is defined in §3.3 (note that this is defined without the assumption (*) in §3.1). We note that by definition all divisors l of n ∈ N (K) satisfy n l ≥ N . When we would like to clarify this, we write
to be the ideal generated by
We define the small i-th Stickelberger ideal Θ
In particular, Θ (δ),χ 0,K is the principal ideal generated by θ χ K . 
We define Θ
R = O χ [Γ(K/k)][[S 1 , ..., S r ]]/((1 + S 1 ) p n 1 − 1, ..., (1 + S r ) p nr − 1) with n 1 ,...,n r ≥ N + s − 1. Let f = Σ i1,...ir≥0 a i1...ir S i1 1 ...S ir r mod I be an element of R where a i1...ir ∈ O χ [Γ(K/k)] and I = ((1 + S 1 ) p n 1 − 1, ..., (1 + S r ) p nr − 1). Since ord p ( p n l j ) = ord p (p n l !/(j!(p n l − j)!)) ≥ n l − s + 1 for all j with 0 < j < p s (1 ≤ l ≤ r),Recall that K 0 is a subfield of K such that Γ(L/k) = Gal(L/K 0 ) and Γ(K/k) = Gal(K/K 0 ). We define F by F = {L 0 | K 0 ⊂ L 0 , L 0 /k is finite and abelian, L 0 /K 0 is a p-extension, L 0 ∩ K = K 0 , and every prime above p is unramified in L 0 /K 0 }. For L 0 ∈ F , we put L = L 0 K, then L ∈ F where F is the set we defined in §3.2. We have a canonical isomorphism Γ(L/k) = Gal(L/K 0 ) = Gal(L/K) × Gal(L/L 0 ) Gal(L/K) × Γ(K/k).
We fix this isomorphism, and identify
For s > 0, we put
where
as an element of the lower right ring, and define
It is easy to check that I i,s (θ 
not). We also note that this ideal
defined by the correspondence σ r l ↔ 1 + S l . Then by Lemma 4.4 in [10] we have (cf. §3.3)
Then we can prove that Θ Concerning the Stickelberger ideals, we can first show that for any is not a unit. It follows from the above congruence that c L/L0 (δ l ) is not a unit, which shows that δ l is not a unit.
Therefore, we have Θ
1,K is too small). Next, we consider Θ χ 1,K . Suppose that l0 = (x) for some x ∈ k × . By the Chebotarev density theorem, we can take r ∈ S such that r is inert in k( p √ x) and no prime above r splits in
Then we can check that a 1 is a unit. In fact, since r is inert in k( /7) ), and χ is the nontrivial character of Gal(K 0 /Q), then all the assumptions we made are satisfied. We can take M 0 = K 0 (r) with r = 13 ∈ S, for example. In this case, θ χ M can be computed as
where we took 1 + S = σ r ∈ G r = (Z/13Z) × ⊗ Z/3Z which corresponds to 2 ⊗ 1, and 1 + T = σ l0 ∈ G l0 = (Z/7Z) × ⊗ Z/3Z which corresponds to 3 ⊗ 1. In this example,
Fitting ideals
In this section, we describe known facts on Fitting ideals. These ideals give information on the structure of M as an R-module. For example, by definition, if Fitt r,R (M ) = R, M is generated by at most r elements.
Suppose that R is a commutative ring, and
In this subsection, we suppose that O is a complete discrete valuation ring, and Λ = O[[T ]].
Note that this is a noetherian unique factorial domain (Bourbaki 
We take an arbitrary x ∈ Fitt i,Λ (M ). Since Λ/ Fitt 0,Λ (F ) has finite length as an O-module, we can take y 1 , y 2 ∈ Fitt 0,Λ (F ) such that y 1 and y 2 are relatively prime. It follows from the above inclusion that f i divides xy 1 and xy 2 , and hence divides x. Therefore, Fitt i,Λ (M ) ⊂ (f i ), and we can write Fitt i,Λ (M ) = f i I i for some ideal I i . We also have an exact sequence Λ/(
Hence For example, consider the Λ-modules M 1 , M 2 corresponding to the matrices
respectively where π is a prime element of O. Then both M 1 and M 2 are free of rank 3 as Omodules. Clearly, we get Fitt 0, 
Proof. In fact, by the definition of the Fitting ideals, we have
. Therefore, we obtain the isomorphism stated in Lemma 8.5.
8.3.
Let K, K 0 , χ etc be as before, namely as in §3.1 (but we do not assume (*) in §3. 1) . From now on, we also assume that K is in the cyclotomic For any n ∈ N , we put K(n) = Kk(n) and consider the cyclotomic
is defined by the same method as above. For d ∈ N dividing n, we define the norm map
, we have the following. 
where the right hand side is the ideal of
We note that the Leopoldt conjecture is not needed in the proof of the above theorem because of χ = ω (cf. Remark 0.11 (1) in [9] ). We also note that Fitt 0,
In [4] , Greither generalized the above theorem, and determined the initial Fitting ideal for more general cyclotomic Z p -extensions. By Greither [4 
In particular, we have the following.
Recall that L in the above theorem satisfies the condition that all primes of K ∞ above p are unramified in L ∞ . If we remove this assumption on the unramifiedness, there exist counterexamples of the above property ([5] Theorem 1.1).
We next study
Lemma 8.9. The norm map induces an isomorphism
Proof. In fact, by our assumption that χ(p) = 1 for all primes p of k above p, we have ( v|p Z p ) χ = 0 where v ranges over primes of K 0 above p. Hence we also have ( w|p Z p ) χ = 0 where w ranges over primes of L above p, and
, we get the above isomorphism.
Suppose L ∈ F. For a prime p of k above p, by our assumption
by the same method as above, and consider 
Proof. This is essentially Theorem 8.1 in [9] . Suppose that
be an exact sequence of R K -modules, and B be the matrix with m columns and n rows corresponding to g. We have an exact sequence 
Then we know from the above matrix that
Since we have a surjective homomorphism
i . 
This implies
Therefore, Theorem 8.11 implies Corollary 8.12.
Concerning the commutativity of projective limits with Fitting ideals in a more general setting, see [5] Theorem 2.1.
Proof of the Main Theorem
In this section, we prove Theorem 1.1. In order to get the equality of two ideals, since we saw in the previous section that one inclusion holds (Corollary 8.12), we have to prove the other inclusion. Using x n,l in §6, we will construct elements in the multiplicative group which give relations approximating submatrices of a relation matrix of X χ K∞ . The properties of Kolyvagin systems ((iii) and (iv) in §0; more directly Proposition 6.3) play an important role (see Lemma 9.2 which is a key lemma).
9.1.
For each l ∈ S, using the prime l k we fixed, we regard μ p n ⊂ k × as a subgroup of k × l for all n > 0 where k l is an algebraic closure of k l . We fix a generator ζ p n ∈ μ p n for all n > 0 such that (ζ p n+1 ) p = ζ p n . For each l ∈ S, we take σ l ∈ G l to be the element such that Kum(σ l ) = ζ p n l where Kum is the map defined in §2. 3. In the proof of the main theorem, we need the following lemma which is Rubin Theorem 3.1 in [15] combined with Lemma 4.5.
Proof. We follow the argument of the proof of Rubin [15] Theorem 3.1, and our proof is a modification of [15] Theorem 3.1. So the reader who is not familiar with this kind of proof should consult the proof of [15] 
gives the inverse of I. Let ζ p N be the primitive p N -th root of unity we fixed. We regard W as a Z/p
, and λ as a map from
Consider the Kummer pairing
which is non-degenerate because of the injectivity of (
(Here, we regard χ as a character of Δ(K(μ p N )/k) using the natural restriction Δ(K(μ p N )/k) −→ Δ(K/k).) Using this pairing, we regard λ as an element of Gal(K(μ p N , W
Let K{n} χ be as in the proof of Lemma 4.5, and let U and k(μ p n+1 , U 1/p n ) be as in the proof of Lemma 2.1. We consider the compositum
and K(μ p n , W 1/p N ) are all linearly disjoint over K(μ p n ). Hence, as in the proof of Lemma 4.5,
we can apply the Chebotarev density theorem to L , and obtain infinitely many l ∈ S(K(n)) having the properties (i), (ii) and
and Kum (N ) be the map defined in the proof of Lemma 2.2. Then by (2.1) we have
This completes the proof of Lemma 9.1.
9.2.
In this subsection, we prove Theorem 1.1.
Step 1 ≤ i) , the rank of B l is equal to the rank of A i which is n − i, so rank B = n − i. This shows that rank A ≤ n − i + i − 1 = n − 1, which implies det A = 0, and we get a contradiction. Therefore, one of det B l is non-zero. Replacing m i with m l , we get det A i−1 = det B l = 0. Proceeding in this way, we can take A r such that det A r = 0 for all r such that 0 ≤ r ≤ i.
Step 2. (Definition of a homomorphism β r ) Taking m sufficiently large, we may assume that all primes of k above p are ramified in K 0,m , and all primes of K 0,m above p are totally ramified in K ∞ . We take positive integers N m such that N m → ∞ as m → ∞. To simplify the notation, we put K = K 0,m , N = N m . Note that K satisfies the conditions of §3.1 including (*), and we apply the results in §1 - §8 for K and N .
Put
, and denote by γ m a generator of Gal( Lemma 8.9 , it is finite. Therefore, γ m − 1 is prime to char(X χ K∞ ), and Gal(
Gal(K∞/K) vanishes. Hence, taking Gal(K ∞ /K)-coinvariants of the exact sequence (9.1), by Lemma 8.9 we obtain an exact sequence
where f corresponds to the matrix A mod γ m − 1.
Let (e r ) 1≤r≤n be the standard basis of Λ n in the exact sequence (9.1), and define 
By the Chebotarev density theorem, Q r is an infinite set. We define Q = 1≤r≤n Q r . Let Q K be the set of primes of K above Q, and D = ρ∈QK Z · ρ be the subgroup of Div K consisting of all divisors whose supports are in Q K . We have a natural surjective homomorphism
χ → e r for each l ∈ Q r and each r with 1 ≤ r ≤ n.
The exact sequence in Lemma 3.1 yields an exact sequence
commutes. We define
to be the composition of β with the r-th projection.
This is injective, and the image coincides with the preimage of (D/p N ) χ under the map
These properties can be checked by diagram chasing of the commutative diagram of exact sequences Step 3. (Definition of x n,r and a key Lemma 9.2) For any n ∈ N [i−1] (K) whose prime divisors are all in Q, Q n,K denotes the set of all prime divisors of K dividing n. We define D n = ρ∈Qn,K Z · ρ which is a subgroup of D, and K n,N to be the preimage of (D n /p N ) χ under the map div :
Recall that we are studying A i which is the matrix obtained from A by eliminating the n 1 -th row,..., the n i -th row and the m 1 -th column,..., the m i -th column. We choose n i+1 ,...,n n such that {n 1 , ..., n n } = {1, ..., n}. We take lr ∈ Q nr for each r with 1 ≤ r ≤ n, and fix them. Put L = l1 ·... · ln. In the case i = 1, we put n = n 1 = 1 and l = l1. Suppose i ≥ 2. We consider K L,N and
Applying Lemma 9.1, we can take r 2 ∈ S(K(L)) such that r 2 ∈ Q n2 , r 2 = l2, and β m1 (x) = φ r 2 (x) for all x ∈ K L,N . For any r such that 2 < r ≤ i + 1, we take r r by induction on r. Put n r−1 = r 2 ·... · r r−1 . We consider
By induction on r, using Lemma 9.1, we take r r ∈ S(K(L n r−1 )) such that (I) r r ∈ Q nr and r r = lr,
χ , φ r s (b r ) = 0 holds for any s such that 2 ≤ s < r, and (III) β mr−1 (x) = φ r r (x) for all x ∈ K L n r−1,N . Thus, we have taken r 2 ,...,r i+1 . (Note that r 1 is not defined.)
In the case i ≥ 2, put l = l1, and n = n i = r 2 ·... · r i . In §6, we defined the element x n,l which is determined if a r is given for each r dividing n. For each r r with 2 ≤ r ≤ i, we take
to define x n,l . In the case i = 1,
Step 2. Then we have
N be the composition of α with the j-th projection. Then we have
for any j such that j = n 1 ,...,n i .
Proof of Lemma 9.2. Since x n,l is a unit outside n l (Proposition 6.3 (0)), (ii) is immediate from the definition of x n,l (and the above property (I)). We will prove (i). For any r such
By the definition of α, we have α(div(b r )) = 0, hence we know from the definition of β that β(b r ) = 0 for any r such that 2 ≤ r ≤ i. Put
By Proposition 6.3 (1), we have div rs (x) = φ r s (x n rs ,l ) − φ r s (x n rs ,l ) = 0 for any s such that r ≤ s ≤ i. This shows that div(x) ∈ (D L n r−1 /p N ) χ , which implies x ∈ K L n r−1 ,N . Hence, applying the above property (III), we obtain
By the above property (II), we have φ r r (b r+1 ) = ... = φ r r (b i ) = 0. Therefore, we get
Now, using Proposition 6.3 (2), we have
. Therefore, we have obtained β mr−1 (x n,l ) = 0, which completes the proof of Lemma 9.2.
Step 4. (Approximation of the minor det A i ) We go back to the proof of Theorem 1.1. Since x n,l is in K L n i,N , we note that we also have
by the property (III).
n , which we regard as column
be the vector obtained from x by eliminating the m 1 -th row,...,and the m i−1 -th row, and y ∈ (R K /p N ) n−i+1 the vector obtained from y by eliminating the n 1 -th row,...,and the n i−1 -th row. It follows from Lemma 9.2 (i) that the m r -th row of x is zero in R K /p N for all r such that 1 ≤ r ≤ i − 1. Therefore, we have
. Hence, if the n i -th component of y is the n i -th component of y, by Lemma 9.2 (ii) we have
where e n i denotes the n i -th standard basis vector of (R K /p N ) n−i+1 . We saw β mi (x n,l ) = φ r i+1 (x n,l ) above. Therefore, the m i -th component of x is φ r i+1 (x n,l ). We suppose that the m i -th component of x is the m i -th component of x. Let Adj(A i−1 ) be the matrix of cofactors (namely, the (s, t) entry of Adj(A i−1 ) is (−1) s+t det P ts where P ts is the matrix obtained by eliminating the t-th row and the s-th column of A i−1 ). Multiplying both sides of A i−1 x ≡ φ r i (x n i−1 ,l )e n i by Adj(A i−1 ) on the left, we get
Hence we obtain
Recall that n = n i . We are not concerned in the sign problem, and write the above equation as
the n 1 -th component of y is θ χ K , and y = θ χ K e n1 . Therefore, by the same method as above, we obtain
In order to clarify that we are working over K = K 0,m , we write φ r i+1 (x n i ,l ) m for φ r i+1 (x n i ,l ). (we note that the sign does not depend on m). Recall that we took A r such that det A r = 0 for any r with 1 ≤ r ≤ i. Therefore, the limit of φ r i+1 (x n i ,l ) m exists, and we get lim m→∞ φ r i+1 (x n i ,l ) m = ± det A i .
Step 5 Proof of Lemma 9.4. To simplify the notation, we again write K = K 0,m , N = N m , n = n i , and φ r i+1 (x n,l ) = φ r i+1 (x n i ,l ) m . Applying Lemma 9.1 to the map φ r i+1 : K n l,N −→ R K /p N , we can take l ∈ Q n1 which satisfies the properties stated before Lemma 6.2, and φ r i+1 (x) = φ l (x) for any x ∈ K n l,N . In particular, we have φ r i+1 (x n,l ) = φ l (x n,l ). Therefore, we get Fitt 1,Λ (X K∞ ) = (3, T ) in these two cases, too. Hence the isomorphism class is also determined by these data. In [7] , Koike determined the isomorphism classes for many numerical examples, but in these two cases (Q( √ −6226) and Q( √ −6910)) the isomorphism classes were not determined by his method. Remark 9.6. Using the theory in this paper, we can compute in several cases not only the Fitting ideals but also the matrix corresponding to f in (9.2) in §9.2. We will give a simple example.
Suppose that K = K 0,m , l1 l2 ∈ N [2] (K) and l2 ∈ S(K(l 1 )). We assume that δ l1 l2 is a unit in χ . Then K l1 l2,N is a free R K /p N -module of rank 2, and κ l1,l2 , κ l2,l1 is a basis of K l1 l2,N . In fact, by Propositions 5.4 and 5.5, we have φ l1 (κ l1,l2 ) = 0, φ l2 (κ l1,l2 ) = δ l1 l2 , φ l1 (κ l2,l1 ) = δ l1 l2 , and φ l2 (κ l2,l1 ) = 0. This shows that φ l1 ⊕ φ l2 : K l1 l2,N −→ (R K /p N ) ⊕2 is an isomorphism, and κ l1,l2 , κ l2,l1 is a basis of K l1 l2,N . Consider the exact sequence
Using the basis κ l1,l2 , κ l2,l1 , we can compute the relation matrix of A χ K /p N to be
) by Proposition 4.2. Note that the entries of the matrix are numerically computable in principle if k = Q. This is also an example in which both κ l1,l2 and κ l2,l1 play important roles.
By Lemma 2.4, we have N r θ 
