Abstract This paper presents a low-latency algorithm designed for parallel computer architectures to compute the scalar multiplication of elliptic curve points based on approaches from cryptographic side-channel analysis. A graphics processing unit implementation using a standardized elliptic curve over a 224-bit prime field, complying with the new 112-bit security level, computes the scalar multiplication in 1.9 ms on the NVIDIA GTX 500 architecture family. The presented methods and implementation considerations can be applied to any parallel 32-bit architecture.
Introduction
Elliptic curve cryptography (ECC) [30, 37] is an approach to public-key cryptography which enjoys increasing popularity since its invention in the mid 1980s. The attractiveness of small key-sizes [32] has placed this public-key cryptosystem as the preferred alternative to the widely used RSA public-key cryptosystem [48] . This is emphasized by the current migration away from 80-bit to 128-bit security where, for instance, the United States' National Security Agency restricts the use of public key cryptography in "Suite B" [40] to ECC. The National Institute of Standards and Technology (NIST) is more flexible and settles for 112-bit security at the lowest level from the year 2011 on [52] .
At the same time there is a shift in architecture design towards many-core processors [47] . Following both these trends, we evaluate the performance of a standardized elliptic curve over a 224-bit prime field [55] , which complies with the new 112-bit security level, on a number of different graphics processing unit (GPU) architecture families. In order to assess the possibility to use the GPU as a cryptographic accelerator we present algorithms to compute the elliptic curve scalar multiplication (ECSM), the core building block in ECC, which are designed from a low-latency point of view for parallel computer architectures.
Our approach differs from the previous reports implementing ECC schemes on GPUs [2, 3, 5, 53] in that we divide the elliptic curve arithmetic over multiple threads instead of dividing a single finite field operation over the available resources. The presented algorithms are based on methods originating in cryptographic side-channel analysis [31] and are designed for a parallel computer architecture with a 32-bit instruction set. This makes the new generation of NVIDIA GPUs, the GTX 400/500 series known as Fermi, an ideal target platform. Despite the fact that our algorithms are not particularly optimized for the older generation GPUs, we show that this approach outperforms, in terms of low-latency, the results reported in the literature on these previous generations GPUs while it at the same time sustains a high throughput. On the newer Fermi architecture the ECSM can be computed in less than 1.9 ms with the additional advantage that the implementation can be made to run in constant time; i.e. resistant against timing attacks.
There is an active area in the cryptologic community which reports how to adopt frequently used cryptographic and cryptanalytic algorithms efficiently to the GPU architecture. These papers report performance benchmark results to demonstrate that the GPU architecture can already be used as a cryptologic workhorse. Previous published GPU implementations cover asymmetric cryptography, such as RSA [24, 39, 53] , and ECC [2, 53] , and symmetric cryptography [12, 22, 23, 35, 45, 56] . The GPU has also been considered to enhance the performance of cryptanalytic computations in the setting of finding hash collisions [8] , integer factorization [3, 5] and computing elliptic curve discrete logarithms [4] .
Parts of this work were pre-published as [10] where the Cell broadband engine architecture is considered. This paper is organized as follows. Section 2 recalls the required information related to elliptic curves and presents the standard elliptic curve used throughout the paper. Section 3 introduces the GPU platform and explains which programming paradigm we are using. Section 4 explains the rationale behind the design choices and presents the parallel algorithm to compute the ECSM. Section 5 shows and compares our benchmarks results with other GPU implementations in the literature. Section 6 concludes the paper.
Elliptic Curves
Let p > 3 be a prime, then any a, b ∈ F p such that 4a 3 + 27b 2 = 0 define an elliptic curve E a,b over the finite field F p . The zero point 0, the so-called point at infinity, together with the set of points (x, y) ∈ F p × F p which satisfy the short affine Weierstrass equation
Algorithm 1
The radix-r schoolbook multiplication method.
form an abelian group E a,b (F p ) [50] . For a ∈ E a,b (F p ), the additively written group law is defined as follows. Define
Currently, the fastest known elliptic curves, in terms of multiplications in F p , are the family of curves originating from a normal form for elliptic curves introduced by Edwards in 2007 [16] and generalized and proposed for usage in cryptology by Bernstein and Lange [6] . The most efficient curve arithmetic on these type of curves is due to Hisil et al. [25] .
Standard Elliptic Curves
One way to speed-up elliptic curve arithmetic is to enhance the performance of the finite field arithmetic by using a prime of a special form. The structure of such a prime is exploited by constructing a fast reduction method, applicable to this prime only. Typically, multiplication and reduction are performed in two sequential phases. For the multiplication phase we consider the so-called schoolbook, or textbook, multiplication technique (see Algorithm 1 for a high-level description). Other asymptotically faster approaches, such as Karatsuba multiplication [28] , are not considered because they are not expected to give a speed-up for the size of integers we target.
In the FIPS 186-3 standard [55] , NIST recommends the use of five prime fields when using the elliptic curve digital signature algorithm. lowest strength for asymmetric cryptographic systems allowed by NIST's "SP 800-57 (1)" [52] standard from the year 2011 on (cf. [11] for a discussion about the migration to these new standards). Reduction modulo p 224 can be done efficiently: for x ∈ Z with 0 ≤ x < (2 224 ) 2 and
It follows that R(x) ≡ x mod p 224 and R(x) ≤ 2 320 − 2 96 . Algorithm 2 shows the application of R(R(x)) for a machine word (limb) size of 32 bits, based on the work by Solinas [51] . Note that the resulting value R(R(x)) ≡ x mod p 224 with −(2 224 + 2 96 ) < R(R(x)) < 2 225 + 2 192 . The NIST curves over prime fields all have prime order. In order to translate a Weierstrass curve into a suitable Edwards curve over the same prime field, to use the faster elliptic curve arithmetic, the curve needs to have a group element of order four [6] (which is not the case with the prime order NIST curves). To comply with the NIST standard we chose not to use Edwards but Weierstrass curves.
An extensive study of a software implementation of the NIST-recommended elliptic curves over prime fields on the x86 architecture is given by Brown et al. [14] .
Elliptic Curve Scalar Multiplication
Repeated elliptic curve point addition is called elliptic curve scalar multiplication:
for n ∈ Z >0 and is the main operation in many elliptic curve based cryptographic systems. Prime examples are the elliptic curve digital signature algorithm as specified in [55] and elliptic curve Diffie-Hellman for key agreement (see [54] ). Improving the performance of the ECSM translates directly in faster ECC schemes in practice. A survey of the different techniques and approaches together with the cost to compute the ECSM is given by Cohen et al. [15] . An updated overview from 2008, incorporating the latest curve representations and algorithms, is given by Bernstein and Lange [7] .
Algorithm 3
The double-and-add algorithm (left) and the Montgomery ladder (right).
Input:
Let us recall one particular approach, known as the Montgomery ladder: this technique was introduced by Montgomery in [38] in the setting of integer factorization using the elliptic curve method (ECM) [33] . We give the higher level description from [27] .
One can update these two values using
An overview of this approach is given in the right part of Algorithm 3. This approach is slower compared to, for instance, the double-and-add technique (the left part of Algorithm 3) since a duplication and addition are always performed per bit. This disadvantage is actually used as a feature in environments which are exposed to sidechannel attacks and where the algorithms need to process the exact same sequence of steps independent of the input parameters. It is not difficult to alter Algorithm 3 such that it becomes branch-free (using the bit n i to select which point to double). In ECM the elliptic curve scalar multiplication is calculated using the Montgomery form which avoids computing on the y-coordinate. This is achieved as follows: given the x-and z-coordinate of the points P , Q and P − Q one can compute the x-and z-coordinates of P + Q (and similarly 2P or 2Q). Avoiding computations on one of the coordinates results in a speedup in practice (see [38] for all the details).
Compute Unified Device Architecture
GPUs have mainly been game-and video-centric devices. Due to the increasing computational requirements of graphics-processing applications, GPUs have become very powerful parallel processors and this, moreover, incited research interest in computing outside the graphics-community. Until recently, programming GPUs was limited to graphics libraries such as OpenGL [49] and Direct3D [9] , and for many applications, especially those based on integer-arithmetic, the performance improvements over CPUs was minimal, sometimes even degrading. The release of NVIDIA's G80 series and ATI's HD2000 series GPUs (which implemented the unified shader architecture), along with the companies' release of higher-level language support with compute unified device architecture (CUDA), close to metal (CTM) [46] and the more recent open computing language (OpenCL) [21] facilitate the development of massivelyparallel general purpose applications for GPUs [1, 43] . These general purpose GPUs have become a common target for numerically-intensive applications given their ease of programming (relative to previous generation GPUs), and ability to outperform CPUs in data-parallel applications, commonly by orders of magnitude. We focus on NVIDIA's GPU architecture with CUDA, more specifically the third generation GPU family known under the code name Fermi [42] . After the first generation G80 architecture, the first GPU to support the C-programming language, and the second generation GT200 architecture, the Fermi architecture was released in 2010. One of the main features for our setting is the support of 32 × 32 → 32-bit multiplication instructions, for both the least-and most-significant 32-bit of the multiplication result. The previous NVIDIA architecture families have native 24 × 24 → 32-bit multiplication instructions (for the least significant 32-bit of the result).
We briefly recall some of the basic components of NVIDIA GPUs. More detailed information about the specification of CUDA as well as experiences using this parallel computer architecture can be found in [18, 34, [41] [42] [43] . Each GPU contains a number of streaming multiprocessors (SMs) and each SM consists of multiple scalar processor cores (SP); these number vary per graphics card. Typically, on the Fermi architecture, there are 32 SPs per SM and around 16 SMs per GPU. C for CUDA is an extension to the C language that employs the massively parallel programming model called single-instruction multiple-thread. The programmer defines kernel functions, which are compiled for and executed on the SPs of each SM, in parallel: each light-weight thread executes the same code, operating on different data. A number of threads are grouped into a thread block which is scheduled on a single SM, the threads of which time-share the SPs. Hence, typically the number of launched threads is a multiple of the available SPs (cores) of the GPU. This hierarchy provides for threads within the same block to communicate using the on-chip shared memory and to synchronize their execution using barriers (a synchronization method which causes threads to wait until all threads reach a certain point).
On a lower level, threads inside each thread block are executed in groups of 32 called warps. On the Fermi architecture each SM has two warp schedulers and two instruction dispatch units. This means that two instructions, from separate warps, can be scheduled and dispatched at the same time. By switching between the different warps, trying to fill the pipeline as much as possible, a high throughput rate can be sustained. When the code executed on the SP contains a conditional data-dependent branch all possibilities, taken by the threads inside this warp, are serially executed (threads which do not follow a certain branch are disabled). After executing these possibilities the threads within this warp continue with the same code execution. For optimal performance it is recommended to avoid multiple execution paths within a single warp.
The GPU has a large amount of global memory. Global memory is shared among all threads running on the GPU (on all SMs). Communication between threads inside a single thread block can be performed using the faster shared memory. If a warp requests data from global memory, the request is split into two separate memory requests, one for each half-warp (16 threads), each of which is issued independently. If the word size of the memory requested is 4, 8, or 16 bytes, the data requested by all threads lie in the same segment and are accessed in sequence (the kth thread in the half-warp fetches the kth word) then the global memory request is coalesced. In practice this means that a 64-byte memory transaction, a 128-byte memory transaction, or two 128-byte memory transactions are issued if the size of the words accessed by the threads is 4, 8, or 16 bytes, respectively. When this transfer is not coalesced, 16 separate 32-byte memory transactions are performed. More advanced rules might apply to decide if a global memory request can be coalesced or not depending on the architecture used, see [43] for the specific details.
Parallel Algorithms
In this section we present low-latency algorithms to compute the ECSM designed for architectures capable of running multiple computational streams in parallel together with implementation considerations to speed up the modular arithmetic. Our algorithms are especially designed for platforms which have a 32-bit instruction set, e.g. addition, subtraction and multiplication instructions with 32-bit in-and output. The (modular) multiplication operations in this chapter are designed to operate on relatively small (224-bit) integers. On the widely available x86 and x86-64 architectures the threshold for switching from schoolbook multiplication to methods with a lower asymptotic run-time complexity (e.g. Karatsuba multiplication) is >800 bits [20] (but this threshold depends on the word-size of the architecture and the various latencies and throughput of the addition and multiplication instructions). In our 224-bit setting we have investigated schoolbook multiplication only.
A common approach to obtain low-latency arithmetic is to compute the modular multiplications with multiple threads using a residue number system (RNS) [19, 36] . This might be one of the few available options to lower the latency for schemes which perform a sequence of data-dependent modular multiplications, such as in RSA where the main operation is modular exponentiation, but different approaches can be tried in the setting of elliptic curve arithmetic. We follow the ideas from [25, 27] and choose, in contrast to for instance [2] , to let a single thread compute a single modular multiplication. The parallelism is exploited at the elliptic curve arithmetic level where multiple instances of the finite field arithmetic are computed in parallel to implement the elliptic curve group operation. On a highly parallel architecture, like the GPU, multiple instances of our parallel ECSM algorithm are dispatched in order to take full advantage of all the available cores.
Finite Field Arithmetic
In order to speed up the modular calculations we represent the integers using a redundant representation. Instead of fully reducing to the range [0, p 224 we use the slightly larger interval [0, 2 224 . This redundant representation saves a multi-limb comparison to detect if we need to perform an additional subtraction after a number has been reduced to [0, 2 224 . Using this representation, reduction can be done more efficiently, as outlined in this section, while it does not require more 32-bit limbs (or registers) to store the integers. Various operations need to be adapted in order to handle the boundary cases, this is outlined in this section.
Modular Addition and Subtraction
After
A faster approach is to use the special form of the prime p 224 . Using
requires the computation of one addition of a and b and one addition with the precomputed constant c H (2 96 − 1), for c H ∈ {0, 1}. Again, in the unlikely event that c H = 1 and c L + 2 96 − 1 ≥ 2 224 an additional subtraction is required. The probability to obtain a carry after adding the fourth 32-bit limb of 2 96 − 1 to c L is so small that an early-abort strategy can be applied; i.e. all concurrent threads within the same warp assume that no carry is produced and continue executing the subsequent code. In the unlikely event that one or more of the threads produce a carry this results in divergent code and the other threads in this warp remain idle until the computation has been completed. This strategy decreases the number of instructions required to implement the modular addition and makes this approach preferable in practice. For modular subtraction the same two approaches can be applied. In the first approach the modulus p 224 is added to c = a − b if there is a borrow: i.e. b > a. An additional addition of p 224 might be required since 0 > p 224 − 2 224 < a − b + p 224 . In the second approach 2p 224 + a is computed before subtracting b, to ensure that the result is positive. Next, we proceed as in the addition scenario with the only difference that c H ∈ {0, 1, 2}.
Multiplication
Algorithm 4 depicts schoolbook multiplication designed to run on parallel architectures and is optimized for architectures with a native multiply-and-add instruction. After trivially unrolling the for-loops the algorithm is branch-free. Algorithm 4 splits the operands in r-bit words and takes advantage of the r-bit multiplier assumed to be available on the target platform. We use r = 32 for the GPU architecture but this can be modified to work with any other word size on different architectures.
Algorithm 4
Radix-2 r schoolbook multiplication algorithm for architectures which have a multiply-and-add instruction. We use r = 32 for the GPU architecture.
Input: Integers
After the multiply-and-add, and a possible extra addition of one r-bit word, the 2r-bit result z is split into the r most and r least significant bits. This is denoted by ( 1) pairs (i, j ) , where n = 7 for the 224-bit multiplication. On the GTX 400/500 family of GPUs, where there are 32 × 32 → 32-bit multiplication instructions to get the lower and higher 32-bits and 32-bit additions with carry in and out, the former can be implemented using four and the latter using six instructions. A direct implementation of the schoolbook algorithm as presented in Algorithm 1 might result in a slightly lower instruction count, using the addition with carry in-and out, but has the disadvantage that it requires more storage (registers) compared to Algorithm 4. We implemented both methods (Algorithms 1 and 4) and found that, when benchmarking the performance on different GPU families, the more memory efficient method from Algorithm 4 is faster in practice. This is the approach we use in our final implementation.
Fast Reduction
The output from the fast reduction routine as outlined in Algorithm 2, and denoted by Red, is not in the preferred range In order to fully reduce multiple integers simultaneously using SIMT instructions, several approaches can be applied. Obviously the reduction algorithm can be applied again. A most likely faster approach is to subtract p 224 repeatedly until the result is in the desired range [0, p 224 . Since the arithmetic is executed on parallel architectures, the repeated subtraction is calculated by masking the value appropriately before subtracting. This process needs to be performed four times, when avoiding branches 224 the most significant word, containing the possible carry, has to be inspected only to determine the multiple of p 224 to subtract. Note that an extra single subtraction might be needed in the unlikely situation that the result after the subtraction is >2 224 . The partially reduced numbers can be used as input to the same modular multiplication routines and if reduction to [0, p 224 is required this can be achieved at the cost of a single conditional multi-limb subtraction.
A refinement, in terms of storage, of the previous approaches to reduce the resulting value is by generating the desired values efficiently on-the-fly. We distinguish two cases (just as when doing the modular addition in Sect. 4 
The conditional statements can be converted to straight line (non-divergent) code to make the algorithms more suitable for parallel computer architectures.
Elliptic Curve Arithmetic
A common approach to avoid the relatively costly modular inversion operation in the elliptic curve group operation [see Eq. (2)] is to use projective coordinates. The projective equation of the short affine Weierstrass form from Eq. (1) is
A point (x, y) is represented as (X : Y : Z) such that (x, y) = (X/Z, Y /Z) for non-zero Z and the neutral element is represented as (0 : 1 : 0). In our setting we are interested, given a parallel computer architecture capable of launching a number of threads T i , to lower the latency of the longest running thread T max = max i T i as opposed to the total time of all resources combined T sum = i T i where T i is the time corresponding to thread T i . Since high-throughput and lowlatency may be conflicting goals, one may not be able to achieve both at the same time. Our approach is designed at the elliptic curve arithmetic level for low-latency while not sacrificing the throughput too much. To accomplish this we chose to aim for a high-throughput (and longer latency) design at the finite field arithmetic level: a single thread computes a single multiplication. If one is willing to sacrifice the throughput even more one could compute the finite field arithmetic using multiple threads as well, reducing the throughput even further. The elliptic curve point addition and duplication are processed simultaneously, significantly reducing the latency at the expense of potentially lowering the throughput.
Another desirable property of an implementation of a parallel algorithm is that all threads follow the exact same procedure since this reduces the amount of divergent code. An active research area where such algorithms have been studied is in the context of cryptographic side-channel attacks. Side channel attacks [31] are attacks which use information gained from the physical implementation of a certain scheme to break its security; e.g. the elapsed time or power consumption. In order to avoid these types of attacks the algorithms must perform the same actions independent of the input to avoid leaking information. The approach we use is based on the Montgomery ladder applied to projective Weierstrass coordinates [13, 17, 26] instead of Montgomery coordinates. Even though the y-coordinate can be recovered, this is not necessary in most of the elliptic curve based cryptographic schemes because they only use the x-coordinate to compute the final result.
In particular, we adopt the formulas from [17] . Recall from Algorithm 3 that every iteration processes a single bit of the scalar at the cost of computing an elliptic curve addition and doubling. Computation on the Y -coordinate is omitted as follows [17] 
Note that G x is the x-coordinate of the input point to the elliptic curve scalar multiplication algorithm. Using that the NIST standard defines a = −3, and slightly rewriting Eq. (5), results in the set of instructions presented in Table 2 . Every row of the table is executed concurrently by the different threads, an empty slot means that the thread either remains idle or works on fake data. The bold entries in Table 2 are pre-computed Table 2 Instruction overview to compute (1) mul at the initialization phase of the algorithm. The b value is one of the parameters which define the elliptic curve (together with a and p 224 ) and is provided in the standard. The b is invariant for the different concurrent elliptic curve scalar multiplications. Depending on the thread identifier, the pre-computed value is copied to the correct shared memory position which is used in operation number 6. Using the instruction flow from Table 2 seven threads can compute a single elliptic curve scalar multiplication (ECSM) using the Montgomery ladder algorithm. The time T max is three multiplications, two additions, two subtractions and a single triple operation in F p 224 to compute a single elliptic curve addition and duplication. This is in contrast with T sum which consist of 18 multiplications, two triplings, four additions, five subtractions and two multiplications by a power of two in F p 224 . Although T sum is significantly higher, compared to the cost to process one bit of the scalar using different coordinate representations and different ECSM algorithms, the latency T max is roughly three multiplications to compute both an elliptic curve addition and doubling using seven threads. Running seven threads in parallel is the best, e.g. the highest number of concurrent running threads, we could achieve and it should be noted that this is suboptimal from different perspectives. First of all, a GPU platform using the CUDA paradigm typically dispatches threads in block sizes which are a small multiple of 32. Hence, in each subgroup of eight threads one thread remains inactive: decreasing the overall throughput. Secondly, 20 multiplications are used in Table 2 which results in one idle thread in the third multiplication (thread 7 in operation 6). On different parallel platforms, where i threads are processed concurrently, with 2 ≤ i ≤ 7, the approach outlined in Table 2 can be computed using multiplications. This approach is not limited to arithmetic modulo p 224 but applies to any modulus. Given the (estimated) performance of a single modular multiplication, either using a special or a generic modulus, the approach from Table 2 can be applied such that the overall latency to multiply an elliptic curve point with a k-bit scalar is approximately the time to compute k · 20 i single thread multiplications. Table 3 states the performance results, using the approach from Table 2 , when using our GPU implementation running on a variety of GPUs from both the older and newer generations of CUDA architectures. Our benchmark results include transferring the in-and output and allows to use different multipliers and elliptic curve points in the same batch. To be compatible with as many settings used in practice as possible, it is not assumed that the initial elliptic curve point is given in affine coordinates but instead in projective coordinates. This has a performance disadvantage: the amount of data which needs to be transferred from the host to the GPU is increased. While primarily designed for the GTX 400 (and newer) family, the bold entries GTX 465, 480 and 580 in Table 3 , the performance on the older GTX 200 series in terms of latency and throughput are remarkably good. Our fastest result is obtained on the GTX 580 GPU when computing a single 224-bit elliptic curve scalar multiplication and requires 1.94 ms when dispatching eight threads. This is an order of magnitude faster, in term of response time, compared to the previous fastest low-latency implementation [2] . Figure 1 shows the latencies when varying the amount of threads, eight threads are scheduled to work on a single ECSM, for different block-sizes on the GTX 580. There is a clear trade-off: increasing the block-size allows to hide the various latencies by performing a context switch and calculating on a different group of threads within the same block. On the other hand, every eight threads require their own memory and registers for the intermediate values as outlined in Table 2 . Increasing the block size too much results in a performance degradation because the required memory for the entire block does not fit in the shared memory any more. As can be observed from Fig. 1 a block-size of 64 results in the optimal practical performance when processing larger batches of ECSM computations.
Results
To illustrate the computational power of the GPU even further let us consider the throughput when fixing the latency to 5 ms. As can be seen from Fig. 1 , the GTX 580 can compute 916, 1,024, or 960,224-bit elliptic curve scalar multiplications within this time limit when using a block-size of 32, 64, or 96 threads respectively. The best of these short runs already achieves a throughput of over 246,000 scalar multiplications per second, when using a blocksize of 64, which is already 0.85 of the maximum observed throughput obtained when processing much larger batches.
Performance Comparison
In [5] and the follow-up work [3] fast elliptic curve scalar multiplication is implemented using Edwards curves in a cryptanalytic setting. The GPU implementations optimize for high-throughput and implement generic modular arithmetic. The setting considered in [3, 5] requires to perform an ECSM with a 11,797-bit scalar; in order to compare results we scale their figures by a factor 11, 797 224 . Comparing to these implementations is difficult because both the finite field and elliptic curve arithmetic differ from the approaches considered in this paper where the faster arithmetic on Edwards curves cannot be used. On the GTX 295 architecture, for which our algorithms are not designed, the throughput reported in [3] is 3.3 times higher. The associated latency times are not reported. Since the approach from [3] is designed for high-throughput, e.g. one thread per ECSM resulting in no communication overhead, we expect that this approach has a higher throughput (and higher latency) on the Fermi cards compared to the new results from this work.
The GPU implementations discussed in [2, 53] target the same special modulus as discussed in this paper. In [53] one thread per multiplication is used (optimizing for high-throughput) and multiplies the same elliptic curve point in all threads. This reduces the amount of data which needs to be transferred from the host machine to the GPU. The authors of [2] implement a low-latency algorithm by parallelizing the finite field arithmetic using RNS (see Sect. 4.1). Their performance data do not include the transfer time of the input (output) from the host (GPU) to the GPU (host). Both the GTX 285 and 295 belong to the same GPU family, the former is clocked 1.2 faster than the latter while the GTX 295 consists of two of these slower GPUs. Compared to [2] our minimum latency is more than twice lower while the maximum throughput on a single slower GPU of the GTX 295 is almost quadrupled.
To put these results in perspective we have ran the latest benchmark suite in Open SSL [44] of the Elliptic curve Diffie-Hellman protocol [54] which incorporates the optimizations reported in [29] . The target machine has an Intel Core i7-2600K CPU (clocked at 3.40 GHz). The OpenSSL benchmark tool measures a throughput of 11,544 Diffie-Hellman operations per second per core (using NIST's p 224 prime)operations per second per core 1 . Even though a single Diffie-Hellman operation is essentially an elliptic curve scalar multiplication there is some additional overhead in OpenSSL's benchmark suite so these results are only a lowerbound on the performance. Taken into account that this machine has four CPUs the throughput of our GPU implementation is more than six times higher (on the GTX 580). The latency on the CPU is lower: around 0.09 ms compared to 1.9 ms on the CPU and GPU respectively. This is no surprise as it was the main motivation to investigate low-latency implementations in this paper. These results show that the current parallel implementations are coming close to deliver low-latency while still significantly outperforming the CPU in terms of throughput.
Conclusion
We presented an algorithm which is particularly well-suited for parallel computer architectures to compute the scalar multiplication of an elliptic curve point with as main goal to reduce latency. When applied to a 224-bit standardized elliptic curve used in cryptography and running on a GTX 580 GPU the minimum time required is 1.9 ms; improving on previous low-latency results by an order of magnitude.
