In this study, the solutions of random partial differential equations are examined. The parameters and the initial conditions of the random component partial differential equations are investigated with Beta distribution. A few examples are given to illustrate the efficiency of the solutions obtained with the random Differential Transformation Method (rDTM). Functions for the expected values and the variances of the approximate analytical solutions of the random equations are obtained. Random Differential Transformation Method is applied to examine the solutions of these partial differential equations and MAPLE software is used for the finding the solutions and drawing the figures. Also the Laplace-Padé Method is used to improve the convergence of the solutions. The results for the random component partial differential equations with Beta distribution are analysed to investigate effects of this distribution on the results. Random characteristics of the equations are compared with the results of the deterministic partial differential equations. The efficiency of the method for the random component partial differential equations is investigated by comparing the formulas for the expected values and variances with results from the simulations of the random equations. Merdan et al. / GUFBED 9(1) (2019) 108-118 
Introduction
Random ordinary differential equations are currently being studied extensively. Two dimensional random differential equations have a great significance in many applications in areas such as engineering, biology and physics. Models of various scientific problems are established with nonlinear random differential equations containing two variables. Many of these equations can be analyzed by numerical methods. A few of these numerical methods are Homotopy Perturbation Method (HPM) (Khalaf, 2011) , Adomian Decomposition Method (ADM) and Variational Iteration Method (VIM) .
In 2012, L. Villafuerte and B.M. ChenCharpentier developed the random differential transformation method to solve random differential equations. They found an analytical mean-fourth convergent series solution to a nonlinear random Riccati differential equation with the random DTM. In addition, they obtained approximate values of the basic statistical functions of the random solution process such as the mean and variance by using this series solution of the Riccati equation (Villafuerte and Chen-Charpentier, 2012) .
The goal of this study is to present the application of differential transformation method (DTM) for obtaining variance and expected values of accurate and approximate solutions of the random component partial differential equations. For this aim, the notion of the two dimensional differential transformation method is given in Section 1.1. Laplace-Padé method is given in Section 1.2. Beta distribution and its properties such as the probability density function, expected value and variance are introduced in Section 1.3. Some applications are given in Section 2.
Two-dimensional differential transformation method

Let
( , ) be analytic and differentiated continuously in the domain of interest.
( , ℎ) is defined as follows ( Kanth and Aruna, 2009; Kangalgil and Ayaz, 2009; Yüzbaşi and Ismailov, 2017; Tari et al, 2009; Ziyaee and Tari, 2015; Hadizadeh and Moatamedi, 2007; Zhou, 1986) .
(1) (where the ( , ℎ) is the transformed function, i.e. T-function). In this study, ( , ) will indicate the original function and ( , ℎ) will indicate the transformed function (T-function). The differential inverse transform of ( , ℎ) is defined as follows:
Using (1) and (2), it is found that
The notion of the two-dimensional differential transform can be found with the basis of twodimensional Taylor series expansion. From (1) and (2), the basic operations obtained by two dimensional differential transform are given in Table1 (Jang et al, 2001; Bildik et al, 2006; Pukhov, 1982) .
We give the Laplace-Padé method to expand the convergence region of the series solutions obtained by random DTM in the following.
Laplace-Padé Method
Consider the power series ∑ ∞
=0
. Assume that ( ) represents a function such that
A Padé approximation is defined as follows. (Merdan, 2010; Abassy et al, 2007) [ ] = The Padé approximation can be obtained from Maclaurin expansion which complies with (4). There are ( + 1) dividend coefficients and ( + 1) divisor coefficients in formula (5).
Table1: Operations in the two-dimensional differential transform
Original function
Transformed function
The polynomials in (5) are constituted so that ( ) and [ ] conform at = 0 and their derivatives up to + conform at = 0. Under the condition 0 ( ) = 1, the approximation is exactly the Maclaurin expansion for ( ). In the case + is a fixed value, when ( ) and ( ) get the same degree or the degree of ( ) gets one bigger than the degree of ( ), the error is smallest. Pay attention that the constant coefficient of is 0 = 1. When both ( ) and We multiply the both side of (6) with the divisor of right side in (6) and contrast the coefficients of both sides in (6). We obtain (7) and (8).
If we solve the linear equation in (8), we obtain ( = 1, … , ). If we replace in (7), we obtain 
Beta Distribution
In 1895, a Beta function was used to explain the Beta distribution introduced by Karl Pearson, and the use of this function gives the Beta distribution. We use the standard state of Beta distribution in this paper.
Definition (Beta random variable):
If the probability density of a random variable has the following form, this random variable has the Beta distribution and is called a Beta random variable. For , ˃0 and 0˂ ˂1,
If the random variable gets a beta distribution with parameters and , the expected value and variance of the random variable are given as (Eugene et al, 2002) :
In this study, Beta distribution in the used examples is taken as ( = 2, = 1). Also the symbol of ( , ) indicates approximate solutions of the following equations.
Applications
Example 1. Consider the following convectiondiffussion equation
with the initial-value conditions for ˃0 and let be random variable with beta distribution. Let these initial-value conditions be random:
Applying the differential transform of (11), it can be found that (ℎ + 1) ( , ℎ + 1) = ( + 1)( + 2) ( + 2, ℎ) − ( + 1) ( + 1, ℎ) + ( , ℎ)
The solution of ( , ) can be found as 
From (14) We get the expected value of (14) as follows.
So the expected value of (14) The graph of this solution is given in figure 2 . 
( ( ), ( )) = ( ( ) ( )) − ( ( )) ( ( ))
If we calculate the variance of (14) with (15) as follows
The variance of (14) can be obtained as The graph of this solution is given in figure 4 . with the initial-value conditions for > 0 and let be random variable with Beta distribution. Let these initial-value conditions be random:
Applying the differential transform of (17), it can be found that The solution of ( , ) can be found as
, ( 2 ) = 1 2
With the Maple software, it can be obtained that The graph of this solution is given in figure 6 . (17) If the Laplace-Padé technique is applied to improve the approximate analytical value obtained for the expected value of equation (17), the following solution is obtained. (17) from the modified Differential Transformation Method.
If we calculate variance of (20) with (21),
The variance of (20) can be obtained as 
If the Laplace-Padé technique is applied to improve the approximate analytical value obtained for the variance of the equation (17), the following solution is obtained. The graph of this solution is given in figure 8 . 
Conclusion
In It is observed that error between the approximate solution with the M function obtained from expected value of approximate solution is respectively small for example 1 and example 2 from Table 2 and Table 3 . 
