Let F/Q be a CM field where p splits completely and let r : Gal(Q/F ) → GL 3 (Fp) be a Galois representation whose restriction to Gal(Q p /Fw) is ordinary and strongly generic for all places w above p. In this paper we specify the set of Serre weights in which r can be modular. To this aim, we develop a technique in integral p-adic Hodge theory to describe extensions of rank-one Breuil modules.
Generalizations of the weight part in Serre's modularity conjecture ( [Ser87] ) have received considerable attention in recent years. Since the seminal work of Buzzard, Diamond, and Jarvis [BDJ10] , substantial progress has been made and we now have a detailed description of such phenomena both for groups in higher semisimple rank ( [Her09] , [EGH13] , [BLGG] , [GG12] ) or defined over extensions of Q ( [Gee11] , [GK] , [GLS14] , see also [GLS] ).
In order to examine the situation in more detail, let us consider a CM field F/Q, F + being its maximal totally real subfield and we let r : G F def = Gal(Q/F ) → GL n (F p ) be a continuous Galois representation. Assume that r is modular : in our context, this means that there exists a totally definite unitary group G defined over F + such that the system of Hecke eigenvalues α r obtained from the semisimple conjugacy classes associated to the Frobenius elements (on the unramified locus of r) appears in the 0-th cohomology of the space of mod-p algebraic automorphic forms of some tame level: In particular, the weight part in Serre's conjectures gives a first description of the smooth G(F + p )-representation S G K p , F p [ker α r ], an object whose nature is extremely badly understood and, according to the p-adic Langlands conjectures, shall depend only on {r| G Fw } w|p .
Assume that p splits completely in F and that G(O Fw ) ∼ = GL n (O Fw ) for all w|p. When n > 2, important insight towards the weight part in Serre's conjectures appears in [ADP02] and [Her09] . In particular, when the local parameters r| G Fw are all tame, Herzig provides a set of weights W ? (r), depending only on {r| G Fw } w|p , for which r is modular, and which is obtained from level zero automorphic types naturally associated to the local datum {r| G Fw } w|p . Progress towards [Her09] , Conjecture 6.9 has recently been made when r| G Fw is semisimple, cf. [EGH13] , [BLGG] (see also [GG12] ).
When r| G Fw is not semisimple, much less is known. In [Gee11] , Gee suggests a set of modular weights for r, without requiring r| G Fw to be tame but avoiding any reference to automorphic types, the set W ? (r) being now described by means of crystalline lifts of r| G Fw . Evidence towards Gee's approach has first appeared in [GG12] , where the authors prove that the weights defined by a non-vanishing condition on the ordinary part of the Hecke eigenspace S G (K p , F p )[ker α r ] are described by ordinary crystalline lifts of r| G Fw .
The aim of this paper is to obtain evidence towards Serre-type conjectures for ordinary Galois representations in semisimple rank 2, developing the techniques introduced in [HM] where the maximally non-split case is considered. The submodule structure of r| G Fw (for w|p) plays now a crucial role (as in [BH] ) and we define, for all possible configurations of the submodule structure in r| G Fw , a set of weights W ? (r) in which r shall be modular. We remark that the set W ? (r) is compatible with Herzig and Gee's conjectures ( [Her09] , [Gee11] ) and with Gee-Geraghty's results on ordinary modularity -i.e. the ordinary weights appearing in W ? (r) coincide with the set of ordinary weights determined by Gee and Geraghty in [GG12] .
The main result of this paper is the following:
Theorem 1.1. Let r : G F → GL 3 (F p ) be a modular Galois representation. We assume that p splits completely in F and that for all places w|p the Galois representation r| G Fw is ordinary, strongly generic (cf. Definition 4.1), and of Loewy length less than 3. Then one has W mod (r) ⊆ W ? (r).
The case that r| G Fw is maximally non-split (i.e., the Loewy length of r| G Fw is 3) is treated in [HM] .
Theorem 1.1 is a weight elimination result and is performed by integral p-adic Hodge theory and classical local/global compatibility. It relies on a crucial ingredient in integral p-adic Hodge theory, namely a splitting lemma (Lemma 3.2) which lets us determine the vanishing of a class [c] ∈ H 1 (G Qp , ω n ) (ω denoting the mod p-cyclotomic character) by the only information coming from filtration on a Breuil module with descent data M such that [T st (M)] = [c] .
We remark that Theorem 1.1 is consistent with the results of D. Le on the moduli space of Fontaine-Laffaille modules [Le] . In forthcoming work, we are planning to generalize the previous result to arbitrary dimension and obtain partial results on the modularity of weights in W ? (r).
The upper bound on the modular weights for r in Theorem 1.1 is expected to be the best possible result one can obtain via the classical weight elimination techniques. Understanding which weights in W ? (ρ) are actually modular for r is on the other hand a very delicate problem. Following [BLGG] (building on the forthcoming [EGHS] ), one can define a subset of obvious weights W ?,obv (ρ) by considering ordinary crystalline lifts of ρ. One always has W ?,obv (ρ) ⊆ W ? (ρ) and by combining Theorem 1.1 and [BLGG] Theorem 4.1.9, one obtains the following result:
Theorem 1.2. Let F be an imaginary CM field with maximal totally real subfield F + and suppose that F/F + is unramified at all finite places, and that p splits completely in F . Suppose that r : G F → GL 3 (F) is an irreducible representation with split ramification. Assume that there is a RACSDC automorphic representation Π of GL 3 (A F ) of weight µ ∈ (Z 3 + )
Hom(F,C) 0
and level prime to p such that • r r p,i (Π); • For each place w|p of F , r p,i (Π)| G Fw is potentially diagonalizable; • r(G F (ζp) ) is adequate.
Assume further that for all places w|p the Galois representation r| G Fw are ordinary, strongly generic, and of Loewy length less than 3.
Then one has W ?,obv (r) ⊆ W mod (r).
The paper is organized as follows. In the remainder of the introduction we fix the notation that will be used throughout the paper. In Section 2, we quickly review integral p-adic Hodge theory, such as strongly divisible modules, Breuil-Kisin modules, Fontaine-Laffaille modules, and so on. In Section 3, we establish the necessary results from p-adic Hodge theory; for instance, we give enough conditions (Lemma 3.2) to determine if a rank-two Breuil module is split, which is the key lemma to perform the weight elimination. In Section 4, we eliminate the Galois types of rank-three Breuil modules that correspond to the local representations we impose, by the results we developed in Section 3. In Section 5, we first review the definitions of modular representations and modular weights, and then state and prove the main results, Theorems 5.9 and 5.10.
Notation. Let Q be an algebraic closure of Q. All number field F/Q will be considered as subfield in Q and we will write G F def = Gal(Q/F ) to denote the absolute Galois group of F . For any rational prime ∈ Q, we fix algebraic closures Q of Q and embeddings Q → Q which are compatible with the inclusions G Q → G Q . In a similar fashion, we fix algebraic closures F for the residue field F of Q , compatibly with the natural morphisms at the level of the Galois groups. As above, all extensions of Q , F will be considered as subfields in the fixed algebraic closure Q , F .
Let f ≥ 1. We let K 0 def = Q p f be the unramified extension of Q p of degree f , and write K/K 0 for the tamely totally ramified extension of K 0 of degree e def = p f − 1. We consider the Eisenstein polynomial E(u) def = u e + p, and fix a root π K = e √ −p, which will be our choice for an uniformizer for K/Q p . If no confusion is possible, we will simply write π instead of π K . We finally let k = F p f be the residue field of K.
Let E be a finite extension of Q p . We write O E for its ring of integers, F for its residue field and ∈ O E to denote an uniformizer. All the representations considered in this paper will be realized on vector spaces over E or F, which will be the fields of coefficients. We always assume that E is large enough, i.e. that the Galois closure of K over Q p is contained in E so that Hom(K, Q p ) = Hom(K, E) and so Hom(F p f , F p ) = Hom(F p f , F).
Let σ ∈ Gal(F p f /F p ) be the absolute Frobenius on F p f . We have an isomorphism
and, for i ∈ {0, . . . , f − 1}, we write e i ∈ F p f ⊗ Fp F to denote the standard idempotent element defined by ι(e i ) = (δ i,j ) j (δ i,j being the Kronecker delta function).
The Breuil ring S is defined as the p-adic completion of divided power envelope, with respect to the ideal generated by E(u), of the polynomial algebra W (F p f )[u], W (F p f ) being the ring of Witt vectors associated to F p f (and identified with the ring of integers
Recall that the ring S O E is endowed with a residual action of Gal(K/Q p ). Concretely, the choice of the uniformizer π ∈ K provides us with a map
and the residual action on the Breuil ring S O E is uniquely defined (by semilinearity and continuity) via the condition g(u) def = (ω π (g) ⊗ 1)u for any g ∈ Gal(K/Q p ). This induces an action on S F by base change in the natural way. For notational convenience, we write S 0 def = S F Gal(K/K0)=id , which is naturally identified with S 0 def = (F p f ⊗ Fp F)[u e ]/u ep . We write ε p for the p-adic cyclotomic character and ω for its mod p reduction. We convene that ε p has a Hodge-Tate weight −1. The choice of an embedding F p f → F provides us with a Serre's fundamental character of niveau f , ω f :
For a place w|p in F we normalize the local reciprocity map F × w → G ab Fw in such a way that the inverse of uniformizers are sent to arithmetic Frobenius elements Frob w ∈ G Fw . Similarly, we fix an isomorphism ı : Q p ∼ → C and define the local Langlands correspondence rec Fw over Q p by normalizing the classical local correspondence rec Fw,
Given a potentially semistable p-adic representation ρ : G Qp → GL n (E), we write WD(ρ) to denote the associated Weil-Deligne representation (cf. [Fon94] and [CDT99] , Appendix A) and we refer to WD(ρ)| I Qp as to the Galois type associated to ρ.
We have a contravariant functor T st : F-BrMod r dd → Rep F (G Qp ), which is exact and faithful. We write T * st for the functor T * ,r st defined as in [EGH13] , Definition 3.2.8. In particular, from Section 4, T * st always means T * ,2 st . We write (ρ) for the Loewy length of ρ : G Qp → GL n (F), i.e., the length of socle filtration of ρ. We use this notion to measure how far ρ is from being semi-simple. We say that an ordinary representation ρ is maximally non-split if (ρ) = n, and is minimally non-split if (ρ) = 2. Note that ρ is semi-simple if and only if (ρ) = 1.
Integral p-adic Hodge theory, I: Preliminaries
The aim of this section is to recall certain categories of semilinear algebraic objects (strongly divisible modules, Breuil-Kisin modules, Fontaine-Laffaille modules) and their relations with Galois representations. None of the results in this section is new and we refer the reader to [HM] , Section 2 and [EGH13] , Section 3 for more details.
We keep the notations and conventions of Section 1. In particular, we have e = p f − 1 and K/K 0 is totally and tamely ramified of degree e, the residue field being k = F p f .
Recall that a filtered (ϕ, N, K/Q p , E)-module of rank n is the datum of a free K 0 ⊗ Qp Emodule D of rank n endowed with
• a semilinear automorphism ϕ (semilinear with respect to the absolute Frobenius on K 0 ); • a nilpotent, K 0 ⊗ Qp E-linear endomorphism N such that N ϕ = pϕN ;
• a decreasing, exhaustive and separated filtration (
• a Gal(K/Q p ) action by E-linear and K 0 -semilinear automorphisms which are compatible with the additional structures on D, D K (i.e. Frobenius, monodromy and filtration). We write Mod E (ϕ, N, K/Q p ) to denote the category of filtered (ϕ, N, K/Q p , E)-modules of finite rank and by Mod w.a. E (ϕ, N, K/Q p ) the full sub-category of weakly admissible filtered (ϕ, N, K/Q p , E).
We recall (cf. [EGH13] , Definition 3.1.1) that we have the contravariant functors V • for all g ∈ Gal(K/Q p ), g commutes with ϕ and N , and preserves Fil r M; • g 1 • g 2 = g 1 • g 2 for all g 1 , g 2 ∈ Gal(K/Q p ).
The morphisms are S O E -module homomorphisms that preserve Fil r M and commute with ϕ r , N , and the descent data action.
We have a functor T [EGH13] , Section 3.1).
The following deep theorem provides the link between lattices in potentially semi-stable Galois representations and strongly divisible modules:
establishes an equivalence of categories if r < p − 1. Moreover, by letting ρ
Note that (2) provides the relation between the descent data on M and the Galois type on ρ.
Recall that the category F-BrMod r dd of Breuil modules of weight r with descent data from K to Q p and coefficients in F consists of quintuples (M, Fil r M, ϕ r ,ĝ, N ) where:
• M is a finitely generated (k⊗ commuting with ϕ r -and N -actions, and satisfying g 1 • g 2 = g 1 • g 2 for g 1 , g 2 ∈ Gal(K/Q p ). Furthermore, g(au i m) = g(a)((g(π)π) i ⊗ 1)u i g(m) for a ∈ k ⊗ Fp F and m ∈ M. The morphisms are (k ⊗ Fp F)[u]/u ep -module homomorphisms that preserve Fil r and commute with ϕ r , N , and the descent data action.
As for strongly divisible modules, we have a contravariant functor T st : 
Proof. This is well known. See for instance [HM] , Proposition 2.2.14.
The category F-FL of Fontaine-Laffaille modules consists of triple (M, Fil • M, ϕ • ), where • M is a free k ⊗ Fp F-module of finite rank; • {Fil j M } j∈Z is a separated, exhaustive and decreasing filtration on M by k ⊗ Fp Fsubmodules;
The morphisms are defined in the obvious way.
As for the case of Breuil modules, we have a contravariant functor T cris : F-FL → Rep F (G Qp ), which is exact and fully faithful (cf. [FL82] , Section 6.1). We say a representation ρ : G Qp → GL n (F) is Fontaine-Laffaille if it arises from a Fontaine-Laffaille module under the functor T cris .
Before stating the main comparison theorem, we still need to recall the following categories ofétale ϕ-modules, first introduced by Fontaine ([Fon90]).
Let k((p)) be the field of norms associated to (K 0 , p). In particular, p is identified with a sequence (p n ) n ∈ Q p N verifying p p n = p n−1 for all n. We define the category ϕ, F ⊗ Fp k((p)) -Mod ofétale (ϕ, F ⊗ Fp k((p)))-modules as the category of free F ⊗ Fp k((p))-modules of finite rank D endowed with a semilinear map ϕ : D → D (semilinear with respect to the Frobenius on k((p))) and inducing an isomorphism ϕ * D → D (with obvious morphisms between objects).
By work of Fontaine [Fon90] , we have an anti-equivalence
Let us consider π def = e √ −p ∈ K. We can fix a sequence (π n ) n ∈ Q p N such that π e n = p n for all n ∈ N and which is compatible with the norm maps K(π n+1 ) → K(π n ) (cf. [Bre] , Appendix A).
By letting K ∞ def = ∪ n∈N K n (where we let K n def = K(π n )) and (K 0 ) ∞ def = ∪ n∈N K 0 (p n ), we have a canonical isomorphism Gal(K ∞ /(K 0 ) ∞ ) → Gal(K/K 0 ) and we will identify ω π as a character on Gal(K ∞ /(K 0 ) ∞ ).
The field of norms k((π)) associated to (K, π) is then endowed with a residual action of Gal(K ∞ /(K 0 ) ∞ ), which is completely determined by g(π) = ω π (g)π.
We can therefore define the category (ϕ, F ⊗ Fp k((π)))-Mod dd ofétale (ϕ, F ⊗ Fp k((π)))modules with descent data: an object D is defined in the analogous, evident way as for the category (ϕ, F ⊗ Fp k((p)))-Mod, but we moreover require that D is endowed with a semilinear action of Gal(K ∞ /(K 0 ) ∞ ) (semilinear with respect to the residual action on
From [HM] , Appendix 5.2 (which builds on the classical result of Fontaine) we have an anti-equivalence
The main result concerning the relations between the various categories and functors introduced so far is summarized by the following proposition ([HM], Proposition 2.3.1) Proposition 2.3. There exist faithful functors
) -Mod fitting in the following commutative diagram:
where the descent data is relative to K 0 and the functor Res • T cris is fully faithful.
The functors M k((π)) , F are defined in [HM] , Appendix A, building on the classical work of Breuil [Bre99] and Caruso-Liu [CL09] . In certain cases, the description of the functor M k((π)) is particularly concrete.
Assume that the Breuil module M has rank n, with descent data associated to a Galois type τ : I Qp → GL n (O E ). By writing τ = [ω f ] a1 ⊕· · ·⊕[ω f ] an we can find a basis (e 1 , . . . , e n ) for M and a system of generators (f 1 , . . . , f n ) for Fil r M which are compatible with τ :
. . , n and all g ∈ Gal(K/K 0 ) (cf. [HM] , Section 2.3.2).
In this case we say that the basis e and the system of generators f are compatible with the Galois type τ .
Lemma 2.4. Let M be a Breuil module of rank n, with descent data associated to a Galois type τ : I Qp → GL n (O E ) and let e, f be a basis for M and a system of generators for Fil r M respectively, which are moreover compatible with τ .
Write V = V e,f ∈ M n (S F ) for the matrix giving the coordinates of f in the basis e and A def = Mat e,f (ϕ r ) ∈ GL n (S F ) for the matrix describing the Frobenius action on M with respect to e, f .
Then there exists a basis e for M k((π)) (M * ), compatible with the descent data, such that the Frobenius action is described by
where V , A are lifts of V, A in M n (F⊗ Fp k((π))) via the reduction morphism F⊗ Fp k((π)) S F .
Integral p-adic Hodge theory, II: Complements
This section is the technical heart of the paper. We describe rank one Breuil modules with tame descent data, and the extensions between them. The main result is Lemma 3.2, often referred as the splitting lemma.
We keep the notations as in the previous sections. In particular, we fix integers f ≥ 1,
Lemma 3.1. Let M be a rank-one object in F-BrMod r dd with niveau f descent data relative to Q p . Then there exists a generator m ∈ M such that:
We denote the Breuil modules in the preceding lemma by M(k, s, λ).
, it is known that every rank-one Breuil module M with tame descent data from K to K 0 has a generator m such that M = S F ·m, e i Fil r M = u ri e i M, ϕ r (
(ω ki f (g) ⊗ 1)e i m for all g ∈ Gal(K/K 0 ), and N (m) = 0, where 0 ≤ r i ≤ re and k i ≡ p(k i−1 + r i−1 ) mod e for all i.
We let ϕ ∈ Gal(K/Q p ) be the unique lift of the absolute Frobenius σ ∈ Gal(K 0 /Q p ) verifying ϕ(π K ) = π K (as in the notations of § 1). Since ϕgϕ −1 = g p for all g ∈ Gal(K/K 0 ), we have
We are now able to prove the main result of this section, the splitting lemma. In what follows, for an element 
Assume further that f < p and let
splits, then the G Qp -representation T * st (M) splits as a direct sum of two characters. In particular, provided that pk y ≡ k x modulo e and that s y (p − 1) < re if f > 1, the representation T * st (M) splits as a direct sum of two characters if the element j 0 ∈ Z uniquely defined by
Proof. Let us fix a basis e def = (e x , e y ) on M which is compatible with the submodule structure on M and with the inertial descent data. In other words, e x is a basis for M x , e y maps to a basis for M y , and e x and e y are eigenvectors for the inertial descent data with ω kx f and ω ky f as associated eigencharacters.
Assume that the exact sequence (4) splits. With respect to the basis e, the filtration and the Frobenius map are then described as follows:
Set e def = e · A 0 . It is a basis for M, formed by eigenvectors for the inertial descent data and compatible with the submodule structure on M. We let
if and only if the condition
, the equation (6) makes sense and one easily sees that e V 1 forms a system of S F -generators for Fil r M. Hence, we have
by equation (6). By equation (7) and noticing that γ 1 ∈ S 0 we see that the off diagonal entry of ϕ(B 1 ) has the form u
we can iterate the previous procedure to end up with a basis e for M (formed by eigenvectors for the residual inertial action and compatible with the submodule structure on M) such that
It is now easy to verify that the φ-module (over F p f ⊗ Fp F((π))) defined by M def = M F p f ((π)) (M * ) (cf. Propostion 2.3 and Lemma 2.4) is described by
)-eigenvectors for the descent data. By considering the change of basis e = (π p f −1 kx e x , π p f −1 ky e y ) we have:
As
In particular, the representation Hom(M 0 , F((p)) sep ) splits as a direct sum of two characters.
hence T * st (M)| G K 0 splits as a direct sum of two characters via Proposition 2.3. As p > f this implies that T * st (M) splits, as required.
Assume now that s x , s y , k x , k y satisfy the condition in the final statement of the lemma. In terms of coordinates associated to the basis (e x , e y ) we have
If j > j 0 then there exists P (u) ∈ S F such that f y − P (u)f x = 0 u sy(p−1) . Therefore, the sequence (4) splits and we are in the previous case.
Assume now that j ≤ j 0 and let us
, which is impossible as soon as p −1 k x ≡ k y . Therefore, j > j 0 , in which case the sequence (4) splits, as we have seen before.
The following lemma is well-known and in most cases proved in [EGH13] , proof of Theorem 3.3.13. Lemma 3.3. Let ρ : G Qp → GL 3 (E) be a potentially semi-stable representation with Hodge-Tate weights {−2, −1, 0} and with Galois type τ .
Then
Proof. By hypothesis det(ρ) is a potentially crystalline character with parallel Hodge-Tate weights −3 and satisfies
In other words, each of det(ρ)
[ω] −x is a crystalline character (with trivial Galois type) and with parallel Hodge-Tate weights −3, i.e., it is isomorphic to ε 3 p up to a twist by an unramified character.
Elimination of Galois types
In this section we eliminate the Galois types for certain potentially crystalline lifts of an ordinary and strongly generic Galois representation ρ : G Qp → GL 3 (F) whose Loewy length is less than 3. We first classify such representations in the following subsection.
4.1. The local Galois side. Let ρ : G Qp → GL 3 (F) be a continuous Galois representation. If ρ is ordinary, then we may assume that ρ| I Qp has the following form:
We say that an ordinary representation ρ is generic if a 1 −a 0 > 1, a 2 −a 1 > 1, p−2 > a 2 −a 0 in the matrix (8).
We assume that ρ is ordinary, generic, and minimally non-split (i.e. (ρ) = 2). Since its Loewy length is 2, we can distinguish five isomorphism classes for ρ| I Qp :
By ω a -ω b , we mean a non-trivial extension of ω b by ω a . We also note that, for each i ∈ {0, 1, 2}, Type (T i ) is dual to Type (T −i ) up to twist.
We now introduce the following terminology:
Definition 4.1. An ordinary Galois representation ρ : G Qp → GL 3 (F) is said to be strongly generic if the integers (a 2 , a 1 , a 0 ) in the matrix (8) satisfy the condition:
(9) a 2 − a 1 > 2, a 1 − a 0 > 2, p − 3 > a 2 − a 0 .
In this paper we only consider an ordinary and strongly generic ρ; in particular, such ρ is always Fontaine-Laffaille (cf. [HM] , Proposition 2.1.4).
Let ρ be an ordinary and strongly generic representation of G Qp , and let M be a rankthree Breuil module with descent data to Q p of niveau f such that T * st (M) ∼ = ρ. By Proposition 2.2.4 in [HM] , M is a successive extension of rank-one Breuil modules
for i = 0, 1, 2 (the first isomorphism coming from Lemma 3.1). In this section, we consider only Type (T i ) for i = 0, 1, 2 and their semi-simpification ρ ss . Hence, * 3 = 0 in the matrix (8), and so M has two rank-two Breuil submodules (of weight 2), denoted by M 2,1 and M 2,0 and which correspond respectively to the (possibly split!) extensions ω a2+1 · · · ω a1+1 and ω a2+1 · · · ω a0+1 appearing as subrepresentations in ρ. In particular, for i ∈ {0, 1} we have extensions
If i ∈ {0, 1} and ρ is of Type (T i ), then the exact sequence (11) is non-split for i; if ρ is of Type (T 2 ), then the exact sequences (11) are non-split for both i = 0 and i = 1. Finally, note that we have two exact sequences of Breuil modules
where j i = 1 − i for i = 0, 1 (again by [HM] , Proposition 2.2.4).
We keep these notations in the following subsections. 
If ρ ss 0 ∼ = ρ ss , then the integers k i ∈ Z satisfy k i ≡ a i + 1 − r i mod e with r i ∈ {0, 1, 2},
Moreover, if ρ 0 ∼ = ρ, then the triple (r 2 , r 1 , r 0 ) satisfies the following additional conditions: r 2 = 0 and
• if ρ is of Type (T 2 ), then (r 2 , r 1 ) = (1, 2) = (r 2 , r 0 );
• if ρ is of Type (T 1 ), then (r 2 , r 1 ) = (1, 2);
• if ρ is of Type (T 0 ), then (r 2 , r 0 ) = (1, 2).
Proof. The first part of the proposition is [HM] , Proposition 2.4.3. We recall its proof here, as it will be needed to use the splitting lemma. We may assume that the rank-one Breuil modules M i is of weight 2. So 0 ≤ r i ≤ 2 for i = 0, 1, 2. By the equation (10), we have k i ≡ a i + 1 − r i mod e. By looking at the determinant of ρ we deduce, from Lemma 3.3, the conditions ω 3+k2+k1+k0 = det T * st (M)| I Qp = det ρ| I Qp = ω a2+a1+a0+3 and hence we have r 2 + r 1 + r 0 = 3.
The main ingredient to complete the proof is now Lemma 3.2, specialized to f = 1 and r = 2. If r 2 = 0, then it is obvious that the exact sequence 0 → Fil 2 M 2 → Fil 2 M 2,i → Fil 2 M i → 0 splits and so T * st (M 2,i ) splits. Hence, for any type of ρ, we have r 2 = 0. By Lemma 3.2 again, if (r 2 , r i ) = (1, 2) then M 2,i splits as a direct sum of two characters. Hence, if ρ is of Type (T 2 ) we have (r 2 , r 1 ) = (1, 2) = (r 2 , r 0 ); if ρ is of Type (T 0 ) then (r 2 , r 0 ) = (1, 2); if ρ is of Type (T 1 ) then (r 2 , r 1 ) = (1, 2). 4.3. Galois types in niveau 2. In this subsection we let f = 2 and e = p 2 − 1. In particular, all of the Breuil modules here are defined over F p 2 ⊗ Fp F[u]/u ep . We set K def = Q p 2 ( e √ −p) and keep the notations as in Section 4.1. The main result is the following: 
If ρ ss 0 ∼ = ρ ss , then the quintuple (x, y, r 2 , r 1 , r 0 ) of integers satisfies one of the following possibilities:
(i) if k 2 ≡ (p + 1)x mod e, k 1 ≡ y mod e, and k 0 ≡ py mod e, then
(ii) if k 2 ≡ py mod e, k 1 ≡ (p + 1)x mod e, and k 0 ≡ y mod e, then       
x ≡ a 1 + δ mod (p − 1) and y ≡ a 0 + pa 2 − δ + (p − 1) mod e r 2 = (1 − )(p − 1) − (a 0 − a 2 ) + (2 + δ) r 1 = (1 − δ)(p + 1) r 0 = (a 0 − a 2 ) + (2 + δ) + (δ + + 1)(p − 1);
(iii) if k 2 ≡ y mod e, k 1 ≡ py mod e, and k 0 ≡ (p + 1)x mod e, then
x ≡ a 0 − δ mod (p − 1) and y ≡ a 2 + pa 1 + δ − (p − 1) mod e r 2 = (a 2 − a 1 ) + (2 − δ) − (δ + − 1)(p − 1) r 1 = (1 + )(p − 1) − (a 2 − a 1 ) + (2 − δ) r 0 = (δ + 1)(p + 1).
where ∈ {0, 1} and δ ∈ {−1, 0, 1} satisfy 0 ≤ δ + ≤ 1 and y ≡ 0 mod (p + 1).
Moreover, if ρ 0 ∼ = ρ, then the pair (δ, ) satisfies the following additional conditions:
Proof. The first part of the statement is [HM] , Proposition 2.4.6: we recall its proof as this will be necessary to use the splitting lemma. Let M be the strongly divisible module associated to a lattice in ρ 0 via Theorem 2.1 and write M ∈ F-BrMod 2 dd for the associated Breuil module. Recall that M is endowed with a filtration by Breuil submodules (cf. the introduction to this section) whose graded pieces
In particular by Lemma 3.1 we have 0 ≤ r i ≤ 2(p + 1), k i + pr i ≡ 0 mod p + 1, and the equation (10). Let us write
] py for the Galois type on ρ 0 (hence on M). Therefore we may have either one of the following: (i) k 2 = (p + 1)x, k 1 = y, and k 0 = py; (ii) k 2 = py, k 1 = (p + 1)x, and k 0 = y; (iii) k 2 = y, k 1 = py, and k 0 = (p + 1)x. Each of (i), (ii), (iii) above gives rise to the corresponding statement on (x, y) in the same numbering of the proposition above. We consider only the case (i) (but all the other cases are very similar).
Assume the case (i). A direct manipulation from (10) provides us with (12) (p + 1)x + pr 2 ≡ (a 2 + 1)(p + 1) and pr 1 − r 0 ≡ (a 1 − a 0 )(p + 1) mod e.
In particular we obtain r 2 ≡ 0 and pr 1 − r 0 ≡ 0 modulo e and we may let r 2 = δ (p + 1) with δ ∈ {0, 1, 2} and r 1 +r 0 = α(p+1) for α ∈ {1, 2, 3} (due to the constraints 0 ≤ r i ≤ 2(p+1)). Thus, from (12), we now deduce r 1 ≡ a 1 − a 0 + α mod (p − 1). Let us write r 1 = a 1 − a 0 + α + (p − 1) so that r 0 = α(p + 1) − (a 1 − a 0 + α) − (p − 1). As y = a 1 + pa 0 + (p + 1) − pα + (p − 1) and x ≡ a 2 − 1 + δ mod (p − 1), we obtain, from Lemma 3.3, a 2 + a 1 + a 0 ≡ x + y = a 2 + 1 − δ + a 1 + pa 0 + (p + 1) − pα + (p − 1) mod (p − 1) hence the relation δ + α = 3. By the constraints on the r i 's we see that if α = 1 then = 0, if α = 2 then ∈ {0, 1} and if α = 3 then = 1. We may describe the pair (δ , ) as δ ∈ {0, 1, 2} and ∈ {0, 1} with 1 ≤ δ + ≤ 2. and by letting δ = δ − 1 and = 2 − (δ + ) we obtain finally case (i).
Note that we have shown that (i) ⇒    r 2 = (δ + 1)(p + 1); r 1 = (a 1 − a 0 ) + (2 − δ) + (δ + − 1)(p − 1);
In a completely analogous fashion cases (ii) and (iii) provide us with:
and (iii) ⇒    r 2 = (a 2 − a 1 ) + (2 − δ) + (δ + − 1)(p − 1); r 1 = (1 + )(p − 1) − (a 2 − a 1 ) + (2 − δ); r 0 = (δ + 1)(p + 1). We can now apply Lemma 3.2 to the Breuil submodules M 2,0 , M 2,1 in M. For M 2,0 , one can readily check that r 2 (p−1) ≤ [p −1 k 0 −k 2 ] 2 when (δ, ) = (−1, 1) in the case (i) or when δ + = 1 in case (iii). Similarly, for M 2,1 , r 2 (p − 1) ≤ [p −1 k 1 − k 2 ] 2 when (δ, ) = (−1, 1) in case (i) or (δ, ) = (−1, 1) in case (ii). Hence, for these cases, Fil 2 M 2,j splits and so does T * st (M 2,j ) by Lemma 3.2. Moreover, when (δ, ) = (0, 1) in case (i), T * st (M 2,0 ) splits as well: indeed, in the notations of Lemma 3.2, we now have j 0 = 0, and 
If ρ ss 0 ∼ = ρ ss , then the quadruple (x, r 2 , r 1 , r 0 ) of integers satisfies the following properties:
and (i) if k 2 ≡ x mod e, k 1 ≡ px mod e, and k 0 ≡ p 2 x mod e, then
(ii) if k 2 ≡ p 2 x mod e, k 1 ≡ px mod e, and k 0 ≡ x mod e, then    r 2 = (p 2 + p + 1) + (p 2 + 1)(δ 2 + a 2 ) − p(δ 1 + a 1 ) − p(δ 0 + a 0 ) r 1 = (p 2 + p + 1) − (δ 2 + a 2 ) + (p 2 + p)(δ 1 + a 1 ) − (δ 0 + a 0 ) r 0 = (p 2 + p + 1) − p 2 (δ 2 + a 2 ) − p 2 (δ 1 + a 1 ) + (p + 1)(δ 0 + a 0 ), for δ i ∈ (p − 1)Z such that 0 ≤ r i ≤ 2(p 2 + p + 1) for all i and x ≡ 0 mod (p 2 + p + 1).
Proof. We only give a complete proof of the case (i). The same argument works for (ii) (Or just swap r 2 and r 0 from the case (i)). By equation (10), we have for each i:
(13) p 2−i x + pr i ≡ (a i + 1)(p 2 + p + 1) mod e.
By Lemma 3.3, we have ω x+3 ∼ = det T * st (M) ∼ = ω a2+a1+a0+3 and so x ≡ a 2 + a 1 + a 0 mod (p − 1).
We let x = a 2 + a 1 + a 0 + (p − 1). Adding all the equations in (13) we get:
Since x ≡ a 2 + a 1 + a 0 mod (p − 1), we have (14) r 2 + r 1 + r 0 = 3(p 2 + p + 1).
From the equation (13), we may let    r 2 = (a 2 + 1)(p 2 + p + 1) − p 2 (a 2 + a 1 + a 0 + (p − 1)) + δ 2 (p 3 − 1) r 1 = (a 1 + 1)(p 2 + p + 1) − (a 2 + a 1 + a 0 + (p − 1)) + δ 1 (p 3 − 1) r 0 = (a 0 + 1)(p 2 + p + 1) − p (a 2 + a 1 + a 0 + (p − 1)) + δ 0 (p 3 − 1).
By equation (14), we have the relation = δ 2 + δ 1 + δ 0 . Letting δ i = δ i (p − 1), this completes the proof of the case (i).
Local/global compatibility and Serre weights
Let F be a CM field in which p splits completely. In this section we prove our main results on modular weights for a Galois representation r : G F → GL 3 (F) which is ordinary at all places w|p (Theorems 5.9 and 5.10). After some reminders on the space of algebraic automorphic forms in Section 5.1, having [EGH13] , Section 7 as a main reference, we prove the key statement on inertial local/global compatibility in Section 5.2 (Theorem 5.5). The latter theorem enables us to use the computations in Section 4 to obtain one of the main results on modular weights (Theorem 5.9). We also prove that the obvious weights in the predicted set is modular (Theorem 5.10).
In this section v and v (resp. w and w ) are always places of F + (resp. of F ).
5.1.
The space of automorphic forms on certain unitary groups. Let F/Q be a CM field, F + its maximal totally real subfield. For the rest of the paper, we assume that p splits completely in F . (We note that the assumption that p splits completely in F is unnecessary in this subsection and next, although we may need that every place in F + dividing p splits in F . However, for brevity we assume that p splits completely in F , which is the context for our main results, Theorems 5.9 and 5.10.)
We let G /F + be a reductive group, which is an outer form for GL 3 , and which splits over F . We assume that G(F + v ) U 3 (R) for all v|∞. We recall ([EGH13], Section 7.1) that G admits a reductive model G defined over O F + [N −1 ] for an integer N that is prime to p together with an isomorphism 
, u ∈ U (with the obvious notation u = u p u p for the elements in U ).
We recall that the level U is said to be sufficiently small if there exists a finite place v in F + such that the image of the projection U → G(F + v ) does not contain elements of finite order except the identity. For a finite place v of F + we say that U is unramified at v if one has a decomposition U = G
. If w is a finite place of F we say, with an abuse, that w is an unramified place for U if its restriction w| F + is unramified for U .
Let P U denote the set consisting of finite places w of F such that v def = w| F + is split in F , w pN and U is unramified at w. If P ⊆ P U is a subset of finite complement we write 
via the evident isomorphism
We briefly recall the relation between the space A of classical automorphic forms and the previous spaces of algebraic automorphic forms, in the particular case which is relevant to us.
Following [EGH13] , Section 7.3 we consider the subset w|p (Z 3 + ) 0 of dominant weights λ = (λ w ) w verifying the condition (17) λ 1,w c + λ 3,w = 0, λ 2,w + λ 2,w c = 0, λ 3,w c + λ 1,w = 0 for all triples λ w = (λ 1,w , λ 2,w , λ 3,w ) and all pairs (w, w c ). We write W λ w for the O Fwspecialization of the dual Weyl module associated to λ w (cf. [EGH13] , Section 4.1.1); by condition (17) one deduces an isomorphism of
) (note that the latter is an inductive system in a natural way, with injective transition maps induced from the inclusions between levels). Then S λ (Q p ) has a natural smooth left action of G(A ∞ F + ) induced from the right translation of functions. Fix an isomorphism ı : Q p ∼ → C. As we have done for the O Fw -specialization of the dual Weyl modules, we can define a smooth G(F + ∞ )-representation with C-coefficients σ λ ∼ = v|∞ σ λ v , where σ λ v depends only on λ w for a place w|v (we invite the reader to refer to [EGH13] , Section 7.1.4 for the precise definition of σ λ ).
Lemma 5.1. The isomorphism ı :
5.2.
Potentially crystalline lifts and Serre weights. The aim of this subsection is to prove the inertial local/global compatibility for Hecke eigenclasses of certain automorphic forms attached to Galois representations r : G F → GL 3 (F), which is the key to obtain the upper bound in the set of modular weights. After some preliminaries on the inertial local Langlands correspondence we state the main result in Theorem 5.5; as this theorem is well known to experts, we decided to mainly refer to [EGH13] , avoiding a self-contained exposition.
We start by recalling some facts about the tame inertial local Langlands correspondence via Deligne-Lusztig representations. We refer the reader to [Her09] , Section 4 for a precise and concise reference.
Let n ∈ {1, 2, 3} and define the extension k w,n /k w by letting [k w,n : k w ] = n. Let T be a maximal torus in GL 3/k w , stable under the Frobenius morphism on GL 3/k w . Up to GL 3/k w -conjugacy we have an identification
where 3 ≥ n j > 0 and j n j = 3 (cf. [Her09] , Lemma 4.7).
If θ : T (k w ) → Q × p is a primitive character, i.e. θ j : k × w,nj → Q × p is primitive for all j via the identification (18), then we have a well defined Deligne-Lusztig representation R θ T .
By letting Θ(θ j ) be the cuspidal representation of GL nj (k w ) associated to the primitive character θ j via [Her09] , Lemma 4.4, we have
where P n is the standard parabolic subgroup containing the Levi j GL nj . Let F w,n be the unramified extension over F w of degree n; we consider θ j as a character on O × Fw,n j by inflation and we define the inertial character rec(θ) as follows:
Fw,2 if θ 1 is a niveau one character and θ 2 is a niveau 2, primitive character on k × w,2 ; (iii) rec(θ) =
if θ 1 is a niveau three, primitive character on k w,3 .
and the monodromy operator on rec Fw (Π w ) is zero.
Proof. If either T (k w ) ∼ = k × w,3 or if T splits over k w the result holds by [EGH13] , Proposition 2.4.1.
Assume therefore that
In this case, we deduce from [Her09] , Lemma 6.7 that R θ Let us write σ def = R θ2 T2 ⊗ θ 1 , which will be identified with a representation of M (O Fw ) by inflation from M (k w ), and σ P for the inflation of σ to the standard parahoric P ⊆ GL 3 (O Fw ) associated to P (k w ).
By [Mor99] Lemma 3.6, we have an isomorphism π σ P ∼ −→ (π N ) σ π N is the Jacquet module and the superscripts denote the isotypical components (with respect to the evident Hecke algebras acting on π and π N ). As π σ P = 0 by assumption (and by Frobenius reciprocity) we deduce an M (O Fw )equivariant morphism σ → π N . As the pair (
T2 , θ 1 respectively (this is [Mor99], Proposition 4.1) Normalizing the Jacquet functor via the (unramified) modulus character δ P , Frobenius reciprocity finally provides us with a non-zero map π → ı GL3(Fw) P (Fw) τ σ which is moreover an isomorphism (the GL 3 (F w )-representations here being irreducible).
By the classical local Langlands correspondence ([HT01], [Hen00]) we deduce the isomorphism rec Fw ı GL3(Fw) P (Fw) τ σ ∼ = rec Fw (τ 2 ) ⊕ rec Fw (τ 1 ) up to an unramified twist, and the result follows from the inertial local Langlands correspondence for GL 2 (F w ) × GL 1 (F w ) (cf. Henniart's appendix to [BM02] ).
Definition 5.3. A Serre weight for G (or just Serre weight if G is clear from the context) is an isomorphism class of a smooth, absolutely irreducible representation V of G(O F + ,p ).
As explained in [EGH13], Section 7.3, a Serre weight V admits an explicit description in terms of the GL 3 (k w )-representations F (x, y, z). More precisely, let w be a place of F above p and write v
which is a Serre weight for G(O F + ,p ). (One may notice that our description of Serre weights is different from that in [EGH13] , but of course it will give the same notion under the assumption that p splits completely in F .) where m is the kernel of the system of Hecke eigenvalues α : T P → F associated to r, i.e.
We write W mod (r) for the set of all modular weights for r.
The following theorem is the main result of this subsection, being the key to prove weight elimination for r. As it is well known to experts we decided to mainly refer to [EGH13] , thus avoiding a self contained exposition.
Theorem 5.5. Let V = F a be a modular weight for the Galois representation r : G F → GL 3 (F). Fix a place w|p and assume that F a v • ι −1 w is a Jordan-Hölder constituent in the mod-p reduction of a Deligne-Lusztig representation R θ T of GL 3 (k w ), where T /kw is a Frobenius stable maximal torus in GL 3 (k w ) and θ : T (k w ) → Q × p is a primitive regular character.
Then r| G Fw has a potentially crystalline lift with parallel Hodge-Tate weights {−2, −1, 0} and Galois type rec(θ).
Before the proof, we recall the following results. be the unique square root of | · | (1−n) taking positive values when composed with ι.
Then there exists a continuous semisimple representation
, proof of Theorem 7.2.1. We remark that the assertion (iv) is the main result of [Car] .
Proof of Theorem 5.5. The proof follows verbatim the argument of the "proof of AxiomÃ3" in [EGH13], Proposition 7.4.4.
First of all, note that "AxiomÃ1" holds true in our situation (it does not require any condition on r| G Fw ). Let v def = w| F + and λ ∈ w |p (Z 3 + ) 0 be the restricted weight defined by
Let us write R def = R θ T for the Deligne-Lusztig representation of GL 3 (k w ), which will be identified with a G(k v )-representation via ι w (and hence with a G(O F + v )-representation by inflation). By the argument in the "proof of AxiomÃ3" in [EGH13], Proposition 7.4.4 we obtain
where m is the kernel of a system of Hecke eigenvalues α : T → O E lifting α as in the statement of Lemma 5.6 and K v (1) is the kernel of the morphism
Hence there exists an automorphic irreducible representation Π ⊆ S λ (Q p ) such that
Let r Π : G F → GL 3 (Q p ) be as in the statement of Theorem 5.7. By Chebotarev density theorem, Theorem 5.7-(iii) and [CHT08] , Corollary 3.1.2 we have r Π ∼ = r ∨ . Moreover, we have that r ∨ Π | G Fw is potentially crystalline, with Hodge-Tate weights {−2, −1, 0} and Galois type rec(θ), by Theorem 5.7-(iv), (ii) and Proposition 5.2.
It is therefore the required lift.
5.3. Modular weights and main results. In this subsection we prove our main results on Serre weights for a modular Galois representation r : G F → GL 3 (F) which is ordinary at places above p. After recalling the definition of the set of modular weights associated to r we define, for each place w|p in F , a set of conjectural weights W ? w (r) which depends on the shape of the submodule structure of r| G Fw . We often write W ? w (r| G Fw ) for W ? w (r). Let w|p be a place of F . We assume that r| G Fw is ordinary and strongly generic. (Remember that we assume p splits completely in F .) According to the isomorphism class of r| G Fw (cf. Section 4.1), we define the following set of Serre weights:
= F (a 2 − 1, a 0 , (a 1 + 1) − (p − 1)), F (a 1 − 1 + (p − 1), a 2 , a 0 + 1) ; 1) , a 2 , a 0 + 1), F (a 1 − 1, a 0 , a 2 + 1 − (p − 1)) F (a 1 + (p − 1), a 2 , a 0 ), F (a 2 , a 0 , a 1 − (p − 1))
Recall that if r| G Fw is maximally non-split, i.e. r| G Fw = 3, then one can define a Fontaine-Laffaille parameter FL(r| G Fw ) ∈ P 1 (F) (cf. [HM] , Section 2). In this case, we set
F (a 2 − 1, a 1 , a 0 + 1), F (a 1 − 1, a 0 , a 2 + 1 − (p − 1)) F (a 0 − 1 + (p − 1), a 2 , a 1 + 1) ; 1) , a 1 , a 2 + 1 − (p − 1)), F (a 2 − 1, a 0 , a 1 + 1 − (p − 1)) F (a 1 − 1 + (p − 1), a 2 , a 0 + 1) ; 1) , a 1 , a 2 − (p − 1), F (a 2 , a 0 , a 1 − (p − 1)) F (a 1 + (p − 1), a 2 , a 0 ) .
Note that W ? w (r| G Fw ) ⊂ W ? w (r| ss G Fw ) for each type of r| G Fw . The weights in W L and in W U are called obvious weights and those in W S shadow weights. We let
As in [EGH13] , Section 7.5, we define the set of predicted modular weighs for r in terms of the sets W ? w (r): if v|p is a place of F + , w|v is a place of F , and V v is an absolutely irreducible G(k v )-representation over F, we introduce the conditions
w c (r). We can therefore define the set of predicted Serre weights W ? (r) as follows: Definition 5.8. Assume that for all places w|p the Galois representation r| G Fw is ordinary, strongly generic (cf. Definition 4.1), and r| G Fw < 3. The set of predicted Serre weights for r is
We similarly define the set of predicted obvious weights for r to be
The main result to obtain the upper bound on the modular weights for r is the following:
Theorem 5.9. Let F be an imaginary CM field, and suppose that p splits completely in F . Let r : G F → GL 3 (F) be a modular Galois representation. We assume that for all places w|p the Galois representation r| G Fw are ordinary and strongly generic. If moreover r| G Fw = 3, we further assume that its Fontaine-Laffaille parameter satisfies FL(r| G Fw ) ∈ P 1 (F) \ {0, ∞}.
Then one has W mod (r) ⊆ W ? (r).
The proof of Theorem 5.9 in the case (r| G Fw ) < 3 will be performed in the following subsection. The case that r| G Fw is maximally non-split (i.e., (r| G Fw ) = 3) is one of the main results in [HM] .
For r : G F → GL 3 (F) as in Theorem 5.9, one expects the upper bound given by W ? (r) to be the best possible. In general it is hard to decide whether a weight is actually modular for such a r, but thanks to the results of [BLGG] , the modularity of the obvious weights is now a corollary to Theorem 5.9.
In the following theorem, concerning the modularity of the obvious weights W ?,obv w (r) (cf. (20)), we use the terminology of [BLGG] . We sincerely thank Daniel Le for pointing out the reference to [BLGGT] , Lemma 1.4.3, which is crucial in the proof of Theorem 5.10.
Theorem 5.10. Let F be an imaginary CM field with maximal totally real subfield F + and suppose that F/F + is unramified at all finite places and that p splits completely in F . Let r : G F → GL 3 (F) be an irreducible representation with split ramification. Assume that there is a RACSDC automorphic representation Π of GL 3 (A F ) of weight µ ∈ (Z 3 + )
Hom(F,C) 0 and level prime to p such that
Assume further that for all places w|p the Galois representations r| G Fw are ordinary, strongly generic, and of Loewy length (r| G Fw ) < 3.
Then one has
(r) for all w|p and let a ∈ w|p (Z 3 + ) 0 correspond to V . By Theorem 4.1.9 and Lemma 5.1.1 in [BLGG] together with Theorem 5.9, it is enough to show that, for each w|p, the local representation r| G Fw has a potentially diagonalizable crystalline lift with Hodge type a w . (Note that we don't have to consider a lift of a since p splits completely in F .) But, by Lemma 1.4.3 in [BLGGT] , it is enough to show that there exist an ordinary crystalline lift with Hodge type a w .
Let m, n be integers with m ≥ n+2 and χ m (resp. χ n ) be a m-th (resp. n-th) Tate twist of a unramified character. Then an extension of χ n by χ m is (ordinary) crystalline by [PR94] , Proposition 3.1. The generic condition on m, n mod (p − 1) (i.e., m ≡ n or m ≡ n + 1 mod (p − 1)) implies that the natural map Ext 1
is surjective. Hence, the cases for r| G Fw of Type (T 1 ) and (T 0 ) and for r| G Fw r| ss G Fw hold immediately from this.
The only non-trivial case is for ρ def = r| G Fw of Type (T 2 ). Let ρ| ss I Qp = ω a2+1 ⊕ω a1+1 ⊕ω a0+1 with the strongly generic condition on a i . We may consider ρ as a quotient of ρ 1 ⊕ ρ 2 by ρ 0 where ρ 1 and ρ 2 are the two 2-dimensional subrepresentations of ρ and ρ 0 is the 1dimensional subrepresentation of ρ. Let a w = (a w , b w , c w ). (Then {a w + 2, b w + 1, c w } ≡ {a 2 + 1, a 1 + 1, a 0 + 1} mod (p − 1) since V is an obvious weight.) By the argument in the previous paragraph, ρ 1 and ρ 2 have ordinary crystalline lifts ρ 1 with Hodge-Tate weights (a w + 2, b w + 1) and ρ 2 with Hodge-Tate weights (a w + 2, c w ) respectively, both of which has a common subrepresentation ρ 0 that is a lift of ρ 0 with Hodge-Tate weight a w + 2. Let ρ be the quotient of ρ 1 ⊕ ρ 2 by ρ 0 (via the diagonal embedding). Then ρ is obviously an ordinary crystalline 3-dimensional representation with Hodge-Tate weights (a w + 2, b w + 1, c w ) that is isomorphic to a lift of ρ.
5.4.
Proof of Theorem 5.9. We consider the situation in the statement of Theorem 5.9. Namely, we fix a place w above p, we let V = v |p V v be a modular weight for r, and we assume that r| G Fw is ordinary and strongly generic as in Definition 4.1.
We write ρ def = r| G Fw and note that we can assume, without loss of generality, that ρ is either of Type (T i ) for i = 0, 1, 2. The other types are dual of those up to twist, and one has
In all what follows, we write F
Recall that we write R θ T for a Deligne-Lusztig representation associated to a maximal torus T /kw and a primitive regular character θ : T (k w ) → Q × p . We also recall that if F ∈ JH R θ T , then, by Theorem 5.5, r| G Fw has a potentially crystalline lift with Hodge-Tate weights {−2, −1, 0} and with Galois type rec(θ). 5.4.1. Niveau 1 types. We keep the assumption and the notation as at the beginning of Section 5.4
Proposition 5.11.
w is isomorphic to one of the weights in the following list F (a2, a0, a1 − (p − 1)), F (a1 + (p − 1), a2, a0), F (a0 + (p − 1), a1, a2 − (p − 1)),
with moreover the further weights:
if ρ is of Type (T 1 ), and the further weights:
Proof. Let T (k w ) be the maximal split torus of diagonal matrices, and let us write F = F (b 2 , b 1 , b 0 ) for a restricted weight (b 2 , b 1 , b 0 ) ∈ X 1 (T ) (where X 1 (T ) denotes the set of restricted weights as in [Her09] , Definition 3.6).
By Frobenius reciprocity we have
In particular, we have
[ω] b0 and hence by Theorem 5.5 we deduce that r| G Qp admits a potentially crystalline lift ρ : G Qp → GL 3 (E) whose associated Galois type has niveau one:
By Proposition 4.2 specialized to Type (T 2 ) we may assume that
where the triple (r 2 , r 1 , r 0 ) is as in Proposition 4.2 for Type (T 2 ). Since the Serre weight F (b 2 , b 1 , b 0 ) is an obvious constituent of the Jordan-Hölder factors of the principal series Ind
is one of the 6 obvious weights in the semisimplification of one of the following principal series:
. Let us consider the following obvious weights in Ind GL3(Fp) B(Fp) ω a2 ⊗ ω a1 ⊗ ω a0 lying in the lower alcove:
Each of them forms the cosocle of the following dual Weyl modules W (a 1 + (p − 2), a 2 , a 0 + 1), W (p − 2 + a 0 , a 1 , a 2 − (p − 2)) and hence
If F 1 (resp. F 2 ) were modular, by Theorem 5.5 we shall have a potentially crystalline lift of ρ, with associated Galois type rec(θ 1 ) (resp. rec(θ 2 )) contradicting Proposition 4.2 for Type (T 2 ).
In a completely analogous fashion we see that weights
and hence can not be modular by virtue of Theorem 5.5 Proposition 4.2 for Type (T 2 ). Similarly, the weights
can not be modular as well. This completes the proof in Type (T 2 ) of the corollary. Types (T 0 ) and (T 1 ) are deduced in a completely analogous fashion (using Proposition 4.2 specialized to the Types (T 0 ) and (T 1 ) respectively): we leave the computational details to the reader. 5.4.2. Niveau 2 types. We keep the assumption and the notation as at the beginning of Section 5.4.
Proposition 5.12. If V = v |p V v is a modular weight for r, then F = V v • ι −1 w is isomorphic to one of the weights in the following list F (a0 + (p − 1), a1, a2 − (p − 1)), F (a2 − 1, a1, a0 + 1), F (a2 − 1, a0, a1 + 1 − (p − 1)) with moreover, according to the isomorphism class of ρ, the additional weights: F (a1 + (p − 1), a2, a0), F (a0 − 1 + (p − 1), a2, a1), F (a2, a0, a1 − (p − 1)) if ρ is of Type (T 1 ), and the further weight:
For the proof of Proposition 5.12 we record the following easy lemma:
Lemma 5.13. Let F = F (x, y, z) be a restricted weight lying in the upper alcove and let i ≥ j > k be integers such that i − k ≤ p − 1.
Let θ ∼ = [ω] i ⊗ [ω 2 ] j+pk via the isomorphism T (k w ) ∼ = k × w × k × 2,w . The relation Proof of Proposition 5.12. We perform in detail the proof for the Type (T 2 ): Types (T 0 ) and (T 1 ) are proved in the evident similar fashion and we leave the computations as an exercise to the scrupulous reader.
In all what follows we identify θ : T (k w ) → E × with a character of the form [ω] x ⊗ [ω] y 2 for some appropriate x, y ∈ Z, via the isomorphism T (k w ) ∼ = k × w × k × 2,w . Let us consider the following weights lying in the lower alcove:
(26) F (a 0 + (p − 1), a 2 − 1, a 1 + 1), F (a 1 , a 0 , a 2 − (p − 1)).
By the explicit description of the Jordan-Hölder factors for Niveau 2 types it is easy to check that F (a 0 + (p − 1), a 2 − 1, a 1 + 1) ∈ JH R θ1 T ; F (a 1 , a 0 , a 2 − (p − 1)) ∈ JH R θ2
a2−1+p(a1+1) 2
.
By the first part of Proposition 4.3 and Theorem 5.5 we conclude that the weights (26) can not be modular for r. By Lemma 5.13 we obtain the following relations on the remaining weights in the upper alcove: and both types in the RHS are not allowed to produce modular weights for r, by virtue of the second part of Proposition 4.3 and Theorem 5.5. Together with Proposition 5.11, this ends the proof of Proposition 5.12 for Type (T 2 ).
Remark 5.14. Note that Proposition 5.12 together with the identity (23) completes the proof of Theorem 5.9 in the non-split case. The same argument as in Propositions 5.11 and 5.12 works for r| G Fw semi-simple, by using only ρ ss -part of Propositions 4.2 and 4.3. We leave this routine computation to the reader, and this completes the proof of Theorem 5.9. 5.4.3. Niveau 3 types. The goal of this subsection is to check if we can further eliminate some of the weights appearing in Proposition 5.12 using niveau 3 types and the splitting lemma. In fact, all of the weights in Proposition 5.12 survives. We consider more in detail the shadow weight F (a 2 , a 0 , a 1 − (p − 1)), appearing as a possible (local) modular weight for r when ρ def = r| G Fw is of Type (T 1 ). One could check, in an evident similar fashion, that the other weights in Proposition 5.12 survive as well.
We fix a maximal torus T /O F w,3 such that T (k w ) ∼ = k × w,3 ; this lets us identify a character θ : T (k w ) → E × with [ω 3 ] a(θ) : k × w,3 → E × for some a(θ) ∈ N, where ω 3 is a Serre fundamental character of niveau 3.
In the following remark, we record a concrete statement we want to check in this subsection.
Remark 5.15. Assume that ρ is of Type (T 1 ) and let θ : T (k w ) → E × be a primitive character such that F (a 2 , a 0 , a 1 − (p − 1)) ∈ JH R θ T . Let ρ 0 : G Qp → GL 3 (E) be a potentially crystalline p-adic Galois representation with Hodge-Tate weights {0, −1, −2} having Galois type rec(θ) and M ∈ F-BrMod 2 dd be a rank-three Breuil module deduced from ρ 0 via base change S O E S F and Theorem 2.1. Then the condition ρ 0 = T * st (M) ∼ = ρ does not lead to a contradiction with Proposition 4.4 nor with Lemma 3.2.
In particular, the weight elimination technique as developed in this paper does not let one eliminate the weight F (a 2 , a 0 , a 1 − (p − 1)). The remaining of this subsection is devoted to check Remark 5.15. To ease notations and computation we may, and do, assume that a 0 = 0 and write a def = a 2 , b def = a 1 (the general case follows by twisting by [ω] a0 ). We first determine the primitive niveau 3 character θ : T (k w,3 ) → E × appearing in the statement of Remark 5.15. Proof. Let us write θ = [ω 3 ] i+pj+p 2 k with p 2 + p + 1 i + pj + p 2 k.
We start from (i). As the triple (a, b, 0) is strongly generic, we deduce from the decomposition (7.8) in [Her09] that F ∈ {F (2(p − 1) + k, p − 1 + j, i), F (p − 1 + j, i − 1, k + 1), F (i − 1, k, j + 1 − (p − 1))}. By [EGH13] , Lemma 5.2.4 one deduces (i).
As for (ii), we have R θ T ∨ ∼ = R θ −1 T (cf. for instance [Her09] , proof of Proposition 6.23). Since (−i) > (−j) ≥ (−k), −i + k ≤ p we can use again the decomposition (7.8) in [Her09] (and dualize back) to obtain F ∈ {F (i, j − (p − 1), k − 2(p − 1)), F (k − 1, i + 1, j − (p − 1)), F (j + (p − 2), k, i + 1)}. The conclusion follows from a straightforward computation via [EGH13] , Lemma 5.2.4.
