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a b s t r a c t
In this paper, we shall propose a new method to obtain symmetric solutions of a fully
fuzzy linear system (FFLS) based on a 1-cut expansion. To this end, we solve the 1-cut of
a FFLS (in the present paper, we assumed that the 1-cut of a FFLS is a crisp linear system
or equivalently, the matrix coefficient and right hand side have triangular shapes), then
some unknown symmetric spreads are allocated to each row of a 1-cut of a FFLS. So, after
some manipulations, the original FFLS is transformed to solving 2n linear equations to
find the symmetric spreads. However, our method always give us a fuzzy number vector
solution. Moreover, using the proposed method leads to determining the maximal- and
minimal symmetric solutions of the FFLS which are placed in a Tolerable Solution Set
and a Controllable Solution Set, respectively. However, the obtained solutions could be
interpreted as bounded symmetric solutions of the FFLSwhich are useful for a large number
of multiplications existing between two fuzzy numbers. Finally, some numerical examples
are given to illustrate the ability of the proposed method.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Linear systems have important applications in many branches of science and engineering. In many applications, at least
some of the parameters of the system are represented by fuzzy rather than crisp numbers. So, it is immensely important to
develop a numerical procedure that would appropriately treat general fuzzy linear systems and solve them.
The system of linear equations AX =b where the elements, aij, of the matrix A are crisp values and the elements,bi of
the vector b are fuzzy numbers, is called a fuzzy linear system (FSLE).
Fuzzy linear systems have been studied by several authors. Friedman et al. [1] investigated a general model to solve a
FSLE by using an embedding approach. To continue Friedman et al.’s work, Allahviranloo et al. proposed some well-known
numericalmethods for solving a FSLE [2–5]. Also, Abbasbandy et al. proposed the LU-decompositionmethod and the Steepest
descent method to solve FSLE [6,7]. Recently, Allahviranloo and Salahshour in [8] proposed a novel method to solve a FSLE
based on the 1-cut expansion. In that method, some spreads and follows them some new solutions are derived which are
placed in TSS or CSS. Also for more references see [9–14].
The system of linear equationsAX =b where the elements, aij, of the matrixA and the elements,bi of the vector b are
fuzzy numbers, is called a fully fuzzy linear system (FFLS).
FFLSs have been studied bymany authors. Buckley and Qu in their continuous work [15–17] proposed different solutions
for FFLSs. Based on their work, Muzzioli and Reynaerts have studied FFLS in a dual form [18]. Their approach to solving a
n ∗ n FFLS leads to solving a 2n(n+1) crisp system. Clearly, for a large n, obtaining such a solution is not easy work and such
an approach has a big propagation error.
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Consequently, Dehghan et al. [19,20], proposed Cramer’s rule, Gaussian elimination, LU decomposition (Doolittle
algorithm) and its simplification. Vroman et al. suggested Cramer’s rule to solve a FFLS [21], then proved that their solution is
better than Buckley and Qu’s solution. Recently, Allahviranloo et al. [22] proposed an analytical method to obtain a solution
of a FFLS by an embedding method. Their method is constructed based on obtaining a non-zero solution of the FFLS.
In this paper, we proposed a simple and practical method to solve FFLSs. Our approach is twofold. First, we solve the FFLS
in a 1-cut position. So, the obtained system is crisp. Then we will allocate some unknown symmetric spreads to each row
of the 1-cut system. However, solving the original FFLS is equivalent to solving 2 ∗ n equations to derive the spreads of the
solution.
Note that, such an allocation of spreads to each row has a natural interpretation such that in a real system, perhaps each
row of the system does not have an equal influence compared with the other rows. So, allocating various spreads to each
row is common sense.
In addition, in order to obtain linear spreads, some manipulation and simplifications are done in the structure of the
obtained spreads. Moreover, we shall discuss the obtained solutions and show that by changing the symmetric spreads,
solutions of the FFLS are placed in the TSS or CSS.
The rest of paper is organized as follows:
In Section 2, we review briefly some needed concepts. In Section 3, we propose our new method to solve a FFLS. Also,
some discussions are given about how we could determine the linear symmetric spreads of solution of the FFLS. Moreover,
we will demonstrate how the obtained spreads lead to derive maximal- and minimal symmetric solutions. Finally, some
numerical examples are given to show the role of various types of spreads in the structure of solutions of the FFLS and
conclusions are drawn in Section 5.
2. Preliminaries
The basic definitions of a fuzzy number are given in [23–25] as follows:
Definition 2.1. A fuzzy number is a fuzzy set like u : R→ [0, 1]which satisfies:
1. u is an upper semi-continuous function on,
2. u(x) = 0 outside some interval [a, d].
3. There are real numbers a, b such as a ≤ b ≤ c ≤ d and
3.1. u(x) is a monotonic increasing function on [a, b],
3.2. u(x) is a monotonic decreasing function on [c, d],
3.3. u(x) = 1 for all x ∈ [b, c].
The membership function u is presented as
u(x) =

uL(x) if x ∈ [a, b],
1 if x ∈ [b, c],
uR(x) if x ∈ (c, d],
0 otherwise
(1)
where uL : [a, b] → [0, 1] and uR : [c, d] → [0, 1] are left and right membership functions of the fuzzy number u. Another
definition for a fuzzy number is as follows:
Definition 2.2. A fuzzy number u in parametric form is a pair (u, u) of functions u(r), u(r), 0 ≤ r ≤ 1, which satisfy the
following requirements:
1. u(r) is a bounded non-decreasing left continuous function in (0, 1], and right continuous at 0,
2. u(r) is a bounded non-increasing left continuous function in (0, 1], and right continuous at 0,
3. u(r) ≤ u(r), 0 ≤ r ≤ 1.
The trapezoidal fuzzy number u = (x0, y0, σ , β), with two defuzzifiers x0, y0, and left fuzziness σ > 0 and right fuzziness
β > 0 is a fuzzy set where the membership function is as
u(x) =

1
σ
(x− x0 + σ) x0 − σ ≤ x ≤ x0,
1 x0 ≤ x ≤ y0,
1
β
(y0 − x+ β) y0 ≤ x ≤ y0 + β,
0 otherwise.
If x0 = y0, then u is called a triangular fuzzy number and we write u = (x0, σ , β). The support of fuzzy number u is defined
as follows:
supp(u) = {x|u(x) > 0},
where {x|u(x) > 0} is closure of set {x|u(x) > 0}.
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For arbitrary fuzzy numbersu(r) = [u(r), u(r)] andv(r) = [v(r), v(r)], we shall define addition, subtraction and
multiplication as follows for 0 ≤ r ≤ 1:
1-Addition: (u+v)(r) = [u(r)+ v(r), u(r)+ v(r)]
2-Subtraction: (u−v)(r) = [u(r)− v(r), u(r)− v(r)]
3-Multiplication: (uv)(r) = [min{u(r)v(r), u(r)v(r), u(r)v(r), u(r)v(r)},max{u(r)v(r), u(r)v(r), u(r)v(r), u(r)v(r)}].
Definition 2.3. The n× n linear system of equations
a11x1 +a12x2 + · · · +a1nxn = b1a21x1 +a22x2 + · · · +a2nxn = b2
...an1x1 +an2x2 + · · · +annxn = bn
(2)
where the elements,aij of the coefficient matrixA, 1 ≤ i, j ≤ n, and the elements,bi, of the vectorb are fuzzy numbers are
called fully fuzzy linear systems (FFLS).
Definition 2.4. A fuzzy vectorX = (x1, . . . ,xn)t given byxi = [xi(r), xi(r)], 1 ≤ i ≤ n, 0 ≤ r ≤ 1 is called the solution of
(2) if
n−
j=1
aijxj =
n−
j=1
aijxj = bi,
n−
j=1
aijxj =
n−
j=1
aijxj = bi.
Definition 2.5 ([26]). The united solution set (USS), the tolerable solution set (TSS) and controllable solution set (CSS) for
the system (2) are respectively as follows:
X∃∃ =

x′ ∈ Rn : (∃A′ ∈ A)(∃b′ ∈ b) s.t. A′x′ = b′ = x′ ∈ Rn : Ax′ ∩ b′ ≠ φ
X∀∃ =

x′ ∈ Rn : (∀A′ ∈ A)(∃b′ ∈ b) s.t. A′x′ = b′ = x′ ∈ Rn : Ax′ ⊆ b
X∃∀ =

x′ ∈ Rn : (∀b′ ∈ b)(∃A′ ∈ A) s.t. A′x′ = b′ = x′ ∈ Rn : Ax′ ⊇ b .
Definition 2.6. A fuzzy vectorX = (x1, . . . ,xn)t given byxi = [xi(r), xi(r)], 1 ≤ i ≤ n, 0 ≤ r ≤ 1 is called the minimal
symmetric solution of (2) which is placed in the CSS if for any arbitrary symmetric solutionY = (y1, . . . , yn)t which is place
in the CSS that isY (1) =X(1)we haveY ⊇X , i.e., (yi ⊇xi), i.e., (σyi ≥ σxi), ∀i = 1, . . . , n
where σyi and σxi are symmetric spreads ofyi andxi, respectively.
Definition 2.7. A fuzzy vectorX = (x1, . . . ,xn)t given byxi = [xi(r), xi(r)], 1 ≤ i ≤ n, 0 ≤ r ≤ 1 is called the maximal
symmetric solution of (2) which is placed in the TSS if for any arbitrary symmetric solutionZ = (z1, . . . ,zn)t which is place
in the TSS that isZ(1) =X(1)we haveX ⊇Z , i.e., (xi ⊇zi), i.e., (σxi ≥ σzi), ∀i = 1, . . . , n
where σxi and σzi are symmetric spreads of xi andzi, respectively.
3. Symmetric solution of FFLS
In this section, we shall describe a new practical method to solve FFLSs. First, we solve the 1-cut of the FFLS to obtain a
crisp solution of the FFLS. So, we should solve the following crisp system:
n−
j=1
aij(1)xj =bi(1), i = 1, . . . , n (3)
where,bi(1),aij(1) ∈ R and xj is an unknown crisp variable which will be determined by solving system (3). Consequently,
after obtaining the solution of the crisp system (3), we fuzzify such a solution by allocating some unknown symmetric
spreads to each row of the system (3). However, finding a solution of the original FFLS is equivalent to obtaining a solution
of 2n linear equations and it follows that this is equivalent to finding spreads of the solution.
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So, the system of crisp equations (3) is converted to the following system:
[a11(r), a11(r)][x1 − α1(r), x1 + α1(r)] + · · · + [a1n(r), a1n(r)][xn − α1(r), xn + α1(r)] = [b1(r), b1(r)]
[a21(r), a21(r)][x1 − α2(r), x1 + α2(r)] + · · · + [a2n(r), a2n(r)][xn − α2(r), xn + α2(r)] = [b2(r), b2(r)]
...
[an1(r), an1(r)][x1 − αn(r), x1 + αn(r)] + · · · + [ann(r), ann(r)][xn − αn(r), xn + αn(r)] = [bn(r), bn(r)]
(4)
where, αi > 0, i = 1, 2, . . . , n are unknown spreads which will be determined by solving 2n above equations and
xj, j = 1, . . . , n are elements of the obtained vector solution of system (3).
Now, we consider three separate cases for the elements of matrixA as follows:
1. I1 =

(i, j) ∈ Nn × Nn|aij > 0,
2. I2 =

(i, j) ∈ Nn × Nn|aij < 0,
3. I3 = I1 ∪ I2,
where, Nn = {1, . . . , n}.
Remark 3.1. Notice that, for sake of simplicity, we consider that xi − αi1(r) and xi − αi2(r) are positive, and describe our
theory by such an assumption. However, we just omitted some cases where zero does not exists in the support of elements
of fuzzy matrices and fuzzy solutions.
3.1. Case (1): I1 = {(i, j) ∈ Nn × Nn|aij > 0}, |I1| = n2
Here, the fuzzy matrixA is assumed positive. So, the i-th row of system (4) is presented as following:
[ai1(r), ai1(r)][x1 − αi(r), x1 + αi(r)] + · · · + [ain(r), ain(r)][xn − αi(r), xn + αi(r)] = [bn(r), bn(r)].
Then, by assumption of the positivity ofA, the compact form of above equation is given:
n−
j=1
aij(r)(xj − αi(r)) = bi(r) H⇒ αi(r) = f1(x1, . . . , xn, ai1(r), . . . , ain(r), bi(r)) (5)
n−
j=1
aij(r)(xj + αi(r)) = bi(r) H⇒ αi(r) = f2(x1, . . . , xn, ai1(r), . . . , ain(r), bi(r)). (6)
From now to the end, we replace αi1(r)with αi(r) in Eq. (5) and replace αi2(r)with αi(r) in Eq. (6).
So, by such notations, we get for i = 1, . . . , n:
αi1(r) = f1(x1, . . . , xn, ai1(r), . . . , ain(r), bi(r)), αi2(r) = f2(x1, . . . , xn, ai1(r), . . . , ain(r), bi(r)). (7)
We suggest two total procedures to determine the symmetric spreads of solutions of the FFLS, which are denoted by:
α−s (r) = min0≤r≤1 {|αi1(r)|, |αi2(r)|} , i = 1, . . . , n (8)
α+s (r) = max0≤r≤1{|αi1(r)|, |αi2(r)|}, i = 1, . . . , n. (9)
So,X(r) = (x1(r), . . . ,xn(r))t , is obtained by applying (8) or (9) respectively, as follows:xi(r) = xi − α−s (r), xi + α−s (r) (10)
and xi(r) = xi − α+s (r), xi + α+s (r) . (11)
Sometimes, obtaining theminimumof several functions on the interval [0, 1] is not easywork, also, even if we do it, the final
spreads

α−s (r), α+s (r)

are not linear functions, maybe, piece-wise linear functions. So, in order to achieve linear spreads,
we carry out some changes in the structure of the obtained spreads Eqs. (8)–(9). By using Eq. (7), the linear form of the
spreads of fuzzy symmetric solutions are determined as follows:
αi1(r) =
n∑
j=1
aij(r)xj − bi(1)+ σi − σir
n∑
j=1
aij(r)
, αi2(r) =
n∑
j=1
aij(r)xj − bi(1)− βi + βir
n∑
j=1
aij(r)
. (12)
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Let aij(r) ∈ [aij(0), aij(1)], where suppaij = [aij(0), aij(0)], then:
min
0≤r≤1

n−
j=1
aij(r)

=
n−
j=1
min
0≤r≤1

aij(r)
 = n−
j=1
aij(0), i = 1, . . . , n,
max
0≤r≤1

n−
j=1
aij(r)

=
n−
j=1
max
0≤r≤1

aij(r)
 = n−
j=1
aij(1), i = 1, . . . , n.
Similarly, consider aij(r) ∈ [aij(1), aij(0)], then:
min
0≤r≤1

n−
j=1
aij(r)

=
n−
j=1
min
0≤r≤1

aij(r)
 = n−
j=1
aij(1), i = 1, . . . , n,
max
0≤r≤1

n−
j=1
aij(r)

=
n−
j=1
max
0≤r≤1

aij(r)
 = n−
j=1
aij(0), i = 1, . . . , n.
Hence, we set:
αli1(r) =
n∑
j=1
aij(r)xj − bi(1)+ σi − σir
n∑
j=1
aij(1)
, i = 1, . . . , n, (13)
αui1(r) =
n∑
j=1
aij(r)xj − bi(1)+ σi − σir
n∑
j=1
aij(0)
, i = 1, . . . , n, (14)
αli2(r) =
n∑
j=1
aij(r)xj − bi(1)− βi + βir
n∑
j=1
aij(0)
, i = 1, . . . , n, (15)
αui2(r) =
n∑
j=1
aij(r)xj − bi(1)− βi + βir
n∑
j=1
aij(1)
, i = 1, . . . , n. (16)
So, we use some notations to apply linear symmetric spreads of solutions of the FFLS as follows:
α−,ls (r) = min0≤r≤1
|αli1(r)|, |αli2(r)| , (17)
α−,us (r) = min0≤r≤1
|αui1(r)|, |αui2(r)| , (18)
α+,ls (r) = max0≤r≤1
|αli1(r)|, |αli2(r)| , (19)
α+,us (r) = max0≤r≤1
|αui1(r)|, |αui2(r)| . (20)
Therefore, by applying various symmetric spreads, the corresponding solutions are derived as:X−,l(r) = (x−,l1 (r), . . . ,x−,ln (r))t , s.t.x−,li (r) = [xi − α−,ls (r), xi + α−,ls (r)], (21)X−,u(r) = (x−,u1 (r), . . . ,x−,un (r))t , s.t.x−,ui (r) = [xi − α−,us (r), xi + α−,us (r)], (22)X+,l(r) = (x+,l1 (r), . . . ,x+,ln (r))t , s.t.x+,li (r) = [xi − α+,ls (r), xi + α+,ls (r)], (23)X+,u(r) = (x+,u1 (r), . . . ,x+,un (r))t , s.t.x+,ui (r) = [xi − α+,us (r), xi + α+,us (r)]. (24)
Proposition 3.1. Let us consider the solution of crisp system (3) as X c = (x1, . . . , xn)t , and the symmetric spreads of solutions
of the FFLS are obtained by Eqs. (17)–(20), such that |I1| = n2, then:
(1) α−,ls (1) = α−,us (1) = α+,ls (1) = α+,us (1) = 0,
(2) X−,l(1) =X−,u(1) =X+,l(1) =X+,u(1) = X c .
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3.2. Case (2): I2 = {(i, j) ∈ Nn × Nn|aij < 0}, |I2| = n2
Here, fuzzy matrixA is assumed to be negative. So, the i-th row of system (4) is presented as follows:
n−
j=1
aij(r)(xj + αi1(r)) = bi(r) H⇒ αi1(r) =
bi(r)−
n∑
j=1
aij(r)xj
n∑
j=1
aij(r)
, i = 1, . . . , n, (25)
n−
j=1
aij(r)(xj − αi2(r)) = bi(r) H⇒ αi2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=1
aij(r)
, i = 1, . . . , n. (26)
In addition, similar to Case (1), wemodified the obtained spreads. Hence, various spreads of the solution of the FFLS for each
row are derived as follows:
αli1(r) =
bi(r)−
n∑
j=1
aij(r)xj
n∑
j=1
aij(1)
, i = 1, . . . , n, (27)
αui1(r) =
bi(r)−
n∑
j=1
aij(r)xj
n∑
j=1
aij(0)
, i = 1, . . . , n, (28)
αli2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=1
aij(0)
, i = 1, . . . , n, (29)
αui2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=1
aij(1)
, i = 1, . . . , n. (30)
Also, similar to the usage of Eqs. (17)–(20), various types of spreads will be determined.
Proposition 3.2. Let us consider the solution of crisp system (3) as X c = (x1, . . . , xn)t , and the symmetric spreads of solutions
are obtained by modifications of (27)–(30) using (17)–(20) such that |I2| = n2, then:
(1) α−,ls (1) = α−,us (1) = α+,ls (1) = α+,us (1) = 0,
(2) X−,l(1) =X−,u(1) =X+,l(1) =X+,u(1) = X c .
3.3. Case (3): I3 = I1 ∪ I2, |I1| = s1, |I2| = s2 s.t. |I3| = s1 + s2 = n2
Here, we will explain our method to solve the FFLS when some components of the coefficient matrix are positive and the
others are negative.
Without loss of generality, consider the i-th row:aij(r) > 0, ∀j ∈ Ns andaij(r) < 0, ∀j ∈ Nn − Ns.
So, we get:
s−
j=1
aij(r)

xj − αi(r)
+ n−
j=s+1
aij(r)(xj + αi(r)) = bi(r), i = 1, . . . , n, (31)
s−
j=1
aij(r)

xj + αi(r)
+ n−
j=s+1
aij(r)(xj − αi(r)) = bi(r), i = 1, . . . , n. (32)
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So, from Eqs. (31) and (32) we get the following, respectively:
αi1(r) =
n∑
j=1
aij(r)xj − bi(r)
s∑
j=1
aij(r)−
n∑
j=s+1
.aij(r)
, i = 1, . . . , n, (33)
αi2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=s+1
aij(r)−
s∑
j=1
aij(r)
, i = 1, . . . , n. (34)
Moreover, to find the maximum and minimum denominators of Eqs. (33)–(34), we get for i = 1, . . . , n and 0 ≤ r ≤ 1:
min
0≤r≤1

s−
j=1
aij(r)−
n−
j=s+1
aij(r)

=
s−
j=1
min
0≤r≤1

aij(r)
− n−
j=s+1
max
0≤r≤1

aij(r)
 = s−
j=1
aij(0)−
n−
j=s+1
aij(1),
max
0≤r≤1

s−
j=1
aij(r)−
n−
j=s+1
aij(r)

=
s−
j=1
max
0≤r≤1

aij(r)
− n−
j=s+1
min
0≤r≤1

aij(r)
 = s−
j=1
aij(1)−
n−
j=s+1
aij(0),
min
0≤r≤1

n−
j=s+1
aij(r)−
s−
j=1
aij(r)

=
n−
j=s+1
min
0≤r≤1{aij(r)} −
s−
j=1
max
0≤r≤1
{aij(r)} =
n−
j=s+1
aij(1)−
s−
j=1
aij(0),
max
0≤r≤1

n−
j=s+1
aij(r)−
s−
j=1
aij(r)

=
n−
j=s+1
max
0≤r≤1
{aij(r)} −
s−
j=1
min
0≤r≤1{aij(r)} =
n−
j=s+1
aij(0)−
s−
j=1
aij(1).
Thus, various types of linear spreads of solutions are modified as follows:
αli1(r) =
n∑
j=1
aij(r)xj − bi(r)
s∑
j=1
aij(1)−
n∑
j=s+1
aij(0)
, i = 1, . . . , n, (35)
αui1(r) =
n∑
j=1
aij(r)xj − bi(r)
s∑
j=1
aij(0)−
n∑
j=s+1
aij(1)
, i = 1, . . . , n, (36)
αli2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=s+1
aij(0)−
s∑
j=1
aij(1)
, i = 1, . . . , n, (37)
αui2(r) =
n∑
j=1
aij(r)xj − bi(r)
n∑
j=s+1
aij(1)−
s∑
j=1
aij(0)
, i = 1, . . . , n. (38)
Finally, spreads of the solution of the FFLS will be obtained by similar usage of Eqs. (17)–(20).
Proposition 3.3. Let us consider the solution of crisp system (3) as X c = (x1, . . . , xn)t , and I3 = I1 ∪ I2, |I1| = s1, |I2| =
s2 s.t. |I3| = s1 + s2, then:
(1) α−,ls (1) = α−,us (1) = α+,ls (1) = α+,us (1) = 0,
(2) X−,l(1) =X−,u(1) =X+,l(1) =X+,u(1) = X c .
Theorem 3.1. Let us consider αLs (r) = min

α
−,Ď
s (r), α
+,Ď
s (r)

and αUs (r) = max

α
−,Ď
s (r), α
+,Ď
s (r)

for 0 ≤ r ≤ 1 and
Ď ∈ {l, u}. Then, we have the following:
1. X L ∈ TSS,
2. XU ∈ CSS,
whereX L = (xL1,xL2, . . . ,xLn)t andxi(r) = [xi − αLs (r), xi + αLs (r)] and so on for XU .
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Proof. Using Definition 2.5, the proof is obvious. 
Theorem 3.2. Let us consider αLs (r) = min

α
−,Ď
s (r), α
+,Ď
s (r)

and αUs (r) = max

α
−,Ď
s (r), α
+,Ď
s (r)

for 0 ≤ r ≤ 1 and
Ď ∈ {l, u}. AlsoX L andXU are defined in Theorem 3.1, then we have the following:
1. X L is the maximal symmetric solution in TSS,
2. XU is the minimal symmetric solution in CSS,
Proof. Using Definitions 2.5–2.7, the proof is obvious. 
4. Numerical example
In this section,we take an examplewhich has been solved in [22,19]with theirmethods. However,we adopt the proposed
method to solve it to determine four types of solutions which are as bounded solutions while two of them are the maximal
symmetric solution and the minimal symmetric solution of the original FFLS.
Example 4.1. Consider the following FFLS:
A = (4+ r, 6− r) (5+ r, 8− 2r)
(6+ r, 7) (4, 5− r)

, b = (40+ 10r, 67− 17r)
(43+ 5r, 55− 7r)

.
So, crisp solution (1-cut) is obtained as X c = (x1, x2)t , where (x1, x2)t = (4, 5)t . Then, crisp system (3) is fuzzified as follows:[4+ r, 6− r][4− α1(r), 4+ α1(r)] + [5+ r, 8− 2r][5− α1(r), 5+ α1(r)] = [40+ 10r, 67− 17r]
[6+ r, 7][4− α2(r), 4+ α2(r)] + [4, 5− r][5− α2(r), 5+ α2(r)] = [43+ 5r, 55− 7r].
So, in order to determine the spreads of the FFLS, we should construct 4 linear equations as follows:
(4+ r)(4− α1(r))+ (5+ r)(5− α1(r)) = 40+ 10r (39)
(6− r)(4+ α1(r))+ (8− 2r)(5+ α1(r)) = 67− 17r (40)
(6+ r)(4− α2(r))+ 4(5− α2(r)) = 43+ 5r (41)
7(4+ α2(r))+ (5− r)(5+ α2(r)) = 55− 7r. (42)
Then, by solving Eqs. (39)–(42), we get respectively:
α11(r) = 1− r9+ 2r ,
α12(r) = 3− 3r14− 3r ,
α21(r) = 1− r10+ r ,
α22(r) = 2− 2r12− r .
In addition, by applying Eqs. (17)–(20), we obtain various types of linear spreads of solutions of the FFLS as follows:
α−,ls (r) =
1− r
11
,
α−,us (r) =
1− r
10
,
α+,ls (r) =
3− 3r
14
,
α+,us (r) =
3− 3r
11
.
Then, corresponding solutions of the FFLS based on the obtained spreads are given by:
X−,l(r) =
[
4− 1− r
11
, 4+ 1− r
11
]
,
[
5− 1− r
11
, 5+ 1− r
11
]t
, (43)
X−,u(r) =
[
4− 1− r
10
, 4+ 1− r
10
]
,
[
5− 1− r
10
, 5+ 1− r
10
]t
, (44)
X+,l(r) =
[
4− 3− 3r
14
, 4+ 3− 3r
14
]
,
[
5− 3− 3r
14
, 5+ 3− 3r
14
]t
, (45)
X+,u(r) =
[
4− 3− 3r
11
, 4+ 3− 3r
11
]
,
[
5− 3− 3r
11
, 5+ 3− 3r
11
]t
. (46)
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Fig. 1. Compareb1 (–) and the value of the first row for 4 various solutions, X−,ls (– –), X−,us (·–), X+,ls (–◦) and X+,us (–⋆).
Fig. 2. Compareb2 (–) and the value of the second row for 4 various solutions, X−,ls (– –), X−,us (·–) X+,ls (–◦) and X+,us (–⋆).
Moreover, we put the obtained solutions of the FFLS (Eqs. (43)–(46)) into the original FFLS to investigate the differences
between the values of row1 and first element of the right hand sideb1 and the values of row 2 with the second element of
the right hand sideb2, for various obtained solutions via Eqs. (43)–(46). For more detail see Figs. 1 and 2.
Also, our proposed solutions are plotted simultaneously to compare with Dehghan’s method (DHG) which is suggested
in [19] and Allahviranloo’s method (AM) which is proposed in [22]. For more detail see Figs. 3 and 4.
Note that Dehghan’s solution is given by:
XDHG(r) = [[4311 + r11 , 4
]
,
[
54
11
+ r
11
,
11
2
− r
2
]]t
,
and Allahviranloo’s solution is given by:
XAM(r) = [[−5r2 − 28r − 55−r2 − 7r − 14 , −3r3 + 4r2 + 189r − 630−r3 + 3r2 + 44r − 156
]
,
[−5r2 − 37r − 68
−r2 − 7r − 14 ,
7r2 + 22r − 139
r2 + 3r − 26
]]t
.
Notice that Figs. 1–4 are plotted on a logarithmic scale to show the differences of the solutions of the FFLS when they are
close together. To this end, is used loglog in Matlab instead of plot.
Obviously, we see thatX L =X−,l andXU =X+,u.
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Fig. 3. Compare the proposed solution,x−,l1 (–),x−,u1 (·–),x+,l1 (–◦) andx+,u1 (–⋆)with (x1)DHG (••), (x1)AM (–).
Fig. 4. Compare the proposed solution,x−,l2 (–),x−,u2 (·–),x+,l2 (–◦),x+,u1 (−⋆)with (x2)DHG (••), (x2)AM (–).
5. Conclusion
In this paper, we proposed a novel and practical method to solve fuzzy linear system fully. To this end, we solve the
1-cut of the FFLS, which is a crisp system (in the presented paper). Then, the crisp system (1-cut) is fuzzified to obtain
unknown symmetric spreads of the solutions of the FFLS. So, such fuzzifications lead to create 2n linear equations. Our
method has a new point of view to obtain the bounded solutions of the FFLS such that the decision maker is led to select
some special symmetric solution which is placed in the TSS or CSS, or more accurately, can determine the maximal- and
minimal symmetric solutions of the original FFLS.
Moreover, our approach leads to minimizing some functions. So, it is clear that the minimization of several functions
while there are some cross points is not easywork, even if such aminimumhas been obtained, our solutionwill be piece-wise
linear, and not linear. So, we are forced to do some changes in the structure of the obtained spreads to derive linear spreads,
while we discuss such problems in the previous sections. Moreover, our method always give us a fuzzy vector solution.
As a conclusion, we proposed new point of view to solve fully a fuzzy linear system which is constructed based on the
1-cut solution of the FFLS. However, we know that approximate solutions, specially, maximal- and minimal symmetric
solutions are approximated solutions and are not necessarily exact solutions. Since, in the FFLS we are forced to do a large
number of multiplications and we know that such multiplications are approximated, so we adopted a novel method to
determine a bounded solution of the FFLS. Also, for future research, we will extend the proposed method to solve some
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FFLSs such that the 1-cut of that is an interval linear system of equations. Moreover, we will use the above-mentioned
method to solve fuzzy linear matrix equations.
References
[1] M. Friedman, Ma. Ming, A. Kandel, Fuzzy linear system, Fuzzy Sets and Systems 96 (1998) 209–261.
[2] T. Allahviranloo, Successive over relaxation iterative method for fuzzy system of linear equations, Appl. Math. Comput. 162 (2005) 189–196.
[3] T. Allahviranloo, A comment on fuzzy linear systems, Fuzzy Sets and Systems 140 (2003) 559.
[4] T. Allahviranloo, M. Afshar Kermani, Solution of a fuzzy system of linear equation, Appl. Math. Comput. 175 (2006) 519–531.
[5] T. Allahviranloo, E. Ahmady, N. Ahmady, Kh. Shams Alketaby, Block Jacobi two stage method with Gauss–Siedel ineer iterations for fuzzy system of
linear equations, Appl. Math. Comput. 175 (2006) 1217–1228.
[6] S. Abbasbandy, R. Ezzati, A. Jafarian, LU decomposition method for solving fuzzy system of equations, Appl. Math. Comput. 172 (2006) 633–643.
[7] S. Abbasbandy, A. Jafarian, Steepest descent method for system of fuzzy linear equations, Appl. Math. Comput. 175 (2006) 823–833.
[8] T. Allahviranloo, S. Salahshour, Fuzzy symmetric solutions of fuzzy linear systems, J. Comput. Appl. Math., in press (doi:10.1016/j.cam.2010.02.042).
[9] T. Allahviranloo, Numerical methods for fuzzy system of linear equationa, Appl. Math. Comput. 155 (2004) 493–502.
[10] T. Allahviranloo, The Adomian decomposition method for fuzzy system of linear equations, Appl. Math. Comput. 163 (2005) 553–563.
[11] Ma. Ming, M. Friedman, A. Kandel, Duality in fuzzy linear systems, Fuzzy Sets and Systems 109 (2000) 55–58.
[12] K. Wang, B. Zhend, Inconsistent fuzzy linear systems, Appl. Math. Comput. 181 (2006) 973–981.
[13] X. Wanga, Z. Zhong, M. Ha, Iteration algorithms for solving a system of fuzzy linear equations, Fuzzy Sets and Systems 119 (2001) 121–128.
[14] B. Zheng, K. Wang, General fuzzy systems, Appl. Math. Comput. 181 (2006) 1276–1286.
[15] J.J. Buckley, Y. Qu, Solving system of linear fuzzy equations, Fuzzy Sets and Systems 43 (1991) 33–43.
[16] J.J. Buckley, Y. Qu, Solving linear and quadratic fuzzy equations, Fuzzy Sets and Systems 38 (1990) 43–59.
[17] J.J. Buckley, Y. Qu, Solving fuzzy equations: a new concept, Fuzzy Sets and Systems 39 (1991) 291–301.
[18] S. Muzzilio, H. Reynaerts, Fuzzy linear system of the form A1x+ b1 = A2x+ b2 , Fuzzy Sets and Systems 157 (2006) 939–951.
[19] M. Dehghan, B. Hashemi, M. Ghatee, Computational methods for solving fully fuzzy linear systems, Appl. Math. Comput. 179 (2006) 328–343.
[20] M. Dehghan, B. Hashemi, M. Ghatee, Solution of the fully fuzzy linear systems using iterative techniques, Chaos Solitons Fractals 34 (2007) 316–336.
[21] A. Vroman, G. Deschrijver, E.E. Kerre, Solving systems of linear fuzzy equations by parametric functions—an improved algorithm, Fuzzy Sets and
Systems 14 (2007) 1515–1534.
[22] T. Allahviranloo, N. Mikaelvand, Non-zero solutions of fully fuzzy linear systems, Int. J. Appl. Comput. Math. (in press).
[23] D. Dubois, H. Prade, Fuzzy Sets and Systems: Theory and Applications, Academic Press, 1980.
[24] R. Goetschel, W. Voxman, Elementary calculus, Fuzzy Sets and Systems 18 (1986) 31–43.
[25] H.J. Zimmermann, Fuzzy Sets Theory and Applications, Kluwer, Dorrecht, 1985.
[26] R. Baker Kearfott, Rigorous Global Search: Continuous Problems, Kluwer Academic Publishers, The Netherlands, 1996.
