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Abstract
The paper deals with convergence and stability of the semi-implicit Euler method for a linear stochastic
di)erential delay equation. It is proved that the semi-implicit Euler method is convergent with strong order
p= 12 . The conditions under which the method is MS-stable and GMS-stable are determined and the numerical
experiments are given.
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1. Introduction
Stochastic di)erential delay equations (SDDEs) are very important in economics, biology, medicine
and many of other >elds. The fundamental theory of existence and uniqueness of the solution of
SDDEs has been studied by Mao [12], Mohammed [17], and the stability properties can be found
in [8,12–14].
Explicit solutions can rarely be obtained for SDDEs. Thus, it is necessary to develop numerical
methods and to study the properties of these methods. There were many results for numerical
solutions of stochastic ordinary di)erential equations (SODEs). For example, the convergence of
numerical methods has been studied by Burrage and Burrage [4], Kloeden and Platen [7], Milstein
[16], Tian and Burrage [20], the research for stability properties can be found in [5,7,9,18,19].
However, the study of numerical schemes for SDDEs has just begun. Baker and Buckwar gave
some results of convergence for explicit single-step methods in [2,3], and Mao [15] proved that
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the numerical solutions produced by the Euler–Maruyama method converge to the true solutions
under the local Lipschitz condition. Further, Baker and Buckwar [1] considered the convergence of
continuous -methods for SDDEs with pantograph delay, Hu et al. [6] established a strong Milstein
approximation scheme for solving SDDEs and proved the scheme has convergence order 1. KLuchler
and Platen studied the strong and weak discrete time approximation of SDDEs in [10,11]. Most
of the studies focused on the convergence of numerical methods, but there are few results for the
stability of numerical schemes for SDDEs.
In this paper, we consider the convergence and stability properties of the semi-implicit Euler
method for a scalar test equation of the form
dX (t) = [aX (t) + bX (t − )]dt + [cX (t) + dX (t − )]dW (t); t¿ 0;
X (t) = (t); t ∈ [− ; 0]; (1)
where a; b; c; d∈R,  is a positive >xed delay, W (t) is a one-dimensional standard Wiener process
and (t) is a C([− ; 0];R)-valued initial segment.
In Section 2, we will introduce some notations and hypotheses of Eq. (1), and give some properties
of its analytical solution. In Section 3, the semi-implicit Euler method will be used to produce
numerical solutions, and it will be proved that the numerical solutions converge to the true solution
in strong order 0.5. In Section 4, we will show the stability results of the semi-implicit Euler method.
In addition, we will provide some numerical examples in Section 5.
2. Analysis of analytical solution
Let (M;F; P) be a probability space with a >ltration (Ft)t¿0, which satis>es the usual conditions.
Let W (t); t¿ 0 in Eq. (1) be Ft-adapted and independent of F0. Moreover, |·| is the Euclidean norm
in R and ‖‖ is de>ned by ‖‖=sup−6t60|(t)|. We assume (t); t ∈ [− ; 0] to be F0-measurable
and right continuous, and E‖‖2¡∞. In this paper, Eq. (1) is interpreted in the Itoˆ sense.
Under the above assumptions, Eq. (1) has a unique strong solution X (t): [− ; 0]∪ [0;+∞)→ R,
which satis>es Eq. (1) and X (t) is a measurable, sample-continuous and Ft-adapted process. This
result can be found in [14,17].
Lemma 1. If
a¡− |b| − 12 (|c|+ |d|)2; (2)
then the solution of Eq. (1) is mean square stable, that is
lim
t→∞E|X (t)|
2 = 0: (3)
By Corollary 3.2 in [13], the proof of this lemma is not diPcult.
Lemma 2. For any given T ¿ 0, there exist positive numbers C1; C2 and M , such that the solution
of Eq. (1) satis6es
E
(
sup
−6t6T
|X (t)|2
)
6C1[1 + E‖‖2] (4)
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for all t ∈ [− ; T ],
E|X (t)− X (s)|26C2(t − s) (5)
for any 06 s¡ t6T; t − s¡ 1, and
E|aX (t) + bX (t − )|6
√
2M (1 + E||||2) (6)
for all t ∈ [0; T ].
For the proof of inequality (4), we refer to [12, Chapter 3, Theorem 5.1]. Further, inequalities
(5) and (6) can be naturally obtained by (4).
3. Convergence of the semi-implicit Euler method
The adaptation of the semi-implicit Euler method to Eq. (1) leads to a numerical process of the
following type:
QX n+1 = QX n + [(a QX n+1 + b QX n−m+1)
+(1− )(a QX n + b QX n−m)]h+ [c QX n + d QX n−m]RWn; (7)
where  is a parameter with 06 6 1. h¿ 0 is a stepsize which satis>es  = mh for a positive
integer m, and tn=nh. QX n is an approximation to X (tn), if tn6 0, we have QX n=(tn). Moreover, the
increments RWn := W (tn+1)−W (tn), are independent N (0; h)-distributed Gaussian random variables.
Further, we assume that QX n is Ftn-measurable at the mesh-point tn.
Let
T = s= Nh
and t ∈ [− ; T ], where N = sm, s is a positive integer.
The local truncation error is de>ned by
n+1 =X (tn+1)− {X (tn) + [aX (tn+1) + bX (tn−m+1)]h
+(1− )[aX (tn) + bX (tn−m)]h+ [cX (tn) + dX (tn−m)]RWn} (8)
and the global error is de>ned by
n = X (tn)− QX n: (9)
Lemma 3. The numerical solution produced by the semi-implicit Euler scheme (7) to approximate
the solution of Eq. (1) satis6es
max
06n6N
|E(n)|6C3h2 as h→ 0; (10)
and
max
06n6N
(E(n)2)1=26C4h as h→ 0; (11)
where C3; C4 are positive constants which are independent of h.
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The proof of this lemma is similar to that of Theorem 3.2 in [1] by means of (4)–(6) in
Lemma 2.
In the following we show the convergence result of the semi-implicit Euler method for Eq. (1).
The technique used in the proof is analogous to that used in Theorem 5 in [3].
Theorem 4. Assume that ah¡ 1. The numerical solution produced by the semi-implicit Euler
method (7) is convergent to the exact solution of Eq. (1) on the mesh-point in the mean-square
sense with order 12 , i.e. there exists a positive constant C0 such that
max
16n6N
(E(n)2)1=26C0h1=2 as h→ 0: (12)
Proof. It is easy to see that the recurrence equation (7) has a solution when ah¡ 1. From (7)–(9),
we have
n+1 =X (tn+1)− { QX n + [a QX n+1 + b QX n−m+1]h
+(1− )[a QX n + b QX n−m]h+ [c QX n + d QX n−m]RWn}
and
n+1 = n + un + n+1;
where
un : = ah(X (tn+1)− QX n+1) + [ah(1− )
+cRWn](X (tn)− QX n) + bh(X (tn−m+1)− QX n−m+1)
+[bh(1− ) + dRWn](X (tn−m)− QX n−m): (13)
Clearly,
|E(un)|6Cuh(E|n+1|+ E|n|+ E|n−m+1|+ E|n−m|); (14)
where Cu =max{|a|; |b|}, and
E(u2n)6C
′
uh(E(
2
n+1) + E(
2
n) + E(
2
n−m+1) + E(
2
n−m)); (15)
where C ′u =max{a2 + c2 + |ab|+ |cd|, b2 + d2 + |ab|+ |cd|}. Hence
E(2n+1 |Ft0)6E(2n |Ft0) + E(2n+1 |Ft0) + E(u2n |Ft0) + 2 |E(n+1un |Ft0)|
+2|E(n+1n |Ft0)|+ 2|E(nun |Ft0)|: (16)
Using the HLolder inequality, the properties of conditional expectation and inequalities (10), (11),
(14) and (15), we have
E(2n+1 |Ft0) = E(E(2n+1 |Ftn) |Ft0)6C24h2;
E(u2n |Ft0)6C ′uh[E(2n+1 |Ft0) + E(2n |Ft0)
+E(2n−m+1 |Ft0) + E(2n−m |Ft0)];
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2 |E(n+1un |Ft0) |6 2[E(2n+1 |Ft0)]1=2[E(u2n |Ft0)]1=2
6E(2n+1 |Ft0) + E(u2n |Ft0)
6C24h
2 + C ′uh[E(
2
n+1 |Ft0) + E(2n |Ft0)
+E(2n−m+1 |Ft0) + E(2n−m |Ft0)];
2 |E(n+1n |Ft0) |6 2(E(E(n+1|Ftn))2 |Ft0)1=2E(2n |Ft0)1=2
6 2[E(C23h
4)]1=2E(2n |Ft0)1=2
6C23h
2 + hE(2n |Ft0);
2 |E(nun |Ft0) |6 2E( |E(un |Ftn)| |n| |Ft0)
6 2E[Cuh
(| n|2 + |n+1| |n |
+|n−m+1| |n|+ |n−m| |n|) |Ft0 ]
6 5CuhE(2n |Ft0) + Cuh[E(2n+1 |Ft0)
+E(2n−m+1 |Ft0) + E(2n−m |Ft0)]:
Adding the above inequalities, then (16) becomes
(1− C ′6h)E(2n+1 |Ft0)6 (1 + C ′5h)E(2n |Ft0) + C ′6hE(2n−m+1 |Ft0)
+C ′6hE(
2
n−m |Ft0) + C ′7h2; (17)
where C ′5 = 2C ′u + 5Cu + 1, C ′6 = 2C ′u + Cu, C ′7 = 2C24 + C23 . Let
En = max
06i6n
{E(2i |Ft0)}: (18)
Assume 1− C ′6h¿ 1=2. Due to h→ 0, the assumption is reasonable. We have from (17)
En+16
1 + C ′5h
1− C ′6h
En +
C ′6h
1− C ′6h
(En−m+1 + En−m) +
C ′7
1− C ′6h
h2
6
(
1 +
C ′5 + C ′6
1− C ′6h
h
)
En + 2C ′6h(En−m+1 + En−m) + 2C
′
7h
2: (19)
Let C5 = 2(C ′5 + C ′6), C6 = 2C ′6, C7 = 2C ′7, then inequality (19) becomes
En+16 (1 + C5h)En + C6hEn−m+1 + C6hEn−m + C7h2: (20)
Now we will proceed by using an induction argument over consecutive intervals of the length 
up to the end of the interval [0; T ].
Case 1: 06 tn ¡ ; tn+16 .
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Since n−m = n−m+1 = 0 in this case, we have from (20)
En+16 (1 + C5h)En + C7h2
6C7h2
n∑
i=0
(1 + C5h)i
= C7h2
(1 + C5h)n+1 − 1
1 + C5h− 1 6C8h; (21)
where C8 = C7(eC5T − 1)=C5.
Case 2: tn = ; ¡ tn+16 2.
In this case, n−m = 0, by (20), we obtain
En+16 (1 + C5h)En + C6hEn−m+1 + C7h2:
Since 06 tn−m+16 , we have the following estimation about En−m+1 from Case 1:
En−m+16C8h:
Hence, by (20), it is obvious that
En+16 (1 + C5h)En + C6hEn−m+1 + C7h2
6 (1 + C5h)En + C6C8h2 + C7h2
6C9h(eC5T − 1)
for C9 = (C6C8 + C7)=C5.
Combining Cases 1 and 2, we obtain
En−m = 0; En−m+16C8h; En+16C10h
for tn ∈ [0; ], where C10 = C9(eC5T − 1):
Case 3: tn ∈ [k; (k + 1)], k6 s− 1.
We make the assumption
En−m6C11h; En−m+16C11h (22)
for a positive constant C11, then we have from (20) and (22)
En+16 (1 + C5h)En + C6h(En−m+1 + En−m) + C7h2
6 (1 + C5h)En + 2C6C11h2 + C7h2
6C12h(eC5T − 1)
by the same arguments as above, where C12 = (2C6C11 + C7)=C5. This implies
(En+1)1=26C0h1=2;
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i.e
max
16n6N
[E(2n |Ft0)]1=26C0h1=2;
where C0 =
√
C12(eC5T − 1). The theorem is proved.
4. Mean-square stability of numerical scheme
We will investigate the mean-square stability of the semi-implicit Euler scheme in this section.
De%nition 1. Under condition (2), a numerical method is said to be mean square stable (MS-stable),
if there exists a h0(a; b; c; d)¿ 0, such that any application of the method to problem (1) generates
numerical approximations QX n, which satisfy
lim
n→∞E | QX n |
2 = 0
for all h∈ (0; h0(a; b; c; d)) with h= =m.
De%nition 2. Under condition (2), a numerical method is said to be general mean square stable
(GMS-stable), if any application of the method to problem (1) generates numerical approximations
QX n, which satisfy
lim
n→∞E | QX n|
2 = 0
for every stepsize h= =m.
As follows we give the main theorem of this paper.
Theorem 5. Assume condition (2) is satis6ed and let
K =
|a |+ | b |
2 | a | +
2a+ 2 | b | + ( | c | + |d | )2
2 | a | ( | a | + | b | ) : (23)
(1) If K ¡ 0, then for every ∈ [0; 1], the semi-implicit Euler method is GMS-stable.
(2) If K¿ 0, then for ∈ (K; 1], the semi-implicit Euler method is GMS-stable; for ∈ [0; K], it
is MS-stable, and h0(a; b; c; d) = min{h′; h′′}, where
h′ =max{h1; h2}; h′′ =max
{
1
| a | ; h2
}
and
h1 = min
{
1
| a | ;
−(2a+ 2|b|+ (|c|+ |d|)2)
(a+ |b|)2
}
;
h2 =
−(2a+ 2 | b | + (| c | + |d |)2)
(| a | + | b |)2 :
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Proof. From (7) we have
(1− ah) QX n+1 = [1 + ah(1− ) + cRWn] QX n + bh QX n−m+1 + [bh(1− ) + dRWn] QX n−m:
Squaring both side of the above equality, we have
(1− ah)2 QX 2n+1
=[1 + ah(1− ) + cRWn]2 QX 2n + b2h22 QX 2n−m+1
+[bh(1− ) + dRWn]2 QX 2n−m
+2[1 + ah(1− ) + cRWn]bh QX n QX n−m+1
+2bh[bh(1− ) + dRWn] QX n−m+1 QX n−m
+2[1 + ah(1− ) + cRWn][bh(1− ) + dRWn] QX n QX n−m:
It follows from 2"#xy6 | "# | (x2 + y2), where "; #∈R, that
(1− ah)2 QX 2n+1
6 [1 + ah(1− ) + cRWn]2 QX 2n + b2h22 QX 2n−m+1
+[bh(1− ) + dRWn]2 QX 2n−m + | 1 + ah(1− )| | b | h( QX 2n + QX 2n−m+1)
+b2h2(1− )( QX 2n−m+1 + QX 2n−m)
+[| (1 + ah(1− ))| | b |h(1− ) + | cd | (RWn)2]( QX 2n + QX 2n−m)
+2bchRWn QX n QX n−m+1 + 2bdhRWn QX n−m+1 QX n−m
+[2d(1 + ah(1− ))RWn + 2bch(1− )RWn] QX n QX n−m:
Note that E(RWn) = 0, E[(RWn)2] = h and QX n, QX n−m+1, QX n−m are Ftn-measurable, hence
E(RWn QX i QX j) = E[ QX i QX jE(RWn |Ftn)] = 0;
E[(RWn)2 QX 2i ] =E
[
QX 2i E((RWn)
2 |Ftn)
]
= hE( QX i)2;
i; j∈{n; n− m+ 1; n− m}: (24)
Let Yn = E | QX n|2, we have from (24)
(1− ah)2Yn+16P(a; b; c; d; h; )Yn + Q(a; b; h; )Yn−m+1
+R(a; b; c; d; h; )Yn−m;
where
P(a; b; c; d; h; ) = [1 + ah(1− )]2 + | 1 + ah(1− ) | (| bh |
+ | bh(1− ) | ) + | cd | h+ c2h;
Q(a; b; h; ) = b2h22 + | bh | (| 1 + ah(1− )|+ | bh(1− ) |); (25)
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R(a; b; c; d; h; ) = b2h2(1− )2 + d2h+ | cd | h
+| bh(1− ) | (| 1 + ah(1− ) | + | bh |):
Note that condition (2) implies 1− ah = 0, then
Yn+16
1
(1− ah)2 (P(a; b; c; d; h; ) + Q(a; b; h; )
+R(a; b; c; d; h; ))max{Yn; Yn−m+1; Yn−m}:
By recursive calculation we conclude that Yn → 0(n→∞) if
[P(a; b; c; d; h; ) + Q(a; b; h; ) + R(a; b; c; d; h; )]¡ (1− ah)2; (26)
which is equivalent to
a2h2 + 2ah(1− ah) + 2 | 1 + ah(1− ) | | bh |
+2 | cd | h+ b2h2 + (c2 + d2)h¡ 0: (27)
If h¡ 1=| a |, then 1 + ah(1− )¿ 0 and (27) reduces to
(a+ | b |)(a(1− 2) + | b |)h+ (2a+ 2 | b | + (| c | + |d |)2)¡ 0: (28)
Since | 1 + ah(1− ) | 6 1 + | a | h(1− ), it is obvious that if
(| a | + | b |)(| a | (1− 2) + | b |)h+ [2a+ 2 | b | + (| c | + |d | )2]¡ 0; (29)
then (27) holds and Yn → 0(n → ∞). By condition (2), we obtain a+ | b | ¡ 0 and 2a+ 2 | b | +
( | c | + |d | )2¡ 0.
(i) If ( | a | + | b | )=2 | a | 6 6 1, then ( | a | + | b | )( | a | (1−2)+ | b | )6 0, which implies (29)
holds for all h= =m.
(ii) If K ¡¡ ( | a | + | b | )=2 | a |, then ( | a | + | b |)( | a | (1− 2) + | b | )¿ 0
and
( | a | + | b | ) ( | a | (1− 2) + | b | )h+ [2a+ 2 | b | + ( | c | + |d | )2]
6 ( | a | + | b | )( | a | (1− 2) + | b | ) + [2a+ 2 | b | + ( | c | + |d | )2]¡ 0
for all h= =m.
(iii) If 06 6K ¡ (a+ | b | )=2a, then (28) holds if h¡h1 and (29) holds if h¡h2. Hence, one
of (28) and (29) holds if h¡h′.
(iv) If 06 6K and K¿ (a+ | b | )=2a, then we only need to consider the case (a+ | b | )=2a6 
6K due to (iii). In this case a(1 − 2) + | b | ¿ 0, then (28) holds if h¡ 1= | a | and (29)
holds if h¡h2. Hence, one of (28) and (29) holds if h¡h′′.
Therefore, we have from (i) and (ii), if K ¡6 1, then the semi-implicit Euler method is
GMS-stable, as a consequence, when K ¡ 0 and 06 6 1, the method is GMS-stable; and from
(iii) and (iv), if 06 6K , then limn→∞E | QX n | 2 = 0 when h∈ (0; h0(a; b; c; d)), thus the method is
MS-stable. This proves the theorem.
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Table 1
Stepsize 0.125 0.0625 0.03125 0.015625
I 0.0288 0.0091 0.0044 0.0020
II 0.0339 0.0154 0.0026 0.0013
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Fig. 1. Simulations with >xed stepsize h = 14 . Upper left:  = 0, upper right:  = 0:2, lower left:  = 0:85, lower right:
 = 1.
5. Numerical examples
We consider
dX (t) = [aX (t) + bX (t − 1)] dt + [cX (t) + dX (t − 1)] dW (t); t¿ 0;
X (t) = t + 1; t ∈ [− 1; 0]: (30)
The solution for t ∈ [0; 1] is given by
X (t) = *t;0
(
(0) +
∫ t
0
*−1s;0 (b− cd)s ds+
∫ t
0
ds*−1s;0 dWs
)
;
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Fig. 2. Simulations with >xed parameter  = 0:1. Upper: h= 15 , middle: h=
1
10 , lower: h=
1
20 .
where
*t;0 = exp
(∫ t
0
(
a− 12c2
)
ds+
∫ t
0
c dWs
)
:
For time t ∈ [1; 2], we obtain the explicit solution by using the explicit solution given above as a
new initial function. In fact, on every interval the problem is regarded as a standard SODE. The
stepsize is chosen as (1=2048).
We illustrate the theoretical convergence order of the semi-implicit Euler method in the example
I: a=−2; b=0:1; c=0:5; d=0 and example II: a=−2; b=0:1; c=0; d=0:5. The mean square error
E |X (T ) − QXN |2 at T = 2 with a parameter  = 0:5 was estimated in the following way. A set of
20 block each containing 100 outcomes (!ij: 16 i6 20, 16 j6 100) are simulated and for each
block the estimator
(i) = 1=100
100∑
j=1
|X (T; !ij)− QXN (!ij)|2
is formed. In Table 1  denotes the mean of this estimator, which is itself estimated in the usual
way: 1=20
∑20
i=1 (i).
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Fig. 3. Simulations with >xed parameter  = 0:9. Left: h= 14 , right: h=
1
8 .
0 2 4 6
0
0.2
0.4
0.6
0.8
1
tn
X n
0 2 4 6
0
0.2
0.4
0.6
0.8
1
tn
X n
Fig. 4. Simulations with >xed stepsize h= 12 . Left:  = 0:01, right:  = 0.
In the following tests, we show the inSuence of parameter  and stepsize h on MS-stability and
GMS-stability of the semi-implicit Euler method. The data used in all >gures are obtained by the
mean square of data by 100 trajectories, that is, !i : 16 i6 100, Xn =1=100
∑100
i=1 | QX n(!i)|2. In all
>gures tn denotes the mesh-point.
In Figs. 1–3, we consider the Eq. (30) with coePcients a=−10, b=7, c=1 and d=0:5. In this
case K = 0:8390. By Theorem 5, the semi-implicit Euler method is GMS-stable if 0:8390¡6 1
and MS-stable if 06 6 0:8390 and h0(a; b; c; d) = 110 .
First, we >x the stepsize h = 14 and change the parameter  in Fig. 1. The >gure illustrates that
the semi-implicit Euler method is unstable on  = 0 and  = 0:2, but it is stable on  = 0:85 and
= 1. It is shown that the stability of semi-implicit Euler method is uncertain if the parameter  is
rather small. Moreover, the stability can be guaranteed when the parameter  is large enough.
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Second, we choose the >xed parameter  = 0:1 and change the stepsize h in Fig 2. It is shown
that the numerical method is unstable if h is large enough and is stable if h¡h0. The fact that the
method is stable when h= 110 demonstrates that h0 in Theorem 5 is not optimal.
Third, we show the GMS-stability of the semi-implicit Euler method with  = 0:9 (Fig. 3). We
use the stepsize h= 14 (left >gure) and h=
1
8 (right >gure). It is shown that the numerical method
is mean square stable when ¿K even h is very large.
In Fig. 4 we consider Eq. (30) with a=−0:8, b=0:2, c=0:2 and d=0:2. We use a large stepsize
h = 12 and choose  = 0:01 (left >gure),  = 0 (right >gure). In this case, K = −0:025¡ 0. It is
shown that the method is mean square stable for any  and h¿ 0.
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