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Abstract
In this paper, we study the martingale characterization of G-Brownian motion, which was defined by
Peng (cf. http://abelsymposium.no/symp2005/preprints/peng.pdf) in 2006. As an application, we present
a method for constructing a G-Brownian motion using a Markov chain. Furthermore, we obtain the
representation theorem for some special symmetric martingales in the G-framework.
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1. Introduction
In 2006, motivated by the risk measures and stochastic volatility problems in finance (see [1–
3,6]), Peng (see [12]) defined the G-normal distribution related to a nonlinear heat equation.
With this G-normal distribution, a nonlinear expectation called G-expectation was given. The
related conditional expectation was also constructed, which is a kind of dynamic coherent risk
measure introduced in [5] (related work see [4,7–10]). Within this framework, the canonical
process is a G-Brownian motion. He also derived a stochastic calculus of Ito’s type with respect
to the G-Brownian motion and the related Ito’s formula. Unlike the Brownian motion in the
classical sense, the G-Brownian motion is not based on a given probability space. A more general
case is treated in [11], in which a general kind of filtration consistent nonlinear expectation was
constructed through a nonlinear Markov chain. This nonlinear expectation theory is not based on
a classical probability space.
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Since the probability framework is a special case for the G-expectation, Peng raised a
question: Can the G-Brownian motion be described by one or two martingale properties just
like in Le`vy’s martingale characterization of Brownian motion?
The main purpose of this paper is to investigate the martingale characterization of the
G-Brownian motion as in the classical case. Through this martingale characterization of a
G-Brownian motion, we investigate the representation for some symmetric continuous
martingales, and propose a method for constructing a G-Brownian motion via a Markov chain.
The rest of the paper is organized as follows. In Section 2, we briefly describe the
G-framework established in [12] and adapt it according to our objective. In Section 3, we state
the main result, and describe some related notation and definitions. Then in Section 4, the proof
of the main result is given in five steps. In Section 5, the integral representation theorem for a
G-martingale with respect to a G-Brownian motion is investigated in a special case. In Section 6,
we present a method for generating a G-Brownian motion via a Markov chain. In Section 7, we
give some concluding remarks.
2. G-framework
In this section, we describe the framework which was established in [12], and adapt it
according to our objective. Let Ω = C0(R+) be the space of all R-valued continuous path
functions (ωt )t∈R+ , with ω0 = 0. For any ω1, ω2 ∈ Ω , we define
ρ(ω1, ω2) :=
∞∑
i=1
2−i [(max
t∈[0,i]
|ω1t − ω2t |) ∧ 1].
We set, for each t ∈ [0,∞),
Wt := {η·∧t : η ∈ Ω},
Ft := Bt (W ) = B(Wt ),
Ft+ := Bt+(W ) =
⋂
s>t
Bs(W ),
F :=
∨
s>0
Fs .
Then (Ω ,F) is the canonical space with the natural filtration. This space is used throughout the
rest of this paper.
For each T > 0, consider the following space of random variables:
L0i p(FT ) :=
{
X (ω) = ϕ(ωt1 , . . . , ωtm ),∀m ≥ 1, t1, . . . , tm ∈ [0, T ],∀ϕ ∈ lip(Rm)
}
,
where lip(Rm) is the set of bounded Lipschitz continuous functions on Rm .
Obviously, it holds that L0i p(Ft ) ⊆ L0i p(FT ), for any t ≤ T <∞. Notice that X, Y ∈ L0i p(Ft )
implies X · Y ∈ L0i p(Ft ) and |X | ∈ L0i p(Ft ). We further define
L0i p(F) :=
∞⋃
n=1
L0i p(Fn).
We consider a system of operators in the canonical space (Ω ,F):
Es,t [·] : L0i p(Ft )→ L0i p(Fs), 0 ≤ s ≤ t <∞,
and
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Es,∞[·] : L0i p(F)→ L0i p(Fs).
Here we assume that
E0,∞[X ] <∞, X ∈ L0i p(F).
The operators satisfy:
(1) Monotonicity: Es,t [Y ] ≥ Es,t [Y ′] if Y ≥ Y ′, 0 ≤ s ≤ t ≤ ∞.
(2) Time consistency: Er,s[Es,t [Y ]] = Er,t [Y ] if r ≤ s ≤ t ≤ ∞, Y ∈ L0i p(Ft ).
In this paper, for any 0 ≤ s ≤ t ≤ ∞, we are interested in operators with the properties:
(3) Es,t [X ] − Es,t [Y ] ≤ Es,t [X − Y ], X, Y ∈ L0i p(Ft ).
(4) Es,t [XY ] = X+Es,t [Y ] + X−Es,t [−Y ], for all X ∈ L0i p(Fs), Y ∈ L0i p(Ft ).
(5) Es,t [X + Y ] = X + Es,t [Y ], for all X ∈ L0i p(Fs), Y ∈ L0i p(Ft ).
By the property (5), we can deduce that Es,t [Y ] = Y if Y ∈ L0i p(Fs), 0 ≤ s ≤ t ≤ ∞. In
particular, we have Es,s[Y ] = Y if Y ∈ L0i p(Fs), 0 ≤ s ≤ ∞.
If we define E[Y ] = E0,∞[Y ] and E[Y |Ft ] = Et,∞[Y ], for any Y ∈ L0i p(F), then
E[E[Y |Ft ]|Fs] = E[Y |Ft∧s]. E[·] satisfies the following properties:
(a) Monotonicity: E[Y ] ≥ E[Y ′] if Y ≥ Y ′.
(b) Self-domination property: E[X ] − E[Y ] ≤ E[X − Y ], X, Y ∈ L0i p(F).
(c) Positive homogeneity: E[λY ] = λE[Y ], λ ≥ 0.
(d) Constant translatability: E[X + c] = c + E[X ], for all X ∈ L0i p(F).
With these properties, one can prove a simple but useful result [12].
Proposition 2.1. Let X, Y ∈ L pG(F). If X is symmetric in the sense that E[−X |Ft ] =−E[X |Ft ], for any t ≥ 0, then E[X + Y |Ft ] = E[X |Ft ] + E[Y |Ft ].
Remark 2.2. From properties (c) and (d), we know that E[·] satisfies E[c] = c, for any
constant c.
Remark 2.3. If we set ‖X‖p = E1/p[|X |p], for any X ∈ L0i p(F), then (L0i p(F), ‖ · ‖p) is a
normed space (see the Appendix in [12]). Let L pG(F) be the completion of L0i p(F) under the
norm ‖ · ‖p. The space (L pG(F), ‖ · ‖p) is a Banach space. The operators E[·] and E[·|Ft ]
can be continuously extended to the Banach space L pG(F), with properties (a)–(d). Accordingly,
L pG(Ft ) is the completion of L0i p(Ft ) under the norm ‖·‖p. By the completion of a normed space
as in [14], we know that L p
′
G (F) ⊂ L pG(F) if p ≤ p′, and this relation holds for L pG(Ft ).
Definition 2.4. We say that X ≤ Y in L pG(FT ) if X, Y ∈ L pG(FT ) and E[((X − Y )+)p] = 0.
When there is no ambiguity, we simply say X ≤ Y in L pG .
For p ≥ 1 and 0 < T <∞ fixed, we first consider the following simple type of processes:
M p,0G (0, T ) =
{
η : ηt (ω) =
N−1∑
j=0
ξ j (ω)I[t j ,t j+1)(t),
∀N > 0, 0 = t0 < · · · < tN = T, ξi (ω) ∈ L pG(Fti ), i = 0, . . . , N − 1
}
.
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For each η·(ω) = ∑N−1j=0 ξ j (ω)I[t j ,t j+1)(·) ∈ M p,0G (0, T ), the related Bochner’s integral is
defined as∫ T
0
ηt (ω)dt =
N−1∑
j=0
ξ j (ω)(t j+1 − t j )
and
E˜[η] = 1
T
∫ T
0
E[ηt ]dt = 1T
N−1∑
j=0
E[ξ j (ω)](t j+1 − t j ).
It is not difficult to check that E˜[·] : M1,0G (0, T )→ R satisfies (a)–(d) in Section 2. As discussed
in Remark 2.3, we define a norm in M p,0G (0, T ) as follows:
‖η‖p =
(
1
T
∫ T
0
‖ηpt ‖dt
)1/p
=
(
1
T
N−1∑
j=0
E[|ξ j (ω)|p](t j+1 − t j )
)1/p
.
Let M pG(0, T ) be the completion of M
p,0
G (0, T ) under the norm ‖ · ‖p. We set
S p = {M |M : R+ × Ω → R,M(t, ω) ∈ L pG(Ft ),∀T > 0, {Mt }t∈[0,T ] ∈ M pG(0, T )}.
3. Main result
In this section, we shall state the main result. First, we start with some notation and definitions
(see [13]).
Definition 3.1. We call M ∈ S2 a martingale if E[Mt |Fs] = Ms , for any 0 ≤ s ≤ t < ∞;
if furthermore M is symmetric, i.e., E[−Mt |Fs] = −E[Mt |Fs], it is called a symmetric
martingale.
Definition 3.2. A process M ∈ S p, p ≥ 1, is a Markov process under E[·] if
E[ϕ(Ms + x) | Ft ] = E[ϕ(Ms−t + y)]y=Mt+x ,
for all x ∈ R, s > t > 0, ϕ ∈ lip(R).
Next we give the definition of a G-Brownian motion with parameter σ0 under E[·].
Let u(t, x) be the viscosity solution to the heat equation
∂u
∂t
− G
(
∂2u
∂x2
)
= 0,
u(0, x) = ϕ(x).
(3.1)
ϕ(·) ∈ lip(R), G(a) = 1
2
sup
σ 20≤σ 2≤1
aσ 2, σ0 ∈ [0, 1].
Definition 3.3. A process M ∈ S2 is a G-Brownian motion with parameter σ0 under E[·] if
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(1) ∀ 0 < t < T <∞, E[ϕ(Mt + x)] = u(t, x), and
E[ϕ(MT − Mt )] = E[ϕ(MT−t )], ∀ϕ ∈ lip(R).
(2) For m > 0, ϕ ∈ lip(Rm), 0 < t1 < · · · < tm <∞, we have
E[ϕ(Mt1 ,Mt2 − Mt1 , . . . ,Mtm − Mtm−1)] = ϕm,
where ϕm is obtained via the backward deduction
ϕ1(x1, . . . , xm−1) = E[ϕ(x1, . . . , xm−1,Mtm − Mtm−1)],
ϕ2(x1, . . . , xm−2) = E[ϕ1(x1, . . . , xm−2,Mtm−1 − Mtm−2)],
...
ϕm−1(x1) = E[ϕm−2(x1,Mt2 − Mt1)],
ϕm = E[ϕm−1(Mt1)].
Now we state the main theorem.
Theorem 3.4. M ∈ S2 is a G-Brownian motion with parameter σ0 under E[·] if it satisfies:
(I) M is a symmetric martingale under E[·].
(II) M2t − t is a martingale.
(III) For any t ≥ 0, E[−M2t ] = −σ 20 E[M2t ].
(IV) M is a Markov process under E[·].
(V) For any t > s > 0, E[|Mt − Ms |3] = o(t − s).
Remark 3.5. Le´vy’s martingale characterization theorem for a Brownian motion in probability
theory says that Bt is a Brownian motion iff Bt is a continuous martingale with respect to Ft , and
B2t − t is an Ft martingale. In contrast, our martingale characterization of G-Brownian motion
is much more complicated. The reason is that in a probability space, the quadratic process 〈B〉t
of Brownian motion Bt almost surely equals t with respect to the probability measure P . But in
the G-framework, the quadratic process 〈B〉t of G-Brownian motion Bt is not a fixed function
any more. Instead, it is a stochastic process in the G-framework. The conditions (I) and (II) are
similar to the classical martingale characterization of Brownian motion. The condition (III) is
the description of the nonsymmetric property for 〈B〉t . As we introduce the G-Brownian motion
via a partial differential equation (PDE), we can only recognize the G-Brownian motion among
Markovian processes (i.e. we need condition (IV)).
4. Proof of the main result
In this section, we prove the main result in Theorem 3.4. We start with a useful lemma.
Lemma 4.1. For any p ≥ 1, X, Y ∈ L pG(FT ), T ≥ t , we have
E[|E[X |Ft ] − E[Y |Ft ]|p] ≤ E[|X − Y |p].
Proof. For a convex function |x |p, it holds that
p|x |p−1(y − x)+ |x |p ≤ |y|p,
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and hence
p(E[|X − Y ||Ft ])p−1(|X − Y | − E[|X − Y ||Ft ])+ (E[|X − Y ||Ft ])p ≤ |X − Y |p.
Taking the conditional G-expectation on both sides of the equation, we obtain
(E[|X − Y ||Ft ])p ≤ E[|X − Y |p|Ft ].
We know that |E[X |Ft ] − E[Y |Ft ]| ≤ E[|X − Y ||Ft ], in L pG . By property (2), then we have
|E[X |Ft ] − E[Y |Ft ]|p ≤ (E[|X − Y ||Ft ])p in L1G .
This ends the proof. 
We shall prove Theorem 3.4 in five steps.
Proof of Theorem 3.4. Step 1. For all η ∈ M2G(0, T ), we define the stochastic integral of Ito’s
type
∫ T
0 ηdMt , and prove that
∫ t
0 ηdMs is a symmetric martingale under E[·].
For any η ∈ M2,0G (0, T ), η·(ω) =
∑N−1
j=0 ξ j (ω)I[t j ,t j+1)(·), we define
I (η) =
∫ T
0
ηsdMs =
N−1∑
j=0
ξ j (ω)(Mt j+1 − Mt j ).
Obviously I (η) : M2,0G (0, T )→ L2G(FT ) is a linear mapping.
By conditions (I) and (II), we know that
E[(Mt − Ms)2|Fs] = E[M2t − M2s |Fs] = E[M2t − t |Fs] + t − M2s = t − s.
Therefore, I (η) is a continuous mapping, as in [12]. By the Hahn–Banach theorem, I (η) can be
continuously extended to the Banach space M2G(0, T ).
Let
∫ t
0 ηdMs =
∫ T
0 ηI[0,t](s)dMs . Next we prove that
∫ t
0 ηdMs is a symmetric martingale.
In fact, if
η·(ω) =
N−1∑
j=0
ξ j (ω)I[t j ,t j+1)(·) ∈ M2,0G (0, T ),
then we have∫ t
0
ηvdMv =
N−1∑
j=0
ξ j (ω)(Mt j+1∧t − Mt j∧t ).
For any s < t , suppose that ti ≤ s < ti+1 < t ,
E
[∫ t
0
ηvdMv|Fs
]
=
i−1∑
j=0
ξt j (Mt j+1 − Mt j )+ ξti (Ms − Mti )
=
N−1∑
j=0
ξt j (Mt j+1∧s − Mt j∧s) =
∫ s
0
ηvdMv.
So
∫ t
0 ηsdMs is an Ft martingale. By the symmetric property of M , we know that
∫ t
0 ηsdMs is a
symmetric martingale with respect to Ft .
238 J. Xu, B. Zhang / Stochastic Processes and their Applications 119 (2009) 232–248
If η ∈ M2G(0, T ), since M2G(0, T ) is the completion of M2,0G (0, T ), there exists ηN ∈
M2,0G (0, T ), N = 1, 2, . . . , such that ηN → η as N → ∞. By the continuity of I (η), we
have I (ηN )→ I (η) as N →∞.
We compute that
E
[∫ t
0
ηvdMv|Fs
]
−
∫ s
0
ηvdMv
= E
[∫ t
0
ηvdMv −
∫ t
0
ηNv dMv +
∫ t
0
ηNv dMv|Fs
]
−
∫ s
0
ηvdMv
= E
[∫ t
0
(ηv − ηNv )dMv|Fs
]
+
∫ s
0
(ηv − ηNv )dMv.
By Lemma 4.1, we then have(
E
[
E
[∫ t
0
ηdMv|Fs
]
−
∫ s
0
ηdMv
]2)1/2
≤
(
E
[
E
[∫ t
0
(η − ηN )dMs |Fs
]]2)1/2
+
(
E
[∫ s
0
(η − ηN )dMv
]2)1/2
≤
(
E
[∫ t
0
(η − ηN )dMv
]2)1/2
+
(
E
[∫ s
0
(η − ηN )dMv
]2)1/2
−→ 0 as N −→∞.
Hence E[∫ t0 ηdMv|Fs] = ∫ s0 ηdMv , ∫ t0 ηdMv is a martingale. By a similar argument, we may
prove that
∫ t
0 ηvdMv is symmetric. 
Step 2: The quadratic variation process 〈M〉t of Mt exists. Defining the stochastic integral
with respect to 〈M〉t in M1G(0, T ), we can get the isometric formula in the G-framework.
For any t > 0, let 0 = t N0 < t N1 < · · · < t NN = t , t Nj+1 − t Nj = TN ,
M2t =
N−1∑
j=0
(M2
t Nj+1∧t
− M2
t Nj ∧t
)
=
N−1∑
j=0
(Mt Nj+1∧t − Mt Nj ∧t )
2 + 2
N−1∑
j=0
Mt Nj
(Mt Nj+1∧t − Mt Nj ∧t ).
Since
∑N−1
j=0 Mt Nj I[t j t j+1)(·)→ M·, as N →∞, we have
2
N−1∑
j=0
Mt Nj
(Mt Nj+1∧t − Mt Nj ∧t )→ 2
∫ t
0
MsdMs .
The quadratic variance process of Mt is denoted by
〈M〉t := lim
N→∞
N−1∑
j=0
(Mt Nj+1∧t − Mt Nj ∧t )
2 = M2t − 2
∫ t
0
MsdMs .
By condition (II) in Theorem 3.4, 〈M〉t − t = M2t − t − 2
∫ t
0 MsdMs is a martingale, and
E[−〈M〉t ] = −σ 20 t .
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For any η ∈ M1,0G (0, T ), ηt (ω) =
∑N−1
j=0 ξ j (ω)I[t j t j+1)(t), we define
I 1(η) =
N−1∑
j=0
ξ j (ω)(〈M〉t Nj+1 − 〈M〉t Nj ).
As discussed in Step 1, I 1(η) is a linear continuous mapping from M1,0G (0, T ) to L
1
G(FT ),
and I 1(η) can be continuously extended to the Banach space M1G(0, T ).
Now we present the isometry formula in the G-framework.
Lemma 4.2. For η ∈ M2G(0, T ), it holds that
E
[(∫ T
0
η(s)dMs
)2]
= E
[∫ T
0
η2(s)d〈M〉s
]
≤
∫ T
0
E[η2(s)]ds.
This lemma may be proved in a way very similar to that in [12]. Thus we omit the proof. 
Now we recall a proposition in [12].
Proposition 4.3. We have ∀ 0 ≤ s ≤ t , ξ ∈ L1G(Fs) and X ∈ L1G(F), that
E[X + ξ(M2t − M2s )] = E[X + ξ(Mt − Ms)2] = E[X + ξ(〈M〉t − 〈M〉s)].
Step 3. For all ϕ ∈ C3b(R), which is the set of all bounded real functions with the derivatives
up to the third order in Cb(R), we have
ϕ(Mt )− ϕ(Ms) =
∫ t
s
1
2
ϕxx (Mv)d〈M〉v +
∫ t
s
ϕx (Mv)dMv 0 < s ≤ t <∞.
Proof. For each N > 0, we know that
piNs,t = {s, s + δN , . . . , s + NδN = t}, δN =
t − s
N
,
ϕ(Mt )− ϕ(Ms) =
N−1∑
j=0
[
ϕx (Mt Nj
)(Mt Nj+1
− Mt Nj )+
1
2
ϕxx (Mt Nj
)(Mt Nj+1
− Mt Nj )
2
+ 1
2
(
ϕxx (Mt Nj
+ θ j (ω)(Mt Nj+1 − Mt Nj ))− ϕxx (Mt Nj )
)
(Mt Nj+1
− Mt Nj )
2
]
,
where θ j (ω) ∈ (0, 1).
We have
Y N =
N−1∑
j=0
(ϕxx (Mt Nj
+ θ j (ω)(Mt Nj+1 − Mt Nj ))− ϕxx (Mt Nj ))(Mt Nj+1 − Mt Nj )
2
−→ 0 in L1G(Ft ).
By condition (V) in Theorem 3.4, there exists a constant C such that
E[|ϕxx (Mt Nj + θ j (ω)(Mt Nj+1 − Mt Nj ))− ϕxx (Mt Nj )|(Mt Nj+1 − Mt Nj )
3] ≤ Co(δN ).
Then
Y N −→ 0 in L1G(Ft ).
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For ϕ ∈ C3b(R), ϕx and ϕxx are Lipschitz continuous. Thus, we have
E
∣∣∣∣∣ϕx (Mv)− N−1∑
j=0
ϕx (Mt Nj
)I[t Nj ,t Nj+1)(v)
∣∣∣∣∣
2
 = E[|ϕx (Mv)− ϕx (Mt Nj )|2] ≤ CδN −→ 0.
That is,
∑N−1
j=0 ϕx (Mt Nj )I[t Nj ,t Nj+1)(·) −→ ϕx (M·).
Similarly, we obtain
∑N−1
j=0 ϕxx (Mt Nj )I[t Nj ,t Nj+1)(·) −→ ϕxx (M·).
By Lemma 4.2, we get
E
∣∣∣∣∣N−1∑
j=0
ϕxx (Mt Nj
)(Mt Nj+1
− Mt Nj )
2 −
N−1∑
j=0
ϕxx (Mt Nj
)(〈M〉t Nj+1 − 〈M〉t Nj )
∣∣∣∣∣
2

≤ 2C2
N−1∑
j=0
E
[∣∣∣(Mt Nj+1 − Mt Nj )2 − (〈M〉t Nj+1 − 〈M〉t Nj )∣∣∣2
]
= 2C2
N−1∑
j=0
E
∣∣∣∣∣
∫ t j+1
t j
(Ms − Mt j )dMs
∣∣∣∣∣
2

≤ 2C2
N−1∑
j=0
∫ t j+1
t j
E[(Ms − Mt j )2]ds
= C2
N−1∑
j=0
∫ t j+1
t j
(s − t j )ds
= C2δN −→ 0.
By the continuity of I (η) and I 1(η), we further obtain
N−1∑
j=0
ϕxx (Mt Nj
)(Mt Nj+1
− Mt Nj )
2 −→
∫ t
s
ϕxx (Mv)d〈M〉v, in L1G(Ft ),
and
N−1∑
j=0
ϕx (Mt Nj
)(Mt Nj+1
− Mt Nj ) −→
∫ t
s
ϕx (Mv)dMv, in L2G(Ft ).
Then for any ϕ ∈ C3b(R), it holds that
ϕ(Mt )− ϕ(Ms) =
∫ t
s
1
2
ϕxx (Mv)d〈M〉v +
∫ t
s
ϕx (Mv)dMv 0 < s ≤ t <∞. 
Step 4. We define u(t, x) = E[ f (M0,xt )], M0,xt = x + Mt , f ∈ lip(R). Then u(t, x) is the
viscosity solution of the heat equation (3.1).
Proof. It is easy to see that
|u(t, x1)− u(t, x2)| ≤ E[| f (M0,x1t )− f (M0,x2t )|] ≤ C E[|M0,x1t − M0,x2t |] = C |x1 − x2|
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and
|u(t1, x)− u(t2, x)| ≤ C E[|M0,xt1 − M0,xt2 |] ≤ C
√
E[|M0,xt1 − M0,xt2 |2] = C(t1 − t2)1/2,
where C is the Lipschitz constant of f . The function u(t, x) is Lipschitz continuous with respect
to x , and 12 -Ho¨lder continuous with respect to t .
Next we show that u(t, x) is the viscosity super-solution of the heat equation (3.1).
For any ϕ ∈ C3b([0, T ] × R) satisfying u(t, x) = ϕ(t, x), and u(s, y) > ϕ(s, y) ∀(s, y) 6=
(t, x), by the Markov property of M , we know that
ϕ(t, x) = u(t, x) = E[u(t − r,Mr )] > E[ϕ(t − r,Mr )].
From Step 3, we have
E[ϕ(t − r,Mr )− ϕ(t,Mr )+ ϕ(t,Mr )− ϕ(t, x)]
= E
[
−
∫ t
t−r
ϕs(s,Mr )ds + 12
∫ r
0
ϕxx (s,Ms)d〈M〉s
]
= E
[∫ t
t−r
(ϕs(t, x)− ϕs(s,Mr ))ds + 12
∫ r
0
(ϕxx (s,Ms)− ϕxx (t, x))d〈M〉s
+ 1
2
ϕxx (t, x)〈M〉r − ϕs(t, x)r
]
≤ G(ϕxx (t, x))r − ϕs(t, x)r + E
[∫ t
t−r
|ϕs(t, x)− ϕs(s,Mr )|ds
]
+ E
[
1
2
∫ r
0
|ϕxx (s,Ms)− ϕxx (t, x)|d〈M〉s
]
.
Without loss of generality, we suppose that the Lipschitz constants of ϕt and ϕxx are the same C .
Then we have
E
[
1
2
∫ r
0
|ϕxx (s,Ms)− ϕxx (t, x)|d〈M〉s
]
≤ C E
[∫ r
0
|M0,xs |ds
]
= C
3
r3/2
E
[∫ t
t−r
|ϕs(t, x)− ϕs(s,Mr )|ds
]
≤ C
∫ t
t−r
(|t − s| + E[|M0,xr − x |])ds ≤ Cr2 + C
√
rr.
Therefore, we find
E[ϕ(t − r,Mr )− ϕ(t, x)] ≤ G(ϕxx (t, x))r − ϕs(t, x)r + 13r
3/2 + (r +√r)Cr.
Meanwhile, it holds that
E[ϕ(t − r,Mr )− ϕ(t, x)] ≥ G(ϕxx (t, x))r − ϕs(t, x)r − 13r
3/2 − (r +√r)Cr.
Hence we obtain
lim
r→0
1
r
E[ϕ(t − r,Mr )− ϕ(t, x)] = G(ϕxx (t, x))− ϕs(t, x) ≤ 0.
Then, u(t, x) is the viscosity super-solution for the heat equation (3.1). Similarly we can deduce
that u(t, x) is the viscosity sub-solution of the heat equation (3.1). We conclude that u(t, x) is
the viscosity solution of the heat equation (3.1). 
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Step 5. The finite distribution of M satisfies the condition (2) in Definition 3.3.
Because M is a Markov process under E[·], then for any t ≤ T , it holds that
E[ϕ(MT − Mt )] = E[E[ϕ(M0,xT − M0,xt ) | Ft ]] = E[E[ϕ(M0,xT − y) | Ft ]y=M0,xt ]
= E[E[ϕ(M0,xT−t − y)]y=M0,xt ,x=M0,xt ] = E[ϕ(MT−t )]. (4.1)
We can check that the finite distribution of M satisfies the condition (2) in Definition 3.3. Without
loss of generality, we only prove the case when m = 2.
E[ϕ(Mt1 ,Mt2 − Mt1)] = E[E[ϕ(x,Mt2 − Mt1) | Ft1 ]x=Mt1 ]
= E[E[ϕ(x,Mt2−t1)]x=Mt1 ].
On the basis of Steps 1–5, we complete the proof of Theorem 3.4. 
5. Integral representation of a symmetric G-martingale
The martingale representation theorem is a fundamental theorem in linear stochastic analysis.
It also plays an important role in mathematical finance. In this section, we discuss the symmetric
G-martingale representation problem.
Theorem 5.1. Suppose that M ∈ S2 is a symmetric martingale under E[·], and that M2t −
E[M2t ] is a martingale with respect to Ft . We define E[M2t ] =
∫ t
0 H
2(s)ds, where H(s) is a
bounded continuous function on R. Then there exists a symmetric martingale Wt ∈ S2 satisfying
that W 2(t)− t is a martingale under E[·], and Mt =
∫ t
0 H(s)dWs .
Remark 5.2. From the proof of Theorem 3.4, we see that for any symmetric martingale W ∈ S2,
W 2(t)−E[W 2(t)] is a martingale. Here E[W 2t ] =
∫ t
0 U
2(s)ds and U (s) is a bounded continuous
function on R. We can define the stochastic calculus of Ito’s type with respect to W on
M2G(0, T ). Hence the stochastic integral in Theorem 5.1 is meaningful. Also we can prove that∫ t
0 ηdWs η ∈ M2G(0, T ) is a symmetric martingale, the quadratic process of M exists and the
isometric formula holds.
Proof. Let µ denote the Lebesgue measure on R. For E[M2t ] =
∫ t
0 H
2(s)ds, H(s) 6= 0 a.e. µ,
that means
∀ε > 0, there exists N > 0, when n > N ,we have µ
(
|H(s)| < 1
n
, s ∈ R
)
< ε.
Let
Hn(t) =

1
H(t)
, if
∣∣∣∣ 1H(t)
∣∣∣∣ ≤ n,
0, otherwise.
Let W nt =
∫ t
0 H
n(s)dMs ; then W nt is a symmetric martingale.
Define Mnt =
∫ t
0 H(s)dW
n
t =
∫ t
0 I{|H(s)|≥1/n}dMs .
Next we will prove that
E
[(∫ t
0
h(s)dMs
)2]
=
∫ t
0
h2(s)H2(s)ds, ∀h(s) ∈ M2G(0, T ).
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If h(s) ∈ M2,0G (0, T ), h(·) =
∑N−1
j=0 c j I[t j ,t j+1)(·), then
E
[(∫ t
0
h(s)dMs
)2]
= E
[
N−1∑
j=0
c2j (〈M〉t j+1 − 〈M〉t j )
]
=
N−1∑
j=0
∫ t j+1
t j
c2j H
2(s, ω)ds
=
∫ t
0
h2(s)H2(s)ds.
If h(s) ∈ M2G(0, T ), there exists hn(s) ∈ M2,0G (0, T ) satisfying
∫ t
0 (h
n(s)− h(s))2ds → 0 and
E
[(∫ t
0
h(s)dMs
)2]
= E
[(∫ t
0
(h(s)− hn(s))dMs +
∫ t
0
hn(s)dMs
)2]
≤ C E
[(∫ t
0
(h(s)− hn(s))dMs
)2]
+ E
[∫
(hn(s))2 H2(s)ds
]
→
∫ t
0
h2(s)H2(s)ds.
Similarly we can prove
E
[(∫ t
0
h(s)dMs
)2]
≥
∫ t
0
h2(s)H2(s)ds.
Then E[(∫ t0 h(s)dMs)2] = ∫ t0 h2(s)H2(s)ds holds.
By a similar argument, we can obtain that(∫ t
0
h(s)dMs
)2
−
∫ t
0
h2(s)H2(s)ds
is a martingale with respect to Ft .
For
E[|Mnt − Mt |2] = E
[(∫ t
0
I{|H(s)|≤1/n}dMs
)2]
= E
[∫ t
0
I{|H(s)|≤1/n}d〈M〉s
]
≤ Cµ{|H(s)| ≤ 1/n, s ∈ [0, T ]} −→ 0.
So we find Mnt → Mt in M2G(0, T ). Because
E[|W nt −W mt |2] =
∫ t
0
I{1/m≤|H(s)|≤1/n}ds ≤ µ
[
|H(s)| ≤ 1
n
]
→ 0
we find that W nt is a Cauchy sequence in M
2
G(0, T ). By the completeness of M
2
G(0, T ), there
exists Wt ∈ M2G(0, T ) such that W nt → Wt .
For W n(t) a symmetric martingale under E[·], using the same method as in the proof of
Theorem 3.4, we can get that W (t) is a symmetric martingale under E[·].
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We compute
E
[∣∣∣E[W 2(t)− t |Fs] −W 2(s)+ s∣∣∣2]
= E
[ ∣∣∣∣E [W 2(t)− t − (W n(t))2 + ∫ t
0
I{|H(v)|≥1/n}dv
+ (W n(t))2 −
∫ t
0
I{|H(v)|≥1/n}dv|Fs
]
−W 2(s)+ s
∣∣∣∣2
]
≤ E[|W 2(t)− (W n(t))2|2] + E[|W 2(s)− (W n(s))2|2]
+
∣∣∣∣µ [v ∈ [0, t] : |H(v)| ≥ 1n
]
− t
∣∣∣∣2 + ∣∣∣∣µ [v ∈ [0, s] : |H(v)| ≥ 1n
]
− s
∣∣∣∣2 −→ 0.
Then W 2(t)− t is an Ft martingale.
By Remark 5.2, we can define the stochastic integral of Ito’s type on M2G(0, T ).
Next we prove that
∫ t
0 H(s)dW
n
s −→
∫ t
0 H(s)dWt .
If H(s) is a simple function of the following type:
H(s) =
N−1∑
j=0
c j I[t j ,t j+1)(s),
where c j ( j = 0, 1, . . . , N − 1) are constants, we have
E
[∣∣∣∣∫ t
0
H(s)dW nt −
∫ t
0
H(s)dWt
∣∣∣∣2
]
= E
[
N−1∑
j=0
c j (W
n
t j+1 −Wt j+1 −W nt j +Wt j )2
]
≤
N−1∑
j=0
2c j E[(W nt j+1 −Wt j+1)2 + (W nt j −Wt j )2]
≤
N−1∑
j=0
2c j
[
ε
4Nc j
+ ε
4Nc j
]
≤ ε.
If H(s) is a continuous function, there exist a family of simple functions H N (s) such that∫ T
0 (H(s)− H N (s))2ds → 0. Therefore
E
[∣∣∣∣∫ t
0
H N (s)dW nt −
∫ t
0
H(s)dW nt
∣∣∣∣2
]
≤
∫ t
0
(H(s)− H N (s))2ds −→ 0.
So we obtain
E
[∣∣∣∣∫ t
0
H(s)dW ns −
∫ t
0
H(s)dWt
∣∣∣∣2
]
= E
[∣∣∣∣∫ t
0
H(s)dW ns −
∫ t
0
H N (s)dW nt
∣∣∣∣2
]
+ E
[∣∣∣∣∫ t
0
H N (s)dW ns −
∫ t
0
H N (s)dWt
∣∣∣∣2
]
+ E
[∣∣∣∣∫ t
0
H N (s)dWs −
∫ t
0
H(s)dWt
∣∣∣∣2
]
−→ 0.
That is, Mt =
∫ t
0 H(s)dWs . 
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In this theorem, for the symmetric martingale M ∈ S2 with the property that M2(t) −
E[M2(t)] is a martingale, we find a representation with respect to a symmetric martingale
W ∈ S2 satisfying that W 2(t) − t is a martingale. If E[·] is the classical linear expectation, we
know that W (t) is a Brownian motion. But in the G-framework, would W (t) be a G-Brownian
motion?
Corollary 5.3. A process M ∈ S2 satisfies the conditions in Theorem 5.1. Assume that it holds
that:
(1) For any t ≥ 0, E[−M2(t)] = −σ 20 E[M2(t)].
(2) M is a Markov process.
(3) For any s, t > 0, E[|Mt − Ms |3] = o(t − s).
Then Mt =
∫ t
0 H(s)dWs , where Ws is a G-Brownian motion with parameter σ0.
Proof. From Theorem 5.1, we know that there exists a symmetric martingale W ∈ S2 and
W 2(t) − t is also a martingale such that Mt =
∫ t
0 H(s)dWs . Next we will prove that W (t) is a
G-Brownian motion with parameter σ0. According to Theorem 3.4, we only need to check the
conditions (III), (IV) and (V) there.
(III) We notice that
E[−W 2(t)] = E[(W n(t))2 −W 2(t)− (W n(t))2]
≤ E[(W n(t))2 −W 2(t)] − σ 20µ
[
v ∈ [0, t] : |H(v)| ≥ 1
n
]
−→ −σ 20 t.
On the other hand, we also have
E[−W 2(t)] ≥ −E[W 2(t)− (W n(t))2] − σ 20µ
{
v ∈ [0, t] : |H(v)| ≥ 1
n
}
−→ −σ 20 t.
With this we prove E[−W 2(t)] = −σ 20 t .
(IV) Since M is a Markov process, we can define the stochastic integral of Ito’s type as in
Section 4. For a deterministic function f , we can easily get that
∫ t
0 f (s)dMs is a Markov
process. Because the proof is classical, we omit it here. Therefore, we obtain that W (t) is a
Markov process under E[·].
(V) Under condition (III) in Corollary 5.3, we can get E[|Wt − Ws |3] = o(t − s) for any
t > s > 0, by the method mentioned in the proof of (IV).
Thus W (t) is a G-Brownian motion under E[·] with parameter σ0. 
6. The generation of a G-Brownian motion
In [11], Peng used the Markov chain to generate a nonlinear expectation. In [12], a nonlinear
expectation was induced via the viscosity solution of a nonlinear heat equation. In our work, the
canonical process is a Markov process under the nonlinear expectation E[·]. An inverse problem
is interesting, namely: What kind of Markov chain can generate a nonlinear expectation under
which the canonical process (ωt )t≥0 is a G-Brownian motion?
In this section, we will discuss this problem.
First let us recall a definition in [11].
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Definition 6.1. E : L pG(F) −→ R is said to be a nonlinear pre-expectation if it satisfies:
(E1) Monotonicity: if X1(ω) > X2(ω), ∀ω ∈ Ω , then E[X1] > E[X2].
(E2) Constant-preservation: E[c] = c for each constant c.
Definition 6.2. A family of nonlinear pre-expectations is called a Markov chain if it satisfies:
(m1) For each fixed (t; x) ∈ R+ × R, τ xt [ϕ] is a nonlinear pre-expectation on lip(R).
(m2) τ x0 [ϕ] = ϕ(x).
(m3) τ xt [ϕ] satisfies the following Chapman (semigroup) formula:
τ xt ◦ τ xs [ϕ] := τ xs [τ xt [ϕ]] = τ xt+s[ϕ].
Theorem 6.3. Assume that Γ yt [ϕ] is a Markov chain defined on lip(R), satisfying:
(1) Self-domination: Γ yt [ϕ] − Γ yt [ϕ′] ≤ Γ yt [ϕ − ϕ′].
(2) Positive homogeneity: Γ yt [λϕ] = λΓ yt [ϕ], λ ≥ 0.
Assume that we further have:
(3) Γ yt [x] = Γ yt [−x] = 0.
(4) Γ yt [x2] = t , Γ yt [−x2] = −σ 20 t .
(5) Γ yt [x3] = o(t).
Then the canonical process (ωt )t≥0 is a G-Brownian motion under E[·], where E[·] is the
nonlinear expectation generated by Γ yt [·].
Remark 6.4. The nonlinear expectation E[·] is generated by Γ yt [ϕ] in the following way:
E[ϕ(ωt1 , ωt2 , . . . , ωtm )] = Γt1,...,tm [ϕ] = ϕm,
where ϕm is obtained via the backward deduction
ϕ1(x1, . . . , xm−1) = Γ ytm−tm−1 [ϕ(x1, . . . , xm−1, ·)](xm−1)
ϕ2(x1, . . . , xm−2) = Γ ytm−1−tm−2 [ϕ1(x1, . . . , xm−2, ·)](xm−2)
...
ϕm−1(x1) = Γ yt2−t1 [ϕm−2(x1, ·)](x1)
ϕm = Γ yt1 [ϕm−1(·)],
and the conditional expectation is defined as
E[ϕ(ωt1 , ωt2 , . . . , ωtm )|Ftm−1 ] = Γ ytm−tm−1 [ϕ(x1, . . . , xm−1, ·)]x1=ωt1 ,...,xm−1=ωtm−1 .
Proof. By the definition of the Markov chain and the self-domination property, we can deduce
that the Markov chain satisfies the conditions in Theorem 6.3, with constant translatability,
namely Γ yt [ϕ + c] = Γ yt [ϕ] + c. We can easily derive that the nonlinear expectation generated
in the previous way satisfies the properties (a)–(d) in Section 2. The canonical process Bt with
Bt (ω) = ωt is a Markov process under E[·]. By condition (3) in Theorem 6.3, we know that Bt
is a symmetric martingale under E[·]. By condition (4), we know that B2t − t is a martingale and
E[−B2t ] = −σ 20 t , and (V ) is satisfied due to condition (4).
Then by Theorem 3.4, we know that Bt is a G-Brownian motion under E[·]. 
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7. Discussion
In this paper, the main result is the martingale characterization theorem for a G-Brownian
motion. Using this, we obtain the representation theorem for the symmetric martingale for some
special cases. We further discuss how to generate a G-Brownian motion via the Markov chain.
The martingale characterization theorem will help us to solve many fundamental problems
in G-expectation theory, for example, the integral representation problem for the continuous
martingale. Because the G-framework does not depend on a given probability space, our
martingale characterization theorem for a G-Brownian motion is much more complicated than
Le`vy’s martingale characterization theorem for a Brownian motion. We remark that the condition
(IV) may not be so convenient for applications. For example, when we deal with the integral
representation of a continuous symmetric martingale, we have to impose the Markov property
as in Corollary 5.3. Since the definition of a G-Brownian motion is via the PDE, it is natural
to use the Markov property. In an ongoing study, we aim at a martingale characterization of the
G-Brownian motion without the Markov property. In addition, as mentioned in [13], powerful
tools in capacity provide a method for proceeding with a pathwise analysis in the G-framework
(see the forthcoming paper of Peng and Denis). Then the language of quasi-surely will replace
almost surely in classical probability theory. Pathwise analysis may well improve our martingale
characterization, and the condition (V) will be the continuous path property of B instead. This
is an ongoing project, which will help us to solve more fundamental problems in G-expectation
theory.
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