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ABSTRACT
Constructing fine-grained image datasets typically requires domain-
specific expert knowledge, which is not always available for crowd-
sourcing platform annotators. Accordingly, learning directly from
web images becomes an alternative method for fine-grained visual
recognition. However, label noise in the web training set can se-
verely degrade the model performance. To this end, we propose a
data-driven meta-set based approach to deal with noisy web im-
ages for fine-grained recognition. Specifically, guided by a small
amount of cleanmeta-set, we train a selection net in ameta-learning
manner to distinguish in- and out-of-distribution noisy images. To
further boost the robustness of model, we also learn a labeling
net to correct the labels of in-distribution noisy data. In this way,
our proposed method can alleviate the harmful effects caused by
out-of-distribution noise and properly exploit the in-distribution
noisy samples for training. Extensive experiments on three com-
monly used fine-grained datasets demonstrate that our approach is
much superior to state-of-the-art noise-robust methods. The data
and source code of this work have been made available at: https:
//github.com/NUST-Machine-Intelligence-Laboratory/dmbfgvr.
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1 INTRODUCTION
Deep Neural Networks (DNNs) have achieved impressive results
on many computer vision tasks due to the availability of large-scale
image datasets [3, 24, 25, 34, 37, 43, 44, 50, 51, 59]. However, fine-
grained visual classification (FGVC) remains challenging. Training
DNNs for FGVC tends to require expert-annotated labels, possibly
with additional annotations in the form of parts, attributes, or re-
lationships. The high cost of manual annotation limits the FGVC
dataset scale and constrains the performance and scalability of the
model. To reduce the cost of manual labeling, a growing number
of works focused on the semi-supervised paradigm [5, 29, 46] and
utilized web images as data augmentation.
Web images have distinct advantages over manual labeled ones:
rich and free. For arbitrary categories, the potential training data
can be easily obtained from publicly-available sources like Google
Image. Leveraging web data can easily build large-scale datasets
at nearly no manual cost [13, 52, 53, 57, 58]. Unfortunately, web
data inevitably contains label noise which is a huge obstacle for
training robust deep FGVC models. The label noise in web data for
fine-grained recognition can be roughly divided into two sets: in-
distribution and out-of-distribution. Specifically, the in-distribution
noisy images have their true labels in the dataset, while the true la-
bels for out-of-distribution noisy samples are outside of the dataset.
Since DNNs have a high capacity to fit noisy data [1, 54], directly
utilizing noisy web images to train fine-grained recognition models
usually results in poor performance.
A simple yet effective approach to deal with label noise is to per-
form samples selection that separates clean instances from noise.
The representative works are Decoupling [27] and Co-teaching
[9]. These works drop samples with a high probability of being
incorrectly labeled to reduce the harmful influence of noise. Nev-
ertheless, they can’t exploit the in-distribution noisy instances for
representation learning and have the risk to discard some clean
images. To make full use of the noisy dataset, some works con-
centrated on loss correction that revises the corrupted labels. For
example, [8] added an additional softmax layer to estimate the label
noise transition matrix. Unfortunately, since the label noise in prac-
tice is diverse and non-stationary, the exact recovery of the noise
transition matrix is difficult and remains a challenging problem.
[35] selectively refurbished unclean samples which have consistent
label predictions. However, the network has the risk to produce
wrong labels. Moreover, these loss correction methods are unable
to tackle out-of-distribution noisy images, whose true labels are
outside the set of training labels.
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In this work, we propose a hybrid approach that leverages the
advantages of both "sample selection" and "loss correction" to learn
from noisy web images for fine-grained task. We make an assump-
tion that the model can access a small set of clean meta images
during training. Our key idea is to discard out-of-distribution noise
as well as to relabel in-distribution noisy samples with the help of
small clean meta-data. Specifically, we train a selection net Snet to
learn the similarities between noisy web images and clean meta set.
It produces the probability that a sample is in-distribution and we
drop these images which have a low in-distribution probabilities.
Simultaneously, we train a labeling net Lnet to generate pseudo la-
bels for the remaining in-distribution noisy images. In this way, our
proposed approach can learn from the noisy web images with the
guidance of clean meta data. It can properly utilize in-distribution
noisy images for training and alleviate the harmful effects caused
by out-of-distribution noise.
In summary, this paper makes the following three-fold contribu-
tions: (1) We propose a data-driven meta-set based approach that
combines the "sample selection" and "loss correction" methods by
overcoming their drawbacks. Compared with sample selection ap-
proaches, our approach can relabel and exploit the in-distribution
noisy samples for boosting training. Compared with loss correction
methods, our method is less likely to suffer from the correction
error and can deal with out-of-distribution noisy samples. (2) We
explained the effectiveness of our proposed approach from the
perspective of mathematical theory. Our proposed method has a
better interpretability. (3) Extensive experiments and ablation stud-
ies demonstrate that our approach outperforms state-of-the-art
methods.
2 RELATEDWORKS
Fine-grained Visual Classification: The task of fine-grained vi-
sual classification is to distinguish objects at the subordinate level.
Since differences between subcategories tend to lie in discrimina-
tive parts, the early works train the network to learn discriminative
features by utilizing strong annotation like bounding boxes or part
annotations [14, 18, 41, 45, 48, 61]. Despite satisfying performance,
these strongly supervised methods require heavy human annota-
tion. To avoid heavy manual labeling work, there have been pro-
posed a number of weakly supervised methods, which only need
image-level labels [2, 4, 6, 7, 11, 15, 22, 30, 40, 62–65]. However, the
label annotation still requires expert knowledge. This drawback
limits the dataset scale and therefore constrains the model perfor-
mance and scalability. To further improve the performance, some
semi-supervised methods manage to leverage easily accessible web
data [5, 16, 28, 29, 38, 42, 47] for FGVC. However, these methods
mainly utilize web images as data augmentation and still require
a large number of well-labeled images. Different from them, our
approach merely requires a small set of clean images to guide noise
identification and label correction, and the model is mainly trained
from web images.
Learning from Web Images: Training fine-grained recogni-
tion models with web images usually results in poor performance
due to the presence of label noise and data bias. Numerous studies
have been performed to address the problem of learning from noisy
web images [36, 49, 56, 60]. In this paper, we categorize them into
two groups: sample selection based methods and loss correction
based methods. Sample selection methods are a straightforward
way to tackle label noise by discarding the noisy ones. The repre-
sentative sample selection methods contain Decoupling [27] and
Co-teaching [9]. They both trained two peer networks simultane-
ously. Specifically, Decoupling chooses samples that have different
predictions from two networks as useful ones. Co-teaching lets
each network selects small-loss samples as clean ones for its peer
network. These methods have achieved remarkable performance
on noisy data by ignoring all unclean samples. However, they fail
to utilize potentially useful in-distribution noisy images and have
the risk to eliminate clean samples. Loss correction approaches aim
to correct the misguidance caused by label noise. The correction
methods are diverse, including assigning a weight to the current
prediction [31], estimating label noise transition [8], and relabeling
samples with the network prediction [35]. Although these methods
have shown significant performance on the manual noisy dataset,
they are unable to tackle out-of-distribution samples in noisy web
data. Our method is a combination of sample selection and loss
correction approach by achieving their advantages and overcoming
their drawbacks. It can robustly learn from noisy web images in
the real-world dataset.
Data-driven Approaches: Considering that learning merely
from noisy web images is challenging, some works make the as-
sumption that during training the model has access to a small set
of clean labels [20, 21]. For example, [12] leveraged a small set of
clean data to estimate the noise transition matrix. [19] distilled the
knowledge learned from the clean dataset to facilitate learning a
better model from the entire noisy dataset. [32] and [33] utilized
a meta-learning algorithm to reweight training examples. Specifi-
cally, [32] dynamically learned weights based on samples’ gradient
directions, while [33] learned an explicit weighting function. With
access to a small set of clean samples, these data-driven methods
achieve remarkable performance and robustness. Inspired by them,
our approach leverages a small number of clean images to guide
sample selection and label correction.
3 THE PROPOSED APPROACH
3.1 Overview
The architecture of our proposed framework is presented in Fig. 1 (a).
Let (xi ,yi ) be the pair of samplexi and its labelyi ,D = {(xi ,yi )|1 ≤
i ≤ N } be the noisy web training set. We assume that there is a
small clean and unbiased meta set Dm = {(xmi ,ymi )|1 ≤ i ≤ M},
where M ≪ N . In addition, we also assume that the training set
contains the meta set. Our goal is to train the classifier network h
with the parameter θh on the noisy web training set.
Since deep neural networks have the ability to filter out noisy
instances using their loss values at the early training stage [1, 54],
we simply utilize the entire training set to train the network in initial
epochs. When a mini-batch D is formed from D, θh is updated
through:
θ
(t+1)
h = θ
(t )
h −
α
|D|
∇
∑
x ∈D
L(x ,y;θ (t )h ),T ≤ Ts , (1)
where L, α ,T andTs denote the loss function, learning rate, epoch
number and initial epoch number, respectively.
Snet
Meta
Set
Lnet
h
Web Training 
Set
Selection by Pin
Relabel
CleanNoisy 
Out-of-distribution In-distribution
… …
Selection by L …
Update h
Update LnetUpdate Snet
……
Reweighted 
Training
Loss
Training 
Set
Snet
f(x)
Meta
Set
Meta Loss
θh
(t)
^
Meta Loss
Backward
θh
(t)(θs)
Snet(f(x);θs
(t))
Classier
Meta Set
Meta LossLnet
Convolutional
Layers
Fully Connected
Layers
f(xm)
y  ^
(a) (c)
(b)
Meta Loss 
Backward
…
Figure 1: The architecture of our proposed data-drivenmeta-learning based approach (a), training mechanism of selection net
Snet (b), and trainingmechanism of labeling net Lnet (c). For eachmini-batch from the noisy web training set, we first split it by
training loss L. Small L images are regarded as clean data and directly utilized for updating the networks. Samples with large
L are entered into Snet to compute their probabilities of being in-distribution Pin . Then samples with small Pin are identified
as out-of-distribution noisy images and discarded. Those with large Pin are regarded as in-distribution noisy images. They are
relabeled by Lnet and leveraged for training with their pseudo labels yˆ. Our Snet and Lnet both take the image features as input
and are updated using the meta set.
After the initial epochs, we start to adopt our proposed algorithm
to tackle noise. We first adopt the widely used loss-based separation
method [27] that selects (1 − τ ) × 100% of low-loss instances as
clean samples. The mini-batch is divided into a clean set Dc and
a noisy set Dn , which can be obtained by solving the following
problem:
Dc = argmin
Dˆ: | Dˆ |≥(1−τ ) |D |
∑
x ∈Dˆ L(x ,y;θh ), (2)
Dn = D − Dc , (3)
where τ is the drop rate. Then Dc is directly leveraged for train-
ing, while images in Dn are entered into the selection net Snet to
calculate their probability to be in-distribution Pin via:
Pin (x) = Snet (f (x);θs ),x ∈ Dn , (4)
where f (x) denotes the features of sample x and θs is the parameter
of Snet . Furthermore, we select r × 100% samples that have high
Pin as in-distribution noisy images and discard others. The in-
distribution set Din can be obtained by:
Din = argmax
Dˆn : | Dˆn | ≤r |Dn |
∑
x ∈Dˆn Pin (x), (5)
where r is the relabeling rate. To boost the robustness of the model,
we also propose a labeling net Lnet which produces pseudo labels
yˆ for these selected in-distribution noisy images through:
yˆ = Lnet (f (x);θl ),x ∈ Din , (6)
whereθl is the parameter ofLnet . Finally, these relabeled in-distribution
noisy images along with clean ones are utilized for training. The
parameter θh is updated according to the descent direction of the
expected loss as in Eq. (7).
θ
(t+1)
h = θ
(t )
h − α∇(
1
|Dc | + |Din |
(
∑
x ∈Dc
L(x ,y;θ (t )h )+∑
x ∈Din
L(x , yˆ;θ (t )h ))).
(7)
Snet and Lnet are trained using the meta set Dm . Their training
mechanisms will be detailedly illustrated in the following sections.
3.2 Selection Net Snet
The architecture and training mechanism of our selection net Snet
are shown in Fig. 1 (b). To be specific, Snet is an MLP (multilayer
perceptron) network with one hidden layer containing 256 nodes.
We apply ReLU activation function on each hidden node and utilize
Sigmoid activation function to guarantee the output located in the
interval of [0, 1]. It takes the image features as input and produces
the probability that a sample is in-distribution. In our approach, we
utilize Snet to distinguish in- and out-of distribution noisy images.
We optimize the parameters θs of Snet in a meta-learning based
method. Specifically, we first sample a mini-batchD from the train-
ing set, and formulate the classifier learning function θˆh
(t )(θs )
through:
θˆh
(t )(θs ) = θ (t )h − α
1
|D|
∑
x ∈D
Snet (f (x);θ (t )s )∇θhL(x ,y;θh )|θ (t )h .
(8)
We utilize the output of Snet as the weight of sample x . In this way,
we make the θˆh
(t )(θs ) to be a function of θs . Accordingly, we draw
a mini-batch Dm from the meta set. It is entered into the classifier
net with parameter θˆh
(t )(θs ) to calculate the meta loss. Then, we
can update θs via:
θ
(t+1)
s = θ
(t )
s − β
1
|Dm |
∑
xm ∈Dm
∇θsL(xm ,ym ; θˆh
(t )(θs ))|θ (t )s , (9)
where β denotes the learning rate of Snet . The computation of θs
in Eq. (9) can be obtained by back-propagation with the following
derivation:
1
|Dm |
∑
xm ∈Dm
∇θsL(xm ,ym ; θˆh
(t )(θs ))|θ (t )s
=
1
|Dm |
|Dm |∑
i=1
∂L(xmi ,ymi ; θˆh )
∂θˆh (θs )
|
θˆh
(t ) ×
|D |∑
j=1
∂θˆh
(t )(θs )
∂Snet (f (x j );θs )
∂Snet (f (x j );θs )
∂θs
|
θ (t )s
=
−α
|Dm | ∗ |D|
|Dm |∑
i=1
∂L(xmi ,ymi ; θˆh )
∂θˆh (θs )
|
θˆh
(t ) ×
|D |∑
j=1
∂L(x j ,yj ;θh )
∂θh
|
θ (t )h
∂Snet (f (x j );θs )
∂θs
|
θ (t )s
=
−α
|D|
|D |∑
j=1
( 1
|Dm |
|Dm |∑
i=1
Ti j )
∂Snet (f (x j );θ (t )s )
∂θs
|
θ (t )s
,
(10)
where Ti j =
∂L(xmi ,ymi ;θˆh )
∂θˆh
|T
θˆh
(t )
∂L(x j ,yj ;θh )
∂θh
|
θ (t )h
. Then Eq. (9) can
be rewritten as:
θ t+1s = θ
(t )
s +
αβ
|D|
|D |∑
j=1
( 1
|Dm |
|Dm |∑
i=1
Ti j )
∂Snet (f (x j );θ (t )s )
∂θs
|
θ (t )s
.
(11)
In this formula, the coefficient 1|Dm |
∑ |Dm |
i=1 Ti j represents the sim-
ilarity between the gradient of the training sample x j computed
on training loss and the average gradient of the meta data Dm
calculated on meta loss. Therefore, if the learning gradient of a
training sample is similar to that of the meta images, then it will be
considered as in-distribution and Snet tends to produce a higher
score for it. On the contrary, samples with gradient different from
the that of the meta set will have a lower score. In this way, our
Snet learns to leverage the feature representation to distinguish in-
and out-of-distribution samples.
3.3 Labeling Net Lnet
Fig. 1 (c) illustrates our training mechanism of Lnet . General DNNs
are composed of a series of convolutional layers as the feature
extractor and a fully connected layer as the classifier. On the basis
of this framework, we add an additional fully connected layer as
Lnet after the last convolutional layer. It takes the image features as
input and produces a pseudo label. Lnet learns from the clean meta
set. Specifically, we first draw a mini-batch Dm from the meta set
Algorithm 1: Data-driven Meta-learning Based Fine-Grained
Recognition Algorithm
Input: training set D, meta set Dm , drop rate τ , relabeling rate r ,
batch size n, epoch Ts , and Tmax .
Initialize classifier network parameter θh , Snet parameter θs and
Lnet parameter θl .
for T = 1, 2, ..., Tmax do
for i = 1, 2, ..., |D|n do
Sample a mini-batch D from D and Dm from Dm ;
Formulate the learning function θˆh (θs ) by Eq. (8);
Update θs by Eq. (11) and θl by Eq. (12);
if T ≤ Ts then
Update θh by Eq. (1);
else
Obtain Dc via Eq. (2) and Dn by Eq. (3);
Calculate Pin by Eq. (4) and Din via Eq. (5);
Generate pseudo labels for Din through Eq. (6);
Update θh with Eq. (7);
end
end
end
Output: Updated parameters θh , θs , and θl .
and utilize the classifier net h to extract the image features f (xm )
for each sample in Dm . Then, we update θl by:
θ
(t+1)
l = θ
(t )
l −
α
|Dm |
∇(
∑
xm ∈Dm
L(Lnet (f (xm );θ (t )l ),ym ). (12)
We adopt the same learning rate for network h and Lnet , because
Lnet and the classifier of h are parallel fully connected layers (See
Fig. 1 (c)), which share the same size of input and output. In this
training mechanism, Lnet learns to dynamically produce labels
through the image features during training.
We directly utilize the feature extractor trained on the noisy
dataset and simply leverage a fully connected layer as Lnet . The aim
is to avoid over-fitting and make Lnet more generalized. If we pre-
train a DNN from the meta set as Lnet , it will probably suffer from
over-fitting, as only a small number of clean images is available [19].
As a result, it can’t produce reliable pseudo labels. On the contrary,
in our approach, the feature extractor learns from a large number
of web training images. Hence, it is more generalized than that
trained from a small dataset. In this way, our Lnet doesn’t need to
extract the image feature by itself and only learns to produce labels
from the image features. It is less likely to suffer from over-fitting.
Our approach takes full advantage of the meta set by utilizing
it to train Snet and Lnet for sample selection and loss correction,
respectively. We train Snet , Lnet and classifier net h simultaneously
in an end-to-end manner. With the help of Snet and Lnet , our
approach has the ability to utilize in-distribution noisy images and
can re-use clean samples, which may be eliminated in the selection
guided by training loss. To conclude, our approach combines the
sample selection and loss correction methods and overcomes their
drawbacks. It can train themodel robustly from noisy web images in
the real-world dataset. The detailed steps of our proposed approach
are summarized in the Algorithm 1.
Table 1: ACA (%) performances on three benchmark fine-grained datasets. BBox/Anno (✓) indicates human annotations are
utilized during training. Training set denotes the dataset is a manually labeled one (anno.), a small clean meta set (meta.), or
collected from the web (web).
Supervision Method Publication BBox/Anno Training Set Datasets
CUB200-2011 FGVC-Aircraft Cars-196
Strongly
Part-Stacked CNN [14] CVPR 2016 ✓ anno. 76.60 - -
Coarse-to-fine [48] TIP 2016 ✓ anno. 82.90 87.70 -
HSnet [18] CVPR 2017 ✓ anno. 87.50 - 93.90
Mask-CNN [41] PR 2018 ✓ anno. 85.70 - -
Weakly
Bilinear CNN [22] ICCV 2015 anno. 84.10 83.90 91.30
RA-CNN [6] CVPR 2017 anno. 85.30 - 92.50
Multi-attention [64] ICCV 2017 anno. 86.50 89.90 92.80
Filter-bank [40] CVPR 2018 anno. 86.70 92.00 93.80
Parts Model [7] CVPR 2019 anno. 90.40 - -
TASN [65] CVPR 2019 anno. 89.10 - 93.80
DCL [4] CVPR 2019 anno. 87.80 93.00 94.50
Webly WSDG [28] CVPR 2015 web 70.61 - -
Xiao et al. [42] CVPR 2015 web 70.92 - -
Semi
Xu et al. [47] TPAMI 2018 ✓ anno.+web 84.60 - -
Cui et al. [5] CVPR 2016 ✓ anno.+web 80.70 - -
Niu et al. [29] CVPR 2018 anno.+web 76.47 - -
Meta
Decoupling [27] NeurIPS 2017 meta.+web 75.04 81.88 84.78
Co-teaching [9] NeurIPS 2018 meta.+web 82.62 82.81 88.78
MW-Net [33] NeurIPS 2019 meta.+web 77.37 77.17 84.09
Our Approach - meta.+web 84.19 83.95 89.83
4 EXPERIMENTS
4.1 Datasets and Evaluation Metric
We evaluate our approach on three commonly used benchmark
fine-grained datasets, CUB200-2011 [39], FGVC-Aircraft [26], and
Cars-196 [17].
Average Classification Accuracy (ACA) is taken as the evaluation
metric, which is widely used for evaluating the performance of
fine-grained visual classification.
4.2 Implementation Details
We leverage the web images collected in [55] as the noisy training
set and directly adopt the testing data from CUB200-2011, FGVC-
Aircraft, and Cars-196 as the test set. The small clean meta set is
built by randomly sampling 10 images for each category from the
benchmark training set CUB200-2011, FGVC-Aircraft, and Cars-196.
Accordingly, we have 18388, 13503 and 21448 noisy web training
images as well as 2000, 1000 and 1960 small clean meta images for
CUB200, FGVC-Aircraft and Cars-196 dataset, respectively.
We utilize a pre-trained ResNet-34 [10] model as our backbone
network and select the drop rate τ from the values of {0.15, 0.2, 0.25,
0.3, 0.35, 0.4}. We ultimately set the value of τ to be 0.35, 0.20, and
0.25 as the default value on CUB200, FGVC-Aircraft and Cars-196
dataset, respectively. For other parameters, we set relabeling rate
r = 0.05 for CUB200 and FGVC-Aircraft dataset, and r = 0.15 for
Cars-196 dataset. The initial epoch number Ts is set to be 5 on all
three datasets. We use an SGD optimizer with momentum= 0.9,
and train our model for 100 epochs with batch size set as 60. The
learning rate α is set to be 0.01, which is decayed with a cosine
annealing [23], and β is fixed as 0.01.
4.3 Baseline Methods
To illustrate the superiority of our approach, our baselines contain
the following five sets of state-of-the-art fine-grained methods.
1) Strongly supervisedmethods: Part-Stacked CNN [14], Coarse-
to-fine [48], HSnet [18], and Mask-CNN [41].
2)Weakly supervisedmethods: Bilinear CNN [22], RA-CNN [6],
Filter-bank [40], Multi-attention [64], Parts Model [7], TASN [65],
and DCL [4].
3) Webly supervised methods:WSDG [28], and Xiao et al. [42].
4) Semi-supervised methods: Xu et al. [47], Niu al [29], and Cui
et al. [5].
5) Meta data based methods: Decoupling [27], Co-teaching [9],
and MW-Net [33].
It should be noted that all the meta data based methods have the
same backbone network ResNet-34 as ours. Their implementations
are the same as ours, including learning rate, optimizer and batch
size. Moreover, we set the same drop rate as ours for Co-teaching.
Experiments are conducted on one NVIDIA V100 GPU card.
4.4 Experimental Results and Analysis
Table 1 presents the fine-grained ACA results of various approaches
on benchmark datasets. As demonstrated in Table 1, with the guid-
ance of a small clean meta set, our proposed approach shows signif-
icant improvements over web-supervised approaches [28, 42]. Com-
pared with semi-supervised methods that utilize a large number
of manually labeled images [29] or even additional human annota-
tions [5, 47], our approach achieves close or superior performance
on CUB200 dataset. Moreover, our approach remarkably surpasses
other meta data based methods on all benchmark datasets.
Table 2: The ACA performances (%) comparison of different
loss correction methods.
Backbone Method Performance (%)
ResNet-18
Discarding (Baseline) 75.89
No-relabeling 74.09
Ditillation [19] 74.13
Self-correction [35] 75.41
Ours 77.48
Table 3: The ACA (%) performances comparison of different
training set sizes.
Number of Images Performance (%)
50 67.35
60 71.06
70 72.94
80 75.63
90 77.48
Figure 2: The test accuracies of baselines and ours onCUB200
dataset (a), and our test accuracies on datasets CUB200, Cars-
196 and FGVC-Aircraft dataset (b).
Figure 3: The training loss (a) and Pin (b) of clean, in-
distribution and out-of-distribution noisy images in initial
epochs. Bars indicate the standard deviation.
Fig. 2 (a) presents the test accuracies of baselines and ours on
CUB200 dataset. By observing Fig. 2 (a), we can notice that our
approach shows better performance, training speed and stability
than meta data based baselines. MW-Net [33] requires a small clean
meta set, however, it doesn’t take full advantage of the small clean
meta set. Compared with MW-Net [33], our approach makes better
use of the clean meta set by utilizing it for sample selection and loss
correction simultaneously. As a result, our approach outperforms
MW-Net significantly on all three benchmark datasets.
From Fig. 2 (a), we can observe that Decoupling [27] shows
the worst performance among all meta data based methods. The
reason is that it discards a large number of web training images
with which the model can be boosted. We notice that the drop rate
of Decoupling climbs as training proceeds, the average value of
which is 77%. In this situation, many clean images are discarded.
To overcome this drawback, our approach leverages a fixed drop
rate to ensure that most of the images are utilized for training. Co-
teaching [9], which shares the same drop rate as ours, performs best
among our baselines except ours. The reason is that our approach
can relabel and reuse in-distribution noisy images for boosting the
training of the model.
Fig. 2 (b) presents the test accuracies vs. the number of epochs
on all three benchmark datasets. By observing Fig. 2 (b), we can
find that the training processes on CUB200 and Cars-196 are fast
and stable. This phenomenon demonstrates the superiority of our
approach. However, the test accuracy on FGVC-Aircraft fluctuates
during training. It may result from that FGVC-Aircraft has the small-
est clean meta set among benchmark datasets. A smaller number
of trusted images make the selection results and pseudo labels less
stable. Although the training process has some fluctuations, the
test accuracy becomes stable at the end of training, with a higher
value than that of baselines (See Table 1). From this result, we can
conclude that our proposed approach still works even though the
clean meta set is very small.
5 ABLATION STUDIES
In this section, we will further demonstrate how our approach
works. To save time and computing resources, we conduct experi-
ments on the CUB200 dataset with a relatively small pre-trained
network ResNet-18 [10] as our backbone. To better demonstrate
the effectiveness of our approach, we remove the small clean meta
set from the training set, which means that the meta set is only
utilized to train the selection net Snet as well as the labeling net
Lnet , the classifier net h is only updated by noisy web images.
5.1 Effectiveness of Sample Selection
In this experiment, we compare the performance of Pin and cross-
entropy training loss in the process of samples selection. We first
manually add 10 clean images, 10 in-distribution noisy images, and
10 out-of-distribution noisy images into the training set. Then we
record their Pin and loss values in the initial epochs during training.
The experimental results are shown in Fig. 3.
By observing Fig. 3 (a), we can notice that loss values of in- and
out-of-distribution noisy images are similar, which is much higher
than that of clean images. This phenomenon indicates that utilizing
loss values can split clean images from the training set but can’t
distinguish in- or out-of-distribution noisy samples. From Fig. 3 (b),
we can observe that clean and in-distribution noisy images share
a close value of Pin , while out-of-distribution noisy samples show
a lower Pin . By leveraging the value of Pin , we can distinguish
in-distribution ones from noisy images. From Fig. 3 (a) and (b),
we can conclude that utilizing loss and Pin simultaneously can
efficiently identify clean, in- and out-of-distribution noisy samples.
With the ability to distinguish in- and out-of-distribution images,
Table 4: The ACA (%) performances and improvements of
data augmentation. Anno. andweb denote the dataset isman-
ually labeled and collected from the web, respectively.
Datasets Training Set Performance Improvement
CUB200-2011 anno. 79.46 ∆ 6.35
anno.+web 85.81
FGVC-Aircraft anno. 82.21 ∆ 7.32
anno.+web 89.53
Cars-196 anno. 88.20 ∆ 3.36
anno.+web 91.56
Table 5: The ACA (%) performances and improvements of
ResNet-18, ResNet-34 and ResNet-50. Baseline denotes that
the network is directly trained on the web training set.
Backbone Method Performance Improvement
ResNet-18 Baseline 68.59 ∆ 8.89
Ours 77.48
ResNet-34 Baseline 74.06 ∆ 6.51
Ours 80.57
ResNet-50 Baseline 74.92 ∆ 6.84
Ours 81.76
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Figure 5: The parameter sensitivities of drop rate τ (a) and
relabeling rate r (b).
our approach can further utilize in-distribution noisy images by
relabeling them.
5.2 Influence of Different Training Set Sizes
We investigate the impact of data scale by changing the number
of web images per category on CUB200. Specifically, we collect 50,
60, 70, 80, 90 images from the web for each category. As shown in
Table 3, the ACA performance improves steadily by using more
web training images. Hence, leveraging web images for FGVC is a
promising research direction as web data is rich and easy to obtain.
5.3 Effectiveness of Loss Correction
To demonstrate the superiority of our labeling net Lnet , we replace
our Lnet in our framework with other loss correction approaches
for comparison. These loss correction methods are as follows: 1)
Discarding (Baseline): Dropping all noisy images and conducting
no loss correction; 2) No-relabeling: Utilizing in-distribution noisy
images for training without correcting their labels; 3) Distillation
[19]: Pre-training a Resnet-18 model on the validation set for rela-
beling; 4) Self-correction [35]: Utilizing the predictions of classifier
network h as pseudo labels for in-distribution noisy images. In this
experiment, we fix the value of τ as 0.35 and r as 0.05.
The experimental results are shown in Table 2. From Table 2,
we can observe that the model suffers from label noise if the labels
of in-distribution noise are not corrected (No-relabeling). Utilizing
these noisy images for training is worse than simply discarding
them (Baseline). By relabeling in-distribution noisy images, Distilla-
tion [19] and Self-correction [35] slightly outperform No-relabeling.
Nevertheless, they still show worse performance than the baseline.
Their unsatisfying performance results from the correction error.
Distillation [19] is easy to suffer from over-fitting, because the clean
meta set only contains 2000 images. The model pre-trained on the
small meta set has poor generalization performance and can’t pro-
duce reliable pseudo labels (Its test accuracy is only 53.33%). Since
fine-grained recognition is challenging, the classifier network tends
to give wrong predictions during training, and then Self-correction
produces wrong pseudo labels. Our approach overcomes their draw-
backs by training Lnet with the guidance of the clean meta set. It
produces reliable pseudo labels and remarkably outperforms other
loss correction approaches.
5.4 Influence of Data Augmentation
To demonstrate the advantage of leveraging web images, we train a
ResNet-18 model on three benchmark datasets with our web images
as data augmentation. Specifically, we utilize the intact manual
labeled dataset as the validation set. In addition, we only adopt our
algorithm on web images, and manually labeled ones are directly
leveraged for training. The results are given in Table 4. From Table 4,
we can observe that leveraging web images significantly improves
the performance across different datasets. The improvements on
CUB200, FGVC-Aircraft and Cars-196 are 6.35%, 7.32% and 3.23%,
respectively. This result also indicates that leveraging web images
is an effective method to improve the robustness of FGVC model.
5.5 Influence of Different Backbones
We investigate the applicability of our approach by conducting
experiments with different backbone networks on the CUB200
dataset. The experimental results are demonstrated in Table 5. From
Table 5, it can be observed that our approach shows remarkable
improvements across different backbones. Guided by some meta
images, networks can learn from web data more efficiently.
5.6 Influence of Different Meta Set Sizes
In this experiment, we change the number of meta images for each
category to investigate the influence of meta set size. The exper-
imental results are illustrated in Fig. 4. From Fig. 4, we can find
that unless the meta set is extremely small (e.g., each category only
has 4 images or less), our approach can outperform the baseline by
Clean Images
In-distribution 
Noise
Out-of-distribution 
Noise
Figure 6: Sample selection results on noisy web training set in [55]. Clean and in-distribution noisy images are similar. Out-
of-distribution noisy samples are diverse and totally different from images in the CUB200 dataset.
relabeling in-distribution noisy images. Most importantly, the per-
formance remains roughly stable when the image number increases
to 6 ormore. This phenomenon indicates that our approach is robust
and a small clean meta set can ensure reliability and performance.
5.7 Influence of Different Snet Architectures
In this experiment, we compare the ACA performances of different
Snet architectures: a fully connected layer and MLP networks with
one hidden layer containing 100, 256 and 1024 nodes. Table 6 illus-
trates the experimental results. By observing Table 6, we can find
that all architectures can outperform the baseline and achieve close
test accuracies. Even utilizing the simplest fully connected layer
as Snet can work well. This result indicates that our approach is
robust and doesn’t require complex network architectures.
5.8 Parameter Sensitivities
For the parameter sensitivities analysis, we study the drop rate
τ and relabeling rate r on three datasets. As illustrated in Fig. 5
(a), each dataset has its own optimal drop rate. The best value is
0.35 for CUB200, 0.2 for Cars-196, and 0.25 for FGVC-Aircrafts.
Before τ increases to the optimal value, the ACA performance
rises steadily as τ increases. The improvement may benefit from
discarding more noisy samples. If τ exceeds the optimal value,
the performance obviously declines. One possible explanation is
that too many instances are discarded and the network can not get
sufficient training data. Fig. 5 (b) presents the influence of relabeling
Table 6: The performances of different Snet structures. Base-
line indicates discarding all noisy images. FC and numbers
denote the fully connected layer, and the number of hidden
nodes in the MLP, respectively.
Snet Architectures Performance (%)
Baseline 75.89
FC 76.75
100 76.92
256 77.48
1024 76.58
rate r . By observing Fig. 5 (b), we can find that the optimal relabeling
rate for CUB200, Cars-196 and FGVC-Aircrafts is 0.05, 0.15 and 0.05,
respectively. On Cars-196 dataset, the ACA performance climbs as
r increases to the optimal value. It probably results from leveraging
more in-distribution noisy images for training. Conversely, the
performance drops as r increases (r > 0.05) on CUB200 and FGVC-
Aircrafts dataset. The reason may be that some out-of-distribution
samples are utilized and misguide the model as r rises.
5.9 Visualization
To intuitively demonstrate our sample selection ability, we visu-
alize the selection results on noisy web training set [55] in Fig. 6.
From Fig. 6, we can observe that three kinds of samples are clearly
separated. In-distribution noisy images are similar to clean ones
but are probably mislabeled. Some out-of-distribution samples are
related to the bird but totally different from images in manually
labeled dataset CUB200, e.g., books or drawings. This selection re-
sult demonstrates that our approach is practical and able to deal
with the noisy real-world dataset. Moreover, our approach can be
utilized to refurbish the web training set by discarding harmful
out-of-distribution noisy images.
6 CONCLUSION
In this paper, we presented a data-driven meta-set based method to
learn from noisy web images for fine-grained visual classification.
Our motivation is to combine the "sample selection" and "loss cor-
rection" method, and utilize the in-distribution noisy web images
for boosting training. Comprehensive experiments on three real-
world scenario datasets demonstrate that our approach is much
superior to state-of-the-art meta-set based methods for fine-grained
visual classification.
ACKNOWLEDGMENTS
This work was supported by the National Natural Science Foun-
dation of China (No. 61976116, 61702265, 61932020), National Key
R&D Program of China (No. 2018AAA0102001), Fundamental Re-
search Funds for the Central Universities (No. 30920021135), and
Natural Science Foundation of Jiangsu Province (No. BK20170856).
REFERENCES
[1] Devansh Arpit, Stanisław Jastrzębski, Nicolas Ballas, David Krueger, Emmanuel
Bengio, Maxinder S Kanwal, Tegan Maharaj, Asja Fischer, Aaron Courville,
Yoshua Bengio, et al. 2017. A closer look at memorization in deep networks. In
International Conference on Machine Learning. 233–242.
[2] Steve Branson, Grant Van Horn, Serge Belongie, and Pietro Perona. 2014. Bird
species categorization using pose normalized deep convolutional nets. In British
Machine Vision Conference. 1–14.
[3] Tao Chen, Jian Zhang, Guo-Sen Xie, Yazhou Yao, Xiaoshui Huang, and Zhenmin
Tang. 2020. Classification Constrained Discriminator For Domain Adaptive
Semantic Segmentation. In IEEE International Conference on Multimedia and Expo.
1–6.
[4] Yue Chen, Yalong Bai, Wei Zhang, and Tao Mei. 2019. Destruction and construc-
tion learning for fine-grained image recognition. In IEEE Conference on Computer
Vision and Pattern Recognition. 5157–5166.
[5] Yin Cui, Feng Zhou, Yuanqing Lin, and Serge Belongie. 2016. Fine-grained
categorization and dataset bootstrapping using deepmetric learning with humans
in the loop. In IEEE Conference on Computer Vision and Pattern Recognition. 1153–
1162.
[6] Jianlong Fu, Heliang Zheng, and Tao Mei. 2017. Look closer to see better: Recur-
rent attention convolutional neural network for fine-grained image recognition.
In IEEE Conference on Computer Vision and Pattern Recognition. 4438–4446.
[7] Weifeng Ge, Xiangru Lin, and Yizhou Yu. 2019. Weakly Supervised Complemen-
tary Parts Models for Fine-Grained Image Classification from the Bottom Up. In
IEEE Conference on Computer Vision and Pattern Recognition. 3034–3043.
[8] Jacob Goldberger and Ehud Ben-Reuven. 2016. Training deep neural-networks
using a noise adaptation layer. (2016).
[9] Bo Han, Quanming Yao, Xingrui Yu, Gang Niu, Miao Xu, Weihua Hu, Ivor Tsang,
and Masashi Sugiyama. 2018. Co-teaching: Robust training of deep neural net-
works with extremely noisy labels. In The Conference and Workshop on Neural
Information Processing Systems. 8527–8537.
[10] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual
learning for image recognition. In IEEE Conference on Computer Vision and Pattern
Recognition. 770–778.
[11] Xiangteng He and Yuxin Peng. 2017. Fine-grained image classification via com-
bining vision and language. In IEEE Conference on Computer Vision and Pattern
Recognition. 5994–6002.
[12] Dan Hendrycks, Mantas Mazeika, Duncan Wilson, and Kevin Gimpel. 2018.
Using trusted data to train deep networks on labels corrupted by severe noise. In
Advances in neural information processing systems. 10456–10465.
[13] Xian-sheng Hua, Fumin Shen, Jian Zhang, and Zhenmin Tang. 2016. A domain
robust approach for image dataset construction. In ACM international conference
on Multimedia. 212–216.
[14] Shaoli Huang, Zhe Xu, Dacheng Tao, and Ya Zhang. 2016. Part-stacked cnn for
fine-grained visual categorization. In IEEE Conference on Computer Vision and
Pattern Recognition. 1173–1182.
[15] Dimitri Korsch, Paul Bodesheim, and Joachim Denzler. 2019. Classification-
Specific Parts for Improving Fine-Grained Visual Categorization. arXiv preprint
arXiv:1909.07075 (2019).
[16] Jonathan Krause, Benjamin Sapp, Andrew Howard, Howard Zhou, Alexander
Toshev, Tom Duerig, James Philbin, and Li Fei-Fei. 2016. The unreasonable
effectiveness of noisy data for fine-grained recognition. In European Conference
on Computer Vision. 301–320.
[17] Jonathan Krause, Michael Stark, Jia Deng, and Li Fei-Fei. 2013. 3d object repre-
sentations for fine-grained categorization. In IEEE International Conference on
Computer Vision. 554–561.
[18] Michael Lam, Behrooz Mahasseni, and Sinisa Todorovic. 2017. Fine-grained
recognition as hsnet search for informative image parts. In IEEE Conference on
Computer Vision and Pattern Recognition. 2520–2529.
[19] Yuncheng Li, Jianchao Yang, Yale Song, Liangliang Cao, Jiebo Luo, and Li-Jia Li.
2017. Learning from noisy labels with distillation. In IEEE International Conference
on Computer Vision. 1910–1918.
[20] Zechao Li, Jinhui Tang, and Tao Mei. 2018. Deep collaborative embedding for
social image understanding. IEEE transactions on pattern analysis and machine
intelligence 41, 9 (2018), 2070–2083.
[21] Zechao Li, Jinhui Tang, Liyan Zhang, and Jian Yang. 2020. Weakly-supervised
Semantic Guided Hashing for Social Image Retrieval. International Journal of
Computer Vision (2020).
[22] Tsung-Yu Lin, Aruni RoyChowdhury, and Subhransu Maji. 2015. Bilinear cnn
models for fine-grained visual recognition. In IEEE International Conference on
Computer Vision. 1449–1457.
[23] Ilya Loshchilov and Frank Hutter. 2016. Sgdr: Stochastic gradient descent with
warm restarts. In International Conference on Learning Representations. 1–16.
[24] Jiarou Lu, Huafeng Liu, Yazhou Yao, Shuyin Tao, Zhenming Tang, and Jianfeng
Lu. 2020. Hsi Road: A Hyper Spectral Image Dataset For Road Segmentation. In
IEEE International Conference on Multimedia and Expo. 1–6.
[25] Haonan Luo, Guosheng Lin, Zichuan Liu, Fayao Liu, Zhenmin Tang, and Yazhou
Yao. 2019. Segeqa: Video segmentation based visual attention for embodied
question answering. In IEEE International Conference on Computer Vision. 9667–
9676.
[26] SubhransuMaji, Esa Rahtu, Juho Kannala, Matthew Blaschko, and Andrea Vedaldi.
2013. Fine-grained visual classification of aircraft. arXiv (2013).
[27] Eran Malach and Shai Shalev-Shwartz. 2017. Decoupling" when to update" from"
how to update". In The Conference and Workshop on Neural Information Processing
Systems. 960–970.
[28] Li Niu, Wen Li, and Dong Xu. 2015. Visual recognition by learning from web
data: A weakly supervised domain generalization approach. In IEEE Conference
on Computer Vision and Pattern Recognition. 2774–2783.
[29] Li Niu, Ashok Veeraraghavan, and Ashutosh Sabharwal. 2018. Webly super-
vised learning meets zero-shot learning: A hybrid approach for fine-grained
classification. In IEEE Conference on Computer Vision and Pattern Recognition.
7171–7180.
[30] Yuxin Peng, Xiangteng He, and Junjie Zhao. 2017. Object-part attention model
for fine-grained image classification. IEEE Transactions on Image Processing 27, 3
(2017), 1487–1500.
[31] Scott Reed, Honglak Lee, Dragomir Anguelov, Christian Szegedy, Dumitru Erhan,
and Andrew Rabinovich. 2014. Training deep neural networks on noisy labels
with bootstrapping. arXiv (2014).
[32] Mengye Ren, Wenyuan Zeng, Bin Yang, and Raquel Urtasun. 2018. Learning
to reweight examples for robust deep learning. In International Conference on
Machine Learning.
[33] Jun Shu, Qi Xie, Lixuan Yi, Qian Zhao, Sanping Zhou, Zongben Xu, and Deyu
Meng. 2019. Meta-weight-net: Learning an explicit mapping for sample weighting.
In Advances in Neural Information Processing Systems. 1917–1928.
[34] Xiangbo Shu, Jinhui Tang, Guojun Qi, Wei Liu, and Jian Yang. 2019. Hierarchical
long short-term concurrent memory for human interaction recognition. IEEE
transactions on pattern analysis and machine intelligence (2019).
[35] Hwanjun Song, Minseok Kim, and Jae-Gil Lee. 2019. SELFIE: Refurbishing Un-
clean Samples for Robust Deep Learning. In International Conference on Machine
Learning. 5907–5915.
[36] Zeren Sun, Fumin Shen, Li Liu, and Limin et al. Wang. 2019. Dynamically visual
disambiguation of keyword-based image search. International Joint Conference
on Artificial Intelligence (2019), 996–1002.
[37] Jinhui Tang, Zechao Li, Hanjiang Lai, Liyan Zhang, Shuicheng Yan, et al. 2017.
Personalized age progression with bi-level aging dictionary learning. IEEE trans-
actions on pattern analysis and machine intelligence 40, 4 (2017), 905–917.
[38] Grant Van Horn, Steve Branson, Ryan Farrell, Scott Haber, Jessie Barry, Panos
Ipeirotis, Pietro Perona, and Serge Belongie. 2015. Building a bird recognition
app and large scale dataset with citizen scientists: The fine print in fine-grained
dataset collection. In IEEE Conference on Computer Vision and Pattern Recognition.
595–604.
[39] CatherineWah, Steve Branson, Peter Welinder, Pietro Perona, and Serge Belongie.
2011. The caltech-ucsd birds-200-2011 dataset. (2011).
[40] YamingWang, Vlad I Morariu, and Larry S Davis. 2018. Learning a discriminative
filter bank within a CNN for fine-grained recognition. In IEEE Conference on
Computer Vision and Pattern Recognition. 4148–4157.
[41] Xiu-Shen Wei, Chen-Wei Xie, Jianxin Wu, and Chunhua Shen. 2018. Mask-
CNN: Localizing parts and selecting descriptors for fine-grained bird species
categorization. Pattern Recognition 76 (2018), 704–714.
[42] Tong Xiao, Tian Xia, Yi Yang, Chang Huang, and Xiaogang Wang. 2015. Learning
from massive noisy labeled data for image classification. In IEEE Conference on
Computer Vision and Pattern Recognition. 2691–2699.
[43] Guo-Sen Xie, Li Liu, Xiaobo Jin, Fan Zhu, Zheng Zhang, Jie Qin, Yazhou Yao, and
Ling Shao. 2019. Attentive region embedding network for zero-shot learning. In
IEEE Conference on Computer Vision and Pattern Recognition. 9384–9393.
[44] Guo-Sen Xie, Li Liu, Fan Zhu, Fang Zhao, Zheng Zhang, Yazhou Yao, Jie Qin, and
Ling Shao. 2020. Region Graph Embedding Network for Zero-Shot Learning. In
European Conference on Computer Vision.
[45] Saining Xie, Tianbao Yang, Xiaoyu Wang, and Yuanqing Lin. 2015. Hyper-class
augmented and regularized deep learning for fine-grained image classification.
In IEEE Winter Conference on Applications of Computer Vision. 2645–2654.
[46] Zhe Xu, Shaoli Huang, Ya Zhang, and Dacheng Tao. 2015. Augmenting strong
supervision using web data for fine-grained categorization. In IEEE International
Conference on Computer Vision. 2524–2532.
[47] Zhe Xu, Shaoli Huang, Ya Zhang, and Dacheng Tao. 2016. Webly-supervised
fine-grained visual categorization via deep domain adaptation. IEEE Transactions
on Pattern Analysis and Machine Intelligence 40, 5 (2016), 1100–1113.
[48] Hantao Yao, Shiliang Zhang, Yongdong Zhang, Jintao Li, and Qi Tian. 2016.
Coarse-to-fine description for fine-grained visual categorization. IEEE Transac-
tions on Image Processing 25, 10 (2016), 4858–4872.
[49] Yazhou Yao, Fumin Shen, Guosen Xie, Li Liu, Fan Zhu, Jian Zhang, and Heng Tao
Shen. 2020. Exploiting web images for multi-output classification: From category
to subcategories. IEEE Transactions on Neural Networks and Learning Systems 31,
7 (2020), 2348–2360.
[50] Yazhou Yao, Fumin Shen, Jian Zhang, Li Liu, Zhenmin Tang, and Ling Shao.
2018. Extracting multiple visual senses for web learning. IEEE Transactions on
Multimedia 21, 1 (2018), 184–196.
[51] Yazhou Yao, Fumin Shen, Jian Zhang, Li Liu, Zhenmin Tang, and Ling Shao.
2018. Extracting privileged information for enhancing classifier learning. IEEE
Transactions on Image Processing 28, 1 (2018), 436–450.
[52] Yazhou Yao, Jian Zhang, Fumin Shen, Xiansheng Hua, Jingsong Xu, and Zhenmin
Tang. 2017. Exploiting web images for dataset construction: A domain robust
approach. IEEE Transactions on Multimedia 19, 8 (2017), 1771–1784.
[53] Yazhou Yao, Jian Zhang, Fumin Shen, Li Liu, Fan Zhu, Dongxiang Zhang, and
Heng Tao Shen. 2019. Towards automatic construction of diverse, high-quality
image datasets. IEEE Transactions on Knowledge and Data Engineering 32, 6 (2019),
1199–1211.
[54] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals.
2016. Understanding deep learning requires rethinking generalization. In Inter-
national Conference on Learning Representations. 1–15.
[55] Chuanyi Zhang, Yazhou Yao, Huafeng Liu, Guo-Sen Xie, Xiangbo Shu, Tianfei
Zhou, Zheng Zhang, Fumin Shen, and Zhenmin Tang. 2020. Web-Supervised
Network with Softly Update-Drop Training for Fine-Grained Visual Classification.
In AAAI Conference on Artificial Intelligence. 12781–12788.
[56] Chuanyi Zhang, Yazhou Yao, Jiachao Zhang, Jiaxin Chen, and et al. 2020. Web-
Supervised Network for Fine-Grained Visual Classification. In IEEE International
Conference on Multimedia and Expo. 1–6.
[57] Jian Zhang, Fumin Shen, Xiansheng Hua, Jingsong Xu, and Zhenmin Tang. 2016.
Automatic image dataset construction with multiple textual metadata. In IEEE
International Conference on Multimedia and Expo. 1–6.
[58] Jian Zhang, Fumin Shen, Xiansheng Hua, Jingsong Xu, and Zhenmin Tang. 2017.
A new web-supervised method for image dataset constructions. Neurocomputing
236 (2017), 23–31.
[59] Jian Zhang, Fumin Shen, Wankou Yang, Xian-Sheng Hua, and Zhenmin Tang.
2018. Extracting Privileged Information from Untagged Corpora for Classifier
Learning.. In International Joint Conference on Artificial Intelligence. 1085–1091.
[60] Jian Zhang, Fumin Shen, Wankou Yang, Pu Huang, and Zhenmin Tang. 2018.
Discovering and distinguishing multiple visual senses for polysemous words. In
AAAI Conference on Artificial Intelligence. 523–530.
[61] Ning Zhang, Jeff Donahue, Ross Girshick, and Trevor Darrell. 2014. Part-based
R-CNNs for fine-grained category detection. In European Conference on Computer
Vision. 834–849.
[62] Xiaopeng Zhang, Hongkai Xiong, Wengang Zhou, Weiyao Lin, and Qi Tian.
2016. Picking deep filter responses for fine-grained image recognition. In IEEE
Conference on Computer Vision and Pattern Recognition. 1134–1142.
[63] Yu Zhang, Xiu-Shen Wei, Jianxin Wu, Jianfei Cai, Jiangbo Lu, Viet-Anh Nguyen,
and Minh N Do. 2016. Weakly supervised fine-grained categorization with part-
based image representation. IEEE Transactions on Image Processing 25, 4 (2016),
1713–1725.
[64] Heliang Zheng, Jianlong Fu, Tao Mei, and Jiebo Luo. 2017. Learning multi-
attention convolutional neural network for fine-grained image recognition. In
IEEE International Conference on Computer Vision. 5209–5217.
[65] Heliang Zheng, Jianlong Fu, Zheng-Jun Zha, and Jiebo Luo. 2019. Looking for
the devil in the details: Learning trilinear attention sampling network for fine-
grained image recognition. In IEEE Conference on Computer Vision and Pattern
Recognition. 5012–5021.
