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Abstract
The model of the physical system with discrete interactions is based on the postulates that
(i) parameters of the physical system are defined in process of its interaction;
(ii) the process of interaction is discrete.
Consequently ordering of the events in the system is not automatically implied based on the values of time, but
must be specified explicitly. This suggests the specific logic of events as well as complex character of the function,
which describes stochastic behavior of the system, hence the parameters of the system are defined by Hermitian
operators in the Hilbert space of functions.
The model gives an essential way to introduce the basic notions and obtain the results of the quantum theory, to
derive the meaning of the main physical parameters, such as momentum or electric charge. Based on the proposed
postulates, Schro¨dinger equation for the particle is deduced in a way similar to inferring of Smoluchowski equation
in the classical statistical mechanics.
Similarly, the equations of motion of linear fields are established by considering Smoluchowski-type equations
for amplitudes of harmonics.
The concept of discrete interaction gives a way to de-couple the object of experiment and a testing device (the
traditional source of controversy in quantum theory), though at expense of limitation of the principle of locality,
which is considered to follow from the discrete nature of interaction.
PACS 03.65.bz, 03.67.-a
1 Quantum theory: positivism versus
realism
The first question to be asked, when addressing
the problem of interpretation of quantum the-
ory, may sound, why does the quantum theory
need some kind of special interpretation while the
classical does not. The pragmatic approach, put
forward by Copenhagen school and accepted as
the foundation of the theory, is simply to postu-
late that the conceptual framework expressed as
mathematical formalism and used in the theory
is the most fundamental and does not need inter-
pretation using the traditional set of metaphysical
concepts.
It is commonly accepted that quantum theory
is complete: the formalism of the theory gives
adequate mathematical description of all relevant
experimental data. Arguing that only the body
of experimentally visible phenomena constitutes
the meaningful concept of the nature, the conclu-
sion may be drawn that as long as the superim-
posed models of reality do not have testable con-
sequences different from those predicted by the
current mathematical formalism, the metaphysi-
cal appendages must be ignored. One can remark
that due to fundamental to the theory principle of
uncertainty, the attempts to assume a fine struc-
ture behind the phenomena may not lead to any
verifiable deviation of experimental results from
already predicted. That means, the theory pro-
tects itself from establishing of any kind of un-
derlying metaphysics, which even hypothetically
may be compatible with the classical. On the
other hand, one may argue that as far as human
knowledge is concerned, the meaningful concept
of understanding would imply representation of
the phenomena using the predefined (in Kantian
sense) language of concepts attributed to cogni-
tion. In this respect, as long as the theory de-
nies the attempts to perform this translation, it
states that the nature, at least in some of its
manifestations, can not be understood, but sim-
ply recorded. This reduces the goal of science to
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“augment and order of our experience” [1], rather
than to establish its conceptual blueprint using
the predefined metaphysical framework.
The radical expression of the position formu-
lated by Stapp [2] may sound, rather than being
the description of the real essence of the phenom-
ena, quantum theory is “a procedure by which sci-
entists predict probabilities that measurements of
specified kinds will yield results of specified kinds
in situations of specified kinds”. Using the term
procedure instead of theory does not mean that it
completely denies metaphysics (no theory can op-
erate if the concepts of space or time are omitted),
this only articulates the fundamental differences
between two independent conceptual frameworks
defined for quantum, positivistic, or more specif-
ically pragmatic, and classical, arguably realistic
theories, without making an attempt to reconcile
them.
The argument to justify this pragmatic ap-
proach, put forward by Bohr may sound that un-
like at the macroscopic level, the language of the
nature at the microscopic level is incompatible
with conceptual language of cognition, so that
only the formal translation seems to be possi-
ble. That is, the only meaningful language to
convey information when describing the phenom-
ena, would to specify the input and expected out-
put of possible experiments. The results of ex-
periment may be estimated based on mathemat-
ical formalism, established without any kind of
conceptual constraints. Referring to SQUID ex-
periments [24], [25] (which give an example of
non-classical macroscopic behavior), we must ac-
knowledge the presence of two independent con-
ceptual frameworks (observable parameters ver-
sus operators in Hilbert space) at the same macro-
scopic level.
It may be noted that there is no other link be-
tween mathematical formulae and description of
an experiment rather then the language of meta-
physical concepts, as well as visualization. To be
able to draw the relation between the formulae
and the set of dots on the plate in the case of
Lennard-Jones experiment, one has to think in
terms of wave, that is to visualize the behavior of
quantum particle in space. To be described and
interpreted, the experiment must be understood;
for each particular case the consistent model of
underlying process still has to be drafted. The
only difference with the realistic approach would
be that these models, being presented in terms
of conventional concepts, for the different experi-
ments conducted on the same substance, are seem-
ingly incompatible with each other. Interpreta-
tion, which in the case of realistic approach would
be associated with the substance (electron – a
particle, light – a wave, with all conventional prop-
erties to follow), needs to accompany the particu-
lar experiment. The condition that seemingly in-
compatible concepts should be attributed to the
same substance requires separate models.1. In-
stead of a single self-consistent picture, we have
incompatible fragments, with the particular one
to be drawn when appropriate (defined by condi-
tions of an experiment). That implies strong cou-
pling of the object and the subject of experiment,
with the predominant belief that the subject of
experiment creates the state of the object, rather
than discovers it: fundamentally positivistic point
of view.
The positivistic character of the theory is more
hidden in the contemporary approaches, which
claim that mathematics being the fundamental
language of the nature should as well be used as
the language of its understanding. That is, math-
ematical definitions are interpreted in a manner
normally reserved for metaphysical concepts: the
mathematical formalism is regarded as the most
fundamental conceptual description of the nature
which in this case has to be established a pri-
ory in order to be able to comprehend the phe-
nomena indicated in experiment. No mental pic-
ture is possible, unless derived from mathemati-
cal model2. To understand the nature would in
this case mean to establish the set of definitions
and formulae, so that a mathematical model can
be perceived as a picture of underlying reality.
We obviously changed the meaning of the word
understand to what used to be called ”present
in mathematical terms”, rather then ”express in
terms of predefined conceptual language”.
Formalization of Copenhagen interpretation, basically completed
by von Neumann [9] evolved to extensive development of ax-
1The concept of a particle as an object located in space and the
concept of motion of the medium distributed in space (wave), are
associated with the same substance – quantum particle, for each
moment of time
2For example the quantum field defined as a set of operators in
the functional Hilbert space implies the particle-like properties of
the field, which in effect is considered to be the consequence of this
generic statement (not vice a versa). In this case the mathematical
definitions of operators and Hilbert space are effectively promoted to
the rank of metaphysical concepts, so that as many newmetaphysical
concepts are introduced as needed to formulate the axioms.
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iomatic approaches within the theory [18, 19, 20, 21]. The
alternative approach would to examine the logical aspects of
quantum behavior. The subject addressed by Birkhoff and von
Neumann [7] as early as in the thirties is constantly attract-
ing much of attention [22, 26, 27, 28, 23]. In either case, the
theory confirms that existence of two distinct conceptual or
logical frameworks is necessary for description of the physical
nature (as long as the quantum theory is fundamentally based
on the principle of correspondence3, the classical theory can-
not be interpreted as a mere limiting case of quantum, but an
independent theory of its own).
For completeness, we must also mention realistic models
developed to describe quantum phenomena.
We must refer to historically significant model put forward
by De Broglie [3], in which he describes the behavior of a quan-
tum particle as a kind of a classical one, with the wave function
interpreted as an internal vibration of the particle (the wave
function is interpreted similarly to the field). This was gen-
eralized by D. Bohm in his model of quantum behavior [4]
where a set of hidden parameters with the classical properties
is introduced. Since then, the approaches relying on hidden
parameters or realistic (field) interpretation of the wave func-
tion are constantly attracting certain amount of attention, to
mention just a few publications [5, 6].
Here however we need to remark, that due to limitations of
their scope mainly to wave-particle aspect of motion (no quan-
tum statistics or field theory has been properly developed),
though primarily due to the fact that interpretation of the
wave function as the field, rather than the probability leads to
numerous problems when consider measurement (instant col-
lapse of the wave function in this case would violate the basic
principle of special relativity), realistic models were never able
seriously to challenge the mainstream interpretation.
Not reflecting on the fact that ”quantum” and
”classical” languages should coexist (the language
of metaphysics still used in all areas of human
knowledge cannot be discarded), we remark that
the theory still cannot be called realistic in the
plain meaning of the word. This stems from ac-
knowledgement that in this case the universal de-
scription of the nature is the wave function with
the meaning of probability. Unlike classical physics,
when the probability is basically a measure of
our lack of knowledge4, in the quantum theory
3The classical system as such may not necessarily be postulated,
but established as a limiting case of quantum in the environment
with decoherence, still the equations of the quantum theory (me-
chanics and field theory) are derived based on the classical, which,
unless quantum equations are established from the first principles,
must be defined independently.
4If we say that a molecule of gas is located in the given area
with a certain probability, we assume that the molecule is definitely
located somewhere, but our guess about the precise location would
have only a chance of success
the wave function is the most fundamental de-
scription of the nature. So that we specify the
wave function of the system without an assump-
tion that the (value of) underlying property ex-
ists at all in the current environment, moreover
in some circumstances, the existence of the pa-
rameter would be denied in principle. When de-
scribing electron by the wave function ei(kr−ωt)
in the double slit experiment, we do not assume
that the electron has any particular single coordi-
nate r. In short, unless some ever-present hidden
variables are introduced, we prescribe the proba-
bility to the parameter, which does not exist in
the particular moment in time. It will exist, pro-
vided the appropriate observation is made, but in
this case we returned to the positivistic approach:
the reality cannot be imagined independent of its
perception. The theory cannot be called realistic
as long as the meaning of the world real is not
changed from actually existing (independent of
our actions), to potentially possible, which would
exist in this or that way depending on conditions
of experiment. In this respect, the quantum the-
ory is the only scientific theory, which needs to
question the concept of reality as such.
The interesting aspect to note is that, though
any philosophical system can be imposed, the clas-
sical theory is essentially realistic. A single coher-
ent metaphysical description is associated with
the substance. This description is not coupled
with the process of observation and by virtue of
its uniqueness, can be regarded as conceptual model
of underlying reality, rather than depend on the
experiment, involving the substance. The reality
can be understood without the necessity to re-
fer to experiment in the conceptual model. On
the other hand, at the quantum level, the nature
seems to present itself in essentially positivistic
fashion: unless resorting to unverifiable specu-
lations, no model of reality can be established
without specific reference to the experimental en-
vironment. The formalism of quantum theory,
can be transformed to the classical in the case
when h¯ → 0. This means that fundamentally
positivistic model can be transformed to realistic
by modifying the parameter in its mathematical
description. This could be fuelling the search of
underlying conceptual system to be used as a uni-
fied approach.
3
In the present work the author considers the
model of behavior of the system with discrete in-
teractions. It is demonstrated that the descrip-
tion of the system obtained within the present ap-
proach coincides with the description established
using the conventional formalism of quantum the-
ory, though we start from supposedly realistic
conceptual model rather than mathematics. The
material is presented in a way that the set of
axioms, as conventionally defined for quantum
mechanics, is reconstructed. This may be inter-
preted as an indication that the specific features
of the behavior of the quantum system can be
attributed to fundamentally discrete character of
interactions.
2 Discrete interaction: Parameters of
the system
We discuss how the behavior of the physical sys-
tem will be apparently changed if the system is
considered within the model of discrete interac-
tion (DI), compared with the classical model with
the continuous interaction.
To continue we clarify what is meant here by
discrete interaction. When consider interaction of
two systems as specified within quantum theory
of measurement, interaction within the system
is presented by perturbation term in Scho¨dinger
equation, defined by potential acting within short
though continuos interval of time (the approxi-
mate interpretation of potential as a classical field
is used). On the other hand, at the fundamental
level interactions are supposed to be carried by
fields, which are presented as sets of quanta. In-
teraction with a quantum of the field is described
as a collision, taking place in a discrete moment of
time. Anywhere in the text, though considering
non-relativistic model, we will be using the term
discrete interaction in its fundamental meaning,
while interpreting potential term in Scho¨dinger
equation not as an indicator of continuous inter-
action, but a function which describes inhomoge-
neous properties of space. Rather than investi-
gating the detailed picture, which is the subject
of theory of measurement, we add an assumption
that interaction between the classical system and
the DI-system used in the current model is also
discrete.
As an example we consider non-relativistic mo-
tion of the particle in space (so we can avoid dis-
cussion of the problems related to measuring of
time which will be done later).
Physical parameters and measurement.
The particle (material point) is a physical sys-
tem the state of which is characterized by the set
of parameters, such as coordinates and momen-
tum. The particular values of the
parameters specify the different states of the particle.5
In speaking about the coordinates, we should bear
in mind that their particular values have very lim-
ited physical meaning unless the particle will in-
teract with the external system, directly or indi-
rectly, so that its position can be detected and
identified. This would apply to any parameter of
a physical system.
Consider the simplest case of locating of a par-
ticle in space. In the classical model, when we
say that the particle has the particular position
in space, we mean that if at a given moment of
time we locate a detector in the given point, the
particle will interact with it. If we are able to
locate detectors in any position in space, the par-
ticle will continuously interact with them in the
different positions, so we say that the particle is
moving in space. It may be noted, that the posi-
tion (as specified by the value of coordinate) may
be prescribed to the particle in the similar fash-
ion, whether the particle is interacting with a real
detector or will interact, would the detector be lo-
cated in the particular point. In the classical sys-
tem the position may be always prescribed to the
particle because, at least potentially, the particle
may continuously interact with the detector.6
In the case of discrete interaction, by defini-
tion, at the particular moment of time the parti-
cle may not interact with any detector located in
any point in space. On the other hand the par-
ticular position may be prescribed to the particle
5We do not discuss the parameters, which characterize the par-
ticle as an object, and do not relate to its particular states, such as
mass.
6Consequently, in the case of the classical, deterministic system,
the measurement have quite a restricted area of application: the
values of parameters, estimated according to the initial conditions,
must coincide with the measured values, so that the only one, though
infinitely accurate measurement is needed.
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only if been detected. If the particle can inter-
act with the detector only in discrete moments
of time, the particular values of the coordinate
may be prescribed to the particle only at these mo-
ments of time. This leads to the question how to
describe the state of the particle in between in-
teractions, which becomes the central task of the
model. The most general way is formally to pre-
scribe to the particle all possible positions (a set)
with the constraint that the particle should be
able to pass from these positions to the detected
(observed) position at the moment of detection
(observation).
The model allows several rules to define the set
of positions between detection, or more generally,
between interactions.
(i) An empty set: no position is prescribed
to the particle in between interactions. If this
applies to all measurable parameters, the model
does not specify the behavior of the system be-
tween interactions, unless some hidden parame-
ters are introduced;
(ii) A unique position (a single value of the co-
ordinate) is prescribed. If the particular value of
the coordinate is defined according to the prin-
ciple of the least action the model is similar to
the classical: the discrete character of interaction
cannot be manifested;
(iii) A set, which may include more than one
position, is prescribed. This requires a nontrivial
model of the behavior of the system in between
interactions. We consider this, more general type
of behavior.
The other question to be addressed is how the
different parameters relate to each other. We de-
fine the parameter as a set of values, which iden-
tify the observable state of the system. The ob-
servable states of the system are described by the
different single values of the parameter (e.g. the
different positions of the particle are specified by
the different values of its coordinate). The model
with discrete interactions permits the situation
when not all parameters of the DI-particle are de-
fined simultaneously. Indeed, the particular pa-
rameter of the particle can be detected due to
interaction of the particular type, which may im-
ply specific behavior of the particle. In order to
detect the position, the particle should interact
with a detector in the particular point in space,
and in order to measure the momentum the de-
tector should allow the particle to pass between
the neighboring positions. The process of inter-
action when the particle enters a given detected
state means certain type of behavior of the par-
ticle itself, which may be triggered by the detec-
tor. The condition that the parameter may be de-
tected only in the particular discrete moments in
time means that the process, which allows the de-
tector to detect the parameter, can be triggered in
discrete moments in time. The particular types of
behavior of the particle, which allow us to detect
different parameters, may happen to be incom-
patible with each other. In the classical case the
problem of compatibility does not appear due to
the continuous character of interactions: the val-
ues of all parameters are detected continuously so
they must be compatible ad definicio.
To discuss these questions in detail, we give
formal definitions of the principles fundamental
to the model and consider the main results, which
follow from these principles.
3 The basic principles: Formal defini-
tion
We present our statements in the general form ap-
plicable to an arbitrary physical system and pro-
mote them to the rank of the postulates, which
we formulate as follows.
• The particular values of parameters are de-
fined in process of interaction, which is the
specific kind of behavior of the system, possi-
ble in the specific environment (in particular
created by the detector).
• The process of interaction is discrete. Conse-
quently, between interactions the particular
values of parameters are not defined, the set
of values (not necessarily one) may be pre-
scribed to each parameter of the system.
We assume that the states of the system be-
tween interactions can be derived based on the
states of the system defined by interaction7; these
are the states defined by single values of the par-
ticular parameter.
7the alternative would mean hidden behavior of the system
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Note[‡]: The postulates imply existence of the
process due to which the single unique values of
the parameter are identified (interaction of the
particular kind).
Definition: The state which corresponds to a
single unique value of the given parameter we call
an elementary state in the given representation 8
(all the states are elementary in the system with
the continuous interaction).
We identify elementary states of the system
based on the type and values of the physical pa-
rameter, which the system currently possesses. In
particular, for the particle an elementary state in
the coordinate representation (R) is the state for
which the position of the particle is defined by
a single coordinate r0. An elementary state in
the momentum representation (P ), is the state
in which the particle has the given value of mo-
mentum p0; we assume that in the coordinate
representation this state will be defined by the
appropriate set of coordinates.
In general, the set of states {Ai} which may be
prescribed to the system in between interactions
is defined according to the type of possible inter-
action with external system (detector of the given
type which detects the parameter a). The states
Ai (subsets of the set {Aj}), which correspond to
single different values of the physical parameter
a we call elementary states in the representation
A. We assume that two particular representa-
tions may be related, that is, an elementary state
in one representation will be presented by a set of
elementary states in the other representation.
The values of parameters of the DI-system are
not specified in between interactions. This means
that between interactions all possible values of the
given parameter (not necessarily one)may be pre-
scribed to the system: the system may possess all
the values of the parameter, which are allowed ac-
cording to possible constraints. The state of the
system between interactions can be described as
a set of elementary states (which correspond to
the particular values of the parameter). This set
of states is formally defined according to the fol-
lowing constraints: it includes all the states, to
8Analogue of the eigenstate (pure state) in the quantum
mechanics.
which the system can pass from the initial defined
state during the time since the moment of inter-
action, or alternatively, from which it can pass
to the next defined state during the time since
the current moment till the moment of the next
interaction. The system is described by the set
of elementary states {Ai}, which defines its state
between interactions. Note, that applying this
principle for the description of a particle in space,
we conclude that it is essentially non-local (a set
of coordinates is prescribed to the particle at the
same time). It becomes local only at the moment
of interaction of specific kind (detection of po-
sition), which may be understood as something
similar to choosing of the particular coordinate
from the set. We assume that for the particular
moment of time in between interactions, the set
of states is prescribed to the system; that means
no ordering for the states is defined.
Definition: The state of the DI-system between
interactions defined as a set of elementary states,
which are entered by the DI-system at the par-
ticular moment of time between interactions, we
call a non-ordered state.
The similar would be true for each particular
moment at the interval of time between interac-
tions (the set of states is prescribed to the system
for each moment of time at the interval). If the
same non-ordered states (the same set of elemen-
tary states) are prescribed to the system at each
moment at the interval of time, we can say that
this non-ordered state is prescribed to the system
at this interval of time. This in particular implies
that ordering of elementary states, which belong
to the non-ordered state, is not defined during
this interval of time. Two different elementary
states, prescribed to the DI-system in the subse-
quent moments of time, do not necessarily imply
transition from one of these states to the other.
The states may belong to the same non-ordered
state, which is prescribed to the system at these
moments of time, thus the transitions between the
states should be specified explicitly.
In the classical system we do not need specially
to consider the states entered non simultaneously
with the given one. Two states described by the
different values of the same parameter cannot be
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entered simultaneously and always relate to sub-
sequent moments of time. On the other hand for
the DI-system even if the states of the system
are defined in the subsequent moments of time,
they still may be considered as simultaneous in
the sense that no ordering between the states is
defined. Ordering of the states is not automati-
cally implied by their sequence in time; the set of
states into which the system passes from the cur-
rent state, or alternatively from which the system
passes into the current state, should be explicitly
prescribed to the system at each particular mo-
ment of time.
To take into account this aspect of behavior of
the DI-system, we extend the definition of non-
ordered state.
Definition: The state of the DI-system between
interactions defined as a set of elementary states,
such that for each particular moment of time the
system stays at the states of the set (non-ordered
state), or passes into (from) the states of the set
(ordered state) we call an intermediate state.
Intermediate state includes the particular non-
ordered state defined for the given moment of
time and the set of states into which the sys-
tem passes from the given non-ordered state, or
from which the system passes into the given non-
ordered state.
4 Behavior of a system between inter-
actions
4.1 Logical Model
We continue with the example of motion of the
particle in space taking as a starting point the
postulates formulated above. According to these
postulates, each parameter of the particle (coor-
dinate, momentum) is detected and identified as
a result of an interaction of the appropriate type.
Consider two elementary states attended by
the DI-particle at the given moment of time be-
tween interactions, say two positions of the par-
ticle. These positions may belong to the same
non-ordered state, in this case ordering for them
is not defined; the positions are described as if
the particle simultaneously enters both of them.
Alternatively the particle passes between the po-
sitions, in this case certain formal ordering can
be defined for these positions: the positions are
described as if the particle enters them in a se-
quence, non simultaneously.
Generally, for two states (1; 2), which are pre-
scribed to the system at the particular moment
of time, the formal ordering can be defined in
the sense that these states do not belong to the
same non-ordered state (the system passes from
the state 1 to the state 2). We assume that
Definition[†]: The particular ordering relation
(ordering, non-ordering) of the given state A and
an elementary state which belongs to a non-ordered
state implies similar ordering relation between A
and each elementary state of this non-ordered state.
Based on [†] we can define the relations for an ar-
bitrary set of elementary states 1, 2 and 3 which
belong to an intermediate state as follows.
Proposition: [† †]: ordering defined for the
states 1, 2 and no ordering defined for 2, 3 im-
plies ordering for 1, 3.9
Note that [† †] also means that:
Proposition:
(i) no ordering for 1, 2 and no ordering for 2,
3 implies no ordering for 1, 3;
(ii) ordering for 1, 2 and ordering for 2, 3 im-
plies no ordering for 1, 3.10
The concept of ordering (no-ordering) of
states can be interpreted as a logical relation de-
fined for the states, which can be used without
explicit reference to the particular non-ordered
state. According to the definition, for any two
different elementary states, which belong to the
same intermediate state, two types of the behav-
ior can be defined:
1. the system passes from one state to the
other (event V1∧2 ≡ V1,2): formal ordering is de-
fined for the states;
9The proof follows from the definition.
10In both cases the alternative will violate [† †].
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2. the system stays in the state, which incor-
porates these two states (event U1∧2 ≡ U1,2): no
ordering is defined for the states.
This may be considered also as a definition of two
types of events: entering of two non ordered states
U , transition between the states V for the given
intermediate state.
Definition The states a, b are logically indepen-
dent, if they are defined to be mutually exclusive:
the states cannot be entered simultaneously no
transition between the states is possible.
The states a, b are logically related if they can
be entered simultaneously, or transition between
the states is defined.
The definition of events Ui∧j ,Vi∧j for the sys-
tem with two logically related states and the prop-
erty [† †] implies the following rules of the be-
havior for the system with three logically related
states
V1∧2∧3 = (V1∧2 ∧ U2∧3) ∨ (U1∧2 ∧ V2∧3), (1)
The system passes from the state which includes
1 into the state which includes 3 (ordering for 1
and 3 is defined) via the state 2, if the system
passes from the state which includes 1 into the
state which includes 2, provided the state which
includes 2 also contains 3, or the system passes
from the state, which includes 1 and 2 into the
state which includes 3 (fig.1).
U1∧2∧3 = (U1∧2 ∧ U2∧3) ∨ (V2∧1 ∧ V2∧3), (2)
The state of the system includes 1 and 3 (ordering
for 1 and 3 is not defined), provided this state also
includes 2, or the system passes to 1, 3 from 2,
if the state of the system includes both pairs of
states 1, 2 and 2, 3 or the system passes from 2 to
1 and from 2 to 3. These rules can be generalized
by induction to describe the case of any number
of logically related states.
For transition to an arbitrary state 2 from any
of the two independent states a, b we have (for
mutually excluding events ∨ has the same mean-
ing as ⊕)
V(a∨b)∧2 = Va∧2 ∨ Vb∧2, (3)
the system passes from a to 2, or the system
passes from b to 2;
U(a∨b)∧2 = Ua∧2 ∨ Ub∧2, (4)
the state of the system simultaneously includes a
and 2, or b and 2. This is similar to the relations
of the classical theory.
Definition: A transition from the state Ψ1 to
the state Ψ2 via all possible elementary states xk,
assumed all transitions are taking place indepen-
dently, which is described as
VΨ1∧Ψ2 = VΨ1∧x0∧Ψ2 . . . ∨ . . .VΨ1∧xk∧Ψ2 . . . ,
UΨ1∧Ψ2 = UΨ1∧x0∧Ψ2 . . . ∨ . . .UΨ1∧xk∧Ψ2 . . . , (5)
we call unconditional transition (or simply tran-
sition) between the states Ψ1,Ψ2
11
Consider a particular state Ψp and a set of el-
ementary states X . For each elementary state
x ∈ X we can define events of the type VΨp∧x,
UΨp∧x. This may be considered both as the defi-
nition of Ψp in terms of elementary states x and
the process of transition from Ψp into each of the
states x. The case of the special interest is when
the function Ψp(x) identifies an elementary state
p in representation P . Assume the set of func-
tions Ψp(x) is defined for each p ∈ P . In this case
we say that the representations are related in the
meaning that each state p in the representation
P can be presented in terms of set of states x of
the representation X .
4.2 Probabilistic model
Probability and events.
As long as we prescribe to the system a set of
elementary states at the same time, its behavior
becomes essentially uncertain in the meaning that
not the particular one, but any state, which be-
longs to the set, may be detected. In the classical
case, uncertain behavior of a system is described
by the means of the probability theory. Gener-
ally, the probability theory may be used for the
description of a physical system if:
1. In the case of a test A with possible unre-
lated results Aa, Ab, for the events Aa∨b, A¬a,
11Note, for elementary states, unconditional transitions between
the different states are not allowed. The contrary would violate the
definition of an elementary state as the state, which corresponds to
the one and the only one value of the parameter.
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algebra of probabilities corresponds to logic of
events according to the formulae
Pr(Aa∨b) = Pr(Aa) + Pr(Ab), (6)
Pr(A¬a) = 1− Pr(Aa) ≥ 0, (7)
and for two independent tests
Pr(Aa∧b) = Pr(Aa)Pr(Bb), (8)
this can be generalized for any set of events based
on the rules of standard propositional logic;
2. Relations between frequences of events in
a physical system correspond to the relations be-
tween the appropriate probabilities.
It may be noted that the fundamental rela-
tion between frequency of events and the value of
probability prescribed to the event follows from
the law of large numbers. The law of large num-
bers can be derived for a set of independent events,
such that
(i) the set is complete (may be extended to
the complete set): all possible results of testing
are represented by the events, which belong to the
set;
(ii) occurrence of one of events in the testing,
implies that other events do not take place in the
same testing (Exact testing).
In the case of exact testing proportionality be-
tween the frequency of events and the probabil-
ity, defined as a measure in the space of events
(with algebraic properties (6-8)) may be estab-
lished (see for example [29]).
Generalized probability.
We define numerical values U1,2 ≡ U(A1∧2),
V1,2 ≡ V (A1∧2) ∈ R; |U1,2| < 1, |V1,2| < 1, so
that the value V1,2 is prescribed to the event V1∧2
and the value U1,2 is prescribed to the event U1∧2,
as specified for A1∧2 = {U1∧2,V1∧2} Addition and
multiplication of Ui,j , Vi,j is defined according to
(6), (8), based on relations between the events
Ui,j,Vi,j. For V1,2 (similarly to intensity of the
flux) we define V1,2 = −V2,1.
We define the algebra for Ui,j, Vi,j, so that it re-
lates to the logic of events according to the rules
similar to these used in the standard probabil-
ity theory (6), (8). That is, for transition to the
state 2 from two logically unrelated states a, b,
according to (6), we have
V (A(a∨b)∧2) = V (Aa∧2) + V (Ab∧2),
U(A(a∨b)∧2) = U(Aa∧2) + U(Ab∧2). (9)
Generally, recalling the formulae (1),(2), we can
define Ui,j, Vi,j values in the system with the three
logically related states (which describe transitions
between the states 1, 3 via the state 2) based on
the values Ui,j, Vi,j for the systems with the two
states (recalling V1,2 = −V2,1)
V ( A 1∧2∧3 )
= V (A1∧2)U(A2∧3) + U(A1∧2)V (A2∧3)
≡ V1,2U2,3 + U1,2V2,3,
U( A 1∧2∧3 )
= U(A1∧2)U(A2∧3)− V (A1∧2)V (A2∧3)
≡ U1,2U2,3 − V1,2V2,3. (10)
That is, the algebraic relations defined for Vi,j,
Ui,j correspond to the algebraic relations defined
for real and imaginary part of the complex num-
ber c(Aj∧i) =< j|i >, so in the abbreviated no-
tations (9 - 10) can be presented as
< 3|1 >=< 3|2 >< 2|1 >, (11)
< 2|a ∨ b >=< 2|a > + < 2|b >, (12)
Ui,j = Re < j|i >, and Vi,j = Im < j|i >.
Consider a particle, which may enter the states
with the different positions x. In terms of intro-
duced characteristics of transitions we define a
complex function Ψ(x) ≡< Ψ|x >, which is pre-
scribed to the given intermediate state of the par-
ticle Ψ provided this state includes the position x
(ReΨ(x) = U(x)), or that the particle passes to
the given state Ψ from the state, which includes
the position x (ImΨ(x) = V (x)), ∀x ∈ R.
Generally, for an elementary state ai ∈ A the
definition of function Ψ(ai) for the the event <
Ψ|ai > implies that the event < ai|Ψ > is de-
scribed by complex conjugate of Ψ(ai). We can
specify scaling of the function Ψ(ai) according to
the formula
∑
A
Ψ(ai)Ψ
∗(ai) = 1, (13)
and similarly for the continuous set of states.
For the discrete set of states consider the den-
sity matrix, as defined in the quantum theory
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Pi,j = Ψb(ai)Ψ
∗
b(aj). The special case when the
density matrix is diagonal
Pi,j =< ai|b >< b|aj >= piδi,j , (14)
or more generally
Uai,aj = Re(< ai|Ψ >< Ψ|aj >) = uiδi,j . (15)
is the condition of exact testing, as specified above:
for the particular event, no alternative event can
take place simultaneously.
Define Pr(ai) = Ψ(ai)Ψ
∗(ai) ≥ 0. In this case for
a1 6= a2
Pr(a1 ∨ a2) = Ψ(a1 ∨ a2)Ψ
∗(a1 ∨ a2) =
< a1|Ψ >< Ψ|a1 > + < a2|Ψ >< Ψ|a2 >=
Pr(a1) + Pr(a2). (16)
The countinuous set of sates may be described in
the similar fashion.
This together with (13) constitute the set of
axioms, as defined for classical probability, so that
the law of large numbers can be applied. Alge-
bra of nonnegative numerical values corresponds
to logic of events according to the set of rules used
in the classical probability theory, the condition
of exact testing is satisfied, that means that these
numerical values can be identified with the appro-
priate probabilities of events, as conventionally
defined. The formally introduced value Pr as the
measure defined on a Banah space (an abstract
mathematical value) does describe the character-
istic of the physical process. It may be noted
that the condition of exact testing, that is the
interaction due to which only a single value of
the particular parameter is prescribed to the sys-
tem, has been postulated in [‡]. The mutually
excluding values of the parameter are defined in
the process of interaction of the given type. This
means the act of interaction conducted on the DI
system would transform its state to the one, in
which the standard probabilistic model applies.
In the general case of parameter x we specify
(compare with Youssef [32])
Definition: We call the function Ψ(x) with the
meaning and properties described above “gener-
alized probability” or in brief
“g-probability” of entering the state x.12
It may be noted that the classical system with
continuous interactions is fundamentally described
by a single set of states A(different, mutually ex-
clusive states correspond to different values of the
parameter A), so the classical probability measure
can be defined on the set A. The DI-system is de-
scribed by the set A ⊕ B: entering of the given
state a in between interactions is considered in re-
lation to particular state of interaction b0 (or the
state b, which may belong to logically possible se-
quence of states between the given state and the
state of interaction < a|b >< b|b0 >).
Without an explicit reference to the process
of interaction, the relation between g-probability
and classical probability can be formally estab-
lished, provided the mapping A ⊕ B → A. In
particular the relation between the g-probability
and the classical probability ay be formally de-
fined for the set of elementary states A, accord-
ing to the formula (14), if explicitly postulated
the relation similar to (16)
Pr(ai ∨ aj) = Pr(ai) + Pr(aj). (17)
Mathematically that means that we only define
mapping for each single pair < ai|b >∈ A⊕B to
ai ∈ A, not for σ-algebra specified for A⊕B (see
Appendix).
The definition of DI-interaction, which in par-
ticular implied [‡], was based on the assumption
that elementary states exist and can be entered.
That is, the states, which correspond to single
values of the parameter, may be entered as a re-
sult of the process such that if a particular state is
entered, no other state is entered. Now we spec-
ify the conditions necessary for existence of the
states which allow such kind of process.
5 Elementary states
Consider two related representations of an inter-
mediate state. As defined above, the state spec-
ified as an elementary state, which corresponds
to a given value p of the parameter P , in terms
12We also will be using the term g-probability in relation to com-
ponents of the function U(x), V (x).
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of the other parameter X , can be presented by
a set of elementary states described by the func-
tion Ψp(x). This implies that the set of elemen-
tary states exists for the parameter X : we assume
existence of the particular representation of an in-
termediate state and then discuss mathematical
description of related representations. In the case
of motion of the DI-particle in space, we assume
that the set of positions constitute the particular
representation of an intermediate state and then
consider the related representations.
For the set of values pi, the set of functions
Ψpi ≡ Ψi is defined. According to the defini-
tion, unconditional transitions between different
elementary states are forbidden. In terms of func-
tions Ψi(x), that means that the functions with
the different values of i are orthogonal with re-
spect of inner product
(Ψi·Ψk) ≡
∫
X
Ψi(x)Ψ
∗
k(x)dx. (18)
Indeed the simple expression of orthogonality of
the functions Ψpi∫
X
< Ψi|x >< x|Ψk > dx ≡ eiδi,k, (19)
(ei = const) interpreted as a definition of the pro-
cess Ψi → Ψj, implies that if the system enters
the state Ψi, its state cannot also include Ψj and
the system cannot pass into Ψj , for i 6= j.
If the set of functions Ψi(x) constitutes a com-
plete set of orthogonal functions, any state de-
fined for the given representation can be presented
as a set of elementary states Ψ(x) =
∑
ciΨi, with
the coefficients ci =
∫
X Ψ(x)Ψ
∗
i (x)dx =< Ψ|Ψi >,
which have a meaning of g-probability of uncon-
ditional transition from Ψ to Ψi.
In general, the set of orthogonal functions Ψi
may be obtained from any set of linearly inde-
pendent functions using Gramm-Schmidt proce-
dure. Alternatively, this set may be defined as
linearly independent solutions of Sturm-Liouville
problem; for the given type of boundary condi-
tions this set of orthogonal functions is complete.
The set of orthogonal functions Ψk allows us
to construct a Hermitian operator
P (x, η) =
∑
k
p(k)Ψk(x)Ψ
∗
k(η) (20)
for discrete k and
P (x, η) =
∫
k
p(k)Ψk(x)Ψ
∗
k(η)dk (21)
for continuous k; p(k) is a real function. The
functions Ψk(x) are eigenfunctions of the operator
Pˆ , PˆΨ(x) ≡
∫
P (x, η)Ψ(η)dη, which correspond
to the eigenvalues p(k).
For operator defined according to (20), (21)
and an arbitrary g-probability
Ψ(x) =
∑
j cjΨj(x) we have∫
x
Ψ∗(x)PˆΨ(x) = p¯, (22)
with p¯ =
∑
k pk < Ψk|Ψ >< Ψ|Ψk > defined as an
average value in probabilistic sense, assumed the
relation of g-probability and classical probability
as defined above.
Generally, the set of square integrable complex
functions of the real parameter, with inner prod-
uct specified according to (18) will constitute a
Hilbert space. We can specify a Hermitian oper-
ator defined by the basis vectors of the Hilbert
space according to (20), (21). For formally in-
troduced set of orthogonal functions Ψk, which
will define a Hermitian operator, we specify the
function a(k) which may be mapped to the par-
ticular parameter. In this case we can relate the
operator to this parameter; elementary states of
the DI-system Ψk are defined by the values of the
parameter a = a(k).
Alternatively the set of orthogonal functions
specified by the particular Hermitian operator,
is assumed to relate to elementary states, as de-
fined for the given parameter. Recalling that for
Hermitian operators, eigenfunctions which corre-
spond to different eigenvalues constitute complete
set of orthogonal functions, the set of functions
which represent elementary states of the param-
eter, may be defined as the set of eigenfunctions
for the given Hermitian operator.
Note that to define the functional Hilbert space
which specifies the given representation of an in-
termediate state P , we assumed existence of the
initial set of elementary states X . This case also
can be described within the terms of the current
formalism, with elementary states xk ∈ E
1 repre-
sented by delta function δ(x− xk), consequently,
the operator which represents the parameter will
be equal to x.
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Generally, if postulate motion of the DI-system
in the vector space A, so that
g-probability of entering of an elementary state
ak ∈ A is defined by δ(a−ak), the complete set of
orthogonal, square integrable complex functions
Ψb(a) will specify the related representation of an
intermediate state, which corresponds to the pa-
rameter b, with the average value of b defined as
b¯ =
∫
A
Ψ∗(a)BˆΨ(a)da,
where
Bˆ =
∫
b
bΨ∗b(a)Ψb(a1)db.
6 The physical parameters and repre-
sentations of the intermediate state
When formulated the basic statements, we de-
fined that elementary states in the given represen-
tation should correspond to the particular values
of a given classical physical parameter. On the
other hand, we defined an eigenvalue of the par-
ticular Hermitian operator Pˆ as a kind of label
(or a function of this label), which identifies the
particular elementary state Ψp. According to the
definition, detecting of the system in the appro-
priate elementary state is described by the par-
ticular value p which is an eigenvalue of the op-
erator Pˆ . The definitions prove to be consistent
if we are able to show, how the particular values
of the parameter, defined for the classical system,
can be mapped to the eigenvalues of the operator
Pˆ (the states of the DI-system when the states
are detected). That is, p¯ defined by (22) is an
average value of the classical physical parameter
P attributed to the state of DI-system Ψ(x).
For integrals of motion defined for the classical
particle, we consider whether the appropriate pa-
rameters will specify the sets of elementary states
for the DI-particle.
6.1 One dimensional motion
We continue with example of motion of the particle and con-
sider the operator, which describes transition of the particle
between the different positions in one-dimensional case. Tran-
sition between the positions (defined by the values of coordi-
nates) means, that from the state which includes a given point
x, the particle should pass to the new state, which does not
include x.
The g-probability to pass into the state which does not
include the given position x will be given by the expression
Π =
∫
∞
−∞
Ψ(x1)φ1(x, x1)dx1, (23)
Ψ(x1) is g-probability that the system enters the state, which
includes x1 in vicinity of x, φ1(x1, x) is g-probability of transi-
tion from x1 to x (Vx1,x process, ordering between the states
is defined), or more generally that the state which includes x
does not include x1.
According to the definition φ1(x1, x) = −φ1(x, x1), or for
φ(x, ǫ) = φ1(x, x1), (ǫ = x − x1), in the case of homogeneous
space
φ(ǫ) = −φ(−ǫ). (24)
Assume that for the particle, if the state includes the po-
sition x, g-probability that the particle passes to the position
x1 = x + ǫ rapidly decreases with the growth of ǫ. Recalling
(24), after substitution of the expansion Ψ(x + ǫ) = Ψ(x) +
ǫ dΨ
dx
+ ǫ
2
2
d2Ψ
dx2
+ o(ǫ2) we obtain
Π =
dΨ
dx
∫
∞
−∞
φ(ǫ)ǫdǫ+
∫
∞
−∞
o(ǫ2)dǫ. (25)
Assumed the integrals exist and the second integral is small
compared with the first, we have an asymptotic expression
Π ≃
dΨ
dx
∫
∞
−∞
φ(ǫ)ǫdǫ = i
x¯
h¯
pˆΨ, (26)
here x¯ =
∣∣∣∫∞
−∞
φ(ǫ)ǫdǫ
∣∣∣, and we defined the operator
pˆ = −ih¯
d
dx
, (27)
which specifies transitions between the states x. The factor
−i is used to define a Hermitian operator (this implies that
Reφ ≡ 0, which is fully consistent with the definition of V-
process). According to its definition the operator pˆ transforms
the g-probability in the initial coordinate representation, to the
function which characterizes the transition between different
positions. To make notations similar to those, used in the
conventional quantum theory we also added a small constant
multiple h¯.
Eigenfunctions of the Hermitian operator13
−ih¯ d
dx
≡
∫
dη
∫
∞
−∞
peip(x−η)/h¯dp, defined for x ∈ (−∞,∞)
Ψp(x) = e
ipx/h¯
, (28)
constitute a complete set of orthogonal functions; the functions
Ψp(x) describe elementary states of a measurable parameter p,
with a meaning of a number of transitions between the posi-
tions per unit length.
6.2 Parameters of motion of the particle
The similar approach may be applied to an ar-
bitrary parameter of the system. Consider the
set of states of the system described by a vector
13the right hand side denotes an operator; Ψ(x) → 0, when x →
±∞
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space. Define automorphism of this vector space,
as specified by a given Lie group L. Consider
the particular trajectory Γ, in the vector space,
which is invariant under transformation defined
by one parametric subgroup of the group Lt and
parameterized by the variable t.
G-probability to pass between the states on the
trajectory, which means to enter the state which
includes t1, provided the system passes from t1 to
t, or more generally, the state which includes t1
does not include t, is defined by the formula
Π =
∫
Γ
φ1(t, t1)Ψ(t1)dt1 (29)
According to the definition, φ1 is an antisymmet-
ric function of its arguments φ1(t, t1) = −φ1(t1, t).
For φ(t, ǫ) = φ1(t, t + ǫ), due to the symmetry of
the vector space, as defined by the Lie group, the
function φ does not explicitly depend on t. In the
case if φ(ǫ) is a quickly decreasing function
φ(ǫ)ǫn → 0, for ǫ→ 0, (30)
we can use an expansion of Ψ(t) along the trajec-
tory Γ.
Ψ(t1) = Ψ(t) + LtΨ(t)ǫ+ o(ǫ), (31)
here LtΨ is Lie derivative which corresponds to
the given subgroup of L. Then we have
Π ≃ LtΨ
∫
Γ
φ(ǫ)ǫdǫ = cLtΨ, c = const. (32)
If the expression can be transformed to a Hermi-
tian operator Lˆ ≡ cLt =
∫
kΨkΨ
∗
kdk by the ap-
propriate choice of the constant c, we can define a
measurable physical parameter l, which describes
the given type of transitions between the states,
so that elementary states are defined as eigenfunc-
tions Ψl of the operator Lˆ and the values of the
parameter correspond to the eigenvalues l of the
operator.
Consider examples of transformations of E3,
which describe transition of the particle between
different positions in space, as defined by the tra-
jectory Γ. That is, the trajectory is invariant
under transformations of the group Lt; t is the
parameter of transformation. We define the pro-
cess of transition of the particle to the state r
as entering the state r1 in vicinity of r, provided
the system passes from r1 to r; so that r(t) ∈ Γ,
r = r(t0), r1 = r(t). The g-probability of the
process
Π(r) =
∫
Γ
φΓ(r, r1(t))Ψ(r1(t))dt, (33)
here Ψ(r1) is g-probability to enter the position
r1, φΓ defines g-probability that the state which
includes r1 does not include r, an antisymmetric
function of its arguments. For the case of homo-
geneous, isotropic space φΓ(r, t) = φ(t), so that
φ(t) = −φ(−t); in this case
Π(r) ≃
[∫
Γ
φ(t)dt
]dri
dt
∂
∂ri
Ψ(r) (34)
Momentum.
Consider motion in E3 along the given direc-
tion n (‖n‖ = 1). Lie derivative which specifies
transformation of the scalar function Ψ is defined
by n∇; the Hermitian operator which describes
motion in the given direction can be defined us-
ing the same expression multiplied by i.
The similar result can be obtained directly if
consider g-probability of transition in space along
the direction n. Substitution of r = r0 + nt, into
(34) gives
Π ≃ n∇Ψ
∫ ∞
−∞
φ(t)tdt.
Taking into account that n is an arbitrary unit
vector, we define a Hermitian operator
pˆ = −ih¯∇, (35)
which should relate to a measurable parameter
p. The equation (−ih¯∇ − p)Ψ(r) = 0 specifies
a measurable parameter, which describes transi-
tions between different positions in space. Ac-
cording to its definition,
p = (px, py, pz) is a vector, components of which
specify the average number of transitions of a par-
ticle between the states with different positions at
a unit length (along the orthogonal directions in
space).
Recalling the condition that the expression for
the commutator of Hermitian operators
[Aˆ, Bˆ] = iCˆ implies the uncertainty relation
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(∆A)(∆B) ≥ 1
2
| < Cˆ > |, we can establish Heisen-
berg’s uncertainty principle for coordinates and
components of momentum
∆x∆px ≥
h¯
2
. . . , (36)
which means that the exact values of coordinate
and momentum cannot be specified simultane-
ously, in full agreement with our definition of mo-
mentum as characteristic of transition between
the positions.
Rotational momentum.
Consider rotation in isotropic space, which is
described by SO(3) transformation of E3. The
Lie derivative which corresponds to rotation is
defined as n[r∇], so that the Hermitian opera-
tor which defines transitions between the states,
may be presented as i[r∇].
The result can obtained by substitution of r(t) =
r0 + [rn]t, t ∈ [−π, π], into (34), which gives
Π ≃ n[r∇]Ψ(r)
∫ pi
−pi
φ(t)tdt, (37)
assumed that φ(t) = φ(t + 2π). Recalling that
n is a constant vector, we define the Hermitian
operator
Mˆ = −ih¯[r∇]. (38)
which we call the operator of rotational momen-
tum. The equation (−ih¯[r∇]−M)Ψ = 0 defines
the measurable parameter M which is a vector
with the discrete set of values for its components.
Components of M = (Mx,My,Mz) describe the
transitions of the particle between the positions
with the different angular coordinates.
Transitions between the internal states, described
by the variables not related to space coordinates
(supposed such states and variables exist) may
be considered in the same way. As demonstrated,
for a variable, which describes a state of the sys-
tem, we can define an operator which specifies
transitions between the states, if consider the ap-
propriate symmetry group of the system.
Internal U(1) transformation.
The Hermitian operator defined by Lie deriva-
tive which corresponds to U(1) transformation of
C1 is i ∂
∂ν
. Consider this in more detail. Assume
that the state of the particle is described both by
space coordinates and an internal parameter ν,
provided
Ψ(r, ν) = ψr(r)ψ(ν), ψ(ν) = ψ(ν + 2π/q), q =
const. Similarly to the case of transitions in space
define that transition into the state ν means en-
tering of the state ν1, provided the system passes
from ν1 to ν. The g-probability of the process,
similarly to (23), is
Π ≃
∫ pi/q
−pi/q
φ1(ν, ν1)ψ(ν1)dν1, (39)
here ψ(ν) is g-probability to enter the state ν, φ1
defines g-probability that the state which includes
ν does not include ν1, an anti-symmetric function
of its arguments ν, ν1 ∈ [−π/q, π/q].
Proceeding in the customary manner, we ob-
tain the equation
(
−ih¯ ∂
∂ν
−qn
)
φn = 0, which spec-
ifies the eigenfunctions of the Hermitian operator;
recalling that φ(ν) is a periodic function, we have
qn ∈ {0,±q,±2q, . . .}.
The other internal symmetries can be consid-
ered in the similar fashion. However even without
a detailed discussion of each case, we can make a
conclusion, that if the domain of definition of the
internal variable is finite, the set of values, which
specifies the parameter of transitions, is discrete.
7 The behavior of DI-system in time
As established above, for the particular elemen-
tary state A at the given moment in time, we
can define a non-ordered state U(A) which is a
set of elementary states entered simultaneously
with A (ordering for U and A is not defined) and
ordered state V(A) – a set of elementary states,
such that the system passes from V to A or from
A to V (ordering is defined for the states A and
V). Now consider the behavior of the DI-system
in time. To define the behavior of the system
in time we assume that, similarly to the classi-
cal case DI-system may change its state, and the
states of the system may be parameterized using
an ordered variable t.
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In the present non relativistic model we use the
conventional interpretation of time: time in the
DI system is interpreted as an ordered variable,
which is continuously prescribed to the system.
Suppose that the system can appear in the
state V(A) at the moment of time t + δt (pass
from A to V), if this system was staying in the
state U(A) at the moment t (U(A) included A).
The system can appear in the state U(A) at the
moment of time t+ δt, if it passed into this state
from the state V(A), defined for t. This specifies
the relations between ordering on the set of states
as defined for DI-system and standard ordering in
time. The behavior of the system in time is de-
fined as transitions between the sets of states U ,
V (non-ordered and ordered states relative to A),
so that the system passes from U to V and from
V to U . In this case time has a meaning of the
ordering variable, which identifies the subsequent
states of the system U or V.
We assume that the change in time dt of g-
probability to stay in A is proportional to
g-probability of transition V → A multiplied by
dt: the change of g-probability to stay in the given
elementary state at the particular moment of time
is proportional to g-probability to pass to the non-
ordered state which contains this elementary state
dU(a) = cuV (A)dt, (40)
here g-probability of transition V → A is defined
as g-probability to pass to any elementary state
of the non-ordered state which includes A.
The change in time dt of g-probability to exit
from A is proportional to g-probability initially
to stay in U(A) multiplied by dt: the change of
g-probability to exit the given elementary state is
proportional to g-probability initially to stay in the
non-ordered state which contains this elementary
state
−dV (a) = cvU(A)dt, (41)
cu, cv are constant coefficients.
Here g-probability to stay in U(A) is defined as
g-probability to stay at any elementary state of
the non-ordered state which includes A.14 The
coefficients cu, cv can be made equal to by the ap-
propriate scaling of the functions U , V . Without
14Minus in the left-hand side of (41) indicates that the system,
which initially stayed in U(A), exits from A.
loss of generality we set cu = cv = 1/h¯. The
formulae (40), (41) constitute the additional fun-
damental assumption, which should be added to
the basic principles specified in the section 3.
The system with discrete states.
For the discrete set of elementary states, the
change of g-probability to stay in the state Ai is
defined to be proportional to g-probability to pass
into the non-ordered state which includes Ai.
h¯dUi = HijVjdt, (42)
similarly the change of g-probability to pass from
the state Ai is proportional to g-probability to
stay in the non-ordered state which includes Ai
h¯dVi = −HijUjdt, (43)
here Ui is the g-probability that the system stays
in the state Ai, Vj is the g-probability for the
system to pass into the state Aj, Hij is the prob-
ability that the intermediate state of the system
which includes Ai also includes Aj, or more gener-
ally, Hij is the g-probability that the intermediate
state of the system which includes Ai also includes
Aj , or the system passes from the intermediate
state which includes Ai to the intermediate state
which includes Aj. The matrix Hij is Hermitian
Hij = H
∗
ji. Combining (42) and (43) we obtain
ih¯
dΨi
dt
= HijΨj, (44)
which describes the behavior of the DI-system de-
fined for the discrete set of states.
Now we establish the equation of motion for
the particle in space and then similarly consider
the behavior of the field.
7.1 Motion of the particle in space
In one-dimensional case, elementary states of the particle are
defined based on the values of its coordinate x. Consider a
particular elementary state x, which belongs to an intermediate
state at the particular moment of time. We define U(x) as the
g-probability for a particle to stay at an elementary state x
and V (x) the g-probability to pass into the state x. As stated
above, the g-probability U(x) changes in time due to possible
transitions into this state; the change of U(x) in unit time is
proportional to intensity of transitions.
Similarly to the previous, we use the definition of the parti-
cle (in contrast to the field), as a physical entity with the prop-
erty that if its state includes the position x, the g-probability
f(x), that this state also includes the position x1 = x + ǫ,
rapidly decreases with growth of ǫ.
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The g-probability to pass into the state which includes the
position x can be presented as a g-probability V (x1) to pass to
the elementary state x1 = x+ǫ, multiplied by the g-probability
f(x, x1) that the intermediate state, which includes x1 also
contains x. According to the definition f(x, x1) = f(x1, x). In
further, instead of f(x, x1) we use φ(x, ǫ) = f(x, x1), ǫ = x−x1,
so that φ is an even function of ǫ. We assume that φ is a
genralized function of the form
φ(x, ǫ) = r0(x)δ(ǫ) + h¯
2
r2(x, ǫ) + o(h¯
2), (45)
δ() is Kroneker δ-function, and r0, r2 are classical functions.
Note that for the classical system φ(x, ǫ) = 0 if ǫ 6= 0; the
second term in the formula is specific for the DI-system.
For g-probability U(x) we have
h¯dU(x) = dt
∫
∞
−∞
V (x+ ǫ)φ(x, ǫ)dǫ. (46)
Recalling that for the particle, the function φ(x, ǫ) is rapidly
decreasing with the growth of ǫ, we can expand V (x+ ǫ) in the
vicinity of x, substitution of the first two non vanishing terms
gives
h¯dU ≃
dt
[
V
∫
∞
−∞
φ(ǫ)dǫ +
1
2
∂2V
∂x2
∫
∞
−∞
ǫ
2
φ(ǫ)dǫ+ o(ǫ3)
]
. (47)
In the notations
P (x) =
∫
∞
−∞
φ(x, ǫ)dǫ = r0(x) + 2h¯
2
∫
∞
0
r2(x, ǫ)dǫ,
Q(x) =
1
2
∫
∞
−∞
φ(x, ǫ)ǫ2dǫ = h¯2
∫
∞
0
r2(x, ǫ)ǫ
2
dǫ,
we have
h¯U˙ = P (x)V +Q(x)
∂2V
∂x2
(48)
For the case of the homogeneous space φ does not depend on x,
so P,Q are constants. More generally, consider the case when
r0 in (45) depends on x, in the notations
Q = −
h¯2
2m
, P (x) = R(x), (49)
we have
h¯U˙(x) = −
h¯2
2m
∂2V (x)
∂x2
+R(x)V (x), (50)
Now consider the change in time of g-probability of transitions
between the states V (x). To pass form the state x at the
moment t = t0 + dt the particle should stay in the state x at
the moment t = t0. The g-probability to stay in the state which
includes the position x can be presented as the g-probability
to stay in x1 = x + ǫ multiplied by the g-probability f(x, x1)
that the state which includes x1 also contains x. Similarly to
the previous case we use φ(x, δ) = f(x, x1). Substitution into
(41) gives
−h¯dV = dt
∫
∞
−∞
U(x+ δ)φ(x, δ)dδ, (51)
so that after expansion in the vicinity of x, using the notations
(49), we have
−h¯V˙ (x) = −
h¯2
2m
d2U(x)
dx2
+R(x)U(x). (52)
After re-scaling, the expressions (50) and (52) can be written
as one formula for the complex function Ψ(x) = U(x)+ iV (x),
ih¯Ψ˙t = −
h¯2
2m
Ψxx +RΨ. (53)
That is one dimensional Schro¨dinger equation for the particle.
The equation (53) may be generalized and estab-
lished for the case of the three dimensional motion
of the particle in E3, if assume that transitions
between the coordinates in orthogonal directions
take place independently. We write the equations
of the type (46), (51) already in the complex form
for Ψ ≡ Ψ(r)
ih¯Ψ˙(r) =
∫
V
f(r, r1)Ψ(r1)dr1, (54)
f(r, r1) is g-probability that if the state of the
particle includes the position r, it also contains
the position r1. According to its definition f is
symmetric function of its arguments
f(r, r1) = f(r1, r). For φ(r, δr) = f(r, r1), δr =
r1 − r, we have
φ(r, δr) = φ(r,−δr). (55)
Recalling that the function φ(δr) is rapidly de-
creasing with growth of δr, we rewrite (54) as
iΨ˙(r) =
∫
V
φ(r, δr)
(
Ψ(r) + δxk
∂Ψ(r)
∂xk
+
1
2
δxkδxj
∂2Ψ(r)
∂xk∂xj
+ o((δxk)
3)
)
d3(δxi). (56)
Supposed that the space is locally isotropic, that
means that in the vicinity of the particular point
r the function φ depends only on the distance be-
tween two positions of the particle: φ(r, δr) =
φ(r, δr), After integration, in the notations simi-
lar to one-dimensional case, we obtain
ih¯Ψ˙ = −
h¯2
2m
∆Ψ +RΨ, (57)
this is the three dimensional Schro¨dinger equation
for the particle.
Define operator Hˆ as
Hˆ =
(
−
pˆ2
2m
+R
)
. (58)
Hˆ is a Hermitian operator, so will correspond to
a measurable value E. According to (57), the g-
probability of entering the state with the given
value E can be presented as
Ψ(r, t) = e−iEt/h¯ψ(r).
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7.2 Classical system: Physical parameters
Similarly to quantum mechanics, for each particular operator
xˆ, we define the operator ˆ˙x = i[Hˆxˆ], so we have
ˆ˙p = −∇R(rˆ), (59)
which has the form of the classical Newton equation written
for operators.
Considering the mean values < pˆ >, < ˆ˙p > and referring to
Ehrenfest theorem, we can establish the classical system spec-
ified by the set of Hamilton equations. Alternatively, we can
consider Feynman quantization. The equation (57) defined as
equation of motion of the DI-particle is the Schro¨dinger equa-
tion, so all mathematical apparatus developed in the quantum
theory may be applied to the DI-system. In particular partial
solution of (57), Γ(t1, t2) ≡ e
−
i
h¯
∫
t2
t1
Hˆdt
δ(r − r(t1))δ(t − t1),
that is the standard quantum mechanical propagator for the
particle in space
Γ(t1, t2) =
∫
Dr exp
i
h¯
∫ t2
t1
L(r, t)dt, (60)
here L(r, t) is defined as
L(r, t) =
m
2
r˙
2
−R(r), (61)
The formula may be used to define the classical system
which corresponds to the given DI-system (in our case the DI-
particle). The definition (45) implies φ(x, ǫ)→ r0δ(ǫ) if h¯→ 0,
that means the state of the system cannot contain non equiv-
alent elementary states. This is similar to the behavior of the
classical system. In the asymptotic case when h¯→ 0, the inte-
gral (60) can be presented as
Γ(t1, t2) ∼ exp
i
h¯
∫ t2
t1
L0(r, t)dt, h¯→ 0,
where L0 is defined according to the formula
δ
∫ t2
t1
L0(r, t)dt = 0, (62)
here δ denotes variation. The formula (62) is the expression
of the principle of the least action. We may conclude that
the classical system, which corresponds to the DI-particle, is
described by the principle of the least action. This can be
generalized for the case of an arbitrary DI-system, provided
the condition similar to (45) holds.
Based on the principle of the least action and properties of
symmetry of space we can define the integrals of motion of the
system, such as momentum p = ∂L0
∂r˙
, so that the equation of
motion for the classical particle obtained from (61), (62) has
the form
p˙ = −∇R, (63)
similar to (59). This may be interpreted as an indication that
the operator ˆ˙p tends to the classical parameter p˙, when h¯ tends
to zero: pˆ → p + c, if h¯ → 0; the constant c may be chosen
equal to zero. Consider the equation
(pˆ− p0)Ψp0(x) = 0, (64)
which specifies an elementary state of the particle defined by
the eigenvalue p0 of the operator pˆ. In limit h¯ → 0, the ex-
pression transforms to
(p− p0)Ψp0(x) = 0; (65)
for the state Ψp0(x), the value of p is equal to p0. That means
that the detection of the particle in the particular elementary
state has the meaning of measuring of the parameter p, which
in this respect is related to the given operator pˆ. The relation
is defined for operator of momentum, but may be extended to
all operators presented as functions of momentum and coordi-
nates, such as rotational momentum, or energy.15
In our previous discussion we defined the states of the DI-
system as related to the parameters of the classical system.
Now we are able to relate the states of the DI-particle not
to the parameters of ad hoc chosen classical system, but infer
them directly from the equation of motion of the DI-particle
itself. Provided (45), the integrals of motion obtained from the
DI-equation in limit h¯→ 0 specify the set of variables sufficient
to define the parameters and then the states of the DI-particle
itself.
Note that it is impossible to give a description of any sys-
tem without use of initial set of variables, existence of which is
postulated, such as coordinates and time. However the other
parameters (momentum, energy, rotational momentum) may
be obtained using equation of motion of the DI-system with-
out special reference to the corresponding classical system.
To establish equation of motion of an arbitrary
DI-system (non necessarily the particle) the gen-
eral approach described above can be used. Con-
sider the set of states of the system parameterized
by the variable A and assume that for any elemen-
tary state a, the value of g-probability to stay in
this state is changed in time due to transition to
this state from the other states according to the
formula
iΨ˙(a) =
∫
A
θ(a, a1)Ψ(a1)da1, (66)
here Ψ(a) is g-probability of entering of the state
a and θ(a, a1) is a g-probability that the interme-
diate state which includes a1 also contains a.
7.3 Schro¨dinger equation for Grassmann vari-
able
We established equation of motion of the particle
defined at the set of states, which are parame-
terized by the variable r = {rj}, where rj are
c-numbers. In the similar fashion we can define
15Note that within the framework of the conventional quantum
theory, we cannot define the equation of motion for the classical
particle, but only postulate that the form of the quantum equation
for operators is similar to the corresponding classical equation.
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equation of motion for the set of states parameter-
ized by the set of Grassmann variables b = {bj}.
Assuming that the set of components of the
Grassmann vector b represents the particular el-
ementary state, behavior of the system may be
presented as transition between the states in the
vector space B similar to motion of the particle in
space. In this case for each particular moment in
time we define g-probability of entering or transi-
tion between elementary states in the vector space
B as Ψ(b) ≡ U(b) + iV (b) with the algebra de-
fined by the formulae (9-10). The behavior of the
system in time is defined by the equation of the
type (66)
iΨ˙(b) =
∫
B
θ(b,b1)Ψ(b1)db1, (67)
here θ(b,b1) is g-probability that if the state of
the particle includes an elementary state b, it also
contains an elementary state b1. According to the
definition
θ(b,b1) = θ(b1,b).
Consider the particular case of two-dimensional
Grassmann space b = {b, b∗}. In this case we
have
θ(b,b1) = c00 + c11(b+ b1) + c12(b
∗ + b∗1)
+ c20(b+ b1)(b
∗ + b∗1)
+ c30(bb
∗(b1 + b
∗
1)
+ b1b
∗
1(b+ b
∗)) + c40bb
∗b1b
∗
1,
here cij are constants. Substitution into the inte-
gral (67) gives
iΨ˙(b) = Hˆ(b)Ψ(b), (68)
with operator Hˆ defined as
Hˆ = c00
∂
∂b∗
∂
∂b
+ c11
∂
∂b∗
+ c12
∂
∂b
+ c20 + c30(b+ b
∗) + c40bb
∗. (69)
Similarly to the case of motion of a particle in
space, we define the operators bˆ,
ˆ˙
b. For the case
c1j = c30 = 0 we have (the standard formula of
quantum theory applies)
ˆ˙
b = i[Hˆbˆ]. (70)
Consider the case when c00 = 1, c40 = ω
2, all
other coefficients are equal to zero. In this case
the Schro¨dinger equation (68) will have the form
iΨ˙(b, b∗) =
[ ∂
∂b∗
∂
∂b
+ ω2bb∗
]
Ψ(b, b∗); (71)
for operators
ˆ˙
b,
ˆ˙
b
∗
, recalling (70) we obtain
ˆ˙
b = i
∂
∂b∗
,
ˆ˙
b
∗
= −i
∂
∂b
. (72)
Consequently for
ˆ¨
b,
ˆ¨
b
∗
we have
ˆ¨b = −ω2bˆ, ˆ¨b
∗
= −ω2bˆ∗. (73)
This may describe a physically interesting case of
oscillator.
8 Linear field
Consider the linear field φ(x) and define equa-
tion of behavior (motion) of the DI-field in space
and in time. The field by definition is an entity
distributed in space even at the moment of inter-
action. Consider the state of the field, which is
a distribution in space, solution of the field equa-
tion with the given symmetry, for the particular
constant time. In the case of a field specified by
a linear equation with the given boundary condi-
tions, a parameterized set of orthogonal functions
defines solutions of this equation. The parameter
of these solutions, such as amplitude, can be used
to define elementary states of the DI-field. We
suppose that the elementary state of the DI-field
can be described by an infinite dimensional vec-
tor, which is a set of amplitudes of the different
harmonics of the function φ or the linear combi-
nation c0φ+ c1φ˙, c0, c1 = const.
We define the equation of motion for the linear
(free) DI-field for the typical cases of the fields
with integer and semi-integer spins.
8.1 Integer spin
Klein-Gordon field.
Consider real Klein-Gordon field φ(x, t), as de-
fined by the formula
✷φ+m2φ = 0, (74)
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here m is a nonnegative constant16. Consider vec-
tor a ≡ {ak} which specifies the set of amplitudes
of the particular harmonics of the field, so that
φ(x, t) =
∫ dk
(2π)3
ak(t)e
−ikx
≡
1
2
∫ dk
(2π)3
(
ak(t)e
−ikx + a−k(t)e
ikx
)
.
(75)
According to the definition
a¨k + ω
2
kak = 0, (76)
where
ω2k = k
2 +m2. (77)
We consider bk = (ak+a−k)/2, ck = (ak−a−k)/2,
so that
b¨k + ω
2
kbk = 0, c¨k + ω
2
kck = 0. (78)
We assume that the set of components of 2n-
dimensional vector, n → ∞ {(ck, bk)}, k ≡ {ki},
i = 1, 2, 3, represents the particular elementary
state of the DI-field, so that the behavior of the
system may be presented as motion in the vector
space (Bn ⊕ Cn). That means for each particu-
lar moment in time we can define g-probabilities
U(b, c) and V (b, c) of entering or transition be-
tween elementary states in (Bn ⊕ Cn), with the
algebra defined by the formulae (9-10). Alter-
natively we can define the complex g-probability
function Ψ(b, c) so that U(b, c) = ReΨ(b, c),
V (b, c) = ImΨ(b, c). We need to specify the
dependence of the
g-probability Ψ(b, c) upon time. According to
our general approach
iΨ˙(b, c) =
∫
A
θ(b, c,b1, c1)Ψ(b1, c1)db1dc1.
Similarly to the case of the particle we assume
that if an intermediate state of the system in-
cludes an elementary state defined by (b, c), the
g-probability θ(b, c;b1, c1) that this intermediate
state also includes the state defined by (b1, c1) =
(b+ δb, c+ δc) rapidly decreases with growth of
δb, δc, which would imply the relation similar to
(45). Consider the case
θ(b, c,b1, c1) =
∑
k
(
θk(bk, b1,k) + θ1,k(ck, c1,k)
)
.
16unless specified, we use c = 1, h¯ = 1
According to the definition
θk(bk, b1,k) = θk(b1,k, bk),
θ1,k(ck, c1,k) = θ1,k(c1,k, ck); we use θk(bk, b1,k) =
θk(δbk), θ1,k(ck, c1,k) = θ1,k(δck), with the follow-
ing scaling for θk, θ1,k∫
θk(δbk)(δbk)
2d(δbk) = 1,∫
θ1,k(δck)(δck)
2d(δck) = −1. (79)
Assume that the topology of the vector space
(Bn ⊕ Cn) is E
2n, n → ∞, that means that we
can repeat all arguments previously used to de-
scribe behavior of the particle and establish the
equation of motion of the system in the form
iΨ˙ =
∑
k
[
−
1
2
∂2
∂b2k
+
1
2
∂2
∂c2k
+R(bk, ck)
]
Ψ. (80)
To obtain the equation of motion for the field we
need to provide that the constraint (78) holds in
the classical limit, that is in the case if
R(bk, ck) = (1/2)
∑
k ω
2
k(b
2
k − c
2
k), so we have
iΨ˙ =
1
2
∑
k
[
−
∂2
∂b2k
+
∂2
∂c2k
+ ω2k(b
2
k − c
2
k)
]
Ψ, (81)
alternatively, using initial set of variables ak, we
have
iΨ˙ =
1
2
∑
k
[
−
∂
∂ak
∂
∂a−k
+ ω2kaka−k
]
Ψ, (82)
This is the Schro¨dinger equation defined in the
vector space An. Re-scale the variables according
to the formula ak → ∆
1/2ak (we use the same
notations for the re-scaled variables), ∆ = const
and consider the limiting case of An, n → ∞.
For this case using notations
∫ dk
(2pi)3
≡
∫ d3ki
(2pi)3
=
lim∆→0∆
∑
ki, ki = j∆, j = 0,±1, . . . ± n, n →
∞, we have
iΨ˙ = HˆΨ
≡
1
2
∫
dk
(2π)3
[
−
1
∆2
∂
∂ak
∂
∂a−k
+ω2kaka−k
]
Ψ, (83)
which is symbolic form of Schro¨dinger equation
for 3n-dimensinal, n→∞ harmonic oscillator.17
17Here we can formally refer to the results established in the quan-
tum mechanics for the harmonic oscillator, however, as this is the
basic case of the DI-field, we present the model in full details.
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The Hamiltonian in (83) can be presented as
Hˆ ≡
1
4
∫
dk
(2π)3
[
Aˆ†kAˆk + Aˆ
†
−kAˆ−k
+AˆkAˆ
†
k + Aˆ−kAˆ
†
−k
]
≡
1
2
∫ dk
(2π)3
[
Aˆ†kAˆk + AˆkAˆ
†
k
]
. (84)
with operators
ˆ
A†k, Aˆk defined as
Aˆk
†
= −
1
∆1/2
∂
∂a−k
+∆1/2ωkak
≡ −iˆ˙ak + ωkaˆk,
Aˆk =
1
∆1/2
∂
∂ak
+∆1/2ωka−k
≡ iˆ˙a−k + ωkaˆ−k, (85)
∆→ 0; with the commutator18
[Aˆk, Aˆ
†
k1
] = 2(2π)3δ(k− k1)ωk, (86)
operators Aˆk, Aˆ
†
k1
are defined in Fock space of
functions Ψn,k, compared with the initial Hilbert
space Ψ(ak).
According to our general approach, we intro-
duced operators aˆk = ∆
1/2ak, ˆ˙ak = i[Hˆ, aˆk], so
that for ˆ¨ak = i[Hˆ, ˆ˙ak] we have
ˆ¨ak + ω
2
kaˆk = 0. (87)
Now we formally define
φˆ(x, t) =
∫
dk
(2π)3
aˆk(t)e
−ikx
= (1/2)
∫
dk
(2π)3
(aˆk(t)e
−ikx + aˆ−k(t)e
ikx).
(88)
According to (87) and (77), the operator φˆ, satis-
fies the equation similar to the original field equa-
tion (74)
✷φˆ+m2φˆ = 0. (89)
This formally corresponds to Lagrangian presented
as an operator
Lˆ = 1/2
(
(
˙ˆ
φ)2 − (∇φˆ)2 −m2φˆ2
)
. (90)
Note that if define operator of momentum
πˆ ≡
∂Lˆ
∂
˙ˆ
φ
=
˙ˆ
φ, (91)
18We use lim∆→0 δk,k1 = (2pi)
3δ(k− k1).
we have the following commutation relations
[φˆ(x1), φˆ(x)] = [πˆ(x1), πˆ(x)] = 0, (92)
[φˆ(x1), πˆ(x)] = iδ(x− x1). (93)
Consider the expression for the Hamiltonian of
the operator field defined in the ordinary way, so
that the expression for the operator of energy of
the field will have the form
Hˆ = (1/2)
∫
V
(
(
˙ˆ
φ)2 + (∇φˆ)2 +m2φˆ2
)
dx
=
∫
dk
2(2π)3
(
Aˆ†kAˆk + AˆkAˆ
†
k
)
, (94)
which essentially has the same form as Hamilto-
nian in (84). It may be noted that recalling (85)
we can present φˆ as
φˆ =
1
2
∫
dk
(2π)32ωk
(
(Aˆ−k + Aˆ
†
k)e
ikx
+(Aˆk + Aˆ
†
−k)e
−ikx
)
=
∫ dk
(2π)32ωk
(
Aˆke
−ikx + Aˆ†ke
ikx
)
,
(95)
which is the expression of operator of the field
postulated within the quantum field theory. The
results can be easily generalized for the case of
complex Klein-Gordon field.
In the similar fashion we can show that the
concept of discrete interaction for the case of a
field is consistent with the model of Feynman
quantization. For the real field, the equation (82)
has the same form as the equation of motion of
the DI-particle, so similarly to the case of motion
of a particle in space, the equation (82) may be
presented in the equivalent form of a path integral
for αk = ak∆
1/2 (here we explicitly use a small
parameter h¯).
Γ(t1, t2;k) ≡ e
− i
h¯
∫ t2
t1
Hˆ(k)dt
δ(t− t1)δ(a− a(t1))
=
∫
DαkDα−k exp
i
h¯
∫ t2
t1
(α˙kα˙−k
−(m2 + k2)αkα−k)dt
=
∫
DakDa−k exp
i∆
h¯
∫ t2
t1
(a˙ka˙−k
−(m2 + k2)aka−k)dt.
(96)
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This is the g-probability, which defines transitions
between the states a(t1,k), a(t2,k). In this case g-
probability of transitions between the states a(t1),
a(t2) is given by the formula
Γ(t1, t2) =
∏
k
Γ(t1, t2,k)
=
∏
k
[∫
Dak
]
exp
i
h¯
∫ t2
t1
dt
∫
dk
2(2π)3
(a˙ka˙−k − (m
2 + k2)aka−k). (97)
Recalling that φ is uniquely identified by the vec-
tor {ak} in A, we use
∏
k
[∫
Dak
]
=
∫
Dφ.
after integration in (97) by k we obtain
Γ(t1, t2) =
∫
Dφ exp
i
h¯
∫ t2
t1
L(φ, t)dxdt. (98)
here
L = 1/2
[
(φ˙)2 − (∇φ)2 +m2φ2
]
, (99)
Γ defines the g-probability of transition between
the states φ(t1), φ(t2). That is the path integral
defined in the space of functions φ which represent
distribution of the field in E3.
It may be noted that similarly to the case of
the particle, in limit h¯ → 0, the expression (98)
leads to the principle of the least action and sub-
sequently to the Klein-Gordon equation for the
classical field φ. This confirms the correspon-
dence between the equations for the classical and
DI-fields.
We considered the model of the free DI-field, as
related to the linear classical equation, based on
the definition of the elementary states of the field
as amplitudes of harmonics. Recalling the condi-
tion of orthogonality of the harmonics, the behav-
ior of the system was presented as motion in En,
n → ∞. Strictly speaking we also should verify
that the functions which represent g-probabilities
of the different sates are orthogonal,
∞∑
n=0
ΨEn(ai)ΨEn(aj) = δi,j; (100)
the expression is true in the case of oscillator,
where En ≡ En(m) is the energy of an oscilla-
tor, defined for the particular value of the param-
eter m. Recalling that the classical field can be
obtained as a limiting case of the DI-field, we con-
clude that the DI-field, defined as above, proves
to exist for the classical field with any value of
the parameter m.
Maxwell field.
Consider Aµ = {A0,A}, so that
✷Aµ = 0,
∇A = 0, A0 = 0. (101)
For
Ai(x, t) =
∫
dk
(2π)3
ai;k(t)e
−ikx, (102)
i = 1, 2, 3, the system (101) is presented as
a¨i,k = k
2
0ai,k, kiai,k = 0, (103)
for each value of the parameter k the state of the
system is described by two independent variables.
For the given k these values may be defined as
b1 = (a· e1), b2 = (a· e2), (104)
where (e1·k) = (e2·k) = (e1· e2) = 0, ‖e1‖ =
‖e2‖ = 1, so that a = b1e1 + b2e2. Consequently
we have
b¨i,k = k
2
0bi,k, i = 1, 2. (105)
According to our general approach, assume that
the set of values of the components of the vector
b1,2 represents the particular elementary state.
For the DI-system defined in the vector space
B ≡ {B1 ⊕ B2} we can also define g-probability
Ψ(b1,b2) of entering the state specified by the set
of parameters b1,b2. Recalling that b1, b2 be-
long to orthogonal subspaces in {B1⊕B2}, using
the same assumptions about topology of B and
particle-like behavior of the system, we establish
iΨ˙ = HˆΨ
≡
1
2
∫ dk
(2π)3
[
−
1
∆2
( ∂
∂b1,k
∂
∂b1,−k
+
∂
∂b2,k
∂
∂b2,−k
)
+k0(b1,kb1,−k + b2,kb2,−k)
]
Ψ,
(106)
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with the meaning
∫ dk
(2pi)3
= lim∆→0∆
∑
ki, ∆ =
const. According to our general approach, we de-
fine operators bˆi,k = ∆
1/2bi,k,
so for
ˆ¨
bi,k = −[Hˆ, [Hˆ, bˆi,k]] we have
ˆ¨bi,k + k0bˆi,k = 0. (107)
Consider Ψ =
∏
k,i=1,2 ψi;k(bi,k, bi,k). For the sta-
tionary states ψi;k,n, with the energy ǫn = nk0,
substitution into (106) gives
nk0ψi;k,n = 1/4
(
Bˆ†i;kBˆi;k+Bˆ
†
i;−kBˆi;−k+2k0
)
ψi;k,n.
(108)
where operators Bˆ†i;k, Bˆi;k are defined as
Bˆ†i;k = −
1
∆1/2
∂
∂bi;−k
+∆1/2k0bi;k
≡ −iˆ˙bi;k + k0bˆi;k,
Bˆi;k =
1
∆1/2
∂
∂bi;k
+∆1/2k0bi;−k
≡ iˆ˙bi;−k + k0bˆi;−k; (109)
with the commutator (∆→ 0).
[Bˆ†i;kBˆj;k1] = 2(2π)
3δ(k− k1)δi;jk0. (110)
Now we can formally introduce an operator19
Aˆ(x, t) =
∫
dk
(2π)3
(
e1bˆ1;k(t)e
ikx + e2bˆ2;k(t)e
ikx
)
,
(111)
According to (107), operator Aˆ(x, t) satisfies (101)
∂2t Aˆi −∆Aˆi = 0,
∇Aˆi = 0, Aˆ0 = 0. (112)
This corresponds to classical Maxwell
Lagrangian presented as an operator
Lˆ = (1/2)(∂νAˆµ − ∂µAˆν)(∂
νAˆµ − ∂µAˆν); (113)
consequently for the operator of momentum we
have
πˆi ≡
∂Lˆ
∂
˙ˆ
A i
= −
˙ˆ
Ai. (114)
The definition of the operators implies the follow-
ing commutation relations
[Aˆi(x1), Aˆj(x)] = [πˆi(x1), πˆj(x)] = 0, (115)
19Similarly to rˆ in the case of a particle, the vector Aˆ ≡
{Aˆ1, Aˆ2, Aˆ3} means a set of operators Aˆi, so that each acts on the
particular term of the function Ψ(A) ≡ Ψ(A1, A2, A3).
[Aˆi(x1), πˆj(x)] = i
(
δi,j +
∂i∂j
∇2
)
δ(x− x1), (116)
Note that, using the definition (109) the expres-
sion (111) may be presented in the form
Aˆ =
∫
dk
(2π)32k0
2∑
i=1
ei
(
Bˆie
−ikx +
ˆ
B†i e
ikx
)
, (117)
which is the conventional form of the operator of
electro-magnetic field postulated in the quantum
field theory.
Massive vector field.
Consider massive real vector field Ai, which is
described by Proka equation.
✷Ai +m
2Ai = 0,
∂iA
i = 0, (118)
Similarly to the previous case consider
ai;k =
∫
V
Ai(x, t)e
ikxdx, (119)
i = 1, 2, 3, 4, so that the system (118) is presented
as
a¨i,k = ω
2
kai,k
kiai,k = 0, (120)
here ω2k = k
2 + m2. We use a0;k = 0, so that
for each value of the parameter k the state of
the system is described by the components of the
vector ak = ai;k, i = 1, 2, 3.
According to our general approach we assume
that the set of values of the components of the
vector ak = a1,ke1+a2,ke2+a3,ke3 represents the
particular elementary state. For the DI-field de-
fined in the vector space A ≡ {A1 ⊕A2 ⊕A3}
we define g-probability Ψ(a1,k, a2,k, a3,k). Repeat-
ing all the previous arguments, we establish
iΨ˙ = HˆΨ
≡
1
2
∫
dk
(2π)3
3∑
i=1
[
−
1
∆2
∂
∂ai,k
∂
∂ai,−k
+ω2kai,kai,−k
]
Ψ, (121)
Similarly to the previous case, we introduce op-
erators aˆi,k = ∆
1/2ai,k, so for
ˆ¨ai,k = −[Hˆ, [Hˆ, aˆi,k]] we have
ˆ¨ai,k + ω
2
kaˆi,k = 0. (122)
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Consider Ψ =
∏
k,i=1,2,3 ψi;k(ai,k, ai,−k). For the
stationary states ψi;k,n, with the energy ǫn = nωk,
substitution into (121) gives
nωkψi;k,n =
1
2
(
Pˆ †i;kPˆi;k + Pˆ
†
i;−kPˆi;−k + 2ωk
)
ψi;k,n;
(123)
operators Pˆ †i;k, Pˆi;k are defined as
Pˆi;k = −
1
∆1/2
∂
∂ai;−k
+∆1/2ωkai;k
≡ −iˆ˙ai;k + ωkaˆi;k,
Pˆ †i;k =
1
∆1/2
∂
∂ai;k
+∆1/2ωkai;−k
≡ iˆ˙ai;−k + ωkaˆi;−k; (124)
with the commutator (∆→ 0)
[Pˆ †i;kPˆj;k1] = 2(2π)
3δ(k− k1)δi;jωk. (125)
Now define
Aˆ(x, t) =
∫
dk
(2π)3
3∑
j=1
ej aˆj,k(t)e
ikx, (126)
which, according to (122), satisfies (118)
∂2t Aˆj −∆Aˆj +m
2Aˆj = 0,
∂jA
j = 0. (127)
This corresponds to the operator of Lagrangian
Lˆ =
(
−(1/4)(∂νAˆµ − ∂µAˆν)(∂
νAˆµ − ∂µAˆν)
+(1/2)m2AˆµAˆ
µ
)
.
(128)
For operator of momentum
πˆi ≡
∂Lˆ
∂
˙ˆ
A i
= −
˙ˆ
Ai, (129)
we have the following commutation relations
[Aˆi(x1), Aˆj(x)] = [πˆi(x1), πˆj(x)] = 0, (130)
[Aˆi(x1), πˆj(x)] = δi,jδ(x− x1). (131)
Using the formulae (124) the expression (126) may
be presented in as
Aˆ =
∫
dk
(2π)32ωk
3∑
i=1
ei
(
Aˆie
−ikx+
ˆ
A†ie
ikx
)
, (132)
which is the conventional form of the operator de-
fined in the quantum field theory.
The operator formalism established for the DI-
fields with an integer spin is similar to the for-
malism established within the quantum field the-
ory. Now consider the model of bi-spinor DI-field.
Here we use the property that for a pair of bi-
spinors the inner product can be defined as
ηa· ηb = η
1
aη
2
b − η
2
aη
1
b + η
3
aη
4
b − η
4
aη
3
b ; (133)
this implies anti-commutation relation
ηa· ηb = −ηb· ηa. (134)
8.2 Dirak field
The bi-spinor field η = (η1, η2, η3, η4) is defined
by the set of equations
iγ0∂tη = −i∂ˆnη +mη, (135)
m is a nonnegative constant, ∂ˆn = γn∂xn ; γ0, γn,
n = 1, 2, 3 are Dirak matrixes.
The plane wave type solutions of (135) may be
presented in the form
η =
∑
i=1,2
∫
dk
(2π)3
(
hi,k(t)ui(k)e
−ikx
+gi,k(t)vi(k)e
ikx
)
, (136)
here hi,k(t) = h(i,k)e
k0t, g(i,k)e−k0t are the ‘am-
plitueds’ of the harmonics; ui(k0,k), vi(k0,k) ba-
sis bi-spinors. The spinors ui(k), vi(k) constitute
a basis of the vector space, with an arbitrary vec-
tor presented in the form (136). This vector space
allows inner product, which according to (133) is
defined as
ηa· ηb ≡
∑
i=1,2;k
ηa;i,kηb;i,k = ha;i,khb;i,k + ga;i,kgb;i,k;
(137)
note that anti-commutation relation (134) will re-
quire anti-commutation relation defined for the
variables ha;i,k, ga;i,k. In this case an algebraic
function defined on the set of spinors may be iden-
tically defined on the set of amplitudes Φ(η) ≡
Φ(hi,k, gi,k), where hi,k, gi,k are Grassmann vari-
ables; we also require hi,kgi,k = 0.
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We define a set of Grassmann variables di,k ≡
d(i,k; t), according to the formulae
di,k = (hi,k − gi,k)/(2ωk),
d˙i,k = (hi,k + gi,k)/(2i), (138)
so that
hi,k = id˙i,k + ωkdi,k,
gi,k = id˙i,k − ωkdi,k, (139)
This implies
d¨i,k = −ω
2
kdi;k. (140)
For each di;k we define a conjugate d
∗
i;k = di;−k,
so that we also have
d¨∗i,k = −ω
2
kd
∗
i;k. (141)
The set of 4n-dimensional Grassmann variables
d = {di,k, d
∗
i,k} constitute a vector space D with
the inner product
(da·db) =
∑
i=1,2,k
(dia;ka · dib;kb + d
∗
ia;ka· d
∗
ib;kb
).
We suppose that the elementary state of the
DI-field, which corresponds to the classical Di-
rak field, is an n-dimensional, n → ∞ Grass-
mann vector d defined as a set of amplitudes
di;k, so that behavior of the system may be pre-
sented as motion in the Grassmann vector space
D = {D ⊕ D∗}. For each particular moment in
time we define g-probability Ψ(d) of entering or
transition between elementary states defined in
the vector space D, so that the behavior of g-
probability Ψ in time which corresponds to (140),
(141) will be defined by equation of the type (67).
We suppose that in our case the function θ in (67)
has the form
θ(d,d1) =
∑
i=1,2
∫
dk
[
1 + ω2kd
∗
i,kdi,kd
∗
1;i,kd1;i,k
]
×
∏
p6=k
(d∗i,p + d
∗
1;i,p)(di,p + d1;i,p)
(142)
so that the equation of motion of the system, after
appropriate re-scaling of variables, is defined as
Ψ˙ = HˆΨ
≡
1
2
∫
dk
[ 1
∆2
( ∂
∂d1,k
∂
∂d∗1,k
+
∂
∂d2,k
∂
∂d∗2,k
)
+ω2k(d
∗
1,kd1,k + d
∗
2,kd2,k)
]
Ψ. (143)
Consider Ψ =
∏
i=1,2;k ψi,k(di,k). For the station-
ary states ψi,k,n,m(ak) with the values of energy
ǫk;n,m = (n+m)ωk the formula (143) can be pre-
sented as
(n +m)ωkψi,k,n,m = (Fˆ
†
i,kFˆi,k − Eˆi,kEˆ
†
i,k)ψi,k,n,m,
(144)
ψi,k,n,m is defined so that the operators Eˆi,k, Eˆ
†
i,k
are ‘changing’ the value of n, and Fˆi,k, Fˆ
†
i,k the
value of m; operators Fˆi,k, Fˆ
†
i,k, Eˆi,k, Eˆ
†
i,k are de-
fined as
Fˆi,k =
1
∆1/2
∂
∂d∗i,k
+∆1/2ωkdi,k
≡ iˆ˙di,k + ωkdˆi,k,
Fˆ †i,k =
1
∆1/2
∂
∂di,k
+∆1/2ωkdi,k∗
≡ −iˆ˙d
∗
i,k + ωkdˆ
∗
i,k, (145)
and (operators Eˆi,k, Eˆ
†
i,k are defined as conjugate)
Eˆ†i,k =
( 1
∆1/2
∂
∂d∗i,k
−∆1/2ωkdi,k
)
≡ iˆ˙di,k − ωkdˆi,k,
Eˆi,k = −
( 1
∆1/2
∂
∂di,k
−∆1/2ωkd
∗
i,k
)
≡ iˆ˙d
∗
i,k + ωkdˆ
∗
i,k, (146)
with anti-commutation relations (∆→ 0)
{Fˆ †i,kFˆj,k1} = {Eˆ
†
i,kEˆj,k1}
= 2(2π)3δ(k− k1)δi,jωk,
(147)
and
{Fˆ †i,kFˆ
†
j,k1
} = {Fˆi,kFˆj,k1} = 0,
{Eˆ†i,kEˆ
†
j,k1
} = {Eˆi,kEˆj,k1} = 0. (148)
We defined dˆi,k = ∆
1/2di,k, dˆ∗i,k = ∆
1/2d∗i,k so for
ˆ¨di,k = −[Hˆ, [Hˆ, dˆi,k]] and
ˆ¨d∗i,k = −[Hˆ, [Hˆ, dˆ∗i,k]] we have
ˆ¨
di,k + ω
2
kdˆi,k = 0,
ˆ¨
d∗i,k + ω
2
kdˆ
∗
i,k = 0. (149)
The similar equations may be specified for
hˆi,k = i
ˆ˙di,k + ωdˆi,k ≡ Fˆi,k
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and
gˆi,k = i
ˆ˙
di,k − ωdˆi,k ≡ Eˆ
†
i,k.
According to (145), (146) we have
˙ˆ
F i,k = −iωkFˆi,k,
˙ˆ
F
†
i,k = iωkFˆ
†
i,k,
˙ˆ
Ei,k = −iωkEˆi,k,
˙ˆ
E
†
i,k = iωkEˆ
†
i,k. (150)
Now, similarly to the case of a vector field we
introduce bi-spinor operators ηˆ = (ηˆ1, ηˆ2)
ηˆi(x, t) =
∫
dk
(2π)3
(
uihˆi,ke
−ikx + vigˆi,ke
ikx
)
≡
∫
dk
(2π)3
(
uiFˆi,ke
−ikx + viEˆ
†
i,ke
ikx
)
,
(151)
which, according to (136), (150) satisfy the equa-
tion similar to the original field equation (135)
iγ0∂tηˆ = −i∂ˆnηˆ +mηˆ. (152)
We also define the conjugate operator according
to the formula
ηˆ†i (x, t) =
∫ dk
(2π)3
(
u¯iFˆ
†
i,ke
ikx + v¯iEˆi,ke
−ikx
)
.
(153)
The equation (152) corresponds to operator of La-
grangian
Lˆ =
i
2
(
˙¯ηγµ(∂µηˆ)− (∂µη¯)γ
µηˆ − 2mη¯ηˆ
)
, (154)
η¯ = ηˆ†γ0, operators in the brackets modify the
functions on their left. If define operator of mo-
mentum
πˆ ≡
∂Lˆ
∂ ˙ˆη
= iηˆ†, (155)
we can specify
{ηˆ(x1), ηˆ(x)} = {πˆ(x1), πˆ(x)} = 0,
{ηˆ(x1), πˆ(x)} = iδ(x− x1). (156)
The expression for the Hamiltonian defined in the
ordinary way, implies that
Hˆ = i
∫
V
(ηˆ† ˙ˆη − ˙ˆη
†
ηˆ)dx
≡
∑
i=1,2
∫
dk
(2π)3
(Fˆ †i,kFˆi,k − Eˆi,kEˆ
†
i,k).
(157)
The results are similar to the mathematical for-
malism of secondary quantization established for
Dirak field.
It may be noted that the model of the be-
havior of the DI-fields is similar to the model of
the quantum fields established in the conventional
quantum field theory. This may be attributed to
the fact that the equations of the field are closely
related to models of oscillators of the particular
types. Within certain, more intuitive approaches
of the conventional quantum field theory, at least
for the scalar case, the field is postulated to rep-
resent a set of oscillators. The present approach
demonstrates that as long as the discrete charac-
ter of interaction is postulated, the Schro¨dinger
equation for the amplitude of the field, which
is established provided the condition of the type
(45), appears to be the equation for an oscillator,
with all the particular results to follow.
9 Comparison with the conventional for-
mulation of principles of quantumme-
chanics
The conventional formulation of quantum mechan-
ics is based on of mathematical apparatus, which
describes the behavior of observables. The quan-
titative description of behavior of the quantum
system is based on the following formalism (in
brief) (see for example A. Bohm [30], or Landau
and Lifshitz [31]).
1. A physical observable, is represented by
a linear operator acting in a space of complex-
valued wave functions (Hilbert space), which is
defined on the configuration space of the system.
The form of an operator, in the particular case
of motion of a particle in space, can be defined
according to the requirement of invariance of the
wave function, under the corresponding transfor-
mation of space.
2. The mathematical image of a physical sys-
tem is an operator *-algebra. The equation of
motion of a particle is established for operators,
which act on a wave function of a particle, such
that the relation between operators is defined ac-
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cording to the relation between the appropriate
classical physical values (the principle of corre-
spondence).
3. A pure state of a quantum-mechanical sys-
tem is characterized by an eigenfunction Ψi(x) of
a Hermitian operator Pˆ , so that the expectation
of the appropriate observable determined in the
experiment
pˆ =
∫
X
Ψ∗(x)PˆΨ(x)dx =
∑
i
piaia
∗
i
where Ψ(x) =
∑
i aiΨi(x)
These statements were obtained in the present
theory, based on the postulate that interaction
is discrete and some additional assumptions, re-
lated to this postulate. That means, the basic
statements established for description of the DI-
system also can be used for interpretation of the
results obtained within the framework of tradi-
tional quantum theory.
Here we may note, that the qualitative under-
standing, that at least in particular circumstances
interaction has certain discrete features (e.g. in-
teraction of the field is described as creation or
destruction of the appropriate particles), and that
parameters of the system are defined in relation
to interactions, was obtained very soon after dis-
covery of quantum mechanics. This qualitative
description, which was mostly used for interpre-
tation of the results established within the theory,
and quantitative description were not essentially
connected with each other.
However, as we see, the general statement about
the discrete character of interaction implies that
behavior of the system, can be described by a set
of events without defined ordering. This suggests
the specific logic of events as well as complex char-
acter of the function, which describes stochas-
tic behavior of the system. Analysis of the be-
havior of the system between interaction demon-
strates that transitions of the system between the
states should be described by the Hermitian op-
erators. The expressions for the particular opera-
tors can be established using straightforward cal-
culations and are similar to the expressions pos-
tulated within conventional quantum theory.
Modeling of behavior of the real and imaginary
part of the complex function, which describes the
behavior of the DI-particle, gives a way to estab-
lish the equation of motion
(Schro¨dinger) using the method similar to infer-
ring of Smoluchowski equation in the classical sta-
tistical mechanics. The similar approach may be
used to establish equations of motion for the DI-
fields, which appear to have the same form as
equations established within the standard quan-
tum field theory using the principle of correspon-
dence. So that all known phenomenology of quan-
tum mechanics which is based upon established
mathematical formalism, in particular wave-particle
duality, tunnel effects, etc., essentially follow from
the model.
10 Interpretation of particular phenom-
ena
The traditionally discussed problems of interpre-
tation of quantum mechanics, can be regarded as
stemming from fundamentally positivistic charac-
ter of the theory: different conceptual pictures for
the same substance (wave-particle duality), cou-
pling of the object and subject of observation (cat
paradox), as well as incompatibility of the models
used in the classical and quantum theories (EPR).
We will briefly discuss how the same phenom-
ena will be interpreted within the present ap-
proach (excepting EPR, which will be considered
in [36]).
Wave particle duality
Within the present model, we have defined real
particles, which demonstrate wave type behavior
in space and time, as ordering of the states may
be not defined in between interactions. The prin-
ciple of locality is not strictly imposed and would
apply only to interactions of the specific kind.
Interaction with the macroscopic testing device
The problem of interaction with macroscopic test-
ing device has several aspects.
(i) The problem of choosing the particular value
of the parameter described by the wave function
(collapse of the wave function) would not be ap-
pearing as a controversy in the theory with sta-
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tistical interpretation of the wave function. Simi-
larly, the problem will not create any kind of con-
troversy within the present interpretation.
(ii) The problem of interfacing classical detec-
tor. The problem, widely discussed in the quan-
tum theory of measurement, may be formulated
as follows: how can the measurement be described
in a way that the classical device is not in a su-
perposed state while the tested quantum system
is not in the particular defined state.
The brief answer formulated within the frame-
work of the present approach would sound. The
DI-system is defined to stay at intermediate state
as long as it does not interact with the classi-
cal external system (in between interactions); the
classical system is still in its initial state. An
interaction, which can change the state of the
classical system, can put the DI-system into the
particular defined state, which corresponds to the
particular state of the classical system.
In summary, the concept of discrete interac-
tion gives a way to de-couple the DI-system as
an object of experiment and a testing device; it
assumes real existence of the DI-system with at-
tributes of substance to be always prescribed to
it. This comes at expense of limitation of the
principle of locality, which is considered to follow
from the discrete nature of interaction. The pos-
itivistic interpretation of the phenomena may be
related to attempts to expand the conventional
models of space-time behavior as applied to ob-
servables, in particular the concept of ordering of
states, to the state of the system in between inter-
actions. In this case clearly several pictures may
be needed to describe the same substance. In the
case when the parameter of the system h¯ → 0:
the discrete character of interaction is changed in
favor of continuos. The parameters are becom-
ing permanently observable, so that the classical
realistic description appears to be applicable.
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11 Appendix
The classical probability space is defined as a set P ≡ {Ω,R, P}, where Ω is a set of elementary
events ai ∈ Ω, so that for i 6= j ai ∩ aj = ∅, R is σ-algebra of subsets of the set Ω and P (R), R ∈ R
is a probability measure, with the properties P (Ω) = 1,
P (∪iai) =
∑
i
P (ai)
P (∩iai) = ΠiP (ai) (158)
Consider a set of pairs of events < ai|bj >∈ Ωg, i < ki, j < kj with operations of union and
intersection of pairs as conventionally defined, with the property, for i 6= j, ∪
kj
k (< ai|bk > ∩ <
bk|aj >) = ∅. We specify σ-algebra Rg of subsets of the set Ωg and define g-probability space as
a set Pg ≡ {Ωg,Rg,Ψ}, where Ψ is a complex g-probability function Ψ = Ψ(R), R ∈ R with the
properties Ψ(< b|ai >) = Ψ
∗(< ai|b >), Ψ(∪i < b|ai >) =
∑
iΨ(< b|ai >) and
∑ki,kj
i,j Ψ(< bi|aj >
)Ψ(< aj |bi >) = 1.
Note that though the direct mapping of the g-probability space Pg to probability space P is not
defined, mapping of the set of pairs defined by Ωg to the set Ω according to the formula
aj ≡ ∪
ki
j (< ai|bj > ∩ < bj |ai >), (159)
so that ai ∈ Ω would specify a classical probability space P. Indeed, according (159) for i 6= j,
ai ∩ aj = ∅; by considering possible unions of events ai we define σ-algebra R and consequently the
probability measure 0 ≤ P (R) ≤ 1, ∀R ∈ R.
The probability measure P is defined for the set {ai}, specified by the set of pairs < ai|B >≡<
ai|bj >, 1 ≤ j ≤ kj. Consider the set {ai} with σ-algebra, R and define probability measure P (R)
according to the formula
P (ai) =
∑
j
Ψ(< ai|bj >)Ψ(< bj |ai >),
for an arbitrary subset bj ∈ B, provided the relations (158), as specified for R. This defines the
relation between probability P ∈ P and g-probability Ψ ∈ Pg.
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Successive transitions between the states
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a1. a2.
b1. b2.
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✙3
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ordering defined (Vij)
ordering not defined (Uij)
fig.1
1. For the set {1, 2, 3} ordering is defined for 1 and 3.
2. For the set {1, 2, 3} no ordering is defined for 1 and 3.
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