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Abstract
The Lefschetz hyperplane section theorem asserts that a complex
affine variety is homotopy equivalent to a space obtained from its
generic hyperplane section by attaching some cells. The purpose of
this paper is to give an explicit description of attaching maps of these
cells for the complement of a complex hyperplane arrangement defined
over real numbers. The cells and attaching maps are described in
combinatorial terms of chambers. We also discuss the cellular chain
complex with coefficients in a local system and a presentation for the
fundamental group associated to the minimal CW-decomposition for
the complement.
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1 Introduction
The Lefschetz hyperplane section theorem is a result concerning a topological
relationship between an algebraic variety and its generic hyperplane section.
The following is a version of the Lefschetz theorem for affine varieties. Let
g ∈ C[x1, . . . , xℓ] be a polynomial and M(g) := {x ∈ Cℓ| g(x) 6= 0} be the
hypersurface complement defined by g.
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Theorem 1.0.1 (Affine Lefschetz Theorem [Ha, HL]) Let F be a generic
affine hyperplane in Cℓ. Then the space M(g) has the homotopy type of a
space obtained from M(g)∩F by attaching a certain number of ℓ-dimensional
cells.
The important part of the above Lefschetz theorem for affine varieties is that
the cells attached to M(g) ∩ F all have equal dimension ℓ. This makes the
situation relatively simple. An immediate corollary, obtained by induction
on the dimension ℓ, is that M(g) is homotopy equivalent to an ℓ-dimensional
CW-complex whose (ℓ−1)-skeleton is homotopy equivalent to M(g)∩F , and
we also conclude that the number of ℓ-cells is equal to dimHℓ(M(g),M(g)∩F ).
The number of ℓ-cells is obviously greater than or equal to the Betti number
bℓ(M(g)). More precisely, we have the following exact sequence:
0→ Hℓ(M(g))→ Hℓ(M(g),M(g)∩ F )→ Hℓ−1(M(g) ∩ F ) iℓ−1−→ Hℓ−1(M(g)).
Another corollary is
Corollary 1.0.2 Let ip : Hp(M(g)∩ F,C)→ Hp(M(g),C) denote the homo-
morphism induced from the natural inclusion i : M(g) ∩ F →֒ M(g), then
ip is
{
isomorphic for p = 0, 1, . . . , ℓ− 2
surjective for p = ℓ− 1.
As noted by A. Dimca, S. Papadima and R. Randell ([DP1], [Ra2]), sup-
pose iℓ−1 is isomorphic, then the number of ℓ-dimensional cells attached
would be equal to the Betti number bℓ(M(g)). While in case of a hyperplane
arrangement, that is, when g is a product of linear equations, iℓ−1 is indeed
isomorphic (see Prop. 2.3.1), and hence the number of ℓ-cells is exactly equal
to bℓ(M(g)).
Repeating the same procedure inductively, we finally obtain a minimal
CW decomposition.
Theorem 1.0.3 ([DP1] [Ra2]) Let A be an affine arrangement in Cℓ.
Then the complement M(A) is homotopy equivalent to a minimal CW-complex,
i.e. a CW-complex whose number of k-cells is equal to bk(M(A)) for each k.
Let L be a rank one local system on M(A). Then the minimal CW-
decomposition yields a cellular chain complex (C•(M(A),L), ∂) satisfying
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dim Ck(M(A),L) = bk(M(A)) and Hk(M(A),L) ∼= Hk(C•(M(A),L), ∂). We
call this the twisted minimal chain complex. This kind of minimal com-
plexes were first constructed by D. Cohen by using stratified Morse theory
[Co1]. Properties of twisted minimal chain complexes have been studied in
many papers including [Co2, CO, DP2, PS]. To describe boundary maps
∂ : C• → C•−1, some information about the attaching maps of minimal CW-
complexes are required. Attaching maps for minimal CW-decompositions for
ℓ = 2 were studied by M. Falk [Fa] based on [Ra1, Sa] (see also [Li]).
However, little is known about both the attaching maps and the bound-
ary maps ∂ : C• → C•−1 for higher dimensional cases. The purpose of this
paper is to describe how ℓ-cells are attached to a generic hyperplane section
M(A) ∩ F for the complement M(A) of a real hyperplane arrangement A
(§5.2). Here, “real hyperplane arrangement” means that the defining poly-
nomial g ∈ R[x1, . . . , xℓ] is a product of linear equations with real coefficients.
Although we have not yet obtained a complete understanding of the minimal
CW-decomposition for hyperplane complements, we obtain a description of
the twisted minimal chain complex (C•(M(A),L), ∂) (in §6). Our formula
of the twisted boundary map contains the integers “deg(C,C ′)”. It is de-
fined by using the topological relationship between two chambers, and its
computation will be quite difficult in general. But it is computable in a cer-
tain cases. Our presentation has some applications on the structure of local
system homologies, which will be discussed in a subsequent paper [Y].
The advantage of focusing our attention on real arrangements is that we
can use structures of chambers, namely, the connected components of M(A)∩
Rℓ. The study of relationships between topology of M(A) and combinatorics
of chambers is a classical topic in the theory of hyperplane arrangements.
We summarize some classical results related to chamber-counting problems
in §2. The number of chambers are related to Betti numbers of M(A). Later,
in §5.1, we give a more geometric interpretation to these numerical relations
between chambers and Betti numbers: chambers can be thought of as stable
manifolds for a certain Morse function. This interpretation will play a crucial
role in this paper. By a well-known duality between stable and unstable
manifolds, the set of chambers are indexing unstable cells which appear in
the minimal CW-decomposition. Thus the basis of the associated cellular
chain complex is also indexed by chambers.
In §3 we review the Salvetti complex and the Deligne groupoid. They
relate combinatorial structures of chambers to topological structures of the
complexified complements. In particular, for the purposes of this paper, we
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have to describe local systems in terms of chambers. The Deligne groupoid
offers an appropriate language to deal with local systems in a combinatorial
context. A local system can be interpreted as a representation of the Deligne
groupoid.
In §4.1 we give a proof of the Theorem 1.0.1 for hyperplane complements.
It is proved by applying Morse theory to a Morse function of the form |f/g|2,
where f is a defining equation of the generic hyperplane F . Although the
proof does not involve anything new, Morse theoretic consideration in the
proof will be needed later. In particular, Morse theory tells us that, under
Morse-Smale condition on the gradient vector field, the unstable manifolds
can be viewed as the ℓ-cells attached to the generic section, and we have a
homotopy equivalence
M(A) ≈ (M(A) ∩ F ) ∪
⋃
p∈Crit(ϕ)
W up ,
where W up is the unstable manifold corresponding to a critical point p ∈
Crit(ϕ) of the Morse function ϕ. From the Morse-Smale condition, unsta-
ble and stable manifolds define “set-theoretic” dual bases of Hℓ(M(A)) and
H lfℓ (M(A)), respectively, that is,
W up ∩W sq =
{
W up ⋔W
s
q = {p} if p = q,
∅ if p 6= q. (1)
The main result in §4 is that the set-theoretical duality between stable and
unstable manifolds characterizes the homotopy type of unstable manifolds.
As noted above, in the case of real arrangements, a stable manifold is
known to be equal to a chamber. The goal of §5 is to construct cells attached
to the hyperplane section M(A)∩F which satisfy the set-theoretical duality
condition (1) with respect to the chambers. Thanks to the result in the
previous section, the cells constructed in this section are homotopy equivalent
to unstable manifolds. The special case when ℓ = 2 offers a new presentation
for the fundamental group π1(M(A)), which is given in the appendix §7.
In §6, using the construction of the cells in the previous section, we de-
termine the boundary map of twisted cellular complex of the minimal CW-
decomposition. The essential ingredient is calculating twisted intersection
numbers of the boundary of a cell and chambers. In §6.3, we introduce the
concept of the degree map which associates to a pair of chambers (C,C ′) an
integer deg(C,C ′). The degree map is required for both the boundary maps
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of twisted cellular chain complexes and the presentations for fundamental
groups.
2 Combinatorics of arrangements
In this section we establish some relationships among generic subspaces, num-
bers of chambers and Betti numbers for complements of hyperplane arrange-
ments.
2.1 Basic constructions
Let V be an ℓ-dimensional vector space. A finite set of affine hyperplanes
A = {H1, . . . , Hn} is called a hyperplane arrangement. Let L(A) be the set
of nonempty intersections of elements of A. Define a partial order on L(A)
by X ≤ Y ⇐⇒ Y ⊆ X for X, Y ∈ L(A). Note that this is reverse inclusion.
Define a rank function on L(A) by r(X) = codimX. Write Lp(A) =
{X ∈ L(A)| r(X) = p}. We call A essential if Lℓ(A) 6= ∅.
Let µ : L(A)→ Z be the Mo¨bius function of L(A) defined by
µ(X) =
{
1 for X = V
−∑Y <X µ(Y ), for X > V.
The Poincare´ polynomial of A is π(A, t) = ∑X∈L(A) µ(X)(−t)r(X) and we
also define numbers bi(A) by the formula
π(A, t) =
∑ℓ
i=0
bi(A)ti.
We also define the β-invariant β(A) by
β(A) = |π(A,−1)|,
if A is an essential arrangement, the sign can be precisely enumerated as
β(A) = (−1)ℓπ(A,−1).
Given a hyperplane H ∈ A, we define other arrangements: the deletion of
A with respect toH isA′ = A\{H} and the restriction isA′′ = {H∩K |K ∈
A′}. Note that the restriction A′′ is an arrangement in H . The Poincare´
polynomials satisfy the following recursion:
π(A, t) = π(A′, t) + t · π(A′′, t). (2)
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2.2 Classical results
Let A be an arrangement in a real vector space VR. Then the complement
VR \
⋃n
i=1Hi is a union of open, connected components called chambers. Let
us denote the set of all chambers by ch(A), and the set of relatively compact
(or bounded) chambers by bch(A). If A is an arrangement in a complex
vector space VC, the complement is a connected affine algebraic variety and
denoted by M(A).
The Poincare´ polynomial defined above and the geometric structure of
the complement are related by the following theorem.
Theorem 2.2.1 [OS, Za]
(i) Let A be an essential real ℓ-arrangement. The number |ch(A)| of cham-
bers and the number |bch(A)| of bounded chambers |bch(A)| are given
by
|ch(A)| = π(A, 1)
|bch(A)| = (−1)ℓπ(A,−1) = β(A).
(ii) Let A be a complex arrangement. Then bi(A) is equal to the topolog-
ical Betti number bi(M(A)). In other words, the topological Poincare´
polynomial Poin(M(A), t) =∑i bi(M(A))ti is given by
Poin(M(A), t) = π(A, t).
In particular, the absolute value of the topological Euler characteristic
|χ(M(A))| of the complement is equal to β(A).
2.3 Generic flags
Let A be an ℓ-arrangement. A q-dimensional affine subspace F q ⊂ V is
called generic or transversal to A if dimF q ∩X = q − r(X) for X ∈ L(A).
A generic flag F is defined to be a complete flag (of affine subspaces) in V ,
F : ∅ = F−1 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ F ℓ = V,
where each F q is a generic q-dimensional affine subspace.
For a generic subspace F q we have an arrangement in F q
A ∩F q := {H ∩ F q| H ∈ A}.
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The genericity provides an isomorphism of posets
L(A ∩F q) ∼= L≤q(A) :=
⋃
i≤q
Li(A). (3)
In [OS] Orlik and Solomon gave a presentation of the cohomology ring
H∗(M(A),Z) in terms of the poset L(A) for a complex arrangement A. The
next proposition follows from (3).
Propositon 2.3.1 Let A be a complex arrangement and F q a q-dimensional
generic subspace. Then the natural inclusion i : M(A)∩F q →֒ M(A) induces
isomorphisms
ik : Hk(M(A) ∩ F q,Z)
∼=−→ Hk(M(A),Z),
for k = 0, 1, . . . , q.
In particular, the Poincare´ polynomial of A ∩ F q is given by
π(A ∩ F q, t) = π(A, t)≤q, (4)
where (
∑
i≥0 ait
i)≤q =
∑q
i=0 ait
i is the truncated polynomial. These formulas
and Theorem 2.2.1 prove the following result.
Propositon 2.3.2 Let A be a real ℓ-arrangement and F a generic flag. De-
fine
ch
F
q (A) = {C ∈ ch(A)| C ∩ F q 6= ∅ and C ∩ F q−1 = ∅},
for each q = 0, 1, . . . , ℓ. Then
(i) |chFq (A)| = bq(M(A)).
(ii) If A is essential, then bℓ(M(A)) = β(A∪ {Fℓ−1}),
where M(A) is the complement of the complexified arrangement of A and
A∪ {Fℓ−1} is the arrangement obtained by adding F ℓ−1 to A.
Proof. For any chamber C ∈ ch(A), the intersection C ∩ F q is either an
empty set or a chamber in A ∩ F q. Hence we have a bijection⋃
i≤q ch
F
i (A) −→ ch(A ∩F q)
C 7−→ C ∩ F q.
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Counting the number of chambers by using Theorem 2.2.1 (i) and (4), we
obtain ∑
i≤q
|chFq (A)| = |ch(A ∩F q)|
= π(A ∩F q, t)|t=1
=
∑
i≤q
bi(A).
Thus we have (i).
The recursion formula (2) allows us to calculate the Poincare´ polynomial
of A ∪F ℓ−1:
π(A ∪ {F ℓ−1}, t) = π(A, t) + t · π(A ∩F ℓ−1, t)
= π(A, t) + t · π(A, t)≤ℓ−1
= π(A, t) + t · (π(A, t)− bℓ(A)tℓ) .
By putting t = −1 we obtain (ii). 
Example 2.3.3 Figure 1 shows an example of arrangement A of three lines
in R2 with a generic flag F : F0 ⊂ F1. Note that π(A, t) = 1 + 3t+ 3t2.
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C1
C2
C3
C4
C5
C6
C7
F0
F1
A generic flag
F : {pt} = F0 ⊂ F1 ⊂ V
ch(A) = {C1, . . . , C7}
ch
F
0 (A) = {C6}
ch
F
1 (A) = {C2, C5, C7}
ch
F
2 (A) = {C1, C3, C4}
Figure 1: A 2-arrangement and a generic flag
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Let A be a real arrangement with a generic flag F . Consider the ℓ-
th homology, cohomology and homology with locally finite chains for the
complement. Both H lfℓ (M(A),C) and Hℓ(M(A),C) are dual to Hℓ(M(A),C).
So there exists a canonical isomorphism
H lfℓ (M(A),C)
∼=−→ Hℓ(M(A),C). (5)
Let C be a chamber. Using the inclusion VR →֒ VC = VR ⊕
√−1VR, C can
be considered as a locally finite ℓ-dimensional cycle in M(A) and determines
an element [C] ∈ H lfℓ (M(A)).
Recall that C ∈ chFℓ (A) is a chamber satisfying C ∩ F ℓ−1 = ∅, and that
the number of such chambers is equal to the ℓ-th Betti number bℓ(A) =
dimH lfℓ (M(A)). Later we will prove that
{
[C]
∣∣ C ∈ chFℓ (A)} forms a basis
of H lfℓ (M(A)) (Cor. 5.1.4).
3 The Salvetti complex and the Deligne groupoid
In [Sa] Salvetti has given a finite regular CW-complex which carries the
homotopy type of the complement M(A) in the case whereA is a complexified
real arrangement. In this section we review some results on the complexified
complement M(A) of a real arrangement A.
3.1 Complexified real arrangements
Let AR be an arrangement in a real vector space VR. By definition each
hyperplane H ∈ AR is defined by a real equation αH = 0 of degree one. The
complexification AC is a set of hyperplanes in VC = VR ⊗ C defined by real
equations αH = 0 for H ∈ AR.
Since VC ∼= VR⊕
√−1VR, VC can be identified with the total space of the
tangent bundle TVR. More precisely we identify as follows:
TVR
∼=−→ VC
(x, v) 7−→ (x, v)C = x+
√−1v,
(6)
where TVR = {(x, v)| x ∈ VR, v ∈ TxVR ∼= VR}. This identification (6)
enables us to express a point in VC as a tangent vector on VR, and a path in
VC can be expressed as a continuous family of tangent vectors along a path
in VR, for simplicity we say a vector field along a path in VR.
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Example 3.1.1 The left side of Figure 2 expresses a vector field along the
segment [−1, 1] in VR ∼= R. The right side expresses the corresponding path
in VC ∼= C.
-×
√−1
-1 0 1
r r r-------
-1 0 1
r r r6 66 6
6 6
6Im
VR
VC
Figure 2: Vector field along the segment [−1, 1] and corresponding path
Let x ∈ VR. Then αH(x) can be expressed as αH(x) = a · x + b, where
a ∈ V ∗R and b ∈ R. Hence
αH(x+
√−1v) = αH(x) +
√−1a · v,
for x+
√−1v ∈ VC. We have
αH(x+
√−1v) = 0⇐⇒ αH(x) = 0 and a · v = 0.
This proves the following.
Lemma 3.1.2 Let A be a real arrangement. For x ∈ VR we define Ax
to be the set {H ∈ A|H ∋ x} of all hyperplanes containing x. Then the
complexified complement is
M(A) ∼= {(x, v)C|x ∈ VR, v ∈ TxVR \ Ax}.
3.2 The Salvetti complex
We recall some notions about the Salvetti complex, for details see [BLSWZ].
Definition 3.2.1 Let X ∈ L(A) be an intersection of a real arrangement
A. A connected component X◦ of X \ ⋃H+X H is called a face of A. The
set of all faces is denoted by L. Define a partial order by
X ≤ Y ⇐⇒ X ⊂ Y¯ , for X, Y ∈ L,
where Y¯ is the closure of Y in VR. The ordered set (L,≤) is called the face
poset of A.
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In this notation ch(A) is the set of maximal elements in (L,≤).
Given a face X ∈ L and a chamber C ∈ ch, the chamber X ◦C satisfying
the following conditions is uniquely determined (see [BHR] for more onX◦C).
(1) X ≤ X ◦ C, and
(2) If X is contained in a hyperplane H ∈ A, then C and X ◦C are on the
same side with respect to H .
Definition 3.2.2 The poset (P(A),) is defined as follows:
P(A) = {(X,C) ∈ L × ch(A) | X ≤ C}
(X1, C1)  (X2, C2)⇐⇒ X1 ≥ X2 and X1 ◦ C2 = C1.
Theorem 3.2.3 There exists a regular CW-complex X, called the Salvetti
complex, such that the face poset F(X) of the complex X is isomorphic to
P(A), and X is homotopy equivalent to M(A).
Example 3.2.4 We show some examples of low dimensional cells.
(0-cell) In P(A), the 0-cells of X are corresponding to the (C,C) ∈ P(A),
C ∈ ch(A).
(1-cell) Two chambers C and C ′ are adjacent if C¯ ∩ C¯ ′ is contained in a hy-
perplane and has nonempty interior in the hyperplane. The relative
interior of C¯ ∩ C¯ ′ is called the wall separating C and C ′. Let C and
C ′ be adjacent chambers separated by a wall X. Then we have two
1-cells, (X,C) and (X,C ′), which connect (C,C) and (C ′, C ′). (Figure
3)







HHHHHHHHHHHHHH
tHHX
C
C ′
r-- --- r







HHHHHHHHHHHHHH
tHHX
C
C ′
rffff ff ffffr
Figure 3: 1-cells corresponding to (X,C) and (X,C ′)
(2-cell) Let X ∈ L be a face of codimension two with a chamber C1 ≥ X. We
have a 2-cell (X,C1). (Figure 4)
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Figure 4: The 2-cell corresponding to (X,C1)
3.3 The Deligne groupoid and its representation
In §6 we will discuss the chain complex with coefficients in a local system.
For the purposes, the structure of the fundamental group π1(M(A)) is partic-
ularly important. The concept of “the Deligne groupoid” Gal(A) for a real
arrangement A, introduced by P. Deligne [De] see also [Pa2], and its repre-
sentations are good tools for extracting information about the fundamental
groups and local systems.
A sequence C0, C1, . . . , Cn of chambers is a gallery G of length n (from
C0 to Cn) if Ci and Ci+1 are adjacent for i = 0, 1, . . . , n− 1. Any continuous
path in U = VR \
⋃
X∈L,codimX≥2X which is transverse to any codimension
one faces determines a gallery and every gallery arises in this way. Any two
chambers can be connected by galleries. The distance between two chambers
C and C ′ is the length of a shortest gallery connecting them; equivalently, it
is the number of hyperplanes separating C and C ′. A gallery is said to be
geodesic, or minimal, if its length is equal to the distance between the initial
and terminal chambers.
Definition 3.3.1 [De]
(1) Let G = (C0, C1, . . . , Cm) and G
′ = (C ′0, C
′
1, . . . , C
′
n) be two galleries. If
Cm = C
′
0, define the composition of G and G
′ by GG′ := (C0, . . . , Cm =
C ′0, C
′
1, . . . , C
′
n).
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(2) Two galleries G and G′ which have the same initial and terminal
chambers are called equivalent, denoted by G ∼ G′, if there exists
a sequence of galleries G = G0, G1, . . . , GN = G
′ such that for each
i = 0, . . . , N − 1, Gi and Gi+1 have expressions
Gi = E1FE2
Gi+1 = E1F
′E2,
where F and F ′ are geodesic galleries connecting the same initial and
terminal chambers.
(3) Gal+(A) is defined to be the category whose objects are chambers ch(A)
and morphisms are
HomGal+(C,C
′) = {Galleries from C to C ′}/ ∼ .
Since a composition of galleries is compatible with ∼, compositions of
HomGal+ is well-defined.
(4) TheDeligne groupoid is a category Gal(A) with a functorQ : Gal+(A)→
Gal(A) such that
– Q(s) ∈ HomGal is an isomorphism for every s ∈ HomGal+.
– Any functor Ψ : Gal+ → C such that Ψ(s) is an isomorphism for
all s ∈ HomGal+ factors uniquely through Q.
See [Pa1] and [Pa2] more on the construction of Gal(A). The Deligne
groupoid Gal(A) is, roughly, obtained from Gal+(A) by inverting all mor-
phisms. If A is a simplicial arrangement, then the functor Q : Gal+(A) →
Gal(A) is faithful [De]. However, it is worth noting that Q is not necessar-
ily faithful; moreover Gal+ is not cancellative. For example, consider the
following two galleries
G := C2C1C2C3C2 and G
′ := C2C3C2C1C2
in the arrangement illustrated in Figure 1. Obviously G and G′ are not
equivalent in HomGal+(C2, C2). But concatenations (C5C2)G and (C5C2)G
′
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are equivalent, indeed,
(C5C2)G = C5C2C1C2C3C2
= C5C4C1C2C3C2 = (C5C4)(C4C1C2C3)(C3C2)
= (C5C4)(C4C7C6C3)(C3C2) = (C5C4C7)(C7C6C3C2)
= (C5C6C7)(C7C4C1C2) = (C5C6)(C6C7C4C1)(C1C2)
= (C5C6)(C6C3C2C1)(C1C2) = (C5C6C3)(C3C2C1C2)
= (C5C2C3)(C3C2C1C2) = (C5C2)G
′.
Since (C5C2) is invertible in Gal(A), G and G′ determine the same element
in HomGal(C2, C2).
Let C,C ′ ∈ ch(A). It follows from the definition that any geodesic
connecting C to C ′ are equivalent to each other. So geodesics from C to
C ′ determine an equivalence class. We denote this equivalence class by
P+(C,C ′) ∈ HomGal(C,C ′), and its inverse by P−(C ′, C) := P+(C,C ′)−1 ∈
HomGal(C
′, C).
Example 3.3.2 In Figure 4 galleries (C4, C3, C2, C1) and (C4, C5, C6, C1) are
geodesics. Hence they determine the same element P+(C4, C1) ∈ HomGal(C4, C1).
Let G be a groupoid and x be an object. Then HomG(x, x) is a group
and called the vertex group at x. The vertex group of the Deligne groupoid
Gal(A) at a chamber is actually isomorphic to the fundamental group of the
complexified complement M(A) [Pa1, Pa2]:
HomGal(C,C) ∼= π1(M(A)).
Moreover we have,
Theorem 3.3.3 Let X = X(A) be the Salvetti complex as in Theorem 3.2.3.
Let G(X) be the groupoid whose objects are 0-cells X0 and homomorphisms
are the set of homotopy equivalence classes of paths between two 0-cells. Then
G(X(A)) is equivalent to the Deligne groupoid Gal(A).
Recall that a representation Φ of a category C is a functor Φ : C → VectK
from C to the category of K-vector spaces. Φ is given by a vector space Φx
for each object x ∈ C and a linear map Φρ : Φx → Φy for each ρ ∈ HomC(x, y)
such that Φρ1ρ2 = Φρ1 ◦ Φρ2 .
Let G be a groupoid with a vertex group Gx = Hom(x, x). Then the cat-
egory of representations Rep(G) of G is equivalent to the category of group
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representations Rep(Gx). Since the category of representations of the fun-
damental group of a topological space is equivalent to that of local systems
over the space, we have the following result.
Propositon 3.3.4 Let A be a real arrangement. Then the following cate-
gories are equivalent.
• Rep(Gal(A)) : the category of representations of the Deligne groupoid.
• Rep(π1(M(A))) : the category of representations of the fundamental
group.
• Loc(M(A)) : the category of local systems.
In §6, we will use representations of the Deligne groupoid instead of local
systems to compute the boundary maps for cellular chain complexes. The
following operator will be needed for the purpose of describing the cellular
boundary map.
Let Φ : Gal(A) → VectK be a representation of the Deligne groupoid.
Given two chambers C and C ′, we have two extreme morphisms P±(C,C ′) :
C → C ′. Hence we have linear maps
ΦP±(C,C′) : Φ(C) −→ Φ(C ′).
e e

UH1 H2C C
′
P−(C,C ′)
P+(C,C ′)
Figure 5: P+(C,C ′) and P−(C,C ′)
Definition 3.3.5 (The skein operator).
∆Φ(C,C
′) := ΦP+(C,C′) − ΦP−(C,C′).
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4 Morse theory on the complement
Throughout this section, we investigate complex hyperplane arrangements
which do not necessarily arise from real arrangements.
4.1 The Lefschetz Theorem for hyperplane comple-
ments
In this section we give a proof of the Lefschetz theorem for M(A) following
Hamm and Leˆ [HL]. Although this is just a version of The Lefschetz Theo-
rem for affine varieties, Morse theoretic arguments and constructions in this
section will be needed in §4.3.
Let A = {H1, . . . , Hn} be an arrangement of hyperplanes in PℓC. Let αi
be a linear form in C[z0, z1, . . . , zℓ] defining Hi and Q denote the product
α1α2 · · ·αn of these linear forms. Let V (Q) be the union
⋃n
i=1Hi of hyper-
planes and M(Q) = Pℓ − V (Q) denote the complement. There exists an
obvious stratification Σ(A) of the union as follows. Given an intersection
X ∈ L(A) of some hyperplanes in A, define
SX := X −
⋃
H+X
H.
We have a partition {SX}X∈L(A) of Pℓ.
Lemma 4.1.1 For an arrangementA, the above stratification Σ(A) = {SX}X∈L(A)
is a good stratification at each point p ∈ V = V (Q), i.e. there exist a neigh-
borhood U ∋ p and a holomorphic function h on U with V (h) = U ∩ V (Q)
satisfying the following Thom’s condition (ah):
(ah) If pi is a sequence of points in U − V (h) such that pi → p ∈ SX and
TpiV (h− h(pi)) converges to some hyperplane T , then TpSX ⊂ T .
The rest of this section is devoted to proving the following theorem ([Ha,
HL, DP1, Ra2]).
Theorem 4.1.2 (i) Let F = V (f) ⊂ PℓC be a hyperplane defined by a
linear form f which is transverse to each stratum. Then M(Q) has the
homotopy type of a space obtained from M(Q)∩F by attaching a certain
number of ℓ-dimensional cells.
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(ii) Moreover the number of ℓ-cells is the ℓ-th Betti number bℓ(M(Q)).
(ii) is proved in §1. The plan of the proof of (i) is to apply Morse theory to
a function of the form
ϕ(x) =
∣∣∣∣ f(x)λ0αλ11 · · ·αλnn
∣∣∣∣
2
, for x ∈ M(g), (7)
where λ1, . . . , λn ∈ Z>0 are appropriately chosen positive integers and λ0 =
λ1+ · · ·+ λn. Note that ϕ is a well-defined differentiable map from M(Q) to
R≥0 which has the bottom F ∩M(Q) = ϕ−1(0). The reason for considering
this function is that the critical points are well studied, in particular, critical
points are known to be nondegenerate for generic λ1, . . . , λn. It was con-
jectured by Varchenko [Va], and proved by Orlik-Terao [OT2] and Silvotti
[Si].
Theorem 4.1.3 Let A be a complex essential affine arrangement in Cℓ with
defining linear equations f1, . . . , fN , and put
Φλ = f
λ1
1 f
λ2
2 · · · fλNN
for λ = (λ1, . . . , λN) ∈ CN . Then there exists a Zariski-closed algebraic
proper subset Y of CN , such that for λ ∈ CN − Y , Φλ has only finitely many
critical points, all of which are nondegenerate and the number of critical
points of Φλ is |χ(M(A))|.
In our situation, since
Φλ =
fλ0
αλ11 · · ·αλnn
= (α1/f)
−λ1 · · · (αn/f)−λn ,
there exist λ1, . . . , λn ∈ Z>0 such that Φλ has only nondegenerate critical
points. Combining the above theorem with Proposition 2.3.2, the number of
critical points is shown to be equal to the ℓ-th Betti number bℓ(M(Q)) of the
complement. From the next lemma, ϕ = |Φλ| also has only finitely many
critical points all of which are nondegenerate critical points of Morse index
ℓ.
Lemma 4.1.4 Let f and g : U → C be holomorphic functions defined on a
neighborhood U of 0 ∈ Cn. We assume f(0), g(0) 6= 0.
17
(i) 0 ∈ U is a critical point of |f|2 if and only if 0 ∈ U is a critical point
of f.
(ii) In (i), 0 ∈ U is a nondegenerate critical point of |f|2 if and only if 0 ∈ U
is a nondegenerate critical point of f.
(iii) If 0 ∈ U is a nondegenerate critical point of |f|2, then the Morse index
is n.
(iv) If df and dg are linearly independent over C at each point in U , then
so are d|f| and d|g|.
Proof. Since |f|2 = f · f¯, ∂
∂zi
|f|2 = ∂f
∂zi
f¯ and ∂
∂z¯i
|f|2 = ∂f¯
∂z¯i
f. Thus we have (i).
Moreover the determinant of the Hessian matrix at 0 ∈ U is
det
(
∂2|f|2
∂zi∂zj
∂2|f|2
∂zi∂z¯j
∂2|f|2
∂z¯i∂zj
∂2|f|2
∂z¯i∂z¯j
)
= det
(
∂2f
∂zi∂zj
f¯ ∂f
∂zi
∂f¯
∂z¯j
∂f¯
∂z¯i
∂f
∂zj
∂2f¯
∂z¯i∂z¯j
f
)
= |f|2
∣∣∣∣det
(
∂2f
∂zi∂zj
)∣∣∣∣
2
.
(Here we use ∂f
∂zi
= ∂f¯
∂z¯i
= 0. ) This proves (ii).
After a linear change of coordinates, we may assume f is expressed as
f(z1, . . . , zn) = c(1 +
n∑
i=1
z2i +O(3))
with c 6= 0. Writing zi = xi +
√−1yi, we have
f¯f = |c|2(1 +
n∑
i=1
(z2i + z¯i
2) +O(3))
= |c|2(1 + 2
n∑
i=1
(x2i − y2i ) +O(3)).
Consequently the Morse index of |f|2 at 0 is equal to n.
(iv) is clear from d(|f|2) = (df)¯f+ f(d¯f). 
Unfortunately, our Morse function ϕ = |Φλ| is not a proper function.
Hence it is necessary to study the Morse theory for a nonproper Morse func-
tion. This difficulty is directly related to the fact that ϕ has points of inde-
terminacy: V (f,Q) = {f = Q = 0} = V (Q)∩F . To deal with the difficulty,
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we have to remove a neighborhood of V (Q) ∩ F for separating the zero loci
and the poles of ϕ. The idea is to measure the distance from V1 := V (f,Q).
Suppose p = [z0 : · · · : zℓ] ∈ Pℓ − V1, and define hV1(p) as follows
hV1(p) =
|z0|λ0 + |z1|λ0 + · · ·+ |zℓ|λ0
|f |λ0 + |αλ11 · · ·αλnn |
.
Then hV1 : (P
ℓ − V1)→ R≥0 is a well-defined map.
Lemma 4.1.5 Let M≤t := {p ∈ Pℓ − V1; hV1(p) ≤ t}. For sufficiently large
t≫ 0, h−1V1 (t) = ∂M≤t is transverse to each stratum S ∈ Σ and to F . More-
over
(
Pℓ − V1, (Pℓ − V1) ∩ Σ
)
is diffeomorphic to (M<t,M<t ∩ Σ) as stratified
manifolds.
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Figure 6:
Proof. We first observe that hV1 is defined on P
ℓ−V1 with values in R>0. It is
clear that for a sequence {pi} ⊂ Pℓ−V1 converging to a point p ∈ V1, we have
hV1(pi)→∞ as i→∞. Recall that any real polynomial function on a semi-
algebraic set can have at most a finite number of critical values (see Milnor
[Mi2, Cor. 2.8]). Since any restriction hV1 |S to a stratum S ∈ Σ has only
finitely many critical values, we may choose t to be larger than any critical
value. Suppose t1 and t2 (t1 < t2) are sufficiently large. Then there exists
an open neighborhood U of the compact set M [t1,t2] := {p; t1 ≤ hV1(p) ≤ t2}
such that the restriction of hV1 to U∩S has no critical points for any stratum
S ∈ Σ.
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The gradient vector field − gradhV1 does not preserve the stratification
in general. We modify − gradhV1 so that it preserves the stratification. Let
p ∈ U and S denote the stratum which contains p. Since p is not a critical
point of hV1 |S, there exists a tangent vector v ∈ TpS such that v ·ϕ < 0. On
a small neighborhood Up of p in U , not meeting any smaller stratum than S,
we have a vector field v˜ such that
(i) v˜ is tangent to each stratum Σ ∩ Up,
(ii) v˜ · ϕ < 0.
Note that since our strata are linear, we can take v˜ as a constant vector field
in a certain open set.
Using a partition of unity, we have a vector field v˜ on U satisfying the
conditions (i) and (ii) above. Then v˜/||v˜|| defines a deformation retract of
M<t2 onto M<t1 , which preserves the structure of stratification. 
Now we consider the function ϕ on M≤t and the restriction to its bound-
ary ∂M≤t = h−1V1 (t). The following lemma plays a key role in the arguments
below. The assumption that F is generic is used in the proof.
Lemma 4.1.6 For sufficiently large t ≫ 0, ϕ|∂M≤t\(V (Q)∪F ) has no critical
points.
Proof. Let p ∈ V1 = V ∩F and SX ∈ Σ be the stratum containing p. Note
that X ∈ L(A) is the smallest intersection containing p, and it is, by defini-
tion, transverse to F . We have coordinates (z1, . . . , zℓ) in a neighborhood U
of p with the origin at p. The transversality of F to Σ allows us to assume
that
(1) F ∩ U is defined by a linear form zℓ = 0.
(2) X ∩ U is defined by {z1 = z2 = · · · = zm = 0} with 1 ≤ m < ℓ.
(3) Let H1, . . . , Hk be the set of all hyperplanes in A which contains p.
Each Hi ∩U is defined by a linear form of the form a1z1 + · · ·+ amzm.
For simplicity, set g1 = α
λ1
1 · · ·αλkk and g2 = zλ0ℓ . The assumptions imply
that d|g1| and d|g2| are linearly independent at each point of U−(V (Q)∪F ).
Now hV1 and ϕ are expressed as
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hV1 =
1 + |z1|λ0 + · · ·+ |zℓ|λ0
|g1|+ |g2|
ϕ =
|g2|
|g1| .
Now we prove that there exists a neighborhood U ′ of p such that dhV1 and
dϕ are linearly independent at each point of U ′ − (V (Q) ∪ F ).
d log hV1 = −
d|g1|+ d|g2|
|g1|+ |g2| + d log(1 + |z1|
λ0 · · ·+ |zℓ|λ0) (8)
d logϕ = −d|g2||g2| +
d|g1|
|g1| . (9)
If U ′ is sufficiently small, then the last term of (8) is sufficiently small. Com-
pare the sign of coefficients of d|g1| and d|g2|, we conclude that dhV1 and
dϕ are linearly independent. Thus for any point p ∈ F ∩ V (Q), there
exists a neighborhood Up in P
ℓ
C such that dϕ and dhV1 are linearly in-
dependent at each point of Up − (V (Q) ∪ F ). We choose finitely many
points p1, . . . , pN ∈ V (Q) ∩ F with V (Q) ∩ F ⊂
⋃N
i=1 Upi and set t0 :=
sup{hV1(p); p ∈ PℓC −
⋃N
i=1 Upi}. Then for t > t0, ϕ|∂M≤t\(V (Q)∪F ) has no
critical points. 
The transversality F ⋔ ∂M≤t is also shown by observing (8). Hence
a small tubular neighborhood of F ∩ ∂M≤t in ∂M≤t is diffeomorphic to a
disk bundle over F ∩ ∂M≤t. Recall that the normal bundle of F in PℓC is
NF/PℓC ∼= OF (1) and is trivial on an affine open set F −V (Q). Thus we have:
Lemma 4.1.7 There exists a small neighborhood T of F in PℓC such that
T ∩M≤t ∼= (F ∩M≤t)×D2 (Diffeomorphic), (10)
where D2 = {(x, y) ∈ R2; x2 + y2 < 1} is the unit disk.
Now we return to the proof of Lefschetz’s Theorem 4.1.2. Fix a sufficiently
large t ≫ 0 and set N = M≤t ∩ M(Q). Consider the gradient vector field
X = − gradϕ. X is not tangent to the boundary ∂N in general, so we comb
the vector field in order to make it neat as in the proof of Lemma 4.1.5.
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Lemma 4.1.6 means that dφ is not orthogonal to ∂N . Thus by an argument
similar to that in the proof of Lemma 4.1.5, modifying X around ∂N , we
have a vector field X on N which is tangent to ∂N . Moreover, there exists
a vector field X which satisfies the following conditions (Fig. 7):
(a) There exists a neighborhood U of ∂N ∪ (N ∩ F ) such that X = X =
− gradϕ outside U and Crit(ϕ) ∩ U = ∅, where Crit(ϕ) is the set of
critical points of ϕ in M(Q)− F .
(b) X is tangent to ∂N .
(c) Xϕ < 0 on N − (F ∪ Crit(ϕ)).
(d) Under the diffeomorphism (10), the vector field X coincides with the
negative vertical Euler vector field −x ∂
∂x
− y ∂
∂y
.
F
V = V (g)
uF ∩ V
∂N
X = − gradϕ
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Figure 7: Modified vector field
We now complete the proof of Theorem 4.1.2. We consider X as the
negative gradient vector field of a Morse function on N and define
N≤s := {p ∈ N ;ϕ(p) ≤ s},
for s > 0. If there is no critical value in the interval [s1, s2], then the vector
field X induces a retraction N≤s2 ∼=−→ N≤s1 . If there is only one critical point
within the interval [s1, s2], then the homotopy type of N
≤s2 is obtained from
that of N≤s1 by attaching an ℓ-cell. This completes the proof of Lefschetz’s
hyperplane section theorem. 
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4.2 Stable and unstable manifolds
Consider the flow of X :
φt : N −→ N, t ∈ R
∂
∂t
φt(x) = Xφt(x), φ0 = idN .
If p ∈ N − F is a critical point of ϕ, we define the stable manifold W sp and
unstable manifold W up as
W sp = {x ∈ N ; lim
t→∞
φt(x) = p}
W up = {x ∈ N ; lim
t→−∞
φt(x) = p}.
These are ℓ-dimensional (over R) submanifolds in N . Recall that the vector
field X is said to satisfy the Morse-Smale condition if the stable and unstable
manifolds intersect transversely. But in our case, since any critical point in
N − F has the middle index ℓ, it seems reasonable to define as follows.
Definition 4.2.1 Let X be a vector field on N as in the previous section, it
is said to satisfy the Morse-Smale condition if there does not exist a flow line
connecting distinct points in Crit(ϕ). In other words, there does not exist
x ∈ N − (F ∪ Crit(ϕ)) such that both limt→∞ φt(x) and limt→−∞ φt(x) are
contained in Crit(ϕ).
Recall that for a critical point p ∈ Crit(ϕ), N≤ϕ(p)+ǫ is homotopy equiva-
lent to N≤ϕ(p)−ǫ ∪W up (see [Mi1, Thm. 3.2]) and that unstable manifolds are
preserved by the action of φt. Hence under the Morse-Smale condition, the
boundary of an unstable manifoldW up should be attached to N
0 ⊂ F ∩M(Q).
Thus we have:
Theorem 4.2.2 If X satisfies the Morse-Smale condition, then M(Q) is ho-
motopy equivalent to
(FC ∩M(Q)) ∪
⋃
p∈Crit(ϕ)
W up .
Theorem 4.2.3 M(Q)−⋃p∈Crit(ϕ)W sp is diffeomorphic to (M(Q)∩FC)×D2.
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Figure 8: Unstable manifolds
Proof. Let T be a tubular neighborhood of FC ∩ M(Q) in M(Q) as in
Lemma 4.1.7. Since X is a complete vector field,
(∂T ∩N)× R −→ N −
(
FC ∪
⋃
p∈Crit(φ)W
s
p
)
(q, t) 7−→ φt(q)
defines a diffeomorphism. It is also diffeomorphic to (FC∩N)×(D2−{(0, 0)}).
The condition (d) on X allows us to complete the proof. 
4.3 Homotopy types of the unstable cells
Next we characterize the homotopy types of unstable manifolds {W up ; p ∈
Crit(ϕ)}. The unstable manifold W up corresponding to p ∈ Crit(ϕ) can
be considered as an attached cell. There exists a continuous map σp :
(Dℓ, ∂Dℓ)→ (M(Q), F ∩M(Q)) such that σp(0) = p and σp induces a diffeo-
morphism of int(Dℓ) toW up . We now assume that our manifolds are oriented.
Observe that σp satisfies the following properties:
(i) σp(0) = p and σp(D
ℓ) ∩W sp = {p}.
(ii) σp(D
ℓ) intersects W sp at p transversally and positively.
(iii) σp(∂D
ℓ) ⊂ F ∩M(Q).
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(iv) If q ∈ Crit(ϕ) \ {p} is another critical point, then σp(Dℓ) does not
intersect W sq .
Note that (iv) is equivalent to the Morse-Smale condition (W up ∩W sq = ∅). Let
us call these properties “set-theoretical duality” between cells {σp}p∈Crit(ϕ)
and stable manifolds {W sp }p∈Crit(ϕ). The main result of this section is to
characterize the homotopy type of the map σp : (D
ℓ, ∂Dℓ) → (N,N ∩ F ) by
set-theoretical duality for stable manifolds.
Theorem 4.3.1 Suppose that a continuous map σ′p : (D
ℓ, ∂Dℓ) → (N,N ∩
F ) is differentiable in a neighborhood of 0 ∈ Dℓ and satisfies conditions (i)
through (iv) above. Then ∂σp and ∂σ
′
p : ∂D
ℓ → N ∩ F are homotopic. In
particular,
M(A) and (M(A) ∩ FC) ∪(∂σ′p)

 ∐
p∈Crit(φ)
Dℓ


are homotopy equivalent.
Proof. The idea of the proof is simple: flowing σ′p via the gradient flow φt,
then φt ◦ σ′p converges to σp as t→∞.
From (i), we have σ′p(0) = σp(0) = p and the image σ
′
p(D
ℓ) is transverse
to W sp . Note that TpP
ℓ
C = TpW
u
p ⊕ TpW sp . And the projection TpPℓ →
TpW
u
p induces an orientation preserving isomorphism Tpσ
′
p(D
ℓ) ∼= TpW up .
By modifying σ′p up to homotopy, we have σ
′′
p satisfying (i) · · · (iv) and the
following properties:
σ′′p (x) =
{
σp(x) if ||x|| < ǫ
σ′p(x) if 2ǫ ≤ ||x|| ≤ 1,
where ||x||2 = x21+ · · ·+x2ℓ and ǫ is a sufficiently small positive number. Take
a tubular neighborhood T of F ∩N such that T = (F ∩N)×D2 as in Lemma
4.1.7. Denote by π : T = (F ∩ N) × D2 → F ∩ N the projection. Consider
φt ◦ σ′′p . If t≫ 0 is sufficiently large then we may assume that φt ◦ σ′′p(x) ∈ T
for ǫ ≤ ||x|| ≤ 1. By definition, (π ◦ φt ◦ σ′′p)|||x||=ǫ is equal to ∂σp = σp|∂Dℓ as
maps Sℓ → F ∩ N , more precisely, for x ∈ ∂Dℓ, (π ◦ φt ◦ σ′′p)(ǫx) = ∂σp(x).
Since (π ◦φt ◦σ′′p )|||x||=1 = ∂σ′p, hr(x) := π ◦φt ◦σ′′p (r ·x) for ǫ ≤ r ≤ 1 defines
a homotopy between ∂σp and ∂σ
′
p. 
25
5 Construction of the cells
5.1 Stable manifolds for real arrangements
The Lefschetz Theorem (4.1.2) asserts that M(Q) has the homotopy type of
a space obtained from M(Q) ∩ FC by attaching some ℓ-cells. The homotopy
types of the attached cells are characterized by Theorem 4.3.1 under the
Morse-Smale condition. In the remainder of this paper, we investigate the
complexified real case, i.e., where each hyperplane H ∈ A is defined by a
linear equation with real coefficients. Let us briefly recall the set-up.
Let A = {H1, . . . , Hn, H∞} be an essential hyperplane arrangement in
PℓC, and αi be the defining linear form of Hi which is assumed to have
real coefficients. Let F = {f = 0} be a generic hyperplane defined by a
real linear form f . From Theorem 4.1.3, there exist positive even integers
λ0, λ1, . . . , λn, λ∞ ∈ 2Z>0 such that λ0 = λ1 + λ2 + · · ·+ λn + λ∞ and
ϕ =
fλ0
αλ11 · · ·αλnn αλ∞∞
has only nondegenerate isolated critical points.
The space PℓC−H∞ is isomorphic to the affine space Cℓ. We also denote by
A the induced affine arrangement {H1, . . . , Hn} in Cℓ and by αi the defining
equation (deg = 1, with real coefficients) of Hi. Let ch(A) be the set of all
chambers of A∩Rℓ and chFℓ (A) be the set of all chambers which do not meet
FR. Denote by M(A) the complexified complement Cℓ −
⋃n
i=1Hi.
Let C ∈ chFℓ (A). Then ϕ|C is a positive real valued function and it
has poles along the boundary ∂C¯ . Hence, for each C, ϕ|C has at least one
critical point pC ∈ int(C) in the relative interior of C. Then it follows from
the Cauchy-Riemann equation that pC ∈ M(A) is indeed a critical point of
the function ϕ : M(A) → C. Thus we obtain |chFℓ (A)| many critical points.
From the assumption, ϕ has only nondegenerate isolated critical points, the
number of which is the Euler characteristic |χ(M(A)−FC)| = bℓ(M(A)) (see
Proposition 2.3.2).
Propositon 5.1.1 For each chamber C ∈ chFℓ (A) which does not meet FR,
there exists only one critical point pC ∈ C of ϕ in C. Conversely, any critical
point is obtained in this way.
In other words, the set of critical points Crit(ϕ) is parametrized by chFℓ (A).
Moreover, since |ϕ(z1, . . . , zℓ)| = |ϕ(z¯1, . . . , z¯ℓ)|, the gradient vector field
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− grad |ϕ| is invariant under complex conjugation. Thus we have the fol-
lowing:
Theorem 5.1.2 The stable manifold of the critical point pC corresponding
to a chamber C ∈ chFℓ (A) is W spC = C ⊂ M(A).
In particular, the closure of a chamber C ∈ chFℓ (A) contains only one critical
point pC . Thus we have the following result.
Corollary 5.1.3 The function ϕ satisfies the Morse-Smale condition.
Let C ∈ chFℓ (A) and pC ∈ C the corresponding critical point. We de-
note the attaching map of the unstable manifold W upC by σC : (D
ℓ, ∂Dℓ) →
(M(A),M(A) ∩ FC). Since Hℓ(M(A),C) ∼−→ Hℓ(M(A),M(A) ∩ FC;C) is an
isomorphism, [σC ] can be considered as an element of Hℓ(M(A),C). More-
over {[σC ]}C∈chℓ(A) forms a basis of Hℓ(M(A),C). By Poincare´ duality we
have the following result.
Corollary 5.1.4 {[C]}C∈chℓ(A) ⊂ H lfℓ (M(A),C) forms a basis, and under
suitable orientations, it is the dual basis of {[σC ]}C∈chℓ(A).
Combining Theorem 5.1.2 with Theorem 4.2.3, we easily prove the fol-
lowing result which is well known for ℓ = 1 (Example 5.1.6).
Corollary 5.1.5 M(A) \⋃C∈chℓ(A) C is diffeomorphic to (FC −A)× D2.
Example 5.1.6 Assume ℓ = 1. Let {a1, a2, . . . , an} ⊂ R be an arrangement
in R (we assume a1 < · · · < an). Take a generic hyperplane (in this case, just
a point) F ∈ R such that ai < F < ai+1. Then the set of chambers which do
not meet F is
chℓ(A) = {(−∞, a1), . . . , (ai−1, ai), (ai+1, ai+2), . . . , (an,∞)}.
Hence
M(A) \
⋃
C∈chℓ(A)
C = C− ([−∞, ai) ∪ [ai+1,∞)) ,
which is diffeomorphic to D2.
27
5.2 Construction of the Cells
Our next task is to construct the cells in M(A) explicitly. More precisely, for
a chamber C ∈ chFℓ (A) with C ∩ FR = ∅ and fixed p ∈ C, we construct a
continuous map σC : (D
ℓ, ∂Dℓ)→ (M(A),M(A) ∩ FC) which is differentiable
in a neighborhood of 0 ∈ Dℓ, such that (recall the conditions in §4.3)
(i) σC(0) = p, σC(D
ℓ) ∩ C = {p} and σC(Dℓ) intersects C transversally.
(ii) σC(∂D
ℓ) ⊂ M(A) ∩ FC.
(iii) If C ′ ∈ chFℓ (A) is another chamber, then σC(Dℓ) ∩ C ′ = ∅.
Let us choose coordinates (x1, x2, . . . , xℓ) such that F is defined by {xℓ = 0}
and p is (0, 0, . . . , 0, 1). Recall that Lℓ−1(A) is the set of all one-dimensional
intersections of A. We can find a wide cylinder of height 1 which ties up affine
lines Lℓ−1(A). More precisely, since F is generic, each line X ∈ Lℓ−1(A)
intersects FR transversely. Hence
R = 2 sup
{√
x21 + · · ·+ x2ℓ−1
∣∣∣ (x1, . . . , xℓ−1, xℓ) ∈ X ∈ Lℓ−1(A), 0 ≤ xℓ ≤ 1}
is finite. Consider the cylinder
Cyl(R) = {(x1, . . . , xℓ) ∈ Rℓ|x21 + · · ·+ x2ℓ−1 = R2, 0 ≤ xℓ ≤ 1}
of radius R and height 1. The cylinder Cyl(R) is diffeomorphic to Sℓ−2(1)×
[0, 1] under the map
Sℓ−2(1)× [0, 1] −→ Cyl(R)
(x′, t) 7−→ (Rx′, t),
where x′ = (x1, . . . , xℓ−1) ∈ Sℓ−2(1) = {(x1, . . . , xℓ−1); x21 + · · ·+ x2ℓ−1 = 1}.
The boundary ∂Cyl(R) of Cyl(R) is the disjoint union of two spheres S0 and
S1, where St is a horizontal (ℓ− 1)-dimensional sphere of radius R
St = {(x1, . . . , xℓ)|x21 + · · ·+ x2ℓ−1 = R2, xℓ = t}
Dt = {(x1, . . . , xℓ)|x21 + · · ·+ x2ℓ−1 ≤ R2, xℓ = t}. (11)
St ∩ A determines a hypersphere arrangement on St for 0 ≤ t ≤ 1. Note
that the combinatorial type of this arrangement is independent of t.
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Figure 9: The cylinder
Since every H ∈ A contains at least one affine line X ∈ Lℓ−1(A) and
X intersects both D0 and D1, there exists a non-horizontal tangent vector
Vq ∈ Tq(Cyl(R)∩H) at each q ∈ Cyl(R)∩H . Using a partition of unity, we
have a vector field V˜ on Cyl(R) of the form
V˜ =
∂
∂xℓ
+
ℓ−1∑
i=1
fi
∂
∂xi
which is tangent to each hypercylinder Cyl(R) ∩ H . Now consider the one-
parameter flow generated by V˜ . The flow determines a diffeomorphism ηt :
Sℓ−2(1)→ Sℓ−2(1) such that η0(x′) = x′ and
d
dt
(R · ηt(x′), t) = V˜(R·ηt(x′),t),
for 0 ≤ t ≤ 1 and x′ ∈ Sℓ−2(1). This determines a diffeomorphism ηt :
(S0, S0 ∩ A)
∼=−→ (St, St ∩ A).
Let ι : S1 → S1 be the involution ι : (x1, . . . , xℓ−1, 1) 7→ (−x1, . . . ,−xℓ−1, 1)
and define I = η−11 ◦ ι ◦ η1 : S0 → S0. The next lemma follows immediately
from the construction.
Lemma 5.2.1 Suppose q ∈ S0∩H with H ∈ A, then the vectors −−−→qI(q),−→qp ∈
TqVR are on the same side with respect to the hyperplane H ⊂ TqVR. The
same holds for
−−−→
I(q)q,
−−−→
I(q)p ∈ TI(q)VR when I(q) ∈ S0 ∩H.
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Before defining σC : (D
ℓ, ∂Dℓ) → (M(A),M(A) ∩ FR), we decompose the
disk Dℓ into four pieces. Denote the latitude of v ∈ Dℓ by θ, i.e., v =
(x′ cos θ, ||x′|| sin θ), where x′ = (x1, . . . , xℓ−1) with x21 + · · ·+ x2ℓ−1 ≤ 1. Fix
0 < θ0 < π/2 so that tan θ0 =
1
R
.
(1) (The core): A1 =
{
v ∈ Dℓ ∣∣||v|| ≤ 1
2
}
.
(2) (The northern hemisphere): A2 =
{
v ∈ Dℓ ∣∣ 1
2
≤ ||v|| ≤ 1, θ ≥ θ0
}
.
(3) (The southern hemisphere): A3 =
{
v ∈ Dℓ ∣∣1
2
≤ ||v|| ≤ 1, θ ≤ −θ0
}
.
(4) (The low latitudes): A4 =
{
v ∈ Dℓ ∣∣1
2
≤ ||v|| ≤ 1,−θ0 ≤ θ ≤ θ0
}
.
&%
'$
A1
A2
A3
A4A4
Figure 10: Decomposition of Dℓ
Given v = (x′ cos θ, ||x′|| sin θ) ∈ Dℓ with 1/2 ≤ ||x′|| ≤ 1 and θ 6= 0, let
us define ξ(v) ∈ VR by
ξ(v) :=
(
(2||x′|| − 1)cos θ
sin θ
· −x
′
||x′|| , 2− 2||x
′||
)
. (12)
We also give an alternative description of ξ(v). Straightforward computation
shows that the line p + t · v (t ∈ R) intersects the hyperplane FR at q =
(−x′/(||x′|| tan θ), 0). The point ξ(v) above divide the segment pq internally
by the ratio pξ(v) : ξ(v)q = (||x′|| − 1
2
) : (1− ||x′||).
We will define σi : Ai → M(A), i = 1, . . . , 4, separately. We use the
notation in §3.1 (6) to express points in the complexified space VC.
(1) σ1(v) = (p, v)C = p+
√−1v ∈ VC.
(2) σ2(v) = (ξ(v), v)C for v ∈ A2. The point σ2(v) is indeed contained
in M(A) because every straight line passing through p intersects each
hyperplane H ∈ A transversely.
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(3) σ3(v) = (ξ(v), v)C for v ∈ A3.
The definition of σ4 on the low latitudes A4 is somewhat complicated.
Let us define an annulus T by
T = {x′ = (x1, . . . , xℓ−1); 1/2 ≤ ||x′|| ≤ 1}.
Then the low latitudes A4 can be expressed as
A4 = {(x′ cos θ, ||x′|| sin θ) ∈ Dℓ| x′ ∈ T,−θ0 ≤ θ ≤ θ0}.
We extend ηt and I : S
ℓ−2(1)→ Sℓ−2(1) to T by
ηt(x
′) := ||x′|| · ηt
(
x′
||x′||
)
,
I(x′) := η−11 (−η1(x′))
for x′ ∈ T . Now define
γ : T × [0, 1] ∼=−→ A4
(x′, t) 7−→ (−η−1t (−ηt(x′)) cos(2t− 1)θ0, ||x′|| sin(2t− 1)θ0).
Since ηt : T → T is a diffeomorphism, so is γ. Define σ4(γ(x′, t)) ∈ VC ∼= TVR
by
σ4(γ(x
′, t)) = ((1− t)ξ(γ(x′, 0)) + tξ(γ(x′, 1)), x′ − I(x′))C . (13)
Lemma 5.2.2 We have σ4(γ(x
′, t)) ∈ M(A). When ||x′|| = 1, σ4(γ(x′, t)) is
contained in FC, but is not contained in FR.
Proof. The second part is obvious. Indeed, since x′ − I(x′) is a nonzero
horizontal vector, it is contained in TFR when ||x′|| = 1.
Next we prove σ4(γ(x
′, t)) ∈ M(A) for (x′, t) ∈ T × [0, 1]. By definition,
we have
ξ(γ(x′, 0)) =
(
(2||x′|| − 1) x
′
||x′|| tan θ0 , 2− 2||x
′||
)
∈ VR,
ξ(γ(x′, 1)) =
(
(2||x′|| − 1)η
−1
1 (−η1(x′))
||x′|| tan θ0 , 2− 2||x
′||
)
∈ VR,
for x′ ∈ T . Hence the tangent vector x′ − I(x′) ∈ TqVR with q = (1 −
t)ξ(γ(x′, 0)) + tξ(γ(x′, 1)), is parallel to ξ(γ(x′, 0)) − ξ(γ(x′, 1)). In order
to prove this lemma, it suffices to prove that the line segment connecting
ξ(γ(x′, 0)) and ξ(γ(x′, 1)) is not contained in any hyperplane H ∈ A. So it
suffices to prove the next lemma.
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Lemma 5.2.3 If ξ(γ(x′, 0)) (resp. ξ(γ(x′, 1))) is contained in a hyperplane
H ∈ A, then ξ(γ(x′, 1)) (resp. ξ(γ(x′, 0))) and p lie on the same side with
respect to H.
Proof. Suppose ξ(γ(x′, 0)) is contained in a hyperplane H ∈ A. Choose a
defining equation αH of H such that αH(p) > 0. We prove
αH(ξ(γ(x
′, 1))) > 0. (14)
Let us put q = (x′/(||x′|| tan θ0), 0) = (Rx′/||x′||, 0) ∈ FR. Since ξ(γ(x′, 0))
divides the segment pq internally, we have αH(q) < 0. By the definition of
ηt, (Rηt(x
′/||x′||), t) ∈ VR (0 ≤ t ≤ 1) is a flow which is tangent to H ∩CylR.
Hence αH(Rηt(x
′/||x′||), t) < 0 for all 0 ≤ t ≤ 1. In particular, we have
αH(Rη1(x
′/||x′||), 1) < 0. Since p is the midpoint of (Rη1(x′/||x′||), 1) and
(−Rη1(x′/||x′||), 1), we have αH(−Rη1(x′/||x′||), 1) > 0. Similarly, using the
flow ηt, we verify αH(Rη
−1
1 (−η1(x′/||x′||), 0)) > 0. ξ(γ(x′, 1)) divides the
segment connecting p and (Rη−11 (−η1(x′/||x′||)), 0) internally, thus we have
(14).
Similarly, if αH(ξ(γ(x
′, 1))) = 0, then we have αH(σ(γ(x
′, 0))) > 0. 
Now we are ready to construct the cell σC : (D
ℓ, ∂Dℓ) → (M(A), FC ∩
M(A)). By definition, we have σ1|A1∩A2 = σ2|A1∩A2 and σ1|A1∩A3 = σ3|A1∩A3 .
Hence we have a continuous map
σ123 : A1 ∪ A2 ∪A3 −→ M(A).
Unfortunately, σ123 and σ4 do not coincide on their boundaries. However, we
can paste the pieces together. Indeed, given a point v = (x′ cos θ0, ||x′|| sin θ0) ∈
A2∩A4, both σ2(v) and σ4(v) can be considered as elements in Tξ(v)VR. Under
the natural identification Tξ(v)VR ∼= VR, we have
σ2(v) = v
σ4(v) = x
′ − I(x′).
Recall that v and x′ − I(x′) are positive multiples of p − ξ(v) = −−−→ξ(v)p and
ξ(γ(x′, 0))−ξ(γ(x′, 1)) respectively. Even if ξ(v) is contained in some H ∈ A,
σ2(v) and σ4(v) ∈ Tξ(v)VR ∼= VR are on the same side with respect to a
hyperplane H ⊂ VR from Lemma 5.2.3. We can continuously connect them
by
σ2(v) cos ρ+ σ4(v) sin ρ, 0 ≤ ρ ≤ π
2
,
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thus we have a continuous map σ1234 : D
ℓ → M(A) which satisfies (i) and
(iii). To glue the boundary ∂Dℓ to FC, we apply the following lemma. Let
us set
CylR,ε := {(x1, . . . , xℓ)|x21 + · · ·+ x2ℓ−1 ≤ R2,−ε ≤ xℓ ≤ ε}
and
CylR,0 := {(x1, . . . , xℓ)|x21 + · · ·+ x2ℓ−1 ≤ R2, xℓ = 0}.
Lemma 5.2.4 For sufficiently small ε > 0, (CylR,ε,CylR,ε∩A) is diffeomor-
phic to (CylR,0,CylR,0 ∩ A)× [−ε, ε].
Denote the composite map CylR,ε → CylR,0× [−ε, ε]→ CylR,0 by Pr1. Then,
for v ∈ ∂Dℓ,
σ(v) cos ρ+ Pr1(σ(v)) sin ρ, 0 ≤ ρ ≤ π
2
(15)
connects σ(v) to Pr1(σ(v)) ∈ Tσ(v)FR. Thus we have a map σC : (Dℓ, ∂Dℓ)→
(M(A),M(A)∩FC) which satisfies (i), (ii) and (iii). This completes the
construction of the cell.
Example 5.2.5 We illustrate the above construction for ℓ = 2. Let us
consider an arrangement A = {L1, L2} of two lines and a generic line F ,
L1 : y = x+
1
2
L2 : y = −x + 1
2
F : y = 0.
In this case, D2 is decomposed by the Ai as in Figure 10. The map σi : Ai →
M(A) (i = 1, 2, 3, 4) is illustrated in Figure 11.
6 Twisted minimal chain complexes
The explicit construction in the previous section enables us to find an pre-
sentation of the cellular chain complex associated with the minimal CW
decomposition with coefficients in a local system. We demonstrate this point
in this section.
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Figure 11: σi : Ai → M(A)
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6.1 Flags and orientations
In order to compute the boundary map of a cellular chain complex, we have
to choose an orientation for each cell. First we recall some basic notation
and terminology.
Let X be a differentiable manifold of dimR = n with boundary ∂X. Each
orientation for X determines an orientation for ∂X as follows: Given x ∈ ∂X
choose a positively oriented basis (v1, v2, . . . , vn) for TxX in such a way that
v2, . . . , vn ∈ Tx(∂X) and that v1 is an outward vector. Then (v2, . . . , vn)
determines an orientation on ∂X.
Let X, Y and Z be oriented differentiable manifolds without boundary.
Further assume X is compact, Z is a closed submanifold of Y , and dimX +
dimZ = dimY . Let f : X → Y be differentiable map transversal to Z, i.e.,
(dfx)(TxX) + TyZ = TyY
holds at each point x such that y = f(x) ∈ Z. Then f−1(Z) is a closed
zero-dimensional submanifold of X, hence a finite set. Let x ∈ f−1(Z) and
choose positively oriented bases u = (u1, . . . , um) and v = (v1, . . . , vn) for
TxX and Tf(x)Z, respectively. Under this assumption, we can define a local
intersection number Ix(f, Z) for each x ∈ f−1(Z) as follows:
Ix(f, Z) =
{
1 if (f∗u, v) is positive for Tf(x)Y
−1 if (f∗u, v) is negative for Tf(x)Y. (16)
And we also define I(f, Z) :=
∑
x∈f−1(Z) Ix(f, Z).
Let V = Rℓ be a real ℓ-dimensional vector space and
F : ∅ = F−1 ⊂ F0 ⊂ F1 ⊂ · · · ⊂ F ℓ = V
be a complete flag of affine subspaces.
Definition 6.1.1 An oriented flag is a flag F in V equipped with an orien-
tation for each F i, i = 1, . . . , ℓ.
A given point F0 ∈ V and a basis v1, . . . , vℓ of V determine an oriented flag.
Indeed, by defining
Fk := F0 +
k∑
i=1
Rvi,
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(v1, . . . , vk) determines an orientation of Fk. Conversely, any oriented flag
can be obtained in this way. Define positive and negative half subspaces, Fk+
and Fk−, by
Fk+ = Fk−1 + R>0vk
Fk− = Fk−1 + R<0vk,
respectively. Next we define signature of a chamber; a map sign : chk(A)→
{±1}.
Definition 6.1.2 For C ∈ chk(A),
sign(C) =
{
1 if Fk ∩ C ⊂ Fk+
−1 if Fk ∩ C ⊂ Fk−. (17)
Definition 6.1.3 Let v1, . . . , vℓ be a basis of VR. We fix an orientation of
VC by
(v1, . . . , vℓ,
√−1v1, . . . ,
√−1vℓ). (18)
Note that this orientation differs by a multiplication of (−1)ℓ(ℓ−1)/2 from the
canonical orientation defined by the complex structure VC ∼= Cℓ.
6.2 Local systems and chambers
Recall that σC : (D
ℓ, Sℓ−1)→ (M(A),M(A)∩FC) is the cell corresponding to
the chamber C ∈ chFℓ (A). We can choose an orientation of σC so that the
intersection number satisfies
[C] · [σC ] = 1. (19)
Let Φ : Gal(A)→ VectC be a representation of the Deligne groupoid and LΦ
be the associated local system. Since C is a connected and simply connected
subset of M(A), the space of flat sections LΦ(C) is a finite dimensional vector
space, and we have a natural isomorphism
Φ(C) ∼= LΦ(C).
From the fact that M(A) is homotopy equivalent to a space obtained from
M(A) ∩ FC by attaching ℓ-cells {σC ;C ∈ chℓ(A)}, we have also a natural
isomorphism
Hℓ(M(A),M(A) ∩ FC;LΦ),∼=
⊕
C∈chℓ(A)
Φ(C)⊗ C[σC ], (20)
where C[σC ] is a one-dimensional vector space spanned by [σC ].
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Definition 6.2.1 Let A, F• and Φ as above. Define
Ck := Ck(A,F ,Φ) =
⊕
C∈chFk (A)
Φ(C)⊗ C[σC ]. (21)
From the general theory of cellular chain complexes, there exists a chain
boundary map ∂Φ : Ck → Ck−1 such that
Hk(C•, ∂Φ) ∼= Hk(M(A),LΦ).
We will give an formula for ∂Φ : C• → C•−1.
Let L be a local system on M(A). Let X be an oriented compact ℓ-
dimensional C∞-manifold with boundary ∂X, possibly ∂X = ∅, and
f : (X, ∂X) −→ (M(A),M(A) ∩ FC)
be a smooth map. We denote by f ∗L the pull back of L by f . Fix x ∈ X and
suppose S ⊂ M(A) is a connected and simply connected subset containing
f(x). Then there exists a natural isomorphism
fx,S : (f
∗L)(x) ∼−→ L(S).
Given a section α ∈ (f ∗L)(X) we have a morphism from the constant sheaf
CX to f
∗L defined by t 7−→ t · α, and it induces a homomorphism
α⊗ • : Hℓ(X, ∂X;C) −→ Hℓ(X, ∂X; f ∗L).
Denote the image of the fundamental class [X] ∈ Hℓ(X, ∂X;C) by α⊗ [X] ∈
Hℓ(X, ∂X; f
∗L). Hence we have f∗(α⊗ [X]) ∈ Hℓ(M(A),M(A) ∩ FC;L).
Next we express f∗(α ⊗ [X]) by using the decomposition (20). Recall
(5.1.4) that {[C]}C∈chℓ(A) ⊂ H lfℓ (M(A),C) is the dual basis to {[σC ]}C∈chℓ(A) ⊂
Hℓ(M(A),C), i.e., for C1, C2 ∈ chFℓ (A)
[C1] · [σC2 ] =
{
1 if C1 = C2
0 if C1 6= C2.
Thus we have the following lemma.
Lemma 6.2.2 Assume that f−1(C) is a finite set for each C ∈ chℓ(A).
Given a section α ∈ (f ∗L)(X), f∗(α ⊗ [X]) ∈ Hℓ(M(A),M(A) ∩ FC;L) is
expressed as
f∗(α⊗ [X]) = (−1)ℓ
∑
C∈chFℓ (A)
∑
x∈f−1(C)
Ix(f, C)fx,C(α)⊗ [σC ].
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6.3 The degree map
For the purpose of describing the boundary map of the chain complex (21),
we employ here an additional map, the degree map
deg : chFk (A)× chFk−1(A) −→ Z
defined below. For simplicity, we shall consider only the case k = ℓ and write
F ℓ−1 = F .
Let C ∈ chFℓ (A) and C ′ ∈ chFℓ−1(A). Recall (§5.2 (11)) that D0 is an
(ℓ − 1)-dimensional large disk in FR such that C ′ ∩ FR ∈ ch(A ∩ FR) is a
bounded chamber if and only if C ′ ∩ FR ⊂ D0.
Definition 6.3.1
P(C ′) := C ′ ∩D0.
In particular, P(C ′) is equal to C ′ ∩ FR if C ′ ∩ FR is a bounded chamber.
The set P(C ′) is, in any case, a convex closed subset of FR with piecewise
smooth boundary ∂P(C ′). Next we consider vector fields on ∂P(C ′) tangent
to FR.
Definition 6.3.2 Let U ∈ Γ(∂P(C ′),TFR|∂P(C′)) be a vector field on ∂P(C ′)
tangent to FR. Then U is said to be directing to C ∈ chFℓ (A) if for any point
x ∈ ∂P(C ′) and hyperplane H ∈ A with x ∈ H , U(x) /∈ TxH (in particular,
U(x) 6= 0) and U(x) and C are in the same half-space with respect to H .
Moreover if x ∈ S0 = ∂D0, then U(x) is assumed to be an inward vector.
Now we define the degree map as the degree of a certain Gauss map.
Definition 6.3.3 Let C ∈ chFℓ (A) and C ′ ∈ chFℓ−1(A). Let U be a vector
field on ∂P(C ′) directing to C. Then
deg(C,C ′) := deg
(
U
|U | : ∂P(C
′) −→ Sℓ−2
)
.
We need to prove the existence of a vector field U ∈ Γ(∂P(C ′),TFR|∂P(C′))
directing to C and that deg(C,C ′) does not depend on the choice of U . From
the genericity of F , there exists a tubular neighborhood T ⊂ VR of FR in VR
with a diffeomorphism (see also Lemma 5.2.4)
τ : (T ;A∩ T ,CylR,ε ∩ T ) ∼−→ (FR;A ∩ FR, S0)× (−1, 1).
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Fix a point p ∈ C. Then for x ∈ ∂P(C ′), the vector −→xp ∈ TxVR is obviously in
the same half-space as C is for any H ∈ A which contains x. The projection
of this tangent vectors to FR satisfies the condition, more precisely,
Uτ (x) := (Pr1 ◦ τ)∗(−→xp) ∈ TxFR (22)
determines a vector field on ∂P(C ′) tangent to FR directing to C, where Pr1
is the first projection.
Suppose U and U ′ are vector fields directing to C. Let x ∈ ∂P(C ′).
Consider the set Ax of all hyperplanes in A containing x. Then both U(x)
and U ′(x) ∈ TxFR are contained in the same chamber of Ax which is also
contains C. Hence (1− t)U + tU ′ (0 ≤ t ≤ 1) is a continuous family of vector
fields directing to C, and the maps U/|U | and U ′/|U ′| : ∂P(C ′) → Sℓ−2 are
homotopic. Thus the degree deg(C,C ′) is well-defined.
6.4 The boundary map
Recall that an arrangement A with an oriented generic flag F = F• and
a representation Φ : Gal(A) → VectC of the Deligne groupoid determine a
chain complex (C•, ∂Φ) defined by
Ck := Ck(A,F ,Φ) =
⊕
C∈chFk (A)
Φ(C)⊗ C[σC ]
such thatHk(C•, ∂Φ) ∼= Hk(M(A),LΦ). In this section we describe the bound-
ary map ∂Φ by using the degree map.
Theorem 6.4.1 ∂Φ : Ck → Ck−1 is expressed as follows:
∂Φ(a⊗ [σC ]) = − sign(C)×
∑
C′∈chFk−1(A)
deg(C,C ′)∆Φ(C,C
′)(a)⊗ [σC′ ].
(For ∆Φ(C,C
′), see Definition 3.3.5.)
Proof. We consider only the case where k = ℓ. Recall that Dℓ =
{v ∈ Rℓ; ||v|| ≤ 1} and that the cell attaching map σC : (Dℓ, ∂Dℓ) →
(M(A),M(A)∩F ℓ−1) was constructed in §5.2. The pull back σ∗CLΦ is canoni-
cally isomorphic to the trivial local system Φ(C). Since σ∗CLΦ|∂Dℓ ∼= (∂σC)∗LΦ,
we have
a⊗ [∂Dℓ] ∈ Hℓ−1(∂Dℓ, (∂σC)∗LΦ).
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So we have to investigate the element
σC∗(a⊗ [∂Dℓ]) ∈ Hℓ−1(M(A) ∩ F ℓ−1,M(A) ∩ F ℓ−2;LΦ)
||≀
Ck−1 =
⊕
C′∈chFk−1(A)
Φ(C ′)⊗ C[σC′ ].
Here we recall some properties of the attaching map ∂σC : ∂D
ℓ → M(A) ∩
F ℓ−1. First ∂Dℓ is divided into three parts A′i := Ai ∩ ∂Dℓ, i = 2, 3, 4 (see
§5.2 for the definitions of A1, . . . , A4) more precisely,
(2) A′2 := {v ∈ Dℓ; ||v|| = 1, θ ≥ θ0},
(3) A′3 := {v ∈ Dℓ; ||v|| = 1, θ ≤ −θ0},
(4) A′4 := {v ∈ Dℓ; ||v|| = 1,−θ0 ≤ θ ≤ θ0},
where θ is the latitude of v, namely, v = (x1, . . . , xℓ) = (x
′ cos θ, ||x′|| sin θ),
and θ0 is a small fixed latitude. Write (∂σC)i := (∂σC)|A′i : A′i → FC.
In view of Lemma 6.2.2, we have to count intersections of the map
(∂σC) : A
′
2 ∪A′3 ∪A′4 −→ F ℓ−1C (23)
with C ′ ∩ F ℓ−1R for C ′ ∈ chFℓ−1(A).
It follows from Lemma 5.2.2 that (∂σC)4 : A
′
4 → M(A) ∩ F ℓ−1R does not
intersect C ′ ∩ F ℓ−1R for any chamber C ′ ∈ chFℓ−1(A).
Suppose v ∈ A′2. Recall that by the definition (12) of ξ, ξ(v) ∈ F ℓ−1R is
the point such that the vector
−−−→
ξ(v)p is proportional to v. And it is obvious
that the map ξA′
2
: A′2 → D0 : v 7→ ξ(v) is a diffeomorphism. The orientation
on A′2 is determined by (19). ξA′2 is orientation preserving (resp. reversing)
if sign(C) = 1 (resp. sign(C) = −1). (∂σC)2(v) can be expressed as
(∂σC)2(v) = Uτ (ξ(v)) ∈ Tξ(v)FR.
The vector field Uτ is not zero on (A∩D0)∪S0. Up to small perturbation, we
may assume that the zero locus of Uτ consists of a finite number of points.
Intersections of (∂σC)2 with P(C ′) ⊂ M(A) ∩ F ℓ−1C can be thought of as
the set of singular points of the vector field Uτ . Hence the sum of local
intersection numbers is equal to the degree of the map from the boundary
∂P(C ′) to the sphere Sℓ−2. Thus we have
I((∂σC)2,P(C ′)) = (−1)ℓ−1 sign(C) deg(C,C ′).
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Similarly,
(∂σC)3(v) = −Uτ (ξ(v)) ∈ Tξ(v)FR,
and we have
I((∂σC)3,P(C ′)) = (−1)ℓ sign(C) deg(C,C ′).
By the definition of (σC)2 : A2 → M(A), (∂σC)2∗ : Φ(C)→ (∂σC)∗2Φ(C ′) ∼−→
Φ(C ′) is equal to
ΦP−(C,C′) : Φ(C) −→ Φ(C ′).
Similarly, (∂σC)3∗ : Φ(C)→ Φ(C ′) is equal to
ΦP+(C,C′) : Φ(C) −→ Φ(C ′).
The proof is then completed by employing Lemma 6.2.2. 
6.5 Examples
Let A = {H1, . . . , Hn} be a hyperplane arrangement in Rℓ. Fix a nonzero
complex number qi ∈ C∗ for each i = 1, . . . , n. Then we can define a repre-
sentation Φ of Gal(A) as follows. First we put
Φ(C) = C[σC ]
for each C ∈ ch(A). Given two chambers C,C ′ ∈ ch(A), suppose that
{Hi1, . . . , Hik} is the set of all hyperplanes separating C and C ′. Then define
ΦP+(C,C′) : Φ(C) −→ Φ(C ′), [σC ] 7−→ qi1qi2 · · · qik [σC′ ].
By the definition of Gal(A) (3.3.1 (4)) Φ determines a representation Φ :
Gal(A) → VectC, hence a rank one local system LΦ, such that the local
monodromy around Hi is q
2
i . Conversely any rank one local system can be
obtained in this way.
Let us consider an arrangement of three lines A (Fig. 12) with a generic
flag F0 ⊂ F1 ⊂ F2 = VR oriented by (v1, v2) and
ch
F
0 (A) = {C0}
ch
F
1 (A) = {C1, C2, C3}
ch
F
2 (A) = {C4, C5, C6}.
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Figure 12: Three lines with flags and a vector field directing to C6
A vector field directing to C6 is also drawn in Figure 12.
Define the chain complex Ck as in §6. The boundary map ∂Φ : C2 → C1
is, for example,
∂[σ6] = −
3∑
i=1
deg(C6, Ci)∆Φ(C6, Ci)[σi]
= − (−(q3 − q−13 )[σ1] + (q1q2q3 − q−11 q−12 q−13 )[σ2]− (q1q2 − q−11 q−12 )[σ3]) .
Similarly,
∂[σ5] = (q2q3 − q−12 q−13 )[σ1] + (q1 − q−11 )[σ3],
∂[σ4] = (q2 − q−12 )[σ1] + (q1 − q−11 )[σ2].
∂ : C1 → C0 is calculated as
 ∂[σ1]∂[σ2]
∂[σ3]

 =

 −(q1 − q−11 )q2 − q−12
q2q3 − q−12 q−13

 [σ0].
Then direct computations show that the local system is resonant, i.e. H1(C•, ∂) 6=
0, if and only if q21 = q
2
2 = q
2
3 = 1.
42
If we move the hyperplane H2 so that the chamber C4 collapses, we obtain
another arrangement A. In this case C2(A) is generated by [σ5] and [σ6].
Hence the local system is resonant exactly when ∂[σ5] and ∂[σ6] are linearly
dependent, or equivalently, (q1q2q3)
2 = 1.
7 Appendix
From attaching maps for ℓ = 2, we obtain a presentation for the fundamental
group π1(M(A)).
Let A = {H1, . . . , Hn} be a line arrangement in V = R2. Let F0 ⊂ F1 =
F ⊂ V be an oriented generic flag. Note that FR is an oriented line. We may
assume that the chambers are ordered as
ch
F
0 (A) = {C0}
ch
F
1 (A) = {C1, . . . , Cn}
ch
F
2 (A) = {Cn+1, . . . , Cn+b2},
and that the ordering C1, . . . , Cn goes along with the orientation, that is,
the intervals C1 ∩ FR, . . . , Cn ∩ FR are ordered from a negative place to a
positive place with respect to the orientation for FR. The corresponding
1-cells {γi = σCi}i=1,...,n are illustrated in Figure 13.
c r r r c u
F0
c c r r r c -
C1 C2 Ci Cn FR
ff
-
6
γ1
-
ff
6
γi
-
ff
6
γn
Figure 13: 1-cells in FR ⊗ C
Each chamber C ∈ chF2 (A) is corresponding to a 2-cell σC . Thus the
boundary ∂σC , which is a word of generators {γi}, gives a relation in the
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fundamental group. The relation is
R(C) := γe11 γ
e2
2 · · · γenn γ−e11 γ−e22 · · · γ−enn = 1,
where
ei = deg(C,Ci).
Theorem 7.0.1 The fundamental group π1(M(A)) is presented as:
π1(M(A)) ∼=
〈
γ1, . . . , γn
∣∣ R(C), C ∈ chF2 (A)〉 .
We apply this theorem to the arrangement in Figure 12 (§6.5). Then
R(C4) = γ
−1
1 γ
−1
2 γ1γ2
R(C5) = γ
−1
1 γ
−1
3 γ1γ3
R(C4) = γ
−1
1 γ2γ
−1
3 γ1γ
−1
2 γ3.
Hence the fundamental group is isomorphic to the abelian group
π1(M(A)) = Zγ1 ⊕ Zγ2 ⊕ Zγ3.
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