Quantitative scanning tunneling spectroscopy of non-polar III-V compound semiconductor surfaces by Schnedler, Michael
44
Information
Band/ Volume 44
ISBN 978-3-95806-075-3
In
fo
rm
at
io
n
ST
S 
of
 n
on
-p
ol
ar
 II
I-V
 s
em
ic
on
du
ct
or
 s
ur
fa
ce
s
M
ic
ha
el
 S
ch
ne
dl
er
M
em
be
r o
f t
he
 H
el
m
ho
ltz
 A
ss
oc
ia
tio
n
Information
Band/ Volume 44
ISBN 978-3-95806-075-3
Quantitative scanning tunneling spectroscopy  
of non-polar III-V compound semiconductor surfaces
Michael Schnedler
Schriften des Forschungszentrums Jülich
Reihe Information / Information Band / Volume 44

Forschungszentrum Jülich GmbH
Peter Grünberg Institute (PGI)
Microstructure Research (PGI-5)
Quantitative scanning tunneling spectroscopy 
of non-polar III-V compound semiconductor  
surfaces
Michael Schnedler
Schriften des Forschungszentrums Jülich
Reihe Information / Information Band / Volume 44
ISSN 1866-1777  ISBN 978-3-95806-075-3
Bibliographic information published by the Deutsche Nationalbibliothek.
The Deutsche Nationalbibliothek lists this publication in the Deutsche 
Nationalbibliografie; detailed bibliographic data are available in the 
Internet at http://dnb.d-nb.de.
Publisher and Forschungszentrum Jülich GmbH
Distributor: Zentralbibliothek
 52425 Jülich
 Tel:  +49 2461 61-5368 
 Fax:  +49 2461 61-6103
 Email:  zb-publikation@fz-juelich.de
  www.fz-juelich.de/zb
 
Cover Design: Grafische Medien, Forschungszentrum Jülich GmbH
Printer: Grafische Medien, Forschungszentrum Jülich GmbH
Copyright: Forschungszentrum Jülich 2015
Schriften des Forschungszentrums Jülich
Reihe Information / Information, Band / Volume 44
D 82 (Diss., RWTH Aachen University, 2015)
ISSN 1866-1777
ISBN 978-3-95806-075-3
The complete volume is freely available on the Internet on the Jülicher Open Access Server (JuSER)  
at www.fz-juelich.de/zb/openaccess.
Neither this book nor any part of it may be reproduced or transmitted in any form or by any 
means, electronic or mechanical, including photocopying, microfilming, and recording, or by any 
information storage and retrieval system, without permission in writing from the publisher.
Contents
1 Introduction 5
2 The theory of tunneling 9
2.1 The one-dimensional tunneling effect . . . . . . . . . . . . . . . . . 9
2.2 A one-dimensional approach to the scanning tunneling microscope . 12
2.3 Quantitative description of the tunnel current . . . . . . . . . . . . 16
2.3.1 Bardeen’s tunnel current theory . . . . . . . . . . . . . . . . 16
2.3.2 The Tersoff-Hamann model . . . . . . . . . . . . . . . . . . 20
2.3.3 Harrison’s approximation of Bardeen’s tunnel current . . . . 22
2.3.4 Harrison’s tunnel current applied to semiconductors . . . . . 27
2.3.5 The transmission coefficient . . . . . . . . . . . . . . . . . . 31
2.3.6 Tip-induced band bending in the one-dimensional approach 34
3 Development of a quantitative model for light-excited tunneling 41
3.1 Electrostatic potential and carrier distribution . . . . . . . . . . . . 41
3.1.1 System of differential equations . . . . . . . . . . . . . . . . 41
3.1.2 Difference equations . . . . . . . . . . . . . . . . . . . . . . 43
3.1.3 Boundaries and interfaces . . . . . . . . . . . . . . . . . . . 45
3.1.4 Initial values . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.5 Carrier generation and recombination . . . . . . . . . . . . . 47
3.1.6 Numerical iteration method . . . . . . . . . . . . . . . . . . 48
3.1.7 Design of the mesh . . . . . . . . . . . . . . . . . . . . . . . 48
3.2 Calculation of the tunnel current beyond the effective mass approx-
imation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Experimental techniques 53
4.1 Tip preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Sample preparation and cleavage . . . . . . . . . . . . . . . . . . . 54
4.3 Sample properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.1 GaAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.2 GaN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.3 InN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4 Experimental techniques for light-excited scanning tunneling spec-
troscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3
Contents
4.5 Cross-sectional transmission electron microscopy . . . . . . . . . . . 58
5 Light-excited scanning tunneling spectroscopy on the GaAs(110)
surface 59
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3 Qualitative interpretation . . . . . . . . . . . . . . . . . . . . . . . 62
5.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.4.1 Effect of GaAs(110) surface states on the tunnel spectroscopy 64
5.4.2 Parameters of the calculation . . . . . . . . . . . . . . . . . 65
5.4.3 Results of the calculation . . . . . . . . . . . . . . . . . . . . 65
5.4.4 Comparison of the calculated and measured tunnel currents 71
5.4.5 Comparison and discussion of the models . . . . . . . . . . . 74
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6 Polarity dependent pinning of a surface state 77
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.3 Qualitative description . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.4 Simulation of the tunnel current of the GaN(1010) surface . . . . . 82
6.4.1 Simulation of the unpinned surface without surface states . . 82
6.4.2 Simulation of the fully pinned surface . . . . . . . . . . . . . 83
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7 Intrinsic electronic properties of high-quality InN 89
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.1 Structural analysis of the GaN-InN interface . . . . . . . . . 90
7.2.2 Electrical analysis of the GaN-InN interface . . . . . . . . . 92
7.3 Simulation of the tunnel current of the InN(1010) surface . . . . . . 96
7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
8 Summary 101
Bibliography 105
List of own publications 119
4
Chapter 1
Introduction
The Greek philosopher Democritus (460-370 BC) and his mentor Leucippus are said
to have been the first who introduced the theory of atomism.[1] They proposed that
the universe is composed of indivisible elements (atomos) and void, only. The con-
cept was based upon philosophical considerations only. First scientific approaches
that employ atomic models, came up in the 18th and 19th century. Especially the
development of the kinetic theory of gases, which was motivated by Bernoulli in
1738,[2] developed by Maxwell (1860),[3] and generalized by Boltzmann (1872),[4]
represents a milestone for the acceptance of the hypothesis of atoms and molecules,
since the macroscopic properties of gases where related to the microscopic motion of
a many particle system. In general, the experimental observation of the Brownian
motion of particles in a fluid and the theoretical description of this phenomenon,
given by Einstein in 1905,[5] is considered as first evidence for the existence of
molecules and atoms. Nevertheless, no one had ever observed a single atom at that
time.
With the development of modern non-optical microscopes, mankind was enabled
to take a look at the atomic world in real space for the first time in more than 2200
years of history of the atom: Shortly after the discovery of magnetic lenses, the
electron microscope was invented by Ruska and Knoll in 1931.[6] However, great
effort was still needed to overcome spherical and chromatic aberration effects and
hence, first images of single atoms where obtained in the early 70s.[7] Five years after
the construction of the first electron microscopes, in 1936, Mu¨ller invented the field
ion microscope[8, 9] and 20 years later he had managed to improve the resolution of
this device so far that individual atoms of a sharp tungsten tip became visible.[10]
Thus, Mu¨ller is said to be the first person who has ever seen an atom. Things
dramatically changed with the invention of the scanning tunneling microscope by
Binnig and Rohrer in 1981.[11, 12] This technique provided atomic resolution over
large regions right from the beginning.
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The scanning tunneling microscope (STM) utilizes the quantum mechanical tunnel
effect, which leads to a so-called tunnel current of electrons between a sharp metal
tip and a conducting or semi-conducting sample, when the tip is brought in close
proximity to the sample (and a voltage is applied between tip and sample). The
exponential dependence of the tunnel current on the tip-sample separation provides
very high sensitivity to changes in height of the sample, when scanning the tip
laterally along the surface. This way, many surfaces of different crystal lattices
were investigated with atomic resolution over the years.
A special advantage of the STM over most diffraction-based methods is the ability
to image non-periodic, individual structures. In addition, the STM setup is ideally
suited for the investigation of the electrical properties of semiconductors (e.g. band
gap[13], doping concentrations[14], surface states[15], and effective masses[16]) by
scanning tunneling spectroscopy (STS).[17] Thus, with its unique possibility to
investigate the electrical properties with atomic resolution, STM in combination
with STS became one of the most important techniques for the investigation of
novel semiconductors and semiconductor-based nanostructures.[18]
In this thesis, non-polar III-V semiconductor surfaces are investigated by cross-
sectional scanning tunneling microscopy (XSTM) and spectroscopy (XSTS),[19, 20]
as well as transmission electron microscopy (TEM), primarily focusing on new
physical surface effects that could have a major impact on novel electrical devices.
Such devices, e.g. light-emitting diodes and lasers,[21] solar cells,[22] but also high-
electron-mobility transistors,[23] are likely to rely on nitride based semiconductors,
such as GaN and InN:
Due to the high band gap of approximately 3.4 eV, GaN based pn-junctions emit
blue or ultra-violet (UV) light, which is used in industry to produce white light
emitting diodes.[24] Furthermore, UV-LED sources can be employed for water
disinfection.[25] For the invention of the production process needed to create GaN
single crystals and especially for the fabrication of p-doped GaN crystal layers,
Akasaki, Amano, and Nakamura were honored with the Nobel Prize in 2014. But
there is still a lot of research to be done in order to improve the crystal qual-
ity and thus the power consumption of modern LED lamps (e.g. reduction of
dislocations[26] and v-shaped defects [27]). The studies in this thesis on non-polar,
n-GaN(1010) surfaces will reveal a polarity depended Fermi-level pinning caused
by different charging and discharging rates of an intrinsic surface state that was
found in the fundamental band gap of GaN(1010), recently.[28, 29, 30, 31] Inter-
faces of electronic devices may exhibit similar effects, crucially affecting the device
properties and hence it is important to focus on the analysis of such states.
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With a band gap of only ∼ 0.7 eV[32] and an electron affinity of about 5.8 eV,[33]
InN exhibits unique properties compared to other nitride based semiconductors.
Thus, a variety of potential applications lead to an increasing interest in this mate-
rial (e.g. deep infrared lasers[34]). Furthermore, by composing an alloy of InN and
GaN, the band gap of the resulting semiconductor is tunable from 0.7 to 3.4 eV,
depending on the concentration of both materials.[35] This leads to an even larger
diversity of potential applications, e.g., multi-stack solar-cells that cover the full
spectrum of solar light,[36] InGaN based LEDs,[37], and laser diodes[38] that are
already commercially available and used, e.g., in Blu-ray-Disc players (λ = 405 nm).
However, it is still difficult to epitaxially grow high quality InN layers. In this the-
sis the quality of InN layers, grown on GaN will be investigated by combining the
advantages of XSTM, XSTS, and TEM. It will be shown that the lattice mismatch
of GaN and InN is confined directly at the GaN/InN interface by introducing a
dislocation network. Thus, the overgrown InN layer is of highest quality with a low
defect concentration. On the cross-sectional m-plane cleavage surface, the interface
dislocations induce steps in [0001]-direction in the InN region. These steps lead
to an extrinsic pinning of the Fermi level. In contrast to the publications of other
groups,[39, 40, 41, 42, 43, 44] it will turn out that an electron accumulation layer
caused by intrinsic surface states, cannot be observed on high quality, non-polar
m-plane InN surfaces. Thus, InN appears to be as conventional as other III-V
semiconductors.
Beyond the investigation of nitride based semiconductors, the relatively new tech-
nique of photo-excited scanning tunneling spectroscopy is performed on non-polar
GaAs(110) surfaces. With this promising technique, surface photo-voltages, local
charge carrier distributions, and the influence of non-radiative carrier recombina-
tion centers can be probed with atomic resolution.[45, 46, 47, 48, 49, 50, 51, 52, 53]
Since the efficiency of solar cell and optoelectronic devices is closely connected to
the nanoscale distribution of charge carriers, such effects are detrimental to both
the electron-light and light-electron conversion efficiencies in optoelectronic and
solar cell devices, respectively. In order to understand the physical processes in-
volved at the atomic scale, the materials used in the device structures need to be
investigated simultaneously under illumination and with atomic resolution. How-
ever, a fundamental physical understanding and the theoretical modeling of the
photo-excited scanning tunneling spectra is still lacking. In this thesis an extended
simulation model is developed in order to calculate the band bending, the charge
carrier distributions, and hence the tunnel current with and without illumination.
A finite difference iteration of the electrostatic potential and the carrier distribu-
tions in three dimensions, followed by the calculation of the tunnel current that
incorporates light-excited carriers, is used to achieve a quantitative description of
7
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light-excited scanning tunneling spectroscopy for the first time. Furthermore, by
comparing photo-excited STS, measured on p-GaAs(110) surfaces, with the results
of the simulation, one out of two competing physical descriptions[13, 15] of the
suppressed accumulation current on n-GaAs(110) surfaces will be discarded.
The simulation model developed in this thesis is universally applicable to most
semiconductor materials and is not restricted to STS measured under illumination.
Hence, it is used for supporting the analysis of the electrical properties of all types
of semiconductors investigated in this thesis (i.e. GaAs, GaN, and InN).
Therefore, the thesis summarizes first the current theoretical description of tun-
neling with emphasis on semiconductors. In Chap. 3, a quantitative model for
light-excited tunneling is developed and applied in Chap. 5 to the experimental
data measured on GaAs(110) surfaces with the experimental setup and techniques
described in Chap. 4. The theoretical description of the tunnel current, developed
in Chap. 3 is then also applied to GaN(1010) surfaces to demonstrate the effect of
a polarity depended pinning by the intrinsic surface state (Chap. 6) and to identify
the intrinsic properties of the InN(1010) surface in Chap. 7. Chapter 8 provides a
summary and conclusions.
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Chapter 2
The theory of tunneling
2.1 The one-dimensional tunneling effect
One of the best known fundamental principles of quantum mechanics is that a free
particle (e.g. an electron) with a kinetic energy E can pass a potential barrier V0
even if E < V0 and thus a transition is classically forbidden.[54] This phenomenon
is known as the tunneling effect and is described by the wave-particle dualism and
the Heisenberg uncertainty principle:[55] The position x and the momentum p of
the particle cannot be determined exactly at the same time. Thus, the uncertainties
∆x and ∆p follow the relation ∆x ·∆p & h where h is the Planck constant. The
statistical nature of the particle is taken into account by a probability density
function |Ψ(x, t)|2, which is the square of the absolute value of the wave function
Ψ(x, t).
The transmission probability of a particle (e.g. an electron) through a potential
barrier can be derived using the time evolution of the particles wave function, given
by the time-depended Schro¨dinger equation. For clarity the one-dimensional case
is assumed here in analogy to Ref. [56].
− ~
2
2me
∂2
∂x2
Ψ(x, t) + V (x)Ψ(x, t) = i~
∂
∂t
Ψ(x, t) (2.1)
In Eq. 2.1, me is the mass of the particle, i is the imaginary unit, and V (x) is
the potential energy. In order to investigate the tunneling effect, a rectangular
potential barrier is assumed.
V (x) =
{
V0, −a < x < a
0, otherwise
(2.2)
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Figure 2.1: The one-dimensional tunneling effect: (a) the one dimensional, time-
independent rectangular potential barrier V (x). (b) Real part of the time-
independent wave function. (c) The probability density function of the particle’s
position in real space. Taken from Ref. [57].
The shape of the potential is schematically shown in Fig. 2.1(a).
Eq. 2.1 separates into a spatial and temporal part by using the following time
dependence of the wave function.
Ψ(x, t) = e−i
E

t · ψ(x) (2.3)
Inserting Eq. 2.3 into Eq. 2.1 reveals the eigenvalue equation, commonly known as
time independent Schro¨dinger equation,
− 
2
2me
∂2
∂x2
ψ(x) + V (x)ψ(x) = Eψ(x) (2.4)
where E is the eigenvalue of the energy. For the case of a free particle that tunnels
through a energetically forbidden region, Eq. 2.4 is solved by making an ansatz for
the wave function separately in each of the three regions: (I) in front of the barrier,
(III) behind the barrier, and (II) in the region where E < V (x), as illustrated in
Fig. 2.1(b). In the regions I and III, the particle is described as free particle. As
10
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an ansatz, one uses the superposition of the incoming and the reflected wave.
ψ(x) = Aeikx +Be−ikx
with k =
√
2me
~2
E
(2.5)
A and B are the amplitudes of the incoming and reflected wave, respectively. k is
the corresponding wave vector. It is the same for the incoming and reflected wave,
since the eigenvalue of the energy is not changed by neither the reflection process,
nor the tunneling process. A particle that originates from x = −∞ and tunnels
from −a to a, has a normalized amplitude A = 1. The amplitude of the reflected
wave is given by the complex reflection coefficient B = R.
Once the particle has reached region III (behind the barrier), it moves away from
the barrier to x = +∞. Thus, in region III, the amplitude B for a motion in
negative x direction in Eq. 2.5 becomes zero, while A is identified as transmission
coefficient T . In summary, one obtains the following wave functions for the region
I and III.
ψI(x) = e
ikx +Re−ikx
ψIII(x) = Te
ikx
(2.6)
The continuity equation in quantum mechanics states that the flux of the proba-
bility density j = ~
2mei
(
Ψ∗ ∂Ψ
∂x
−Ψ∂Ψ∗
∂x
)
(where Ψ∗ is the conjugate-complex of Ψ) is
solenoidal if there is no time dependence of the probability density |Ψ(x)|2:
∂
∂x
~
2mei
(
Ψ∗
∂Ψ
∂x
−Ψ∂Ψ
∗
∂x
)
= 0 (2.7)
Inserting ΨI and ΨIII from Eq. 2.6 into Eq. 2.7 yields the following relationship
between the transmission- and the reflection coefficient.
|T |2 + |R|2 = 1 (2.8)
In the second region, which is the region of the barrier, the wave function is
given by an exponential decay (argument of the exponential function becomes non-
complex).
ψII(x) = Ce
−κx
with κ =
√
2me
~2
(V0 − E)
(2.9)
By employing the continuity conditions ΨI(−a) = ΨII(−a) and Ψ′I(−a) = Ψ′II(−a)
as well as ΨII(a) = ΨIII(a) and Ψ
′
II(a) = Ψ
′
III(a), the amplitudes C, R, and T can be
11
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obtained. The transmission coefficient T (E) is of particular importance, because
|T (E)|2 is the tunneling probability of the particle.[56]
T (E) = e−2ika
2 kκ
2 kκ cosh(2κa)− i(k2 − κ2) sinh(2κa) (2.10)
|T (E)|2 = 1
1 +
V 20
4E(V0−E) sinh
2(2κa)
(2.11)
Equations 2.10 and 2.11 hold for E < V0 and exhibit values greater than zero for
finite values of V0. Thus, a particle, which exhibits a kinetic energy lower than
the barrier potential, has a non-zero probability to overcome this barrier. If the
barrier potential tends to infinity, |T (E)|2 becomes zero and the classical limit is
reached.
2.2 A one-dimensional approach to the scanning
tunneling microscope
Although the one-dimensional tunneling effect is a rudimentary description and
hence a strong simplification, ignoring for example the three-dimensional structure
of the tip and the influence of a quantum mechanical many-body system, one can
already deduce some fundamental properties of the tip-vacuum-sample system. For
this purpose, region I in Fig. 2.1(a) is assigned to the metallic sample, region II
to the vacuum, and region III to the tip of the scanning tunneling microscope, as
schematically shown in Fig. 2.2. In the latter figure, dark shaded areas correspond
to occupied states, while light shaded areas indicate unoccupied states. The height
of the potential barrier V0 in region II is given by the work function of the metal
Φ, which is defined as the amount of energy needed to extract an electron from the
material (at the Fermi-level) into the vacuum. Φ is assumed to be equal for both,
tip and sample in this particular case.
When the tip is brought in proximity to the sample, the Fermi-levels are equalized.
A tunnel current arises, if an additional voltage V between tip and sample is applied,
which shifts the Fermi-level of the tip by e·V relative to the Fermi-level of the sample
EF. (In this model one assumes that e·V  Φ [58] and hence that the tunnel barrier
is not affected by the applied voltage for the reason of simplification.) A shift of the
Fermi-energy means that the electronic states of the tip in the energy range from
EF + e · V to EF are unoccupied. Hence, electrons in a sample state Ψn with an
energy eigenvalue En within this range, can tunnel from the sample into the tip.[58]
12
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E
Evac
Sample Tip
EF
Φ
0 x
EF+eV
-a +a
Vacuum
≈Φ
Figure 2.2: Schematic energy diagram of a sample-vacuum-tip system where re-
gion I in Fig. 2.1(a) is assigned to the metallic sample, region II to the vacuum,
and region III to the tip of the scanning tunneling microscope. Dark shaded ar-
eas correspond to occupied states, while light shaded areas indicate unoccupied
states. The height of the potential barrier V0 in region II is given by the work
function of the metal Φ. In this model one assumes that e · V  Φ [58] and
hence that the tunnel barrier is not affected by the applied voltage for the reason
of simplification. A tunnel current arises, if an additional voltage V between tip
and sample is applied, which shifts the Fermi-level of the tip by e · V relative to
the Fermi-level of the sample EF.
(Note, Ψn denotes the n-th sample state of a finite sample (particle in a box). If a
free particle (infinitively large sample) is assumed, n becomes continuous.)
The tunnel current is proportional to the sum of the transmission probabilities of
all states of the sample within the range from EF + e · V to EF. [58]
I ∝
EF∑
En=EF+eV
|T (En)|2 =
EF∑
En=EF+eV
|Ψn(x = a)|2 (2.12)
The local density of states at an energy E and a position x is defined by [58]
ρLDOS(x,E) =
1

E∑
En=E−
|ψn(x)|2 (2.13)
where  is a small energy interval. Assuming that the local density of states is nearly
13
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constant within the energy range [EF + eV,EF], Eq. 2.12 can be transformed into
I ∝ V · ρLDOS(x=a,E=EF) (2.14)
Note that ρLDOS(a,EF) is evaluated at the position x=a, where the surface of the
tip is located. The probability density of sample states |Ψn(x)|2 exponentially
decays in the region of the vacuum barrier (cf. Eq. 2.9 and Fig. 2.1(c)) according
to Eq. 2.15.
|ψn(x=a)|2 = |ψn(x=−a)|2 · e−4κa (2.15)
where 2a is the total barrier width or the tip-sample separation, respectively. Sub-
stituting Eq. 2.15 into Eq. 2.13 gives the local density of states at the surface of
the sample.
ρLDOS(x=−a,EF) = 1

EF∑
En=EF−
|ψn(x=a)|2 · e4κa (2.16)
Assuming a constant local density of states in the interval [EF + eV,EF] (which
means that  = eV ) and small voltages V (which means that e4κa does not vary
significantly), the exponential term in Eq. 2.16 can be written in front of the sum.
ρLDOS(x=−a,EF) = e
4κa
eV
EF∑
En=EF+e·V
|ψn(x=a)|2 = ρLDOS(x=a,EF) · e4κa (2.17)
Finally, the tunnel current can be derived using the local density of states at the
surface of the sample ρLDOS(−a,EF) by substituting Eq. 2.17 into Eq. 2.14. [58]
I ∝ V · ρ(x=− a,E=EF) · e−4κa (2.18)
Eq. 2.18 shows a proportionality of the tunneling current to the local density of
states at the sample ρ(−a,EF) and the applied voltage V . Furthermore, it depends
exponentially on the tip-sample separation 2a. This dependence is crucial for the
operating principle of the scanning tunneling microscope, because a small variation
of the tip-sample separation, caused e.g. by the shape of the local density of states
of a single atom, results in an exponential variation of the tunnel current. This
dependence can be estimated more precisely as follows. For small voltages, the
decay constant κ, as given by Eq. 2.9, is a function of Φ, only. [58]
κ =
√
2meΦ
~
≈ 0.5
√
Φ [eV] A˚
−1
(2.19)
With a typical work function of Φ = 4 eV, a value of 1 A˚−1 is obtained for κ. Due
14
2.2 A one-dimensional approach to the scanning tunneling microscope
surface
tip
d=2a
R
r0
b
h
Figure 2.3: Schematic picture of the tip-sample geometry, adapted from Ref. [58,
59]. The tip is assumed to be locally spherical with radius R, while d = 2a is the
tip-sample separation.
to the exponential dependence exp(−2κ2a) of the tunnel current in Eq. 2.18, this
value of κ leads to a decay of I proportional to e2 ≈ 7.4 per A˚.[58] Thus, as a general
rule, the tunnel current is reduced by approximately one order of magnitude, when
the tip-sample separation is increased by one A˚ngstro¨m.[58]
As final remark in this section, the lateral resolution of the scanning tunneling mi-
croscope is discussed. Binnig proposed that the smallest feature that is resolved
by the tunneling microscope has to be much smaller than the area piR2 with R
being the radius of spherically shaped tip.[58] Due to the spherical shape, only the
tip-sample separation of the outermost part of the tip (tip apex) is significantly
determining the tunnel current, as illustrated in Fig. 2.3. When the tip radius R
is large compared to the tip-sample separation d = 2a, the electric flux lines (and
hence, the spatial direction of the tunnel current) can be assumed to be perpendic-
ular to the surface.[58] Hence, the tunnel current is determined by perpendicular
tip-sample separations d + h, only. Under this assumption, the change of the tip-
sample separation h for a point that is located at a distance of b/2 from the tip
apex is given by
h =
(b/2)2
2R
(2.20)
When h is in the order of 1 A˚, the tunnel current at the corresponding position b/2
is already one order of magnitude smaller compared to the tunnel current at the
tip apex. For a tip radius of 1000 A˚(and h = 1 A˚), the relevant contributions to the
tunnel current are concentrated in an area with a diameter of b ≈ 90 A˚.[58]
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2.3 Quantitative description of the tunnel
current
2.3.1 Bardeen’s tunnel current theory
Although it is easy to get some very important information about the tunnel cur-
rent from the one-dimensional tunneling effect, as presented in the previous section,
much more effort is required to end up with a quantitative description. The goal
here is to calculate the transition probabilities of an electron that tunnels from an
occupied state (i.e. inital state) of the sample to (multiple) empty states of the tip
at the same energy (elastic tunneling). These probabilities are added up. The result
is summed over all possible initial states. Finally, by multiplying the elementary
charge e to this double sum, the total tunnel current is obtained. The derivation of
this tunnel current can be found in Ref. [60], but there is a more illustrative and
elaborate version of the same derivation given by Ref. [61]. In principle, Bardeen
assumed the electron-electron interaction of the many-particle system to be negli-
gible (i.e. electrons in the system are described by the single-electron Hamiltonian
H).[61] Furthermore, Bardeen suggested to divide the system into two subsystems,
where the Hamiltonian used in the Schro¨dinger equation HΨ = EΨ is defined dif-
ferently in each of the systems.[58] This is shown in Fig. 2.4: The first subsystem is
given by the left metal and the potential barrier (x < +a). In this system Φi and l,i
are the eigenfunctions and the eigenvalues of the Hamiltonian Hl, respectively (i.e.
HlΦi = l,iΦi). Right to this region (x > +a) the eigenfunctions Φi tend to zero.
This can be achieved by, e.g., defining the potential in Hl to be zero for x < −a
and a constant V0 for x > −a. Similarly, the second subsystem is defined by the
right metal and the potential barrier (x > −a). In this region, χk and r,k are the
eigenfunctions and the eigenvalues of Hr, respectively (i.e. Hrχk = r,kχk). Again,
all the χk fall to zero left to the barrier.[60] A solution Ψ of the Hamiltonian H is
a linear combination of the eigenstates Φi and χk, respectively.
Following this approach, Bardeen could tread the electronic states of the tip and
the sample independently and the Hamiltonian H of the composite system is not
required explicitly.[61] Tunneling is described by the transition from an initial state
Ψµ = Ψ(t = 0) to a final state Ψν = Ψ(t = ∞). Note the first order perturbation
theory used by Bardeen is only valid for small times t. However, one is rather
interested in the transition rate from µ → ν than in the precise knowledge of the
final state Ψν . At the beginning (t = 0), an electron with energy E is assumed
to be located at the left metal. Thus, Ψ = Ψ(t = 0) = Ψµ is represented by Φi
(or a linear combination of those states) and it is HlΨ = EΨ. Without transition
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Left metal Right metal
0 x-a +a
Barrier
Φi χ
k
Figure 2.4: Schematic view of the two subsystems, where the Hamiltonian used
in the Schro¨dinger equation HΨ = EΨ is defined differently, depending on the
position. The first subsystem is given by the left metal and the potential barrier
(x < +a). In this system Φi and l,i are the eigenfunctions and the eigenvalues
of the Hamiltonian Hl, respectively (i.e. HlΦi = l,iΦi). Right to this region
(x > +a) the eigenfunctions Φi tend to zero. This can be achieved by, e.g.,
defining the potential in Hl to be zero for x < −a and a constant V0 for x > −a.
Similarly, the second subsystem is defined by the right metal and the potential
barrier (x > −a). In this region, χk and r,k are the eigenfunctions and the
eigenvalues of Hr, respectively (i.e. Hrχk = r,kχk). Again, all the χk fall to zero
left to the barrier.[60]
(no tunneling), the time evolution of this state would be given by Ψ(t) = Ψ ·
exp (−i/~Et). For weak tunneling and small t, the time evolution is given by[61]
Ψ(t) = Ψ · exp
(
− i
~
Et
)
+
∑
k′
ak’(t)χk’ (2.21)
with ak’ being the linear combination coefficients of the bounded eigenstates of
Hr.[61] Furthermore ak’(t = 0) equals zero. According to Eq. 2.21, the transition
probability |〈χk|Ψ(t)〉|2 between the state Ψ(t) and the final eigenstate χk is defined
by the following relation.[61]
〈χk|Ψ(t)〉 = ak(t) + 〈χk|Ψ〉exp
(
− i
~
Et
)
(2.22)
Note that the states Φi and χk are not orthogonal, since they are solutions of
two different Hamiltonians. However, in Eq. 2.22 they are assumed to be nearly
orthogonal and hence 〈χk|Ψ〉 is small compared to ak(t).[61] Then, the transition
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rate is given by[61]
d
dt
∑
k
|〈χk|Ψ(t)〉|2 ≈ d
dt
∑
k
|ak|2 (2.23)
Thus, one has to determine the coefficients ak by substituting Eq. 2.21 into the
time-depended Schro¨dinger equation and applying first order perturbation theory
(due to the different Hamiltonians used in the two subsystems). This results in a
differential equation for the ak which has the solution[61]
ak(t) =
4sin2 (t [r,k − E] /(2~))
(r,k − E)2
〈χk|H −Hl|Ψ〉 (2.24)
The bra-ket term in Eq. 2.24 is identified as the matrix element M(χk,Ψ) for the
transition from the initial state Ψ of the left metal to the k-th eigenstate state of
the right metal χk. Inserting Eq. 2.24 into Eq. 2.23 gives
d
dt
∑
k
|ak|2 = d
dt
∑
k
Pt(r,k − E)|M(χk,Ψ)|2 (2.25)
with Pt(r,k − E) = 4sin2 (t [r,k − E] /(2~)) / (r,k − E)2. The function Pt(W ) (ax-
ially symmetrical, always ≥ 0) has its highest peak at W = r,k − E = 0 and its
first minima at ±2h/t. The area enclosed by the function Pt(W ) and the energy
axis can be approximated by an integration from −2h/t to 2h/t.[61] Outside this
interval, Pt(W ) is approximated to be zero. Since ±2h/t tends to zero for larger
t, the matrix element can be averaged for the states χk with the eigenvalues r,k in
the interval [E − 2h/t, E + 2h/t]:[61]
M2(Ψ) =
1
Nr
∑
k:|r,k−E|<2h/t
|〈χk|H −Hl|Ψ〉|2 (2.26)
with Nr being the number of states in the right metal which exhibit energies within
the interval defined above. With the help of Eqs. 2.26 and 2.25 one can find the
following approximation of Eq. 2.23.[61]
d
dt
∑
k
Pt(r,k − E)|M(χk,Ψ)|2 ≈ d
dt
M2(Ψ)
∑
k:|r,k−E|<2h/t
Pt(r,k − E)
≈ d
dt
M2(Ψ)ρr(E)
∫ 2h/t
−2h/t
dE ′Pt(E ′) =
2pi
~
M2(Ψ)ρr(E)
(2.27)
ρr(E) =
∂Nr
∂E
is the number of states per unit energy of the right metal. Hence,
the transition rate from an initial state at the left metal to final states in the right
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metal is given by the right hand side of Eq. 2.27, which is commonly known as
Fermi’s Golden Rule.
As mentioned at the beginning of this section, the tunnel current is given by e times
the sum of the transition probabilities of electrons that tunnel from an occupied
state of the left metal to empty states of the right metal at the same energy.
Thus, the sum of the transition probabilities over all initial states Φi has to be
multiplied by the Fermi-Dirac distribution f(E) = (1 + exp [(E − EF) / (kT )])−1
for the occupation probability of the left metal and by 1− f(E) for the probability
of finding an unoccupied state in the right metal. Thus, the tunnel current is given
by
I =
2pi
~
e ·
∑
i
f(l,i) · [1− f (l,i + eV )] ·M2(Φi) · ρr(l,i) (2.28)
with the tip-sample voltage V that shifts the Fermi-level of the right metal by eV ,
as mentioned above (see e.g. Fig. 2.2). For the case of low temperatures T , the two
Fermi-Dirac distributions in Eq. 2.28 become step functions and thus the terms of
the sum are nonzero only for an energy interval of [EF, EF + eV ]. Hence, Eq. 2.28
can be approximated by Eq. 2.29 in the limit of T → 0.
I =
2pi
~
e ·
∑
i:EF<l,i<EF+eV
M2(Φi) · ρr(l,i) (2.29)
In analogy to Eq. 2.26, M2(Φi) can be averaged for small voltages V and Eq. 2.29
is changed into[61]
I =
2pi
~
e ·
∫ EF+eV
EF
ρr(E
′)ρl(E ′)T (E ′)dE ′ (2.30)
with the number of states per unit energy of the left metal, ρl(E). The aver-
aged matrix element T is given by T (E) = 1
Nl
∑
i:|l,i−E′|<ηM
2(Φi), where Nl is the
number of states in the left metal in an energy interval of [l,i − η, l,i + η]. η is
chosen such that the energies of the states in the interval are distributed nearly
equidistantly.[61]
In the limit of small voltages, the number of states Nl can be assumed to be constant
and hence is approximated by Nl = eV · ρl(EF). For the same reason, the integral
in Eq. 2.30 can be approximated by[61]
I =
2pi
~
e · ρr(EF)ρl(EF)T (EF) · eV (2.31)
and by substituting T (EF) = (eV · ρl(EF))−1
∑
i:|l,i−E′|<ηM
2(Φi) into Eq. 2.31, the
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tunnel current in the limit of small voltages and small temperatures is given by
Eq. 2.32.
I =
2pi
~
e · ρr(EF)
∑
i:|l,i−EF|<η
M2(Φi) (2.32)
At last, one has to determine the matrix elements 〈χk|H − Hl|Φi〉 such that they
are suitable for numerical calculations. Utilizing the fact that H − Hl is the zero
operator at the region of the left metal, while H − Hr is the zero operator at the
right metal and by the application of Gauss’s theorem[61], Bardeen showed[60] that
the matrix element can be approximated by the integral over an arbitrary surface
d~S that separates the left metal from the right metal.
M(χk,Φi) = − ~
2
2me
∫
Φ∗i∇χk − χk∇Φ∗i d~S (2.33)
Equation 2.33 depends on the overlap of the wave functions χk and Φi of the left
and the right metal, only. It is independent of the Hamiltonian of the system.
2.3.2 The Tersoff-Hamann model
The approximation for the matrix element derived by Bardeen requires the knowl-
edge of the wave functions of the tip-vacuum-sample system. Especially the depen-
dence of the tunnel current on the tip’s wave function posed serious problems, since
each tip exhibits an individual shape and thus a different wave function. Further-
more, the density of states of the tip is usually unknown. In order to overcome these
problems, Tersoff and Hamann (1983) suggested that the tip’s wave functions can
be modeled, in a first approach, as radially symmetrical due to the spherical form of
the tip apex, as shown in Fig. 2.3. Furthermore, they assumed that tunneling into
and out of the localized s-orbitals of the tip’s foremost atoms dominates all other
tunnel processes (i.e. tunneling into and out of p, sp3, and d-orbitals is neglected).
Then the tip’s wave functions (outside the tip region[61]) are given by[62, 59]
Ψt(~r) = Ω
− 1
2
t ctκRe
κR(κ |~r − ~r0|)−1e−κ|~r−~r0| (2.34)
where Ωt is the tip’s volume and, according to Fig. 2.3, R and ~r0 are the radius and
the center of the sphere at the tip apex, respectively. The constant ct depends on the
tip geometry, the electronic structure, and the tip-vacuum boundary conditions.[62]
κt =
1
~
√
2me(Φ− (Et − EF)) is the inverse decay length of the wave function in
vacuum with Et being the eigenvalue of the eigenstate Ψt and Φ being the work
function of the metal. κ is again approximated by 1~
√
2meΦ for small voltages.
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Tersoff and Hamann used an expansion of the sample’s surface wavefunctions
Ψs(x,~s) in the region of negligible potential[62]
Ψs(~r) = Ω
− 1
2
s
∑
G
aGe
−(κ2+|~k‖+ ~G|2)1/2x · ei(~k‖+ ~G)·~s (2.35)
where Ωs is the sample’s volume, ~G is the reciprocal surface lattice vector, and
~k‖ is the surface Bloch wave vector.[62] The two-dimensional surface vector ~s is
composed of the second and third component of ~r, while x corresponds to the first
component. The eigenvalues of Ψs are denoted by Es. By substituting Eqs. 2.34
and 2.35 into Eq. 2.33, the tunnel matrix element can be obtained
M(Ψt(~r),Ψs(~r)) = − ~
2
2me
4piκ−1Ω−1/2t κRe
κRΨs(~r0) (2.36)
and finally, by assigning the wave function of the left metal Φi in Eq. 2.32 to the
sample’s wave function Ψs and the wave function of right metal χk to Ψt and by
substituting Eq. 2.36 into Eq. 2.32, Bardeen’s tunnel current in the Tersoff-Hamann
approximation is given by
I =
2pi
~
e · ρt(EF)
∑
s:|Es−EF|<η
M2(Ψs)
=
2pi
~
e · ρt(EF)
∑
s:|Es−EF|<η
1
Nt
∑
t:|Et−EF|<2h/t
~4
m2e
4pi2
Ωt
R2e2κR |Ψs (~r0)|2
=
8pi3
m2e
~3Ω−1t R2eρt(EF)e2κR
∑
s:|Es−EF|<η
|Ψs (~r0)|2 1
Nt
∑
t:|Et−EF|<2h/t
1
=
8pi3
m2e
~3Ω−1t R2eρt(EF)e2κR
∑
s:|Es−EF|<η
|Ψs (~r0)|2
=
32pi3
~
R2Φ2κ−4eρt(EF)Ω−1t e
2κR
∑
s:|Es−EF|<η
|Ψs (~r0)|2
(2.37)
On the right hand side of Eq. 2.37 the term κ = ~−1
√
2meΦ was used to eliminate
me from the equation. By introducing the density of states (number of states per
unit energy and unit volume) Dt(E) = ρt/Ωt and using the average value of the
sum for small voltages, such that η ≈ eV , one ends up in the relation, originally
found by Tersoff and Hamann.[62]
I = 32pi3~−1e2V Φ2Dt(EF)R2κ−4e2κR ·
∑
s
|Ψs(~r0)|2 δ(Es − EF) (2.38)
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Due to the Dirac distribution, the sum in equation 2.38 only has nonzero terms
for states that exhibit an energy equal to EF. Thus, it is identified as the sample’s
local density of states per unit volume at the center ~r0 of the tip’s sphere and
per unit energy near the Fermi-energy Ds(~r0, EF). Thus, the tunnel current in the
Tersoff-Hamann approximation is proportional to the applied tip-sample voltage,
multiplied by the local density of states of the sample at the position of the center
of the tip’s sphere.
I ∝ V ·Ds(~r0, EF) (2.39)
With their approximation, Tersoff and Hamann were able to quantitatively explain
the periodicity of the Au(110) 2×1 reconstructed surface[62] that was measured
by Binnig and Rohrer.[63] As a drawback, this model cannot explain the atomic
resolution of the STM on most surfaces. In 1989, Ohnishi and Tsukada[64] showed
that the highly directional dz orbitals of the tungsten tip are significantly influencing
the tunnel current and hence can account for atomic resolution.
2.3.3 Harrison’s approximation of Bardeen’s tunnel
current
The tunnel current computations in this thesis are based on a model developed
by Bono and Good[65] as well as Feenstra and Stroscio[66]. However, this model
originates in the tunnel current approximation derived by Harrison[67] in 1961. He
described a methodology for the construction of wave functions through regions
of varying band structures and derived the transition-probabilities for tunneling
with the help of Bardeen’s transition matrix element (Eq. 2.33). For the tunneling
process, the conservation of the transverse wave vector ~k‖ (parallel to the interface
plane between energetically allowed regions and the tunnel barrier) as well as the
conservation of the particle’s energy is applied.
First of all, Harrison considered a system composed of two regions with different
(but known) band structures. The interface plane between both regions is assumed
to be at the position x = 0.[67] The wave function of the entire system is modeled
by the superposition of an incoming and an outgoing Bloch wave on each side (left
hand side: φl, right hand side: φr). All wave functions exhibit the same parallel
wave vector ~k‖. In the following, the Bloch wave functions are represented by plane
waves with the same wave vector kx.[67] Let φ be the linear combination of plane
wave functions that represents a linear combination of Bloch wave functions. While
the Bloch wave functions are matched at all boundaries, the corresponding plane
waves φ and their derivatives with respect to x may be discontinuous at these
points. With the introduction of the functions α(E,~k‖) and β(E,~k‖), generalized
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boundary conditions that hold even for discontinuous wave functions can be found:
[67]
φl = βφr
∂φl
∂x
= α
∂φr
∂x
(2.40)
Using this approach, Harrison found a generalized form of the probability density
current Jx that is conserved at all boundaries between different band structures.
[67]
Jx =
~
2mei
(
φ∗α
∂
∂x
βφ− φα ∂
∂x
βφ∗
)
(2.41)
The conservation properties of Eq. 2.41 can be easily proven. The probability
density current near the interface x = 0 is given by:
Jx>0 =
~
2mei
(
φ∗rα
∂
∂x
βφr − φrα ∂
∂x
βφ∗r
)
=
~
2mei
(
φ∗rα
(
β
∂φr
∂x
+ φr
∂β
∂x
)
− φrα
(
β
∂φ∗r
∂x
+ φ∗r
∂β
∂x
))
=
~
2mei
(
φ∗rβα
∂φr
∂x
− φrβα∂φ
∗
r
∂x
)
=
~
2mei
(
φ∗l
∂
∂x
φl − φl ∂
∂x
φ∗l
)
= Jx<0
(2.42)
By comparing Eq. 2.41 with Jx = ρvx, where ρ = φ
∗φ is the probability density,
one finds a relation between the group velocity vx and the wave vector kx =
∣∣∣~k⊥∣∣∣:
vx = ~αβ
kx
me
(2.43)
On the other hand, vx is given by the derivation of the dispersion relation with
respect to the wave vector:[67]
vx =
∂H
∂px
=
1
~
∂E
∂kx
(2.44)
Solving Eq. 2.43 and Eq. 2.44 with respect to αβkx yields Eq. 2.45 that determines
the boundary parameters α and β and thus the wave functions in the region where
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the band structure is discontinuously changed [67]
αβkx =
me
~2
∂E
∂kx
(2.45)
For regions exhibiting constant band structures, the evolution of φ with respect to
x can be deduced from the Schro¨dinger equation[67]
∂2φ
∂x2
+ k2xφ = 0 (2.46)
with k2x = (2me) /~2 (E − V ) − |~k‖|2. In principle, φ depends on all three spatial
direction x, y, z. Since the tunneling process takes place along the x direction, and
~k‖ is conserved, Harrison focused on the evolution of φ along the x component,
only. In the limit of continuously varying band structure (i.e. in the limit of many
interface planes of discontinuous band structure regions located close to each other)
the differential equation 2.46 becomes [67]
β
∂
∂x
α
β
∂
∂x
βφ+ βαk2xφ = 0 (2.47)
where α, β, and kx depend on the position x. Note that the equations given above
are valid for a particle within allowed energy bands. In order to include forbidden
energies, Harrison proposed to analytically continue the band structure as well as
the parameters α and β for complex values of kx (and hence forbidden energy
regions). For small variations of α, β and kx with x, the solution of Eq. 2.47 in the
WKB-approximation is given by[60, 67]
φ = φ‖ · A · 1√
αβkx
· exp
(
i
∫
kxdx
)
(2.48)
with A being a normalization constant. φ‖ contains the spatial evolution of φ along
the y and z axis. In analogy to Bardeen, Harrison assumed a tunnel region from
x = −a to x = a and constructed the left-hand side (right-hand side) wave function
φl(φr) which is oscillating for the allowed energy region for x < −a (x > a) and
decays exponentially within and behind the tunnel barrier for x > −a (x < a).
Assuming that αβkx = 0 at x = −a, the left-hand side wave function is given
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by[67]
φl = φ‖ · Al · 1√
αβkx
· cos
(∫ −a
x
kxdx+ γl
)
, for x < −a
φl = φ‖ · 1
2
Al · 1√
αβkx
· exp
(
−
∫ x
−a
|kx| dx
)
, for x > −a
(2.49)
where γl is an additional phase-shift of the cosine function and the normalization
constant Al = 2 (αβkx)|l /Ll (along the x axis) depends on the length of the left-
hand side crystal Ll. In full analogy, the wave function of the right-hand side crystal
is obtained.[67] At this point, the matrix element can be obtained from the wave
functions (Eq. 2.49).
Bardeen showed[60] that the matrix element (Eq. 2.33) can be rewritten in terms
of the probability density current operator in x-direction Jx(φr, φl), evaluated at a
position x1 within the barrier region. From Eq. 2.33 one obtains
M(φr, φl) = − ~
2
2me
∫
φ∗l∇φr − φr∇φ∗l d~S
= − ~
2
2me
∫∫
φ∗l∇φr − φr∇φ∗l ~nxdydz
(2.50)
where ~nx is the normal vector in x-direction (perpendicular to the interface plane).
All other surface integrals are located infinitely far away and thus are zero, if one
assumes normalized wave functions (this assumption is justified, since the parti-
cle can not vanish at any time). Further, assuming that φ‖ is normalized, the
integration over the y-z plane equals unity and one obtains
M(φr, φl) = − ~
2
2me
(
φ∗l
∂
∂x
φr − φr ∂
∂x
φ∗l
)∣∣∣∣
x1
= −i~Jx (φr, φl)|x1
(2.51)
Hence, by substituting Eq. 2.41 into Eq. 2.51, the matrix element in Harrison’s
approach is given by
M(φr, φl) = i~
~
2mei
(
φ∗l α
∂
∂x
βφr − φrα ∂
∂x
βφ∗l
)
(2.52)
By inserting Eq. 2.49 into Eq. 2.52, a straight forward calculation yields[67]
|M(φr, φl)|2 = ~
4
4m2e
(αβkx)|l
Ll
(αβkx)|r
Lr
exp
(
−2
∫ a
−a
|kx| dx
)
(2.53)
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Harrison assumed specular transmission, which means that the matrix element is
zero except for those states, that exhibit exactly the same value of ~k‖ on both sides.
Eq. 2.53 reveals that the value of |M(φr, φl)|2 is equal for all states φl and φr which
correspond to the same value of ~k‖. (note that it is k2x = (2me) /~2 (E − V )− |~k‖|,
as already discussed above). Hence, |M(φr, φl)|2 is denoted by |M(~k‖)|2.
For the determination of tunnel current, one has to sum the transmission probability
2pi/~|M(~k‖)|2ρr(E) (cf. Eq. 2.27) over all states of the left metal with a fixed
value of ~k‖ and over all parallel wave vectors ~k‖. The result is multiplied by 2
(due to the electron spin) and by the elementary charge.[67] Further, in order to
suppress tunneling from empty or into filled states, the Fermi-Dirac distributions
are multiplied. The result is shown in Eq. 2.54,
I =
4pie
~
∑
~k‖
∑
φl: fixed ~k‖
∣∣∣M(~k‖)∣∣∣2 ρr(E) [f(E)− f(E + eV )]
=
4pie
~
∑
~k‖
∫ ∞
−∞
∣∣∣M(~k‖)∣∣∣2 ρr(E)ρl(E) [f(E)− f(E + eV )] dE (2.54)
where ρr and ρl are the density of states for a fixed ~k‖.[67] These values can be identi-
fied by ρl(E) = (Ll/pi)(∂E/∂kx)
−1 and ρr(E) = (Lr/pi)(∂E/∂kx)−1, respectively.[67]
By substituting this and |M(~k‖)|2 (i.e. Eq. 2.53) into Eq. 2.54 and by applying
the relation shown in Eq. 2.45, one obtains the following equation for the tunnel
current:[67]
I =
2e
h
∑
~k‖
∫ ∞
−∞
dE [f(E)− f(E + eV )] exp
(
−2
∫ a
−a
|kx| dx
)
(2.55)
The tunnel current in Eq. 2.55 is converted to a tunnel current density by dividing
I by the electrode’s surface LyLz. Finally, the sum over ~k‖ (i.e. the overlap of ~k‖ of
both sides) can be replaced by an integral over the number of parallel wave vectors
N‖. Obviously, this quantity depends on ~k2‖,max and it is
∑
~k‖
= N‖ =
∫ ~k2‖,max
0 dN‖.
Further, it is commonly known that the area of a single, two-dimensional k-space
state is given by Ωk = (2pi)
2/(LyLz). Thus it is d
2~k‖ = ΩkdN‖. By substituting
the latter relation for dN‖ in the integral, one finds the tunnel current density as
described by Eq. 2.56.[67]
J =
e
2pi2h
∫ ∞
−∞
dE [f(E)− f(E + eV )]
∫
d2~k‖ exp
(
−2
∫ a
−a
|kx| dx
)
(2.56)
26
2.3 Quantitative description of the tunnel current
The exponential function in Eq. 2.56 is usually defined as transmission coefficient
D(W ), where W = E−~2~k2‖/(2me) is the energy of the electron in normal direction
(perpendicular to the interface plane).
2.3.4 Harrison’s tunnel current applied to semiconductors
In this section the tunnel current model of Harrison and Bardeen, as discussed
above, is applied to a semiconductor-vacuum-metal system. This derivation was
first performed by Bono and Good[65] for the case of flat bands and extended by
Feenstra and Stroscio[66] for the case of tip-induced band bending. Here, the case
of electrons that tunnel out of the semiconductor’s valence band and into the metal
tip is discussed, only. However, tunneling into the conduction band states follows
by analogy.
For the description of semiconductors in the parabolic band approximation, the
equations derived above remain valid, if one introduces effective masses. Hence,
for the valence band, the free electron mass me is replaced by the density-of-states
effective mass meff,V. Further, the upper and lower integration limit of the integral
over the energy E in Eq. 2.56 has to be restricted to the allowed bands of both, the
tip and the semiconductor,
JV =
e
2pi2h
∫ EV
EC,tip
dE (fS − fM)
∫
d2~k‖D(W ) (2.57)
where EV is the energy of the valence band maximum and EC,tip is the bottom of
the conduction band of the tip. EC,tip is defined by the Fermi energy of the metal:
(EF,tip − EC,tip) = ~
2
2me
(
3pi2
N
V
)2/3
(2.58)
with N/V being the density of electrons in the metal. In Eq. 2.57, the Fermi-Dirac
distributions of the semiconductor’s and the tip’s states are abbreviated by
fS(E) =
1
1 + exp
[
E−EF
kT
] (2.59)
and
fM(E) =
1
1 + exp
[
E−EF+eV
kT
] (2.60)
respectively. For the electrons tunneling from the semiconductor into the tip, the
conservation of the momentum holds for the component parallel to the surface of
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Figure 2.5: Energy levels of the semiconductor and of the tip are shown as a
function of the distance x. At the right the conduction band edge EC, the valence
band edge EV, and the Fermi energy EF of the semiconductor are indicated. On
the left the metal and its conduction band edge EC,tip as well as its Fermi energy
EF,tip = EF + eV are shown. E represents any energy level between the limits of
the first integral of Eq. 2.57.
the semiconductor. Thus, the latter integral in Eq. 2.57 extends over all parallel
wave vectors that can be accommodated in both, the tip and the semiconductor.
As discussed in the previous section and according to Ref. [65], the energy W
is the normal energy (perpendicular to the surface of the semiconductor), while
E = ~
2
2m
(
~k2‖ + ~k
2
⊥
)
is the total energy. Hence, W is connected to E by
W = E − ~
2~k2‖
2m
(2.61)
The mass m can either be the free electron mass me for the tip or meff,V for the
valence band of the semiconductor. Special attention has to be paid to the last term
of Eq. 2.61 for the case of holes in the valence band: The valence band is curved
downwards around the maximum and hence the effective mass usually becomes
negative. Since unsigned effective masses are used in the simulation, the minus
sign in Eq. 2.61 has to be swapped to a plus sign:
W = E +
~2k2‖
2meff,V
(2.62)
The necessity of this change of the sign may be further understood by investigating
the energy levels of the semiconductor and of the tip versus the distance x as shown
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in Fig. 2.5. At the right the conduction band edge EC, the valence band edge EV,
and the Fermi energy EF of the semiconductor are indicated. On the left the metal
and its conduction band edge EC,tip as well as its Fermi energy EF,tip = EF + eV
are shown. E represents any energy level between the limits of the first integral
of Eq. 2.57. The maximal energy of holes in the valence band is then given by
EV−E > 0. In particular, for EV = 0 the maximal energy is given by −E. This is
a positive value since E itself is a negative value in the used energy scale. However,
the absolute value of W has to be smaller than the absolute value of E, which
requires the swapping of the sign of the latter term in Eq. 2.61, if the effective mass
is taken to be larger than zero. Note, that Eq. 2.62 is only valid for the holes in
the valence band. For the conduction band of the semiconductor as well as the tip,
Eq. 2.61 still remains valid.
The tunnel current density given by Eq. 2.57 can be simplified further using our
sign convention of the energy and the effective masses of the holes. Differentiating
Eq. 2.61 with respect to k‖ yields
dk‖ = − me~2k‖dW . (2.63)
Furthermore, the second integral of Eq. 2.57 can be rewritten and solved using
polar coordinates (k‖,θ).∫
d2k‖D(W ) =
∫ k‖,max
k‖,min
dk‖k‖
∫ 2pi
0
dθD(W ) = 2pi
∫ k‖,max
k‖,min
dk‖k‖D(W ) (2.64)
and by substituting Eq. 2.63 into 2.64, the integral over the parallel wave vector
can be transformed into an integral over the normal component of the energy W .
2pi
∫ k‖,max
k‖,min
dk‖k‖D(W ) = −2pime~2
∫ Wmax
Wmin
dWD(W ) (2.65)
The overlap of the parallel wave vectors of the semiconductor and the metal has
to be determined in the next step in order to obtain expressions for the maximal
and minimal normal energy Wmax and Wmin, respectively. Therefore, one needs
to specify the maximal and minimal parallel wave vectors for holes within the
semiconductor, first. On the one hand, when the normal wave vector of the holes
is maximal, the parallel wave vector becomes zero. On the other hand, when the
normal wave vector is zero, the total energy E is attributed to the (maximal)
parallel wave vector of the holes:
k‖,min,SC = 0 (2.66)
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k‖,max,SC =
2meff,V
~2
(EV − E) (2.67)
Second, the maximal and minimal parallel wave vector of the metal tip can be
found analogous.
k‖,min,tip = 0 (2.68)
k‖,max,tip =
2me
~2
(E − EC,tip) (2.69)
Depending on the value of E, the overlap of the (maximal) parallel wave vector
is limited by k‖,max,tip or k‖,max,SC, respectively. Thus, one has to determine the
energy E0 where it is k‖,max,tip = k‖,max,SC. With α = meff,V/me, one obtains the
following relation.
E0 =
EC,tip + αEV
α + 1
(2.70)
Moreover, by comparing Eqs. 2.67 and 2.69, one finds that k‖,max,SC < k‖,max,tip for
E > E0, while k‖,max,SC > k‖,max,tip for E < E0.[65] This must be taken into account
in Eq. 2.57 by splitting the integral over the energy E into two integrals.
JV =
e
2pi2h
∫ EV
EC,tip
dE (fS − fM)
∫
d2k‖D(W )
= − e
2pi2h
∫ EV
EC,tip
dE (fS − fM) 2pime~2
∫ E+ ~2
2me
k‖,max
E+ ~
2
2me
k‖,min
dWD(W )
= − mee
2pi2~3
(∫ E0
EC,tip
dE (fS − fM)
∫ E− ~2
2me
2me
~2 [E−EC,tip]
E
dWD(W )
+
∫ EV
E0
dE (fS − fM)
∫ E+ ~2
2me
2αme
~2 [EV−E]
E
dWD(W )
)
(2.71)
Note, that the upper integration limit of the integral over the normal energy W is
E − ~2
2me
2me
~2 [E − EC,tip] for the part that is limited by the maximal parallel wave
vector of the electrons from the tip, while it is E + ~
2
2me
2αme
~2 [EV − E] for the part
that is limited by the maximal parallel wave vector of holes in the valence band.
Again, the change of the sign is attributed to the sign of the effective mass of the
holes, that is taken to be positive.
At low temperatures, fS−fM is 1 for the energy interval [EF,tip, EF] and 0 otherwise.
Assuming, that E0 is smaller than the Fermi energy of the tip EF,tip,[65] the first
term of the splitted energy integral in Eq. 2.71 (E0 < E < EC,tip) becomes zero
and one ends up with the following equation:
30
2.3 Quantitative description of the tunnel current
JV = − mee
2pi2~3
∫ EV
EF,tip
dE (fS − fM)
∫ E+α[EV−E]
E
dWD(W ) (2.72)
The lower integration limit of the integral over E in Eq. 2.72 was changed from E0 to
EF,tip for the same, previously described reason. Furthermore, one can change the
upper integration limit of the same integral from EV to EF, when the difference of
the Fermi-functions fS−fM is replaced by a step function, that limits contributions
to the integral for energies that are greater than the valence band edge E > EV.
JV = − mee
2pi2~3
∫ EF
EF,tip
dEΘ (EV − E)
∫ E+α[EV−E]
E
dWD(W ) (2.73)
Eq. 2.73 equals the tunnel current density equation given by Ref. [66] with a negative
density-of-states effective mass α = meff,V/me of the valence band.
In analogy, the tunnel current density for tunneling into empty conduction band
states is given by[66]
JC = − mee
2pi2~3
∫ EF
EF,tip
dEΘ (E − EC)
∫ E+α′[EC−E]
E
dWD(W ) (2.74)
with α′ = meff,C/me being the density-of-states effective mass of the conduction
band meff,C, divided by the electron rest mass.
2.3.5 The transmission coefficient
Transmission through vacuum
At the end of Sec. 2.3.3 the transmission coefficient D(W ), mainly determined by
the WKB approximation, was introduced as the integral over the barrier region
x = [−a, a]
D(W ) = exp
(
−2
∫ a
−a
|kx| dx
)
(2.75)
where the normal energy is W = E − ~2~k2‖/(2me) and the normal wave vector is
k2x = (2me) /~2 (V − E)+|~k‖|2. Note the sign of k2x is swapped compared to Eq. 2.46,
since the integration is over a region within the barrier, where it is V > E. From
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this, one obtains the following equation for the transmission coefficient.[65]
D(W ) = exp
(
−2
∫ a
−a
√
2me
~2
(V −W )dx
)
(2.76)
The shape of the potential through the central axis of the tip apex V (x) is defined
by the solution of the Poisson equation for the electrostatic potential between the
tip and the semiconductor, as will be discussed later.
In a first, one-dimensional approach that neglects the shape of the tip, the vacuum
potential can be approximated by a linear transition between the vacuum levels Evac
of both sides.[66] The band diagram in Fig. 2.6 shows the valence band maximum
Figure 2.6: Band diagram showing the valence band maximum EV and the con-
duction band minimum EC of the semiconductor as well as the Fermi levels of
both, the semiconductor (EF) and the tip (EF +eV ) as a function of the position
x in a one-dimensional approach. Close to the surface, EC and EV are bend
to higher energy values as compared to their bulk values EC,bulk and EV,bulk,
respectively. This effect is caused by the electrostatic potential φ, that is not
completely screened at the surface of the semiconductor. At the surface of the
semiconductor, the electrostatic potential is φsurf. The tip-sample separation is
defined by d := 2a. ΦM denotes the work function of the tip, while χ is the
electron affinity of the semiconductor. Eg corresponds to the band gap of the
semiconductor.
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EV and the conduction band minimum EC of the semiconductor as well as the
Fermi levels of both, the semiconductor (EF) and the tip (EF + eV ) as a function
of the position x in a one-dimensional approach. Close to the surface, EC and
EV are bend to higher energy values as compared to their bulk values EC,bulk and
EV,bulk, respectively. This effect is caused by the electrostatic potential φ, that
is not completely screened at the surface of the semiconductor. At the surface of
the semiconductor, the electrostatic potential is φsurf. The tip-sample separation is
defined by d := 2a. ΦM denotes the work function of the tip, while χ is the electron
affinity of the semiconductor. Eg corresponds to the band gap of the semiconductor.
According to these definitions, the vacuum level of the semiconductor Evac,sc and
of the tip Evac,m is given by[66]
Evac,sc = EF + ξ
Evac,m = EF + eV + Φm
(2.77)
where ξ := EC,bulk−EF +eφsurf +χ is the work function of the semiconductor (if the
valence band maximum in the bulk is defined to be at zero energy, in analogy to
the previous section). The potential within the barrier is then approximated by
V ′(x) = (EF + ξ) · (1− x/d) + (EF + eV + Φm) · (x/d), for x ∈ [0, d] (2.78)
Additionally, an electron that tunnels from one electrode to another causes electric
induction when it is close to the surface of one of the electrodes. As a result, an
attracting force (image force) is acting on the electron and hence the electrostatic
potential in the region of the surfaces is lowered. In analogy to Feenstra and
Stroscio,[66] for the simulations, an approximation of the one-dimensional image
potential which was introduced by Simmons,[68] is used:
Vimg(x) = −1.15e
2 ln(2)
8pi0d
· d
2
x(d− x) , for x ∈ [0, d] (2.79)
In the latter equation, 0 is the vacuum permittivity. The resulting vacuum poten-
tial is then obtained by the sum of Eqs. 2.78 and 2.79:
V (x) = V ′(x) + Vimg(x) (2.80)
Note that the image force term (Eq. 2.79) has to be added to the three-dimensional
solution of the Poisson equation in the vacuum region, too, which will be derived
later.
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Transmission through the space charge region
As illustrated in Fig. 2.6, upward band bending (as well as downward band bending)
of the conduction and valence band leads to space charge regions. Electrons have
to tunnel through the vacuum barrier and the space charge region in order to get
to a region of allowed energy states, again. In contrast to Feenstra and Stroscio[66]
one has to replace the term V − W in Eq. 2.76 by EC − W (where it is EC =
EC,bulk + eφ(x)) for both, tunneling out of valence band states and tunneling into
conduction band states. This is a consequence of the fact that the potential barrier
for an electron within the forbidden energy region of the semiconductor is not
limited by the vacuum energy anymore but by the conduction band edge. Thus,
the transmission coefficient is the same for electrons tunneling out of the valence
band or into the conduction band.
2.3.6 Tip-induced band bending in the one-dimensional
approach
In the previous section, the importance of the precise knowledge of the tip-induced
band bending became apparent: The electrostatic potential φ of the tip-vacuum-
semiconductor system is used for the calculation of the transmission coefficient,
which is dramatically influencing the tunnel current. Thus, in order to calculate
the tunnel current using Harrison’s WKB approximation, as given by Eqs. 2.73 and
2.74, one first has to find a solution for the electrostatic potential φ(x) along the
central axis through the tip apex. Since the potential is needed at the central axis
only, one might come to the conclusion, that it is sufficient to solve the Poisson
equation for the one-dimensional problem, only. This approach already yields good
results.[66, 69, 13] However, a three-dimensional calculation includes, e.g, the shape
of the tip, which has a significant effect on the electric field between the tip and the
sample.[70] Furthermore, since a three-dimensional solution cannot be obtained
analytically anymore, an iterative Poisson solver is needed. The advantages of
such iterative procedures are, that they can easily be extended in order to include,
e.g., surface states and continuity equations for electrons and holes. Especially the
introduction of the continuity equations is required in order to understand light-
excited scanning tunneling spectroscopy, as will be shown later.
Nevertheless, the one-dimensional, analytical solution of the tip-vacuum-semiconductor
system is shown first, since it provides bigger physical insight compared to the iter-
ative solvers. Furthermore, on the basis of the one-dimensional approach, a tunnel
current simulation software was written, that can be employed for the simulation
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semiconductorvacuum
Figure 2.7: Electron energy level diagram in analogy to Ref. [71]
of the tunnel current for simple semiconductors (i.e. without surface states and
illumination).
According to Fig. 2.6 and as already discussed, the vacuum potential within the
region of the barrier changes linearly. The potential difference between the left side
and the right side of the barrier can be assigned to an electric field (at the surface
of the semicondcutor) εs := (Evac,m−Evac,sc)/(ed). This field causes a space charge
region within the semiconductor. The magnitude and length of the space charge
region is determined by the physical properties of the semiconductor (i.e. doping
concentration, free carrier concentration, etc.).
The solution to this problem was first presented by Seiwatz and Green.[71] Accord-
ing to Fig. 2.7, the band bending at the surface of the semiconductor e · φsurf can
be described by
e · φsurf = e · (φb − φs) (2.81)
where φb and φs are defined by e · φx := EF − EI(x) with x = s at the surface and
x = b deep in the bulk material.[71] EI(x) is the intrinsic Fermi energy (Fermi energy
of the semiconductor without doping). Note that the bend bending (and thus the
electrostatic potential φ(x)) at an arbitrary position x > s is given by φb − φx.
Seiwatz and Green used the dimensionless quantity u for their derivation[71]:
u = ux := e · φx/(kT ) (2.82)
where k is the Boltzmann constant and T is the temperature. Since the electrostatic
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field is conservative, it can be described by the change of the potential φx:
εx = − d
dx
φx = −kT
e
du
dx
(2.83)
On the other hand due to Maxwell’s first equation, the divergence of the electro-
static field equals the charge density ρ(x) and hence, by employing Eq. 2.83, one
obtains the Poisson equation:
d2u
dx2
= − e
r0kT
· ρ(u) (2.84)
r is the relative permittivity of the semiconductor. For the one-dimensional case,
the Poisson equation can be solved by multiplying the factor du/dx on both sides
of the equation, followed by an integration over x.[72]
du
dx
d2u
dx2
= − e
r0kT
· ρ(u)du
dx
(2.85)
By employing the derivation rule[72]
du
dx
d2u
dx2
=
1
2
d
dx
(
du
dx
)2
(2.86)
Eq. 2.85 can be transformed into the integral form (integration from a point xb
deep in the bulk material to an arbitrary point x close to the surface).[72](
du
dx
)2∣∣∣∣∣
xB
−
(
du
dx
)2∣∣∣∣∣
x
= − 2e
r0kT
·
∫ ub
ux
ρ(u) du (2.87)
By noting that du/dx is zero deep inside the bulk at xb, Eq. 2.87 becomes[72]:
du
dx
= ±
√
2e
r0kT
·
(∫ ub
ux
ρ(u) du
) 1
2
(2.88)
Eq. 2.88 only depends on ub = const. and ux. Inserting Eq. 2.88 into Eq. 2.83 yields
the electric field as a function of ux, which can easily be transformed into φx:
εx = −kT
e
du
dx
= ∓kT
e
(√
2e
r0kT
·
(∫ ub
ux
ρ(u) du
) 1
2
)
(2.89)
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The charge density ρ(u) of the semiconductor is given by
ρ(u) = e
(
N+D −N−A + p0 − n0
)
(2.90)
where n0 is the concentration of free electrons and p0 is the concentration of free
holes. These charge densities in the semiconductor are assumed to follow the effec-
tive mass approximations. For the conduction band, this approximation is given
by[73]
n0 = NC
2√
pi
F1/2
(
EF − EC
kT
)
(2.91)
where EC is the minimum of the conduction band and F1/2 is the Fermi-Dirac
integral (as defined below). NC is the effective density of states, given by NC =
2(2pimeff,CkT/h
2)3/2. For the charge density of the valence band, the approximation
is given by
p0 = NV
2√
pi
F1/2
(
EV − EF
kT
)
(2.92)
where EV is the maximum of the valence band and NV = 2(2pimeff,VkT/h
2)3/2.
The density of ionized donors N+D and acceptors N
−
A are defined as [71]
N+D = ND (1 + 2exp[(EF − ED) /kT ])−1 (2.93)
N−A = NA (1 + 2exp[(EA − EF) /kT ])−1 (2.94)
respectively, where ND (NA) is the concentration of donors (acceptors) and ED
(EA) is the respective energy level. Note that ED and EA (in analogy to EC and
EV) are shifted by φb − φx in the region of non-zero band bending.
The Fermi-Dirac integral Fj(η) is defined by:[71]
Fj(η) =
∫ ∞
0
xj
1 + exp(x− η)dx (2.95)
Equation 2.95 is charaterized by the absence of the prefactor 1/Γ(j + 1), where
Γ(j) is the Gamma function, and is also known as Sommerfeld’s definition of the
Fermi-Dirac integral.[74] Further, the derivative of the Fermi-Dirac integral with
respect to η yields a decrementation of j by minus one:[74]
d
dη
Fj(η) = Fj-1(η) (2.96)
In the following, n, p, N−A , and N
+
D are obtained as functions of u, which are suitable
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for the insertion in Eqs. 2.90 and 2.89, respectively.
n0(u) = NC
2√
pi
F1/2
(
u− EC,bulk − EI,bulk
kT
)
(2.97)
p0(u) = NV
2√
pi
F1/2
(
EV,bulk − EI,bulk
kT
− u
)
(2.98)
N+D (u) = ND (1 + 2exp[u− (ED,bulk − EI,bulk) /kT ])−1 (2.99)
N−A = NA (1 + 2exp[(EA,bulk − EI,bulk) /kT − u])−1 (2.100)
In the upper equations EI,bulk is the intrinsic Fermi level of the semiconductor’s
bulk material and ED,bulk (EA,bulk) corresponds to unbend ionization energies in
the bulk. Inserting Eqs. 2.99, 2.100, 2.97, and 2.98 into the electric field, given by
Eq. 2.89, the integration over u can be easily performed (employing the deviation
rule in Eq. 2.96) and yields the following result[71],
εx(ux) = ±kT
e
1
λd
·
{
ND
ni
ln
[
1 + 1
2
exp((ED,bulk − EI,bulk)/(kT )− ux)
1 + 1
2
exp((ED,bulk − EI,bulk)/(kT )− ub)
]
+
NA
ni
ln
[
1 + 1
2
exp(ux − (EA,bulk − EI,bulk)/(kT ))
1 + 1
2
exp(ub − (EA,bulk − EI,bulk)/(kT ))
]
− 1
F 1
2
((EV,bulk − EI,bulk)/(kT )) ·
[
2
3
F 3
2
((EV,bulk − EI,bulk)/(kT )− ub)−
2
3
F 3
2
((EV,bulk − EI,bulk)/(kT )− ux)
]
+
1
F 1
2
((EI,bulk − EC,bulk)/(kT )) ·
[
2
3
F 3
2
(ux − (EC,bulk − EI,bulk)/(kT ))−
2
3
F 3
2
(ub − (EC,bulk − EI,bulk)/(kT ))
]} 1
2
(2.101)
where the Debye length λd and the intrinsic carrier concentration ni are introduced
as noted below.[71]
λd = (r0kT/(2e
2ni))
1
2 (2.102)
ni = NC
2√
pi
· F 1
2
((EI − EC)/(kT )) (2.103)
Now that an equation for the electric field as a function of ux is found, one is able
to derive the band bending at the surface of the semiconductor for an applied tip-
sample voltage V . According to the definition of u in Eq. 2.82, the band bending
at the surface of the semiconductor φsurf, as illustrated in Fig. 2.6 is connected to
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us by Eq. 2.104.
us = ub − e · φsurf/(kT ) (2.104)
Hence, the electric field at the surface of the semiconductor εs as defined by
Eq. 2.101 can be written (using Eq. 2.104) as a function of φsurf:
εs = εx(ub − e · φsurf/(kT )) (2.105)
From the band diagram in Fig. 2.6 one finds a relation between the electric field at
the surface and the vacuum energy levels of the tip and the semiconductor.
Evac,sc + eεsd = Evac,m (2.106)
By substituting Evac,sc, Evac,m, and εs in Eq. 2.106 by their definitions as given by
Eqs. 2.77 and 2.105 (together with Eq. 2.101), respectively, the applied tip-sample
voltage V is directly related to the potential φsurf at the surface. The resulting
equation can be easily solved with respect to φsurf by numerical methods. The
resulting value will be denoted by φsurf(V ) below.
In a final step, the band bending φ(x) = φb− φx has to be derived as a function of
the distance from the semiconductor’s surface x for a known band bending at the
surface of the semiconductor φsurf(V ). Transferring Eq. 2.83 into the integral form
yields
φx = −
∫ x
s
εx′(ux′)dx
′ (2.107)
The difficulty in solving this integral is, that ux′ (and hence εx′) is only known
at the surface of the semiconductor for x′ = s. Hence, one cannot solve the inte-
gral analytically. However, a numerical solution can be obtained by the following
procedure:
Using the definition of ux in Eq. 2.82, Eq. 2.107 becomes
kT/e · ux = −
∫ x
s
εx′(ux′)dx
′ (2.108)
Rewriting Eq. 2.108 as a sum, suitable for numerical computation yields
kT/e · ux = −
imax∑
i=0
εxi(uxi) ·
x− s
imax
(2.109)
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with a sufficiently large imax and xi as defined by Eq. 2.110.
xi = s+ i/imax · (x− s) (2.110)
By comparing the terms in the sum of Eq. 2.109, one obtains an equation for an
iterative determination of ux:[75]
uxi+1 = uxi −
e
kT
εxi(uxi) ·
x− s
imax
(2.111)
Starting at the surface where us = ux0 is known (cf. Eq. 2.104), one can iteratively
determine ux (and thus φ(x) = φb − φx = kT/e(ub − ux)) at an arbitrary position
x within the semiconductor.
The information about the band bending can be used to obtain the tunnel current
as described by Eqs. 2.73 and 2.74. However, in the following a method for solving
the Poisson equation and the continuity equations for electrons and holes within the
semiconductor in three dimensions is presented. This will lead to highly accurate
derivations of the band bending (including the three-dimensional shape of the tip
and surface states of the sample). Note that the tip-induced band bending at the
surface of a semiconductor can be up to 40% smaller for the three-dimensional mod-
els compared to the one-dimensional one.[76] This can be attributed to the larger
divergence of the three-dimensional potential.[76] Nevertheless, the one dimensional
solution can be used for the estimation of the initial values for the three-dimensional
problem. Furthermore the incorporation of continuity equations enables the com-
putation and simulation of scanning tunneling spectroscopy experiments under the
influence of laser illumination. On the basis of this, a new and wide field of light-
excited scanning tunneling spectroscopy can be explained quantitatively for the
first time.
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Development of a quantitative
model for light-excited tunneling
This chapter is adapted from [P1] (see list of own publications, p. 119),
© 2015, American Physical Society.
3.1 Electrostatic potential and carrier
distribution
As outlined above, the calculation of the tunnel current requires the electrostatic
potential distribution for a biased metal tip-vacuum-semiconductor system. This
system requires a full three-dimensional solution of the Poisson equation, since a
one-dimensional analytical solution, as outlined in Chap. 2.3.6 does not consider
the effect of the localized shape of the tip on the electrostatic potential. In this
section the approach used for calculating the electrostatic potential and charge
carrier distributions is described. The latter ones are required for a quantitative
derivation of the tunnel current under irradiation conditions since generation and
recombination terms are introduced, which allow the treatment of additional light
excited charge carriers.
3.1.1 System of differential equations
Thus far, Feenstra solved this kind of electrostatic problem using a finite difference
method to iteratively solve the Poisson equation.[70] The charge densities n0 and
p0 in the semiconductor are assumed to follow the effective mass approximations,
as in Eqs. 2.91 and 2.92. Besides some material properties and the temperature,
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which is assumed to be constant, the electron and hole densities in the effective
mass approximation depend only on the position of the valence and conduction
band edges relative to the Fermi energy. Hence, these equations do not hold for
the description of additional excess carriers generated by photon interaction.
Thus, here the continuity equations for electrons and holes are introduced, addi-
tionally. This will give a more general description of the problem, enabling the
introduction of carrier generation and recombination. Overall, it is necessary to
solve three coupled partial differential equations:
The Poisson equation for the electrostatic potential φ(x, y, z) at the position (x, y, z)
is given by
∆φ(x, y, z) +
e
0r
(
p(x, y, z)− n(x, y, z) +N+D −N−A
)
= 0 (3.1)
where n(x, y, z) and p(x, y, z) are the electron and hole concentrations at position
(x, y, z), respectively. The density of ionized donors N+D and acceptors N
−
A are
defined as in Eqs. 2.93 and 2.94.
Assuming a time-invariant charge distribution, the continuity equations for elec-
trons and holes are
∇ · ~Jn − e ·R = 0 (3.2)
∇ · ~Jp + e ·R = 0 (3.3)
where R is a time-averaged generation or recombination rate and ~Jn ( ~Jp) is the
current density for electrons (holes). ~Jn and ~Jp can be separated into drift and
diffusion terms: [77]
~Jn = e
(
µnn(x, y, z) ~E +Dn∇n(x, y, z)
)
(3.4)
~Jp = e
(
µpp(x, y, z) ~E −Dp∇p(x, y, z)
)
(3.5)
where µn (µp) is the mobility and Dn (Dp) is the diffusion coefficient of electrons
(holes) in the semiconductor. Dn (Dp) is connected to µn (µp) by the Einstein
relation. Note, the mobility (and the diffusion coefficient) is assumed to be location-
independent in this calculation. Inserting Eqs. 3.4 and 3.5 into Eqs. 3.2 and 3.3,
respectively, and using the relation ~E = −∇φ , the continuity equations become
∇ · (Dn · ∇n(x, y, z)− µnn(x, y, z) · ∇φ)−R = 0 (3.6)
∇ · (Dp · ∇p(x, y, z) + µpp(x, y, z) · ∇φ)−R = 0 (3.7)
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3.1.2 Difference equations
Equations 3.1, 3.6, and 3.7 represent a system of three coupled partial differential
equations which cannot be solved analytically in full generality.[77] For numer-
ical computations one needs adequate difference equations for these differential
equations. In analogy to Selberherr’s discretization approach,[77] the differential
operators are directly replaced by their corresponding difference operators. The
derivation of the discretized Poisson equation replacing Eq. 3.1 is strait forward
since the Laplace operator has to be replaced, only. One divides the three spatial
directions into a mesh of discrete points (which are in general not equidistant). The
continuous physical coordinates (x, y, z) become discrete indices (i, j, k), which are
mapped to discrete physical coordinates (xi, yj, zk). Hence, for an arbitrary func-
tion f(xi, yj, zk), the abbreviated notation fi,j,k is used. Furthermore, according to
Fig. 3.1, it is fi+1/2,j,k = f([xi +xi+1]/2, yj, zk).[77] From Fig. 3.1 one can also obtain
the second partial derivative of f along, e.g., the x direction:
∂2f
∂x2
∣∣∣∣
i,j,k
≈
∂f
∂x
∣∣
i+1/2,j,k
− ∂f
∂x
∣∣
i-1/2,j,k
(xi+1 − xi-1) /2 (3.8)
The first partial derivatives at the mid-interval positions i + 1/2 and i − 1/2 are
given by[77]
∂f
∂x
∣∣∣∣
i+1/2,j,k
≈ fi+1,j,k − fi,j,k
xi+1 − xi (3.9)
∂f
∂x
∣∣∣∣
i-1/2,j,k
≈ fi,j,k − fi-1,j,k
xi − xi-1 (3.10)
With the help of Eqs. 3.8, 3.9 and 3.10, the Laplace operator in Eq. 3.1 can be
approximated by[77]
φi+1,j,k − φi,j,k
xi+1 − xi −
φi,j,k − φi-1,j,k
xi − xi-1
xi+1 − xi-1
2
+
φi,j+1,k − φi,j,k
yj+1 − yj −
φi,j,k − φi,j-1,k
yj − yj-1
yj+1 − yj-1
2
+
φi,j,k+1 − φi,j,k
zk+1 − zk −
φi,j,k − φi,j,k-1
zk − zk-1
zk+1 − zk-1
2
+ e0r (−ni,j,k + pi,j,k +N+D −N−A ) = 0
(3.11)
The derivation of the discretized continuity equations for holes and electrons is more
complex and is derived in analogy to Ref. [77] (starting on page 155) for the three
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Figure 3.1: Sketch of the finite difference grid in two dimensions for reasons of
clarification, in analogy to Ref. [77]
dimensional case here. The resulting discretized continuity equation for electrons
is
B
(
φi+1,j,k−φi,j,k
kT
)
· ni+1,j,k −B
(
φi,j,k−φi+1,j,k
kT
)
· ni,j,k
(xi+1 − xi) · xi+1−xi-12
−
B
(
φi,j,k−φi-1,j,k
kT
)
· ni,j,k −B
(
φi-1,j,k−φi,j,k
kT
)
· ni-1,j,k
(xi − xi-1) · xi+1−xi-12
+
B
(
φi,j+1,k−φi,j,k
kT
)
· ni,j+1,k −B
(
φi,j,k−φi,j+1,k
kT
)
· ni,j,k
(yj+1 − yj) · yj+1−yj-12
−
B
(
φi,j,k−φi,j-1,k
kT
)
· ni,j,k −B
(
φi,j-1,k−φi,j,k
kT
)
· ni,j-1,k
(yj − yj-1) · yj+1−yj-12
+
B
(
φi,j,k+1−φi,j,k
kT
)
· ni,j,k+1 −B
(
φi,j,k−φi,j,k+1
kT
)
· ni,j,k
(zk+1 − zk) · zk+1−zk-12
−
B
(
φi,j,k−φi,j,k-1
kT
)
· ni,j,k −B
(
φi,j,k-1−φi,j,k
kT
)
· ni,j,k-1
(zk − zk-1) · zk+1−zk-12
− R
Dn
= 0
(3.12)
with the Bernoulli function B(x) = x/(exp(x)− 1).
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Analogously, the discretized continuity equation for holes can be found to be [77]
B
(
φi,j,k−φi+1,j,k
kT
)
· pi+1,j,k −B
(
φi+1,j,k−φi,j,k
kT
)
· pi,j,k
(xi+1 − xi) · xi+1−xi-12
−
B
(
φi-1,j,k−φi,j,k
kT
)
· pi,j,k −B
(
φi,j,k−φi-1,j,k
kT
)
· pi-1,j,k
(xi − xi-1) · xi+1−xi-12
+
B
(
φi,j,k−φi,j+1,k
kT
)
· pi,j+1,k −B
(
φi,j+1,k−φi,j,k
kT
)
· pi,j,k
(yj+1 − yj) · yj+1−yj-12
−
B
(
φi,j-1,k−φi,j,k
kT
)
· pi,j,k −B
(
φi,j,k−φi,j-1,k
kT
)
· pi,j-1,k
(yj − yj-1) · yj+1−yj-12
+
B
(
φi,j,k−φi,j,k+1
kT
)
· pi,j,k+1 −B
(
φi,j,k+1−φi,j,k
kT
)
· pi,j,k
(zk+1 − zk) · zk+1−zk-12
−
B
(
φi,j,k-1−φi,j,k
kT
)
· pi,j,k −B
(
φi,j,k−φi,j,k-1
kT
)
· pi,j,k-1
(zk − zk-1) · zk+1−zk-12
− R
Dp
= 0
(3.13)
3.1.3 Boundaries and interfaces
Neumann boundary conditions are assumed for both the electrostatic potential
and the charge densities. This means that at the borders of the calculation grid in
normal direction the partial derivation of the electrostatic potential and the current
densities for electrons and holes are zero. A precise derivation of the boundary
conditions with respect to a minimization of the truncation error is given in Ref. [77]
on page 172. Particular attention must be paid to the continuity condition for the
electrostatic potential at the surface of the semiconductor. For a surface, which is
nearly free of surface states, the normal component of the electric displacement field
~D remains constant at the transition from the semiconductor to the vacuum. With
surface states being present within or even outside of the fundamental band gap, a
surface charge distribution σ gives rise to a change of ~D according to Eq. 3.14.
~n · ( ~Dvac − ~Dsemi) = σ (3.14)
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where ~n is the normal vector of the surface. Using the relation for isotropic media
~D = −0r · ∇φ one obtains for a normal vector in x-direction:
0r · ∂φ
∂x
∣∣∣∣
semi
− 0∂φ
∂x
∣∣∣∣
vac
− σ = 0 (3.15)
Again, Eq. 3.15 can be discretized by employing difference operators.[77] Assuming
that all points x ≥ xsurf belong to the semiconductor, whereas all points x < xsurf
belong to either the tip or the vacuum, Eq. 3.11 needs to be replaced for x = xsurf
(or i = isurf, respectively) byr0
φi+1,j,k − φi,j,k
xi+1 − xi − 0
φi,j,k − φi-1,j,k
xi − xi-1 + σi,j,k
r0 (xi+1 − xi) + 0 (xi − xi-1)
2
+
φi,j+1,k − φi,j,k
yj+1 − yj −
φi,j,k − φi,j-1,k
yj − yj-1
yj+1 − yj-1
2
+
φi,j,k+1 − φi,j,k
zk+1 − zk −
φi,j,k − φi,j,k-1
zk − zk-1
zk+1 − xk-1
2

− e
0r
xi − xi-1
r (xi+1 − xi) + (xi − xi-1) ·
(
ni,j,k − pi,j,k −N+D +N−A
)
= 0
(3.16)
In the region of the semiconductor, Eqs. 3.11 (for x > xsurf), 3.16 (for x = xsurf),
3.12, and 3.13 have to be solved, whereas in the region of the vacuum only Eq. 3.11
has to be solved due to the absence of charge carriers. At the tip the electrostatic
potential φtip is set to a constant value, the so-called contact potential ∆φ.[78] It
can be interpreted as the potential difference between the tip and the surface of the
semiconductor
φtip = ∆φ = V + (EF − EC − χ+ φm) /e (3.17)
where V is the voltage applied between the tip and the semiconductor, χ is the
electron affinity of the semiconductor and φm is the work function of the tip.
3.1.4 Initial values
For the initial values of the electrostatic potential φ0i,j,k and the charge densities
n0i,j,k and p
0
i,j,k within the semiconductor, one assumes that the tip is located in-
finitely far away from the semiconductor’s surface. Hence, the semiconductor is
initialized without tip-induced band bending and with equally-distributed carrier
46
3.1 Electrostatic potential and carrier distribution
concentrations:
φ0i,j,k = 0 V
n0i,j,k = n0 + clight
p0i,j,k = p0 + clight
 for i ≥ isurf (3.18)
n0 and p0 (together with EF) can be easily obtained by solving the charge neutrality
condition n0 − p0 −N+D +N−A = 0, when the semiconductor is in equilibrium. For
a sample that is illuminated by a laser beam, the initial density of the light-excited
carriers clight can be estimated using
clight = α · Popt
EphAlight
· τ (3.19)
where α is the absorption coefficient of the semiconductor, τ is the lifetime of the
minority carriers, Alight is the illuminated surface area, Popt is the optical power of
the laser, and Eph is the photon energy. One could also take into account that Popt
depends exponentially on the penetration depth of the photons. However, for the
samples and light sources that were used in the experiments of this thesis (p-type
GaAs with α ∼ 1 · 104cm−1 for Eph = 1.58 eV [79], see below), the change of Popt
in the region of interest is in the range of only a few percent and hence can be
neglected.
For the given problem, one could have chosen other initial values that promise to
converge faster to the optimal solution. For example, one could have estimated
the tip-induced band bending within the semiconductor by the one-dimensional
solution of the Poisson equation as given in Chap. 2.3.6 and use these values for
φ0i,j,k. However, in practise, the approach given by Eq. 3.18 delivers good results.
3.1.5 Carrier generation and recombination
The generation and recombination process is modeled by radiative band-to-band
transitions. For samples with direct band gaps this recombination process is taken
to be dominant. The net recombination rate Rte in thermal equilibrium and without
illumination is given by[80]
Rte(x, y, z) = b · (n(x, y, z) · p(x, y, z)− n0p0) (3.20)
where b is the bimolecular recombination coefficient. When the laser is switched on,
electron and hole pairs will be created with a rate of Rlight = clight/τ . In the absence
of the tip-induced band bending (i.e. without a potential gradient for the carriers),
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a second equilibrium situation will be reached, when the net recombination rate
equals Rlight:
b · ((n0 + clight) (p0 + clight)− n0p0) = Rlight (3.21)
With the help of Eqs. 3.19 and 3.21, b can be determined and finally, the net
recombination rate R for the sample under illumination, suitable for substitution
in Eqs. 3.12 and 3.13 is given by
R(x, y, z) = b · (n(x, y, z) · p(x, y, z)− n0p0)−Rlight (3.22)
3.1.6 Numerical iteration method
The numerical iteration method used to solve Eqs. 3.11, 3.12, 3.13, and 3.16 should
be discussed briefly. Although there exist many different approaches for the numer-
ical solution of this system of nonlinear algebraic equations, it was decided to use
a successive over relaxation (SOR) Newton method because of the easy implemen-
tation and the advantage that Eqs. 3.11, 3.12, and 3.13 can be sequentially used to
find the solution.[77] A derivation of this and other methods in detail is for example
given by Selberherr.[77] Identifying Eqs. 3.11, 3.12, and 3.13 with F1(φ, n, p) = 0,
F2(φ, n, p) = 0, and F3(φ, n, p) = 0, respectively, the variation of the variables
δφk = φk+1− φk, δnk = nk+1− nk, and δpk = pk+1− pk of the k-th iteration step of
the SOR Newton method are evaluated by [77]
δφk,m+1 = −ω · F1(φ
k, nk + δnk,m, pk + δpk,m)
∂F k1
∂φ
δnk,m+1 = −ω · F2(φ
k + δφk,m+1, nk, pk + δpk,m)
∂F k2
∂n
δpk,m+1 = −ω · F3(φ
k + δφk,m+1, nk + δnk,m+1, pk)
∂F k3
∂p
(3.23)
where ω is a relaxation parameter. This means that an ”inner” iteration (index m)
has to be performed for each Newton step k.
3.1.7 Design of the mesh
In order to obtain the potential near the surface with the required spatial accuracy,
rather small distances between the points of the mesh used in the finite difference
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calculation are needed (in the order of 0.1 nm). However, for lower doped semi-
conductors the band bending may extend deep into the semiconductor (up to µm).
Hence, the mesh needs to cover a volume large enough to include the full decay of
the potential. In principle one could use a fully equidistant mesh, but the number of
points needed would make the calculation impractical. At large distances (x, y, and
z) from the semiconductor surface area facing the tip, the potential changes almost
linearly and hence the points of the mesh can be increasingly separated in space.
Along all three directions, equidistant points are used close to the surface area fac-
ing the tip. At larger distances, the point separation of the mesh is increased, until
the mesh volume is sufficiently large. Figure 3.2(a) illustrates a three-dimensional
view of a mesh similar to that used in the computations. The mesh points are
located at the intersections of the lines. For the sake of clarity, the mesh consists
only of one eighth of the mesh points used in the computation. Additionally, the
points in the vacuum are hidden. Figure 3.2(b) represents a cross-sectional view
along the central x-y plane (including mesh points in the vacuum). This mesh pro-
vides a full three-dimensional finite difference calculation, where any tip shape can
be modeled. It is not limited to hyperbolically-shaped tips, as previously used.[70]
(b)(a)
x
yz
x
y
Figure 3.2: (a) Three-dimensional view of a mesh, similar to that used in the
computations. The mesh points are located at the intersections of the lines. For
the sake of clarity, the mesh consists only of one eighth of the mesh points used
in the computation. Additionally, the points in the vacuum are hidden. (b)
Cross-sectional view of the central x-y plane (isometric projection) including the
mesh points in the vacuum. [P1], © 2015, American Physical Society.
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3.2 Calculation of the tunnel current beyond the
effective mass approximation
The calculation of the tunnel current density is based on the tunneling model pre-
sented in Chap. 2.3.4. The current density is given by Eqs. 2.73 and 2.74. It
depends on the band edge energies, obtained from the solution of the Poisson equa-
tion, along the axis perpendicular to the sample surface (x-axis in the electrostatic
calculation), through the tip apex.
These two equations cover the tunneling of electrons out of the valence band
(Eq. 2.73) and out of an electron accumulation zone in the conduction band (Eq. 2.74)
into the empty tip states as well as of electrons in the tip into the empty conduc-
tion band states (Eq. 2.74) or into a hole accumulation zone in the valence band
(Eq. 2.73).
The total tunnel current I is the sum of all current density contributions multiplied
by the tunnel area Atunnel: [78]
I = (JV + JC)× Atunnel (3.24)
This approach assumes parabolic bands and does not incorporate the tunneling of
light-excited carriers. Hence, the model is extended here in order to incorporate
the concentrations of both minority and majority carriers (including light-excited
carriers) obtained from the solution of the continuity equations. From these carrier
concentrations the quasi Fermi levels EFQ,C and EFQ,V at the surface are derived.
EFQ,C (EFQ,V) is the upper (lower) limit for the energy of the electrons (holes) in
the conduction band (valence band). These electrons (holes) can tunnel from the
conduction band (valence band) into the tip. Hence, the quasi Fermi levels replace
the upper limit of the first integral in Eqs. 2.73 and 2.74.
The quasi Fermi levels have to be determined precisely, because they affect criti-
cally the tunnel current density. Calculating the quasi Fermi levels on the basis of
Eqs. 2.91 and 2.92 using the carrier densities n(x, y, z) and p(x, y, z) is only accurate
enough for moderate carrier concentrations (n (x, y, z) < NC and p (x, y, z) < NV),
since the conduction band dispersion deviates from its parabolic approximation
almost directly at EC. Hence, for higher carrier concentrations one needs to inte-
grate the calculated density of states [DOS(E )] of the investigated semiconductor
(i.e. GaAs), e.g., taken from Chelikowsky and Cohen [81, 82]
n′ =
∫ ∞
EC
dEDOS(E)fS(E − EFQ,C) (3.25)
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p′ =
∫ EV
−∞
dEDOS(E)fS(EFQ,V − E) (3.26)
and numerically solve these integrals for EFQ,C and EFQ,V, such that n
′ (or p′)
equals the carrier concentration n(x, y, z) (or p(x, y, z)) at the surface below the tip
apex. The Fermi-Dirac distribution of the semiconductor fS(E) is approximated
by a step function here. The same approximation is already used in the derivation
of the tunnel current (Eqs. 2.73 and 2.74) and hence does not restrict the validity
further.[65]
Additionally, the effective masses meff,V and meff,C of the holes and electrons, re-
spectively, are taken to be energy-dependent. By substituting EFQ,C (EFQ,V) and
n(x, y, z) (p(x, y, z)) into Eq. 2.91 (Eq. 2.92), it can be solved for new quasi effec-
tive masses meffq,C (meffq,V), replacing meff,C (meff,V). The resulting quasi effective
masses and quasi Fermi levels are then used to calculate the tunnel current den-
sity.
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Chapter 4
Experimental techniques
4.1 Tip preparation
For all measurements of GaAs and GaN in this thesis, tungsten tips were used. This
becomes particularly important for experiments under light irradiation: Tungsten
is known to exhibit negligible tip-enhanced raman spectroscopy effects, due to the
plasmon resonance frequency that is in deep infrared, and thus cannot be excited
by the laser wave length used in the experiment.[83, 84]
The tips were produced by electrochemical etching with sodium hydroxide solution.
A ring of platinum wire is used as cathode. Within the Pt ring, a thin film of NaOH
solution is spanned. A tungsten wire with a diameter of 0.25 mm is penetrating
the NaOH film at the midpoint of the platinum ring, such that a 3-4 mm piece of
the tungsten wire is cut off through the etching process. This piece forms the tip.
With the tungsten wire as anode, an applied voltage initiates the etching process
as follows.[85]
Anode: W(s) + 8(OH)
− →WO2−4 + 4H2O + 6e−
Cathode: 6H2O + 6e
− → 3H2(g) + 6(OH)−
Total: W(s) + 2(OH)
− + 2H2O→WO2−4 + 3H2(g)
(4.1)
In order to keep the tip free of undesired reaction products that could coat the tip
and thus worsen the electrical conductivity, short pulses of reversed bias are applied
to the tip during the etching process.[86] After the etching process, the tip is cleaned
in distilled water and ethanol, followed by the direct transfer into the vacuum cham-
ber of the scanning tunneling microscope in order to minimize further oxidation in
air. Further in-situ treatments, like heating or electron bombardment,[58] is omit-
ted so as not to damage the very sharp foremost end of the tip. Hence, the tip is
ready to use right after the transfer to vacuum.
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20 nm50 µm
Figure 4.1: SEM (left) and TEM (right) image of tungsten tips, which were etched
by our setup previously reveal a common radius of curvature of approximately
10 nm. Images are taken from Ref. [87, 88].
As already shown (e.g. by Eq. 2.38), the radius of curvature of the tip apex is
notably affecting the tunnel current. Hence, a quantitative analysis requires the
determination of this parameter, first. SEM and TEM images of tungsten tips,
which were etched by our setup previously, like those shown in Fig. 4.1, reveal a
common radius of curvature of approximately 10 nm.[87, 88] This value was used
for all latter simulations of STS measurements on GaAs and GaN surfaces.
For measurements on InN samples, Pt-Ir tips (Pt0.8Ir0.2) were used, since the work-
function of this alloy (≈ 5.4 eV) is closer to the very large electron affinity of InN
(≈ 5.8 eV).[33] The tips were purchased from Agilent Technologies (no. N9801A).
They were also manufactured by electrochemical etching and exhibited significant
larger radii of curvature at the tip apex as compared to the tungsten tips etched
with our setup. SEM images revealed a common radius of curvature of about
100 nm.[89] This value was used for all latter simulations of STS on InN surfaces.
4.2 Sample preparation and cleavage
All samples used in this thesis where investigated by cross-sectional scanning tun-
neling microscopy at room temperature. This method requires thin samples that
can easily be cleaved in-situ. Therefore, the samples were cut from wafers into
rectangular pieces of 3-4 mm width and 5-6 mm height. Subsequently, the sam-
ples were grinded and polished to a thickness of ∼ 100 µm. Electrical contacting
was achieved by sputtering a layer of gold onto one half of the samples followed
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(a)
(b) (c)
(d)
Figure 4.2: (a) A ready-prepared GaN sample, cut from a GaN wafers into a
rectangular piece of 3-4 mm width and 5-6 mm height. The sample was grinded
and polished to a thickness of ∼ 100 µm. Electrical contacting was achieved
by sputtering a layer of gold onto one half of the sample followed by inducing
electrical discharges in the region of the gold layer in order to merge the gold
with the underlying semiconductor. (b) A GaN sample glued on a metal cube
and mounted on the specimen holder. (c) The same sample after the cleavage
procedure. Note that a flat cleavage surface was formed exactly at the position
of the small slit, as desired. (d) In-situ cleavage tool exerts a uniform pressure
on the sample and guarantees the best possible cleavage result.
by inducing electrical discharges in the region of the gold layer in order to merge
the gold with the underlying semiconductor. The formation of a flat cleave plane
is supported by small indented spots and a slit at one side of the samples (cf.
Fig. 4.2(a)). The such prepared samples were glued (with an electrically conduct-
ing two-component adhesive) to a metal cube and finally mounted on the specimen
holder (cf. Fig. 4.2(b)).
All samples investigated by XSTM/XSTS were cleaved in UHV (in-situ) at a pres-
sure of 1×10−10 mbar, to obtain clean, contamination free surfaces. For an optimal,
atomically flat cleavage plane, the cleavage tool (cf. Fig. 4.2(d)) exerts an uniform
pressure on the sample. A freshly cleaved sample is shown in Fig. 4.2(c).
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4.3 Sample properties
4.3.1 GaAs
The GaAs samples were cut from a commercial p-type GaAs(001) wafer with a Zn
doping. The hole concentration was (1-2) × 1018 cm−3. The samples were cleaved
such that clean, non-polar GaAs(110) surfaces were obtained.
4.3.2 GaN
The GaN samples investigated in the experiments consisted of n-type GaN lay-
ers (carrier concentration of 3×1018 cm−3), epitaxially grown on a free-standing
GaN(0001) substrate by MOCVD at 1050 ◦C. The samples were cleaved such that
contamination free GaN(1010), non-polar m-plane surfaces were obtained. Thus,
the measurements were performed in the cross-section on MOCVD grown GaN
layers.
4.3.3 InN
The InN samples investigated in this thesis were thick (1–2 µm) InN layers grown
in c-direction on free-standing GaN substrates. The growth was performed using
plasma-assisted molecular beam epitaxy. The GaN substrate and the InN layers
exhibited an n-type conductivity with a carrier concentration of a few 1018 cm−3.
The samples for cross-sectional STM measurements were cleaved such that clean
(1010), m-plane surfaces were obtained.
4.4 Experimental techniques for light-excited
scanning tunneling spectroscopy
For light-excited scanning tunneling spectroscopy measurements,[90] the sample
was illuminated with a (0.95 ± 0.05) mW diode laser through a window flange at
an angle of incidence of (62±3)◦. A wavelength of 785 nm (corresponding to an
energy of 1.58 eV, which is larger than the band gap) is used. With the help of
two micrometer screws, the beam direction could be adjusted precisely in order to
hit the sample exactly at the tip position (see Fig. 4.3). The focussing of the beam
spot was achieved by a built-in lens directly in front of the laser. The spot size
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(b)
Laser
angle fine
adjustment
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(a)
Figure 4.3: (a) Laser mounted on a linear stage at the window flange of the STM
chamber. (b) 90◦ rotated view of the laser and the linear stage. With the help
of the inner micrometer screws, the fine adjustment of the spot position on the
sample is achieved. The outer micrometer screws are used for coarse adjustments.
was measured in units of the width of the sample, which was determined previ-
ously with an calibrated optical microscope. The smallest focus, which could be
achieved was elliptical (due to the inclined incident angle) with major and minor
axes of (50±10) and (100±20) µm. The irradiance of the laser beam was further-
more weakened by the transmission through the lens, the window flange and the
reflection on the sample. The reflection at the sample’s surface (i.e. GaAs) was
calculated for an incident angle of (62±3)◦ to (30.5±0.5)% and the losses at the
window flange and lenses to (7±1)%. Hence, (60.1±1)% of the original irradiance
is deposited in the GaAs sample. This corresponds to an average irradiance of
(1.45±0.44)×105 Wm−2.
In contrast to many other experiments, no mechanical chopper was used, since
the laser intensity may be influenced by a partially concealed laser beam (laser
intensity changes gradually at the chopper edges). Hence, during the acquisition
of current-voltage spectra, the laser was electrically modulated by the STS control
electronics.[91] In contrast to standard current-voltage spectra, the current with
and without illumination was measured consecutively at each voltage step. Each of
these steps took 1280µs, during which first the laser was turned on for 180 µs only to
minimize thermal drift. Second, the current without illumination was then acquired
800 µs after turning off the laser. Importantly, the current-voltage spectra with and
without illumination were hence probed at the same tip-sample separation, which
was fixed by the set voltage and current without illumination.
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4.5 Cross-sectional transmission electron
microscopy
The InN samples were also investigated in cross-section by TEM. The specimens
were prepared by ion beam milling. A final cleaning of the TEM specimens was
performed with low energy Ar-ion bombardment (0.5 eV) at liquid N2 temperature
using a Fischione Nanomill system. Structural investigations were performed using
a FEI Titan TEM equipped with a spherical aberration corrector at the image
plane.
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Light-excited scanning tunneling
spectroscopy on the GaAs(110)
surface
This chapter is adapted from [P1] (see list of own publications, p. 119),
© 2015, American Physical Society.
5.1 Introduction
The efficiency of solar cell and optoelectronic devices is closely connected to the
nanoscale distribution of charge carriers. For example, defects can give rise to non-
radiative carrier recombination centers, reducing the charge carrier concentration
locally.[45, 46] Such effects are detrimental to both the electron-light and light-
electron conversion efficiencies in optoelectronic and solar cell devices, respectively.
In order to understand the physical processes involved at the atomic scale, the
materials used in the device structures need to be investigated simultaneously under
illumination and with atomic resolution.
Photo-excited scanning tunneling spectroscopy[92] is ideally suited to probe the
illumination-induced local surface photovoltage, band bending, carrier concentra-
tion, and the electrostatic potential distribution with atomic resolution.[45, 46, 47,
48, 49, 50, 51, 52, 53] For a quantitative analysis, particularly of the local charge
carrier concentration and redistribution, a fundamental physical understanding and
theoretical modeling of the photo-excited tunneling spectra would be needed. Graf-
stro¨m pointed out that a realistic model ”should allow the various quantities in-
volved such as recombination rates and tip-induced band bending to be identified
59
Chapter 5 Light-excited scanning tunneling spectroscopy on the GaAs(110) surface
more reliably and should put the interpretation of spatial variations of the mea-
surement signal on a more solid ground.”[93] However, to date mostly qualitative
explanations attribute the photo-excited tunneling spectra to changes of the band
bending under illumination.[47, 50, 51, 69, 94, 95, 96, 97, 98] Reliable quantitative
simulations of and fits to photo-excited tunneling spectra are still lacking.
Prins et al.[99], Sommerhalter et al.[100], and Vu et al.[101] developed first ap-
proaches to the problem. Prins et al. focused on pinned surfaces with a high density
of surface gap states, but did not take into account tunneling into the conduction
and out of the valence band. Sommerhalter et al. modeled unpinned surfaces
without surface gap states using a one-dimensional metal-insulator-semiconductor
model. Both approximated the tunnel current with a thermionic emission current
model, which according to Sommerhalter et al. represents a simplification com-
pared to the earlier method presented by Feenstra and Stroscio.[66] In addition
the one-dimensional model used by Sommerhalter et al. as well as the planar one-
dimensional GaAs-insulator-Au tunnel contact measured and simulated by Vu et
al. do not take into account the localized nature of the STM tip, which significantly
affects the electric field distribution near the tip apex and thus band bending.[70]
The universally applicable and detailed three-dimensional quantitative description
of the effect of illumination on the tunnel current developed in Chap. 3 will be
used to calculate the tunnel current under light irradiation and will be compared
quantitatively to laser-excited tunnel spectra measured from GaAs(110) surfaces.
A detailed discussion of the different tunnel current contributions with and without
laser excitation is provided. This analysis demonstrates that the modeling devel-
oped in Chap. 3 provides a comprehensive quantitative description of photo-excited
tunneling spectra.
5.2 Experimental results
The freshly cleaved, p-doped GaAs(110) surface consisted of very large atomically
flat terraces separated by steps. An example is shown in Fig. 5.1. The step edges
along the [110] direction where shown to induce defect states in the band gap.[102]
However, the spatial extension of these states was found to be in the order of
a few nanometers around the step edge[102] and thus can be neglected for our
measurement in the middle of the 500 nm or more wide terraces. Only a very low,
typical[103, 104, 105], defect concentration of . 5× 1010 cm−2 was present. Thus,
no relevant concentrations of extrinsic surface states and hence no extrinsic pinning
can be expected.[106]
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200 nm
1.2 μm
1 nm
1 nm
[001]
[110]
Figure 5.1: STM image of the occupied states of the non-polar GaAs(110) cleave
surface that was used for the light-excited STS experiments. The image was
acquired with a constant current of 150 pA and a sample voltage of -1.9V. It
consisted of very large atomically flat terraces separated by steps. The averaged
height profile, shown at the lower right corner of the image was measured at the
region indicated by a dashed rectangle and serves as height scale for the image.
Inset: Atomically resolved STM image measured at one of the terraces. (also
occupied states, same setpoint) Note, the steps formed along the [110] direction.
Figure 5.2 shows two current-voltage spectra obtained simultaneously at identical
tip-sample separations using the experimental setup described in Sec. 4.4. The
spectrum shown with (black) triangles has been measured in dark. The (red)
squares represent the spectrum measured under illumination. At positive voltages
both spectra coincide and have identical onset voltages of about +1.7 V. However,
at negative voltages, the current measured under illumination is higher than that
measured without light. In addition, the illumination shifts the onset voltage of
the spectrum from -0.6 V (dark) to -0.4 V (illuminated).
The two spectra shown are representative of a larger set of measurements done
on several p-GaAs(110) surfaces. The common features of these measurements
are: (i) no change of the tunnel current at positive voltages by illumination, (ii)
illumination increases the tunnel current at negative voltages, and (iii) the onset
voltage of the tunnel current at negative voltages is always close to -0.4V under
illumination using a laser energy of 1.58 eV (785 nm). Note, under dark conditions
the onset voltage for tunneling at negative voltages naturally shifts downward for
lower doped samples due to the increasing band bending.[107]
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Figure 5.2: Current-voltage spectra obtained on a p-doped GaAs(110) surface
with (red squares) and without (black triangles) illumination for identical tip-
sample separations. The setpoint is -2.0 V and 150 pA (without illumination).
The laser excitation increases the tunnel current only at negative sample volt-
ages. At positive voltages no effect is detectable. [P1], © 2015, American Phys-
ical Society.
5.3 Qualitative interpretation
In order to interpret laser-excited tunneling spectroscopy, such as the example
shown in Fig. 5.2, a qualitative description is given, first. It should be recalled that
for p-doped GaAs(110) surfaces without laser excitation, the current at positive
voltages arises from electrons tunneling into the empty conduction band states
(conduction band current, IC). At negative voltages, the electrons tunnel from
the filled valence band states into the empty tip states (valence band current,
IV).[13] Due to the negligible concentration of surface states within the fundamental
band gap and the moderate doping concentration of 2 × 1018 cm−3, the applied
electric field between the tip and the sample is not fully screened at the surface and
penetrates into the semiconductor. This tip-induced band bending[66, 108, 109] is
qualitatively reduced with increasing free charge carrier concentration.[13, 107, 110]
Hence, the onset voltages contain information about the distribution of charge
carriers.[111, 112]
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Figure 5.2 shows that the onset voltage of the conduction band current (at positive
sample voltages) remains unchanged under illumination. This is due to the upward
band bending, resulting in accumulation of majority carriers at the surface of the
semiconductor. The concentration of light-excited majority carriers is smaller than
or roughly equal to that of thermally generated majority charge carriers (as shown
below). Therefore, the upward band bending is not altered significantly and the
tunnel current remains essentially unchanged.
In contrast, the onset voltage of the valence band current (negative sample volt-
ages) is shifted towards smaller negative voltages by δVonset ≈ +0.2 V under illumi-
nation (Fig. 5.2). This indicates the presence of light-excited minority carriers at
the semiconductor’s surface: Due to the tip-induced downward band bending, the
minority carriers (electrons) will move towards the surface, while the majority car-
riers (holes) drift deeper into the bulk material. The concentration of light-excited
minority carriers is orders of magnitude higher than that of thermally generated
minority carriers. On the one hand, this enhances the screening of the electric field
and thus reduces the downward band bending at negative voltages under illumina-
tion. Reduced band bending also results in an increased density of valence band
states available for tunneling and hence a higher tunnel current. On the other hand,
light-excited minority charge carriers at the semiconductor surface can tunnel into
the tip, increasing the tunnel current. The relative magnitude of these two effects
is unclear and needs to be investigated quantitatively using the model developed
in Chap. 3.
5.4 Results and discussion
In this section, the measured spectra, as illustrated in Fig. 5.2, are analyzed and
discussed. The quantitative description developed in Chap. 3 is applied to compute
the tunnel currents under different physical assumptions and parameters as well as
with and without illumination. The results of the computation are fitted to the
measured spectra, in order to test the validity of the quantitative description of
photo-excited STS.
For the particular case of the GaAs(110) surface, a quantitative physical explanation
of the measured tunnel spectra requires the inclusion of intrinsic surface states
energetically located within the bands. The physical effect of the surface states
on the illuminated tunneling spectra is described with two different models. For
both models the tunnel currents are computed and fitted to the measured spectra,
followed by a comparative discussion.
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5.4.1 Effect of GaAs(110) surface states on the tunnel
spectroscopy
At this stage the origin of the relevant tunnel current contributions is recalled first,
followed by a discussion of the effect of surface states. Electrons can tunnel from
the valence band into the tip, if the energy of the highest occupied state of the tip
(EF,tip = EF+eV ) is below the bulk valence band edge of the semiconductor. On the
other hand, if EF,tip is energetically above the bulk conduction band edge, tunneling
of electrons from the tip into the conduction band is possible. These two processes
usually form the main contributions of the tunnel current, denoted by IV and IC,
respectively. In addition, an accumulation current Iacc can occur for n-type (p-type)
semiconductors, if the conduction (valence) band is bent below (above) EF near the
surface (majority carrier accumulation).[13] For n-type surfaces the accumulation
current arising from the electron accumulation zone in the conduction band Iacc
was derived to be at least one order to magnitude larger than IV. However, this
was not confirmed by measurements on n-doped GaAs(110) surfaces.[13] Ja¨ger et
al. [13] and Ishida et al. [15] explained this discrepancy by the presence of surface
states.
The GaAs(110) surface has two relevant intrinsic surface states located energetically
within the bands. The filled one is close to the valence band edge and corresponds
to the dangling bond above the As surface atoms. It is commonly labeled A5 and
has its energetic maximum at the Γ-point of the surface Brillouin zone. The empty
one is also a dangling bond state, but localized above the Ga surface atoms. It
is energetically slightly above the conduction band edge with its minimum at the
edge of the surface Brillouin zone (X-point). It is commonly labeled C3.[113, 114,
115] All other surface states are deeper within the bands and hence not relevant
here.[113, 116, 117] For the explanation of the discrepancy between measured and
calculated accumulation current Iacc, only the empty C3 surface state is important:
Ja¨ger et al. suggested that the accumulation current is suppressed, because the
tip cannot accommodate conduction band electrons tunneling out of the empty C3
surface state due to the nonzero parallel momentum.[13] Ishida et al. assumed in
addition that the C3 surface state can be partially filled, effectively pinning the
Fermi level. This reduces the charge density in the accumulation layer and hence
the magnitude of Iacc.[15]
Measurements in this paper were performed on p-doped - not on n-type - GaAs(110)
surfaces. The p-type GaAs(110) surface exhibits a Fermi level near the valence
band edge. Without illumination, the minority carrier concentration is too low
to support an inversion layer (i.e. ”accumulation” of electrons in the conduction
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band) near the surface under tunneling conditions.[13] Hence, in the dark no current
could be supported from electrons tunneling out of the conduction band. The
situation changes under illumination, when light-excited electrons are generated.
These electrons behave like thermally excited electrons in the conduction band
of an n-type sample. Thus, for p-type samples, a tunnel current similar to the
accumulation current Iacc on an n-type sample arises from the tunneling of light-
excited electrons out of the conduction band at negative sample voltages. This
photo-induced tunnel current is denoted Iphoto in the following (not to be confused
with the current arising from the photoelectric effect).
In analogy to the explanations of the suppressed accumulation current on n-type
GaAs(110) in the dark[13, 15], the photo-induced tunnel current is modeled under
two different physical conditions: full suppression of the accumulation current and
hence the photo-induced tunnel current and a reduced electron accumulation due
to surface-state-limited band bending.
5.4.2 Parameters of the calculation
For the calculations a hyperbolically-shaped tip with a radius of curvature of 10 nm,
an apex angle of 45◦, and a work function of 4.5 eV is assumed. For the GaAs sample
a p-type doping of 2× 1018 cm−3, an electron affinity of 4.07 eV, and bulk effective
masses are used. The tip-sample separation was used as the only fitting parameter
to adjust the calculated tunnel current to the measurement under dark conditions.
The best fit was obtained for a tip-sample separation of 0.925 nm. The same value
was used for all further calculations under illumination, since the spectra were
measured at identical tip-sample separations. For the light-excited charge carriers
a minority carrier lifetime of 5 × 10−9 s is used for Zn-doped GaAs following Ref.
[118, 119] as well as hole and electron mobility values of 150 and 2400 cm2V−1s−1,
respectively.[120] The irradiance of the incident laser beam was used as the only
fitting parameter for the calculation of the illuminated curves. The best fit values
will be then compared with the experimentally used laser irradiance.
5.4.3 Results of the calculation
Full suppression of electron tunneling from the conduction band
accumulation layer
In this section it is assumed that the light-excited carriers in the conduction band
of our p-type GaAs(110) sample cannot tunnel into the tip (Iphoto = 0). The
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Figure 5.3: Calculated valence (EV) and conduction (EC) band-edge positions
as a function of the distance from the semiconductor’s surface for (a) negative
(-1.0 V) and (b) positive (+1.6 V) voltages applied to the sample. The band-
edge positions were calculated on the assumption that the surface states do not
influence the band bending. The sample is shown on the right side at positive
distance values. The Fermi energy (EF) is close to the valence band edge in the
bulk. The tip with its Fermi energy at EF+eV is shown on the left side. The dark
shaded (light shaded) areas represent filled (empty) states. The band gap and the
vacuum gap (tunnel barrier) between the surface (at 0 nm) and the tip position
(at -0.925 nm) are shown in white. Dashed lines show the semiconductor’s band
edges without illumination, while solid lines correspond to the illuminated case.
Note the reduced band bending under illumination. [P1], © 2015, American
Physical Society.
computational results are presented in Figs. 5.3, 5.4, and 5.5. Figure 5.3 illustrates
the band edge positions at the central axis through the tip as a function of the
distance from the semiconductor surface for voltages of (a) −1.0 V and (b) +1.6 V
without (dashed lines) and with (solid lines) illumination. Figures 5.4 and 5.5
show cross-sectional two-dimensional plots of (a) the electrostatic potential, (b)
the electron concentration, and (c) the hole concentration through the central y-x
plane for −1.5 V and +1.5 V, respectively, without (left frames) and with (central
frames) illumination. The results correspond to the best fit of the model of full
suppression of the photo-induced tunnel current to the experimental data, using
a irradiance of the laser of (22±5)×105 Wm−2. Note that the calculated tunnel
current for the best fitting solution will be shown and discussed in Sec. 5.4.4.
For negative voltages and under illumination, light-excited electrons accumulate
near the surface (see Fig. 5.4(b2)). The electron concentration near the surface
locally reaches 6 × 1020 cm−3. Note the color scale of the electron concentration
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in Fig 5.4(b2) is reduced by a factor of 5 × 10−2 compared to the scale on the
right side of Fig 5.4(b3). This is 300 times larger than the hole concentration in
the bulk. Under dark conditions (see Fig 5.4(b1)), almost no free electrons are
present and hence the density of electrons accumulating at the surface is almost
zero (approximately a factor of 1016 smaller than under illumination. Note the
color scale of the electron concentration in Fig 5.4(b1) is enhanced by a factor of
5× 1014 to visualize the distribution.) In contrast, the hole concentration changes
only slightly, when the laser is turned on (Fig. 5.4(c1) and (c2)). The accumulated
photo-induced electrons are screening the tip-induced band bending. The combined
effect on the electrostatic potential φ is illustrated in Figs. 5.4(a1), 5.4(a2), and
5.3(a). For example, at an applied voltage of −1.0 V, φ decreases from −0.59 V
to −0.37 V when the sample is exposed to laser light. The reduced potential will,
according to Eqs. (2.73), (2.74), and (3.24), lead to an increased valence band
tunnel current IV in accordance with the experimental observation (Fig. 5.2).
For positive voltages, the screening is primarily determined by the thermally-
generated holes (accumulating at the surface) (Fig. 5.5(c1) and (c2)), since the
concentration of light-excited holes is almost two orders of magnitude lower. The
light-excited electrons move away from the surface (Fig. 5.5(b1) and (b2)). Hence,
the electron concentration near the surface is small, regardless of whether the laser
is switched on or off. Thus, no significant change in the tip-induced band bending
can be observed for the dark and illuminated cases in Figs. 5.3(b) and 5.5(a1) and
(a2). In consequence, no change in the tunnel current occurs at positive voltages
in agreement with the experimental observation.
Surface-state-limited band bending
In this section it is assumed that (i) the light-excited electrons can partially oc-
cupy the empty C3 surface state, but a direct tunneling out of the surface state
is negligible,[101] and (ii) light-excited carriers can tunnel out of the conduction
band (|Iphoto| > 0). In analogy to Ref. [15] the C3 surface state is modeled by a
Gaussian distribution peaking at an energy ESS of 0.33 eV above the conduction
band minimum with a FWHM of 0.25 eV. A surface state density of 4.4×1014 cm−2
is assumed, corresponding to one state per surface cation.[15] The surface state is
electrically neutral, if it is positioned completely above the quasi Fermi level of the
conduction band (EFQ,C). For positive voltages and thus upward band bending, the
surface state will remain unoccupied and the band bending does not change. For
negative voltages and downward bend bending, the tail of the Gaussian distribution
will move below the quasi Fermi energy and thus create a negative surface charge
distribution. This additionally screens the tip-induced band bending and hence
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Figure 5.6: As for Fig. 5.3, but calculated assuming that the empty surface state
is partially filled and hence limits the tip-induced band bending. Shown are the
band edge positions under illumination (solid lines) and under dark conditions
(dashed lines). IPhoto indicates the photo-induced tunnel current. [P1], © 2015,
American Physical Society.
reduces the bulk electron concentration near the surface. The resulting band edge
positions EV and EC are shown in Fig. 5.6 as a function of the distance from the
surface. For comparison with the previously discussed model, the cross-sectional
plots of the potential as well as electron and hole distributions are shown in the
right columns of Figs. 5.4 and 5.5 for -1.5 V and +1.5 V, respectively. Again, the
screening arises from electrons filling the surface state and accumulating near the
surface at negative voltages and from holes accumulating near the surface at pos-
itive voltages. The photo-induced tunnel current Iphoto arises from photo-excited
electrons in the conduction band, as indicated in Fig. 5.6(a).
Figure 5.7 shows the band edge positions EV and EC at the surface as a function
of the applied voltage under illumination. The quasi Fermi levels EFQ,V and EFQ,C
are drawn as dotted lines. The peak position of the Gaussian distribution of the C3
state is drawn as a solid line and denoted ESS. For the purpose of illustration an
energy interval of 4σ around ESS indicates the energetic width of the surface state.
The occupied part of the Gaussian distribution of the surface state up to EFQ,C is
indicated. Note that a partial occupation of the surface state is already sufficient
to limit the tip-induced band bending.
Hence, in this model, the change of the tunnel current between the illuminated
and dark case is caused by the limited band bending and the tunneling of light-
excited electrons from the conduction band into the tip. The best fit of the surface
state-limited band bending model to the experimental data is achieved using an
irradiance of the laser of (1+0.7−0.3)×105 Wm−2.
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Figure 5.7: Band edge positions EV and EC at the surface as a function of the
applied voltage under illumination. The quasi Fermi levels EFQ,V and EFQ,C are
drawn as dotted lines. The peak position of the Gaussian distribution is denoted
ESS, while an energy interval of 4σ around ESS indicates the energetic extension
of the surface state. The occupied part of the Gaussian distribution of the surface
state up to EFQ,C is indicated. [P1], © 2015, American Physical Society.
5.4.4 Comparison of the calculated and measured tunnel
currents
Figure 5.8 shows the measured spectra under dark (black triangles) and illuminated
(red squares) conditions taken from Fig. 5.2 together with the calculated currents
(lines) under different conditions. First the spectra under dark conditions will be
discussed. The calculated current, which is shown as a black solid line, represents
the best fit using only the tip-sample separation as a fitting parameter (0.925 nm).
This tip-sample separation is a reasonable value for STM operation. Note that the
calculated tunnel current under dark conditions is identical for both models. Good
agreement is found between the onset voltages of the calculated black solid curve
and of the experimental data (triangles).
At this stage, the criteria for the best fit need to be briefly discussed: The theoret-
ical foundation of the tunnel current calculation is most accurate for the smallest
voltages, i.e. at the onset voltages. In addition, the onset voltages of the tunnel
current are also experimentally the most accurate features. Therefore, the fits,
which reproduce best the onset voltages and the initial current slope near the onset
voltages were chosen. The deviation of the calculated curve from the measured
data points at larger magnitudes of voltage is due to the non-parabolic bands at
larger energies.[16]
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Figure 5.8: I-V curves obtained from a p-type GaAs sample with (red squares)
and without (black triangles) illumination compared to computational results
(solid and dashed lines). The fit of the current for dark conditions is represented
by the black solid curve. The red solid line was calculated assuming full suppres-
sion of electron tunneling from the conduction band accumulation layer. The
tunnel current at negative voltages arises from electrons tunneling out of the
valence band only. The blue solid line shows the tunnel current for the case of
the surface-state-limited band bending. Here the tunnel current is composed of
a valence band current and a photo-induced tunnel current. The red dashed line
was calculated using the same parameters as for the red solid curve, but assuming
tunneling out of the photo-excited conduction band accumulation layer. Simi-
larly, the blue dashed curve corresponds to a tunnel current, which was derived
for the same parameters as for the blue solid curve, but assuming that the surface
state cannot be electrically charged. The blue and red solid lines fit well to the
experimental data, but require significantly different irradiance levels, given in
the table (inset). Note, all the calculated spectra coincide at positive voltages.
[P1], © 2015, American Physical Society.
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Figure 5.9: Concentration of light-excited bulk electrons at the surface opposite
to the tip apex vs. voltage under illumination for a full suppression of the photo-
induced tunnel current (red solid line) and a surface-state-limited band bending
with photo-induced tunnel current (solid blue line). The blue dashed line il-
lustrates the case of a photo-induced tunnel current, but with no surface state
charging. The laser irradiance levels (inset) are identical to those in Fig. 5.8.
Under illumination, the tunnel current was fitted using the irradiance of the laser
beam as the only fitting parameter. The tip-sample separation of 0.925 nm de-
termined from the dark spectrum was kept constant, since the pair of dark and
illuminated experimental spectra were measured at identical separations. The best
fit of the calculated current, assuming full suppression of the photo-induced tunnel
current, is shown as solid red curve in Fig. 5.8. Note, the current at positive volt-
ages is independent of the illumination and hence all the calculated curves coincide
in this voltage range. The result matches the current and the onset voltages of the
measured spectrum under illumination on the positive and negative branch.
In order to illustrate the magnitude of the photo-induced tunnel current, if not
suppressed, the red dashed line was derived using the same laser irradiance as for
the red solid curve, but assuming now that the photo-induced electrons can tunnel.
The resulting total current is dominated by the photo-induced tunnel current and
is more than one order of magnitude larger than the measured one. Note, the
onset voltage for the negative branch is moved to a small positive voltage of 0.3 V.
Electrons tunneling out of the sample already at positive voltages have been indeed
experimentally observed previously for large laser irradiance.[99, 100]
The blue solid curve in Fig. 5.8 shows the best fit of the calculated current employ-
ing surface state-limited band bending including a photo-induced tunnel current
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(tunneling of light-excited electrons accumulated at the surface). It agrees also
well with the measured spectrum, but the best fit is obtained for a significantly
lower laser irradiance as compared to the red curve (see discussion below).
If one assumes that the surface state cannot be occupied by electrons, the lack
of surface charges screening the electric field is compensated by the accumulation
of additional light-excited electrons at the surface, as shown by the blue dashed
line relative to the blue solid line in Fig. 5.9. This leads to a slightly higher photo-
induced tunnel current at large voltages, but similarly well fitting at small voltages.
The reduction of the current by surface state limited band bending is hence already
detectable at the present small laser irradiance, but its effect is much more pro-
nounced at larger laser irradiances.
5.4.5 Comparison and discussion of the models
The dashed blue, solid blue and red lines in Fig. 5.8 demonstrate that all models
describe the slope, shape, and onset voltages of the measured spectrum under illu-
mination on the positive and negative branch well. Hence, from this point of view
it is almost impossible to decide, which model is physically more appropriate. How-
ever, one can discriminate physically these different models. First, the assumption
that the surface state cannot be charged when dragged below the Fermi energy at
negative sample voltages, is not supported by any experimental or theoretical evi-
dence thus far. Hence, the assumption of a photo-induced tunnel current without
surface state limited band bending has to be discarded. For a further discussion
of the two remaining models, one has to focus on the electron concentration at
the surface (Fig. 5.9) for the two best fits shown as blue and red solid lines in
Fig. 5.8. Figure 5.9 shows that the surface-state-limited band bending model ex-
hibits more than one order of magnitude fewer carriers at the surface (blue solid
line), than the model of a full suppression of photo-induced tunnel current (red
solid line). A smaller amount of light-excited electrons at the surface originates
from less laser irradiance: The best-fitting irradiance is found to be smaller for
the surface state limited band bending model [
(
1+0.7−0.3
) × 105 Wm−2] as compared
to (22±5)×105 Wm−2 for the full suppression model of the photo-induced tunnel
current.
The experimentally used laser irradiance (given in Chap. 4.4) is
(1.45±0.44)×105 Wm−2. This value agrees well only with the irradiance obtained
using the surface-state-limited band bending model including the photo-induced
tunnel current. Experimentally the laser irradiance required for the other model
was not reached, and hence it can be discarded.
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5.5 Conclusions
The quantitative description of photo-excited scanning tunneling spectroscopy, de-
veloped in Chap. 3, is applied to experimental data measured on a p-doped GaAs(110)
surface. The potential and charge carrier distributions within the photo-excited tip-
vacuum-semiconductor system is described by the Poisson as well as the hole and
electron continuity equations, which are solved by a finite difference algorithm.
On the basis of the calculated potential and charge carrier distributions the dif-
ferent contributions to the tunnel current are calculated. Due to the presence of
non-equilibrium charge carriers, the calculation of the tunnel current requires an
extension of the tunnel current model of Feenstra and Stroscio, in order to include
the quasi Fermi levels of the light-excited carrier concentrations. For the GaAs(110)
surface, the calculated tunnel currents for different physical models with and with-
out illumination are fitted to the experimental data. The best fit is obtained for a
tip-induced band bending, which is limited by the partial occupation of the C3 sur-
face state in the conduction band with light-excited electrons. The tunnel current
at negative voltages is then composed of a valence band contribution and a photo-
induced tunnel current of excited electrons in the conduction band. At positive
voltages the tunneling of electrons into the conduction band dominates.
How can the quantitative description developed here be applied? Excited charge
carriers are particularly relevant in solar cell structures and in light emitting de-
vices, where the spatial distribution of charge carriers, e.g., at defects and interfaces,
is critically affecting the efficiency. In order to measure local charge carrier distri-
butions quantitatively with (preferably) atomic resolution by STM, one needs to
correlate the tunnel current with the excited charge carrier concentrations. The
quantitative description developed here closes this gap, by putting the interpreta-
tion of photo-excited (as well as non-excited) tunneling spectra of many different
systems on a solid quantitative foundation. By fitting the calculated tunnel current
to tunneling spectra with light-excited carriers using as reference spectrum the si-
multaneously measured dark spectrum, one obtains the best fit value of the laser
irradiance, which is directly connected to the charge carrier concentration. Thereby,
one can extract from the pairs of dark and illuminated tunneling spectra the lo-
cally present excited charge carrier concentration. By doing this spatially resolved
one may ultimately derive maps of the local excited charge carrier concentration.
Hence, the quantitative description developed here promises to reach significantly
deeper physical insight in the physical processes and behavior of excited charge
carriers in semi-conducting materials.
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Chapter 6
Polarity dependent pinning of a
surface state
This chapter is adapted from [P2] (see list of own publications, p. 119),
© 2015, American Physical Society.
6.1 Introduction
Chargeable electronic states at semiconductor interfaces, with energies inside the
fundamental band gap, commonly induce a phenomenon known as Fermi level
pinning.[121] These states can either arise from the interface bonding structure
of the semiconductor with, e.g., a metal (so-called metal-induced gap states),[122]
or originate from the broken periodicity and the resulting dangling bonds at a
semiconductor-vacuum surface.[123] At high densities these surface states may ac-
commodate large quantities of surface charges, which effectively shield the under-
lying semiconductor from electric potentials applied at the surface (e.g, by metal
contacts). The screening shifts the semiconductor’s bands and aligns the Fermi
level with the energy of the surface states (so-called Fermi level pinning). This
effect influences the charge transport across the surface or interface and thus the
Fermi level pinning phenomenon is of critical importance for semiconductor-based
devices and nanostructures.[124]
It is commonly understood that at sufficiently high densities of surface states in
the order of ≈ 6 × 1014cm−2 (corresponding to intrinsic surface states), the Fermi
level pinning is essentially independent of the doping as well as of the polarity
of externally applied electric fields. This equilibrium model assumes a free charge
transfer between bands and surface states. In this chapter it will be illustrated that
surfaces with chargeable surface states within the fundamental band gap can exhibit
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a polarity dependent pinning, since the rate of electron transfer between the bands
and surface states is too small due to quantum mechanically prohibited optical
transitions. This leads to a one sided, polarity dependent Fermi level pinning,
which by itself can create a rectifying behavior.
In order to demonstrate this effect, the semiconductor-vacuum-metal tip config-
uration in a scanning tunneling microscope is used as model system. Scanning
tunneling microscopy together with spectroscopy is one of few experimental meth-
ods to probe empty and filled surface states in a single experiment.[62, 125] The
tunnel current is highly sensitive to the band edge positions, providing a direct
access to the surface potential and hence to the Fermi level pinning.[53, 112, 126]
Furthermore, the metallic tip of the STM can be used to apply electric fields, in
order to probe the Fermi level pinning as a function of the magnitude and polarity
of the applied field.
As semiconductor the clean GaN(1010) surface is investigated, since most tetra-
hedrally coordinated non-polar compound semiconductor surfaces can be expected
to behave similarly. Non-polar compound semiconductor cleavage surfaces typ-
ically have one occupied anion-derived and one empty cation-derived dangling-
bond surface state. If these surface states are shifted energetically into the bulk
bands, as e.g., for GaAs(110),[127] the tunneling spectroscopy seems to be rather
well understood.[13, 15, 66, 125] In contrast, for GaN(1010) the energetic posi-
tion of the empty surface state was controversially debated,[128] since the initial
STS experiments[129, 130] and calculations[131, 130] found no surface state within
the fundamental band gap. However, recent calculations[28, 29, 30, 31] as well as
STS experiments at very small tip-sample separations revealed a ”hidden”, intrin-
sic empty surface state within the fundamental band gap, which has a very small
spatial extension into the vacuum.[132] Hence, GaN(1010) is used as an example
of the group of compound semiconductors, whose non-polar cleavage surfaces have
an intrinsic surface state in the fundamental band gap.
6.2 Experimental results
The investigated region of the freshly cleaved GaN(1010) surface consisted of large
atomically flat terraces (see examples in Fig. 6.1 and inset of Fig. 6.2), separated
by steps. The steps were found to arise typically from dislocations or stacking
faults.[26, 133] STM images reveal that the GaN(1010) cleavage surfaces used for
the experiments have a low defect concentration. Thus, no relevant concentrations
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400 nm
1 nm
50 nm
[0001]
[1210]
Figure 6.1: STM image of the occupied states of the non-polar GaN(1010) cleave
surface (m-plane), that was also used for STS experiments. The image was
aquired with a constant current of 5 pA and a sample voltage of -4.0 V. It con-
sisted of partially very large atomically flat terraces separated by steps. The
averaged height profile, shown at the lower right cover of the image was mea-
sured at the region indicated by a dashed rectangle and serves as height scale for
the image.
of extrinsic surface states and hence no extrinsic pinning can be expected. How-
ever, the surface should be intrinsically pinned due to the empty surface state in
the fundamental band gap.[132]
The tunneling spectrum in Fig. 6.2, shown as black squares, exhibits a tunnel
current branch at positive and negative voltages and a region in between with no
detectable tunnel current (noise level ≈2 pA). The current onset voltages are about
+1 V and −1.5 V, respectively. In this experiment, the voltage range without tunnel
current (×e) is significantly smaller than the bulk band gap of ≈3.4 eV. Further-
more, the onset voltage of +1 V is significantly larger than that of other n-type
non-polar compound semiconductor surfaces, for which values down to almost 0 V
are typical.[15, 134] Note, the same features, i.e., onset voltages and apparent band
gap, are found in tunneling spectra measured on HVPE grown GaN(1010) cleavage
surfaces as well as in published spectra in the literature.[130, 132] Hence, the shown
spectrum is representative and well reproducible.
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Figure 6.2: Scanning tunneling spectroscopy of n-type GaN(1010) at 290 K. The
squares show the experimental data measured at a tip-sample separation fixed
by a set voltage of −3.6 V and a set current of 150 pA. The lines represent
calculations of the tunnel current with no intrinsic surface state in the band gap
(red solid and dashed lines) and with an empty surface state at EC−0.7 eV (blue
solid and dashed lines), pinning the Fermi energy, respectively. Inset: STM image
of the GaN
(
1010
)
surface, on which the spectrum was measured. [P2], © 2015,
American Physical Society.
6.3 Qualitative description
In order to evaluate the measured tunneling spectra, a short qualitative discussion
will be given before continuing with a detailed numerical simulation. First, if a
surface is fully pinned due to the presence of an intrinsic surface state in the band
gap, the voltage range without current (×e) corresponds exactly to the fundamen-
tal band gap.[110] This is visibly not observed here. Hence, the surface cannot be
considered to be fully pinned. In contrast, for an unpinned surface, the electric field
between the tip and the semiconductor sample induces a band bending in the semi-
conductor. At negative voltages, the downward band bending shifts the conduction
band edge EC below the Fermi energy EF and thereby induces an electron accumu-
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Figure 6.3: Calculated valence (EV) and conduction (EC) band edge positions for
unpinned GaN surfaces with no surface states in the band gap for (a) negative
(−3.5 V) and (b) positive (+1.0 V) voltages applied to the semiconductor sample
(right-hand side at positive distance values). The sample is located on the right
side at positive distance values. The Fermi energy EF is close to the conduction
band in the bulk. The tip with its Fermi energy at EF + eV is shown on the
left-hand side. The dark shaded (light shaded) areas represent filled (empty)
states. The band gap and the vacuum gap (tunnel barrier) between the surface
at zero position (0 nm) and the tip position (at −1.06 nm) are shown in white.
At negative voltages (a) the downward band bending induces an accumulation
of electrons in the conduction band. These accumulated electrons tunnel into
the tip resulting in an accumulation current Iacc. At positive voltages (b) the
electrons tunnel from the tip into the conduction band states (IC). [P2], © 2015,
American Physical Society.
lation in the conduction band (Fig. 6.3(a)). The accumulated electrons can already
tunnel at voltages within the band gap (accumulation current Iacc) and hence the
voltage range without tunnel current is reduced.[66, 133, 134] Thus, at first view
the tunneling spectrum can be explained apparently assuming an unpinned GaN
surface despite the presence of an intrinsic surface state in the band gap.
However, this conclusion is in conflict with the current onset at positive voltages:
For unpinned n-type surfaces of all other previously investigated compound semi-
conductor materials, the onset of the tunnel current at positive voltages is always
found close to 0 V.[76, 15, 134] This should also be the case for unpinned GaN
surfaces (as calculated below). This is well below the value of +0.8 to +1 V
observed here and visible in published tunneling spectra of n-type GaN(1010)
surfaces.[129, 132, 130]
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Thus, neither the model of an unpinned nor of a pinned surface can satisfactorily
explain the experimental data.
6.4 Simulation of the tunnel current of the
GaN(1010) surface
To resolve this puzzling situation the simulations of the tunnel current will be
discussed, in order to evaluate the measured tunneling spectrum quantitatively. The
simulations of the tunnel current assume two different physical models: an unpinned
and a fully pinned GaN surface. One may think of calculating in addition a weakly
pinned surface, but this is not necessary since on the one hand the concentration
of the intrinsic surface state of 6 × 1014 cm−2 is high enough to induce a full
pinning[121, 106] and on the other hand, the extrinsic defect concentration is too
low to be relevant.
Again, the three-dimensional finite difference calculation of the electrostatic po-
tential in a tip-vacuum-semiconductor sample system, as developed in Chap. 3,
is used here. Note, if one uses the code of Feenstra solving the Poisson equation
only,[70] one obtains the same physical conclusions. Here it was chosen to include
the continuity equations, since this is a more elaborate physical model, especially
suited to calculate the accumulation current. For the fully pinned surface, the in-
trinsic empty surface state is modeled as a Gaussian distribution 0.7 eV below the
conduction band edge (FWHM=0.1 eV) and with a concentration of 6× 1014 cm−2
following band structure calculations.[132] In this case the charge neutrality level
at the surface ECNL is chosen to be between the filled and empty intrinsic surface
states.[123] The tunnel current is calculated using the potential distribution fol-
lowing Ref. [66]. The resulting tunnel currents are shown in Fig. 6.2 as solid and
dashed lines. The corresponding band edge positions as a function of the distance
into the sample through the central axis of the tip are shown in Figs. 6.3 and 6.4
for the unpinned and pinned surfaces, respectively.
6.4.1 Simulation of the unpinned surface without surface
states
First, the focus is set to the unpinned surface without surface states (red solid and
dashed lines in Fig. 6.2):
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(i) At negative voltages, the accumulation current Iacc, consisting of electrons ex-
tracted from the electron accumulation zone in the conduction band (Fig. 6.3(a)),
fits well to the experimental data for a tip-sample separation z of 1.06 nm (com-
pare the red solid line with symbols in Fig. 6.2). z is the only fitting parameter
used and is kept constant for all further calculations. Note, a slightly larger z in
the experiment was used to avoid tip-sample interactions and obtain more stable
tunneling conditions.
(ii) At positive voltages, the tunnel current arises from tunneling of electrons into
the empty conduction band states (Fig. 6.3(b)). The onset voltage of this calcu-
lated current is found close to +0.2 V (IC, red dashed line in Fig. 6.2). This does
not describe the large experimentally observed onset voltage of about +1.0 V. In
addition, the slope of the experimental data is not reproduced and at small voltages
the calculated current is too large. Thus, the physical model of an unpinned surface
only describes the spectrum at negative voltages properly.
6.4.2 Simulation of the fully pinned surface
Second, the fully pinned surface with an intrinsic surface state in the band gap,
as depicted in Fig. 6.4(a), is addressed: For this pinned surface the effect of the
proximity of the tip and an additional applied voltage is discussed.
(i) At positive voltages, the calculated current arises from electrons tunneling into
the empty conduction band states (IC,pin, solid blue line in Fig. 6.2). The best
fit yields an onset voltage now shifted to +0.81 V, in good agreement with the
experimental onset voltage of about +1 V. In addition, the slope of the calculated
current fits well to the experimental data. The shifted onset voltage and the larger
slope arise from the band bending being increased by ∆E as compared to the case
without pinning (compare the band edge positions shown as dashed and solid lines
in Fig. 6.4(c)). With increasing positive voltage, the calculated tunnel current
with (pinned, IC,pin) and without (unpinned, IC) intrinsic surface state increasingly
merge. This effect is due to the change in electron occupation of the surface state
with band bending: At large positive voltages, the surface state is energetically
located fully above the Fermi energy and hence completely empty. Therefore, there
is effectively no pinning of the Fermi level. In contrast, at small positive voltages,
the tail of the surface state below the Fermi energy is occupied and the Fermi level
is pinned.
(ii) At negative voltages, the pinning-induced upward band bending suppresses an
electron accumulation in the conduction band (Fig. 6.4(b)). Hence, only electrons
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Figure 6.4: Calculated valence (EV) and conduction (EC) band edge positions
for a GaN surface with a filled and an empty intrinsic surface state. Their
density of states is modeled as Gaussian distributions and given on the top axis.
Following band structure calculations[132] the upper (empty) intrinsic surface
state is assumed to be 0.7 eV below the conduction band minimum, whereas the
lower one is below the valence band edge. The same labeling conventions as in
Fig. 6.3 are used. Four different configurations are shown: (a) Surface without
tip and no applied voltage in equilibrium. The intrinsic surface state is partially
occupied (see tiny red area in enlarged inset), fully pinning the surface and hence
inducing an upward band bending. (b) Surface in the presence of the metallic
tip with a negative sample voltage of -3.5 V. The system reaches equilibrium by
partially occupying the surface state (see inset). This induces an upward band
bending and fully pins the Fermi level. Hence, no electron accumulation in the
conduction band exists and only electrons from the valence band tunnel (IV).
(continued on the next page)
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Figure 6.4: (continuation) (c) Surface biased at +1.0 V with the tip present. The
system is again in equilibrium by partially filling the surface state and thus pin-
ning the Fermi level. The band edge positions are presented by solid lines. For
comparison, the band edge positions without surface state taken from Fig. 6.3b
are shown as dashed lines. The bands are shifted by ∆E, resulting in an offset
of the onset voltage of the conduction band tunnel current IC as experimentally
observed. (d) Non equilibrium case of the tip-vacuum-semiconductor system
with the semiconductor surface biased at -3.5 V. Under tunneling conditions the
surface state does not reach its equilibrium filling, since the optical electron tran-
sition between the conduction band and the surface state is prohibited. Hence,
there is no Fermi level pinning. This situation is observed experimentally. [P2],
© 2015, American Physical Society.
from the valence band can tunnel into the tip. This valence band current IV is too
small (blue dashed line in Fig. 6.2).
Tunneling in or out of the intrinsic Ga-derived surface state in the band gap can
be neglected, since its density of states is much smaller than that of the conduction
band edge, and indeed, experimentally, the surface state could only be detected
at extremely small tip-sample separations.[132] Therefore one does not consider
tunneling in/out of the intrinsic surface state here.
6.5 Discussion
At this stage it will be discussed, which of the models describes the system properly.
The best fit is obtained for an unpinned surface at negative voltages (red solid
line in Fig. 6.2), but a pinned surface at positive voltages (blue solid line). This
result indicates the existence of a voltage dependent intrinsic pinning. What is the
physical origin of this astonishing situation?
Due to the presence of an intrinsic surface state in the band gap, the central ques-
tion is, why the surface state does not affect the electrostatic potential distribution
at negative voltages. It should be recalled that a completely empty surface state
(neutral surface) does not influence the Fermi level. Hence, the above suggested
lack of Fermi level pinning at negative voltages indicates that the surface state
remains unoccupied, although it is shifted by band bending below the Fermi en-
ergy. In equilibrium the surface state would be filled at negative voltages (effect
of pinning shown schematically in Fig. 6.4(b)). However, under tunneling condi-
tions the situation is different and the system is not in equilibrium anymore: For
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n-type material, the electrons filling the surface state can only originate from the
conduction band. If the rate of electron transfer from the conduction band into the
surface state (charging process) is smaller than that of electrons tunneling out of
the surface state (discharging process), the surface state cannot reach its equilib-
rium filling and does not (or only partially) pin. Hence, the transfer probabilities
between the conduction band minimum and the surface state are estimated on basis
of the quantum mechanical selection rules: For optical transitions of electrons from
the conduction band into the surface state the selection rules require that the or-
bital angular momentum changes by ±1.[135] However, both the conduction band
minimum and the surface state have the same s-type orbital character[31, 132][136,
p.34] and hence direct optical transitions between them are prohibited. Only in-
elastic transitions may occur, whose probabilities are, however, much smaller due
to need of an additional particle (e.g. phonon).[137] In this situation the surface
state is emptied by the tunnel process more rapidly than it is refilled from the
conduction band. As a result, the surface state cannot reach its equilibrium fill-
ing under tunneling conditions at negative voltages and can hence not cause any
pinning effect. The resulting band diagram is shown in Fig. 6.4(d).
In contrast, at positive voltages no electrons are extracted from the surface (only
electron injection occurs) and hence even for small transition rates between the
conduction band and the intrinsic surface state in the band gap, the surface state
can reach its equilibrium filling, resulting in the band diagram in Fig. 6.4(c).
6.6 Conclusions
In conclusion, the surface state in the band gap of GaN(1010) surfaces pins the
Fermi level only at small positive voltages, but not at negative voltages. This po-
larity dependence of the Fermi level pinning arises from the low transition rate of
electrons from the conduction band to the surface state, inhibiting the filling of
the surface state when shifted below the Fermi energy by band bending. Thus,
even if an intrinsic surface state is present within the fundamental band gap, it
may not pin the Fermi level or only at one polarity. This Chapter shows that one
needs to consider the electron transition rates from and to the surface state and
therewith the quantum numbers of the involved states to determine the pinning
potential of intrinsic surface states in the band gap. Similar effects may occur at
interfaces of electronic devices, e.g., interface misfit dislocation arrays in heteroepi-
taxy, interfaces with oxide semiconductors, between Si and nitride semiconductors,
and at the footprint of heteroepitaxially grown semiconductor nanowires, as well
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as at semiconductor nanowire sidewall facets. In all cases the pinning potential of
interface states in the band gap has a crucial influence on the device properties.
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Chapter 7
Intrinsic electronic properties of
high-quality InN
7.1 Introduction
In recent years a hype developed around indium nitride (InN) due to measurements
and calculations suggesting highly intriguing electronic properties, such as the exis-
tence of an electron accumulation in the bulk conduction band,[39, 40, 41, 42, 43, 44]
an extremely large electron affinity,[33, 138] or the supposed impossibility of ob-
taining p-type doped surfaces.[139] Even superconductivity was reported.[140, 141,
142, 142] From these measurements and calculations InN appears to be a highly
unusual semiconductor, differing fundamentally from all other binary compound
semiconductors.
Unfortunately, to date macroscopic InN single crystal bulk material is not available.
Hence, experiments can only be performed either on heteroepitaxially grown layers
[33, 40, 140, 143, 144, 145] or on nanostructures.[42, 138] However, heteroepitaxi-
ally grown layers typically contain a high density of defects, while nanostructures
show interface and/or surface effects, both leading to a rather complex data inter-
pretation. Regrettably, up to now, all experimental measurements were performed
on such samples. In order to review the intrinsic electronic properties of InN, ex-
periments need to be performed on high quality material with low defect density
and strain, having almost bulk-like electronic properties.
In this chapter the electronic properties of high-quality thick heteroepitaxial InN
layers, grown on GaN(0001) are probed. The high material quality is proven by
high-resolution transmission electron microscopy (HR-TEM). The electronic prop-
erties are determined using cross-sectional scanning tunneling microscopy and spec-
troscopy. It is demonstrated that at the (non-polar) m-plane cleavage surface no
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intrinsic surface states are present in the fundamental band gap. The Fermi level
is located within the fundamental bulk band gap. Hence, there is no intrinsic
electron accumulation and therewith no fundamental hindering for p-type doping.
High quality InN appears to be as conventional as all the other binary III-V semi-
conductors.
7.2 Experimental results
7.2.1 Structural analysis of the GaN-InN interface
First the quality of the InN layers is discussed, followed by the determination of
the electronic properties.
Figure 7.1 illustrates the cross-sectional scanning tunneling and transmission elec-
tron microscopy results. The cross-sectional cleavage surface of the GaN substrate
is mostly atomically flat with only few steps. In the area imaged by STM in
Fig. 7.1(a) the GaN pseudosubstrate exhibits perfect cleavage without steps. In
contrast, at the GaN-InN interface, a high density of surface steps form and extend
in c-direction deep into the InN layer. The line profile in Fig. 7.1(b) (left frame)
demonstrates that these steps have a height of one mono-layer (ML). The width
of the elongated terraces is typically between 2 and 5 nm directly at the interface.
Large scan cross-sectional STM images show that with increasing distance from the
interface some of the steps annihilate, leading to 40-50 nm wide terraces.
The appearance of steps at the interface indicates the presence of interface disloca-
tions intersecting the m-plane cleavage surface.[133] The step height implies that
the Burgers vectors of the interface dislocations have a component of one ML in
m-direction, i.e., ±a/2 [1010]. The annihilation of such steps demonstrates that
dislocations with opposite Burgers vectors are present. In order to determine the
in-plane component of the Burgers vector, cross-sectional TEM images of the in-
terface region were measured: Figure 7.1(c) indicates a more or less regular pattern
of dislocations at the GaN-InN interface. In the imaged sections, the individual
dislocations have a separation of typically about 2 nm. The interface dislocations
are shown at higher magnification in the atomic resolution aberration corrected
high-resolution TEM image in Fig. 7.1(d). Each atomic contrast arises from one
Ga (or In) column in
[
1010
]
direction, as illustrated in Fig. 7.2(b) and (c). The N
atoms are almost invisible in the HR-TEM images, due to their lower scattering
cross section as compared to In and Ga.[146, 147] The unit cell of the m-plane is
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Figure 7.1: Cross-sectional scanning tunneling and transmission electron mi-
croscopy of the InN layer on GaN. (a) Constant-current STM image of the InN
(top)/GaN (bottom) interface region measured at +4.5 V bias voltage and 40
pA tunnel current. A high density of steps oriented in [0001] direction is present
on the InN (1010) cleavage surface. Each step starts at the interface, demon-
strating the presence of interface dislocations with out-of-plane burgers vector
components b⊥ = ±a2
[
1010
]
as illustrated in the left part of frame (b). (c)
Transmission electron microscopy (TEM) image in m ([1010]) direction provid-
ing an overview of the InN/GaN interface. At the interface a dislocation network
(cores marked with yellow points) can be detected. (d) Atomic resolution aber-
ration corrected high-resolution TEM image showing the interface dislocations
at higher magnification. The Burgers circuit yields the in plane component of
the Burgers vector to be b‖ = a6
[
1120
]
. The interface dislocations are hence edge
dislocations with a Burgers vector of the type ~b=a
3
〈1120〉. In few cases stack-
ing faults in the InN layer were observed as indicated by the arrow in (a). The
stacking faults induce a height shift of 1
3
ML [right part of frame (b)].
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marked by the red dashed rectangle in Fig. 7.2(c). However, since it is not possi-
ble to distinguish between In (or Ga) atoms positioned at different sites along the
atomic columns in the HR-TEM image, all In (or Ga) columns exhibit the same
contrast. Hence, the unit cell, seemingly visible in the TEM images and indicated
by the red solid rectangle in Fig. 7.2(c), has the length and width of a/2 and c/2,
respectively. Hence, the separation between neighboring contrast maxima of the
HR-TEM images correspond to a
2
and c
2
, with a and c being the lattice constants in[
1210
]
and [0001] direction, respectively. The in-plane component of the Burgers
vector, illustrated using the Burgers circuit in Fig. 7.1(d), is found to be a
6
[
1210
]
.
Hence, the dislocation network at the interface is composed of pure edge disloca-
tions with Burgers vectors of the type a
3
〈
1120
〉
. The average dislocation separation
observed in TEM images matches well the average step separation in STM images
of 2 to 5 nm directly at the interface. These values are consistent with an interface
dislocation network for the 10,8% lattice mismatch of InN on GaN(0001). Note,
due to symmetry reasons one should expect each equivalent Burgers vector orien-
tation to occur on average with equal frequency. However, in the non-atomically
resolved STM image only the dislocations whose Burgers vector have an out-of-
plane component (4 out of the 6 possible a-type Burgers vectors) can be detected.
The remaining two require in-plane atomic resolution.
Besides the interface dislocation network, only very few dislocations within the
InN layer are observed. For example, sometimes stacking faults on the c-plane
were found, giving rise to a step of 1
3
ML oriented in a-direction on the cleavage
plane. The arrow in Fig. 7.1(a) marks such a stacking fault and the height profile
in Fig. 7.1(b) (right frame) illustrates the height offset of 1
3
ML. This suggest that
most of the strain is relaxed directly at the interface. Hence, one can expect that
the InN layer further away from the interface is essentially strain free and of high
quality compared to the material investigated previously to determine the intriguing
properties of bulk InN.
7.2.2 Electrical analysis of the GaN-InN interface
After demonstrating the high quality of the InN layers, the focus is set to their
electronic properties. Figure 7.3(a) shows scanning tunneling spectra measured on
the cross-sectional m-plane cleavage surface of the GaN substrate (red curve) and
the InN layer (blue curve). The spectra were acquired with a PtIr tip at constant
tip-sample separation, which was fixed by a set current of 35 pA and set voltages
of +2.5 V and +1.0 V for GaN and InN, respectively. Taking into account the
different band gaps, these set voltages lead to roughly equal tip-sample separations
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Figure 7.2: (a) Atomic lattice of InN (or GaN) in [1210] direction. Blue spheres
correspond to In/Ga atoms, while N atoms are indicated as gray spheres. The
diameter of the blue spheres is approximately twice the diameter of the gray
spheres, visualizing the ratio of the covalent radii of In and N. (b) Atomic lattice
of InN (or GaN) in [1010] direction, i.e. top-view of the (non-relaxed) m-plane.
(c) Isometric top-view of of the InN (or GaN) m-plane. The diameter of the
spheres decreases with increasing distance of the atomic layers from the top
layer. In analogy to (a) and (b), the spheres representing N atoms exhibit smaller
diameters than the In (or Ga) atoms of the same atomic layer due to their different
covalent radii. Note, the columns consist of either only N or Ga/In atoms due to
the cross sectional view on the polar [0001] planes. These columns are observed
in HR-TEM images (cf. Fig. 7.1(d)). The N atoms are almost invisible in the
HR-TEM images, due to their lower scattering cross section as compared to In
and Ga.[146, 147] The unit cell of the m-plane is marked by the red dashed
rectangle. However, since it is not possible to distinguish between In (or Ga)
atoms positioned at different sites along the atomic columns in the HR-TEM
image, all In (or Ga) columns exhibit the same contrast. Hence, the unit cell,
seemingly visible in the TEM images and indicated by the red solid rectangle in
(c), has the length and width of a/2 and c/2, respectively.
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Figure 7.3: STS of the InN and GaN
(1010) surfaces illustrated in a lin-
ear (a) and logarithmic (b) scale.
The data shown in blue (red) has
been measured on the InN (GaN)
cleavage surface. Note, the InN
surface is pinned by the presence
of a high step density (see Fig.
7.1(a)) suppressing the tip-induced
band bending. Hence, the posi-
tive and negative branches of the
tunnel current correspond directly
to the tunneling of electrons into
the conduction band and out of
the valence band, respectively, sep-
arated by the band gap of 0.7 eV.
No intrinsic surface states within
the fundamental band gap are de-
tected and the Fermi energy is 0.3
eV below the conduction band edge,
i.e. within the fundamental band
gap. In contrast, the GaN sur-
face is free of steps and hence the
tunneling spectrum is affected by
the tip-induced band bending. This
induces a tunnel current of elec-
trons out of a tip-induced accu-
mulation zone in the conduction
band at negative voltages within
the fundamental band gap. At pos-
itive voltages electrons tunnel again
into the conduction band states.
(c) Normalized differential conduc-
tivity (dI/dV )/(I/V ) derived from
the tunnel spectrum measured on
the InN cleavage surface.
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on both materials. Both spectra exhibit clear semi-conducting properties with no
tunnel current at small voltages. The voltage range, where the tunnel current
is below the detection limit of 1 pA, can be seen best with a logarithmic current
scale in Fig. 7.3(b). It is about 0.7 V (2 V) wide for InN (GaN). The values require a
detailed explanation, which is related to the presence or absence of extrinsic surface
states.
First, the discussion of the tunneling spectra measured on GaN
(
1010
)
surfaces
without surface steps (i.e. without extrinsic pinning defects) given in Chap. 6 is
recalled: These spectra reveal a polarity depended Fermi-level pinning caused by
intrinsic surface states: At negative sample voltages, no pinning occurs. Hence, the
tunnel current is dominated by electrons tunneling out of the tip-induced electron
accumulation zone already at voltages corresponding to energies within the band
gap. Tunneling out of valence band states occurs only at larger magnitudes of neg-
ative voltages and is negligible as compared to the accumulation current Iacc.[110]
At positive voltages the tunnel current arises from electrons tunneling into empty
conduction band states. Due to the pinning of the intrinsic surface state, the on-
set voltage of the conduction band current is shifted from ∼ 0 V to ∼ 0.9 V (cf.
Fig. 6.2).
The GaN
(
1010
)
surface investigated in this chapter is also free of surface steps (cf.
Fig. 7.1(a)) and hence free of extrinsic pinning defects. Therefore, the tunneling
spectra measured on this surface exhibit the same characteristic onset voltages as
those analyzed in Chap. 6. Because of the polarity depended Fermi-level pinning,
the voltage range of 2 V without detectable tunnel current in Fig. 7.3(b) is smaller
than the fundamental band gap of the GaN
(
1010
)
surface.
In contrast, the InN surface has a large density of steps starting at the dislocation
network at the GaN/InN interface. Such steps typically have electronic states in
the band gap and hence act as extrinsic pinning centers.[148, 149, 18] Therefore,
the Fermi energy is pinned at the InN surface and no tip-induced band bending
is present. Hence, the voltage scale corresponds directly to the energy scale and
the tunnel currents at positive and negative voltages arise from tunneling into the
empty conduction and filled valence band states, respectively. The surface band
gap is thus ∼ 0.7 eV in agreement to that determined for bulk InN. In addition,
the tunneling spectra show that the Fermi energy is about ∼ 0.3 eV below con-
duction band edge within the fundamental band gap. Thus, there is no electron
accumulation. Furthermore, the differential conductivity in Fig. 7.3(c) shows no
indications of intrinsic surface states in the fundamental band gap. The filled and
empty surface states are located energetically in the valence and conduction band,
respectively. Thus, one is faced with the classical situation of a non-polar III-V
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Figure 7.4: Calculated electronic band structure (left) and corresponding den-
sity of states (right) of the InN (1010) surface. The data is taken from
Ref. [29]. For the conduction band minimum, a density-of-states effective mass
of meff,C/me = 0.11 was obtained by a fit of the quadratic dispersion relation. In
analogy, for the density-of-states effective mass of the occupied surface state, a
value of meff,surf/me = 0.5 was determined.
compound semiconductor surface, where the bulk band gap, which is free of intrin-
sic surface states, is probed. This agrees with theoretical calculations of the band
structure of the InN (1010) surface[29] (cf. Fig. 7.4).
7.3 Simulation of the tunnel current of the
InN(1010) surface
To corroborate the interpretation, the tunnel current is calculated using the three-
dimensional finite difference calculation of the electrostatic potential and the con-
tinuity equations for holes and electrons in a tip-vacuum-semiconductor sample
system as developed in Chap. 3. The extrinsic pinning centers at the surface
due to steps are modeled as a half filled Gaussian distribution 0.27 eV below
the conduction band edge (FWHM= 0.1 eV). Assuming an average step separa-
tion of ∼ 3 nm (arising from the interface dislocations in the lattice mismatched
InN/GaN(0001) system) and one defect state per c-lattice constant along the [0001]-
oriented steps, an extrinsic defect state density at the surface of ∼ 5 × 1013cm−2
is obtained, which is used in the calculation. Furthermore, a band gap of 0.67 eV
is assumed.[32, 150, 151, 152] Since intrinsic surface states usually extend further
into the vacuum than bulk states, the tunnel current is primarily determined by
the surface states.[18] This can be assumed to be fulfilled for the occupied surface
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state at the N surface atoms: According to Fig. 7.4, its energy is directly at the
valence band maximum and the dispersion is flatter than the dispersion of the bulk
states (i.e. its density of states is also larger).[29] In contrast, as for GaN (1010)
surfaces,[132] the density of states and extension into the vacuum of the empty
surface state is smaller than that of the bulk states. In addition the surface state
has an energy well within the conduction band.[29] Therefore, electrons first tunnel
into the bulk conduction band. Hence, the tunnel current is simulated using the
bulk electron effective mass and adjusting the valence band current using a surface
hole effective mass meff,surf.[16] Both effective masses are determined from the band
structure calculation shown in Fig. 7.4.
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Figure 7.5: Tunnel current obtained for an effective hole and electron mass of 0.5
and 0.11 me, respectively, shown as solid line together with the experimental data
points from Fig. 7.3 (symbols). The band edge positions of EV = −0.4 eV and
EC = +0.27 V are indicated by dashes. The band gap used for the calculation is
EG = 0.67 eV.
7.4 Discussion
The resulting tunnel current obtained for a surface effective hole and bulk effective
electron mass of 0.5 and 0.11 me, respectively, is shown in Fig. 7.5 as solid line
together with the experimental data points (symbols). The best result is obtained
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for a tip-sample separation of 0.79 nm. The resulting band edge positions of EV =
−0.4 eV and EC = +0.27 V are indicated by dashes. The calculated tunnel current
agrees well with the initial slopes and onset voltages. At negative voltages the
current arises from electrons tunneling from filled surface valence band states into
the tip. At positive voltages, electrons tunnel into the empty conduction band
states.
The higher current close to the onset at negative voltages can be related to the
high extrinsic defect state density: The energy of the defect states is close to the
Fermi energy EF, but due to barrier effects in the tip-vacuum-InN system, they
increase the tunnel current within the band gap on the valence band side for n-
type materials.[129, 144, 102, 153] This yields the so-called defect current Idefect.
The calculation corroborates the interpretation of the tunneling spectra and in-
dicates that no intrinsic surface states are present in the fundamental band gap.
Furthermore, the band edge positions visible in the experimental and simulated
tunnel spectra demonstrate that the Fermi energy is in the fundamental band gap.
Hence, there is no intrinsic electron accumulation present. There is even no electron
accumulation with a positively biased tip in close proximity to the InN surface.
7.5 Conclusions
In conclusion, the structural and electronic properties of high-quality, thick het-
eroepitaxial InN layers, grown on GaN(0001) are probed by cross-sectional STM
and STS as well as cross-sectional HR-TEM on non-polar m-planes. STM images
reveal a high density of surface steps, forming at the GaN-InN interface and ex-
tending in c-direction deep into the InN layer. The formation of these steps is
attributed to a network of edge dislocations at the interface (Burgers vector of the
type a
3
〈
1120
〉
), which is observed on HR-TEM images. The average step sepa-
ration of 2-5 nm is consistent with an interface dislocation network for the 10.8%
lattice mismatch of InN on GaN(0001). Besides the interface dislocation network,
only very few dislocations within the InN layer are observed, emphasizing the high
quality of the InN layers.
STS measurements, performed on the non-polar InN (1010) surface, demonstrate
that the m-plane surface is free of intrinsic surface states in the fundamental band
gap. The Fermi level is located within the fundamental bulk band gap. Due to
the Fermi-level pinning, caused by the extrinsic defect states, the region without
detectable tunnel current in the I-V spectra is attributed to the fundamental band
gap of ∼ 0.7 eV. Under these assumptions (incorporation of extrinsic defect states,
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but no intrinsic surface states), the measured I-V spectra are compared to simulated
spectra (using the model developed in Chap. 3). The agreement between measured
and simulated spectra corroborates the result that there is no intrinsic electron
accumulation at the non-polar InN(1010) surface and therewith no fundamental
hindering for p-type doping. High quality InN appears to be as conventional as all
the other binary III-V semiconductors.
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Chapter 8
Summary
The investigation of non-polar III-V semiconductor surfaces by cross-section scan-
ning tunneling microscopy and spectroscopy as well as transmission electron mi-
croscopy revealed physical surface effects that could have a major impact on novel
electrical devices, such as light-emitting diodes, lasers, solar cells, but also high-
electron-mobility transistors. Furthermore, photo-excited scanning tunneling spec-
troscopy was performed on non-polar GaAs(110) surfaces. With this promising
technique, surface photo-voltages and local charge carrier distributions can be
probed with atomic resolution.
The general difficulty in a quantitative analysis of scanning tunneling spectroscopy
measurements and hence in the determination of physical properties of the semi-
conductor surface is the tip-induced band bending : The electrostatic potential of
the tip is not completely screened at the surface of the sample, especially for low-
doped materials. Hence, the valence- and conduction band edge of these materials
are bent to higher or lower values compared to their values deep within the bulk
material. Additionally, one has to take into account the generation and the re-
distribution of light-excited charge carriers for photo-excited scanning tunneling
spectroscopy. Thus, in this thesis, a quantitative description of scanning tunneling
spectroscopy with and without light-excited carriers is developed. It is based on
a finite difference iteration of the electrostatic potential and the carrier distribu-
tions in three dimensions, followed by the calculation of the tunnel current that
incorporates light-excited carriers. On the basis of this model, the comparison of
measured and calculated scanning tunneling spectra enables the determination of
the semiconductor’s physical properties.
At first, the model was applied to scanning tunneling spectra measured on p-
GaAs(110) surfaces with and without laser excitation. It is proven that the model
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reproduces the onset voltages and slopes of the measured spectra with high accu-
racy, revealing the carrier concentrations at the surface of the semiconductor. Fur-
thermore, with the help of the calculated tunneling spectra under illumination, one
out of two competing physical descriptions of the suppressed tunneling of electrons
from the conduction band of the GaAs(110) surfaces into the tip was discarded:
Instead of being completely suppressed, the accumulation current is lowered due to
a limited band bending caused by Fermi-level pinning at the intrinsic C3-surface
state.
The application of the simulation model to scanning tunneling spectra measured
on non-polar n-GaN(1010) surfaces helped to demonstrate the existence of a po-
larity depended Fermi-level pinning. This effect is found to be caused by the low
transition rate of electrons from the conduction band to the surface state, inhibit-
ing the filling of the surface state when shifted below the Fermi energy by band
bending. Thus, this state pins the Fermi level only at small positive voltages, but
not at negative voltages. The results show that an intrinsic surface state may not
pin the Fermi level or only at one polarity, even if it is energetically located within
the fundamental band gap. For the determination of the pinning potential of in-
trinsic surface states in the band gap, one rather needs to consider the electron
transition rates from and to the surface state and therewith the quantum numbers
of the involved states. Interfaces of electronic devices (e.g., interface misfit dislo-
cation arrays in heteroepitaxy, interfaces with oxide semiconductors, between Si
and nitride semiconductors, and at the footprint of heteroepitaxially grown semi-
conductor nanowires, as well as at semiconductor nanowire sidewall facets) may
exhibit similar effects, which will crucially affect the device properties.
Furthermore, InN layers, grown on GaN were probed by combining the advantages
of cross-sectional scanning tunneling microscopy, cross-sectional scanning tunnel-
ing spectroscopy in combination with the simulation model, as well as transmission
electron microscopy. The lattice mismatch of GaN and InN was found to be con-
fined directly at the GaN/InN interface by introducing a dislocation network. It is
composed of pure edge dislocations with Burgers vectors of the type a
3
〈
1120
〉
. As a
result, the overgrown InN layer is of highest quality with a low defect concentration.
On the cross-sectional m-plane cleavage surface, the interface dislocations induce
steps in [0001]-direction in the InN region. These steps lead to an extrinsic pin-
ning of the Fermi level. Further, in contrast to the publications of other groups, it
turned out that an electron accumulation layer near the surface, caused by intrinsic
surface states, cannot be observed on high quality, non-polar m-plane InN surfaces.
Thus, the electron accumulation layer is not intrinsic and hence InN appears to be
as conventional as other III-V semiconductors.
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The simulation model developed in this thesis is universally applicable to most
semiconductor materials and is not restricted to scanning tunneling spectroscopy
measured under illumination. Hence, it can also be used for further investigations
of future semiconductor materials and offers a helpful tool for the quantitative
analysis of scanning tunneling spectroscopy measurements.
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Chapter 8 Summary
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