Abstract In this paper, we show that the quadratic assignment problem (QAP) can be reformulated to an equivalent rank constrained doubly nonnegative (DNN) problem. Under the framework of the difference of convex functions (DC) approach, a semi-proximal DC algorithm (DCA) is proposed for solving the relaxation of the rank constrained DNN problem whose subproblems can be solved by the semiproximal augmented Lagrangian method (sPALM). We show that the generated sequence converges to a stationary point of the corresponding DC problem, which is feasible to the rank constrained DNN problem. Moreover, numerical experiments demonstrate that for most QAP instances, the proposed approach can find the global optimal solutions efficiently, and for others, the proposed algorithm is able to provide good feasible solutions in a reasonable time.
Introduction
The quadratic assignment problem (QAP) is a classical mathematical model for location theory, which is used to model the location problem of allocating n facilities to n locations while minimizing the quadratic objective coming from the distance between the locations and the flow between the facilities. The standard form introduced by Koopmans and Beckmann [22] is as following:
where A, B and C are given nˆn real matrices and P n is the the group of all permutations of t1, . . . , nu. In this paper, we make the standard assumption that A and B are symmetric.
Nowadays, QAP becomes one of the most important combinatorial optimization problems due to its widely applications in many different areas, such as chip design, manufacturing, computer graphics and vision, and so on (see [12, 14] for more details). However, it is well known that QAP is NP-hard [34] and still quite difficult to compute the problems of dimension n ě 30 in a reasonable computational time. Exact solution algorithms for QAP in practice are usually based on the branch and bound technique which is used to reduce the domain and to improve the bounds of relaxation problems [3] . Therefore, it is still an important research topic to improve the lower or upper bounds for QAP efficiently.
Meanwhile, semidefinite programming (SDP) [36] has proven to be very successful in this trend by providing tight relaxations for hard combinatorial problems [37] . To obtain lower bounds for QAP, various SDP relaxations are established [24, 42] . Although SDP relaxation is numerically successful, it does not satisfy the Slater condition that may make the dual optimal solution unbounded [30] . That is an important reason why some interior-point methods become inefficient for solving QAPs. To overcome this difficulty, by exploring the geometrical structure of SDP relaxations, Zhao et al. [42] considered a reduced SDP problem by projecting the primal problem onto the minimal face of the semidefinite cone, and constructed some Slater points for such SDP relaxations, which can be solved by the interior-point method and the bundle method [31] efficiently for n ď 30.
In order to improve the quality of the SDP relaxation of QAP, Povh and Rendl [29] showed that the optimal value of QAP was equal to the optimal value of the convex completely positive programming (CPP), i.e., a linear program over the cone of completely positive matrices. In fact, based on [11] , many important binary and nonconvex quadratic programs including QAP can be equivalent reformulated as the convex CPPs, under some mild conditions. However, these CPP reformulations are known to be numerically intractable [27] , and an efficient strategy is replacing the completely positive cone with doubly nonnegative (DNN) cone and solving the relaxation problems by SDP solvers [16, 21, 38, 40, 41, 43] . The QAP and the corresponding CPP relaxation proposed by Povh and Rendl [29] have the same optimal value, but the optimal solution may be different except that the rank of the optimal solution is one. Because it is well-known that the rank constrained matrix optimization problems are computationally intractable and difficult in general [13] , the rank one constraints are usually dropped in both the CPP and its related DNN relaxations of QAP. However, by use of the strategy of the difference of two convex functions (DC), the rank constraint can be replaced by the difference of the nuclear norm function and Ky-Fan k-norm function. Based on this simple observation, a penalty approach are proposed by [17] for calibrating rank constrained correlation matrix problems, which usually performances very well in many applications (see also [23] ). In fact, based on the DC reformulations of the rank constraints, we shall reformulate the original QAP as a DC programming [1, 2] and employ the DC algorithm (DCA) to solve the non-convex QAP relaxation problems.
In this paper, we will propose a new rank constrained DNN model and show that it is equivalent with the original QAP (in the sense of both optimal values and optimal solutions). Also, we shall show the same techniques can be applied by other important non-convex problems such as the standard quadratic programming and the minimum-cut graph tri-partitioning problem. Although the equivalent rank constrained DNN model is still numerically intractable, we will propose a semiproximal DC algorithm (DCA) framework for finding a feasible stationary point. Furthermore, for the large-scaled DCA inner subproblems, we will apply an efficient majorized semismooth Newton-CG augmented Lagrangian method based on the software package SDPNAL+ [35] . Finally, numerical experiments on the QAPLIB [19] and 'dre' instances [15] demonstrate the proposed approach usually performs well.
Below are some common notations to be used in this paper. We use S q to denote the linear subspace of all qˆq real symmetric matrices. Let N q Ď S q be the subset of all qˆq nonnegative symmetric matrices in S q . Denote S q {S q (S q`{ S q´) the positive/negative semidefinite (definite) matrix cone in S q . Moreover, let C q be the set of copositive matrices in S q and pC˚be the dual cone of C q , i.e., the set of all completely positive matrices in S q . For a given matrix Z P S q 2 with q ě 1, we also use the following block notation for simplicity:
with Z ij P R qˆq for each i, j P t1, . . . , qu. Let e i be the i-th standard unit vector. We denote the vector and square matrix of all ones by 1 q and E q respectively, and denote the identity matrix by I q . We will omit the superscript q if the dimension is clear. For a given Z P S q , we use λ 1 pZq ě . . . ě λ q pZq to denote the eigenvalues of Z (all real and counting multiplicity) arranging in non-increasing order.We use "vecp¨q" to denote the vectorization of matrices and use "matp¨q" to denote its inverse operator, i.e., the corresponding matricization of vectors. If z P R q , then Diagpzq is a qˆq diagonal matrix with z on the main diagonal. Finally, we use "b" to denote the Kronecker product between matrices.
The rank constrained DNN reformulation of the QAP
It is well-known that each permutation π P P n can be represented by a nˆn permutation matrix X, i.e., a square binary matrix which has exactly one entry of 1 in each row and each column and zeros elsewhere. Therefore, the QAP (1) can be reformulate as the following trace form:
where x¨,¨y stands for the standard trace inner product of matrices, i.e., xY, Zy " trpX T Y q for X, Y P R mˆn , and Π nˆn is the set of all nˆn permutation matrices. It is clear that Π nˆn be characterized by the interaction of the set of orthogonal matrices and the set of nonnegative matrices, i.e.,
Without loss of generality, we may assume that the data matrices A, B, C in (1) are nonnegative, i.e., A, B, C P N . Inspired by [4] , Povh and Rendl [29] suggested to consider the following convex completely positive conic relaxation of the QAP (2):
where c " vecpCq and δ ij " 1 if i " j and δ ij " 0 otherwise for i, j P t1, . . . , nu. It is clear that for any nˆn permutation matrix X P Π nˆn ,
is a feasible solution of (3). Furthermore, Povh and Rendl [29] shown that the optimal value of (3) is actually equal the optimal value of QAP (2) . Unfortunately, the completely positive cone constrain Y P pC n 2 q˚is computational intractable. A useful strategy to handle this is to approximate the cone pC n 2 q˚from the outside, e.g., the cone of symmetric doublely nonnegative matrices S . Thus, we obtain the following relaxation of the QAP (2):
Clearly, the optimal value of problem (5) only provides a lower bound of the QAP (2). In general, the relaxation (5) for the QAP is not tight. On the other hand, from the equation (4), we may add the rank constraint rankpY q ď 1 to (5) and obtain the following rank constrained doubly nonnegative (DNN) problem:
The resulting problem (6) is non-convex. In fact, we shall show that (6) is an exact reformulation of the original QAP (2) . To this end, we need the following simple observation on the rank one completely positive matrices.
Lemma 1 Let q ě 1 be a given positive integer. Suppose that Y P S q and rankpY q ď 1. Then, the following statements are equivalent:
Proof Since "(i) ùñ (ii)" and "(iii) ùñ (i)" are obvious, we only need to show "(ii) ùñ (iii)", i.e., if Y P S q Ş N q , then there exists x P R q such that Y " xx T . Without loss of generality, we may assume rankpY q " 1, since otherwise the result holds trivially. It follows from Y P S q and rankpY q " 1 that there exists
[ \ It is clear that the objective functions of (2) and (6) coincide. The equivalence between (2) and (6) then follows if we show the feasible sets of these two problems are the same. By employing the similar argument as that of [29, Theorem 3] , we have the following result on the equivalence of the feasible sets of (6) and (2) .
is a feasible solution of (6) is a feasible solution of (6), then we can find the permutation matrix X P Π nˆn by setting X " matpxq with x " v¨}vecpXq} easily, where v is the unit corresponding eigenvector of Y with respect to n.
The following result on the equivalence between the rank constrained DNN problem (6) and the QAP (2) follows from Proposition 1 immediately.
Theorem 1
The rank constrained DNN problem (6) is equivalent to the QAP (2).
Clearly, the non-convex rank constrained DNN representation (6) is at least as hard as the original QAP, which means that finding a global solution of (6) is computational intractable. However, it is still possible to design some efficient algorithms, e.g., the DCA (see Section 4), to find a good feasible point of (6) and obtain a good feasible solution of the original QAP.
Extensions
In this section, we shall demonstrate that the results obtained in Section 2 can be applied to other important non-convex problems, which have the similar rank constrained DNN representations.
Standard quadratic programming. The standard quadratic problem (StQP) consists of finding an optimal of a quadratic form over the standard simplex, i.e.,
where Q is an arbitrary nˆn symmetric matrix. The StQP (7) includes many important combinatorial optimization problems as special cases, e.g., the maximum clique problem [26] . It is clear that the StQP (7) can be rewritten as the following matrix form:
Thus, by employing Lemma 1, we obtain the following result on the rank constrained DNN representation of the StQP (7), immediately.
Theorem 2
The standard quadratic problem (7) is equivalent to the following rank constrained DNN problem:
The minimum-cut graph tri-partitioning problem. The minimum-cut graph tri-partitioning problem [28] is to find a tri-partitioning the vertices of a graph into sets S 1 , S 2 and S 3 of specified cardinalities, such that the total weight of edges between S 1 and S 2 is minimal.
Let G " pV, Eq be an undirected graph on n vertices, given by its (weighted) symmetric nonnegative adjacency matrix A P N n , the minimum-cut graph tripartitioning problem [28] can be described as: for given integers m 1 , m 2 and m 3 summing to n, find subsets S 1 , S 2 and S 3 of V pGq with cardinalities m 1 , m 2 and m 3 , respectively, such that the total weight of edges between S 1 and S 2 is minimal. By presenting partitions S 1 , S 2 and S 3 by nˆ3 matrices X, the minimum-cut graph tri-partitioning problem can be written as follows
where M :" Diagpm 1 , m 2 , m 3 q and B "
By introducing Y " xx T with x " vecpXq, Povh and Rendl [28] reformulate the minimum-cut graph tri-partitioning problem (9) as follows:
where
. Again, similar with Section 2, by employing Lemma 1, we are able to obtain the following rank constrained DNN representation of the minimum-cut graph tri-partitioning problem (9) .
Theorem 3
The minimum-cut graph tri-partitioning problem (9) is equivalent to the following rank constrained DNN problem:
4 The DCA for the rank constrained DNN problem
In this section, we shall propose a DCA based algorithm for the rank constrained DNN relaxations established in the previous section. For simplicity in notation, all proposed rank constrained DNN representations (6), (8) and (11) can be cast in the following abstract form:
where the subsets Ω, R Ď S q are defined by
and
C P S q , A : S q Ñ R m is a given linear operator, and b P R m is a given data.
It is worth to note that for the rank constrained DNN relaxations proposed in Section 2, the subsets Ω with respect to (6), (8) and (11) are satisfy the following assumption.
Assumption 1
The subset Ω Ď S q defined by (13) is nonempty and bounded.
Let ρ ą 0 be a given penalty parameter. The rank constrained DNN problem (12) is closed related to the following rank penalized problem:
In fact, we shall verify that under Assumption 1, the rank penalized problem (15) is an exact penalty version of the rank constrained DNN problem (12) in the sense that there exists a constant ρ ą 0 such that the global optimal solution of (15) associated to any ρ ě ρ coincides with that of (12) .
Theorem 4 Suppose Assumption 1 holds. There exists a constant ρ ą 0 such that for any ρ ě ρ, the global optimal solution set of (15) associated to any ρ ą ρ coincides with the global optimal solution set of (12).
Proof Let Y˚be a global optimal solution of (12). Since Ω is assumed nonempty and compact, we may assume that r Y P Ω is an optimal solution of the convex problem min tf pY q | Y P Ωu. It is clear that f pY˚q ě f p r Y q. Let ρ ą f pY˚q´f p r Y q ě 0 be fixed. Suppose that ρ ě ρ. Let Y ρ be a global optimal solution of (15) chosen arbitrarily with respect to ρ. We have
By noting that rankpY ρ q ě 1 (since Y ρ ‰ 0), we obtain from (16) that
Since Y ρ P Ω, we have f p r Y q ď f pY ρ q. Thus, we have
We claim that rankpY ρ q ď 1. In fact, if rankpY ρ q ě 2, then it follows from (18) that
which contradicts with the fact that ρ ě ρ ą f pY˚q´f p r Y q. Thus, we know that Y ρ P Ω Ş R, i.e., Y ρ is indeed a feasible solution of (12) . Therefore, we have f pY ρ q ě f pY˚q since Y˚is a global solution of (12) . This, together with (17) , implies that f pY ρ q " f pY˚q, which implies that Y ρ is a global solution of (12) . On the other hand, by noting that Y ρ ‰ 0 and rankpY ρ q ď 1, we conclude that rankpY ρ q " 1, which implies that
It then follows from (16) that f pY ρ q`ρ rankpY ρ q " f pY˚q`ρ rankpY˚q. Thus, we know that Y˚is also a global solution of (15) . Since Y˚and Y ρ are chosen arbitrarily, we know that the global solution sets of (12) and (15) coincide.
[ \ Consider the following penalized problem:
Let X and Z be two finite dimensional Euclidean space. Recall a set-valued mapping Ψ : X Ñ Z is called calm atx forz P Ψ pxq if there exist a constant α ą 0 and neighborhood U Ď X ofx and neighborhood V Ď Z ofz such that
where B X is the unit ball in X .
Proposition 2 Suppose that the set-valued mapping Γ : Ñ S q defined by
is calm at 0 for each Y P Γ p0q. Then, there exists a constantρ ą 0 such that for any ρ ąρ, Y˚is an optimal of (12) if and only if Y˚is an optimal of the penalized problem (19) .
Proof First, we shall show that there existsρ ą 0 if Y˚is an optimal of (12), then it is also an optimal solution of the penalized problem (19) for ρ ąρ. By [6, Theorem 2.1], we know from the calmness of Γ that there exists
Suppose that ρ ąρ :" maxtLτ, Lu be arbitrarily given. Suppose there exists Y P Ω and ε ą 0 such that xC, Y y`ρp}Y }˚´}Y } 2 q ă xC, Y˚y´ρε.
Then,
This contradicts with the fact that Y˚is an optimal of (12). For the converse direction, it is sufficient to show that if Y˚is an optimal of the penalized problem (19) , then Y˚P Ω Ş R, i.e., Y˚is a feasible solution of (12) . In fact, if r Y P Ω Ş R is an optimal of (12), then since Y˚is an optimal of the problem (19) [ \ The objective function of (19) can be rewritten as
where ppY q :" }Y } 2 . Therefore, the non-convex objective function of the penalized problem (19) is a DC (difference of convex) function. Thus, we introduce a DC based algorithm to solve (19) , which has the following template:
and the subset Ω Ď S q is defined by (13)
Under Assumption 1, the strongly convex problem (20) has a unique solution and can be solved efficiently by considering its dual problem, i.e., max´xb, yy´σ 2
Moreover, if py k`1 , S k`1 , Z k`1 q P R mˆS qˆN q is an optimal solution of the above dual problem (22) , Y k`1 can be found as follows
It is clear that the dual problem (22) coincides with the inner problem [40, (8) ] involved in the augmented Lagrangian method of the dual problem of the semidefinite programming with an additional polyhedral cone constraint (SDP+) introduced by [40] . Therefore, we can employ the majorized semismooth Newton-CG method [40, Algorithm MSNCG] to solve (20) , directly. Furthermore, in order for the dual problem (22) to have a bounded solution set, we introduce the following general Slater condition for the constraint set Ω defined in (13). where N Ω pY q is the normal cone of the convex set Ω at Y in the sense of convex analysis (cf. e.g., [32] ). We have the following results on the convergence of the proposed DC based algorithm (Algorithm 1) for the rank constrained DNN problem (12) . Note that the proof of the following proposition is similar with that of [18, Theorem 3.4] . However, we include the proof here for completion.
Proposition 3
Moreover, any accumulation point of the bounded sequence tY k u is a stationary point of problem (19) .
Proof Since the function p is convex and W k P B ppY k q, we know that
Therefore, we have for each k ě 0,
where the last inequality due to Y k P Ω and Y k`1 is the optimal solution of (20) . Thus, we know that the sequence tf ρ pY k qu is a monotonically decreasing sequence. Assume that there exists some k ě 0 such that
We shall show that Y k`1 is a stationary point of (19) . Since Y k`1 is the optimal solution of the strongly convex problem (20) , we know that
It then follows from
which implies that
i.e. Y k`1 is a stationary point of (19) . Next, suppose that for all
Thus, since Y k P Ω and D k`1 P N Ω pY k`1 q for each k ě 0, by (25), we have
which implies that 1 2σ
Thus, the infinite sequence tf ρ pY k qu satisfies the inequality (24 
Then, by (24) , we obtain that
which implies that lim kÑ8 }Y k`1´Y k } " 0. Therefore, we obtain that 
It follows from the convergence of the two subsequences tD k j`1 u and tY
This is a contradiction. The proof is completed.
[ \ In order to show the infinity sequence tY k u generated by the proposed Algorithm 1 actually converge, we recall the following definition of the Kurdykaojaziewicz (KL) property of the lower semi-continuous function (see [5, 9, 10] for more details). Let ι ą 0 and Ψ ι be the class of functions ψ : r0, ιq Ñ R`that satisfy the following conditions:
(a) ψp0q " 0; (b) ψ is positive, concave and continuous; (c) ψ is continuously differentiable on p0, ιq with ψ 1 pxq ą 0 for any x P p0, ιq.
Let g : R n Ñ p´8, 8s be a given proper lower semicontinuous function. Suppose that x P dom g :" tx P n | gpxq ă 8u. The Fréchet subdifferential of g at x is defined as
and the limiting subdifferential, or simply the subdifferential of g at x, is defined by
.
Definition 1 (KL property)
The given proper lower semicontinuous function g : R n Ñ p´8, 8s is said to have the KL property atx P dom g if there exist ι ą 0, a neighborhood U ofx and a concave function ψ P Ψ ι such that ψ 1 pgpxq´gpxqqdistp0, Bgpxqq ě 1 @ x P U and gpxq ă gpxq ă gpxq`ι, where distpx, Zq " min zPZ }y´x} is the distance from a point x to a nonempty closed set Z. The function g is said to be a KL function if it has the KL property at each point of dom g.
One most frequently used functions which have the KL property are the semialgebraic functions.
Definition 2 (Semialgebraic sets and functions) A set in R
n is semialgebraic if it is a finite union of sets of the form
. . , a and q j : R n Ñ R, j " 1, . . . , b are polynomials. A mapping is semialgebraic if its graph is semialgebraic.
For this class of function, we have the following useful result (cf. [7, 8] ).
Proposition 4 Suppose a proper lower semicontinuous function
is semialgebraic, then g is a KL function. Now, we are ready to establish the global convergence of Algorithm 1 by employing a refined global convergence result for the proximal DCA solving the DC programming with the nonsmooth DC function, which is recently developed by Liu et al. [25] .
Theorem 5 Suppose that Assumption 1 holds. Let ρ ą 0 be given and σ ď 1{}Cρ
I}. Suppose that tY k u is the infinite sequence generated by Algorithm 1. Then tY k u converges to a stationary point of problem (19) .
Proof It is easy to verify that the set Ω Ď S q defined in (13) [ \ Finally, we will show that if the parameter ρ ą 0 is large enough, then the sequence tY k u obtained by Algorithm 1 will satisfy the the rank constraint of (12) when k sufficiently large. 
Proposition 5 Suppose that Assumptions 1 and 2 hold. For each
By the first equation of (27), we know that for each k,
inequality (see [39] or [20, Theorem 4.3 .7]), we have for each k,
where the equality holds due to the fact that the eigenvalues λp´ρpI´W k" p0,´ρ, . . . ,´ρq P R q . Moreover, since for each k, Y k P Ω is bounded, we know that there exists a constant ζ ą 0 such that for each k, }Y k } 2 ď ζ. It follows from Assumption 2 that the level set of the dual problem (22) is a closed and bounded convex set (cf. [33, Theorems 17 & 18] ). Thus, we know that there exists a finite constant η such that for k sufficiently large, λ 1 p´C´A˚y k`1´Z k`1 q ď η, we have there exists a constant ζ ą 0 such that for k sufficiently large,
Therefore, we know from (28) that if ρ ą p ρ :" maxtη, 0u`ζ σ ą 0, then for k sufficiently large,
Finally, since (29), we obtain that for k sufficiently large, rankpS k`1 q ě q´1 and rankpY
which implies that rankpY k`1 q ď q´rankpS k`1 q ď 1.
[ \
Numerical results
In this section, we present numerical results for the relaxation problem (6) solving by Algorithm 1. All the data from QAPLIB [19] and 'dre' instances [15] are tested on a Window 10 workstation (6 core, Intel Xeon E5-2650 v3 @ 2.30 GHZ, 128 GB RAM). The size of most QAPs ranges from 12 to 60. During our experiments, SDPNAL+ version 1.0 [35] is used as doubly nonnegative solver for solving the subproblems (20) . Algorithm 1 is implemented in the MATLAB 2015a platform. We measure the performance of Algorithm 1 by
where 'opt' denotes the optimal value (or best-known feasible solution) of the instance from QAPLIB, 'PDCA' denotes the optimal value of the subproblem (20).
Penalty parameter
The penalty parameter ρ is an important factor for the whole procedure of Algorithm 1. Figure 1 shows the effect of the paramenter ρ on the gaps and the ranks of the sequences generated by Algorithm 1 for chr18a, els19, had20 and lipa30a. In each subfigure, x-axis is the range of the parameter ρ, the left and right y-axis denote the ranks of the generated solutions and the gaps of the optimality for the different ρ respectively. As shown in Fig. 1 (a) and (b), if ρ increases from 0, chr18 Although larger ρ can help the solutions satisfying the rank-one constraint in the problem (12) (Proposition 5), the parameter ρ should not be too large. In fact, as demonstrated by (c) had20 and (d) lipa30a in Fig. 1 , when ρ increases larger than certain value, the gaps of these two problems oscillate up and down which imply the penalty problem (19) may move away from the target problem (12) . In our implementation, a bisection strategy is used for finding a suitable parameter ρ for Algorithm 1. Table 1 summarizes the quality of the solutions obtained by our proposed DCA approach for solving the problems from QAPLIB [19] and 'dre' instances [15] (107 instances). It can be seen from Table 1 that for 69 instances we are able to solve the problems exactly; for 32 instances we are able to obtain a feasible solution whose gap is less than or equal 4%; for 6 instances we obtain a feasible solution whose gap is larger than 4%. The detail numerical results of Algorithm 1 for solving the 'dre' instances from [15] and QAPLIB [19] are reported in Tables 2 and 3 . In the these tables, 'time' column (in hours:minutes:seconds) reports the CPU time of Algorithm 1 and 'permutaion/bound' column reports the feasible solution generated by solving the relaxation problem (20) of the rank-1 constrained DNN problem (19) .
Numerical performance
The 'dre' problem instances [15] are based on a rectangular grid where all nonadjacent nodes have zero weight, making the value of the objective function increase steeply with just a slight change from the optimal permutation. The 'dre' instances are difficult to solve, especially for many metaheuristic-based methods, since they are ill-conditioned and hard to break out the 'basin' of the local minimal. The best known solutions for the 'dre' problems have been found by branch and bound in [15] . Notably, by employing our proposed DCA based approach Algorithm 1, we are able to obtain the global optimal solutions of the 'dre' problems quite efficiently. For instance, we are able to solve the instance 'dre42' by Algorithm 1 exactly in 13 minutes. In Table 3 , the upper bounds generated by Algorithm 1 are compared with the state of the art optimal values (or the best known upper bounds) in QAPLIB. Except burxxx and skoxx cases, we find that most instances can either be solved exactly or achieve an upper bound which is accurate up to a relative error of 5% through the penalized DC relaxation. Because the subproblems of the corresponding penalized DC problems are failed to achieve the stopping criteria 10´6 of SDPNAL+, Algorithm 1 only provides the feasible solutions for burxxx cases. We note that the QAPLIB bounds were typically achieved using a rather large collection of different algorithms, which generally involve a branch and bound procedure requiring multiple convex relaxations, while our results are achieved by using a single relaxation. 
Conclusion
This paper established an exact rank constrained DNN formulation of QAP. Under the framework of DC programming, we are able to solve the penalized DC problem efficiently by the semi-proximal augmented Lagrangian method. If the subproblems can be solved successfully, our algorithm usually reaches the optimal solutions of QAP exactly. Even if the subproblem is difficult to solve, our proposed algorithm still can provide a good feasible solution close to the optimal upper bound in QAPLIB. As a future work, we will investigate the structure of the constraints of the penalized DC problem and try to reduce the number of constraints for solving the rank constrained DNN formulation of QAPs more efficiently.
