This paper presents a neural network based processor with improved computation efficiency, which aims at multiclass heartbeat recognition in wearable devices. A lightweight classification algorithm that integrates both bi-directional long short-term memory (BLSTM) and convolutional neural networks (CNN) is proposed to deliver high accuracy with minimal network scale. To reduce energy consumption of the classification algorithm, the similarity between consecutive heartbeats is exploited to achieve a high degree of computation reuse in hardware architecture. In addition, neural network compression techniques are adopted in the procedure of inference to save hardware resources. Synthesized in the SMIC 40LL CMOS process, the prototype design has a total area of 1.40 mm 2 with 186.2 kB of static randomaccess memory (SRAM) capacity. Based on the simulation, this processor achieves an average energy efficiency of 3.52 GOPS/mW under 1.1 V supply at 100 MHz frequency. Compared with the design without computation reuse, the proposed processor provides a speedup by 2.58x and an energy dissipation reduction by 61.27% per classification. This work is a valuable exploration of neural network based design for longterm arrhythmia monitoring in daily life.
I. INTRODUCTION
Cardiovascular arrhythmia is a common disease that may occur suddenly and become life-threating if not treated properly [1] . Wearable arrhythmia monitoring devices that are based on electrocardiogram can record and analyze long-term physiological signals in real time, which greatly improve the life quality and survival rate of patients.
The high demand of wearable arrhythmia monitoring devices leads to various electrocardiogram (ECG) processors, which target at improving energy efficiency and achieving high detection accuracy. Bayasi et al. [2] present a lowpower ECG processor for predicting ventricular arrhythmia by adopting a naive Bayes classifier. However, the prediction accuracy is limited to 86% for ventricular arrhythmia detection only. Ieong et al. [3] presents a real-time compression processor for extracting valuable ECG information. In spite The associate editor coordinating the review of this manuscript and approving it for publication was Alberto Cano . of the high compression ratio of this design, the intrinsic latency and high energy consumption of data transmission are problems yet to be solved. Chen et al. [4] process ECG signals with a weak-strong hybrid classifier, which acquires a nice balance between classification accuracy and energy dissipation, but it is ineffective for multiclass heartbeat classification. Xu et al. [5] realizes energy-efficient multi-class heartbeat classification with the granular resampling method and adaptive speculative mechanism. However, the classification accuracy remains unsatisfactory, especially for the ventricular class (only 78.67%).
Overall, these ECG processors that use the traditional classification methods have two aspects to be improved: i) Most previous works only distinguish ventricular heartbeats (V) from normal heartbeats (N), and few of them accomplish high accuracy heartbeat recognition for all the standard Advancement of Medical Instrumentation (AAMI) [6] classes; ii) The fixed manual features employed by the traditional classification methods are not sufficient when treating different patients with various types of arrhythmia [7] , as the connotative characteristics underlying the original ECG signals may be ignored.
Neural network algorithms [8] - [11] achieve high accuracy in multiclass ECG recognition and demonstrate good generalization capability for different patients. As the ECG signals vary significantly among different patients, deep neural network topologies are required to gain the high classification accuracy, but the large memory usage and computation complexity present significant challenges to the implemention of the neural network based ECG processors in wearable devices.
To reduce the heavy workload load of these neural network based algorithms, the patient-specific means [7] , [12] , [13] are proposed to extract the best possible features of individuals by exploiting relatively simple network architectures. For each patient, a personal neural network model is trained by the relatively small common training data from all patients and the specific data collected from that patient. Once the individual network is well trained, the following heartbeat classification and ECG monitoring are based on that model for specific patient. The patient-specific method dramatically decreases the demand for computation and storage hence becoming more applicable to wearable devices.
In this paper, we propose a neural network based processor with improved energy efficiency for patient-specific ECG classification. The heartbeats are classified into five classes (N, supraventricular ectopic beat (S), V, fusion of a ventricular and a normal beat (F), or unknown beat type (Q)) strictly following the AAMI guidance [6] . The main contributions are as follows:
i) A lightweight neural network based ECG classification algorithm with high recognition accuracy is proposed by combining both the bi-directional long short-term memory (BLSTM) [14] and convolutional neural networks (CNN), which better satisfies the demand of limited energy consumption and hardware resources on wearable devices.
ii) The high degree of similarity between successive heartbeats is utilized to achieve computation reuse on hardware architecture, which greatly speeds up the network inference and improves the energy efficiency.
iii) Network compression techniques, including weight quantization and parameter precision reduction, are adopted to reduce the storage of parameters and shrink the scale of processor with negligible loss on classification accuracy.
The rest of this paper is organized as follows: The proposed ECG classification algorithm is described in Section II. Section III presents the hardware architecture design of the processor. Section IV evaluates the processor implementation. Section V concludes this paper.
II. ALGORITHM DESIGN
The ECG classification algorithm plays an important role in optimizing the processor. This section presents our low footprint neural network with integrated BLSTM and CNN. 
A. BACKGROUND
One typical heartbeat in ECG signal is shown in Fig. 1 . The significant clinical details include the P, Q, R, S, and T waves that represent the electrical activities of cardiac muscle [15] . The P wave describes the Atria depolarization (Atrial Contraction), the T wave shows the depolarization of ventricles (Ventricular relaxation), and the QRS complex represents ventricles depolarization (Ventricular contraction) [16] . The study of ECG morphology is helpful for the optimization of heartbeat classification algorithms.
B. INTEGRATING BLSTM AND CNN
To reduce the cost of ECG processors, neural network based classification methods are required to minimize their model scales while extracting more effective features. The network topology with integrated BLSTM and CNN is proposed to fulfill the purpose. Since the CNN extracts the morphological features of ECG signals significantly [12] and the BLSTM is superior in handling sequence tasks [17] , the combination of them can implement efficient feature extraction, and thus achieving a high classification accuracy with smaller amount of parameters and less computation load.
The proposed ECG classification algorithm is described in Fig. 2 . The original ECG waveforms of two signal channels are first normalized for removing external noises, such as baselines wander [18] , and then they are segmented into single heartbeats according to the average RR interval D of each patient. The heartbeat for the BLSTM usage comprises the sample points of 1/3 of the average RR interval before the R peak and 2/3 of the average RR interval after the R peak. As the process of ventricular repolarization (causing T waves) is longer than that of sinoatrial node depolarization (causing P waves) [15] , the imbalanced periods before and after the R peak are adopted for the completion of P and T waves. The heartbeat for the CNN usage comprises the sample points of 4/5 of the average RR interval both before and after the R peak. The extra sample points are applied to enrich the details of P waves and T waves, which helps to distinguish N and S. This presented adaptive segmentation method maintains the uniformity of heartbeats from different patients, which helps to extract effective features. To balance the workload and classification performance of our network, the segmented heartbeats are resampled to 128 points for the BLSTM and 100 points for the CNN using the linear interpolation method. The q-th point V A (q) after re-sampling can be calculated with the p-th point V B (p) before re-sampling by eq. (1) and (2),
The proposed neural network based classifier is composed of the parallel recurrent neural network (RNN) part and CNN part. The RNN part has two sub-models that are made up by the cascaded BLSTM layer and dropout layer [19] , and each sub-model deals with the single channel ECG inputs. The previous 4 heartbeats, the current heartbeat, and the following 4 heartbeats make up the time steps for one inference to extract the beat-to-beat correlation from context with the superiority of BLSTM, which is helpful for utilizing the important long-term features, such as heart rate variance. Employing two smaller sub-models in parallel instead of a larger one helps to decrease the network scale of the RNN part. The CNN part consists of two cascaded convolutional (CONV) layers that are followed by the rectified linear unit (ReLU) and average-pooling layer. The segmented heartbeats of two channels are concatenated as the CNN inputs, which helps to extract the detailed morphological features. The parallel models extract connotative features from the original ECG signals, and the outputs of both RNN part and CNN part are linked as the inputs of the multi-layer perception (MLP) to produce the final prediction results. The parameters of neural network layers are listed in Table 1 , which is a detailed description of the lightweight algorithm.
C. ALGORITHM PERFORMANCE
The performance of the proposed ECG classification algorithm is tested on the popular MIT-BIH arrhythmia database [20] , and the selection of common dataset DS1 and patient-specific dataset DS2 is the same as other works [7] , [12] , [13] Table 2 , which shows the high classification accuracy for N, S, V, and F beats. As the V and S beats are more attentive in the clinic according to the AAMI guidance [6] , their results are presented in more details. Four standard metrics, accuracy (Acc), sensitivity (Sen), specificity (Spe), and positive predictivity (Ppr) are applied to evaluate the classification performance. Two widely used statistical measures of F1 score and G score adopted in [7] are listed to synthetically estimate the Sen and Ppr. An overall performance comparison between the proposed algorithm and other advanced patient-specific methods [7] , [12] , [13] , [21] are shown in Table 3 . Our classification performance of V beats is comparable to existing methods, while the classification performance of S beats is more outstanding than others. The Sen, F1 and G of the S beats classification are the best among all. It is worth mentioning that the [21] proposes an efficient low-power design for neural network based ECG classification. However, it only achieves four-class (N, V, F, and Q) heartbeat recognition, and the classification accuracy of V can still be improved further.
The proposed algorithm only demands approximately 9.34 MOPs for each detection owing to the novel network topology design with effective feature extraction, which is relatively lightweight when compared with other works (for example, the networks in [12] demands approximately 100 MOPs). The lower requirement for the amount of computations is beneficial for the hardware implementation.
D. NETWORK ARCHITECTURE DISCUSS 1) COMBINING BLSTM AND CNN
The topologies of BLSTM and CNN in our classification model are separately employed to validate the proposed network architecture, and the scale of MLP layer is adjusted accordingly. As Table 4 describes, the classification performance deteriorates significantly when adopting either the independent BLSTM or CNN. As both detailed morphological features and sufficient sequential features are needed to distinguish SVEB, the big accuracy loss is introduced in the SVEB classification (15.3% loss of F1 for independent BLSTM and 6.4% loss of F1 for independent CNN). Since the recognition of VEB depends more on the morphological features, the accuracy loss of independent CNN is smaller than that of BLSTM.
For further verifying the proper network scale of independent CNN, we enlarge the filter number of each layer from 32 to 128 and adjust the convolutional layer number from 2 to 3. However, as Table 4 describes, the Sen of both SVEB and VEB increase while the Ppr of them decrease more. Considering the performance of whole network completely, the scale of CNN are finally set as Table 1 .
2) BLSTM TOPOLOGY OF PARALLEL SUB-MODELS
The proposed classification network architecture with two parallel BLSTM sub-models is compared with that using one unified BLSTM model. The original two-channel BLSTM input heartbeat sequences are concatenated to form the inputs of the unified model. The network scale of one unified BLSTM model is doubled than that of two parallel submodels. The classification performance of two different BLSTM architecture designs is described in Table 4 . Since the normal QRS complexes are usually prominent in the channel-one signals and the ectopic beats are more typical in the channel-two signals [20] , the design of two sub-models can significantly improve the classification performance on both VEB and SVEB. The experimental results prove the effectiveness of the proposed parallel sub-model architecture that better utilizes the ECG signals of both channels.
3) BLSTM INPUT SEQUENCE LENGTH
The classification models with various input heartbeat sequence lengths (3, 7, 9, and 11) of the BLSTM are evaluated on the testing dataset. In general, as describes in Table 5 , the F1 and G of both VEB and SVB classification roughly improve with the increase of the input sequence length (under 9), while the performance deteriorates when the input sequence length is adjusted from 9 to 11. Since a longer sequence does not improve the classification performance, the proposed length of 9 (previous 4 heartbeats, the current heartbeat, and following 4 heartbeats) is the optimal choice.
III. HARDWARE ARCHITECTURE DESIGN
The hardware architecture that takes full advantage of computation reuse and network compression helps to remove the redundant computations of our ECG classification algorithm, and thus greatly reducing the energy consumption with negligible accuracy loss. The system overview of the proposed processor is shown in Fig. 3 . The weights of BLSTM, CNN and MLP layers are all stored in SRAMs and read out to corresponding weight buffers independently during the network inference. The processing element (PE) array is reused among the computation of different topologies, which implements 16 multiply and accumulate (MAC) operations across the network layer nodes and weights per clock cycle. The non-linear unit in PE array processes the sigmoid and hyperbolic tangent functions in BLSTM using the piecewise linear function. The intermediate results generated by the PE array are stored in the buffer SRAM. The top-level logic handles the scheduling of different function units.
A. COMPUTATION REUSE DESIGN FOR INPUT SIMILARITY
As the ECG waveforms are nearly periodic signals in most situations due to the regular pattern of cardiac activities, the continuous heartbeats show significant similarity between each other. Since the BLSTM inputs are composed of the successive heartbeats to be multiplied with the same weight matrix in our design, a large amount of intermediate computation results are the same and can be reused between time steps. The processor can be significantly optimized by the computation reuse based architecture, as the calculation of BLSTM occupies the majority portion in the proposed algorithm (according to Table 1 ).
The process of input similarity based computation reuse in BLSTM is described in Fig. 4 . For the current inference, the input vector I t in the time step t is multiplied with the weight matrix W I by eq. (3).
The input vector I t−1 in the last time step t −1 is multiplied with the weight matrix W I by eq. (4).
Thus the multiplication results B t in the time step t can be calculated by the results B t−1 in the time step t − 1 and the matrix-vector products (I t − I t−1 )W I by eq. (5) .
The similarity between the inputs of adjacent time steps largely determines the number of zeros in vector I t−1 − I t , and further affects the computation load by the zero-skipping logic in hardware. In other words, the input nodes that have the same values as corresponding ones in the t − 1 time step can reuse the MAC results B t−1 , and need not to be multiplied with the weight matrix in the time step t.
Despite the high degree of similarity between adjacent heartbeats, floating-point network inputs are not exactly the same in two successive time steps in the vast majority of the cases. In order to improve the similarity between successive input nodes in the BLSTM, numerical quantization is adopted. After applying quantization, the BLSTM inputs with close values share the same fixed-point quantitative values, which dramatically increases the degree of similarity. A novel adaptive-grained quantization method is proposed in our design for BLSTM inputs. We use fine-grained quantitative values on P, Q, S, and T waves, for the details of them contain the majority of information to distinguish heartbeats. Coarsegrained quantitative values are adopted on the R waves, since it not the absolute values but the locations of R waves are of great importance. When the ECG signals are normalized, the R waves usually own higher values and P, Q, S, T waves take place lower values. Thus, the adaptive-grained quantization can be simply achieved according to the signal values and needs not to detect the P, Q, R, S, and T waves. The Table 6 lists a detailed comparison of performance among networks without quantization, with uniform quantization, and with the proposed adaptive-grained quantization on BLSTM inputs, respectively. The results show that the proposed adaptivegrained method with 32 quantitative values achieves a high similarity of 49.1% with negligible accuracy loss owing to the error tolerant ability of neural networks.
The consecutive similar inputs of BLSTM exhibit a high degree of similarity for hidden layers as well. As the distribution of hidden nodes does not have the definite meaning, the common uniform quantization is applied. Table 7 suggests that 16 quantitative values are the best choice with a similarity of 74.6% (the 8 quantitative values result in the decrease of accuracy).
In the proposed BLSTM model with N time steps, the MAC computations between layer nodes (including both input and hidden nodes) and weight matrices in the last N-1 time steps can partly reuse the computing results of the previous time step according to the similarity. Once the corresponding layers nodes are the same in adjacent time steps, the related computations are skipped and the results of previous step are token as those in the current time step. As the similarity of input nodes and hidden nodes are 49.1% and 74.6%, respectively, more than half of MAC operations in BLSTM model can be removed with the utilization of computation reuse.
The computation reuse based hardware architecture for the BLSTM is proposed to take advantage of the similarity between both the input and hidden layers of adjacent time steps. As described in Fig. 5 , the coupled layer buffers store the quantized layer nodes at both the last and the current time The non-linear unit achieves the sigmoid and hyperbolic tangent operations for calculating the hidden layer nodes at the current time step before quantization. The the sigmoid and hyperbolic tangent are approximately calculated using piecewise linear function by eq. (6) and eq. (7) . The domain of function x in eq. (6) and eq. (7) are divided into multiple pieces, and the actual results of σ (x) and tanh(x) are calculated according to the linear function f (x) = k j x + b j in each piece j. The piecewise linear method changes non-linear function into MAC operation with fixed parameters k j and b j , which largely reduces the hardware cost in the proposed design. Since the calculation of non-linear functions takes place a small part of the whole BLSTM model, the results of them are not reused among network processing.
B
. COMPUTATION REUSE DESIGN FOR INPUT OVERLAP
In our BLSTM network topology with N time steps, the inputs of the last N-1 time steps in the current inference is just the inputs of the first N-1 time steps in the next inference. As shown in Fig. 6 , since the inputs of each time step are multiplied with the same weight matrix, the input sequence overlap between adjacent inferences allows reusing the results of the current detection in the next detections. As the hidden layer output sequences between adjacent inferences do not overlap with each other, the hidden nodes related MAC operations can not be optimized by this way. A customized cache SRAM array is used to store the intermediate results, as shown in Fig. 5 . When the MAC results of input nodes and weight matrix are generated at one time step, they are stored in corresponding SRAMs and read out as part of the calculating results in the next round of detection. The input overlap based computation reuse results in the 8 kB external memory storage, while reducing 8/9 of the input nodes related MAC operations.
C. NETWORK COMPRESSION DESIGN
The network compression techniques, which mainly include parameter precision reduction and weight quantization, are applied to our design to further minimize the hardware resource and energy consumption.
The intermediate results of MACs are represented in 16-bit fixed-point format to keep the low bits of multiplications, which helps to maintain the acceptable precision of accumulations. When finishing the MAC computations in each time step, the final results are rounded into 8-bit fixed-point format for storage to save hardware resources in the proposed processor. The inputs and weights of all network topologies (including BLSTM, CNN and MLP layers) lower their precision to 8-bit fixed-point format as well. The decrease of precision largely reduces the computation complexity and parameter storage for inference when compared with the original floating-point format.
Since the weights of the BLSTM topology take place the majority of chip storage, they are quantized into 16 8-bit fixed-pointed values in our design. The weights are stored in SRAM with the 4-bit quantitative indexes, which reduces half of the memory size compared with adopting the 8-bit fixed point values. A 16-entry look-up table (LUT) accomplishes the mapping between the quantized 8-bit fixed-point weights and the 4-bit encoded quantitative indexes.
As Table 8 shows, the 8-bit fixed-point parameter format and 16-value quantization operation result in negligible effect on the classification accuracy.
IV. IMPLEMENTATION A. HARDWARE EVALUATION
The ECG classification processor is implemented in Verilog HDL to evaluate its area, performance and power consumption. The register transfer level (RTL)-level design is synthesized with the Synopsys design compiler (DC) in the SMIC 40LL high-Vt process, while the Synopsys IC compiler (ICC) is applied for placing and routing. The Prime-Time PX is used to analyze the power consumption. The layout of the processor is shown in Fig. 7 , which has 1.40 mm 2 of total chip area and 186.2 kB of on-chip memory. The details of the layout are listed in Table 9 . When simulated under 1.1 V supply and at 100 MHz frequency, the processor consumes 2.13 mW of power. The average processing time per inference is 1.3 ms, translating into 2.78 µJ per beat classification. The execution time of BLSTM, CNN and MLP are 1.18 ms, 0.08 ms, 0.05 ms and the average power of them are 2.13 mW, 3.25 mW, 1.66 mW, respectively. The average energy efficiency achieves 3.52 GOPS/mW, which is state-of-the-art among the existing neural network based processors [22] - [24] . Table 10 compares the proposed design and the prior arts. Compared to the general purpose accelerators for large scale neural network models with compression [22] , [23] , our ultralow-power and lightweight processor is more suitable for long battery-life wearable monitoring devices. It is worth mentioning that, our design scale is similar with the CHIP-MUNK [24] , whereas our energy efficiency is approximately 3.2x higher and the power consumption is only 7.3% owing to the novel computation reuse based architecture.
B. HARDWARE ARCHITECTURE COMPARISON
To validate the gain obtained through the computation reuse based design, a baseline processor without adopting the proposed hardware architecture is also implemented. Compared with the baseline, our optimized design requires approximately 10 kB larger SRAM capacity due to the extra storage for computation reuse purpose, which results in an increment of average power from 2.069 mW to 2.129 mW at 100 MHz frequency. However, the average number of cycles per each detection is significantly reduced from 346826 to 130533. The acceleration of inference makes the proposed design 2.59x more energy efficient than the baseline processor. The detailed comparison is shown in Table 11 .
V. CONCLUSION
This paper presents our exploratory work on neural network based processor for multiclass heartbeat classification. Both algorithm and hardware architecture optimizations are employed to avoid excessive resource usage by the neural network methods. The classification algorithm with integrated BLSTM and CNN achieves high accuracy on the arrhythmia detection with a very lightweight network scale. The computation reuse based hardware architecture dramatically accelerates the inference process and significantly reduces energy consumption. Our processor proves to be very efficient for long-term wearable ECG monitoring devices.
