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PACKING MINIMA AND LATTICE POINTS IN CONVEX
BODIES
MARTIN HENK, MATTHIAS SCHYMURA, AND FEI XUE
Abstract. Motivated by long-standing conjectures on the discretiza-
tion of classical inequalities in the Geometry of Numbers, we investigate
a new set of parameters, which we call packing minima, associated to a
convex body K and a lattice Λ. These numbers interpolate between the
successive minima of K and the inverse of the successive minima of the
polar body of K, and can be understood as packing counterparts to the
covering minima of Kannan & Lova´sz (1988).
As our main results, we prove sharp inequalities that relate the vol-
ume and the number of lattice points in K to the sequence of packing
minima. Moreover, we extend classical transference bounds and discuss
a natural class of examples in detail.
1. Introduction
Let Kn be the set of all convex bodies, that is, compact convex sets in
the n-dimensional Euclidean space Rn with non-empty interior, and let Ln
be the set of all n-dimensional lattices Λ ⊆ Rn. Here, a lattice Λ ∈ Ln
is understood as the linear image of the standard lattice Zn, that is, there
exists an invertible matrix B ∈ Rn×n such that Λ = BZn. The matrix B,
or more precisely the set of its column vectors, is called a basis of Λ and
|det(B)| is called the determinant of Λ, which will be denoted by det(Λ).
One of the classical functionals in the Geometry of Numbers is the cover-
ing radius µ(K,Λ) defined for K ∈ Kn and Λ ∈ Ln as the smallest positive
dilation factor µ such that Λ is a covering lattice of µK, that is,
µ(K,Λ) = min{µ > 0 : Λ + µK = Rn}.
In their studies of lattice point free convex bodies, Kannan & Lova´sz [11] em-
bedded this functional into a series of functionals, called covering minima. In
order to define them, let G(Rn, k) be the Grassmannian of all k-dimensional
linear subspaces of Rn, and for a given lattice Λ ∈ Ln let
G(Λ, k) = {L ∈ G(Rn, k) : dim(L ∩ Λ) = k}
be the set of all k-dimensional linear lattice planes of Λ. As usual, the
dimension dim(S) of a set S ⊆ Rn is defined as the dimension of the affine
hull of S. Now, the ith covering minimum µi(K,Λ) is defined as the smallest
positive number µ such that for every L ∈ G(Rn, n − i) the lattice Λ is a
covering lattice of µK + L, that is,
(1.1) µi(K,Λ) = inf{µ > 0 : (Λ+µK +L) = Rn for all L ∈ G(Rn, n− i)},
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for 1 ≤ i ≤ n. For i = n, we retrieve the covering radius µn(K,Λ) = µ(K,Λ),
and as it was pointed out in [11, Lem. (2.3)], the infimum in the above
definition is attained for a certain lattice plane L. Hence, we may also write
(1.2) µi(K,Λ) = max
{
µ(K|L⊥,Λ|L⊥) : L ∈ G(Λ, n − i)
}
,
where L⊥ denotes the orthogonal complement of L, and ·|L⊥ the orthogonal
projection onto it. Note that since L is a lattice plane, the projection Λ|L⊥
is indeed again a lattice.
The counterpart to the covering radius in the Geometry of Numbers is
the packing radius ρ(K,Λ), which is defined as the maximal ρ > 0 such that
a given lattice Λ is a packing lattice of ρK, that is, we have int (x+ ρK) ∩
int (y + ρK) = ∅, for all x,y ∈ Λ with x 6= y, and where int (·) denotes the
topological interior. Since a lattice is an additive group this is equivalent to
saying that
ρ(K,Λ) = max{ρ > 0 : int (ρ(K −K)) ∩ Λ = {0}}.
The set K − K = {x − y : x,y ∈ K} is called the difference body of K,
and it clearly belongs to the set of origin-symmetric convex bodies, that is,
thoseM ∈ Kn satisfyingM = −M . For the sake of brevity and since we use
the difference body oftentimes in the sequel, we denote it by Kc = K −K.
We may thus also write
ρ(K,Λ) = λ(Kc,Λ) := min{λ > 0 : λKc ∩ Λ 6= {0}},
where λ(Kc,Λ) is the length of a shortest non-trivial lattice vector in Λ, and
that length being measured with respect to the norm ‖x‖Kc = min{r ≥ 0 :
x ∈ r Kc} induced by Kc.
Now, in analogy to (1.1), we define the ith packing minimum as
ρi(K,Λ) = inf{ρ > 0 : (ρKc + L) ∩ Λ 6= L ∩ Λ for all L ∈ G(Rn, n− i)},
for 1 ≤ i ≤ n. As we will see in Lemma 2.1, and in analogy with (1.2), the
infimum is attained at a certain lattice plane, and we may write
ρi(K,Λ) = max
{
λ(Kc|L⊥,Λ|L⊥) : L ∈ G(Λ, n − i)
}
.(1.3)
In words, ρi(K,Λ) is the smallest number ρ > 0 such that every projection of
ρKc along an (n− i)-dimensional lattice plane L of Λ contains a non-trivial
lattice point of the i-dimensional lattice Λ|L⊥. In particular,
(1.4) ρn(K,Λ) = ρ(K,Λ) and ρ1(K,Λ) = µ1(K,Λ).
In order to understand the geometric meaning of the packing minima, we
need some more definitions. First, for an origin-symmetric convex body
M ∈ Kn, the functional λ(M,Λ) was embedded by Minkowski in a series of
functionals which are known as Minkowski’s successive minima. Here, the
ith successive minimum λi(M,Λ) is defined as the smallest dilation factor
λ > 0 such that λM contains at least i linearly independent lattice points
of Λ, that is, for 1 ≤ i ≤ n
λi(M,Λ) = min{λ > 0 : dim(λM ∩ Λ) ≥ i}.
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Hence, we retrieve λ1(M,Λ) = λ(M,Λ). Furthermore, we need the polar
body [K]⋆ of K ∈ Kn defined by
[K]⋆ = {y ∈ Rn : 〈x,y〉 ≤ 1, for all x ∈ K},
where 〈x,y〉 denotes the standard inner product on Rn. The counterpart
for lattices is the so-called polar lattice [Λ]⋆ of Λ ∈ Ln given by
[Λ]⋆ = {a ∈ Rn : 〈b,a〉 ∈ Z, for all b ∈ Λ}.
The first successive minimum λ1([Kc]
⋆, [Λ]⋆) in this polar setting is also
known as the lattice width of K (with respect to Λ):
λ1([Kc]
⋆, [Λ]⋆) = min
v∈[Λ]⋆\{0}
(
max
x∈K
〈v,x〉 −min
y∈K
〈v,y〉
)
.
In [11, Prop. (2.4)] it is shown that
µ1(K,Λ) =
1
λ1([Kc]
⋆, [Λ]⋆)
,(1.5)
and so, in view of (1.4), we also have ρ1(K,Λ) = λ1([Kc]
⋆, [Λ]⋆)−1. For
more information on the Geometry of Numbers, the theory of convex bodies,
lattices and polarity, we refer to the excellent textbooks [6, 7, 17].
The discussion above shows that the packing minima interpolate between
ρ1(K,Λ) = λ1([Kc]
⋆, [Λ]⋆)−1 and the first successive minimum ρn(K,Λ) =
λ1(Kc,Λ) of Kc. In fact, this holds more generally as
Proposition 1.1. Let K ∈ Kn and Λ ∈ Ln. Then for 1 ≤ i ≤ n
1
λi([Kc]
⋆, [Λ]⋆)
≤ ρi(K,Λ) ≤ λn−i+1(Kc,Λ),
Moreover, the upper bound is always attained for i = n and the lower bound
for i = 1.
With these bounds at hand, we can now discuss a first example and
determine the packing minima of axis parallel boxes. To this end, for r =
(r1, . . . , rn) ∈ Rn with 0 < r1 ≤ . . . ≤ rn, we write C(r) = [−r1, r1] × . . . ×
[−rn, rn]. Then, for 1 ≤ i ≤ n, we have
1
λi([2C(r)]
⋆,Zn)
= ρi(C(r),Z
n) = λn−i+1(2C(r),Z
n) =
1
2ri
,(1.6)
and in particular,
ρ1(C(r),Z
n) ≥ ρ2(C(r),Zn) ≥ . . . ≥ ρn(C(r),Zn).(1.7)
In view of Proposition 1.1 and the homogeneity of the involved functionals, it
suffices to compute the respective successive minima of C(r) and [C(r)]⋆ =
conv
({± 1
r1
e1, . . . ,± 1rnen
})
and see that they agree. Here, ei are the canoni-
cal unit vectors. Since r1 ≤ . . . ≤ rn, we clearly have λi(C(r),Zn) = 1rn−i+1 ,
for 1 ≤ i ≤ n. Similarly, one finds that λi([C(r)]⋆,Zn) = ri, and (1.6)
follows.
Of course, since for the boxes C(r), the packing minima agree with the
successive minima we do not obtain new information for these examples.
However, in Section 5, we will study more involved examples that explicitly
show that the inequalities in Proposition 1.1 can be strict (see Corollary 5.4).
4 MARTIN HENK, MATTHIAS SCHYMURA, AND FEI XUE
From the definition of the successive minima and the covering minima
it is clear that these two sequences are increasing. In view of (1.7), one
might suspect that the packing minima form a decreasing sequence. This is
however not true in general, as otherwise we would always have ρ1(K,Λ) ≥
ρn(K,Λ) which is equivalent to λ1([Kc]
⋆, [Λ]⋆) · λ1(Kc,Λ) ≤ 1. But the
order of magnitude of this latter product can be linear in the dimension n.
More precisely, Conway & Thompson showed that there are self-dual lattices
Λ ∈ Ln, meaning [Λ]⋆ = Λ, such that λ1(Bn,Λ)2 ∈ Ω(n) (cf. [18, Ch. 2, §9]).
Due to their close relation to the successive minima of Kc and [Kc]
⋆,
the packing minima provide a new tool to improve known results involving
successive minima, and this was, indeed, our main motivation to investigate
these functionals. We start with Minkowski’s 2nd Theorem on successive
minima that establishes a relation between the successive minima and the
volume vol(K), that is, the n-dimensional Lebesgue measure, of a convex
body: Let K ∈ Kn and Λ ∈ Ln. Then
(1.8)
1
n!
n∏
i=1
1
λi(Kc,Λ)
≤ vol(K)
det(Λ)
≤
n∏
i=1
1
λi(Kc,Λ)
.
Minkowski originally proved these bounds for origin-symmetric convex bod-
ies (see [8] for a modern exposition of Minkowski’s original ideas, and for
more background information). However, an application of the well-known
Brunn-Minkowski inequality allows to extend the upper bound to arbitrary
K ∈ Kn as stated (cf. [7, p. 59] or [9, (1.2)]). The lower bound can be much
easier derived; we refer to the discussion in [7, p. 62] in combination with
the remarks after [9, (1.2)].
Due to Proposition 1.1, the upper bound in (1.8) is also valid for the
packing minima, and in fact, we also have a lower bound in terms of the
packing minima.
Theorem 1.2. Let K ∈ Kn and Λ ∈ Ln. Then
1
n!
n∏
i=1
1
ρi(K,Λ)
≤ vol(K)
det(Λ)
≤
n∏
i=1
1
ρi(K,Λ)
.
Observe, that by Proposition 1.1 the lower bound improves upon (1.8).
Moreover, both bounds are best possible as shown by C(r) for the upper
bound and by [C(r)]⋆ for the lower bound.
Regarding lattice points and successive minima we have (cf. [2, Thm. 2.1])
#(K ∩ Λ) ≤
⌊
1
λ1(Kc,Λ)
+ 1
⌋n
=
⌊
1
ρn(K,Λ)
+ 1
⌋n
.(1.9)
In the same paper it has been conjectured that, for origin-symmetric convex
bodies, this inequality holds in a much stronger fashion. Later, in [16], the
conjecture was extended to arbitrary convex bodies K ∈ Kn.
Conjecture ([2, 16]). Let K ∈ Kn and Λ ∈ Ln. Then,
#(K ∩ Λ) ≤
n∏
i=1
⌊
1
λi(Kc,Λ)
+ 1
⌋
.(1.10)
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The importance of this conjecture comes from the fact that it discretizes the
upper bound in Minkowski’s 2nd Theorem (1.8) in view of the identity
vol(K)
det(Λ)
= lim
s→0
sn#(K ∩ sΛ) = lim
r→∞
r−n#(rK ∩ Λ)(1.11)
and the homogeneity of the successive minima (see [2, Prop. 2.2] for de-
tails). Moreover, a (combinatorial) proof of the conjecture would lead to
new insights to Minkowski’s deep and fundamental result. For planar origin-
symmetric convex bodies, the conjecture holds as shown in [2]. Malikio-
sis [16, Sect. 3.2] proved it for arbitrary K ∈ Kn whenever n ≤ 3, and
in [16, Thm. 3.1.2] he verified the bound in general dimension up to the
multiplicative constant (4/e)
√
3
n−1
.
While this discretization of Minkowski’s classical result turns out to be
quite intricate, it is easy to derive a best possible upper bound on the num-
ber of lattice points in terms of the successive minima of the polar body
(cf. Proposition 4.1):
(1.12) #(K ∩ Λ) ≤
n∏
i=1
⌊λi([Kc]⋆, [Λ]⋆) + 1⌋ .
Our main result establishes the analogous upper bound in terms of the
packing minima. Taking the inequalities in Proposition 1.1 into account, this
improves upon (1.12) and provides additional evidence for Conjecture (1.10).
Theorem 1.3. Let K ∈ Kn and Λ ∈ Ln. Then,
#(K ∩ Λ) ≤
n∏
i=1
⌊
1
ρi(K,Λ)
+ 1
⌋
,
and this inequality cannot be improved in general.
Just as for the estimate on the volume, examples that attain this bound
are the axis parallel boxes C(r), where every ri is a positive integer. Indeed,
the number of lattice points equals #(C(r) ∩ Zn) = ∏ni=1(2ri + 1) and the
packing minima are as in (1.6). Although the lower bound on the volume
in Theorem 1.2 is not that deep, it seems to be quite challenging to find
a discrete variant that lower bounds #(K ∩ Λ) in terms of the ρi(K,Λ).
A corresponding bound for the successive minima has been obtained in [2,
Cor. 2.1], who proved that
#(K ∩ Λ) ≥ 1
n!
n∏
i=1
(
1
λi(Kc,Λ)
− 1
)
,
for origin-symmetric convex bodies K ∈ Kn such that λn(Kc,Λ) ≤ 1. Based
on the fact that ρ1(K,Λ) = 1/λ1([Kc]
⋆, [Λ]⋆) and ρn(K,Λ) = λ1(Kc,Λ), we
obtain a satisfactory answer in the plane and prove
Theorem 1.4. Let K ∈ K2, Λ ∈ L2 be such that ρ2(K,Λ) ≤ 12 . Then,
#(K ∩ Λ) ≥ 1
2
⌊
1
ρ1(K,Λ)
− 2
⌋(
1
ρ2(K,Λ)
− 2
)
− 2.
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If K is moreover origin-symmetric, then
#(K ∩ Λ) ≥
⌊
1
2ρ1(K,Λ)
⌋(
1
ρ2(K,Λ)
− 2
)
.
Approximating the volume of K by the number of lattice points in large
dilates rK (see (1.11)) and looking at the lower bound in Theorem 1.2, we
see that the factor 1/2 is best possible.
We finally want to mention the related concept of a (general) Korkine-
Zolotarev reduced basis, as introduced in [11, Sect. 4]: A basis b1, . . . , bn
of Λ is called Korkine-Zolotarev reduced (with respect to K) if, for 1 ≤ i ≤ n
and Li = lin{b1, . . . , bi−1} ∈ G(Λ, i − 1), holds
‖bi|L⊥i ‖Kc|L⊥i = λ(Kc|L
⊥
i ,Λ|L⊥i ).
In other words, bi|L⊥i is a shortest non-zero vector in the projected lattice
Λ|L⊥i with respect to the norm induced by Kc|L⊥i . Hence, we have
ρn−i+1(K,Λ) ≥ ‖bi|L⊥i ‖Kc|L⊥i ,
for each 1 ≤ i ≤ n.
The paper is organized as follows: In Section 2 we study some basic
properties of the packing minima, in particular, relations to successive min-
ima and covering minima. The proof of the volume inequalities, that is, of
Theorem 1.2 is given in Section 3, whereas Section 4 deals with relations
of the packing minima to the lattice point enumerator and the proofs of
Theorem 1.3 and Theorem 1.4. In the last section, we study the packing
minima for a specific family of lattices in order to show that they are differ-
ent from the successive minima and that they neither form a decreasing nor
an increasing sequence in general (cf. Proposition 5.3 and Corollary 5.4).
2. Transference bounds for packing minima
We first prove that the infimum in the definition of the packing minima
is always attained by a lattice plane, and we use this fact without further
reference below.
Lemma 2.1. Let K ∈ Kn and Λ ∈ Ln. Then, for every 1 ≤ i ≤ n, there
exists a lattice plane L ∈ G(Λ, n − i) such that
ρi(K,Λ) = min{ρ > 0 : (ρKc + L) ∩ Λ 6= L ∩ Λ}
= λ1(Kc|L⊥,Λ|L⊥).
Proof. First, for L ∈ G(Rn, n − i), we consider
ρ¯(L) = inf{ρ > 0 : (ρKc + L) ∩ Λ 6= L ∩ Λ}
= inf{ρ > 0 : ρ (Kc|L⊥) ∩ Λ|L⊥ 6= {0}}.
Every closed additive subgroup of Rn is isomorphic to the cartesian product
R
a×Zb, for some non-negative integers a, b (cf. [3, Chapt. VII]). Therefore,
if L is not a lattice plane, i.e., L /∈ G(Λ, n− i), then the group Λ|L⊥ contains
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a dense subset. Since Kc|L⊥ is full-dimensional in L⊥, this means that
ρ¯(L) = 0 for every L ∈ G(Rn, n− i) \ G(Λ, n − i). Hence
ρi(K,Λ) = sup{ρ¯(L) : L ∈ G(Λ, n − i)}
= sup{λ1(Kc|L⊥,Λ|L⊥) : L ∈ G(Λ, n − i)}.
In order to show that the sup is indeed a max, let rBn ⊆ Kc for some r > 0,
and we fix a lattice plane L ∈ G(Λ, n − i) and set λ := λ1(Kc|L⊥,Λ|L⊥).
By Minkowski’s upper bound in (1.8), for any L ∈ G(Λ, n − i), we have the
bound
λ1(Kc|L⊥,Λ|L⊥) ≤
(
det(Λ|L⊥)
voli(Kc|L⊥)
) 1
i
,
where voli(·) denotes the i-dimensional volume. Because voli(Kc|L⊥) ≥
voli(rBn|L⊥) = ri voli(Bi) =: γ(i, r) and det(Λ|L⊥) = det(Λ)/det(Λ ∩ L)
(cf. [17, Prop. 1.9.7]), we get the upper bound
λ1(Kc|L⊥,Λ|L⊥) ≤
(
1
γ(i, r)
det(Λ)
det(Λ ∩ L)
) 1
i
.
Thus, if
(2.1) det(Λ ∩ L) > det(Λ)
γ(i, r)λi
then λ1(Kc|L⊥,Λ|L⊥) < λ = λ1(Kc|L⊥,Λ|L⊥). Hence, in order to deter-
mine sup{λ1(Kc|L⊥,Λ|L⊥) : L ∈ G(Λ, n − i)} it suffices to consider only
those lattice planes L ∈ G(Λ, n − i) such that det(Λ ∩ L) is upper bounded
by the right hand side in (2.1). We are now done since there are only finitely
many lattice planes with bounded determinant (cf. [20, Prop. 1]). 
A fundamental result in the Geometry of Numbers is due to Banaszczyk [1]
who proved that for every origin-symmetric convex body K ∈ Kn, every lat-
tice Λ ∈ Ln, and every 1 ≤ i ≤ n, one has
1 ≤ λi(K,Λ) · λn−i+1([K]⋆, [Λ]⋆) ≤ cn(1 + log(n)),(2.2)
for some absolute constant c ≥ 0. The lower bound is actually a classical
result due to Mahler (cf. [6, Thm. 23.2]). Such relations between primal and
polar bodies and lattices are usually called transference bounds.
In the following we study similar relations between the packing minima
of a convex body and its successive minima and covering minima. We first
prove Proposition 1.1, illustrating that the sequence of packing minima inter-
polates between the successive minima of a convex body and the successive
minima of its polar.
Proof of Proposition 1.1. Fix i ∈ {1, . . . , n}. By definition, ρi(K,Λ) is the
smallest number ρ ≥ 0 such that all projections of ρKc along (n − i)-
dimensional lattice planes L of Λ contain a non-trivial lattice point of the
i-dimensional lattice Λ|L⊥. Now, let v1, . . . ,vn−i+1 ∈ λn−i+1(Kc,Λ)Kc ∩ Λ
be linearly independent lattice points. Then, for every lattice plane L ∈
G(Λ, n − i), we have vj |L⊥ ∈ Λ|L⊥ \ {0}, for at least one index j ∈
{1, . . . , n − i+ 1}. Thus,
ρi(K,Λ) ≤ λn−i+1(Kc,Λ).
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Moreover, ρn(K,Λ) = λ1(Kc,Λ) is clear from the definition.
On the other hand, for any L ∈ G(Λ, n − i) we have by (2.2)
(2.3) λi([(Kc|L⊥)]⋆, [(Λ|L⊥)]⋆) · λ1(Kc|L⊥,Λ|L⊥) ≥ 1.
Basic identities for polar bodies and lattices are [(Kc|L⊥)]⋆ = [Kc]⋆ ∩ L⊥
and [(Λ|L⊥)]⋆ = [Λ]⋆ ∩ L⊥ (see, e.g., [17, Prop. 1.3.4]). Thus (2.3) reads
(2.4) λ1(Kc|L⊥,Λ|L⊥) ≥ 1
λi([Kc]
⋆ ∩ L⊥, [Λ]⋆ ∩ L⊥) .
Hence, for 1 ≤ i ≤ n,
ρi(K,Λ) = max
{
λ1(Kc|L⊥,Λ|L⊥) : L ∈ G(Λ, n − i)
}
≥ 1
min{λi([Kc]⋆ ∩ L′, [Λ]⋆ ∩ L′) : L′ ∈ G([Λ]⋆, i)} =
1
λi([Kc]
⋆, [Λ]⋆)
.
For i = 1 we have equality in (2.3) and (2.4), because L⊥ is a line in this
case. Thus, ρ1(K,Λ) = 1/λ1([Kc]
⋆, [Λ]⋆) as claimed (cf. (1.4) and (1.5)). 
We conjecture that there is actually a complete analog of the lower bound
in (2.2), meaning that both successive minima can be replaced by the corre-
sponding packing minimum.
Conjecture 2.2. Let K ∈ Kn and Λ ∈ Ln. Then, for 1 ≤ j ≤ n, we have
ρj(K,Λ) · ρn−j+1([Kc]⋆, [Λ]⋆) ≥ 1
2
.
Compared to (2.2), the lower bound equals 1/2 here, because with our
definition of the difference body, we haveKc = 2K, whenK is already origin-
symmetric. We provide some evidence for this inequality in Section 5, in
particular in Corollary 5.4.
Concerning relations between packing minima and covering minima, we
establish the following linear inequalities. In view of Proposition 1.1, these
bounds improve the corresponding relations between the covering minima
and the successive minima (cf. [6, Thm. 23.4] and [11, Lem. (2.4) & (2.5)]).
Proposition 2.3. Let K ∈ Kn and Λ ∈ Ln.
i) For 1 ≤ i ≤ n− 1, we have
µi+1(K,Λ) ≤ µi(K,Λ) + ρi+1(K,Λ).
ii) For 1 ≤ i ≤ n, we have
max
1≤j≤i
ρj(K,Λ) ≤ µi(K,Λ) ≤
i∑
j=1
ρj(K,Λ).
Proof. i): The weaker bound µi+1(K,Λ) ≤ µi(K,Λ)+ λn−i(Kc,Λ) has been
proven by Kannan & Lova´sz [11, Lem. (2.5)]. However, their proof applies
verbatim to the packing minima and establishes the claimed upper bound.
ii): The upper bound follows from the identity µ1(K,Λ) = ρ1(K,Λ)
in (1.4) and a successive application of the bound in i). For the lower
bound, let j ∈ {1, . . . , i} and let L ∈ G(Λ, n − j) be such that ρj(K,Λ) =
λ1(Kc|L⊥,Λ|L⊥). Applying the basic inequality λ1(Mc,Λ) ≤ µn(M,Λ) for
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M ∈ Kn and Λ ∈ Ln (cf. [7, §13.5]) to Kc|L⊥ and Λ|L⊥, and combining this
with the definition and the monotonicity of the covering minima, we have
ρj(K,Λ) = λ1(Kc|L⊥,Λ|L⊥) ≤ µj(K|L⊥,Λ|L⊥) ≤ µj(K,Λ) ≤ µi(K,Λ),
as claimed. 
Based on the transference bound (2.2), we may complement the bounds
in Proposition 1.1 by reverse inequalities.
Proposition 2.4. Let K ∈ Kn and Λ ∈ Ln. Then, for 1 ≤ i ≤ n,
λn−i+1(Kc,Λ)
cn(1 + log(n))
≤ ρi(K,Λ) ≤ ci(1 + log(i))
λi([Kc]
⋆, [Λ]⋆)
,
where c is an absolute constant that is independent from K and Λ.
Proof. Let L be an (n− i)-dimensional lattice plane of Λ attaining ρi(K,Λ).
Then, Kc|L⊥ is i-dimensional and by Banaszczyk’s inequality (2.2), we have
ρi(K,Λ) = λ1(Kc|L⊥,Λ|L⊥) ≤ ci(1 + log(i))
λi([(Kc|L⊥)]⋆, [(Λ|L⊥)]⋆)
=
ci(1 + log(i))
λi([Kc]
⋆ ∩ L, [Λ]⋆ ∩ L) ≤
ci(1 + log(i))
λi([Kc]
⋆, [Λ]⋆)
.
The claimed lower bound follows by combining Banaszczyk’s estimate (2.2)
with the lower bound in Proposition 1.1. In fact, we have
ρi(K,Λ) ≥ 1
λi([Kc]
⋆, [Λ]⋆)
≥ λn−i+1(Kc,Λ)
cn(1 + log(n))
,
for every 1 ≤ i ≤ n. 
3. Volume inequalities for packing minima
In this section, we are concerned with relating the volume of a convex body
to its sequence of packing minima. First, we strengthen some classical results
from the Geometry of Numbers, and second we discuss how they relate to
long-standing and famous conjectures of Mahler and Makai Jr. in the field.
We begin with observing that due to λ1(Kc,Λ) = ρn(K,Λ), we may
formulate Minkowski’s 1st Theorem (cf. [6, Sect. 22 & 23]) as
vol(K)
det(Λ)
≤
(
1
ρn(K,Λ)
)n
=
(
1
λ1(Kc,Λ)
)n
,(3.1)
where K ∈ Kn and Λ ∈ Ln.
Just as for the successive minima, this is the only possible upper bound on
the volume involving only one of the packing minima. Indeed, by the degree
of homogeneity of each of the ρi(K,Λ), any such upper bound must be of the
form vol(K)/det(Λ) ≤ cn · ρi(K,Λ)−n, for some constant cn ≥ 0. However,
setting r1 = . . . = rn−1 =M
−1 and rn =M
n−1, for M ≥ 1, the boxes C(r)
from the introduction have parameters vol(C(r)) = 2nr1 · . . . · rn = 2n and
ρi(C(r),Z
n) = M/2, for 1 ≤ i ≤ n − 1, preventing any such bound to hold
in general, when i 6= n.
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The situation is similar with respect to lower bounds on the volume.
Suitable instances of C(r) show again that the only possible inequality is
cn ·
(
1
ρ1(K,Λ)
)n
≤ vol(K)
det(Λ)
.(3.2)
Due to the identities
1
ρ1(K,Λ)
=
1
µ1(K,Λ)
= λ1([Kc]
⋆, [Λ]⋆) = 2 · ρn([Kc]⋆, [Λ]⋆),
this inequality can be understood in various different contexts. The deter-
mination of the best possible constant cn for the inequality (3.2) to hold in
general is still an open problem. In fact, in the language of so-called thinnest
non-separable arrangements, that is, within the context of µ1(K,Λ), it is an
old conjecture of Makai Jr. that the best bounds are as follows (cf. [4]):
Conjecture 3.1 (Makai Jr. [14]). Let K ∈ Kn and let Λ ∈ Ln be a lattice.
Then,
1
n!
· λ1([Kc]⋆, [Λ]⋆)n ≤ vol(K)
det(Λ)
, if K = −K, and(3.3)
n+ 1
2nn!
· λ1([Kc]⋆, [Λ]⋆)n ≤ vol(K)
det(Λ)
, for general K.(3.4)
Moreover, the first inequality is attained for Λ = Zn and the standard
crosspolytope K = conv ({±e1, . . . ,±en}), and the second inequality is at-
tained for Λ = Zn and the simplex K = conv ({e1, . . . ,en,−(e1+ . . .+en)}).
We choose to formulate this conjecture with respect to the first successive
minimum of the polar body because it illustrates that Makai Jr.’s conjecture
is a polar analog of Minkowski’s 1st Theorem (3.1). Informally it says that
a small volume of K is a sufficient condition for the existence of non-trivial
polar lattice points in the polar body [Kc]
⋆.
In combination with (3.1), the bound (3.3) would follow from the notori-
ous open conjecture of Mahler [12] about the minimal volume-product of a
convex body. It states that for every origin-symmetric K ∈ Kn, one has
vol(K) · vol([K]⋆) ≥ 4
n
n!
.(3.5)
Similarly, one would get (3.4) from the non-symmetric variant
vol(K) · vol([Kc]⋆) ≥ n+ 1
n!
, for K ∈ Kn,
of Mahler’s conjecture formulated in [15, Conj. 3.17]. The details of these
connections have already been presented in [4] and [10].
After this in-depth discussion of volume-inequalities for a single packing
minimum, we now turn our attention to relating the volume functional to the
whole sequence of packing minima. We need to prepare our main observation
with a simple but useful property, which is actually the packing minima
analog of the corresponding inequality for covering minima (cf. [4, Lem. 4.2]).
Lemma 3.2. Let K ∈ Kn, Λ ∈ Ln, and let 1 ≤ k ≤ n− 1. Then, for every
lattice plane L ∈ G(Λ, k) and every 1 ≤ i ≤ n− k, we have
ρi(K|L⊥,Λ|L⊥) ≤ ρi(K,Λ).
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Proof. By definition of the packing minima and basic properties of orthog-
onal projections and complements, we see that for any 1 ≤ i ≤ n− k holds
ρi(K|L⊥,Λ|L⊥)
= max
{
λ1
(
(Kc|L⊥)|H⊥, (Λ|L⊥)|H⊥
)
: H ∈ G(Λ|L⊥, n− k − i)
}
= max
{
λ1
(
(Kc|(L+H)⊥, (Λ|(L+H)⊥
)
: H ∈ G(Λ|L⊥, n− k − i)
}
≤ max
{
λ1
(
Kc|G⊥,Λ|G⊥
)
: G ∈ G(Λ|L⊥, n− i)
}
= ρi(K,Λ). 
We can now prove the variant of Minkowski’s 2nd Theorem for packing min-
ima, stated in Theorem 1.2. In view of Proposition 1.1 and Proposition 2.3,
the lower bound is stronger than the corresponding lower bound in (1.8) for
successive minima, and the one in [4, Thm. 4.3] for covering minima.
Proof of Theorem 1.2. As discussed, only the lower bound needs proof. We
use induction on n, and basically follow the ideas in [4, Thm. 4.3] for the
corresponding inequality for covering minima. We may assume n ≥ 2. Let
v ∈ Λ \ {0} ∩ λ1(Kc,Λ)Kc, which means that we find v1,v2 ∈ K such that
1
λ1(Kc,Λ)
v = v1−v2. Writing Lv = lin{v}, it follows, for instance by Steiner-
Symmetrization (cf. [6, Sect. 9.1]), that vol(K) ≥ 1
n
‖v1 − v2‖ · vol(K|L⊥v ).
Therefore,
vol(K) ≥ 1
n
‖v1 − v2‖ · vol(K|L⊥v ) =
1
n
1
λ1(Kc,Λ)
‖v‖ · vol(K|L⊥
v
)
=
1
n
1
ρn(K,Λ)
det(Λ ∩ Lv) · vol(K|L⊥v ).
Using that det(Λ ∩ Lv) det(Λ|L⊥v ) = det(Λ) (cf. [17, Prop. 1.9.7]), we have
vol(K)
det(Λ)
≥ 1
n
1
ρn(K,Λ)
vol(K|L⊥
v
)
det(Λ|L⊥
v
)
,
and thus arrive at a state where we may apply the induction hypothesis to
vol(K|L⊥
v
)/det(Λ|L⊥
v
) and obtain
vol(K)
det(Λ)
≥ 1
n!
1
ρn(K,Λ)
n−1∏
i=1
1
ρi(K|L⊥v ,Λ|L⊥v )
.
The assertion now follows in view of Lemma 3.2. 
As a consequence we get new evidence for Conjecture 3.1: If K ∈ Kn and
Λ ∈ Ln are such that ρ1(K,Λ) ≥ ρi(K,Λ), for every 1 ≤ i ≤ n, then the
inequality (3.3) holds. Additionally, the lower bound in Theorem 1.2 is a
next step towards the strongest such estimate in terms of the product of the
functionals ρi(K,Λ)
−1, λi(Kc,Λ)
−1 or λi([Kc]
⋆, [Λ]⋆), which is the following
strengthening of Makai Jr.’s Conjecture:
1
n!
n∏
i=1
λi([Kc]
⋆, [Λ]⋆) ≤ vol(K)
det(Λ)
, if K = −K, and(3.6)
n+ 1
2nn!
n∏
i=1
λi([Kc]
⋆, [Λ]⋆) ≤ vol(K)
det(Λ)
, for general K ∈ Kn.
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Just as in Conjecture 3.1, but in contrast to the lower bound in (1.8), the
potential origin-symmetry of the involved convex body matters in these
estimates. This is due to the fact that polarization K 7→ [K]⋆ and sym-
metrization K 7→ Kc as operations on convex bodies do not commute, so
that λi([Kc]
⋆, [Λ]⋆) and λi(([K]
⋆)c, [Λ]
⋆) are not comparable in general.
The bound (3.6) was conjectured in [10], and shown to hold for planar
convex bodies in a stronger fashion. Mahler [13] already proved a weaker
inequality of this type. Again, the validity of Mahler’s conjecture (3.5)
combined with Minkowski’s 2nd Theorem (1.8) would imply (3.6). A weaker
problem than (3.6) is to prove
1
n!
n∏
i=1
ρi([Kc]
⋆, [Λ]⋆) ≤ vol(K)
det(Λ)
, for origin-symmetric K ∈ Kn.
In case that the transference bound in Conjecture 2.2 holds, this inequality
serves as an intermediate bound between the one in Theorem 1.2 and (3.6).
In view of the relations in Proposition 2.3, another relevant conjecture in
this context is the covering product conjecture posed in [4].
Conjecture 3.3 ([4, Conj. 4.8]). Let K ∈ Kn and Λ ∈ Ln. Then,
n+ 1
2n
n∏
i=1
1
µi(K,Λ)
≤ vol(K)
det(Λ)
,
and this is best possible.
There is again no distinction between the case of origin-symmetric convex
bodies and general ones. In fact, there are supposed to be origin-symmetric
convex bodies as well as certain simplices that attain equality in this estimate
(see the discussion in [4]).
4. A discrete Minkowski-type inequality for packing minima
This section is devoted to proving our main result, Theorem 1.3, which
establishes an optimal upper bound on #(K ∩ Λ) in terms of the packing
minima. First, however, we point out that the weaker result, when the
packing minima are replaced by successive minima of the polar lattice, can
be proved easily as claimed in the introduction.
Proposition 4.1. Let K ∈ Kn and Λ ∈ Ln. Then
#(K ∩ Λ) ≤
n∏
i=1
⌊λi([Kc]⋆, [Λ]⋆) + 1⌋
and the inequality is best possible.
Proof. For short we write λ⋆i instead of λi([Kc]
⋆, [Λ]⋆), and let v1, . . . ,vn ∈
[Λ]⋆ be linearly independent with vi ∈ λ⋆i · [Kc]⋆, 1 ≤ i ≤ n. Then, by the
definition of the polar body and the symmetry of Kc, we conclude
K −K ⊆ {x ∈ Rn : | 〈vi,x〉 | ≤ λ⋆i , 1 ≤ i ≤ n}.
Hence, if h(M,u) = max{〈u,x〉 : x ∈ M}, u ∈ Rn, denotes the support
function of the convex body M ∈ Kn, then
(4.1) h(K,vi) + h(K,−vi) = h(K −K,vi) ≤ λ⋆i , for 1 ≤ i ≤ n.
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On the other hand, if we consider the parallelotope
P = {x ∈ Rn : −h(K,−vi) ≤ 〈vi,x〉 ≤ h(K,vi), 1 ≤ i ≤ n},
we certainly have K ⊆ P and on account of (4.1) it suffices to observe that
#(P ∩Λ) ≤∏ni=1⌊h(K,vi)+h(K,−vi)+1⌋. This, however, follows from the
fact that the map Λ→ Zn given by a 7→ (〈v1,a〉 , . . . , 〈vn,a〉)⊺ is injective,
since v1, . . . ,vn ∈ [Λ]⋆ are linearly independent. 
For the proof of Theorem 1.3 we need a few lemmas which we state next.
The first one extends the bound (1.9) to slices.
Lemma 4.2. Let K ∈ Kn, Λ ∈ Ln, L ∈ G(Λ, k), k ∈ {1, . . . , n − 1}, and
t ∈ Rn. Then
#(K ∩ (t+ L) ∩ Λ) ≤
⌊
1
λ1(Kc ∩ L,Λ ∩ L) + 1
⌋k
≤
⌊
1
λ1(Kc,Λ)
+ 1
⌋k
.
Proof. For short, let λ1 = λ1(Kc ∩ L,Λ ∩ L) and m = ⌊1/λ1 + 1⌋. Assume
that #(K ∩ (t+L)∩Λ) > mk. Then there exist two different lattice points
v,w ∈ K ∩ (t+L)∩Λ belonging to the same residue class modulo m, which
means that
1
m
(v −w) ∈ Λ \ {0} ∩
[
1
m
(Kc ∩ L)
]
.
Since 1/m < λ1, this contradicts the definition of λ1, and we have shown
the first inequality. Obviously, λ1 = λ1(Kc ∩ L,Λ ∩ L) ≥ λ1(Kc,Λ) which
gives the second inequality. 
The next lemma establishes relationships between optimal lattice planes
for which ρk(K,Λ) is achieved and lattice points corresponding to the first
successive minimum, i.e., λ1(Kc,Λ).
Lemma 4.3. Let K ∈ Kn, Λ ∈ Ln and k ∈ {1, . . . , n − 1}. Furthermore,
let L ∈ G(Λ, n − k) be such that ρk(K,Λ) = λ1(Kc|L⊥,Λ|L⊥), and let v ∈
(λ1(Kc,Λ)Kc) ∩ Λ \ {0}.
i) If ρk(K,Λ) > λ1(Kc,Λ), then v ∈ L.
ii) If v ∈ L, then ρk(K,Λ) = ρk(K|v⊥,Λ|v⊥).
Proof. For i) we suppose v /∈ L. Then,
v|L⊥ ∈ λ1(Kc,Λ)
(
Kc|L⊥
)
∩
(
Λ|L⊥ \ {0}
)
and thus
ρk(K,Λ) = λ1(Kc|L⊥,Λ|L⊥) ≤ λ1(Kc,Λ).
For ii) we write L = lin{v} ⊕ L′ with L′ = L ∩ v⊥ ∈ G(Λ|v⊥, n − k − 1).
Then
ρk(K,Λ) = λ1(Kc|L⊥,Λ|L⊥)
= λ1((Kc|v⊥)|(L′)⊥, (Λ|v⊥)|(L′)⊥) ≤ ρk(K|v⊥,Λ|v⊥).
Together with Lemma 3.2 we get ii). 
We have already seen in the introduction that the packing minima do
not necessarily form a decreasing sequence. However, the next observation
will help us to identify useful properties of a maximal strictly decreasing
subsequence, which will be essential for our proof of Theorem 1.3.
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Lemma 4.4. Let K ∈ Kn, Λ ∈ Ln, and let
S = {j ∈ {1, . . . , n− 1} : ρj(K,Λ) > ρn(K,Λ)} 6= ∅.
Let k∗ = max{i : i ∈ S} be the maximal element in S. Then, there exists an
L ∈ G(Λ, n − k∗) such that for all j ∈ S
ρj(K,Λ) = ρj(K|L⊥,Λ|L⊥).
Proof. Let v ∈ (λ1(Kc,Λ)Kc) ∩ Λ \ {0}. According to Lemma 3.2 and
Lemma 4.3, we have for j ∈ {1, . . . , n− 1}
ρj(K|v⊥,Λ|v⊥) = ρj(K,Λ), if j ∈ S,
ρj(K|v⊥,Λ|v⊥) ≤ ρj(K,Λ) ≤ ρn(K,Λ), if j /∈ S.
(4.2)
If k∗ = n−1, we are done with L = lin{v}. Thus, we assume that k∗ < n−1.
By (4.2) we have, with K ′ = K|v⊥ and Λ′ = Λ|v⊥, that for every j ∈ S
ρj(K
′,Λ′) = ρj(K,Λ) > ρn(K,Λ)
≥ ρn−1(K,Λ) ≥ ρn−1(K ′,Λ′) = λ1(K ′c,Λ′).
We can therefore apply the same argumentation to K ′ and Λ′. More pre-
cisely, with v′ ∈ (λ1(K ′c,Λ′)K ′c) ∩ Λ′ \ {0}, we again get by Lemma 3.2 and
Lemma 4.3 that for j ∈ {1, . . . , n− 2},
ρj(K
′|(v′)⊥,Λ′|(v′)⊥) = ρj(K ′,Λ′) = ρj(K,Λ), if j ∈ S,
ρj(K
′|(v′)⊥,Λ′|(v′)⊥) ≤ ρj(K ′,Λ′) ≤ ρj(K,Λ) ≤ ρn(K,Λ), if j /∈ S.
If k∗ = n − 2, we are done with L = lin{v,v′}. Otherwise, we set K ′′ =
K ′|(v′)⊥ and Λ′′ = Λ′|(v′)⊥. Then, for every j ∈ S
ρj(K
′′,Λ′′) = ρj(K,Λ) > ρn(K,Λ)
≥ ρn−2(K,Λ) ≥ ρn−2(K ′′,Λ′′) = λ1(K ′′c ,Λ′′)
and we may proceed iteratively. 
Remark 4.5. In view of Lemma 4.3 i), the proof of Lemma 4.4 also gives
the following: For j ∈ S, let Mn−j ∈ G(Λ, n − j) be such that ρj(K,Λ) =
λ1(Kc|M⊥n−j,Λ|M⊥n−j). Then, the subspace L, iteratively constructed in the
proof of the lemma, satisfies L ⊆Mn−j.
We are now prepared to prove our main inequality regarding an upper
bound on the lattice point enumerator in terms of the packing minima. Our
main result, i.e., Theorem 1.3, will be an immediate consequence of it.
Theorem 4.6. Let K ∈ Kn and Λ ∈ Ln. Further, let 0 = j0 < j1 < . . . <
jm < jm+1 = n with m ∈ Z≥0 be such that
i) ρj1(K,Λ) > ρj2(K,Λ) > . . . > ρjm(K,Λ) > ρn(K,Λ), and
ii) ρj(K,Λ) ≤ ρji(K,Λ), for j ∈ {ji−1+1, . . . , ji} and i ∈ {1, . . . ,m+1}.
In words, the ρji(K,Λ), i = 1, . . . ,m+1 form a maximal strictly decreasing
subsequence of ρ1(K,Λ), . . . , ρn(K,Λ). Then,
#(K ∩ Λ) ≤
m+1∏
i=1
⌊
1
ρji(K,Λ)
+ 1
⌋ji−ji−1
.
PACKING MINIMA AND LATTICE POINTS IN CONVEX BODIES 15
Proof. If m = 0, the statement follows directly from (1.9). So let m > 0.
Applying Lemma 4.4 with k∗ = jm, gives an L ∈ G(Λ, n − k∗) such that for
every i ∈ {1, . . . ,m}
(4.3) ρji(K,Λ) = ρji(K|L⊥,Λ|L⊥).
Let t ∈ Rn be such that #(K∩(t+L)∩Λ) is maximal. Then, an application
of Lemma 4.2 gives us
#(K ∩ Λ) ≤ #(K|L⊥ ∩ Λ|L⊥) ·#(K ∩ (t + L) ∩ Λ)
≤ #(K|L⊥ ∩ Λ|L⊥) ·
⌊
1
λ1(Kc,Λ)
+ 1
⌋n−k∗
= #(K|L⊥ ∩ Λ|L⊥) ·
⌊
1
ρjm+1(K,Λ)
+ 1
⌋jm+1−jm
.
In view of Lemma 3.2 and (4.3), the sequence ρji(K|L⊥,Λ|L⊥) = ρji(K,Λ),
with i = 1, . . . ,m, forms a maximal strictly decreasing subsequence of
ρ1(K|L⊥,Λ|L⊥), . . . , ρk∗(K|L⊥,Λ|L⊥). Hence, the assertion follows by in-
duction on m. 
Now the proof of Theorem 1.3 follows right from the theorem above.
Proof of Theorem 1.3. In view of property ii) in Theorem 4.6, it implies
#(K ∩ Λ) ≤
m+1∏
i=1
⌊
1
ρji(K,Λ)
+ 1
⌋ji−ji−1
≤
n∏
i=1
⌊
1
ρi(K,Λ)
+ 1
⌋
. 
We finish our discussion of the relationship between the number of lattice
points and the packing minima with a proof of the lower bound on #(K∩Λ)
for planar convex bodies, stated in the introduction as Theorem 1.4.
Proof of Theorem 1.4. We only discuss the details of the bound for arbitrary,
that is, not necessarily origin-symmetric, convex bodies K ∈ K2. If K is
origin-symmetric then a suitable adjustment of the argument below leads to
the slightly improved bound stated in the theorem.
It suffices to prove the bound for Λ = Z2, and because ρ1(K,Λ) =
λ1([Kc]
⋆, [Λ]⋆)−1 and ρ2(K,Λ) = λ1(Kc,Λ), we prove it in the formulation
#(K ∩ Z2) ≥ 1
2
⌊
λ1([Kc]
⋆,Z2)− 2⌋( 1
λ1(Kc,Z2)
− 2
)
− 2.
First, write λ1 = λ1(Kc,Z
2), λ⋆1 = λ1([Kc]
⋆,Z2), and let v ∈ λ1·Kc∩Z2\{0}.
We apply a suitable unimodular transformation to assume that v = e1.
Moreover, let v1,v2 ∈ K be such that v = λ1(v1 − v2), and we translate K
by the lattice vector −⌊〈v1,e2〉⌋e2, so that (after the translation) the second
coordinate of the points v1 and v2 lies in [0, 1). We now fix the parameters
γ2 = h(K,e2) = max{〈x,e2〉 : x ∈ K},
γ1 = h(K,−e2) = max{− 〈x,e2〉 : x ∈ K}, and
w = 〈v1,e2〉 = 〈v2,e2〉 ∈ [0, 1).
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Clearly, γ2 − w ≥ 0 and γ1 + w ≥ 0, and at most one of these inequalities
can be tight as K is two-dimensional. Since λ1([Kc]
⋆,Z2) is the lattice-width
of K and from the definition of v, we also have
γ1 + γ2 ≥ λ⋆1 and ‖v1 − v2‖ =
1
λ1
‖v‖ = 1
λ1
.
Further, let s, t ∈ K be such that γ2 = 〈s,e2〉 and γ1 = 〈t,−e2〉. By
convexity of K, we then have K ⊇ conv {v1,v2, s, t} =: Q, so that the
number of lattice points in K can be estimated by
#(K ∩ Z2) ≥ #(Q ∩ Z2) =
⌊γ2⌋∑
i=−⌊γ1⌋
#(Q ∩ (Re1 + ie2) ∩ Z2)
≥
⌊γ2⌋∑
i=1
⌊vol1(Q ∩ (Re1 + ie2))⌋+
⌊γ1⌋∑
j=0
⌊vol1(Q ∩ (Re1 − je2))⌋ .(4.4)
Here, vol1(·) denotes the one-dimensional volume. Note that if either γ2 < 1
or γ1 < 0, then the corresponding sum would be empty and there is nothing
to estimate. So we assume in the sequel that both γ2 ≥ 1 and γ1 ≥ 0 hold.
We now use the intercept theorem for rays emanating from s, respec-
tively t, and passing through v1 and v2, in order to obtain
vol1(Q∩(Re1+ ie2)) = γ2
γ2 − w
1
λ1
(
1− i
γ2
)
=
1
λ1
γ2 − i
γ2 − w, for 1 ≤ i ≤ ⌊γ2⌋,
and respectively
vol1(Q∩(Re1−je2)) = γ1
γ1 + w
1
λ1
(
1− j
γ1
)
=
1
λ1
γ1 − j
γ1 + w
, for 0 ≤ j ≤ ⌊γ1⌋.
Taking into account that 0 ≤ w ≤ 1, we continue the estimate (4.4) by
#(K ∩ Z2)
≥
⌊γ2⌋∑
i=1
⌊
1
λ1
γ2 − i
γ2 − w
⌋
+
⌊γ1⌋∑
j=0
⌊
1
λ1
γ1 − j
γ1 + w
⌋
≥
⌊γ2⌋∑
i=1
(
1
λ1
γ2 − i
γ2 − w − 1
)
+
⌊γ1⌋∑
j=0
(
1
λ1
γ1 − j
γ1 + w
− 1
)
=
⌊γ2⌋(2γ2 − ⌊γ2⌋ − 1)
2λ1(γ2 − w) − ⌊γ2⌋+
⌊γ1 + 1⌋(2γ1 − ⌊γ1⌋)
2λ1(γ1 + w)
− ⌊γ1 + 1⌋
≥ ⌊γ2⌋(γ2 − 1)
2λ1(γ2 − w) − ⌊γ2⌋+
⌊γ1 + 1⌋γ1
2λ1(γ1 + w)
− ⌊γ1 + 1⌋
≥ ⌊γ2⌋(γ2 − 1)
2λ1γ2
− ⌊γ2⌋+ ⌊γ1 + 1⌋γ1
2λ1(γ1 + 1)
− ⌊γ1 + 1⌋
=
(
1
2λ1
− 1
)
(⌊γ2⌋+ ⌊γ1⌋+ 1)− 1
2λ1
(⌊γ2⌋
γ2
+
⌊γ1 + 1⌋
γ1 + 1
)
≥
(
1
2λ1
− 1
)
⌊γ2 + γ1⌋ − 1
λ1
≥
(
1
2λ1
− 1
)
⌊λ⋆1⌋ −
1
λ1
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=
1
2
(
1
λ1
− 2
)
⌊λ⋆1 − 2⌋ − 2.
In the penultimate line we also used the assumption λ1 = ρ2(K,Z
2) ≤ 12 . 
5. Lattices generated by an equiangular basis
In this section, we exhibit examples illustrating the following claims:
a) In contrast to the boxes C(r) in (1.6), the sequence of packing min-
ima is not necessarily decreasing.
b) The computation of ρj(K,Λ) is challenging, even for very structured
examples of K and Λ, and particular cases such as j = n− 1.
c) The packing minima should obey a strong transference theorem that
refines the lower bound in (2.2) (see Conjecture 2.2).
We are interested in the packing minima of the Euclidean unit ball Bn =
{x ∈ Rn : ‖x‖ ≤ 1} with respect to lattices that are generated by vectors of
the same length, and such that any two of them span the same angle. To
this end, given a > 0 and b ∈ R, we say that a basis {v1, . . . ,vn} of Rn is
(a, b)-equiangular if
〈vk,vℓ〉 =
{
a for k = ℓ,
b for k 6= ℓ.(5.1)
We denote the lattice that is generated by the vectors v1, . . . ,vn by Λa,b,
and note that it is determined up to orthogonal transformations. Since Bn
is invariant under orthogonal transformations, the particular choice of Λa,b
does not matter. The lattices Λa,b interpolate between two special lattices:
• Λ1,0 is orthogonally equivalent to the standard lattice Zn, and
• Λ1, 1
2
is generated by the edge-directions of a regular simplex of edge-
length one.
Although the most natural example to consider is the regular simplex lat-
tice Λ1, 1
2
, we choose to investigate the parameterized lattices Λa,b because
this allows to deal more uniformly with projections and polarity. Before we
can go into the details, we need two preparatory lemmas. The first one just
determines the polar lattice of Λa,b.
Lemma 5.1. Let Ga,b = (〈vk,vℓ〉)k,ℓ be the Gram matrix of an (a, b)-equi-
angular basis {v1, . . . ,vn} and let Λa,b be the corresponding lattice. Then,
G−1a,b is the Gram matrix of the dual basis {v¯1, . . . , v¯n} of [Λa,b]⋆ and it holds
G−1a,b =
1
aa′ + (n − 1)bb′ Ga′,b′ = Ga¯,b¯,
where a′ = a+ (n− 2)b, b′ = −b, a¯ = a′
aa′+(n−1)bb′ and b¯ =
b′
aa′+(n−1)bb′ .
In particular, we have [Λa,b]
⋆ = Λa¯,b¯.
Proof. Let us write V = (v1, . . . ,vn) ∈ Rn×n, so that Λa,b = V Zn. Then,
by the definition of the polar lattice, we have that [Λa,b]
⋆ = V −⊺Zn, and the
columns of V −⊺ are the dual basis vectors v¯i, 1 ≤ i ≤ n. The corresponding
Gram matrix is thus given as
(V −⊺)⊺V −⊺ = (V ⊺V )−1 = G−1a,b .
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In order to see that Ga¯,b¯ = G
−1
a,b , we first note that due to the symmetry of
these matrices, we only need to check that the upper left entry of Ga¯,b¯ ·Ga,b
equals 1 and that the second entry in the first row of this matrix vanishes.
Indeed, the upper left entry equals
〈
(a¯, b¯, . . . , b¯), (a, b, . . . , b)
〉
=
aa′
aa′ + (n− 1)bb′ +
(n− 1)bb′
aa′ + (n− 1)bb′ = 1,
whereas the second entry in the first row equals
〈
(a¯, b¯, . . . , b¯), (b, a, b, . . . , b)
〉
=
a′b+ ab′ + (n− 2)bb′
aa′ + (n− 1)bb′ = 0,
as claimed. 
The second lemma is just a technical auxiliary bound needed below.
Lemma 5.2. Let (β1, . . . , βn) ∈ Zn \ {0}. Then,
2 ·
∑
1≤k<ℓ≤n
βkβℓ ≤ n ·
( n∑
k=1
β2k − 1
)
.
Proof. First of all elementary algebraic manipulations show that the claimed
inequality is equivalent to
∑
1≤k<ℓ≤n
(βk − βℓ)2 +
n∑
k=1
β2k ≥ n.
Now, after suitably relabeling the indices we may assume that β1, . . . , βj 6= 0
and βj+1 = . . . = βn = 0, for some j ∈ {1, . . . , n}. Then,
∑
1≤k<ℓ≤n
(βk − βℓ)2 +
n∑
k=1
β2k ≥ j(n − j) + j = n+ (j − 1)(n − j) ≥ n,
as desired. 
Let us now determine the successive minima of Bn with respect to the
lattice Λa,b, and with respect to projections along lattice planes that are
generated by a subset of the basis vectors vi in (5.1).
Proposition 5.3. Let a > 0 and b ∈ R be such that
a ≥ 2b ≥ 0 or a ≥ −nb ≥ 0,
and let {v1, . . . ,vn} be an (a, b)-equiangular basis.
i) For every i ∈ {1, . . . , n}, we have
λi(Bn,Λa,b) =
√
a.
ii) For j ∈ {1, . . . , n− 1}, let Lj = lin{v1, . . . ,vj} ∈ G(Λa,b, j). Then,
λi(Bn|L⊥j ,Λa,b|L⊥j ) =
√
(a− b)(a+ bj)
a+ b(j − 1) ,
for every i ∈ {1, . . . , n− j}.
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Proof. For i), we first observe that the upper bound λi(Bn,Λa,b) ≤
√
a is
immediate since the vi are linearly independent lattice vectors of length
√
a.
For the lower bound, due to the monotonicity of the successive minima,
it suffices to show that λ1(Bn,Λa,b) ≥
√
a, that is, ‖w‖2 ≥ a, for every
w ∈ Λa,b \ {0}. Any such vector can be written as w = β1v1 + . . . + βnvn,
for some β = (β1, . . . , βn) ∈ Zn \ {0}. In view of (5.1), we thus claim that
‖w‖2 = a ·
(
n∑
k=1
β2k
)
+ 2b ·

 ∑
1≤k<ℓ≤n
βkβℓ

 ≥ a.(5.2)
Case 1: a ≥ 2b ≥ 0.
If
∑
k<ℓ βkβℓ ≥ 0, then since b ≥ 0 and
∑n
k=1 β
2
k ≥ 1 by the assumption
that β 6= 0, the bound (5.2) clearly holds. If ∑k<ℓ βkβℓ ≤ −1, then
a ·
(
n∑
k=1
β2k
)
+ 2b ·

 ∑
1≤k<ℓ≤n
βkβℓ


= a ·
(
n∑
k=1
βk
)2
+ 2(b− a) ·

 ∑
1≤k<ℓ≤n
βkβℓ


≥ a ·
(
n∑
k=1
βk
)2
− 2(b− a) ≥ 2(a− b),
which is at least a, in view of a ≥ 2b.
Case 2: a ≥ −nb ≥ 0.
In order to prove (5.2), that is,
a ·
(
n∑
k=1
β2k − 1
)
+ 2b ·

 ∑
1≤k<ℓ≤n
βkβℓ

 ≥ 0,
we may use a ≥ −nb and b ≤ 0, and see that it suffices to show
2 ·

 ∑
1≤k<ℓ≤n
βkβℓ

 ≤ n ·
(
n∑
k=1
β2k − 1
)
.
This inequality is proven in Lemma 5.2.
For ii), we show that the projected lattice Λa,b|L⊥j is an (n−j)-dimensional
lattice of the form Λ
a˜,b˜
∈ Ln−j, where
a˜ =
(a− b)(a+ bj)
a+ b(j − 1) and b˜ =
(a− b)b
a+ b(j − 1) .
Moreover, elementary algebraic manipulations show that if a ≥ 2b ≥ 0, then
a˜ ≥ 2b˜ ≥ 0, and likewise, if a ≥ −nb ≥ 0, then a˜ ≥ −(n − j)b˜ ≥ 0. Since
Bn|L⊥j is an (n− j)-dimensional Euclidean unit ball, we can therefore apply
the claim in part i) and get that indeed λi(Bn|L⊥j ,Λa,b|L⊥j ) =
√
a˜, for every
i ∈ {1, . . . , j}.
In order to see that Λa,b|L⊥j = Λa˜,b˜, we first note that, for j + 1 ≤ k ≤ n,
wk := vk|L⊥j = vk − ηj(v1 + . . . + vj),
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where ηj =
b
a+b(j−1) . Indeed, for every 1 ≤ i ≤ j, we have
〈wk,vi〉 = 〈vk,vi〉 − ηj(〈v1,vi〉+ . . .+ 〈vj,vi〉) = b− ηj(a+ b(j − 1)) = 0.
Moreover, since {v1, . . . ,vn} is a basis of Λa,b, the set {wj+1, . . . ,wn} is a
basis of Λa,b|L⊥j . The squared length of the vectors wk can be computed by
‖wk‖2 = ‖vk‖2 − 2ηj
〈
vk,
j∑
i=1
vi
〉
+ η2j
〈
j∑
i=1
vi,
j∑
i=1
vi
〉
= a− 2ηjbj + η2j
(
aj + 2b
(
j
2
))
= a− ηjbj = (a− b)(a+ bj)
a+ b(j − 1) = a˜.
For the mixed scalar products, we observe that for every j +1 ≤ k < ℓ ≤ n,
‖wk −wℓ‖2 = ‖vk − vℓ‖2 = 2(a − b), and
‖wk −wℓ‖2 = ‖wk‖2 + ‖wℓ‖2 − 2 〈wk,wℓ〉 = 2 ‖wk‖2 − 2 〈wk,wℓ〉 .
Thus,
〈wk,wℓ〉 = ‖wk‖2 − (a− b) = a˜− (a− b) = b˜,
as desired. 
We can now discuss consequences for the packing minima of Bn with re-
spect to the lattices Λa,b. In particular, these lattices contain many examples
for which the sequence of packing minima is not decreasing (compare the
initial discussion for the boxes C(r) in the introduction). Moreover, they
provide evidence for the conjectured transference bound in Conjecture 2.2.
Corollary 5.4. Let a > 0 and b ∈ R be such that
a ≥ 2b ≥ 0 or a ≥ −nb ≥ 0.
Then, for every 1 ≤ j ≤ n, we have
ρj(Bn,Λa,b) ≥ 1
2
√
(a− b)(a+ b(n− j))
a+ b(n− j − 1) ,
and
ρj(Bn,Λa,b) · ρn−j+1([(Bn)c]⋆, [Λa,b]⋆) ≥ 1
2
.
Moreover, if b 6= 0, then
ρn−1(Bn,Λa,b) < ρn(Bn,Λa,b).
Proof. The first inequality is immediate from Proposition 5.3 ii), because by
definition ρj(Bn,Λa,b) ≥ λ((Bn)c|L⊥,Λa,b|L⊥) = 12λ1(Bn|L⊥,Λa,b|L⊥), for
every L ∈ G(Λa,b, n − j).
For the second statement we use Lemma 5.1 and its notation to get
[Λa,b]
⋆ = Λa¯,b¯. Further, one quickly checks that a ≥ 2b ≥ 0 if and only
if a¯ ≥ −nb¯ ≥ 0, and similarly, a ≥ −nb ≥ 0 if and only if a¯ ≥ 2b¯ ≥ 0. We
can thus apply Proposition 5.3 ii) as above and get the bound
ρn−j+1([(Bn)c]
⋆, [Λa,b]
⋆)2 = 4 · ρn−j+1(Bn,Λa¯,b¯)2 ≥
(a¯− b¯)(a¯+ b¯(j − 1))
a¯+ b¯(j − 2) .
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Together with the lower bound on ρj(Bn,Λa,b) and the definitions of a¯, b¯, a
′
and b′ in Lemma 5.1, we obtain the claimed estimate
4 · ρj(Bn,Λa,b)2 · ρn−j+1([(Bn)c]⋆, [Λa,b]⋆)2
≥ (a− b)(a+ b(n− j))
a+ b(n− j − 1) ·
1
aa′ + (n− 1)bb′ ·
(a′ − b′)(a′ + b′(j − 1))
a′ + b′(j − 2)
=
(a− b)(a+ b(n− j))
a+ b(n− j − 1) ·
(a+ b(n− 1))(a+ b(n− j − 1))
(aa′ + (n− 1)bb′)(a+ b(n − j))
=
(a− b)(a+ b(n− 1))
aa′ + (n− 1)bb′ =
(a− b)(a+ b(n − 1))
a2 + ab(n− 2)− b2(n − 1) = 1.
Now assume that b 6= 0. We know that ρn(Bn,Λa,b) = λ1((Bn)c,Λa,b) =√
a/2 and ρn−1(Bn,Λa,b) = max{λ1(Bn|w⊥,Λa,b|w⊥) : w ∈ Λa,b \ {0}}/2.
Since the v1, . . . ,vn are linearly independent and not pairwise orthogonal,
for every w ∈ Λa,b \ {0}, at least one of the projections vk|w⊥, 1 ≤ k ≤ n,
does not vanish and is shorter than vk. Hence, λ1(Bn|w⊥,Λa,b|w⊥) <
√
a.
By Lemma 2.1 the packing minima are attained, and thus we indeed get the
strict inequality ρn−1(Bn,Λa,b) <
√
a/2 = ρn(Bn,Λa,b). 
We finish our considerations of the lattices Λa,b by investigating the spe-
cial case Λn := Λ1, 1
2
∈ Ln of the regular simplex lattice a bit more in detail.
We determine ρn−1(Bn,Λn) in small dimensions, and illustrate the com-
plications that arise by computing the packing minima exactly in higher
dimensions and for other indices.
Our general conjecture is that for the lattice Λn the lower bounds on the
packing minima in Corollary 5.4 are actually attained, that is,
ρj(Bn,Λn) =
1
2
√
n− j + 2
2(n − j + 1) ,
for 1 ≤ j ≤ n. This means that ρj(Bn,Λn) should be attained by the
projection along Ln−j = lin{v1, . . . ,vn−j}, where as usual {v1, . . . ,vn} is a
(1, 12)-equiangular basis.
We are able to confirm these speculations in a restricted setting:
Proposition 5.5. Let Λn be the regular simplex lattice as above. Then,
ρn−1(Bn,Λn) =
√
3
4
, for n ≤ 7.
Proof. The lower bound ρn−1(Bn,Λn) ≥
√
3/4 holds in every dimension n
by Corollary 5.4. For the upper bound, we invoke (1.3) and see that we
have to show that λ1((Bn)c|z⊥,Λn|z⊥) = 12λ1(Bn|z⊥,Λn|z⊥) ≤
√
3/4, for
every z ∈ Λn \ {0}. In other words, we need to find for every z ∈ Λn \ {0}
a non-zero vector in the projected lattice Λn|z⊥ whose squared length is at
most 3/4. To this end, let y ∈ Λn \ {0} and let
y′ = y|z⊥ = y − 〈y,z〉〈z,z〉z.
We thus want that ‖y′‖2 = ‖y‖2 − 〈y,z〉2 /‖z‖2 ≤ 3/4. Getting rid of the
quadratic nature of this inequality, we choose the vector y ∈ Λn to be of
22 MARTIN HENK, MATTHIAS SCHYMURA, AND FEI XUE
length one, that is,
y ∈ {±(vk − vℓ) : 1 ≤ k < ℓ ≤ n} ∪ {±v1, . . . ,±vn} =: S(Λn).
Then, for each z ∈ Λn \ {0}, we need to find some y ∈ S(Λn) such that
〈y,z〉 ≥ 1
2
‖z‖ and y /∈ lin{z}.
The second condition guarantees that the projection y′ is indeed non-zero.
However, if y ∈ lin{z}, for some y ∈ S(Λn), then, of course, z is parallel
to y. Let us first assume that z = vk, for some 1 ≤ k ≤ n. Up to relabeling
we are thus projecting along the line L1 in Proposition 5.3 ii) and get the
desired bound. If z = vk − vℓ for some k 6= ℓ, then for y = vk, we have
〈y,z〉 = 〈vk,vk − vℓ〉 = 1− 1
2
=
1
2
‖z‖,
so that we are fine as well.
Therefore, we can neglect the condition y /∈ lin{z} and thus reduced the
problem to the following:
For every z ∈ Λn \ {0} find y ∈ S(Λn) such that 〈y,z〉 ≥ 1
2
‖z‖.
Scaling z to unit length, it thus suffices to prove that the minimal µ ≥ 0
such that there is a z ∈ Rn with ‖z‖ = 1 and 〈y,z〉 ≤ µ, for all y ∈ S(Λn),
equals 1/2. In other words, the origin-symmetric polytope
Pn := {x ∈ Rn : 〈x,y〉 ≤ 1, for all y ∈ S(Λn)}
has circumradius R(Pn) ≤ 2. Gritzmann & Klee [5] showed that for origin-
symmetric convex bodies the circumradius is dual to the inradius, that is,
r([Pn]
⋆)R(Pn) = 1. Hence, the claim above is equivalent to r([Pn]
⋆) ≥ 1/2.
By basic convex geometry we find that [Pn]
⋆ = conv (S(Λn)), which is equal
to the difference body Sn−Sn of the regular simplex Sn ∈ Kn of edge-length
one. Rogers & Shephard [19] investigated Sn − Sn in detail:
i) Every facet of Sn − Sn is of the form Sr − Sn−r−1, for some 0 ≤ r ≤
n−1, and where Sr is an r-dimensional face of Sn, and Sn−r−1 is its
opposite face of dimension n− r − 1.
ii) The height hr of such a facet Sr − Sn−r−1 over the origin 0 is the
distance of the barycenters of Sr and Sn−r−1, and equals
hr =
√
n+ 1
2(r + 1)(n − r) .(5.3)
Now, due to the regularity of Sn and Sn − Sn, the inradius r(Sn − Sn) =
r([Pn]
⋆) equals the minimal such height hr, 0 ≤ r ≤ n−1. Since for r = ⌊n/2⌋
the value of hr in (5.3) grows as
√
2/n, we see that r([Pn]
⋆) ≥ 1/2 is not
true in large dimensions. However, it does hold for every n ≤ 7 and thus,
summarizing our considerations above, we have
ρn−1(Bn,Λn) =
√
3
4
, for n ≤ 7. 
The arguments in the proof above are based on the strong assumption that
we only consider vectors y ∈ S(Λn). So, for computing ρn−1(Bn,Λn) in
higher dimensions, we would need to project longer lattice vectors from Λn.
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