The regression trunk approach (RTA) is an integration of regression trees and multiple linear regression analysis. In this paper RTA is used to discover treatment covariate interactions, in the regression of one continuous variable on a treatment variable with multiple covariates. The performance of RTA is compared to the classical method of forward stepwise regression. The results of two simulation studies, in which the true interactions are modeled as threshold interactions, show that RTA detects the interactions in a higher number of cases (82.3% in the first simulation study, and 52.3% in the second) than stepwise regression (56.5% and 20.5%). In a real data example the final RTA model has a higher cross-validated variance-accounted-for (29.8%) than the stepwise regression model (12.5%). All of these results indicate that RTA is a promising alternative method for demonstrating differential effectiveness of treatments.
Introduction
Treatment covariate interaction (TCI) is defined as the interaction between a treatment variable t (categorical) and a covariate x (continuous or categorical, also called predictor). Variable t has usually two categories, referring to two experimental conditions (e.g., a treatment condition and a control condition). The presence of a TCI indicates that the treatment "has one effect on one kind of person, and a different effect on another" (Cronbach & Snow, 1977, p. 3) . In other words, the effect of variable t on an outcome variable y differs for persons belonging to different categories of (or having different values on) covariate x. We assume that the effectiveness of a treatment has been investigated by a randomized pre-test post-test design, and that the covariate has been measured at the pre-test. When the covariate has not been measured on the pre-test, changes on the covariate might be confounded with the treatment effect. The variable y, on which the treatment effectiveness is determined, is usually measured on the pre-test and on the post-test.
The presence of a TCI violates the assumption of homogeneity of the regression slopes in analysis of covariance (ANCOVA; see Stevens, 1992, p. 334) . While the aim of ANCOVA is to control for individual differences within the experimental conditions, the aim of treatment covariate interaction research is to discover individual differences as important sources of differential effectiveness of treatments (Shomon-Salomon & Hannah, 1991) . A TCI approach to treatment evaluation research makes it possible to abandon the concept of the average performer and to challenge the idea of a universally best treatment (Dance & Neufield, 1988 ; Van der Linden, 1981) . In the field of education, TCI is known as aptitude treatment interaction (Cronbach & Snow, 1977; Snow, 1991) or attribute treatment interaction. We prefer the term TCI, which is used in medical research (e.g., Koziol & Wu, 1996) , to refer to the more general situation of an interaction between t and x.
In the psychological literature of the last decade most applications of a TCI approach to evaluation research are found in education (Goska & Ackerman, 1996; McInerney, McInerney, & Marsch, 1997; Rueter, Conger, & Ramisetty-Mikler, 1999) and clinical psychology (Barber & Muenz, 1996; Digiusto & Bird, 1995; Glidden-Tracey & Wagner, 1995; Piper, McCallum, Joyce, et al., 1999) . In all these applications the treatment variable t consisted of two categories. The TCI was represented in all but one study as a product between t and x, and the significance of the TCI was tested by a multiple linear or logistic regression analysis (for, respectively, a continuous or a dichotomous outcome variable). This is a commonly used analysis approach to TCI, recommended by Cronbach and Snow (1977) . None of the studies included any quadratic terms of covariates. This implies that only linear main effects and linear by linear interaction effects were investigated. A majority of the studies included only one or two TCIs in the analysis. In two studies, multiple TCIs were included (6 and 12), and forward or backward stepwise selection was used to discover significant TCIs (Barber & Muenz; Digiusto & Bird) . The majority of the studies reported significant TCIs. However, none of the studies corrected for multiple testing, or crossvalidated the prediction results. The forward stepwise selection procedure (Digiusto & Bird) did not succeed in tracing significant TCIs. In the study with the backward stepwise selection procedure (Barber & Muenz) , the final model contained 9 predictors, whereas the total sample size was only 84 subjects.
Earlier applications of TCI research in psychology (for an overview, see Dance & Neufield, 1988) , commonly used a 2 × 2 analysis of variance (ANOVA) to detect possible TCIs. To apply this method, a continuous covariate was dichotomized into high and low (usually at the sample median). Although the interpretation of the interaction is easier than in multiple regression analysis, this method has been criticized in the literature because of its loss of statistical power (Cronbach & Snow, 1977; Humphreys & Fleishman, 1974) .
The methodological literature on TCI research appears to be limited to situations with one or two TCIs, which are specified before the analysis (e.g., Cronbach & Snow, 1977) . A problem that is often encountered in treatment effectiveness research, however, is how to discover one ore more significant TCIs when the data contain multiple covariates. Snow (1991) noted in this respect, "As more variables are added, the conventional analysis quickly becomes weak, impracticable, and probably uninterpretable" (p. 213). Another problem that we wish to consider is the representation of the interaction effect. Is a linear by linear interaction (i.e., the product of t and x) the only appropriate representation of the TCI?
The present paper focuses on data containing a treatment variable and multiple covariates, and on situations where no a priori hypotheses (based on previous research) exist about possibly significant TCIs. An alternative analysis strategy, called the regression trunk approach (RTA), is proposed that integrates two existing analysis methods: multiple linear regression analysis and regression trees. Combining linear regression models and regression trees was done before in generalized regression trees (Chauduri, Lo, Loh, & Yang, 1995; Ciampi, 1991) . Because many psychologists are probably unfamiliar with (generalized) regression trees, we first explain these methods before describing RTA. Furthermore, the difference between RTA and generalized regression trees will be clarified in the discussion section. The type of interaction discovered by RTA is not a linear by linear interaction but a threshold interaction. A threshold interaction occurs when a predictor variable has an effect on an outcome variable only above or below certain threshold value(s) on another predictor variable. In the case of a TCI, a threshold interaction means that an experimental condition (i.e., a category of t) has an effect on y only above or below certain threshold value(s) on x. Figures 1 and 2 show examples of a linear by linear and a threshold interaction. In Figure 2 we see that a threshold value on x divides a regression line for a category of t into two parts having different intercepts. In contrast to Figure  1 , the slopes of the regression lines remain the same. It will be shown in section 3 that a threshold interaction effect is modeled easily as a small regression tree.
The analyses are limited to first-order TCIs where the covariate x is continuous or ordinal, the treatment variable t is a dichotomous variable, and the outcome variable y is continuous. Using two simulation studies and a real data example, we compare the performances of RTA and forward stepwise linear regression (STEP) in identifying significant TCIs. In the STEP approach the interactions are represented as linear by linear interactions (cross-products), because this is common practice in the TCI literature. In the simulation studies we examine prediction models with first-order threshold interactions. We hypothesize that RTA will be better in identifying this type of interaction than STEP. Besides comparing RTA with STEP, we are interested in the power of RTA; we therefore use different TCI effect sizes and vary the number of covariates in the true model. We also investigate the behavior of the approach when the true model has no significant TCIs. In the real data example we expect that the representation of an interaction effect as a threshold is more appropriate than as a cross-product. A special cross-validation procedure will be applied to estimate the predictive accuracy of the RTA model, and to determine the best size of the tree. Morgan and Sonquist (1963) introduced one of the earliest implementations of regression trees, which they called the automatic interaction detection method (AID). AID was developed for the analysis of multiple predictors (covariates) and one continuous outcome variable (y). It looks for a partition of the subjects on the basis of a set of predictors into subgroups (called nodes) that are as homogeneous as possible with respect to y. The starting point of the partitioning is called the root node and contains the total sample of subjects. After the first split, two daughter nodes (i.e., subsets) emerge, each of which plays the role of parent node for the subsequent split. At the end of the partitioning process, the terminal nodes determine the final prediction of the subjects (often the mean of y of the subjects in a node). The partitioning criterion consists of a so-called impurity index (or deviance) combined with a stopping rule. For regression trees, the impurity index is defined as the average of the total within node sum of squares (see formula 8.11; Breiman, Friedman, Olshen & Stone, 1984, p. 230) . If all subjects in a node have the same score on y, the within node sum of squares is zero. The stopping rule determines at which node to stop splitting; for example, the minimal number of subjects required at a node. The partitioning process of a tree is binary and recursive, which means that the algorithm is repeated: At each split on the basis of the most suitable predictor variable, the subjects are divided into two disjoint and exhaustive subsets that maximize the decrease in impurity. In other words, the best split at a node is that split on a predictor variable that most successfully separates the high values on y from the low ones. Although Sonquist was a sociologist, AID was seldom used in social science research. An important reason for this was the serious problem of overfitting, that is, "The trees grown are not the right size and the estimates are overly optimistic." (Breiman et al., 1984, p. 232) . In terms of the bias/variance trade-off, a small tree has low variance but high bias in the prediction estimates, whereas a large tree has high variance with low bias (Hand, 1997) . AID was included by Breiman et al. in a much more extended approach that has become known as classification and regression trees (CART). This approach is suitable for the prediction of both a continuous outcome variable (i.e., regression trees) and a categorical outcome variable (i.e., classification trees). In CART, the problem of overfitting is reduced by a special pruning procedure. Pruning refers to the process where a relatively large tree (fitted with a liberal stopping rule) is reduced to a smaller tree by cutting off terminal nodes (leaf nodes) from the tree to decrease the variance. Pruning is usually done by using cross-validation, and can be seen as an analogous process to backwards stepwise regression (Hand, 1997) . CART uses a tenfold cross-validation procedure to determine the best pruning parameter, which indicates the best size of a tree. In the tenfold cross-validation procedure, the original data are divided into 10 mutually exclusive sets. One single tree is fitted for nine "training" sets that are pooled together, and the set held out is used as the "test" set. The deviance (e.g., the total within groups sum of squares) is computed from this test set for different values of the pruning parameter. This process is repeated 10 times with each time a different set playing the role of the test set. The deviances obtained for the 10 test sets are accumulated and then divided by the total sample size, resulting in one cross-validated deviance at each pruning parameter (see Breiman et al., p. 234) . The minimum value of the cross-validated deviance plus one standard error indicates the best tree size (Breiman et al., p. 237 and p. 308) . This crossvalidation procedure does not indicate which variables to use in the pruned tree; it only determines the best size of the tree.
Regression Trees and Generalized Regression Trees
Independently from the CART framework, Quinlan (1993) introduced C4.5 in the area of machine learning, which is a classification tree method. Both CART and C4.5 are currently popular data mining techniques, included in many data mining software packages (see Gaul & Säuberlich, 1999 , for an overview). Important disadvantages of regression trees are that they lack a formal procedure of statistical inference (Clark & Pregibon, 1993) and that they do not separate main effects of predictor variables from interaction effects.
These disadvantages were partly removed in generalized regression trees, independently proposed by Chaudhuri et al. (1995) and Ciampi (1991) . The generalized regression trees of Chauduri et al. are constructed by recursively partitioning the data according to the signs of the residuals from a generalized linear model. First, a linear main effects model using all predictors is fitted. Then the residuals are computed and observations with a negative residual are classified into one node and the remainder in the other node. Subsequently, the predictor is selected to split the node, being the one with the largest absolute difference in means for the two nodes (determined by a t-test). This process is repeated, resulting in a tree with a separate linear regression model at each terminal node. In this approach, categorical predictors are converted into ordered variables before fitting a tree. Ciampi's (1991) generalized regression trees look more like CART. The impurity indices are based on generalized linear models, and the choice of a particular index depends on the assumed distribution of the data. Furthermore, the model allows for adjusting the outcome variable for confounding variables. A Likelihood Ratio Statistic is used to evaluate the decrease in impurity by a split on a predictor variable. A greedy (exhaustive) search approach is used like in AID and CART.
Recently, Loh (2002) presented a new algorithm called GUIDE for generalized, unbiased interaction detection and estimation. It expands on the generalized regression trees of Chaudhuri et al. (1995) . GUIDE also divides the residuals of a linear model into negative and positive signs, and uses a Chi-square test instead of a t-test to determine the best split. To perform this test, numerical variables are divided into four groups at the sample quartiles, and a two-way table is constructed with the groups as columns and the residual signs as rows. To test pair-wise interactions between predictors, numerical predictor variables are split into two halves at the sample median, and a two-way table is constructed with combinations of categories from two predictors as columns and the residual signs as rows. Advantages of GUIDE are that categorical predictors do not have to be quantified a priori, and that pair-wise interactions are investigated.
Regression Trunk Approach to TCI
Multiple regression analysis and regression trees are combined in the following way: Small regression trees are used to discover interaction effects, and multiple linear regression is subsequently used to test the interaction effects. We have labeled a small tree, a "regression trunk" (Dusseldorp & Meulman, 2001) , and the combined method the regression trunk approach (RTA). The innovative element of the approach presented in this paper is that it has been especially designed to detect TCIs. As we mentioned before, a TCI represented by a regression trunk can be regarded as a threshold interaction. For example, when a regression trunk uses two predictor variables (t and x), a category of variable t has an effect on variable y only above or below (a) certain threshold value(s) on the continuous covariate x. The TCIs are not specified before the analysis but during the analysis. RTA to TCI consists of three subsequent phases of analysis.
In the first phase, a main effects model is estimated by the use of standard linear regression. The outcome variable y is regressed on all covariates and the dichotomous treatment variable. Instead of using standard multiple regression one might also use categorical regression (CATREG; Meulman, Heiser, & SPSS, 1999) to incorporate nonlinear relationships in the main effects model (see Dusseldorp and Meulman, 2001 ). In the second phase of the analysis, two regression trunks are fitted to the residuals from the first phase, one for the subjects in the first category of t, and one for the subjects in the second category. These small regression trees are combined into one regression trunk, of which the first split is made on the treatment variable t. Growing a regression trunk for each treatment group separately is similar to forcing the first split of the total regression trunk on the treatment variable. This forced split is necessary to discover TCIs, when multiple covariates are available. Why? We have two reasons for using a forced split. First, regression tree analysis uses a sequential partitioning algorithm, with each split maximizing the decrease in the impurity index. Because we use the residual (y res ) as the outcome variable in the regression trunk analysis, the main effects of both the covariates and the treatment variable are already partialled out. This implies that there is no single best predictor for the first split of the regression trunk. Second, because the number of distinct values of the treatment variable is in general much lower than those of the covariate(s), it is more much more likely that a split will be made on a covariate than on the treatment variable. This phenomenon is called variable (or attribute) selection bias: an unrestrained split selection process tends to select variables with more split points (Loh & Shih, 1997; Loh, 2002) . To illustrate the impact of these two reasons, we note that for generated data from a model with a large TCI effect, the probability of detection the TCI was 1.000 by RTA with a forced split, but only .553 without (see Table 1 ).
By forcing the first split on t, the trunk will find for each category of t the covariate (and the threshold value on that covariate, i.e., the split point) that divides the subjects of one treatment group into two subgroups that are as homogeneous as possible (i.e., the total within group sum of squares is as low as possible). The two subgroups will generally be more homogeneous with regard to y res than the total treatment group, implying that the treatment effect differs for the two subgroups. The difference between the mean score of the subgroups on y res is an indication of the strength of the differential treatment effectiveness. The approach described in Dusseldorp and Meulman (2001) does not use a forced split.
In the third phase, the total regression trunk is converted into a set of contrast variables. Subjects are assigned values on the contrast variables on the basis of their scores on the predictor variables that determine the splits of the branches leading to the terminal nodes of the trunk. For example, subjects whose scores on the predictor variables lead to terminal node 1 of the trunk, receive a value 1 on contrast variable 1, and a value 0 on the rest of the contrast variables. When a contrast variable consists of the values 1 and 0, we use the term dummy variable. However, other (and more) values may be chosen based on a particular scheme. The contrast variables are added to the main effects regression model as a second block. One has to exclude linearly dependent contrast variables. For example, the number of linearly independent dummy variables equals the total number of terminal nodes minus 2. Because t is a linear combination of the dummy variables, one more dummy variable has to be deleted than is commonly done in regression analysis. In other words, the consequence of forcing the first split on t is that the effects of the dummy variables are nested within the treatment categories. The choice of the category values of the contrast variables changes the parameter estimates for the individual variables but does not change the overall contribution of the converted regression trunk to the fit of the regression model. The difference in variance-accounted-for between the main effects model and the model including the main effects and the contrast variables, is used to estimate the effect size of the TCI(s) (see next section).
Simulation Studies
The performances of RTA and forward stepwise regression analysis (STEP) were compared with respect to (a) identifying one first-order TCI (investigated in Simulation Study 1), and (b) identifying two first-order TCIs (investigated in Simulation Study 2). The data for Study 1 were generated from the model: (1) the data for Study 2 were generated from the model:
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The symbols used in (1) and (2) have the same meaning. Covariates are denoted by x j , with J the total number of covariates. The covariates were standard normally distributed variables. The value of J is a design factor in the simulation studies (see below). A population correlation between all covariates of .30 was chosen because most observed correlations between the covariates reported in the application studies (see the Introduction) were between .21 and .38.
The treatment variable t was defined as a dichotomous variable, coding two treatment conditions with for the first condition, and 1 i t = − 1 i t = for the second; t i denotes the i-th element of t, and i = 1,…,N, with N the total number of subjects. The number of subjects in each condition was .50N. Subjects were randomly assigned to the two conditions (which is comparable to a randomized experiment). The resulting correlation between t and each covariate was approximately zero. The contrast variable c 1 was defined as the following Boolean combination of the covariate x 1 and t: 
where s 1 symbolizes the value of the covariate x 1 at the split point. Figure 3 shows a graphical representation of this interaction. The contrast variable c 2 in (2) was defined as the following boolean combination of the covariate x 2 and t: where s 2 symbolizes the value of the covariate x 2 at the split point. Figure 4 shows a graphical representation of this interaction. An advantage of this type of contrast variables to dummy variables is that their intercorrelation is very low. The weights for the covariates used to generate y obs are denoted by w j . In model (1) and (2) the weights for covariate x 1 and x 2 (w 1 and w 2 ) and the weight for variable t were fixed at .00. The other weights varied. In both models the contrast variable c 1 has a large weight, implying that the first treatment condition only has an effect for subjects whose score on x 1 is greater than the value s 1 . In addition, in model (2) the contrast variable c 2 has a large weight, implying that the second treatment condition only has an effect for subjects whose score on x 2 is greater than the value s 2 . In other words, Study 1 contains one TCI (between t and x 1 ) and Study 2 includes two TCIs (between t and x 1 , and between t and x 2 ).
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.5N The vector e denotes the error, randomly generated with N(0,1). The weights in (1) and (2) were chosen in such a way that the variance-accounted-for (VAF) by e is about .50, and that the TCI effect size was within a certain range (as noted below this range was a design factor in the simulation studies). As measure of the TCI effect size we used (also, see Cohen, 1988, p. 410 (1) and (2). The value of N was fixed at 120. Thus, the values of M were 6, 8, and 12. For Study 1, M equals the number of covariates plus 2 (i.e., t and c 1 ). This implies that the values of J in (1) were 4, 6, and 10. For Study 2, M equals the number of covariates plus 3 (i.e., t, c 1 , and c 2 ). This implies that the values of J in (2) were 3, 5, and 9. Although the number of covariates varied in the models, the TCI for Study 1 was always defined as an interaction between t and x 1 (see [3] ). Similarly, the TCIs for Study 2 were always defined as an interaction between t and x 1 and an interaction between t and x 2 (see [3] and [4] ). The population correlations between the covariates were fixed at .30. One additional design factor was varied in Study 1: the number of subjects with c i1 = 1 in (3). The split point s 1 in (3) was varied in each analysis in such a way that the size of the group with c i1 = 1 was 30% or 15% of N (36 or 18, respectively). Because this factor appeared to have no influence (see section 4.1), the size of the groups with c i1 = 1 and c i2 = 1 in (4) was fixed at .15N for Study 2.
In Study 1, for each of the 6 × 3 × 2 = 36 combinations, 1000 random samples were drawn, resulting in 36,000 analyses (for RTA and STEP separately). In Study 2 and for each of the 6 × 3 = 18 combinations, 1000 random samples were also drawn, resulting in 18,000 analyses. In each random sample we investigated whether RTA or STEP identified the true TCI(s). Following the RTA procedure, TCIs were defined through the use of contrast variables that represented the categorical trunk variable. In the first phase, a main effects model was fitted on y obs using all the covariates and the treatment variable t. Second, a tree with two terminal nodes was fitted for each treatment condition separately (because we limit our analysis to first-order interactions). As a stopping rule, we used a minimum terminal node size of .10N. If the fitted tree was larger than two nodes, the tree was pruned back to two terminal nodes because we limited the analyses to first-order interactions. The two small trees were combined into one regression trunk, with a first split on t. Figure 5 shows a graphical representation of this trunk. Third, the regression trunk was converted into a set of contrast variables, defined in the following way: where x isplit1 denotes the covariate used to split the subjects in the first treatment condition, and s split1 denotes the split point on this covariate. Consequently, x isplit2 denotes the covariate used to split the subjects in the second treatment condition, and s split2 denotes the split point on this covariate. Figure 5 . The regression trunk fitted by RTA in both simulation studies. The covariates used for the splits (x split1 and x split2 ) and the split points (s split1 and s split2 ) may vary. Below the terminal nodes, the values of the corresponding contrast variables (c 1 , and c 2 ) are displayed.
To test the TCIs both contrast variables were added to the main effects regression model of the first phase. RTA was said to detect the true TCI in Study 1 (see [1] ), if covariate x 1 was used to split the subjects in treatment condition k = 1, and the regression weight of the contrast variable c 1 was significant (with p ≤ .01). RTA was said to detect the true TCIs in Study 2 (see [2] ), if covariate x 1 was used to split the subjects in the first treatment condition, covariate x 2 was used to split the subjects in the second treatment condition, and the regression weights of variables c 1 and c 2 were both significant (with p ≤ .01).
Following the procedure of STEP, all possible first-order TCIs were specified before the analysis (by computing the cross-product between t and each covariate). For example, when four covariates were used in the true model (see [1] ), four TCIs were computed. The forward stepwise selection procedure was used to select significant TCIs, in addition to the main effects model. The STEP procedure was said to detect the true TCI in Study 1, if the product between t and x 1 was selected in the final model and its regression weight was significant (with p ≤ .01). The STEP procedure was said to detect the true TCIs in Study 2, if both the products between t and x 1 , and between t and x 2 were selected in the final model, and the regression weights of these products were significant (with p ≤ .01).
The performance of both RTA and STEP was expressed as the number of times the method detected the true TCI(s). Analyses of variance (ANOVA) were performed for the simulation studies separately, with the detection of the true TCI (1 = yes, 0 = no) as the dependent variable, and the corresponding design factors plus a dichotomous variable indicating the method applied (RTA or STEP) as independent variables. We were interested in which factors influenced the probability of detection of a TCI. Therefore, we omitted the lowest effect size ranges (.00-.01 for Study 1, and .00 -.02 for Study 2) because these ranges implied that the simulated model did not contain a TCI. ANOVA assumes a normally distributed dependent variable. Although in this study the dependent variable was binomially distributed, we assumed that this distribution was approximated by a normal distribution (using the guideline that np > 5 and n(1 -p) > 5, where n denotes the total number of simulations and p denotes the overall detection probability of the true TCI). Given the large value of n (60,000 in Study 1 and 30,000 in Study 2) the approximation was reasonable (Rice, 1995, p. 172) .
Results of Simulation Study 1
The mean proportion of detection of the TCI (between t and x 1 ) in Study 1 is displayed in Table 1 , for RTA and STEP separately. RTA was superior to STEP for each cell in the design. On average, RTA detected 82.3% of the TCIs (omitting the lowest effect size range), and STEP detected 56.5%. We interpreted the probabilities given in the column of the lowest effect size range as Type I errors. The Type I errors of RTA were higher than those of STEP, but they were reasonable: between .023 and .060. The probabilities in the other columns in Table 1 were considered as indications of the power of the method. The power of RTA was reasonable (i.e., ≥ .80) for effect sizes greater than or equal to .09. The power of STEP was reasonable for effect sizes greater than or equal to .30, and for effect sizes between .23-.29 if the group size was .30N and the N/M ratio was 15 or higher. In the case of one predictor, Cohen (1988) gives the operational definitions of "small", "medium", and "large" values for 2 f of .01, .10, and .33, respectively. Taking these values into account, the results indicate that only RTA is able to detect a TCI (modeled as a threshold interaction) with a medium effect size. Both methods detect a TCI with a large effect size. Note. Number of simulations per cell equals 1000. N/M = ratio between sample size N and number of predictor variables M in the model. a. The probability in this cell was .553 when we used RTA without a forced split on t. Note. Number of simulations per cell equals 1000. N/M = ratio between sample size N and number of predictor variables M in the model.
Because the sample size was very large (60,000), most effects were significant (with p < .001) in the ANOVA analysis. Therefore we inspected the profile plots and the effect size ( 2 η ) to determine which effects were important. The main effects of Method and Effect Size Range were important, and the first-order interaction effect of Method × Effect Size Range. None of the second-and third-order interactions were important. The small main effect of Group Size (size of the group of subjects with c i1 = 1, in [3]) indicated that this factor had no influence on the probability of detection. The main effect of Method confirmed that RTA was better in detecting the true TCI than STEP. The interpretation of the main effect of Effect Size Range was straightforward: the smaller the effect size of the TCI, the smaller the probability of detection. The first-order effect Method × Effect Size Range revealed that the detection rate of STEP was decreasing regularly with the decrease of the effect size range, while the detection rate of RTA showed a large drop from effect size ranges above .09 to ranges below .09. We also compared the split point s split1 found by RTA with the simulated split point (s 1 ), see Figure 5 and Figure 3 . Remember that s 1 was chosen in such a way that the group size (i.e., the terminal node size of the subjects with c i1 = 1) was fixed at .30N or .15N. As a consequence, s 1 was different in each sample. We looked at the results of the RTA analyses for the effect size range .30-.36, both group sizes and all three NM-ratios (6,000 samples in total). RTA detected the true TCI in all of these samples (see last column in Table 1 ). In 61% of the samples, the group size found by RTA was equal to the true group size (36 or 18), indicating that s split1 was very close (or equal) to s 1 . In 97%, the group size was equal to the true group size plus or minus 3. In 94%, s split1 was within one standard deviation of s 1 .
Results of Simulation Study 2
The mean proportion of detection of the TCIs (between t and x 1 , and between t and x 2 ) in Study 2 is displayed in Table 2 , for RTA and STEP separately. On average, RTA detected 52.3% of the true TCIs (omitting the lowest effect size range), and STEP detected 20.5%. These percentages are much lower than those in Study 1. Although the model increased only a bit in complexity (two TCIs instead of one TCI), the probability of detection of the TCIs decreased a lot.
The probabilities in the column of the lowest effect size range indicated that the Type I errors were very low for both methods. Inspecting the other columns in Table 2 , we concluded that the power of RTA was reasonable for effect sizes higher or equal to .33, given that the NM-ratio equals 20. The power of STEP was low. None of the probabilities were greater or equal than .80. In the case of more than one predictor, the operational definitions of "small", "medium", and "large" values of 2 f are .02, .15, and .35, respectively (Cohen, 1988, pp. 413-414) . Taking these values into account, the results indicate that RTA is able to detect two TCIs when the common effect size is large and the NM-ratio is 20.
Again, the main effects of Method and Effect size range were important in the ANOVA analysis. None of the first-or second-order interactions were important. The interpretations of the main effects are similar to those in Study 2.
Real Data Example: The Treatment of Panic Disorder Study
In a twelve-week, pre-test post-test placebo-controlled study, 131 patients with panic disorder were randomly assigned to four conditions: paroxetine (n = 32), clomipramine (n = 32), cognitive therapy (n = 35), or placebo (n = 32) (Bakker, van Dyck, Spinhoven, & van Balkom, 1999) . Both paroxetine and clomipramine are antidepressants. In addition, 31 patients who had refused randomized treatment received cognitive therapy (CT) by preference (Bakker, Spinhoven, van Balkom, Vleugel, and van Dyck, 2000) .
Several outcome measures were used to estimate the efficacy of the treatment conditions. We limited our analysis to one outcome measure: the Hamilton Rating Scale for Anxiety (HAMA). Patients treated with an antidepressant (either paroxetine or clomipramine) showed a significantly higher decrease in anxiety than patients receiving the placebo (Bakker et al., 1999) . Furthermore, patients treated with an antidepressant showed a significantly higher decrease in anxiety than those treated with cognitive therapy (in the intention-to-treat sample). No significant difference in anxiety reduction was found between the two groups of patients treated with a different antidepressant, either paroxetine or clomipramine. In addition, no significant difference in anxiety reduction was found between the two groups of patients treated with CT, either by chance allocation or by their own preference (Bakker et al., 2000) . Because of these findings we could merge the patients treated with antidepressants (AD) into one group (n = 64) and the patients treated with CT into another group (n = 66).
In the present study the following research question was investigated: Which patients benefit from AD and which from CT? We were especially interested in the possible influence of locus of control orientation (a multidimensional concept indicating a patient's beliefs about the controllability of the panic disorder) on differential effectiveness of the two treatment groups. As Bakker, Spinhoven, van der Does, van Balkom, and van Dyck (2002) concluded, "another interesting question that needs further research is the possibility that locus of control orientation constitutes a prescriptive indicator, that is, a variable predicting differential response to one versus another treatment" (p. 61).
In addition, the following methodological question was studied: Which approach is more appropriate to discover important treatment covariate interactions, the regression trunk approach (RTA) or forward stepwise regression (STEP)? From a clinical psychological point of view, we did not expect that the treatment groups had a reverse linear relationship with locus of control orientation (as would be in a disordinal product interaction when the regression lines of each group intersect). We expected, however, that patients' internal control orientation influenced the effect of cognitive therapy. As Thompson and Wierson (2000) stated, "given the pervasive importance of personal judgments of control, it is not surprising that they can play a central role in the process and outcomes of psychotherapy". In the literature, however, no hypotheses appear to be available about the nature of the interaction. To assess the interaction by RTA (and to represent it as a small tree) seems natural, because RTA can identify the change point in baseline internal control orientation, above which patients appear to be more responsive to cognitive therapy.
The following variables were used as covariates in the analyses, all measured at the pre-test: Age, Gender, Duration of Panic Attack, Severity of Panic Attack, Agoraphobia, Depression, Internal Locus of Control, Chance Locus of Control, Medication Locus of Control, and Therapist Locus of Control. All locus of control scales were measured by the Multidimensional Anxiety Locus of Control scale (MALC; Bakker et al., 2002) . We recoded the four locus of control scales described by Bakker et al. (2002) in such a way that a higher score on a scale indicated a higher specific locus of control. In addition, Pre-test Anxiety was used as a covariate, and Post-test Anxiety was the outcome variable (y; both variables were measured by the HAMA). Only subjects with no missing values on these variables were included in the analyses, resulting in a sample size of N = 102 (AD: n = 55; CT: n = 47).
In the first step of the RTA analysis, a main effects model was estimated. In the second step, a regression trunk was fitted to the residuals of the main effects model for the CT and AD patients separately, using a stopping rule of 10% of the number of subjects (N). These regression trunks were merged into one regression trunk. In the third step, the regression trunk was converted into a set of dummy variables, which were added in the last step to the main effects model. To perform the STEP analysis, all possible treatment covariate interactions were specified a priori (11 in total). The STEP procedure was used to select significant TCIs, in addition to the main effects model. Tenfold cross-validation (see the Introduction) was used to estimate the predictive accuracy of the models (expressed as cross-validated VAF). For both RTA and STEP, and in each training set the complete procedure was performed to estimate the parameters of the training model (including the estimation of the main effects model and the selection of important TCIs). This training model was then used to predict y for the test set. 
Internal

Results of the Real Data Example
The fitted regression trunk by RTA for the total sample consisted of six terminal nodes ( Figure 6 ). From this regression trunk several dummy variables were extracted (see Figure 6 ). We computed dummy variables using the nodes of the second layer of the regression trunk (d 1 , d 2 , d 3 ,  and d 4 ) , and dummy variables using the nodes of the third layer (d 5 , d 6 , d 7 , and d 8 ) . For example, patients were assigned a value 1 to d 1 if they were in the CT condition and their score on the internal locus of control scale was lower than 3.25. The cross-validated VAF of several RTA models was estimated; these models included different sets of dummy variables representing the TCI(s). In this way, we could determine the best size of the regression trunk, and also the best representation of the TCI(s). Notes. VAF = variance-accounted-for in original sample (N = 102); VAF-CV = varianceaccounted-for determined by tenfold cross-validation. This value was computed as the square of the correlation between the original outcome variable and the predicted value. ). This implies that the best size of the regression trunk is four terminal nodes (see Figure 7) . In the tenfold cross-validation, one part of the regression trunk (the left part in Figure 6 ) always came out the same not only with regard to the covariate used for the splits (Internal Locus of Control) but also with regard to the split points. In other words, the dummy variables In the final model estimated by STEP on the original sample, the first-order interaction Treatment × Chance Locus of Control was selected. The cross-validated VAF of this model is lower than the main effects model (12.5% versus 20.9%, see Table 3 ). The models estimated in the ten training sets were very different. Four times the first-order interaction Treatment × Chance Locus of Control was selected, and four times none of the first-order interactions.
The cross-validated VAF for each RTA model in Table 3 is higher than for the STEP model. Overall, the RTA model with d 5 and d 6 has the best cross-validated fit. The estimated regression coefficients for this model are shown in Table 4 . Four main effects and one interaction effect (d 5 ) are significant. Figure 8 depicts the threshold interaction between Treatment and Internal Locus of Control. Note. b = regression coefficient. CT = cognitive therapy, AD = antidepressants; * p < .05, ** p < .01
The significant main effect of Treatment indicates that, on average, patients treated by antidepressants experience a lower level of Post-test Anxiety than patients treated by cognitive therapy. However, the treatment covariate interaction effect reveals that patients treated by cognitive therapy with a medium Internal Locus of Control (between 3.25 and 4.42) also experience a lower level of Post-test Anxiety. This means that cognitive therapy was especially effective for patients with a medium Internal Locus of Control. The change in VAF from the main effects only model to the main effects model plus dummy variable 
Discussion
This study proposes a new tool, called the regression trunk approach (RTA), for modeling a specific type of interactions in prediction problems, namely threshold interactions. An important virtue of RTA is that regression trees are fitted to the residuals of a linear main effects model. A regression tree is fitted separately for the subsamples of a treatment variable to trace treatment covariate interaction effects. By first removing the linear main effects, RTA efficiently finds these interaction effects. A disadvantage of ordinary regression trees is "not utilizing continuous variables effectively" (Harrell, 2001, p. 27) ; for example, multiple splits on the same continuous variable are needed to model a linear main effect. RTA overcomes this shortcoming by integrating regression trees into a linear regression model. A second virtue of RTA is that, after growing the trees for the subsamples, the trees are converted into dummy variables and added to the linear main effects model. In this way, we can compare the cross-validated fit of the regression trunk model with the cross-validated fit of the main effects model, and determine what the additive variance-accounted-for is by the dummy variables. We correct for the risk of overfitting by the use of cross-validation on the whole process.
Both the simulation studies and the real data example show results in favor of RTA, compared to forward stepwise regression analysis (STEP), a commonly suggested approach to select the most important (interaction) predictors in a linear regression analysis. We want to draw attention to two points concerning the simulation studies. First, the true treatment covariate interactions were modeled as threshold interactions. In this case, STEP does not perform very well, and the results show that RTA is more appropriate. If the true interaction effects were modeled as products, STEP would probably have performed better. Second, the STEP approach included only linear by linear interactions. In future research we want to compare RTA with polynomial regression analysis that also models, for example, curvilinear by linear interactions (using a quadratic term of the covariate).
In real life situations it depends on the true type of interaction if modeling the interaction as a threshold has to be preferred over modeling it as a product. For an interaction between two categorical variables (especially when the variables have more than two categories), however, modeling the interaction as a threshold is much more efficient. If one cell of the full cross tabulation (of the two categorical variables) is responsible for the interaction, RTA will separate that cell from the other cells in the regression trunk (in two splits only). In contrast, for linear regression all possible combinations of dummy variables (representing the categories of the variables) have to be entered in the analysis as products.
The threshold representation of interaction in RTA is comparable with the representation of a TCI in the 2 × 2 ANOVA approach (with a split at the median), because in both RTA and ANOVA the continuous covariate is dichotomized. An important difference, however, is that in RTA the covariate is dichotomized optimally during the analysis, while in ANOVA the dichotomization is specified beforehand. Because RTA finds the optimal cut-off point, loss of power is less an issue than in the ANOVA approach. (Note that in RTA a covariate can also be discretized into more than two categories, as is shown in the real data example.) The simulation studies showed that the price paid by RTA for increased power was small: Type I errors remained below or equal to .06. It appeared to be necessary, however, to use p ≤ .01 to determine the significance of the TCI-effect in the final RTA model. If we used p ≤ .05, the Type I errors were larger.
The threshold representation of interaction in RTA is highly comparable with the representation of interaction in generalized regression trees. Several differences between these methods have to be mentioned, however. In RTA, the residuals of the linear main effects model are computed once and a tree is fitted for these residuals, resulting in one final linear model instead of several at the terminal nodes of a tree (as in Chaudhuri et al., 1995) . In RTA, categorical predictors do not have to be quantified before using them (as in Chaudhuri et al.) . Furthermore, RTA always uses the same predictors in the linear main effects model as in the treemodeling process, and in this way, we disentangle main effects from interaction effects. This implies that in RTA the interaction effects of predictors (modeled as a tree) are estimated above their linear main effects. In Ciampi's trees (1991) , on the other hand, some predictors may act as confounders (for which y is linearly adjusted), and other predictors may be used in the tree. An important difference between GUIDE (Loh, 2002) and RTA is that the latter finds the optimal threshold(s) on a continuous predictor variable that interacts with a treatment variable, whereas GUIDE divides a continuous predictor variable at the sample median (a priori) to detect an interaction with, for example, a treatment variable. An a priori dichotomization induces loss of power (like in the 2 × 2 ANOVA approach). Finally, RTA uses a forced first split on the treatment variable, which is not done in generalized regression trees and GUIDE. In this way, RTA reduces a general search for interactions between predictors to a search for TCIs only.
In the simulation studies we pruned the regression trunks back to two terminal nodes. In this way, we assumed that the true model included first-order interaction effects only, and no effects for higher order interactions. The same assumption was used in the STEP procedure. We only computed cross-products of the treatment variable with one covariate (not with two covariates or more). Future research has to be done to develop an efficient pruning procedure for RTA. We applied the pruning procedure of CART to determine the best size of the regression trunks in the simulation studies but this procedure appeared to be too conservative.
In the real data example, all RTA models show a higher cross-validated fit than the STEP model. Furthermore, RTA discovered a threshold interaction that is easy to interpret. In this way, RTA maintains the easy interpretability of the 2 × 2 ANOVA interactions. The threshold interaction found by RTA incorporates a nonlinear effect of the covariate Internal Locus of Control (by selecting only the subjects with a medium score). As suggested by a reviewer, we investigated whether this type of interaction effect could have been discovered when modeling it as a product between the treatment variable and a quadratic term of Internal Locus of Control (LOC), that is, as a curvilinear by linear interaction. We fitted a regression model on the panic disorder data including all linear main effects, plus a quadratic term of LOC (LOC 2 ), plus the product of Treatment and LOC, plus the product of Treatment and LOC 2 . The varianceaccounted-for (VAF) by this model was 38.2% for the total sample; this is only 1.7% more than the VAF by the main effects model. The regression coefficients of the two product terms were not significant, implying that the treatment covariate interaction effect could not be represented as a curvilinear by linear interaction.
As we expected (see section 5), internal locus of control influenced the effect of cognitive therapy. The finding that especially patients with a medium internal control orientation profit from cognitive therapy has a plausible clinical psychological explanation. Patients having a low internal control orientation are not convinced that they can decrease their anxiety level by altering their cognitions (one of the goals of cognitive therapy). Patients having a high control orientation, on the other hand, are convinced that they can handle a panic attack themselves, but they have a risk of overestimating their own capability or they blame themselves too much for having panic attacks. Patients with a medium internal control orientation apparently have a realistic view of their own capability of managing their panic attacks, which led in combination with cognitive therapy (appealing to someone's self management skills) to a lower level of post-test anxiety. It should be noted, however, that this is an a posteriori explanation that needs to be confirmed in future clinical research.
The results of the present study of the panic disorder data indicate that some patients profit from cognitive therapy, whereas other patients profit from antidepressants. In this study, we mainly wish to optimize the allocation of patients into different treatment categories (and not to predict Post-test Anxiety). In this case, it may be better to use the bootstrap (Efron & Tibshirani, 1993) in establishing the stability of the splitting variables and the split points that allocate the patients into groups.
We limited our analyses to a treatment variable with two categories (representing two experimental conditions). The described analysis strategy by RTA can be generalized, however, to treatment variables with more than two categories. Only the second phase of the RTA has to be modified, with regression trunks fitted to each treatment group separately. These regression trunks can be merged into one regression trunk with multiple splits forced on the treatment variable.
Computational Note. The ANOVA analyses were performed with SPSS, version 10.0. All other analyses were performed with Splus 2000. The default random generator of Splus was used. The regression tree and forward stepwise regression analyses were carried out with the Splusfunctions tree and menuStep, respectively. The "forward" option in the function menuSTEP adds predictor variables in a linear regression model on the basis of Mallows's C p statistic (1973) . An author prepared function was written in Splus to perform the regression trunk approach.
