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A RANDOMIZED AND FULLY DISCRETE
GALERKIN FINITE ELEMENT METHOD FOR
SEMILINEAR STOCHASTIC EVOLUTION EQUATIONS
RAPHAEL KRUSE AND YUE WU
Abstract. In this paper the numerical solution of non-autonomous semilinear
stochastic evolution equations driven by an additive Wiener noise is investi-
gated. We introduce a novel fully discrete numerical approximation that com-
bines a standard Galerkin finite element method with a randomized Runge–
Kutta scheme. Convergence of the method to the mild solution is proven
with respect to the Lp-norm, p ∈ [2,∞). We obtain the same temporal order
of convergence as for Milstein–Galerkin finite element methods but without
imposing any differentiability condition on the nonlinearity. The results are
extended to also incorporate a spectral approximation of the driving Wiener
process. An application to a stochastic partial differential equation is discussed
and illustrated through a numerical experiment.
1. Introduction
In this paper we investigate the numerical solution of non-autonomous semilin-
ear stochastic evolution equations (SEE) driven by an additive Wiener noise. More
precisely, let (H, (·, ·), ‖ ·‖) and (U, (·, ·)U , ‖ ·‖U ) be two separable R-Hilbert spaces.
For a given T ∈ (0,∞) we denote by (ΩW ,FW , (FWt )t∈[0,T ],PW ) a filtered proba-
bility space satisfying the usual conditions. By (W (t))t∈[0,T ] we denote a cylindrical
(FWt )t∈[0,T ]-Wiener process on U with associated covariance operator Q ∈ L(U).
Our goal is the approximation of the mild solution to SEEs of the form{
dX(t) +
[
AX(t) + f(t,X(t))
]
dt = g(t) dW (t), for t ∈ (0, T ],
X(0) = X0.
(1)
Hereby, we assume that −A : dom(A) ⊂ H → H is the infinitesimal generator of
an analytic semigroup (S(t))t∈[0,∞) ⊂ L(H) on H . The initial value X0 : ΩW → H
is assumed to be a p-fold integrable random variable for some p ∈ [2,∞), while
the mapping g : [0, T ] → L02 is Ho¨lder continuous with exponent 12 . Here L02 =
L2(Q 12 (U), H) denotes the set of all Hilbert–Schmidt operators from Q 12 (U) to H .
In addition, the mapping f is assumed to be Lipschitz continuous. A complete and
more precise statement of all conditions on A, f , g, and X0 is given in Section 3.
Under these assumptions themild solution X : [0, T ]×ΩW → H to (1) is uniquely
determined by the variation-of-constants formula
X(t) = S(t)X0 −
∫ t
0
S(t− s)f(s,X(s)) ds+
∫ t
0
S(t− s)g(s) dW (s)(2)
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which holds PW -almost surely for all t ∈ [0, T ]. Our assumptions in Section 3
ensure the existence of a unique mild solution to (1). We refer the reader to [7] for
a general introduction of the semigroup approach to stochastic evolution equations.
We also refer to [27, Chapter 2] for further details on cylindrical Wiener processes
and Hilbert space valued stochastic integrals.
Due to the presence of the noise the mild solution is, in general, only of very
low spatial and temporal regularity. This in turn results in low convergence rates
of numerical approximations. Examples for standard numerical methods for SEEs
are found, for instance, in the monographs [16, 19, 24] and the references therein.
Because of this, an accurate simulation of stochastic evolution equations is often
computationally expensive. This explains why the development of strategies to
reduce the computational complexity has attracted a lot of attention over the last
decade. In particular, we mention the multilevel Monte-Carlo method that has been
applied to stochastic partial differential equations, for instance, in [3]. However, the
success of this approach depends on the availability of efficient numerical methods
which converge with a high order with respect to the mean-square norm.
One way to construct such higher order numerical approximations is based on
Ito¯–Taylor expansions as discussed in [16]. In fact, provided the coefficient func-
tions are sufficiently smooth, numerical methods of basically any temporal order
can be constructed. However, these methods sometimes behave unstable in numeri-
cal simulations and the necessity to evaluate higher order derivatives or to generate
multiple iterated stochastic integrals limits their practical relevance. More severely,
already the imposed smoothness requirements are too restrictive in most applica-
tions of SEEs in infinite dimensions. For instance, the general assumption in [16,
Chapter 8] asks for the semilinearity f : [0, T ]×H → H to be infinitely often Fre´chet
differentiable with bounded derivatives. This condition already excludes any truly
nonlinear Nemytskii-type operator. Compare further with Remark 3.8 below. We
also refer to [1, 2, 4, 17, 18, 23, 34] for further numerical methods with a higher
order temporal convergence rate, such as Milstein-type schemes or Wagner–Platen-
type methods. Although the smoothness conditions on f are substantially relaxed
in some of these papers, all results at least require the Fre´chet differentiability.
The purpose of this paper is the introduction of a novel numerical method for
the approximation of the solution to (1) that combines the drift-randomization
technique from [21] for the numerical solution of stochastic ordinary differential
equations (SODEs) with a Galerkin finite element method from [32]. As in [21], it
turns out that the resulting method converges with a higher rate with respect to the
temporal discretization parameter without requiring any (Fre´chet-) differentiability
of the nonlinearity. Our approach also relaxes the smoothness requirements of the
coefficients f and g with respect to the time variable t considerably.
To introduce the new method more precisely, let k ∈ (0, T ) denote an equidistant
temporal step size with associated grid points tn = nk, n ∈ {1, . . . , Nk}. Hereby,
Nk ∈ N is determined by tNk = Nkk ≤ T < (Nk+1)k. In addition, let (Vh)h∈(0,1) ⊂
H be a suitable family of finite dimensional subspaces, where the parameter h ∈
(0, 1) controls the granularity of the space Vh such that limh→0 dist(u, Vh) = 0 for
all u ∈ H . The operators Ph : H → Vh denote the orthogonal projectors onto Vh
while Ah : Vh → Vh is a suitable discrete version of the infinitesimal generator A.
For further details on the spatial discretization we refer to Section 3.
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For every k ∈ (0, T ) and h ∈ (0, 1) the proposed randomized Galerkin finite
element method is then given by the recursion
Xn,τk,h + τnk
[
AhX
n,τ
k,h + Phf(tn−1, X
n−1
k,h )
]
= Xn−1k,h + Phg(tn−1)∆τnkW (tn−1),
Xnk,h + k
[
AhX
n
k,h + Phf(t
τ
n, X
n,τ
k,h )
]
= Xn−1k,h + Phg(t
τ
n)∆kW (tn−1)
(3)
for all n ∈ {1, . . . , Nk} with initial value X0k,h = PhX0. Hereby, τ = (τn)n∈N
denotes an independent family of U(0, 1)-distributed random variables defined on a
further probability space (Ωτ ,Fτ ,Pτ ). The intermediate value of Xn,τk,h represents
an approximation of X at the random time point tτn = tn−1 + τnk. Observe that
(tτn)n∈{1,...,Nk} is an independent family of random variables with t
τ
n ∼ U(tn−1, tn).
Further, for all t ∈ [0, T ) and κ ∈ (0, T − t) we denote the Wiener increments by
∆κW (t) := W (t+ κ)−W (t).(4)
The method (3) constitutes a two-staged Runge–Kutta method whose second
stage has a randomized node. Compare further with [20, 21]. Further randomized
numerical methods for partial differential equations are studied in [9, 15]. Moreover,
in case τn ≡ 0 for all n ∈ {1, . . . , Nk} we would recover the linearly-implicit Euler–
Galerkin finite element method studied, for instance, in [19, 24]. However, the
presence of the artificially randomized internal step Xn,τh,k allows us to prove a higher
order temporal convergence rate compared to standard results in the literature.
In fact, under the assumptions of Section 3, the mild solution (2) to the SEE (1)
enjoys the regularity X ∈ C([0, T ];Lp(ΩW ; H˙1+r)) ∩C 12 ([0, T ];Lp(ΩW ;H)), where
p ∈ [2,∞) is determined by the corresponding integrability of the initial value X0
and the spaces H˙r = dom((−A) r2 ), r ∈ [0, 1), of fractional powers of the generator
−A measure the spatial regularity of X . Then, according to Theorem 3.7 below,
there exists C ∈ (0,∞) such that for every h ∈ (0, 1) and k ∈ (0, T ) we have
max
n∈{1,...,Nk}
‖X(tn)−Xnk,h‖Lp(Ω;H) ≤ C
(
h1+r + k
1
2+min(
r
2 ,γ)
)
,(5)
where the value of the parameter γ ∈ (0, 12 ] is determined by the regularity of f
and g with respect to the time variable t.
Note that the standard error estimate for Euler–Maruyama-type methods is only
of order O(h1+r + k 12 ) under the same regularity conditions. The same temporal
convergence rate as in (5) is only recovered for SEEs with additive noise if the
linearly-implicit Euler–Galerkin finite element method is treated as a Milstein-type
scheme, see [34]. This is possible since Milstein-type schemes coincide with Euler–
Maruyama-type methods in this case. However, as already mentioned above, the
error analysis of Milstein–Galerkin finite element methods typically requires the
differentiability of the nonlinearity f which is not required for the method (3).
The remainder of this paper is organized as follows. After collecting some no-
tation and auxiliary results from stochastic analysis in Section 2, we give a more
precise statement of all assumptions imposed on the SEE (1) in Section 3. In ad-
dition, we also state the main result (5) in this section, see Theorem 3.7. For the
proof of this error estimate we apply the same methodology as in [18]. To this
end, we show in Section 4 that the method (3) is bistable. The notion of bistability
admits a two-sided estimate of the error (5) in terms of the local truncation error
measured with respect to a stochastic version of Spijker’s norm. This local error is
then estimated in Section 5. In Section 6 we incorporate an approximation of the
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Wiener noise into the method (3). In Section 7 we finally apply the method (3) for
the numerical solution of a more explicit stochastic partial differential equation.
2. Notation and preliminaries
In this section we explain the notation used throughout this paper and collect
some auxiliary results from stochastic analysis.
First, we denote by N the set of all positive integers, while N0 = {0} ∪ N.
Moreover, let (Ei, ‖ · ‖Ei), i ∈ {1, 2}, be two normed R-vector spaces. Then, we
denote by L(E1, E2) the set of all bounded linear operators mapping from E1 to E2
endowed with the usual operator norm. If E1 = E2 we write L(E1) = L(E1, E1).
If Ei, i ∈ {1, 2}, are separable Hilbert spaces, then we denote by L2(E1, E2) the set
of all Hilbert–Schmidt operators mapping from E1 to E2. Recall that the Hilbert–
Schmidt norm of L ∈ L2(E1, E2) is given by
‖L‖L2(E1,E2) =
( ∞∑
j=1
‖Lϕj‖2E2
) 1
2
,
where (ϕj)j∈N ⊂ E1 is an arbitrary orthonormal basis. As mentioned in the intro-
duction we use the short hand notation L02 = L2(Q
1
2 (U), H) and L2 := L2(U,H).
Let us also recall a few function spaces which play an important role in this paper.
As usual, we denote by Lp(0, T ;E), p ∈ [1,∞), the space of all p-fold integrable
mappings v : [0, T ]→ E with values in a Banach space (E, ‖ · ‖E) endowed with the
standard norm. When E = R, we write Lp(0, T ) for short.
We mostly measure temporal regularity of the exact solution and the coefficient
functions in terms of Ho¨lder continuity, that is with respect to the norm
‖v‖Cα([0,T ];E) = sup
t∈[0,T ]
‖v(t)‖E + sup
t1,t2∈[0,T ]
t1 6=t2
‖v(t1)− v(t2)‖E
|t1 − t2|α ,
where α ∈ (0, 1] denotes the Ho¨lder exponent. The space of all α-Ho¨lder continuous
mappings taking values in E is denoted by Cα([0, T ];E).
For the same purpose we also make use of the familyW ν,p(0, T ;E) ⊂ Lp(0, T ;E)
of (fractional) Sobolev spaces. Recall that for p ∈ [1,∞) and ν = 1 the Sobolev
space W 1,p(0, T ;E) is endowed with the norm
‖v‖W 1,p(0,T ;E) =
(∫ T
0
‖v(t)‖pE dt+
∫ T
0
‖v′(t)‖pE dt
) 1
p
,(6)
where v′ ∈ Lp(0, T ;E) denotes the weak derivative of v ∈ W 1,p(0, T ;E). Moreover,
for p ∈ [1,∞) and ν ∈ (0, 1) the Sobolev–Slobodeckij norm is given by
‖v‖Wν,p(0,T ;E) =
( ∫ T
0
‖v(t)‖pE dt+
∫ T
0
∫ T
0
‖v(t1)− v(t2)‖pE
|t1 − t2|1+νp dt2 dt1
) 1
p
.(7)
Further details on fractional Sobolev spaces are found, for example, in [8] and [28].
Our numerical method (3) yields a discrete-time stochastic process defined on
the product probability space
(Ω,F ,P) := (ΩW × Ωτ ,FW ⊗Fτ ,PW ⊗ Pτ ),(8)
where the corresponding expectations are denoted by EW and Eτ . The addi-
tional random input τ = (τn)n∈N in (3) induces a natural filtration (Fτn)n∈N0 on
(Ωτ ,Fτ ,Pτ ) by setting Fτ0 := {∅,Ωτ} and Fτn := σ{τj : 1 ≤ j ≤ n} for n ∈ N.
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Moreover, for each k ∈ (0, T ) let
πk := {tn = nk : n = 0, 1, . . . , Nk} ⊂ [0, T ](9)
be the set of temporal grid points with equidistant step size k. Hereby, Nk ∈ N is
uniquely determined by tNk = Nkk ≤ T < (Nk + 1)k. For each temporal grid πk a
discrete-time filtration (Fπkn )n∈{0,...,Nk} on (Ω,F ,P) is given by
Fπkn := FWtn ⊗Fτn , for n ∈ {0, 1, . . . , Nk}.(10)
As a useful estimate for higher moments of stochastic integrals, a particular
version of a Burkholder–Davis–Gundy-type inequality is presented here for later
use. The proposition follows directly from [7, Lemma 7.2].
Proposition 2.1. For every p ∈ [2,∞) there exists a constant Cp ∈ [0,∞) such that
for all s, t ∈ [0, T ], s < t, and for all (FWt )t∈[0,T ]-predictable stochastic processes
Y : [0, T ]× ΩW → L02 satisfying( ∫ t
s
‖Y (ξ)‖2Lp(ΩW ;L02) dξ
) 1
2
<∞,
we have ∥∥∥ ∫ t
s
Y (ξ) dW (ξ)
∥∥∥
Lp(ΩW ;H)
≤ Cp
( ∫ t
s
‖Y (ξ)‖2Lp(ΩW ;L02) dξ
) 1
2
.
A further important tool is the following Burkholder–Davis–Gundy-type inequal-
ity for discrete-time martingales with values in a Hilbert space. For a proof we refer
to [6, Theorem 3.3]:
Proposition 2.2. For every p ∈ [1,∞) there exist constants cp, Cp ∈ [0,∞) such
that for every discrete-time H-valued martingale (Y n)n∈N0 and for every n ∈ N0
we have
cp
∥∥[Y ] 12n∥∥Lp(Ω) ≤ maxj∈{0,...,n}
∥∥Y j∥∥
Lp(Ω;H)
≤ Cp
∥∥[Y ] 12n∥∥Lp(Ω),
where [Y ]n = ‖Y 0‖2+
∑n
k=1 ‖Y k−Y k−1‖2 is the quadratic variation of (Y n)n∈N0 .
3. Assumptions and main result
In this section we collect all essential conditions on the stochastic evolution
equation (1). Then the main result is stated.
Assumption 3.1. The linear operator A : dom(A) ⊂ H → H is densely defined,
self-adjoint, and positive definite with compact inverse.
Assumption 3.1 implies the existence of a positive, increasing sequence (λi)i∈N ⊂
R such that 0 < λ1 ≤ λ2 ≤ . . . with limi→∞ λi = ∞, and of an orthonormal basis
(ei)i∈N of H such that Aei = λiei for every i ∈ N.
In addition, it also follows from Assumption 3.1 that −A is the infinitesimal
generator of an analytic semigroup (S(t))t∈[0,∞) ⊂ L(H) of contractions. More
precisely, the family (S(t))t∈[0,∞) enjoys the properties
S(0) = Id ∈ L(H),
S(s+ t) = S(s) ◦ S(t) = S(t) ◦ S(s), for all s, t ∈ [0,∞),
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and
sup
t∈[0,∞)
‖S(t)‖L(H) ≤ 1.(11)
A more detailed account on the theory of linear semigroups is found in [26].
Further, let us introduce fractional powers of A, which are used to measure the
(spatial) regularity of the mild solution (2). For any r ≥ 0 we define the operator
A
r
2 : dom(A
r
2 ) = {x ∈ H : ∑∞j=1 λrj(x, ej)2 <∞} ⊂ H → H by
(12) A
r
2x :=
∞∑
j=1
λ
r
2
j (x, ej)ej , for all x ∈ dom(A
r
2 ).
Then, by setting (H˙r, (·, ·)r , ‖ · ‖r) := (dom(A r2 ), (A r2 ·, A r2 ·), ‖A r2 · ‖), r ∈ [0,∞),
we obtain a family of separable Hilbert spaces.
Remark 3.2. The assumption on A can be relaxed such that A is not necessarily
self-adjoint. In that case the fractional powers of A and the spaces H˙r can be defined
in a different way. For instance, we refer to [26, Section 2.6]. For the validity of
our main result Theorem 3.7 it is then crucial to find a suitable replacement for
the assertions of Lemma 5.2 whose proof depends on the self-adjointness of A. For
example, we refer to [32, Theorem 9.3] for such error estimates in the non-self-
adjoint case. Compare further with [25] for an SPDE related result.
After these preparations we are able to state the assumptions on the initial
condition X0 as well as on the drift and diffusion coefficient functions.
Assumption 3.3. There exist p ∈ [2,∞) and r ∈ [0, 1] such that the initial value
X0 : ΩW → H satisfies X0 ∈ Lp(ΩW ,FW0 ,PW ; H˙1+r).
Assumption 3.4. The mapping f : [0, T ]×H → H is continuous. Moreover, there
exist γ ∈ (0, 12 ] and Cf ∈ (0,∞) such that
‖f(t, u1)− f(t, u2)‖ ≤ Cf‖u1 − u2‖,
‖f(t1, u)− f(t2, u)‖ ≤ Cf
(
1 + ‖u‖)|t1 − t2|γ
for all u, u1, u2 ∈ H and t, t1, t2 ∈ [0, T ].
From Assumption 3.4 we directly deduce a linear growth bound of the form
‖f(t, u)‖ ≤ Cˆf (1 + ‖u‖), for all t ∈ [0, T ], u ∈ H,(13)
where Cˆf := ‖f(0, 0)‖+ Cf (1 + T γ). Moreover, we emphasize that the regularity
of f with respect to t is even weaker than in [19, Assumption 3.1] for the linearly-
implicit Euler–Galerkin finite element method. We refer to Section 7 for a class of
mappings satisfying Assumption 3.4.
Assumption 3.5. The mapping g : [0, T ] → L02 is continuous. Moreover, there
exist p ∈ [2,∞), r ∈ [0, 1], γ ∈ (0, 12 ], and Cg ∈ (0,∞) such that
‖g‖
C
1
2 ([0,T ];L02)
+ ‖A r2 g‖C([0,T ];L02) + ‖g‖W 12+γ,p(0,T ;L02) ≤ Cg.
Assumptions 3.1 to 3.5 with r ∈ [0, 1) and p ∈ [2,∞) are sufficient to ensure the
existence of a unique mild solution X : [0, T ]×ΩW → H to the stochastic evolution
equation (1) with
(14) sup
t∈[0,T ]
EW
[‖X(t)‖p1+r] <∞,
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and there exists a constant C depending on r and p such that
(15)
(
EW
[‖X(t1)−X(t2)‖pr]) 1p ≤ C|t1 − t2| 12 ,
for each t1, t2 ∈ [0, T ]. For proofs of these regularity results we refer, for instance,
to [19, Theorem 2.27] and [19, Theorem 2.31].
Next, we formulate the assumption on the spatial discretization. To this end, let
(Vh)h∈(0,1) ⊂ H˙1 be a family of finite dimensional subspaces. Then, we introduce
the Ritz projector Rh : H˙
1 → Vh as the orthogonal projector onto Vh with respect
to the inner product (·, ·)1. To be more precise, the Ritz projector is given by
(16) (Rhx, yh)1 = (x, yh)1 for all x ∈ H˙1, yh ∈ Vh.
The following assumption is used to quantify the speed of convergence with respect
to the spatial parameter h ∈ (0, 1).
Assumption 3.6. Let a sequence (Vh)h∈(0,1) of finite dimensional subspaces of H˙1
be given such that there exists a constant C ∈ (0,∞) with
‖Rhx− x‖ ≤ Chs‖x‖s for all x ∈ H˙s, s ∈ {1, 2}, h ∈ (0, 1).
Similar estimates are obtained for the approximation of x ∈ H˙1+r, r ∈ [0, 1],
by interpolation. A typical example of a spatial discretization satisfying Assump-
tion 3.6 is the spectral Galerkin method. This method is obtained by setting h = 1
N
,
N ∈ N, and Vh := span{ej : j = 1, . . . , N}, where (ej)j∈N denotes the family of
eigenfunctions of A. For more details see [19, Example 3.7]. A further example is
the standard finite element method from [32] as we will discuss in Section 7.
We are now well-prepared to formulate the main result of this paper. The proof
is deferred to the end of Section 5.
Theorem 3.7. Let Assumptions 3.1 to 3.6 be fulfilled for some p ∈ [2,∞), r ∈
[0, 1), and γ ∈ (0, 12 ]. Then there exists C ∈ (0,∞) such that for every h ∈ (0, 1)
and k ∈ (0, T )
max
n∈{0,...,Nk}
∥∥X(tn)−Xnk,h∥∥Lp(Ω;H)
≤ C(1 + ‖X‖C([0,T ];Lp(ΩW ;H˙1+r)) + ‖X‖C 12 ([0,T ];Lp(ΩW ;H)))(h1+r + k 12+min( r2 ,γ)),
where X denotes the mild solution (2) to the stochastic evolution equation (1)
and (Xnk,h)n∈{0,...,Nk} denotes the stochastic process generated by the randomized
Galerkin finite element method (3).
Remark 3.8. In order to obtain the same temporal order of convergence as in The-
orem 3.7, other results in the literature usually impose additional smoothness con-
ditions on the nonlinearity. For instance, in [16] the authors require f ∈ C∞b (H ;H),
that is, f is infinitely often Fre´chet differentiable with bounded derivatives. How-
ever, this condition is too restrictive for all SPDEs with a truly nonlinear Nemytskii
operator. In [17, 18, 23, 33, 34], this problem is circumvented by instead requir-
ing f ∈ C2b (H˙β ;H) or f ∈ C2b (H ; H˙−β) for β ∈ (0, 1]. Such conditions allow to
treat some Nemytskii-type operators. In particular, we refer to [33, Example 3.2].
However, the presence of the parameter β often results into a lower temporal con-
vergence rate. For instance, the rate is only equal to 12 if β = 1 in [18].
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4. Bistability
In this section we show that the randomized Galerkin finite element method (3)
constitutes a bistable numerical method in the sense of [18]. More precisely, for
each choice of h ∈ (0, 1) and k ∈ (0, T ), we first observe that the scheme (3) can be
written as an abstract one-step method of the form{
Xnk,h = Sk,hX
n−1
k,h + Φ
n
k,h(X
n−1
k,h , τn), n ∈ {1, . . . , Nk},
X0k,h = ξh,
(17)
in terms of a suitable family of linear operators Sk,h ∈ L(H) and associated in-
crement functions Φnk,h : H × [0, 1] × ΩW → H . Then, we verify the conditions
of a stability theorem from [18] that yields two-sided stability bounds for general
one-step methods of the form (17).
For each k ∈ (0, T ) let πk := {tn = nk : n = 0, 1, . . . , Nk} ⊂ [0, T ] be the set
of temporal grid points with equidistant step size k as defined in (9). As in the
introduction, we denote by Ph : H → Vh, h ∈ (0, 1), the orthogonal projector onto
the finite dimensional subspace Vh ⊂ H˙1 with respect to the inner product in H .
In this situation, we define ξh := PhX0 ∈ Lp(ΩW ;H) as the initial condition for
the numerical scheme (3). Under Assumption 3.3 with p ∈ [2,∞) it then holds
sup
h∈(0,1)
‖ξh‖Lp(ΩW ;H) ≤ ‖X0‖Lp(ΩW ;H)(18)
due to ‖Ph‖L(H) = 1 for all h ∈ (0, 1).
Next, for each h ∈ (0, 1), we implicitly define a discrete version Ah : Vh → Vh of
the generator A by the relationship
(Ahxh, yh) = (xh, yh)1, for all xh, yh ∈ Vh.
From Assumption 3.1 it then follows immediately that Ah is symmetric and positive
definite. Moreover, for each h ∈ (0, 1) and k ∈ (0, T ) we obtain a bounded linear
operator Sk,h ∈ L(H) defined by
Sk,h :=
(
Id + kAh
)−1
Ph.(19)
For the error analysis it is also convenient to introduce a piecewise constant interpo-
lation of Sk,h to the whole time interval, which we denote by Sk,h : [0, T ]→ L(H):
For each h ∈ (0, 1) and k ∈ (0, T ) let Sk,h(t) := SNkk,h for all t ∈ [tNk , T ] and
Sk,h(t) :=
(
Id + kAh
)−j
Ph, if t ∈ [tj−1, tj)(20)
for j ∈ {1, 2, . . . , Nk}. The following lemma contains some useful stability bounds
for Sk,h and Sk,h uniformly with respect to the discretization parameters h and k.
For a proof and more general versions of these estimates we refer to [32, Lemma 7.3].
Lemma 4.1. Let Assumption 3.1 be satisfied. Then, the operator Sk,h given in
(19) is well-defined for all h ∈ (0, 1) and k ∈ (0, T ). Furthermore, we have
(21) sup
k∈(0,T )
sup
h∈(0,1)
‖Sk,h‖L(H) ≤ 1.
In addition, the continuous-time interpolation Sk,h : [0, T ]→ L(H) of Sk,h is right-
continuous with existing left-limits. It holds true that
sup
k∈(0,T )
sup
h∈(0,1)
sup
t∈[0,T ]
‖Sk,h(t)‖L(H) ≤ 1.(22)
A RANDOMIZED GALERKIN FINITE ELEMENT METHOD FOR SEE 9
Now we are in a position to introduce the increment functions associated to the
numerical method (3). For each k ∈ (0, T ), h ∈ (0, 1), and j ∈ {1, . . . , Nk} we
define Φjk,h : H × [0, 1]× ΩW → H and Ψjk,h : H × [0, 1]× ΩW → H by setting
Φjk,h(x, τ) := −kSk,hf
(
tj−1 + τk,Ψ
j
k,h(x, τ)
)
+ Sk,hg(tj−1 + τk)∆kW (tj−1)(23)
and
Ψjk,h(x, τ) := Sτk,hx− τkSτk,hf(tj−1, x) + Sτk,hg(tj−1)∆τkW (tj−1)(24)
for all x ∈ H and τ ∈ [0, 1]. We refer to (4) for the definition of the Wiener
increments ∆kW (t).
Observe that, under the assumptions of Section 3, for each τ ∈ [0, 1] and
j ∈ {1, . . . , Nk} the mapping (x, ω) 7→ Φjk,h(x, τ)(ω) is measurable with respect
to B(H) ⊗ FWtj /B(H). Moreover, for each x ∈ H and almost all ω ∈ Ω we have
that the mapping [0, 1] ∋ τ 7→ Φj(x, τ)(ω) ∈ H is continuous due to the pathwise
continuity of the Wiener process and the continuity of f and g.
Altogether, this shows that the numerical method (3) can be rewritten as a one-
step method of the form (17). The family of random variables (Xnk,h)n∈{0,...,Nk},
which is determined by (3), is therefore a discrete-time stochastic process on the
product probability space (Ω,F ,P) defined in (8). Moreover, it is adapted to the
filtration (Fπkn )n∈{0,...,Nk} from (10).
Let us now recall the notion of bistability from [18]. For this, we first introduce
a family of linear spaces consisting of all (Fπkn )n∈{0,...,Nk}-adapted and p-fold inte-
grable grid functions on πk. To be more precise, for p ∈ [2,∞) and k ∈ (0, T ) we
set Gpk := Gpk(πk, Lp(Ω;H)) with
Gpk :=
{
(Znk )n∈{0,...,Nk} : Z
n
k ∈ Lp(Ω,Fπkn ,P;H) for all n ∈ {0, 1, . . . , Nk}
}
.
In addition, we endow the spaces Gpk with two different norms. For arbitrary Zk =
(Znk )n∈{0,...,Nk} ∈ Gpk these norms are given by
‖Zk‖∞,p := max
n∈{0,...,Nk}
‖Znk ‖Lp(Ω;H)(25)
and, for each h ∈ (0, 1),
‖Zk‖S,p,h := ‖Z0k‖Lp(Ω;H) + max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−jk,h Z
j
k
∥∥∥
Lp(Ω;H)
,(26)
where Sk,h has been defined in (19). The norm ‖·‖S,p,h is called (stochastic) Spijker
norm. Deterministic versions of this norm are used in numerical analysis for finite
difference methods, for instance, in [29, 30, 31]. In [5, 18] a more detailed discussion
is given in the context of stochastic differential equations.
The final ingredient for the introduction of the stability concept is then the
following family of residual operators Rk,h : Gpk → Gpk associated to the numerical
scheme (3). For each p ∈ [2,∞), k ∈ (0, T ), and h ∈ (0, 1) the residual of an
arbitrary grid function Zk ∈ Gpk is given by{
Rk,h[Zk](t0) := Z0k − ξh,
Rk,h[Zk](tn) := Znk − Sk,hZn−1k − Φnk,h(Zn−1k , τn), n ∈ {1, . . . , Nk}.
(27)
It is not immediately evident if the residual operators are actually well-defined for
every given h ∈ (0, 1) and k ∈ (0, T ). From Theorem 4.4 it follows that indeed
Rk,h[Zk] ∈ Gpk for all Zk ∈ Gpk under Assumptions 3.1 to 3.5.
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The following definition of bistability is taken from [18].
Definition 4.2. The numerical scheme (3) is called bistable with respect to the
norms ‖·‖∞,p and ‖·‖S,p,h if there exists p ∈ [2,∞) such that the residual operators
Rk,h : Gpk → Gpk are well-defined and bijective for all k ∈ (0, T ) and h ∈ (0, 1). In
addition, there exists CStab ∈ (0,∞) such that for all k ∈ (0, T ), h ∈ (0, 1), and
Yk, Zk ∈ Gpk we have
1
CStab
∥∥Rk,h[Yk]−Rk,h[Zk]∥∥S,p,h ≤ ∥∥Yk − Zk∥∥∞,p
≤ CStab
∥∥Rk,h[Yk]−Rk,h[Zk]∥∥S,p,h.
(28)
Under the assumptions of Section 3 the following lemma shows that the family
of increment functions Φk,h is bounded at 0 ∈ H and in a certain sense Lipschitz
continuous, uniformly with respect to the discretization parameters h ∈ (0, 1) and
k ∈ (0, T ). These estimates are required for the stability theorem further below.
Lemma 4.3. Under Assumptions 3.1 to 3.5 there exist CΦ,0, CΦ,1 ∈ (0,∞) with
sup
h∈(0,1)
sup
k∈(0,T )
∥∥∥ n∑
j=m
Sn−jk,h Φ
j
k,h(0, τj)
∥∥∥
Lp(Ω;H)
≤ CΦ,0(tn − tm−1) 12(29)
for all n,m ∈ {1, . . . , Nk} with m ≤ n. Moreover, it holds true that
sup
h∈(0,1)
∥∥∥ n∑
j=1
Sn−jk,h
(
Φjk,h(Y
j−1
k , τj)− Φjk,h(Zj−1k , τj)
)∥∥∥
Lp(Ω;H)
≤ CΦ,1k
n∑
j=1
∥∥Y j−1k − Zj−1k ∥∥Lp(Ω;H)
(30)
for all k ∈ (0, T ), Yk, Zk ∈ Gpk , and n ∈ {1, . . . , Nk}.
Proof. We first verify (29). From (23) we obtain∥∥∥ n∑
j=m
Sn−jk,h Φ
j
k,h(0, τj)
∥∥∥
Lp(Ω;H)
≤
∥∥∥ n∑
j=m
kSn−j+1k,h f
(
tτj ,Ψ
j
k,h(0, τj)
)∥∥∥
Lp(Ω;H)
+
∥∥∥ n∑
j=m
Sn−j+1k,h g(t
τ
j )∆kW (tj−1)
∥∥∥
Lp(Ω;H)
=: I1 + I2,
where tτj := tj−1 + τjk.
For the estimate of I1, we first apply the triangle inequality and (21). Then,
applying the linear growth (13) of f and the boundedness of Sk,h in Lemma 4.1
yields
I1 ≤
n∑
j=m
k
∥∥∥Sn−j+1k,h f(tτj ,Ψjk,h(0, τj))∥∥∥
Lp(Ω;H)
≤ k
n∑
j=m
∥∥f(tτj ,Ψjk,h(0, τj))∥∥Lp(Ω;H)
≤ Cˆfk
n∑
j=m
(
1 +
∥∥Ψjk,h(0, τj)∥∥Lp(Ω;H))
≤ Cˆf
(
1 + sup
j∈{m,...,n}
‖Ψjk,h(0, τj)
∥∥
Lp(Ω;H)
)
(tn − tm−1).
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Thus, for the estimate of I1 it remains to show that ‖Ψjk,h(0, τj)
∥∥
Lp(Ω;H)
can be
bounded uniformly. Indeed, by definition of Ψk,h in (24), the linear growth of f in
(13), Assumption 3.5, Proposition 2.1, and estimate (21) we have for each j
‖Ψjk,h(0, τj)
∥∥
Lp(Ω;H)
≤ ‖τjkSτjk,hf(tj−1, 0)‖Lp(Ω;H) + ‖Sτjk,hg(tj−1)∆τjkW (tj−1)‖Lp(Ω;H)
≤ (CˆfT + CpCgT 12 ),
which is independent of j, h, and k.
For the estimate of I2 we first define a new process gˆ : [0, T ]× Ωτ → L02 by
(31) gˆ(t) := g(tj−1 + τjk), for t ∈ [tj−1, tj).
Then, we rewrite the sum as a stochastic integral by inserting (20) and replacing g
by gˆ. An application of Proposition 2.1, estimate (22), and Assumption 3.5 yields
I2 =
∥∥∥ ∫ tn
tm−1
Sk,h(tn − r)gˆ(r) dW (r)
∥∥∥
Lp(Ω;H)
=
(
Eτ
[
EW
[∥∥∥∫ tn
tm−1
Sk,h(tn − r)gˆ(r) dW (r)
∥∥∥p]]) 1p
≤ Cp
(
Eτ
[( ∫ tn
tm−1
‖Sk,h(tn − r)gˆ(r)‖2L02 dr
) p
2
]) 1
p
≤ Cp
(∫ tn
tm−1
sup
s∈[0,T ]
‖g(s)‖2L02 dr
) 1
2 ≤ CpCg(tn − tm−1) 12 .
(32)
Therefore, we obtain (29) with
(33) CΦ,0 := CˆfT
1
2
(
1 + CˆfT + CpCgT
1
2
)
+ CpCg.
It remains to verify (30). For this let Yk, Zk ∈ Gpk be arbitrary. Then, by inserting
the definition of Φk,h from (23) and an application of Assumption 3.4 we get
∥∥∥ n∑
j=1
Sn−jk,h
(
Φjk,h(Y
j−1
k , τj)− Φjk,h(Zj−1k , τj)
)∥∥∥
Lp(Ω;H)
= k
∥∥∥ n∑
j=1
Sn−j+1k,h
(
f
(
tτj ,Ψ
j
k,h(Y
j−1
k , τj)
)− f(tτj ,Ψjk,h(Zj−1k , τj)))∥∥∥
Lp(Ω;H)
≤ kCf
n∑
j=1
∥∥Ψjk,h(Y j−1k , τj)−Ψjk,h(Zj−1k , τj)∥∥Lp(Ω;H).
In addition, from the same arguments we also deduce the bound
‖Ψjk,h(Y j−1k , τj)−Ψjk,h(Zj−1k , τj)‖Lp(Ω;H)
≤ ‖Sτk,h(Y j−1k − Zj−1k ) + τjkSτk,h(f
(
tj−1, Y
j−1
k
)− f(tj−1, Zj−1k ))‖Lp(Ω;H)
≤ (1 + kCf )‖Y j−1k − Zj−1k ‖Lp(Ω;H).
Altogether, this proves (30) with
CΦ,1 := Cf (1 + TCf).
This completes the proof of the lemma. 
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Next, we observe that (18), Lemma 4.1, and Lemma 4.3 verify together all
conditions of the stability theorem [18, Theorem 3.8]. Therefore, we immediately
obtain the main result of this section:
Theorem 4.4. Let Assumptions 3.1 to 3.5 be satisfied with p ∈ [2,∞). Then, the
randomized Galerkin finite element method (3) is bistable with respect to the norms
‖ · ‖∞,p and ‖ · ‖S,p,h.
5. Consistency and convergence
In the previous section it was proven that the randomized Galerkin finite element
method (3) is bistable. In this section we complete the error analysis by first
deriving estimates for the local truncation error of the mild solution to the stochastic
evolution equation (1). Together with the stability inequality (28) these estimates
then also yield estimates for the global discretization error with respect to the norm
in Lp(Ω;H).
Let X : [0, T ]× Ω → H denote the mild solution (2) to the stochastic evolution
equation (1). For an arbitrary step size k ∈ (0, T ), we transform the stochastic
process X into a grid function by restricting it to the grid points in πk. More
formally, we obtain X |πk : πk → Lp(Ω;H) by defining
X |πk(tn) = X(tn)
for all n ∈ {0, 1, . . . , Nk}. From (14) it follows that indeed X |πk ∈ Gpk for each
k ∈ (0, T ). Hence, we can apply the residual operator Rk,h from (27) to X |πk . The
local truncation error is then given by
‖Rk,h[X |πk ]‖S,p,h.
In order to derive an estimate of the local truncation error we first recall the def-
inition of the stochastic Spijker norm from (26). Then we insert the variation-of-
constants formula (2) and the definition of the residual operator (27). After some
elementary rearrangements we arrive at the inequality∥∥Rk,h[X |πk ]∥∥S,p,h
≤ ∥∥X0 − ξh∥∥Lp(ΩW ;H) + maxn∈{1,...,Nk}
∥∥(S(tn)− Snk,h)X0∥∥Lp(ΩW ;H)
+ max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
f(s,X(s)) ds
∥∥∥
Lp(ΩW ;H)
+ max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
g(s) dW (s)
∥∥∥
Lp(ΩW ;H)
+ max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−jk,h
(
−
∫ tj
tj−1
Sk,hf(s,X(s)) ds
+
∫ tj
tj−1
Sk,hg(s) dW (s)− Φjk,h(X(tj−1), τj)
)∥∥∥
Lp(Ω;H)
,
(34)
where the linear operators Sk,h ∈ L(H) and the associated increment functions
Φk,h, k ∈ (0, T ), h ∈ (0, 1), are defined in (19) and (23), respectively. For a more
detailed proof of (34) we refer to [18, Lemma 3.11].
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The following sequence of lemmas contains some bounds for the terms on the
right hand side of (34). First, we are concerned with the consistency of the initial
value of the numerical scheme.
Lemma 5.1. Let Assumption 3.3 and Assumption 3.6 be satisfied with p ∈ [2,∞)
and r ∈ [0, 1]. Then there exist C ∈ (0,∞) such that
‖X0 − ξh‖Lp(ΩW ;H) ≤ Chr+1‖X0‖Lp(ΩW ;H˙1+r) for all h ∈ (0, 1).
Proof. After inserting ξh = PhX0 we obtain
‖X0 − ξh‖Lp(ΩW ;H) = ‖(Id− Ph)X0‖Lp(ΩW ;H) ≤ ‖(Id−Rh)X0‖Lp(ΩW ;H)
≤ Chr+1‖X0‖Lp(ΩW ;H˙1+r),
where the first inequality follows from the best approximation property of the or-
thogonal projector Ph : H → Vh, while the last line is due to Assumption 3.3 and
Assumption 3.6. 
Next, we collect some well-known error estimates for the approximation of the
semigroup (S(t))t∈[0,T ] ⊂ L(H). Recall the definition of Sk,h from (20). For a proof
of the first two error bounds in Lemma 5.2 we refer to [32, Chapter 7]. A proof for
(37) and (38) is found in [19, Lemma 3.13].
Lemma 5.2. Let Assumptions 3.1 and 3.6 be satisfied. Then, for every ρ ∈ [0, 2]
there exists C ∈ (0,∞) such that for all k ∈ (0, T ), h ∈ (0, 1), t ∈ (0, T ] we have
(35)
∥∥(S(t)− Sk,h(t))x∥∥ ≤ C(hρ + k ρ2 )‖x‖ρ for all x ∈ H˙ρ,
and
(36)
∥∥(S(t)− Sk,h(t))x∥∥ ≤ C(hρ + k ρ2 )t− ρ2 ‖x‖ for all x ∈ H.
In addition, there exists C ∈ (0,∞) such that for all t ∈ [0, T ], h ∈ (0, 1), k ∈ (0, T ),
and x ∈ H we have∥∥∥ ∫ t
0
(
S(s)− Sk,h(s)
)
xds
∥∥∥ ≤ C(h2 + k)‖x‖.(37)
Moreover, for every r ∈ [0, 1] there exists C ∈ (0,∞) with
(38)
( ∫ t
0
∥∥(S(s)− Sk,h(s))x∥∥2 ds) 12 ≤ C(h1+r + k 1+r2 )‖x‖r
for all k ∈ (0, T ), h ∈ (0, 1), x ∈ H˙r, and t ∈ (0, T ].
By Lemma 5.2 we can directly estimate several of the terms on the right hand
side of (34). We begin with the error with respect to the initial condition.
Lemma 5.3. Let Assumption 3.3 be satisfied with p ∈ [2,∞) and r ∈ [0, 1]. Then,
it holds true that
max
n∈{1,...,Nk}
∥∥(S(tn)− Snk,h)X0∥∥Lp(ΩW ;H) ≤ C(h1+r + k 1+r2 )‖X0‖Lp(ΩW ;H˙1+r)
for all h ∈ (0, 1) and k ∈ (0, T ).
Proof. The assertion follows directly from Assumption 3.3 and the corresponding
discrete-time version of (35). 
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Lemma 5.4. Let Assumption 3.1 to Assumption 3.5 be fulfilled with p ∈ [2,∞) and
γ ∈ (0, 12 ]. Then there exists C ∈ (0,∞) such that for all h ∈ (0, 1) and k ∈ (0, T )
we have
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
f(s,X(s)) ds
∥∥∥
Lp(ΩW ;H)
≤ C(1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
)
(h2 + k).
Proof. First, we replace Sn−j+1k,h by its piecewise constant interpolation Sk,h defined
in (20). After adding and subtracting a few additional terms we arrive at∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
f(s,X(s)) ds
∥∥∥
Lp(ΩW ;H)
≤
∥∥∥ ∫ tn
0
(
S(tn − s)− Sk,h(tn − s)
)(
f(s,X(s))− f(s,X(tn))
)
ds
∥∥∥
Lp(ΩW ;H)
+
∥∥∥ ∫ tn
0
(
S(tn − s)− Sk,h(tn − s)
)(
f(s,X(tn))− f(tn, X(tn))
)
ds
∥∥∥
Lp(ΩW ;H)
+
∥∥∥ ∫ tn
0
(
S(tn − s)− Sk,h(tn − s)
)
f(tn, X(tn)) ds
∥∥∥
Lp(ΩW ;H)
=: Jn1 + J
n
2 + J
n
3
for all n ∈ {1, . . . , Nk}. We estimate the three terms separately. For Jn1 , we apply
estimate (36) with ρ = 2, Assumption 3.4, and the Ho¨lder continuity (15) of the
exact solution. This yields
Jn1 ≤ CCf
(
h2 + k
) ∫ tn
0
(tn − s)−1‖X(s)−X(tn)‖Lp(ΩW ;H) ds
≤ CCf‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
(
h2 + k
) ∫ tn
0
(tn − s)−1+ 12 ds
≤ CCfT 12 ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
(
h2 + k
)
.
Similarly, we obtain that
Jn2 ≤ CCf
(
h2 + k
) ∫ tn
0
(tn − s)−1+γ
(
1 + ‖X(tn)‖Lp(ΩW ;H)
)
ds
≤ CCf 1
γ
T γ
(
1 + ‖X‖C([0,T ];Lp(ΩW ;H))
)(
h2 + k
)
.
Concerning the term Jn3 , we apply the estimate (37) and the linear growth bound
(13) of f . This yields
Jn3 ≤ C
(
h2 + k
)∥∥f(tn, X(tn))∥∥Lp(ΩW ;H)
≤ CCˆf
(
1 + ‖X‖C([0,T ];Lp(ΩW ;H))
)(
h2 + k
)
.
After combining the estimates for Jn1 , J
n
2 , J
n
3 the proof is completed. 
Lemma 5.5. Let Assumptions 3.1, 3.5, and 3.6 be fulfilled with p ∈ [2,∞) and
r ∈ [0, 1). Then, there exists C ∈ (0,∞) such that
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
g(s) dW (s)
∥∥∥
Lp(ΩW ;H)
≤ C(‖A r2 g‖C([0,T ];L02) + T 1−r2 ‖g‖C 12 ([0,T ];L02)
)
(h1+r + k
1+r
2 )
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for all h ∈ (0, 1) and k ∈ (0, T ).
Proof. As in the proof of Lemma 5.4, we first replace the discrete-time operator
Sk,h by its piecewise constant interpolation Sk,h defined in (20). This enables us
to apply Proposition 2.1 for each n ∈ {1, . . . , Nk}. After adding and subtracting
an additional term, we obtain∥∥∥ n∑
j=1
∫ tj
tj−1
(
S(tn − s)− Sn−j+1k,h
)
g(s) dW (s)
∥∥∥
Lp(ΩW ;H)
≤ Cp
(∫ tn
0
∥∥(S(tn − s)− Sk,h(tn − s))g(tn)∥∥2L02 ds
) 1
2
+ Cp
( ∫ tn
0
∥∥(S(tn − s)− Sk,h(tn − s))(g(s)− g(tn))∥∥2L02 ds
) 1
2
=: Cp(J
n
4 + J
n
5 ).
For Jn4 we first apply (38). Then Assumption 3.5 yields
Jn4 ≤ C(h1+r + k
1+r
2 )‖A r2 g(tn)‖L02 ≤ C(h1+r + k
1+r
2 )‖A r2 g‖C([0,T ];L02).
For the estimate of Jn5 we make use of (36) with ρ = 1 + r and of the Ho¨lder
continuity of g. This gives
Jn5 ≤ C(h1+r + k
1+r
2 )
( ∫ tn
0
(tn − s)−(1+r)‖g(s)− g(tn)‖2L02 ds
) 1
2
≤ C‖g‖
C
1
2 ([0,T ];L02)
(h1+r + k
1+r
2 )
(∫ tn
0
(tn − s)−r ds
) 1
2
≤ CT 1−r2 ‖g‖
C
1
2 ([0,T ];L02)
(h1+r + k
1+r
2 ).
Combining the two estimates then yields the assertion. 
Remark 5.6. As also discussed in [18, Remark 5.6], the result of Lemma 5.5 does
not hold true in the border case r = 1. The reason for this is that the singularity
caused by the error estimate (36) is no longer integrable for r = 1. However, observe
that this problem does not occur if g is constant since the term Jn5 is then equal to
zero or if g is Ho¨lder continuous with an exponent larger than 12 .
Finally, it remains to estimate the last term on the right hand side of (34). To
this end, we first insert the definition (24) and obtain for every n ∈ {1, . . . , Nk}∥∥∥ n∑
j=1
Sn−jk,h
(
−
∫ tj
tj−1
Sk,hf(s,X(s)) ds+
∫ tj
tj−1
Sk,hg(s) dW (s)
− Φjk,h(X(tj−1), τj)
)∥∥∥
Lp(Ω;H)
≤
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
f(s,X(s))− f(tτj , X(tτj ))
)
ds
∥∥∥
Lp(Ω;H)
+
∥∥∥k n∑
j=1
Sn−j+1k,h
(
f(tτj , X(t
τ
j ))− f
(
tτj ,Ψ
j
h,k(X(tj−1), τj)
))∥∥∥
Lp(Ω;H)
+
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
g(s)− g(tτj )
)
dW (s)
∥∥∥
Lp(Ω;H)
,
(39)
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where we recall that tτj = tj−1 + τjk. In the following we derive estimates for each
term on the right hand side separately. The estimate of the first term is related
to a randomized quadrature rule for Hilbert space valued stochastic processes. We
refer to [12, 13] for the origin of such quadrature rules. The presented proof is an
adaptation of similar results from [20, 21]. Observe that classical methods require
additional smoothness of the mapping f : H → H in order to derive the same
convergence rates. Compare further with [18, 34].
Lemma 5.7. Let Assumption 3.1 to Assumption 3.5 be fulfilled with p ∈ [2,∞) and
γ ∈ (0, 12 ]. Then there exists C ∈ (0,∞) such that for every h ∈ (0, 1), k ∈ (0, T )
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
f(s,X(s))− f(tτj , X(tτj ))
)
ds
∥∥∥
Lp(Ω;H)
≤ C(1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
)
kγ+
1
2 ,
where tτj = tj−1 + τjk.
Proof. Due to (14) we have X ∈ Lp([0, T ] × ΩW ;H). From the linear growth
(13) of f it then follows that there exists a null set N0 ∈ FW such that for all
ω ∈ N c0 = ΩW \ N0 we have
∫ T
0
‖f(s,X(s, ω))‖p ds < ∞. Let us therefore fix an
arbitrary realization ω ∈ N c0 . Then for every j ∈ {1, . . . , Nk} we obtain∫ tj
tj−1
f
(
s,X(s, ω)
)
ds = k
∫ 1
0
f
(
tj−1 + sk,X(tj−1 + sk, ω)
)
ds
= kEτ
[
f(tτj , X(t
τ
j , ω))
]
,
due to tτj ∼ U(tj−1, tj).
Next, we define a discrete-time error process (En)n∈{0,1,...,Nk} by setting E
0 ≡
0 ∈ H . Further, for every n ∈ {1, . . . , Nk} we set
En :=
n∑
j=1
Sn−j+1k,h
(∫ tj
tj−1
f(s,X(s, ω)) ds− kf(tτj , X(tτj , ω))
)
.
In addition, for every n ∈ {1, . . . , Nk} and m ∈ {0, . . . , n} we define Mmn :=
Sn−mk,h E
m, which is evidently an H-valued random variable on the product prob-
ability space (Ω,F ,P). In particular, Mn := (Mmn )m∈{0,...,n} ⊂ Lp(Ω;H). From
En = Mnn we immediately obtain the estimate∥∥En∥∥
Lp(Ω;H)
≤ ∥∥ max
m∈{0,...,n}
‖Mmn ‖
∥∥
Lp(Ω)
=
( ∫
ΩW
∥∥ max
m∈{0,...,n}
‖Mmn (ω, ·)‖
∥∥p
Lp(Ωτ )
dPW (ω)
) 1
p
(40)
for all n ∈ {1, . . . , Nk}. Moreover, for each fixed ω ∈ N c0 we observe that the
mapping Mmn (ω, ·) : Ωτ → H is Fτm-measurable. Further, for each pair of m1,m2 ∈
N0 with 0 ≤ m1 < m2 ≤ n it holds true that
Eτ [M
m2
n (ω, ·)−Mm1n (ω, ·)|Fτm1 ]
=
m2∑
j=m1+1
Sn−j+1k,h Eτ
[ ∫ tj
tj−1
f
(
s,X(s, ω)
)
ds− kf(tτj , X(tτj , ω))∣∣∣Fτm1]
=
m2∑
j=m1+1
Sn−j+1k,h Eτ
[ ∫ tj
tj−1
f
(
s,X(s, ω)
)
ds− kf(tτj , X(tτj , ω))] = 0,
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since τj is independent of Fτm1 for every j > m1. Consequently, for every fixed
ω ∈ N c0 , the process Mn(ω, ·) = (Mmn (ω, ·))m∈{0,...,n} is an (Fτm)m∈{0,...,n}-adapted
Lp(Ωτ ;H)-martingale. Thus, the discrete-time version of the Burkholder–Davis–
Gundy inequality, Proposition 2.2, is applicable and yields
∥∥ max
m∈{0,...,n}
‖Mmn (ω, ·)‖
∥∥
Lp(Ωτ )
≤ Cp
∥∥[Mn(ω, ·)] 12n∥∥Lp(Ωτ ) for every ω ∈ N c0 .
Next, we insert this and the quadratic variation of Mn(ω, ·) into (40). An applica-
tion of (21) then yields
∥∥En∥∥
Lp(Ω;H)
≤ Cp
( ∫
ΩW
Eτ
[( n∑
j=1
∥∥Sn−j+1k,h ∥∥2L(H)×
∥∥∥ ∫ tj
tj−1
f(s,X(s, ω)) ds− kf(tτj , X(tτj , ω))∥∥∥2) p2 ]dPW (ω)) 1p
≤ Cp
∥∥∥ n∑
j=1
∥∥∥ ∫ tj
tj−1
(
f(s,X(s))− f(tτj , X(tτj ))
)
ds
∥∥∥2 ∥∥∥ 12
L
p
2 (Ω)
≤ Cp
( n∑
j=1
(∫ tj
tj−1
∥∥f(s,X(s))− f(tτj , X(tτj ))∥∥Lp(Ω;H) ds
)2) 12
,
where the last step follows from an application of the triangle inequality for the
L
p
2 (Ω)-norm. Next, we make use of Assumption 3.4 and obtain for every s ∈
[tj−1, tj ], j ∈ {1, . . . , n}, the bound∥∥f(s,X(s))− f(tτj , X(tτj ))∥∥ ≤ Cf(1 + ‖X(s)‖)|s− tτj |γ + Cf∥∥X(s)−X(tτj )∥∥,
which together with (15) implies∥∥f(s,X(s))− f(tτj , X(tτj ))∥∥Lp(Ω;H)
≤ Cf
(
1 + sup
t∈[0,T ]
‖X(t)‖Lp(ΩW ;H)
)
kγ + CCf‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
k
1
2 .
Altogether, this shows∥∥En∥∥
Lp(Ω;H)
≤ CpCf (1 + C)T 12
(
1 + ‖X‖
C
1
2 ([0,T ];Lp(ΩW ;H))
)
kγ+
1
2 .
This completes the proof. 
Let us now turn to the second term on the right hand side of (39).
Lemma 5.8. Let Assumption 3.1 to Assumption 3.5 be fulfilled with p ∈ [2,∞) and
r ∈ [0, 1). Then there exists C ∈ (0,∞) such that for every k ∈ (0, T ), h ∈ (0, 1)
we have
max
n∈{1,...,Nk}
∥∥∥k n∑
j=1
Sn−j+1k,h
(
f(tτj , X(t
τ
j ))− f(tτj ,Ψjh,k(X(tj−1), τj))
)∥∥∥
Lp(Ω;H)
≤ C(1 + sup
t∈[0,T ]
‖X(t)‖Lp(ΩW ;H˙1+r)
)(
h1+r + k
1+r
2
)
,
(41)
where tτj = tj−1 + τjk.
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Proof. First, we fix arbitrary parameter values for h ∈ (0, 1) and k ∈ (0, T ). Then,
applications of the triangle inequality, the stability estimate (21), and Assump-
tion 3.4 yield the estimate
max
n∈{1,...,Nk}
∥∥∥k n∑
j=1
Sn−j+1k,h
(
f(tτj , X(t
τ
j ))− f(tτj ,Ψjh,k(X(tj−1), τj))
)∥∥∥
Lp(Ω;H)
≤ Cfk
Nk∑
j=1
∥∥X(tτj )−Ψjh,k(X(tj−1), τj)∥∥Lp(Ω;H).
Next, let j ∈ {1, . . . , Nk} be arbitrary. After inserting the variation of constants
formula (2) for the mild solution and the definition (24) of Ψjh,k we obtain
∥∥X(tτj )−Ψjh,k(X(tj−1), τj)∥∥Lp(Ω;H)
≤ ∥∥(S(τjk)− Sτjk,h)X(tj−1)∥∥Lp(Ω;H)
+
∥∥∥ ∫ tτj
tj−1
(
S(tτj − s)f(s,X(s))− Sτjk,hf(tj−1, X(tj−1))
)
ds
∥∥∥
Lp(Ω;H)
+
∥∥∥ ∫ tτj
tj−1
(
S(tτj − s)g(s)− Sτjk,hg(tj−1)
)
dW (s)
∥∥∥
Lp(Ω;H)
=: Jj6 + J
j
7 + J
j
8 .
(42)
We estimate the three terms separately.
The estimate of Jj6 follows at once from Lemma 5.2 by taking note of
Jj6 =
(
Eτ
[‖(S(τjk)− Sτjk,h)X(tj−1)∥∥pLp(ΩW ;H)]) 1p
=
(1
k
∫ k
0
‖(S(θ)− Sθ,h)X(tj−1)‖pLp(ΩW ;H) dθ
) 1
p
≤ C(h1+r + k 1+r2 )∥∥X∥∥
C([0,T ];Lp(ΩW ;H˙1+r))
.
For the estimate of Jj7 it is sufficient to note that the integrand is bounded uniformly
for all k ∈ (0, T ) and h ∈ (0, 1) due to (11), (21), the linear growth (13) of f , and
(14). From this we obtain
Jj7 ≤
(
Eτ
[(∫ tτj
tj−1
‖f(s,X(s))‖Lp(ΩW ;H) + ‖f(tj−1, X(tj−1))‖Lp(ΩW ;H) ds
)p]) 1
p
≤ 2Cˆf
(
1 + ‖X‖C([0,T ];Lp(ΩW ;H))
)
k.
For the estimate of Jj8 we first add and subtract a term. This leads to
Jj8 ≤
∥∥∥ ∫ tτj
tj−1
S(tτj − s)
(
g(s)− g(tj−1)
)
dW (s)
∥∥∥
Lp(Ω;H)
+
∥∥∥ ∫ tτj
tj−1
(
S(tτj − s)− Sτjk,h
)
g(tj−1) dW (s)
∥∥∥
Lp(Ω;H)
,
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Then we apply Proposition 2.1, Assumption 3.5, and estimates (11) and (38). Al-
together, this yields
Jj8 ≤
(
Eτ
[∥∥∥∫ tτj
tj−1
S(tτj − s)
(
g(s)− g(tj−1)
)
dW (s)
∥∥∥p
Lp(ΩW ;H)
]) 1
p
+
(
Eτ
[∥∥∥ ∫ tτj
tj−1
(
S(tτj − s)− Sτjk,h
)
g(tj−1) dW (s)
∥∥∥p
Lp(ΩW ;H)
]) 1
p
≤ Cp
(
Eτ
[( ∫ tτj
tj−1
‖g(s)− g(tj−1)‖2L02 ds
) p
2
]) 1
p
+ Cp
(
Eτ
[(∫ tτj
tj−1
∥∥(S(tτj − s)− Sτjk,h)g(tj−1)∥∥2L02 ds
) p
2
]) 1
p
≤ Cp‖g‖
C
1
2 ([0,T ];L02)
k + Cp
∥∥A r2 g∥∥
C([0,T ];L02)
(
h1+r + k
1+r
2
)
.
Inserting the estimates for Jj6 , J
j
7 , and J
j
8 into (42) then completes the proof. 
In contrast to the drift-randomized Milstein method studied in [21], we also
randomize the diffusion term in the method (3). As our final lemma shows, this
allows us to only impose a smoothness condition on g with respect to the norm
W
1
2+γ,p(0, T ;L02) instead of the more restrictive Ho¨lder norm C
1
2+γ([0, T ];L02),
γ ∈ [0, 12 ] usually found in the literature. We refer to [10] for further quadrature
rules which apply to stochastic integrals, whose regularity is measured in terms of
fractional Sobolev spaces.
Lemma 5.9. Let Assumption 3.1 be fulfilled. For every g ∈ W ν,p(0, T ;L02) with
ν ∈ (0, 1], p ∈ [2,∞) and for every k ∈ (0, T ), h ∈ (0, 1) it holds true that
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
g(s)− g(tj−1 + τjk)
)
dW (s)
∥∥∥
Lp(Ω;H)
≤ CpT
p−2
2p ‖g‖Wν,p(0,T ;L02)kν .
(43)
Proof. Fix arbitrary parameter values k ∈ (0, T ), h ∈ (0, 1). As in the proof of
Lemma 4.3 we introduce the process gˆ : [0, T ]× Ωτ → L02 defined by
gˆ(t) := g(tj−1 + τjk), for t ∈ [tj−1, tj), j ∈ {1, . . . , Nk}.(44)
After inserting this and the piecewise constant interpolation Sk,h of Sk,h into the
left hand side of (43), we obtain for every n ∈ {1, . . . , Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
g(s)− g(tj−1 + τjk)
)
dW (s)
∥∥∥
Lp(Ω;H)
=
∥∥∥ ∫ tn
0
Sk,h(tn − s)
(
g(s)− gˆ(s)) dW (s)∥∥∥
Lp(Ω;H)
≤ Cp
( n∑
j=1
∫ tj
tj−1
∥∥g(s)− g(tj−1 + τjk)∥∥2Lp(Ωτ ;L02) ds
) 1
2
,
(45)
where we applied Proposition 2.1 and the stability estimate (22) in the last step.
After two applications of the Ho¨lder inequality with exponents 1
ρ
+ 1
ρ′
= 1 and
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ρ = p2 we arrive at∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
g(s)− g(tj−1 + τjk)
)
dW (s)
∥∥∥
Lp(Ω;H)
≤ Cp
( n∑
j=1
k1−
2
p
(∫ tj
tj−1
∥∥g(s)− g(tj−1 + τjk)∥∥pLp(Ωτ ;L02) ds
) 2
p
) 1
2
≤ CpT
p−2
2p
( n∑
j=1
∫ tj
tj−1
∥∥g(s)− g(tj−1 + τjk)∥∥pLp(Ωτ ;L02) ds
) 1
p
= CpT
p−2
2p
( n∑
j=1
1
k
∫ tj
tj−1
∫ tj
tj−1
∥∥g(s)− g(θ)∥∥pL02 dθ ds
) 1
p
.
(46)
First, we discuss the case ν = 1, that is g ∈ W 1,p(0, T ;L02). Under this condition,
there exists an absolutely continuous representative in the equivalence class of g,
for which we obtain the estimate
1
k
∫ tj
tj−1
∫ tj
tj−1
∥∥g(s)− g(θ)∥∥pL02 dθ ds = 1k
∫ tj
tj−1
∫ tj
tj−1
∥∥∥ ∫ s
θ
g′(z) dz
∥∥∥p
L02
dθ ds
≤ kp−2
∫ tj
tj−1
∫ tj
tj−1
∫ tj
tj−1
‖g′(z)‖pL02 dz dθ ds
= kp
∫ tj
tj−1
‖g′(z)‖pL02 dz
for all j ∈ {1, . . . , n}. Inserting this into (46) then yields the desired estimate for
ν = 1.
For the case ν ∈ (0, 1) we recall the definition (7) of the fractional Sobolev–
Slobodeckij norm. Then the estimate of (46) is continued as follows
1
k
n∑
j=1
∫ tj
tj−1
∫ tj
tj−1
∥∥g(s)− g(θ)∥∥pL02 dθ ds ≤ kνp
n∑
j=1
∫ tj
tj−1
∫ tj
tj−1
∥∥g(s)− g(θ)∥∥pL02
|s− θ|1+νp dθ ds
≤ kνp‖g‖p
Wν,p(0,T ;L02)
.
Together with (46) this completes the proof. 
Combining Lemma 5.1 to Lemma 5.9 gives immediately an estimate for (34),
which is essentially the consistency of the numerical scheme (3):
Theorem 5.10. Let Assumptions 3.1 to 3.6 be fulfilled for some p ∈ [2,∞), r ∈
[0, 1), and γ ∈ (0, 12 ]. Then there exists a constant C ∈ (0,∞) such that for every
h ∈ (0, 1) and k ∈ (0, T )∥∥Rk,h[X |πk ]∥∥S,p,h
≤ C(1 + ‖X‖C([0,T ];Lp(ΩW ;H˙1+r)) + ‖X‖C 12 ([0,T ];Lp(ΩW ;H)))(h1+r + k 12+min( r2 ,γ)),
where X denotes the mild solution (2) to the stochastic evolution equation (1).
Now we are ready to address the proof of the convergence result, Theorem 3.7.
Proof of Theorem 3.7. From Theorem 4.4, we obtain the bistability of the numeri-
cal scheme (3). By simply choosing Yk = X |πk and Zk = Xk,h in (28) we get
‖X |πk −Xk,h‖∞,p ≤ CStab
∥∥Rk,h[X |πk ]−Rk,h[Xk,h]∥∥S,p,h.
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Next, we take note of Rk,h[Xk,h] = 0. The final assertion then follows from an
application of Theorem 5.10. 
Remark 5.11. Let us briefly discuss the case of multiplicative noise. To be more
precise, instead of (1), we want to approximate the mild solution to a semilinear
stochastic evolution equation of the form{
dX(t) +
[
AX(t) + f(t,X(t))
]
dt = g(X(t)) dW (t), for t ∈ (0, T ],
X(0) = X0,
(47)
with all assumptions in Section 3 remaining the same expect for Assumption 3.5 on
g, which is replaced, for instance, by [18, Assumption 2.4]. Due to the multiplicative
noise, we cannot randomize the stochastic integral in the same way as in the additive
noise case. However, one can still benefit from a randomization of the semilinear
drift part. More precisely, for each k ∈ (0, T ) and h ∈ (0, 1), the drift-randomized
Milstein–Galerkin finite element method is given by
Xn,τk,h = Sτnk,h
[
Xn−1k,h − τnkf(tn−1, Xn−1k,h ) + g(Xn−1k,h )∆τnkW (tn−1)
]
,
Xnk,h = Sk,h
[
Xn−1k,h − kf(tτn, Xn,τk,h ) + g(Xn−1k,h )∆kW (tn−1)
+
∫ tn
tn−1
g′(Xn−1k,h )
[ ∫ σ1
tn−1
g(Xn−1k,h ) dW (σ2)
]
dW (σ1)
](48)
for all n ∈ {1, . . . , Nk} with initial value X0k,h = PhX0. All lemmas on the consis-
tency remain valid with the exception of Lemma 5.5, Lemma 5.8, and Lemma 5.9.
Instead, we can borrow [18, Lemma 5.5]. An additional modification of the estimate
of Jj8 in Lemma 5.8 then yields the same rate of convergence as in Theorem 5.10.
Hence, the convergence result in Theorem 3.7 carries over to the multiplicative noise
case for the scheme (48). As in finite dimensions in [21], the drift-randomization
technique therefore reduces the regularity conditions on the drift semilinearity f
significantly. In particular, we do not impose a differentiability condition on the
mapping f required in [18]. However, note that the conditions imposed on g in [18,
Assumption 2.4] are rather restrictive.
6. Incorporating a noise approximation
In this section we discuss the numerical approximation of a Q-Wiener process
W : [0, T ]×ΩW → U with values in a separable Hilbert space (U, (·, ·)U , ‖ · ‖U ). In
particular, we investigate how the stability and consistency of the numerical scheme
(3) will be affected if the noise approximation is incorporated. Hereby, we follow
similar arguments as in [18, Section 6], which in turn is based on [1].
Our analysis relies on a spectral approximation of the Wiener process. Because
of this we impose the following stronger assumption on the covariance operator Q.
Assumption 6.1. The covariance operator Q ∈ L(U) is symmetric, nonnegative,
and of finite trace.
It directly follows from Assumption 6.1 that Q is a compact operator. More-
over, the spectral theorem for compact operators then ensures the existence of an
orthonormal basis (ϕj)j∈N of the separable Hilbert space U such that
(49) Qϕj = µjϕj , for all j ∈ N,
where (µj)j∈N are the eigenvalues of Q.
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For each M ∈ N we introduce a truncated version QM ∈ L(U) of the covariance
operator Q determined by
QMϕj :=
{
µjϕj , if j ∈ {1, . . . ,M},
0, else.
(50)
In the following, we further use the abbreviation QcM := Q −QM . Note that QM
is of finite rank. We then define a QM -Wiener process W
M : [0, T ]× ΩW → U by
(51) WM (t) :=
M∑
j=1
√
µjβj(t)ϕj , t ∈ [0, T ],
where βj : [0, T ] × ΩW → R, j ∈ N, is an independent family of standard real-
valued Brownian motions. The link betweenWM and the originalQ-Wiener process
W is established by the relationship βj(t) =
1√
µj
(W (t), ϕj)U , as in [27, Proposi-
tion 2.1.10]. Moreover, we also define W cM := W −WM . Note that W cM is a
QcM -Wiener process and possesses the spectral representation
W cM (t) :=
∞∑
j=M+1
√
µjβj(t)ϕj , t ∈ [0, T ].
We now introduce a modification of the numerical scheme (3), which only uses the
increments of the truncated Wiener process WM . For every k ∈ (0, T ), h ∈ (0, 1),
and M ∈ N let the initial value be given by X0k,h,M := PhX0. In addition, the
random variables Xnk,h,M , n ∈ {1, . . . , Nk}, are defined by the recursion
Xn,τk,h,M = Sτnk,h
[
Xn−1k,h,M − τnkf(tn−1, Xn−1k,h,M ) + g(tn−1)∆τnkWM (tn−1)
]
,
Xnk,h,M = Sk,h
[
Xn−1k,h,M − kf(tn−1 + τnk,Xn,τk,h,M ) + g(tn−1 + τnk)∆kWM (tn−1)
]
(52)
for n ∈ {1, . . . , Nk}, where the linear operators Sk,h ∈ L(H) are defined in (19) and
the random variables (τn)n∈N are U(0, 1)-distributed and independent from each
other as well as from the Wiener process W . As in (4) the Wiener increments are
given by
∆κW
M (t) := WM (t+ κ)−WM (t)
for all t ∈ [0, T ) and κ ∈ (0, T − t).
Analogously to (23) and (24) the increment functions Φjk,h,M : H× [0, 1]×ΩW →
H and Ψjk,h,M : H × [0, 1]× ΩW → H are then given by
Φjk,h,M (x, τ) := −kSk,hf
(
tj−1 + τk,Ψ
j
k,h,M (x, τ)
)
+ Sk,hg(tj−1 + τk)∆kWM (tj−1)
(53)
and
Ψjk,h,M (x, τ) := Sτk,h
[
x− τkf(tj−1, x) + g(tj−1)∆τkWM (tj−1)
]
(54)
for all x ∈ H and τ ∈ [0, 1].
We first study the stability of the truncated scheme (52).
Theorem 6.2. Let Assumptions 3.1 to 3.5 and Assumption 6.1 be satisfied. Then,
for every k ∈ (0, T ), h ∈ (0, 1), and M ∈ N the numerical scheme (52) is bistable
with respect to the norms ‖ · ‖∞,p and ‖ · ‖S,p,h. In particular, the stability constant
CStab can be chosen independently of M ∈ N.
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Proof. For the proof we observe that all estimates in Lemma 4.3 hold also true for
the noise truncated scheme (52). To prove the independence of the stability constant
of the parameter M ∈ N we recall that the family of eigenfunctions (ϕj)j∈N of Q
is an orthonormal basis of U . The Hilbert–Schmidt norm of g(t) ◦Q 12M is therefore
bounded by
‖g(t)Q 12M‖2L2 =
M∑
j=1
µj‖g(t)ϕj‖2 ≤
∞∑
j=1
µj‖g(t)ϕj‖2 = ‖g(t)‖2L02 ,(55)
for all t ∈ [0, T ] and M ∈ N. Inserting this into (32) yields the assertion. 
It remains to address the consistency of the noise truncated scheme (52). For
this we first introduce the associated residual operator Rk,h,M : Gpk → Gpk given by{
Rk,h,M [Zk](t0) := Z0k − ξh,
Rk,h,M [Zk](tn) := Znk − Sk,hZn−1k − Φnk,h,M (Zn−1k , τn), n ∈ {1, . . . , Nk},
(56)
for each grid function Zk ∈ Gpk . In order to control the truncation error with respect
to the parameter M ∈ N we need the following additional assumption:
Assumption 6.3. Let (ϕm)m∈N ⊂ U and (µm)m∈N ⊂ [0,∞) be the families of
eigenfunctions and eigenvalues of Q from (49). We assume the existence of con-
stants CQ, α ∈ (0,∞) such that
(57) sup
t∈[0,T ]
( ∞∑
m=1
m2αµm‖g(t)ϕm‖2
) 1
2 ≤ CQ.
We now state the consistency result for the noise truncated scheme (52).
Theorem 6.4. Let Assumptions 3.1 to 3.6 be fulfilled for some p ∈ [2,∞), r ∈
[0, 1), and γ ∈ (0, 12 ]. Let Assumptions 6.1 and 6.3 be fulfilled with α ∈ (0,∞).
Then there exists a constant C ∈ (0,∞) such that for every k ∈ (0, T ), h ∈ (0, 1),
and M ∈ N we have∥∥Rk,h,M [X |πk ]∥∥S,p,h ≤ C(h1+r + k 12+min( r2 ,γ) +M−α),
where X |πk denotes the restriction of the mild solution (2) to the equidistant grid
points in πk.
Proof. An inspection shows that Lemma 5.1 to Lemma 5.7 remain valid for the
truncated scheme (52) by applying, if necessary, the same argument as in (55). It
therefore remains to adapt the proofs of Lemma 5.8 and Lemma 5.9.
First, we observe that the truncation of the noise only affects the term Jj8 ap-
pearing in (42) in the proof of Lemma 5.8. Hence, we need to find a corresponding
estimate of the term
Jj8,M =
∥∥∥ ∫ tτj
tj−1
S(tτj − s)g(s) dW (s)− Sτjk,hg(tj−1)∆τjkWM (tj−1)
∥∥∥
Lp(Ω;H)
≤
∥∥∥ ∫ tτj
tj−1
S(tτj − s)
(
g(s)− g(tj−1)
)
dW (s)
∥∥∥
Lp(Ω;H)
+
∥∥∥ ∫ tτj
tj−1
(
S(tτj − s)− Sτjk,h(tτj − s)
)
g(tj−1) dW (s)
∥∥∥
Lp(Ω;H)
+
∥∥Sτjk,hg(tj−1)∆τjkW cM (tj−1)∥∥Lp(Ω;H)
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for all j ∈ {1, . . . , Nk}, where tτj = tj−1 + τjk. The first two terms are estimated
in the same way as Jj8 in the proof of Lemma 5.8. In order to give a bound for the
last term we first take note of
‖g(t)Q 12cM‖2L2 =
∞∑
m=M+1
µm‖g(t)ϕm‖2 ≤
∞∑
m=M+1
m2α
M2α
µm‖g(t)ϕm‖2
≤ 1
M2α
∞∑
m=1
m2αµm‖g(t)ϕm‖2 ≤
C2Q
M2α
(58)
for all t ∈ [0, T ], which follows from Assumption 6.3. Together with applications of
Proposition 2.1 and the stability estimate (21) from Lemma 4.1 we then obtain
∥∥Sτjk,hg(tj−1)∆τjkW cM (tj−1)∥∥Lp(Ω;H) ≤ Cp
(
Eτ
[( ∫ tτj
tj−1
‖g(tj−1)Q
1
2
cM‖2L2 ds
) p
2
]) 1
p
≤ CpCQM−αk 12 .
Altogether, this yields
Jj8,M ≤ Cp
(‖g‖
C
1
2 ([0,T ];L02)
k +
∥∥A r2 g∥∥
C([0,T ];L02)
(
h1+r + k
1+r
2
)
+ CQM
−αk
1
2
)
.
(59)
In the same way we derive a modification of Lemma 5.9. To be more precise, instead
of (43) we need to find a bound for the norm
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h
[ ∫ tj
tj−1
g(s) dW (s)− g(tj−1 + τjk)∆kWM (tj−1)
]∥∥∥
Lp(Ω;H)
≤ max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h
∫ tj
tj−1
(
g(s)− g(tj−1 + τjk)
)
dW (s)
∥∥∥
Lp(Ω;H)
+ max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h g(tj−1 + τjk)∆kW
cM (tj−1)
∥∥∥
Lp(Ω;H)
.
Lemma 5.9 is applicable to the first term on the right hand side and it remains to
give a bound for the second term. To this end, we recall the operators Sk,h and gˆ
defined in (20) and (44), respectively. Inserting these operators then yields
max
n∈{1,...,Nk}
∥∥∥ n∑
j=1
Sn−j+1k,h g(tj−1 + τjk)∆kW
cM (tj−1)
∥∥∥
Lp(Ω;H)
= max
n∈{1,...,Nk}
∥∥∥ ∫ tn
0
Sk,h(tn − s)gˆ(s) dW cM (s)
∥∥∥
Lp(Ω;H)
≤ Cp
( ∫ T
0
∥∥gˆ(s)Q 12cM∥∥2Lp(Ωτ ;L2) ds
) 1
2
,
where we also applied Proposition 2.1 and the stability estimate (22) in the last
step. After reinserting the definition (44) of gˆ we again make use of (58) and obtain
Cp
( ∫ T
0
∥∥gˆ(s)Q 12cM∥∥2Lp(Ωτ ;L2) ds
) 1
2
= Cp
(
k
Nk∑
j=1
∥∥g(tj−1 + τjk)Q 12cM∥∥2Lp(Ωτ ;L2)
) 1
2
≤ CpCQT 12M−α.
Together with a simple modification of (34), a combination of these estimates with
Lemma 5.1 to Lemma 5.9 then yields the assertion. 
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Remark 6.5. From the proof of Theorem 6.4 it follows that the value of the
parameter M ∈ N does not need to be the same in the definitions (53) and (54) of
the two increment functions Φk,h,M and Ψk,h,M . In fact, we obtain the same order
of convergence if we replace M in the definition of Ψk,h,M by M˜ := ⌊
√
M⌋+ 1.
The reason for this is that the parameter M˜ only appears in the estimate (59)
of Jj8,M with k
1
2 as a pre-factor. Due to
M˜−αk
1
2 ≤ 1
2
(
M˜−2α + k
) ≤ 1
2
(
M−α + k
)
the orders of convergence with respect to M and k remains indeed unaffected by
this modification. This leads to a substantial reduction of the computational cost
for Ψk,h,M for large values of M .
Remark 6.6 (Cylindrical Wiener processes). Assumption 6.1 can be relaxed to
covariance operators Q ∈ L(U) which are not of finite trace but still possess a
spectral representation of the form (49). For example, we mention the case of a
space-time white noise W , where Q = Id. In that case the approximation WM in
(51) does not, in general, converge to W with respect to the norm in the Hilbert
space U . Nevertheless, if the mapping g still satisfies Assumption 6.3 then The-
orem 6.2 and Theorem 6.4 remain valid. In particular, observe that (57) simply
yields the Hilbert–Schmidt norm of g(t) ∈ L2(U,H) if µm ≡ 1 and α = 0.
For further details on the analytical treatment of cylindrical Wiener processes
we refer to [27, Section 2.5].
7. Application to stochastic partial differential equations
In this section we apply the randomized method (52) for the numerical solution
of a semilinear stochastic partial differential equation (SPDE). First, we reformulate
the SPDE as a stochastic evolution equation of the form (1). Then we verify the
conditions of Theorem 6.4. Finally, we perform a numerical experiment.
Let us first introduce the semilinear SPDE that we want to solve numerically in
this section. The goal is to find a measurable mapping u : [0, T ]× [0, 1]×ΩW → R
satisfying {
du(t, x) =
[
∂2
∂x2
u(t, x) + η(t, u(t, x))
]
dt+ σ(t) dW (t, x),
u(0, x) = u0(x) := 2(1− x)x, u(t, 0) = u(t, 1) = 0,
(60)
for t ∈ (0, T ] and x ∈ (0, 1). The Wiener process W is assumed to be of trace
class and will be specified in more detail further below. The coefficient function
σ : [0, T ] → [0,∞) is used to control the noise intensity, where we require that
σ ∈ C 12 (0, T )∩W 12+γ,p(0, T ) for some γ ∈ (0, 12 ] and p ∈ [2,∞). The drift function
η : [0, T ]×R→ R is assumed to be continuous. In addition, there exists L ∈ (0,∞)
and γ ∈ (0, 1] such that
|η(t, v1)− η(t, v2)| ≤ L|v1 − v2|
|η(t1, v)− η(t2, v)| ≤ L(1 + |v|)|t1 − t2|γ
(61)
for all t, t1, t2 ∈ [0, T ], v, v1, v2 ∈ R.
In order to rewrite the SPDE (60) as a stochastic evolution equation we consider
the separable Hilbert space H = L2(0, 1). Then, the operator −A = ∂2
∂x2
is the
Laplace operator on (0, 1) with homogeneous Dirichlet conditions. It is well-known,
see [11, Section 8.2] or [22, Section 6.1], that this operator satisfies Assumption 3.1.
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We have that dom(A) = H10 (0, 1) ∩ H2(0, 1). Moreover, the operator A has the
eigenfunctions ej =
√
2 sin(jπ·) and eigenvalues λj = j2π2 for j ∈ N.
The initial condition U0 ∈ H is then given by
U0(x) := u0(x) = x(1 − x), x ∈ (0, 1).
Evidently, U0 satisfies Assumption 3.3 for any value of p ∈ [2,∞) and r ∈ [0, 1]. In
particular, we have U0 ∈ dom(A).
Further, let f : [0, T ]×H → H be the Nemytskii operator induced by η. To be
more precise, f is defined by
f(t, v)(x) = −η(t, v(x)), for all v ∈ H, x ∈ (0, 1).(62)
Then,with the same constant L ∈ (0,∞) as in (61) we have
‖f(t, v1)− f(t, v2)‖2 =
∫ 1
0
|η(t, v1(x)) − η(t, v2(x))|2 dx
≤ L2
∫ 1
0
|v1(x) − v2(x)|2 dx = L2‖v1 − v2‖2
for all v1, v2 ∈ H and t ∈ [0, T ]. Analogously, we get
‖f(t1, v)− f(t2, v)‖ ≤ L(1 + ‖v‖)|t1 − t2|γ
for all v ∈ H and t1, t2 ∈ [0, T ]. Thus, Assumption 3.4 is satisfied with the same
values for γ and Cf = L as in (61).
Next, we specify the Wiener process W appearing in (60). For this we choose
U = H = L2(0, 1). Then, the covariance operator Q ∈ L(H) is defined by setting
Qej = µjej , where µj = j
−3 and (ej)j∈N ⊂ H is the orthonormal basis consisting of
eigenfunctions of A. Clearly, we have Tr(Q) =
∑∞
j=1 µj <∞. Finally, the operator
g : [0, T ]→ L02 is defined by
g(t) := σ(t) Id
for all t ∈ [0, T ], where Id ∈ L(H) is the identity operator. In order to verify
Assumption 3.5 recall that ‖g(t)‖L02 = ‖g(t)Q
1
2 ‖L2 . Then, for every r ∈ [0, 1) we
compute
sup
t∈[0,T ]
‖A r2 g(t)‖2L02 = sup
t∈[0,T ]
∞∑
j=1
‖σ(t)A r2√µjej‖2 ≤ ‖σ‖2C([0,T ])π2r
∞∑
j=1
j2r−3 <∞.
In addition, we get for all t1, t2 ∈ [0, T ] that
‖g(t1)− g(t2)‖2L02 =
∞∑
j=1
‖(σ(t1)− σ(t2))√µjej‖2 ≤ ‖σ‖2
C
1
2 ([0,T ])
Tr(Q)|t1 − t2|.
Moreover, since σ ∈W 12+γ,p(0, T ) one can easily validate that
∫ T
0
∫ T
0
‖g(t1)− g(t2)‖pL02
|t1 − t2|1+p( 12+γ)
dt2 dt1 = Tr(Q)
∫ T
0
∫ T
0
|σ(t1)− σ(t2)|p
|t1 − t2|1+p( 12+γ)
dt2 dt1 <∞.
This implies that g ∈ W 12+γ,p(0, T ;L02). Altogether, we have verified Assump-
tion 3.5 with γ ∈ (0, 12 ) and r = 1 − ǫ for any ǫ ∈ (0, 12 ). By the same means one
also verifies Assumption 6.3 for any α ∈ (0, 1).
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Altogether, we can rewrite the SPDE (60) as the following stochastic evolution
equation on H = L2(0, 1){
dU(t) +
[
AU(t) + f(t, U(t))
]
dt = g(t) dW (t), t ∈ (0, T ],
U(0) = U0.
(63)
Next, we turn to the numerical discretization of (63). For the spatial discretiza-
tion we choose a standard finite element method consisting of piecewise linear func-
tions on a uniform mesh in (0, 1). It is well-known that the associated Ritz projector
then satisfies Assumption 3.6. For instance, we refer to [22, Theorem 5.5].
Let us now choose the mappings η and σ in (60) more explicitly. In the simula-
tions below we used the function ηJ : R→ R given by
ηJ(v) :=
J∑
n=0
an cos(bnπv), v ∈ R, J ∈ N,(64)
as the semilinearity. Note that ηJ is a truncated version of the Weierstrass function
with parameters a ∈ (0, 1) and b ∈ N being an odd integer such that ab > 1 + 32π.
For such a choice of the parameter values the Weierstrass function (obtained for
J =∞) is everywhere continuous but nowhere differentiable, see [14]. The mapping
ηJ is therefore a smooth approximation of an irregular mapping. In particular, ηJ
is Lipschitz continuous and bounded for every J ∈ N, but the Lipschitz constant
grows exponentially with J .
In addition, we performed the numerical experiments with two different map-
pings in place of the noise intensity σ. First, we used the function σ1 : [0, T ] → R
defined by
σ1(t) = 3
√
t, t ∈ [0, T ].
It is easily verified that indeed σ1 ∈ C 12 (0, T ) ∩ W 1−ǫ,2(0, T ) for any ǫ ∈ (0, 12 ).
Second, we also made use of the mapping σ2 : [0, T ]→ R given by
σ2(t) = 4
√
| sin(16πt)|, t ∈ [0, T ].
Note that this mapping resembles a so called fooling function, that is particularly
tailored to misguide the classical Euler–Galerkin finite element method. See [20]
and the references therein for a more detailed discussion of fooling functions.
With these choices of η and σ, all conditions of the randomized Galerkin finite
element method (52) with truncated noise are satisfied. In particular, we expect a
temporal order as high as 12 +min(
r
2 , γ) ≈ 1− ǫ by Theorem 6.4.
For the simulation displayed in Figure 1 we chose the parameter values a = 0.9,
b = 7, and J = 5 for ηJ in (64). As the final time we set T = 1. For the
spatial approximation we fixed the equidistant step size h = 11001 , that is, we had
Nh = 1000 degrees of freedom in the finite element space. For the simulation of the
Wiener increments we followed the approach in [24, Section 10.2]. More precisely,
the truncated Karhunen-Loe´ve expansion
(65) WM (tn+1, xi)−WM (tn, xi) =
M∑
j=1
√
2µj sin(πjxi)
(
βj(tn+1)− βj(tn)
)
can be evaluated efficiently by the discrete sine transformation on the nodes xi :=
ih, i = 1, . . . , Nh, of the equidistant spatial mesh. For simplicity we chose the value
M = Nh = 1000 for the expansion (65).
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Figure 1. Numerical experiment for SPDE (60): Step sizes versus L2 errors
Since the purpose of the randomization technique is to improve the temporal con-
vergence rate compared to Euler–Maruyama-type methods, we focused on measur-
ing this rate in our numerical experiments. For its approximation we first generated
a reference solution with a small step size of kref = 2
−12. This reference solution was
then compared to numerical solutions with larger step sizes k ∈ {2−i : i = 4, . . . , 9}.
Instead of evaluating directly the norm ‖ · ‖∞,2 defined in (25) we replaced the in-
tegral with respect to Ω by a Monte Carlo approximation with 100 independent
samples and the norm in H = L2(0, 1) is approximated by a trapezoidal rule. This
procedure was used for the randomized Galerkin finite element method (52) as well
as for the classical linearly-implicit Euler–Galerkin finite element method without
any artificial randomization.
The results of our simulations are shown in Figure 1. We plot the Monte Carlo
estimates of the root-mean-squared errors versus the underlying temporal step size,
i.e., the number i on the x-axis indicates the corresponding simulation is based on
the temporal step size k = 2−i. The figure on the left hand side shows the results
for σ = σ1 = 3
√
t, while the right hand shows σ2(t). In both subfigures, the sets
of data points on the black dotted curves with triangle markers show the errors of
the classical Galerkin finite element method, while the red-dotted error curves with
diamond markers correspond to the simulations of the randomized Galerkin finite
element method. In addition, we draw a dashed blue reference line representing
a method of order one. The order numbers displayed in the figure correspond to
the slope of a best fitting function obtained by linear regression. This might be
interpreted as an average order of convergence.
For the case of σ1, the error curves from both methods are almost overlapping,
with the same average order of convergence 0.84. Since the randomized method is
computationally up to twice as expensive as the classical Galerkin finite element
method, the latter method is clearly superior in this example. However, as al-
ready discussed in Remark 3.8, the results on the error analysis of the classical
method currently available in the literature are not able to theoretically explain
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the same order of convergence for general stochastic evolution equations satisfying
Assumptions 3.1 to 3.5.
This is illustrated by the more academic example of σ2. Here the coefficient
function of the noise intensity is chosen in such a way that the classical Galerkin
finite element method cannot distinguish between a deterministic PDE without the
Wiener noise and the SPDE (60). In fact, for all step sizes k = 2i with i ∈ {4, 5}
the classical method only evaluates σ2 on its zeros which explains the large errors
for those step sizes seen on the right hand side of Figure 1. The randomized method
is less severely affected by the highly oscillating coefficient function. For smaller
step sizes this advantage then decays.
Table 1. Numerical values of the L2-errors and experimental
order of convergence (EOC) for the simulations shown in Figure 1.
σ1(t) = 3
√
t σ2(t) = 4
√| sin(16πt)|
classic
GFEM
rand.
GFEM
classic
GFEM
rand.
GFEM
k error EOC error EOC error EOC error EOC
0.0625 0.2696 0.2601 1.3812 0.7034
0.0312 0.1688 0.67 0.1636 0.67 1.2082 0.19 0.7205 -0.03
0.0156 0.1023 0.72 0.0974 0.75 0.7595 0.67 0.4611 0.64
0.0078 0.0553 0.89 0.0531 0.87 0.4398 0.79 0.2699 0.77
0.0039 0.0287 0.95 0.0280 0.93 0.2501 0.81 0.1481 0.87
0.0020 0.0151 0.93 0.0144 0.96 0.1312 0.93 0.0842 0.81
Table 1 contains the numerical values of the error data displayed in Figure 1.
In addition, we computed the corresponding experimental orders of convergence
defined by
EOC =
log(error(2−i))− log(error(2−i+1))
log(2−i)− log(2−i+1)
for i ∈ {5, 6, 7, 8, 9}, where the term error(2−i) denotes the error of step size 2−i.
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