I. INTRODUCTION
T OMOGRAPHY is a popular method for producing quantitative reconstructions of stationary objects. In conventional computed tomography, the medium of interest is probed from several different directions with the measured projection data then filtered and combined to produce the image. If the probing energy travels along straight ray paths, the inversion algorithms are based on the well-known projection-slice theorem that gives a Fourier domain mapping from the measured projection data to the medium. The theorem provides the basis for the filtered backprojection algorithm that has become standard [l] . Depending upon the application, various types of probing energy can be used including X-rays, optical beams, microwaves and ultrasonics. Applications have included nondestructive evaluation, oceanographic characterization as well as biomedical imaging.
In recent years, tomography has been proposed for characterizing the dynamics of moving media. In so-called cine computed tomography, a sequence of X-ray generated tomographs are produced [2] . By comparing successive images, information about movement and hence velocity is inferred. The basic approach has also been implemented using lasers Ultrasonic tomography presents a potentially attractive procedure for imaging a moving fluid. Acoustic travel time is a Manuscript received May 18, 1992; revised July 20. 19Y2; accepted July 27, 1992 . This work was performed as part o f the Multi-Disciplinary Group at APL-UW and supported by NSF under grant OCE-9 000 166 and the U.S. Navy under contracts NOO39-91-C-0001 and NO0 014-90-5-1260 function of both the scaler sound speed and the vector fluid velocity. The relative contribution to acoustic travel time from each effect can be isolated by appropriate two-way transmission experiments. Suppose the medium is probed twice along a given path in opposite directions. By averaging the two measurements, the effects of the fluid motion approximately cancel and the result is a projection of the scaler sound speed perturbation that can then be reconstructed using the standard techniques. By looking at the difference of the two measurements, a projection of the component of velocity tangential to the propagation path is obtained. Inversion algorithms based on velocity projections yield information about the motion from a single set of measurements and do not require the comparison of successive images.
Two-way acoustic experiments to estimate fluid velocity are widely used in mesoscale ocean acoustic tomography [4] . Because the distances between transmitters and receivers are typically many kilometers. the acoustic ray paths are bent and it is impractical to probe the medium from very many directions. Consequently, a priori information is necessary to close the problem and generate a unique inversion. Flow inversion may be more tractable at smaller scales in oceanic and other settings. High frequency acoustics can be used, thus ray bending is reduced. More complete sampling strategies are also easier to implement at small scales. Given these simplifications. the problem becomes more similar to those encountered in conventional tomography. In this context, the first studies were conducted by Johnson et a/. [5] . [6] . They proposed an iterative algebraic reconstruction algorithm to estimate both the index of refraction and the velocity vector. They noted, however, the possibility of "invisible flows" that could not be recovered. This was put on a firmer theoretical footing by Norton [7] . By means of a vector projection-slice theorem, he showed that only the divergence-free (solenoidal) component of a two-dimensional (2-D) velocity field could be recovered from tomographic experiments. Norton derives an expression for the spatial Fourier transform of the vorticity, but no explicit spatial-domain inversion algorithm was given. Braun and Hauck [g] confirmed Norton's results and imaged simple flow fields in laboratory experiments.
The previously cited studies all attempted to reconstruct some component of the fluid velocity. An alternative approach, Winters and Rouseff [9] , focused on the direct reconstruction of fluid vorticity, i.e., the curl of the velocity vector. There are a number of advantages to this approach. Simple concise inversion schemes can be developed that closely parallel those used in conventional scalar tomography. Cross-sections of threedimensional (3-D) flows can be imaged. Direct inversions for vorticity are advantageous for dynamical reasons as well. In 0885-301O~93$03.00 0 1993 IEEE many areas of fluid mechanics, vorticity is the fundamental descriptor of the flow. Instabilities frequently initiate the transition from laminar flow to turbulence and often exhibit characteristic vorticity structures. The dynamics of turbulent flow itself are often described in terms of the behavior of coherent vortices. In many applications, flow inefficiencies due to recirculation effects could be quantified by vorticity measurerments. Vorticity inversion has also been identified as an important outstanding problem in ocean acoustic tomography [lo] . Indeed, "an accurate, nonintrusive, fine-resolution vorticity meter would be of inestimable value for a number of experimental and theoretical applications" [ l l].
We begin by formulating the tomographic problem for stratified flows. The derivations of projection-slice theorems for sound speed and vorticity are summarized. A new discrete vorticity inversion algorithm, based on filtered backprojection, is then presented. To demonstrate the inversion procedure, a 3-D three-dimensional, stably-stratified mixing layer is simulated via numerical solution of the equations of fluid motion. Acoustic travel time data are then generated by integrating through the flow field. These synthetic data are inverted to recover both the scaler sound speed and the vorticity of the flow. The objective of this type of inversion is a quantitative cross-sectional mapping of vorticity within the boundaries on which measurements are taken.
INVERSION ALGORITHMS
The cross-sectional geometry for the tomographic experiment is shown in Fig. 1 is in motion, we assume that the acceleration is negligible over the time necessary to perform the acoustic measurements. The proposed geometry is used for mathematical convenience and to allow a simple development of principles. Such a scheme is clearly impractical for fluids applications. There are no fundamental difficulties, however, in converting inversion algorithms developed for linear arrays to more experimentally realistic geometries, for example fan beam insonification with circular receiving arrays [l] .
A. Sound Speed Inversion
In the absence of any fluctuations, the acoustic travel time is 2d/Co. We are interested in travel time perturbations due to perturbations in the medium. The magnitude of the medium perturbations is assumed to be small: I u + SCI << CO If the medium fluctuates on a scale large compared to the acoustic wavelength, and if the distance of propagation is not too great, the straight-ray, geometric acoustics approximation can be made. To first order, the travel time perturbation is [9] 
where 6 Although the projection-slice theorem is a Fourier domain expression, for greater accuracy in implementation, the actual reconstruction is usually performed in the spatial domain. The filtered backprojection algorithm has become standard in almost all applications. For eventual comparison with the vorticity inversion algorithm, the standard filtered backprojection algorithm is now summarized; for a detailed development, see Kak and Slaney [l] . First, each projection Se is filtered
where the impulse response of the filter is
and l3 
B. Vorticity Inversion
The quantity So was derived by adding the travel time perturbations recorded from opposing directions. The normalized difference time delay is defined by
The normalized time delay difference gives a projection of the velocity vector U. Variations on (8) were used as the starting point in previous investigations [5]- [S] . Unlike the scaler problem, measuring Do over a continuum of angles does not yield sufficient data to recover the unknown vector. The measurements give information only about that component of velocity lying along the direction of propagation and hence complete inversion is not possible. Our emphasis is on reconstructing the transverse component of vorticity defined by
It follows from (8) and (9) Equation (12) was first derived by Norton [7] and later independently by Winters and Rouseff [9] , who also showed that it can be used to derive a filtered backprojection algorithm for vorticity. The additional Fourier domain weighting factor in (12) modifies the necessary filter. The derivation is outlined in Appendix A with the main results summarized below. The measured time delay differences are filtered where the filter impulse response is expressed concisely using spherical Bessel functions and we have assumed the same maximum spatial frequency (8), respectively. Operate on Se to reconstruct the perturbation sound speed and Do to obtain the transverse component of vorticity. The continuous results can now be cast in discrete form in a straightforward manner.
C. Discrete Reconstruction Algorithms
In practice, the medium can be probed from only a finite number of directions and the continuous integrals in the inversion algorithms must be approximated by discrete summations. We assume the medium is probed from 2 M uniformly spaced directions with bG = 2 r / M For each view in Fig. 1 , the propagation time is sampled Iv times with sampling interval
where Q, is the filtered projection for the jth view evaluated at an arbitrary reconstruction point < = 3: COSG, + 2 sinGj.
For efficiency, the filtered projections are calculated only along a set of discrete rays corresponding to the points where the propagation times were measured. Consequently, the continuous QJ in (16) must be interpolated from the discrete set of points where the convolutions were actually performed. Using square brackets to encase the argument of discrete variables, the discrete approximation to (13) is
There is some latitude in the design of the discrete convolution filter ~[ I I ] ; for example, it might be selected to compensate for any known noise characteristics of the measured data or to minimize ringing in the reconstruction. A simple implementation can be obtained by discrete sampling of the continuous filter in (14). Assuming the sampled data satisfies the Nyquist criterion and setting L3 = T / A yields
In the following section we demonstrate the principle of tomographic reconstruction of stratified fluid flow. Using simulated flow fields and the appropriate acoustic travel time data, the inversion algorithms for both vorticity and sound speed are applied to reconstruct much of the fluid motion. The use of simulated fluid flows allows the algorithms to be tested on fields with realistic and complicated structure. The images can then be compared to the original fields to assess the quality of the reconstructions.
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RECONSTRUCTION OF A SIMULATED SHEAR LAYER
First, flow simulation techniques are used to generate an evolving flow field, assuming that the time scale of flow evolution is long compared to a characteristic acoustic traversal time. Since reconstructions of both the sound speed and vorticity are sought, we have chosen to simulate a flow in which both shear and buoyancy play fundamental dynamical roles. A well known example of such a flow is the unstable stratified shear layer, often described as the rollup of a vortex sheet. In 
A. Flow Simulation
The flow simulation consists of the numerical solution of an initial value problem for the incompressible equations of fluid motion. The equations are augmented by a subgrid scale dissipation model. The computational domain is a periodic cube with sides L = 5m and a uniformly spaced grid lattice containing 643 nodes. Background profiles of horizontal velocity u ( z ) and potential density p(.) are prescribed as initial conditions. The stability or instability of the initial state is determined by the minimum value of the Richardson number where g is the gravitational acceleration, p0 is a characteristic density value and z is the vertical space coordinate (positive up). When Ri is less than 1/4, instability develops as the flow evolves in time. A stable linear stratification profile is prescribed and so dp/dz is a (negative) constant. The quantity
is the buoyancy frequency and is a measure of the strength of the ambient stratification. The initial velocity and vorticity profiles are shown in Fig. 3 . Strong vorticity is confined to a single, central band. Unstable values of Ri occur only within this band, with a minimum value of 0.025. To allow the instability to develop, a weak, broadband noise field is also initialized.
Though the calculation is three dimensional, results are shown on a single vertical slice. The flow evolution is illustrated in Fig. 4 , which shows contours of density and vorticity at several points in time. The initial flow is from left to right in the upper half of the figures and from right to left below. Fluid with positive vorticity, i.e., circulating in the clockwise direction, is shaded. The initial density field is uniformly stratified with the heaviest fluid at the bottom and density decreasing upward.
In the early stages of flow development (Fig. 4(a) ), the vorticity "cat's eye" pattern characterizing the instability mechanism is clearly visible. The vertical motion associated with the circulating flow pattern perturbs the stratification, alternately lifting and depressing fluid from the central region, as shown in the corresponding density plot (Fig. 4(e) ). As the instability continues to grow (Fig. 4(b) ), the vorticity becomes concentrated into a well defined core attached to narrow braids. Fluid with negative vorticity is beginning to intensify and become organized in the regions adjacent to the strong positive vorticity band. By t = 1.5 (all times are given in buoyancy periods) the braids have separated from the vorticity core. The negative vorticity continues to intensify and appears to be swept inward by the core once it detaches from the braids.
Spatial patterns in the density field are strongly coupled to the organized structure of the vorticity field. The strong circulating motion within the core begins to wrap the density field into a spiral pattern (Fig. 4(f) ). The density continues to be wrapped (Fig. 4(g) ) and the large gradients induced result in enhanced diffusive mixing. Eventually, (Fig. 4(d) ) and (Fig.  4(h) ), the instability spreads throughout the computational domain. By t = 1.8, the fields exhibit a relatively rich structure, with several coherent structures identifiable in both fields. The complexity of the evolving flow field produces a series of challenging test cases for the reconstruction algorithms.
B. Flow Reconstructions
Though our purpose is to provide a demonstration of principle rather than a detailed feasibility study, the charactristic scales of the simulated flow are summarized. The initial width of the shear layer is about one meter. Characteristic velocity scales are on the order of a few centimeters per second. (The rms velocity corresponding to Fig. 4(b) is 1.3 cmis. ) Velocity gradients determine the vorticity. The mean vorticity of the initial shear layer is about 0.05 S -' . The reconstruction algorithms, as presently formulated, assume the flow is confined to a circular region. Consequently, we choose to reconstruct a circular cross-section with R0 = 2.5 m and set velocity and sound speed perturbations outside this region to zero. To simulate acoustic propagation through the truncated flow field, potential density was first converted to sound speed [12] , [13] . For the flow considered here, perturbations to the reference sound speed are a few tens of cm/s; the rms value corresponding to Fig 4(f) is 30 cmis with C, = 1500 m/s. Synthetic travel time data were generated for 128 view angles with hypothetical arrays consisting of 64 sourceireceiver pairs. Based on previous simulations using the parabolic equation method, straight-ray integration through the medium was judged to be adequate for calculating the acoustic time-of-flight [12] . These data were then used as input to the reconstruction algorithms.
False color images of the reconstructed fields are shown in Fig. 5 . A high contrast color mapping was used to accentuate the detailed structure within the fields. The density images are mappings of the raw output from the inversion algorithm. The vorticity images have been post-processed with a simple smoothing filter to reduce ringing. The main features of the flow field are easily distinguished fluid with enhanced negative vorticity have appeared. By in the reconstructions. At t = 1.2, the vorticity core and braids t = 1.8 the vorticity field has broken up into several coherent dominate the flow field. Within the the core, there is clearly a "islands" of both positive and negative sense. One dominant great deal of structure visible, including a strong asymmetry. structure, associated with the original vorticity core, exhibits Above and below the core and braids, banded regions of the strongest vorticity gradients. The characteristic features of the density field are also well reproduced. At t = 1.2 the overall density gradient is apparent in the layered nature of the image. Disturbances to the ambient stratification are highly correlated with the strong vorticity signals. A clockwise wrapping of the density field is evident. The quality of the reconstructions remains high when the distortions to the density field spread throughout the image region.
C. Discussion
While clearly idealized, the numerical simulations suggest that the essential features describing stratified fluid flow can be recovered by acoustical tomography. By concentrating on vorticity rather than velocity, a simple inversion algorithm was derived for a fundamental descriptor of the motion. The sound speed (potential density) and vorticity are reconstructed using their respective discrete filtered backprojection algorithms. The two algorithms differ primarily in how the measured time-offlight data from opposing views are combined as input and also in the form of the convolution kernel. Though we have chosen to display the results as images, it is important to note that the reconstructions yield quantitative estimates of the field variables. When both density and vorticity are available, a great deal of the flow dynamics can be quantitatively studied.
The discrete vorticity reconstruction algorithm was derived by simply sampling the continuous version; no attempt was made to optimize the filter design. The resulting reconstructions were then smoothed to reduce ringing using a 2-D spatial filter. To improve efficiency, these two filtering steps could be combined. An optimal convolution filter would minimize ringing and eliminate the need to post-process the image. For many flows, energy content decays with increasing wavenumber and a small amount of filtering may be entirely adequate to yield a well behaved reconstruction of the energy containing scales.
Acoustic tomography for fluid vorticity has a number of potential applications. In principle, vorticity tomography could be utilized wherever conventional temperature tomography is applied to moving fluids. Acoustic vorticity measurement would be of great value in a wide variety of industrial settings. One environmental application might be the measurement of small-scale oceanic vorticity, which is of considerable current interest. Future research will concentrate on filter design and applying these principles to realistic geometries and flow regimes.
APPENDIX RECONSTRUCTION ALGORITHM FOR VORTICITY
The exact inverse Fourier transform of vorticity can be written in modified polar coordinates as < ( x . z ) = (27r-* LT S_*, lKl<(K, cos 0. K sin 0)eiK'E dr; d< (20) where from Fig. 1 , = z cos 0 + z sinb'. The actual reconstruction will necessarily be a low-pass filtered version of the original function. In part, this is because the propagation time for the acoustic experiments can be measured along the receiving array only to some finite spatial bandwidth. Bandlimiting the image is also desirable to suppress high-frequency noise in the reconstruction. The reconstructed vorticity is given by
where Q e ( [ ) are the filtered projections. Using the vorticity projection-slice theorem ( (13) . I ,
The remaining integral can be evaluated and expressed using spherical Bessel functions ( (15)).
The previous equations constitute a filtered backprojection algorithm for reconstructing fluid vorticity. The difference time delay is first calculated from the difference of opposing time measurements made at some angle. The delay is then convolved with the vorticity filter ( (23)). The procedure is repeated for D 5 b' < 7r and the resulting filtered projections are combined via (21) to yield the reconstruction.
Several observations can be made. The vorticity impulse response is an odd real function and independent of the view direction. In the Fourier domain, the vorticity filter is proportional to K'. This is in contrast to the standard backprojection filter in scaler tomography that is proportional to K [l] . This makes the vorticity reconstruction more vulnerable to high frequency noise. In practice, the cutoff frequency B must be selected with care. The spectral shape of the vorticity transfer function might also be modified to suppress any known noise characteristics in the measured data.
