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Cholinergic inputs to the cortex from the basal forebrain are essential for performing complex 
behaviours that require precise integration of sensory and motor information. However, the role 
of the basal forebrain cholinergic system in cortical sensory processing in awake behaving 
animals is unknown. Acetylcholine modulates the cortical microcircuitry in complex ways, with 
opposing effects on different neuronal types leading to both inhibitory and disinhibitory actions 
for excitatory pyramidal neuron circuitry. Therefore, it is crucial to understand how cholinergic 
modulation influences anatomically registered cell types. I focused on Layer 2/3 pyramidal 
neurons since they are the primary source of cortico-cortical connections responsible for 
broadcasting information across cortical areas, areal connections, presumably to integrate 
sensory and motor behaviours. To assess the role of cholinergic modulation of this system, I 
examined how a chronic depletion of basal forebrain cholinergic fibres alters Layer 2/3 network 
activity across cortical areas in response to brief tactile stimulations.  
First, I determined how recruitment of cortical areal connections occurs in mice with an intact 
cholinergic system. To do this, I used mice expressing the voltage indicator VSFP Butterfly 1.2 
specifically in cortical Layer 2/3 pyramidal neurons and widefield fluorescence imaging 
through a thinned skull window in head-fixed awake mice as they received single or double 
brief stimulation to the forepaw or air puff to the whiskers. I also generated real-time maps of 
sensory-evoked changes in areal Layer 2/3 activity. Following these experiments, I standardised 
a chronic but selective cholinergic lesion in the cortex using the neurotoxin mu p75SAP both 
at the anatomical and behavioural levels. Mice with this lesion only had difficulty performing 
complex behavioural tasks. Finally, I obtained and analysed real-time maps of sensory, paw-





The areal Layer 2/3 activity maps showed fast depolarisation of initiated within distinct areas 
of the sensory cortex in response to whisker and paw stimulation. Sensory evoked responses 
after paw and whisker stimulation  responses exhibited a similar fast depolarisation, but their 
time scale and broadcast patterns differed markedly. Notably, we observed different patterns of 
slower hyperpolarisation (presumed inhibition). Double stimulation to the forepaw revealed a 
second smaller depolarisation consistent with recruitment of inhibition and also with the well-
known adaptation of sensory-evoked responses. In mice with the unilateral lesion, the sensory-
evoked responses in the forelimb area exhibited an increased initial depolarisation and 
significantly prolonged and widespread hyperpolarisation that disrupted the areal Layer 2/3 
pyramidal neuron activity maps and adaptation after paired stimulation.  
The results indicate that cholinergic inputs from the basal forebrain are essential for cortical 
sensory processing and sensory adaptation by the Layer 2/3 cortical microcircuitry. Disruption 
of this sensory processing may underlie the degraded performance of complex behaviours in 
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1 Chapter 1: Introduction 
The overarching goal of the research described in this thesis is to evaluate how a selective 
cholinergic lesion in the sensorimotor cortex alters sensory-evoked responses of cortical L2/3 
pyramidal cells in awake mice. In this introduction, I will first review the role of L2/3 in sensory 
processing. I will then describe the cholinergic modulation of sensory processing and 
behaviour. Finally, I will review approaches to record from specific neuronal types, including 
the use of genetically encoded voltage indicators (GEVIs) such as the voltage sensing 
fluorescent protein (VSFP) Butterfly 1.2 genetically encoded in Layer 2/3 (L2/3) pyramidal 
neurons of the cortex and used in this thesis.      
1.1 The cerebral cortex 
The cerebral cortex is a layered brain structure that processes and coordinates sensory and motor 
information, emotional functions, long-term memory and other cognitive capacities 
(Popovitchenko and Rasin, 2017).  The cerebral cortex contains many neuron types distributed 
within six layers of interconnected microcircuits (Agirman et al., 2017, Zhao et al., 2016) with 
a diversity that can be revealed by a variety of methods including marker expression (for review 
see Larkum et al., 2018, Staiger, 2016). Pyramidal neurons are long-axon cells that are located 
in all cortical layers, except Layer 1 (L1), and constitute approximately 70-85% of the total 
population of neurons in the cortex (DeFelipe and Farinas, 1992). The second most numerous 
neuronal cells in the cortex are the inhibitory interneurons, a highly heterogeneous group, with 
diverse morphologies, connectivity, biochemistry, and physiological properties (Lim et al., 
2018). Both neuronal types show specific laminar distribution through the cortex, although the 
pyramidal neurons have a more structured laminar organisation (Popovitchenko and Rasin, 
2017).  
Pyramidal neurons project their axons within the cortical column and also to different areas of 





within the cortex and the basal ganglia; the pyramidal tract neurons are found in Layer 5B 
(L5B), and corticothalamic cells are located in Layer 6 (L6) (Shepherd and Rowe, 2017). The 
upper layers (2 to 5a) contain smaller pyramidal neurons that form intracortical connections, 
horizontal across the cortex, and longer range interhemispheric connections (Molnar and 
Clowry, 2012, Tantirigama et al., 2014, Oswald et al., 2013). The supragranular layers of the 
cortex, Layer 2 (L2) and Layer 3 (L3), lack a clear cytoarchitectonic border in rodents and are 
usually referred to as Layer 2/3 (L2/3)(Staiger, 2016, Welker and Woolsey, 1974, Staiger et al., 
2015). Pyramidal neurons from the deep layers of the cortex (5b and 6) send long-distance 
projections to subcortical targets (thalamus, striatum, basal pons, tectum and spinal cord)  as 
well as to the opposite hemisphere (Molnar and Clowry, 2012, Tantirigama et al., 2014, 
Tantirigama et al., 2016, Oswald et al., 2013).  
1.1.1 Sensorimotor areas of the cortex 
In rodents, the sensorimotor cortex is divided into the primary motor cortex (M1) for 
direct motor control, the primary sensory cortex (S1) and the secondary motor cortex 
(M2) (Manita et al., 2015). S1 is defined as the entire granular field of the parietal cortex and 
has a clear Layer 4 (L4) of pyramidal neurons (Adesnik and Naka, 2018). S1 is involved in 
conscious perception and analysis of sensory information coming from body nociceptors, 
thermoreceptors and mechanoreceptors (Staiger, 2016).  The sensory cortex is somatotopically 
organised; therefore, different areas of S1 receive information from different areas of the body; 
for example, the barrel field processes inputs coming from the whiskers mechanoreceptors; 
whereas the forelimb area processes information coming from receptors located in the upper 
limbs (Seelke et al., 2012)   
The second major region in the sensorimotor cortex of rodents, located medial and rostral to 





(AG) field is classified into medial (AGm or M2) and lateral subdivisions (AGl or M1) 
(Tennant et al., 2011). M1 lies between M2 and S1 cortices and appears widest in the rostral 
direction (Donoghue and Wise, 1982, Hall and Lindholm, 1974). The term M1 comes from 
the fact that electrical microstimulation of different areas of M1 evokes movements in 
different parts of the body and 30 to 50 % of the corticospinal projections originate from M1 
(Hatsopoulos and Suminski, 2011). Functionally, M1 is the area of the cortex responsible for 
encoding voluntary motor behaviours, and lesions of this area affect motor skill execution 
and learning (Kawai et al., 2015).  Similar to S1, M1 is somatotopically organised, with 
different regions of cortex participating in control of movement of whisker, forelimb, 
hindlimb, trunk, neck, jaw and other parts of the body (Schieber, 2001, Mohammed and 
Hollis, 2018) 
M2 surrounds the frontal pole of the brain and continues caudally along the dorsomedial 
aspect of the hemisphere (Donoghue and Wise, 1982). Large-amplitude stimulation currents 
in M2 are needed to elicit body movement (Hall and Lindholm, 1974). However, this area is 
included in the somatic sensorimotor cortex because, like other subdivisions of the 
sensorimotor cortex, it projects to the spinal cord (Donoghue and Wise, 1982). The functions 
of M2 are debated, but it has been suggested that M2 is an associative area that links 
preceding events such as sensory inputs to motor actions (for review see Barthas and Kwan, 
2017). 
1.1.2 L2/3 of the cortex  
The sensory and motor areas of the cortex are reciprocally connected via L2/3 and L5a, and 
these connections constitute the neural basis of sensorimotor integration during behaviour (Ni 
and Chen, 2017). L2/3 pyramidal neurons constitute the principal component of cortico-cortical 





et al., 2017, Douglas and Martin, 2004). The motor cortex receives input from L2/3 of S1 that 
could be an essential feedback mechanism during sensorimotor learning (Withers and 
Greenough, 1989, Huber et al., 2012, Matyas et al., 2010, Ferezou et al., 2007). Moreover, the 
representation areas in the cortical maps are interconnected via L2/3 horizontal cortico-cortical 
connections (Rioult-Pedotti et al., 2007). Therefore, L2/3 is a strong candidate to evaluate how 
cortical connectivity changes during behaviour. 
Outputs to the brain stem and spinal cord arise from pyramidal tract-type neurons in layer 5b 
(L5b) of the sensorimotor cortex (Huber et al., 2012, Ueno et al., 2018). L2/3 and layer 5a (L5a) 
constitute intermediate layers upstream of L5b (Masamizu et al., 2014). For the most part, L2/3 
drives L5b motor output for well-learned movements (Masamizu et al., 2014) and modulates 
sensory-evoked responses in L5 of the cortex (Quiquempoix et al., 2018).  
Several plastic changes have been recorded in L2/3: (i) dendritic changes in pyramidal cells 
(Withers and Greenough, 1989), (ii)  strengthening of horizontal connections (Rioult-Pedotti et 
al., 2007), (iii)  reduction in long-term potentiation and increase in long-term depression (Rioult-
Pedotti et al., 2000), (iv) variations in movement representation in single neurons (Masamizu et 
al., 2014) and (v) modifications in neural properties, such as resting membrane potential and 
action potential threshold (Kida et al., 2016). The different plastic changes observed in L2/3 
might also constitute the basis of cortical plasticity during learning and integrating sensory 
information into sensory and motor memories (Heindorf et al., 2018, Li et al., 2019). 
1.2 Tactile sensory processing in the cortex 
Animals must process sensory information in order to be aware of and respond to their 
environment. The peripheral somatosensory system includes sensory neurons that detect tactile 
information and neuronal pathways via the spinal cord to the brain thus allowing for perceiving 





Rodents use rapid motions of their mystacial vibrissae (whiskers) to explore the physical world 
(Severson et al., 2019). Whisker mechanoreceptors provide a signal that informs the brain about 
whisker position, and other mechanoreceptors innervating facial regions also offer information 
about whisking (Severson et al., 2019). The somatosensory input from the whiskers is 
integrated within the barrel field of S1 (for review see Petersen, 2007, Stuttgen and Schwarz, 
2018). The whisker system is composed of discrete neural modules in the somatosensory cortex 
(barrels), thalamus (barreloids), and brain stem (barrelettes, with each whisker represented by 
one module (Tang et al., 2015, Vitali and Jabaudon, 2014). Rodents also have 
mechanoreceptors and thermoreceptors in the glabrous skin of the paws (Walcher et al., 2018). 
Mice can detect tactile and thermal stimuli using receptors in the forepaws (Milenkovic et al., 
2014), and that information is later processed within the forelimb area of S1 (Zhao et al., 2016).  
S1 receives sensory and non-sensory information from cortical and subcortical sources (Manita 
et al., 2015, Aronoff et al., 2010). Sensory relay nuclei in the thalamus (the lateral geniculate, 
medial geniculate, and ventral posterior nuclei) project to L4 of S1 and other thalamic nuclei 
project to all other layers of the cortex to modulate their activity (Jones, 2009). Projections from 
the thalamus to L4 are the main routes for communication of sensory information to the cortex 
(Constantinople and Bruno, 2013) and then activity propagates to other layers in a serial 
sequence; i.e., from L4 up to L2/3 and then from L2/3 down to L5/6  or horizontally connected 
L2/3 neurons (Quiquempoix et al., 2018). However, there are also direct thalamic projections 
that transmit sensory information to L5 neurons (Constantinople and Bruno, 2013). The 
propagation of the signal from L4 and L5, where thalamocortical afferent fibres terminate, to 
the other layers of the cortex have been confirmed using electrophysiology and voltage-
sensitive dyes (Takashima et al., 1999, Petersen and Sakmann, 2001, Manita et al., 2015).  
During sensory processing, S1 sends information to other areas of the cortex, presumably 





al., 2015). Sensory processing areas of the cortex are also organised in different cortical area 
subnetworks. The upper limb subnetwork is composed of the forelimb area of S1, the 
caudodorsal domain of the supplementary somatosensory area, upper limb area of M1, and the 
rostrodorsal domain of M2 (Zingg et al., 2014), whereas the whisker subnetwork is composed 
of the barrel field, the vibrissal M1, and the caudodorsal domain of the supplementary 
somatosensory area (Zingg et al., 2014). Lesions or inhibition of different components of the 
subnetworks, S1 (Abela et al., 2012, Miyashita and Feldman, 2013), the secondary 
somatosensory cortex (Kessner et al., 2019), M1 (Heindorf et al., 2018) and M2 (Manita et al., 
2015), produce somatosensory impairments or an inability to respond appropriately to a sensory 
stimulus. Therefore, the cortical subnetworks seem to constitute the basis of cortical sensory 
processing and perception, which guide the animal to respond with appropriate behaviour.  
Many neurotransmitters modulate cortical sensory processing in order to generate the proper 
motor output and execute higher brain functions such as learning, memory, mood and emotion 
(Gu, 2002). Notably, the neurotransmitter acetylcholine is essential for the modulation of 
sensory and cognitive behaviours that are processed in the cortex (Obermayer et al., 2017) with 
a major source of the rich network of acetylcholine releasing terminals being from cholinergic 
projection neurons that reside remote from the cortex (Gratwicke et al., 2015).  
1.3 Cholinergic projections to the cortex  
Cholinergic projection neurons are located in several sites in the mammalian brain including 
the pedunculopontine nucleus, the lateral dorsal tegmental nuclei, a subset of thalamic nuclei, 
the striatum and the basal forebrain nuclei (Gratwicke et al., 2015, Price and Stern, 1983). Of 
these, cholinergic projection neurons to the neocortex, hippocampus and amygdala arise 





In the basal forebrain, cholinergic neurons are co-distributed with several other cell populations, 
including GABAergic (gamma-aminobutyric acid) and various neurons containing calcium-
binding protein calbindin, calretinin or parvalbumin (PV) (Villano et al., 2017). The cholinergic 
cell bodies of the basal forebrain are grouped in different nuclei, including the medial septal 
nucleus, the diagonal band nuclei, the preoptic nucleus, the nucleus basalis magnocellularis and 
the substantia innominata (Ballinger et al., 2016). Cholinergic neurons in the basal forebrain 
provide the majority of the cholinergic input to the cortex, covering most of the sensory and 
motor areas in the cortex (Mesulam, 2013). Although the projections from the basal forebrain 
are very widespread, the projection of individual cells is limited to a restricted area within the 
cortex (Price & Stern 1983).  
The basal forebrain cholinergic system receives input from cortical and subcortical structures. 
Subcortical afferents arise from the striatum, amygdala, thalamus, hypothalamus, brainstem, 
ventral tegmental area, substantia nigra, raphe nuclei, reticular formation, periaqueductal grey 
and parabrachial nucleus (Gielow and Zaborszky, 2017). Direct cortical input to the cholinergic 
neurons occurs from different cortical locations, including the motor and sensory cortices, 
arising mostly from deep cortical layers (Gielow and Zaborszky, 2017). Taking into account 
the diversity of the afferents, the basal forebrain is in a pivotal position to integrate information 
from a variety of cortical and subcortical sources (Whitehouse et al., 1982). 
1.4 The basal forebrain cholinergic system and behaviour 
1.4.1 Role of the basal forebrain in memory, attention and motor learning 
The role of the basal forebrain cholinergic neurons in learning and memory has been extensively 
studied, given the damage to this system following post-mortem examination of Alzheimer’s 
disease, a subset of dementia, patients (Whitehouse et al., 1981, Whitehouse et al., 1982). In 





the extent of cognitive impairment (Perry et al., 1978). Therefore, cholinesterase inhibitors, to 
raise acetylcholine levels, are used to improve cognitive function in people with mild to severe 
dementia (Dou et al., 2018, Birks, 2006). Similar to dementia patients, animal models with 
specific cholinergic lesions have working memory impairments when performing the Morris 
water maze (Berger-Sweeney et al., 2001), the radial maze (Wrenn et al., 1999, Lehmann et al., 
2003) and the Y maze tests (Field et al., 2012). In addition to memory deficits, basal forebrain 
cholinergic lesions induce deficiencies in attention (McGaughy et al., 2002, Lehmann et al., 
2003) and arousal (Yamakawa et al., 2016) in animal models.  
Chronic lesions to the basal forebrain cholinergic system impair skilled motor learning and 
dextrous use of the forelimbs in a single pellet reaching task (Conner et al., 2005, Conner et al., 
2003, Conner et al., 2010, Ramanathan et al., 2009) . Moreover, cholinergic systems are 
essential in modulating cortical plasticity of distal forelimb motor circuits during motor learning 
(Ramanathan et al., 2015). However, selective damage in the forebrain cholinergic system has 
little or no impact upon motor performance tasks that do not have a learning component 
(Matchynski et al., 2013, Conner et al., 2003, Traissard et al., 2007, Moreau et al., 2008). 
1.4.2 Role of the basal forebrain cholinergic system in sensory processing 
Despite the proven role of acetylcholine in modulating motor, learning, memory, arousal and 
other complex behaviour; the effect of acetylcholine in modulating sensory processing has been 
substantially less studied. Microdialysis experiments have confirmed that the basal forebrain 
releases acetylcholine in specific areas of the sensory cortex after sensory stimulation. Thalamic 
nuclei stimulation (Rasmusson et al., 2007) and skin stimulation (Fournier et al., 2004) evoke 
substantial acetylcholine increase in S1. Similarly, auditory (Rasmusson et al., 2007) and visual 
(Fournier et al., 2004) stimulation evoke acetylcholine release in the auditory and visual 





stimulation, suggests that the basal forebrain cholinergic system is involved in modulating 
sensory input processing in the cortex. 
Optogenetic stimulation of the basal forebrain cholinergic axons in the cortex induces an 
increase in the amplitude of somatosensory (whisker stimulation) and auditory evoked 
potentials in S1 and the auditory cortex, respectively (Chaves-Coira et al., 2016).  Moreover, 
optogenetic stimulation of the basal forebrain cholinergic system increases the signal amplitude 
(number of spikes) in response to visual stimulation in the primary visual cortex (Minces et al., 
2017). However, the optogenetic activation of the basal forebrain cholinergic nuclei, at the same 
time that facilitates whisker responses in S1, inhibits sensory-evoked responses in M2 after 
whisker stimulation (Chaves-Coira et al., 2018). These findings suggest that the basal forebrain 
may play different roles in modulating the motor and sensory areas of the cortex during sensory 
stimulation.  
Pairing electrical basal forebrain stimulations with sensory stimulations also enhances sensory 
input processing in the cortex (for review see Sarter et al., 2005), suggesting that basal forebrain 
modulation on the cortex has an overall excitatory effect.  For example, cutaneous stimuli paired 
with basal forebrain electrical stimulations induce long-lasting increases in firing rate in most 
cortical neurons (Tremblay et al., 1990) and increase the amplitude of the sensory evoked 
potentials (Rasmusson and Dykes, 1988) in S1. However, the effect of the barrel field 
stimulation appears to depend on the time interval between the sensory and the basal forebrain 
stimulation, with intervals less than 200 ms producing an increase in the evoked potentials, 
whereas longer time intervals tend to reduce them (Rasmusson and Dykes, 1988). Basal 
forebrain stimulation also enhances neuronal firing in the auditory cortex after acoustic 
stimulations (Hars et al., 1993). However, the previous studies were not able to classify the 





the basal forebrain cholinergic system in modulating specific neuronal types during sensory 
processing.  
Despite the evidence of the impact of cholinergic inputs on sensory processing at the cortical 
level, consistent evidence for a role in modulating sensory behaviour is lacking. Whether the 
basal forebrain cholinergic system is involved in sensory processing has been subject of debate 
for many years (Ridley et al., 1986, Ridley et al., 1985, Irle and Markowitsch, 1987, Wozniak 
et al., 1989, Roberts et al., 1990, Letzkus et al., 2011).  
Experiments performed in animals with chronic lesions in the basal forebrain have suggested a 
possible role of this brain region in sensory processing. In rats, non-specific lesions in the basal 
forebrain impair learning in behavioural tests that require sensory discrimination (Ridley et al., 
1986, Ridley et al., 1985, Irle and Markowitsch, 1987, Wozniak et al., 1989). Moreover, non-
specific lesions of the basal forebrain impair performance on a whisker discrimination task that 
rats learned before the lesion (Jacobs and Juliano, 1995). However, it is unclear if the 
impairments in sensory discrimination tasks are related to damage to sensory perception or in 
the ability to learn or remember the behavioural task.  
Still, rats with non-specific cholinergic lesions in the nucleus basalis cannot turn their head in 
the direction of a whisker tactile stimulus (Dunnett et al., 1987). This finding suggests that the 
basal forebrain might have a role in sensory perception. However, the lesion was not cholinergic 
specific, and it is therefore not possible to precisely elucidate if the cholinergic neurons within 
the basal forebrain are involved in sensory processing.  
Other studies have found no effect of specific basal forebrain cholinergic lesions to recognise 
visual patterns and learn associative sensory problems in rats (Butt and Bowman, 2002). 
Similarly, a non-specific lesion of the basal forebrain in marmosets did not affect visual 





literature does not provide a conclusive answer about the possible role of the basal forebrain in 
sensory-related behaviours. Therefore, in this thesis, I specifically recorded from L2/3 
pyramidal neurons in the cortex during a sensory stimulation task, to determine how their role 
in cortical sensory processing is altered by a chronic cholinergic lesion. 
A marked loss of cholinergic cells in the basal forebrain and loss of acetylcholine in the cerebral 
cortex are characteristics of Alzheimer's disease and other forms of dementia (Whitehouse et 
al., 1981, Whitehouse et al., 1982). Some studies demonstrated deficits in tactile sensory 
perception learning in Alzheimer’s disease patients; however, with no record of impaired ability 
to discriminate patterns by palpation (Freedman and Oscar-Berman, 1987). These findings 
suggest that Alzheimer’s patients have a reduced ability to learn, but do not exhibit purely 
sensory damage.  
More recent experiments, however, have shown that patients with mild cognitive dementia and 
Alzheimer’s disease have substantial performance deficits in spatial and temporal tactile 
discrimination that is not related to learning. In these studies, patients had impaired capability 
to differentiate angles (Yang et al., 2010) and sequential tactile stimuli separately (D'Antonio 
et al., 2019), both of which are S1 dependent tasks. Also, sensory dysfunctions related to the 
visual and olfactory systems have been reported in patients who have Alzheimer’s disease 
(Nissen et al., 1985, Schlotterer et al., 1984, Albers et al., 2015). The sensory impairments 
detected in Alzheimer’s disease patients could be a consequence of basal forebrain 
degeneration. 
1.5 Cholinergic circuitry in the cortex 
Interpreting how acetylcholine acts in different brain regions is challenging. A key reason for 





acetylcholine are involved simultaneously in all cholinergic mediated brain functions (Chen et 
al., 2015). Acetylcholine can modulate directly or indirectly many different neuron types within 
the cortical circuitry.  
Cholinergic fibres in the cortex modulate a complex microcircuit that includes PV, somatostatin 
(SOM), and vasoactive intestinal polypeptide (VIP) expressing interneurons and the pyramidal 
neurons (Figure 1.1, taken from Záborszky et al., 2018). Acetylcholine depolarises SOM-
positive interneurons, which in turn inhibit pyramidal cells and all interneuron types (Pfeffer et 
al., 2013). Cholinergic input can also depolarise L1 interneurons or VIP-positive interneurons, 
that inhibit PV-positive (Letzkus et al., 2011, Pi et al., 2013) and SOM-positive interneurons 
(Pfeffer et al., 2013, Karnani et al., 2016), resulting in pyramidal neuron disinhibition. The net 
effect of cholinergic modulation over the pyramidal neurons is not clear, particularly during in 
vivo activity and behaviour. Based upon what we know about how acetylcholine influences the 
microcircuitry in brain slices, we might predict that acetylcholine actions could puzzlingly lead 
to no net change in pyramidal neuron output behaviour. It is possible that the synaptic pathways 
in the cortical microcircuitry could have a different timing during behaviour, and some 
pathways could be facilitated depending on other synaptic non-cholinergic inputs arriving at 
the cortex (Brombas et al., 2014). Despite the known effect of acetylcholine regulating different 
neuronal types in the cortical microcircuitry in vitro, little is known about how this modulation 






Figure 1.1 Schematic representation of possible cholinergic modulation of a cortical microcircuit.  
Cholinergic neurons (CHAT) in the basal forebrain modulate pyramidal neurons of the cortex (PYR) and VIP-
positive, SOM-positive, and PV-positive interneurons. PV and SOM neurons directly inhibit pyramidal neurons 
(black, inhibitory synapses), VIP neurons inhibit SOM and PV neurons, resulting in disinhibition of pyramidal cell 
activity. Cholinergic modulation acts via nicotinic (N, red excitatory synapses) and via muscarinic (M, green 






Endogenously released acetylcholine activates both metabotropic muscarinic and ionotropic 
nicotinic acetylcholine receptors expressed on cortical neurons (Arroyo et al., 2014). Both 
muscarinic and nicotinic acetylcholine receptors are expressed in a layer-dependent fashion 
(Verhoog et al., 2016), supporting the hypothesis that cholinergic control of the cortex may be 
layer dependent. Pyramidal neurons from different layers of the cortex have opposite responses 
to direct application of acetylcholine (Gulledge et al., 2007, Eggermann and Feldmeyer, 2009). 
For that reason, the effect of cholinergic modulation of the pyramidal circuitry in the cortex 
should be analysed in specific layers, recording from anatomically registered cell types. 
Therefore, in this thesis, I focused on studying the effect of cholinergic fibres depletion for L2/3 
pyramidal neuron activity in the cortex of awake behaving mice. 
1.6 Measuring neural activity of the cortex in the awake animal   
Measuring brain activity from awake behaving animals is necessary to further our 
understanding of how the brain drives and modulates behaviour. In vivo experiments can avoid 
issues that accompany in vitro and brain slice preparations such as lack of background synaptic 
input, alterations to the concentration of extracellular ions and neuromodulators, as well as 
severing of axons during slice preparation (Constantinople and Bruno, 2013). Therefore, it is 
essential to develop techniques that allow recordings from the awake behaving animal.  
The most widespread technique used for in vivo detection of neuronal activity is 
electrophysiology. This technique allows neuronal voltage signals to be recorded on a 
microsecond timescale with excellent fidelity (Antic et al., 2016). However, recording 
exclusively from a specific neuronal type in vivo is extremely challenging (Kim and Jun, 2013). 
Nevertheless, most of the actual knowledge about brain functioning and the role of different 
areas of the cortex have been acquired using electrophysiology, including arrays of electrodes 





source of the electrical activity (Liu et al., 2018, Maeda et al., 1995, Witte et al., 2007, Muller 
and Destexhe, 2012).  
Spatial information about cortical activity in vivo has also been derived from optical imaging of 
intrinsic reflectance changes (Lu et al., 2017, Nakamichi et al., 2019) and functional magnetic 
resonance imaging (Shin et al., 2005, Dubowitz et al., 1998). However, the temporal resolution 
of these techniques is significantly slower than the changes in the electrical activity pattern of 
the neurons (Petersen et al 2003). Therefore, in recent years, new optical reporters, that detect 
membrane potential and calcium levels that increase during membrane depolarization have been 
developed in order to record and infer neuronal electrical activity on a faster timescale that 
matches with behaviour.  
1.6.1 Voltage and calcium imaging 
In the last decade, head-fixed behavioural and optical recording protocols for measuring 
neuronal activity in the cortex have been developed and refined (Huber et al., 2012, Masamizu 
et al., 2014, Carandini et al., 2015). Imaging technologies, based on transducing membrane 
potential changes and calcium levels in neurons to changes in fluorescence, enable the 
monitoring of electrical activity in large populations of neurons over extended periods in awake 
behaving animals (Dombeck et al., 2009) and allow correlations between brain activity with 
behaviour to be made (Huber et al., 2012).   
Genetically encoded calcium indicators (GECIs) and GEVIs have become powerful tools to 
study neuronal signals and circuits in awake rodents (Suter et al., 2014). GEVIs are engineered 
light-emitting protein sensors that report changes in the transmembrane potential as 
modifications in brightness (Carandini et al., 2015).  GECIs, on the other hand, record 
cytoplasmatic calcium levels used by many as a proxy for monitoring action potential activity 





(Yang and St-Pierre, 2016).  Therefore GEVIs that directly record transmembrane potential 
changes can in principle record both action potentials and synaptic sub-threshold activity (which 
GECIs cannot). In practice current voltage indicators and GEVIs are refractory to action 
potentials, except some recently developed improved near-infrared voltage indicators (Adam et 
al., 2019); and so are reported as being best able to record synaptic inputs arriving into the 
neurons, whereas GECIs signals are best at monitoring neuronal output as long as the calcium 
changes represent activity, often multiple action potential dependent voltage-gated calcium 
influx (Antic et al., 2016). 
The main advantages of GEVIs over GECIs is the ability to capture the entire electrical activity, 
including sub-threshold excitatory and inhibitory events (Peterka et al., 2011), which cannot be 
detected using GECIs (Song et al., 2017a). Therefore, some GEVIs enable measurements of 
very narrow APs that are not accompanied by large Ca2+ transients (Antic et al., 2016, Adam et 
al., 2019).   
1.6.2 Genetically encoded voltage indicators 
Voltage-sensitive dyes were the first developed optical tools used to report neuronal voltage 
dynamics and have been used both in vitro and in vivo (for review see Chemla and Chavane, 
2010). However, the main limitation of many voltage-sensitive dyes is that they are not selective 
to a specific targeted cell (for review see Knopfel et al., 2006) unless internally applied into the 
cell of interest (Roome and Kuhn, 2018, Kuhn and Roome, 2019, Palmer and Stuart, 2006). 
Therefore excitatory and inhibitory neuron activity, as well as glial cells potential changes, can 
contribute to the signals recorded with a bulk loaded voltage-sensitive dye (for review see 
Chemla and Chavane, 2010). The need for recording membrane voltage from specific cell types 






There are two main types of GEVIs. The first group is the VSFP that includes VSFP-CR, 
Arclight, FlicR1, VSFP Butterfly and ASAP1; these GEVIs sense the transmembrane voltage 
with an isolated voltage-sensing domain, such as four transmembrane segments from voltage-
sensitive phosphatases, potassium channels, sodium channels, or proton channels (Antic et al., 
2016, Yang and St-Pierre, 2016).  Changes in transmembrane voltage-induce conformational 
changes in the sensing domain that modifies the chemical environment of the attached 
fluorescent protein, thus modulating its brightness; or can alter the efficiency of Fluorescence 
Resonance Energy Transfer (FRET) between two attached fluorescent proteins (Yang and St-
Pierre, 2016, Sakai et al., 2001, Akemann et al., 2012). The second group of GEVIs use opsins 
fused with a fluorescent protein; these indicators act as coupled chemoelectrical and 
optochemical transducers (Antic et al., 2016, Adam et al., 2019). Both types of GEVIs have 
proven to be useful to record membrane voltage from mouse neurons, but the neurons must 
express high levels of the sensor within the cell membrane.  
High levels of expression of the GEVIs have been achieved by in utero electroporation (Adam 
et al., 2019, Carandini et al., 2015) and adeno-associated virus infection (Zeng et al., 2008, 
Borden et al., 2017) which can provide some level of specificity to the expression. But 
transgenic mice that express the GEVI in specific neuronal types and in all of those neurons 
provide a far superior approach, particularly for wide-field imaging of voltage responses from 
large populations (Madisen et al., 2015, Song et al., 2018). The transgenic mice strategy allows 
the recording of neuronal activity with higher specificity, avoiding invasive procedures and 
possible cytotoxicity; and improved promoter design has successfully achieved the critically 





1.6.3 Haemodynamic artefacts during voltage imaging recordings 
One of the significant challenges for in vivo optical recordings is to separate the fluorescence 
signals from haemodynamic (fluctuations in blood volume or haemoglobin oxygenation, that 
also cause changes in fluorescence) (Knopfel et al., 2006). Some approaches to remove 
haemodynamic noise consisted of subtracting the fluorescence signal from the area of interest 
from the fluorescent signal of a brain area that is assumed to be inactive during the experiment 
(Borden et al., 2017), but this is quite unsatisfactory and even impossible as neuronal tissue has 
its intrinsic fluorescence that changes with activity (albeit on a slower time scale). This method 
does not allow the recording of different areas of the cortex at the same time and is also unable 
to detect the influence of different areas of the cortex on each other. A better approach to avoid 
haemodynamic artefacts is to use GEVIs that are excited by light in the near-infrared part of 
the spectrum (Xu et al., 2017), which does not overlap (as much) with the haemoglobin and 
oxyhaemoglobin absorption spectrum.    
Currently, the best method for cancelling motion and blood flow artefacts is to use FRET-based 
GEVIs that use the ratio between the recorded fluorescence of a donor and an acceptor 
fluorescent proteins (Akemann et al., 2012). VSFP Butterfly 1.2 is a FRET-based indicator that 
has been successfully genetically encoded in mouse L2/3 pyramidal neurons (Empson et al., 
2015, Madisen et al., 2015). VSFP Butterfly 1.2 has been used to record the pyramidal cell of 
cortical L2/3 activity in behaving mice (Shimaoka et al., 2018), and report membrane voltage 
with little contamination of haemodynamic artefacts.  
1.6.4 Widefield imaging 
Neuronal activity that supports sensory coding and motor output is distributed across multiple 
areas of the cerebral cortex (Stirman et al., 2016); thus, it is necessary to evaluate extensive 





records from distinct neurons, but it cannot achieve a broad spatial coverage (Carandini et al., 
2015). Wide-field (or mesoscopic) voltage imaging, instead, records the neuronal information 
represented by a large number of neurons distributed over large areas of the cortex (for review 
see Antic et al., 2016). However, mesoscopic imaging cannot yet record electrical signals with 
single-cell resolution (Antic et al., 2016). Despite this disadvantage, wide-field voltage imaging 
has contributed to the understanding of cortical circuit dynamics (Carandini et al., 2015, Song 
et al., 2018, Akemann et al., 2012). Widefield voltage imaging has been successfully employed 
to record neural activity using voltage-sensitive dyes (Chemla and Chavane, 2010, Ferezou et 
al., 2007, Manita et al., 2015). Moreover, improved versions of GEVIs have been also used to 
record the electrical activity of large neuronal populations in the visual, somatosensory, and 
auditory cortical maps in awake mice using wide-field voltage imaging (Madisen et al., 2015, 
Akemann et al., 2012, Song et al., 2018).   
1.6.5 VSFP Butterfly mice 
In this thesis, I took advantage of a transgenic modified mouse strain that expresses high levels 
of the VSFP Butterfly 1.2 in pyramidal cells of cortical L2/3 to study cortical connectivity 
during sensory processing (Madisen et al., 2015). VSFP Butterfly 1.2 consists of the voltage-
sensing domain of Ciona intestinalis voltage sensor-containing phosphatase fused between the 
acceptor (mKate2) and the donor (mCitrine) fluorescent proteins (Akemann et al., 2012). The 
membrane voltage is interpreted as a ratio between the donor and the acceptor 
fluorescence (Carandini et al., 2015, Akemann et al., 2012). This approach is advantageous for 
in vivo studies because it reduces the impact of blood flow changes (Bernal Sierra et al., 2018).  
VSFP Butterfly 1.2 can detect both depolarisation and hyperpolarisation of the neuronal 





voltage of half-activation constant compared to other GEVIs (Akemann et al., 2012, Mishina 
et al., 2014), making it particularly suitable for detecting membrane hyperpolarisation. 
Previous studies from our lab show that VSFP Butterfly 1.2 is specifically expressed in L2/3 
pyramidal neurons and can monitor membrane potential with high spatial and temporal 
resolution in brain slices (Empson et al., 2015). VSFP Butterfly 1.2 expressed by the TRE 
(tetracycline response element) promoter is appropriate to record the membrane potential of 
neuronal populations in terms of reliability, specificity, and temporal resolution (Madisen et al., 
2015). VSFP Butterfly 1.2 expressed in L2/3 neurons using in utero electroporation reveals 
strong voltage signals in the somatosensory and visual cortex (Akemann et al., 2012, Carandini 
et al., 2015). Moreover, the effectiveness of this GEVI has been tested both under anaesthesia 
and in wakefulness (Scott et al., 2014). Therefore, VSFP Butterfly 1.2 could be used to study 
the role of different neurotransmitters in modulating L2/3 during behaviour. Particularly, in this 
thesis, I validated the VSFP recordings during a sensory stimulation protocol in awake mice to 
then evaluate how a chronic cholinergic lesion influences sensory-motor cortical L2/3 
pyramidal neuron connectivity. 
1.7 Project aim and hypothesis 
The basal forebrain cholinergic system is implicated in many behaviours, from attention to 
motor learning (Ramanathan et al., 2009, Conner et al., 2010) and working and spatial memory 
(Berger-Sweeney et al., 2001, Field et al., 2012). Complex behaviours require precise 
integration of sensory information in the S1 (Lacefield et al., 2019, Ueno et al., 2018) and 
acetylcholine actions have been implicated in sensory processing (Ridley et al., 1986, Ridley et 
al., 1985, Irle and Markowitsch, 1987, Wozniak et al., 1989). Nevertheless, the specific role of 
the basal forebrain cholinergic neurons in modulating sensory-evoked responses in the awake 





sensory-evoked voltage responses in L2/3 of the cortex using genetically encoded VSFP 
Butterfly 1.2 in awake mice. 
GEVIs allow us to record subthreshold synaptic inputs from specifically targeted large 
populations of neurons over extended periods in awake behaving animals (Song et al., 2018, 
Madisen et al., 2015) and by using the thinned skull preparation, we are also able to non-
invasively measure responses over many days, weeks and months and in the awake animal. In 
this thesis, I first standardise wide-field voltage recordings using VSFP Butterfly1.2 expressed 
specifically in pyramidal neurons of cortical L2/3 in awake mice during tactile sensory 
stimulation (Chapter 3). 
To selectively and chronically deplete cholinergic fibres in the cortex that arise from the basal 
forebrain I injected a saporin conjugated neurotoxin in the motor cortex (Chapter 4) and 
evaluated the effect of this lesion in well-established motor behavioural tests. I finally aimed to 
assess the effect of the chronic cholinergic lesion in tactile sensory-evoked voltage responses 
in pyramidal L2/3 of the cortex (Chapter 5), combining the methodologies developed in 
Chapters 3 and 4. I hypothesise that selective cholinergic lesion in the sensorimotor cortex 
changes the temporal and spatial dynamics of sensory-evoked voltage responses in cortical L2/3 
pyramidal neurons. 
1.8 Key objectives of this project 
- To evaluate and validate sensory-evoked broadcast responses of cortical L2/3 pyramidal 
neurons in awake mice using Butterfly 1.2 and mesoscopic wide-field fluorescence 
imaging.  
- To standardise a specific lesion of basal forebrain cholinergic inputs to the sensorimotor 





- To evaluate how the selective cholinergic lesion alters sensory-evoked responses of the 







2 Chapter 2: Methods 
2.1 Background and timeline for each of the experimental groups 
The main objective of this thesis was to visualise membrane voltage dynamics of L2/3 
pyramidal neurons (neural activity) of the cortex during sensory stimulation under normal and 
cholinergic lesioned conditions. To achieve this objective, the thesis was divided into three 
results Chapters, which are described below. 
Chapter 3 aims to standardise the experimental conditions for voltage imaging in awake 
behaving mice and to evaluate voltage signal propagation across cortical areas after sensory 
stimulation. I thinned the skull of VSFP Butterfly mice and implanted a metallic head holder 
(head-frame) to allow imaging of L2/3 neural activity, represented as membrane voltage 







Figure  Timeline for Chapter 3 
Visualising population voltage responses of cortical Layer 2/3 during sensory stimulation in awake mice. Mice 
received trimethoprim (TMP) to activate the expression of VSFP and underwent thinned skull and head frame 







Chapter 4 aims to standardise a cortical cholinergic lesion that was then used in Chapter 5, by 
specifically disrupting the cholinergic axons projecting to the cortex from the basal forebrain 
(Figure 2.1 A). To accomplish this, VSFP Butterfly mice were injected with the murine 
conjugate of low-affinity nerve growth factor receptor antibody conjugated to saporin (mu 
p75SAP) or control molecule injection (rabbit IgGSAP) unilaterally into the motor cortex to 
damage the cholinergic fibres selectively. I evaluated mouse performance on simple motor tasks 
(Cylinder and hanging wire tests) that are not expected to be adversely influenced by the 
cholinergic lesion (Conner et al., 2003). I analysed the extent of the lesion 15, 30, and 50 days 
after the lesion in order to determine if cholinergic fibre depletion was sustained over time and 
to determine the best time for the behavioural and imaging experiments described in Chapter 5. 
Another subset of mice were evaluated in skilled reaching tasks to confirm that injecting mu 
p75SAP into the motor cortex produced effects similar to those previously reported (Figure 2.1 
B). The single pellet reaching task is the most commonly used behavioural test to evaluate the 
effect of basal forebrain cholinergic damage (Conner et al., 2005, Conner et al., 2003, 
Ramanathan et al., 2006, Conner et al., 2010). I then tested the mice on the rotarod as another 







Figure 2.1 Timeline for Chapter 4 
(A) Standardisation of the cholinergic lesion. Mice were injected with mu p75SAP or control molecule. The 
extent of the lesion was analysed up to 50 days, and mouse behaviour was evaluated using simple motor 
tasks. 






Chapter 5 aims to evaluate how the chronic cholinergic lesion affects L2/3 population activity 
during sensory stimulation (Figure 2.2). I thinned the mouse skull and implanted a metal head-
holder in the same surgery combined with p75SAP (or control molecule) unilateral injection in 








Figure 2.2 Timeline for Chapter 5  
Effect of cholinergic lesion on population voltage responses of cortical Layer 2/3 during sensory stimulation in 
awake mice. Mice were given trimethoprim (TMP) to activate the expression of VSFP and underwent thin skull 
and head frame implantation surgery combined with mu p75SAP or control molecule injection. Then mice brain 








I used a transgenic modified mouse strain Rasgrf 2-2AdCre; Camk2a-ttA; Ai78, obtained from 
the Allen Institute for Brain Science for all our experiments. Triple transgenic mice (positive 
for dCre, tTA, and VSFP Butterfly genes) express high levels of VSFP Butterfly 1.2 in 
pyramidal neurons of cortical L2/3 driven by the TRE promotor (Madisen et al., 2015, Empson 
et al., 2015). The triple transgenic mice were used for imaging experiments and selected based 
upon PCR-based genotyping from genomic DNA using the following primers (Empson et al., 
2015), carried out by Mrs Kay Potapov in the Empson Lab: 
CRE 5′-ACCCTGTTACGTATAGCCG-3′ Forward. 
CRE 5′-GAGTCATCCTTAGCGCCGTA-3′ Reverse. 
tTA 5′- CAACCCGTAAACTCGCCCAGAAG -3′ Forward. 
tTA 5′-GGCCGAATAAGAAGGCTGGCTCT -3′ Reverse. 
Butterfly 5′-TCAAGGAGGCCGACAAAGAGACC -3′ Forward. 
Butterfly 5′-ACAACCAACTGCCCCAAACCATC -3′ Reverse. 
I used triple transgenic and non-triple transgenic littermates (VSFP Butterfly non-expressers) 
for some behavioural and histological experiments. All animal husbandry and ethical 
procedures were conducted under the approved guidelines of the University of Otago Animal 
Ethics Committee (Animal Use Protocols: D07/16, D01/17, D35/17 and AUP-19-02). 
2.2.1 Trimethoprim induction of gene expression in VSFP transgenic mice 
The activity of dCre recombinase is low in the absence of trimethoprim (TMP) in VSFP 
Butterfly 1.2 mice; full Cre activity was induced by oral administration of TMP (Sigma-





(Gregg’s Ltd) and given to the mice. To familiarise the mice to the jelly food, mice received 
jelly containing 1% DMSO (Dimethyl sulfoxide, Sigma-Aldrich), for 1 day. On the second and 
third days, mice received jelly containing 10 mg/ml TMP (500 mg/kg dose, assuming a 20 g 
mouse) in 1% DMSO/raspberry jelly mix; approximately 1 ml available each day. Typically 
mice consumed all the administered jelly, and any uneaten jelly was collected from the cage 
before administration of fresh jelly. 
A 20 g mouse that ate the entire volume of jelly (1ml/day) received a dose of TMP equivalent 
to 500mg/kg, well below the oral lethal doses, LD50 = 3960 mg/kg (Hazardous Substances 
Data Bank, HSDB: 6781, https://pubchem.ncbi.nlm.nih.gov/source/hsdb/6781). Mice were 
weighed each day and monitored daily during the three days of jelly administration without any 
adverse effects.   
2.3 Cholinergic lesion 
Mu p75SAP (Advanced Targeting Systems) damages the basal forebrain cholinergic fibres in 
the caudal forebrain area of the motor cortex (Moreau et al., 2008). Mu p75SAP consists of a 
ribosomal-inactivating cytotoxin bound to an antibody directed against murine p75 low-affinity 
nerve growth factor receptors (p75RNT) that is expressed uniquely in basal forebrain 
cholinergic neurons of the adult cerebrum (Hunter et al., 2004). Thereby, mu p75SAP 
selectively eliminates the basal forebrain cholinergic neurons and by inference the cholinergic 
terminals in the cortex.  Rabbit IgG-SAP (Advanced Targeting Systems) provided the best 
control molecule for mu p75SAP. Rabbit IgG-SAP is of similar chemistry to mu p75SAP, but 
the cell-specific targeting toxin is replaced with a "blank" peptide that cannot target or eliminate 
cells. I injected mu p75SAP or the control molecule in M1 (Figure 2.3 A), using the stereotaxic 





suture is intersected perpendicularly by the sagittal suture), 1.5 mm lateral to bregma and 0.3 
mm depth from pia (Franklin and Paxinos, 2008). 
I confirmed the accurate placement of the injection needle within the selected stereotaxic 
coordinates in three mice injected with the neurotracer Cholera Toxin Subunit B recombinant - 
Alexa Fluor 488 (Figure 2.3 B). Fluorescent immunohistochemistry to detect vesicular 
glutamate transporter 2 (vGlut2) in coronal sections of the brain determined the boundaries 
between L2/3 and L5 (Tantirigama et al., 2014), for detailed immunohistochemical procedures 
see section 2.8.2. The injections coordinates were confirmed to be located in the motor cortex 







Figure 2.3 The neurotoxin or control molecule was injected in the primary motor cortex (M1) 
(A) Mu p75SAP or control molecule was injected in M1 (purple dot) using the stereotaxic coordinates  0.3 
mm, 1.5 mm lateral to bregma and 0.3 mm depth from pia (Franklin and Paxinos, 2008).  
(B) Image of fixed coronal section showing the injection site of the neurotracer Cholera Toxin Subunit B, 
recombinant-Alexa Fluor 488 (purple) into the right hemisphere motor cortex. The laminar boundaries 
between Layer 2/3 and Layer 5a of the motor cortex were determined based on vGlut2 (green) 






2.4 Surgical procedures 
2.4.1 p75SAP injection in the motor cortex to induce cholinergic lesion 
Mice were anaesthetised with isoflurane (1-5%, Provet). After anaesthesia was established, 
lopaine (4 mg/kg, Provet) was applied subcutaneously above the area where the incision was 
made. Carprieve (5 mg/kg, Provet) was given subcutaneously above the incision area. The skin 
of the head was cut, and a few drops of lopaine were placed on the exposed skull. After gently 
removing the periosteum and stemming any bleeding, one small hole was drilled according to 
the stereotaxic coordinates. A fine bore needle (Nanofil) attached to a Hamilton syringe 
containing mu p75SAP or control molecule (1.7 mg/ml, 0.3 µl total volume) was lowered into 
the hole to the required depth, and the contents of the needle released slowly (0.075 µl/minutes). 
The needle remained in place for a further 5 minutes before slow withdrawal over 2 minutes. 
The surgical incision was then closed with surgical sutures. Animals received postoperative 
analgesia carprieve (5 mg/kg, Provet) at the end of the surgery. 
2.4.2 Optical window preparation 
Mice underwent surgical anaesthesia with isoflurane (1-5%, Provet) for cranial window 
implantation surgery as described previously by Song et al. (2018). After anaesthesia was 
established, lopaine (4 mg/kg, Provet) was applied subcutaneously above the incision area. 
Carprieve (5 mg/kg, Provet) and then atropine (0.05mg/kg, Provet) were given subcutaneously 
before surgery. The skin of the head was cut, and a few drops of lopaine were placed on the 
exposed skull. After gently removing the periosteum and stemming any bleeding, the cranium 
was exposed, and the skull bone thinned using a dental drill. A tiny piece of black sterile plastic 
was placed over bregma, as a reference point for registration of mouse brain cortical areas 
according to the atlas (Franklin and Paxinos, 2008), see Methods section 2.7.2.3. All the exposed 





(Sun Medical Co). Then the metal head-frame was secured to the skull using dental cement 
(Carandini et al., 2015).  
Animals received the postoperative analgesic Temgesic (0.03 mg/kg, Provet), twice daily (with 
at least 6 hours between administrations), for two days after the surgery and carprieve (0.1 
mg/kg, Provet) once per day for four days after surgery. Some of these optical window 
preparations were performed by Daniil Potapov.  
2.4.3 Combined surgery of mu p75SAP injection and optical window preparation  
Mice underwent surgery, as described in section 2.4.2. After the skull was thinned using a dental 
drill, but before cement application, one small hole was drilled in the motor cortex, using the 
same stereotaxic coordinates as in section 2.4.1. A fine bore needle (Nanofil) attached to a 
Hamilton syringe containing mu p75SAP or control molecule was lowered into the hole to the 
required depth, and the contents of the needle slowly released, as in section 2.4.1. I left the 
needle in place for a further 5 minutes before slow withdrawal over 2 minutes. The hole was 
filled with 5% low melting point agarose (Cleaver Scientific Ltd) dissolved in artificial 
cerebrospinal fluid; 126 mM Sodium chloride (Sigma-Aldrich), 3 mM potassium chloride 
(Sigma-Aldrich), 1 mM monosodium dihydrogen orthophosphate  (Sigma-Aldrich), 26 mM 
sodium bicarbonate (Sigma-Aldrich), 2.4 mM calcium chloride (Fluka Analytical) and 1 mM 
magnesium chloride (Fluka Analytical). All of the exposed bone and the agarose were covered 
with a thin layer of dental cement (Sun Medical Co) and then a thin layer of clear nail polish. 
The metal head-frame was secured to the skull using dental cement. Animals received 
postoperative analgesia, as in section 2.4.2. These combined surgeries were a two-person task 





2.5 Behavioural experiments in freely moving mice 
2.5.1 Cylinder test 
I used the cylinder test to evaluate the ability of cholinergic lesioned mice to stand upright on 
their hind paws (rearings) and to test the symmetric use of their forelimbs. Mice were habituated 
to the test room the day before the experiment and then for 60 minutes on the day of testing, 
before the experimental session. Mice were placed into a cylinder glass container until they 
completed 20 rearings. The number of forelimb touches on the cylinder wall (with the left, right, 
or both forelimbs) and the time to complete 20 rearings were quantified. The asymmetry index 
(AI) was calculated as AI = (right forelimb contacts -1/2 both forelimbs contacts) / (right 
forelimb contacts + left forelimb contacts + both forelimbs contacts) (Jimenez-Martin et al., 
2015). 
2.5.2 Hanging wire tests  
I used the hanging wire test to assess muscular strength and motor coordination in cholinergic 
lesioned mice. I conducted the hanging wire tests as previously described (Aartsma-Rus and 
van Putten, 2014) with minor modifications. A 55 cm wide 2-mm thick metallic wire was 
secured to two vertical stands.  The wire was maintained 35 cm above a layer of bedding 
material to prevent injury to the animal if it were to fall. In order to execute the task correctly, 
mice needed to: (1) hang from the bar initially with the forelimbs, (2) pull up and hang with all 
four paws, (3) advance along the wire using the forelimbs and (4) reach the end of the wire 
(Figure 2.4). I evaluated the mice in the hanging wire test for a maximum time of 10 minutes. 
Mice were gently placed on the cable, allowing them to hold only with the forelimbs. I recorded 
the total hanging time without falling, the number of times the end of the wire was reached 






Figure 2.4 Sequential steps of the hanging test 
(1) Initial position on the wire, the mouse hangs from the wire by the forelimbs, (2) mouse performs a pull-up and 
hangs with the four paws, (3) the mouse advances along the wire using the forelimbs and (4) mouse reaches the 






2.5.3 Single pellet reaching task 
The single pellet reaching task was conducted to assess the effect of the chronic cholinergic 
lesion on motor skill learning. The behavioural task was implemented as previously described 
(Xu et al., 2009, Chen et al., 2014), with slight modifications. This test involves food restriction 
to a level that maintains 90% of initial body weight. I adjusted the amount of food (0.15g of 
pellet food per gram of mice body weight) to successfully keep the mice at ~ 90% (no less than 
85%) of body weight over 17 days.  
I used a custom-made, clear Plexiglas training chamber with the following dimensions; 20 cm 
tall, 15 cm deep, and 8.5 cm wide, measured from outside, with a Plexiglas thickness of 0.5 cm. 
The chamber contains two 0.5 cm wide and 13 cm tall slits in the front wall.   
To prevent dragging attempts where the mouse does not correctly reach, grasp and retrieve the 
pellet, I introduced some modifications to the training chamber. I designed a small gap between 
the hole where the pellet (millet seeds) is placed and the front wall of the chamber. When the 
mouse tried to drag a seed, without grabbing it correctly, the seed fell into the container hole 
preventing the mouse from retrieving it.  
On the first two days of food restriction mice were placed in the training chamber box and 
familiarised with the millet seeds (sterilised by UV exposure), which were positioned close to 
the slits so that mice could reach them with their tongue. Following habituation, mice began 
training and partook in one session of 20 trials or a maximum trial of 20 minutes (whichever 
was completed first) using the left forelimb for 14 consecutive days. Mice needed to reach 
through a small slit to grasp the seed with the left paw. Mice displayed three reach attempt 
types: fail, drop and success. A success was considered when the mouse reached, grasped, 





over total reach attempts. Mice were returned to their regular diet after completion of the 
reaching task, for five days before undergoing rotarod testing. 
2.5.4 Rotarod 
To further analyse the effect of the chronic cholinergic lesion on motor learning, mice were 
evaluated in several acrobatic locomotor tasks. Mice were tested on the accelerating rotarod 
consisting of four trials per day for four consecutive days (He et al., 2006). The rod, a mouse-
specific apparatus, model 47650 (Ugo Basile) accelerates from 5 to 40 rpm over 5 minutes and 
then remains at 40 rpm (revolutions per minutes) for an additional 5 minutes for each trial. I 
recorded the latency time to fall from the rod up to a maximum of 10 minutes.  
After accelerated rotarod training, a rocking protocol was introduced to provide pre-trained 
mice with a new motor learning experience. The rotation speed for the rocking rotarod was set 
to the maximum running speed of each mouse. Mice were initially tested in a fixed speed 
rotarod to determine the maximum speed that each mouse stayed on the rod for a maximum 
period of 60 s. I tested the mice on 12 trials at 8, 16, 24, 32 and 40 rpm. I recorded the maximum 
speed that mice can run, two times for 60 s apiece.  
In the rocking rotarod, the rod is programmed to alternate rotating forwards and backwards at 
a fixed speed and alternation frequency, and mice had to learn to turn and change their walking 
direction every time the rod changed direction (Heldermon et al., 2007, Roberts et al., 2012). I 
trained the mice on the rocking rotarod protocol for four days. Each mouse was placed to run 
at the maximum speed that they achieved on the fixed speed rotarod. I recorded the time to fall 





2.6 Behavioural experiments in head-fixed mice 
2.6.1 Water restriction and pre-training 
Mice used for the imaging experiments were pre-trained to tolerate head fixation and paw and 
whisker stimulation. Mice implanted with the head frame were water restricted 15 days after 
surgery.  Water restriction is seen as a great motivator in mice performing behavioural 
experiments and is far better tolerated than food restriction (Guo et al., 2014).  
Mice were head-fixed, and water only given immediately after the mouse was removed from 
the head fixed device. During this pre-training, water was administered manually, and mice 
drank as much as they wanted after the two training sessions per day, once in the morning and 
once in the afternoon. Mice typically consumed less than 1ml of water in each session. Pre-
training continued for up to 3 days until the mouse remained calm when head fixed and was 
ready for the imaging sessions. 
All mice undergoing water restriction were monitored daily for hydration, weight, ruffled fur, 
and normal behaviour. During water restriction, mouse body weight remained at no less than 
90% of the initial weight. 
2.6.2 Forepaw and whisker stimulation 
Forepaw stimulation was delivered using a Task Forcer lever device (O’Hara & Co). Mice were 
head-fixed for three days and habituated to hold the lever (pre-training) before the imaging 
session on day 4.  A vibration (stimulation) of the lever was produced by rapidly unlocking (2 
ms) and then locking the solenoids that control the lever. Lever vibrations were given with 30 
- 60 s inter-trial intervals, 25 trials per day. Some mice received a double forepaw stimulation 
at 2.5, 5 and 10 Hz. In control recordings the mouse was subjected to the same paradigm but 





head-fixed for a maximum of 25 minutes. Water was given immediately after each recording 
session. 
The following week, mice were pre-trained over 3 days to tolerate whisker stimulation while 
head fixed, before imaging on day 4. Multiple whiskers were stimulated simultaneously using 
a brief air puff (10 psi, 20ms) to the face delivered from a picospritzer (General Valve Co), via 
a 2 mm diameter metallic cannula placed approximately 1 cm in front of the right side of the 
face (Song et al., 2018); whiskers were not trimmed. Air puffs were given with 30 - 60 s inter-
trial interval, 25 trials per day. Each mouse was head-fixed for a maximum of 25 minutes. Water 
was given immediately after each recording session, as in the paw stimulation experiments. 
2.7 In vivo optical imaging 
2.7.1 Widefield fluorescence imaging  
I performed optical voltage imaging as previously described (Song et al., 2018, Akemann et al., 
2012, Carandini et al., 2015) with minor modifications. Image acquisition used a wide tandem 
lens epifluorescence macroscope (THT, Brainvision) equipped with a 1.0X objective (Leica) 
and two synchronised acA1920-155 µm cameras in global shutter mode (Basler AG) for dual-
channel fluorescence imaging. One camera recorded the donor molecule fluorescence, and the 
other camera recorded the acceptor fluorescence. Cameras were coupled to 0.63X lenses 
(Brainvison Inc).  
The recording optics included pass filters and beam splitters. mCitrine (donor fluorophore) was 
excited with a blue LED light, 200 – 500 lux, (pE2, Cool LED) passed through the emission 
filter (FF01-483/32-25, Brainvision Inc). The excitation light was diverted onto the cortex via 
a dichroic mirror (FF518-Di01, Brainvision Inc). A second dichroic mirror reflected the emitted 





(FF01-542/27, Brainvision Inc) and collected by a camera. The emitted fluorescence from 
mKate2 (acceptor fluorophore) was transmitted by the second dichroic mirror, passed through 
an emission filter (BLP01-594R-50, Brainvision Inc) and collected by the second camera. 
Camera acquisition times were aligned with a Master-8-cp pulse timer (A.M.P.I. Instruments) 
using a custom made MATLAB (MathWorks) script at the beginning of a batch of experiments. 
Figure 2.5 shows a diagram of the optical imaging setup.  
Image sequences were acquired at a frame rate of 100 Hz, at 1920 × 1200 pixel 12-bit resolution, 
9.5 ms exposure time. Image sequences of 2 s (200 frames) were recorded at 30-60 s intervals. 
I recorded a total of 25 trials per day per mouse in whisker and paw stimulation experiments. 
In all our experiments, the tactile stimulation was given to the animal 1000 ms after the 
excitation light was turned on (250 ms after the recording onset, Figure 2.6). Master-8-cp pulse 
timer synchronised camera activation, stimulus onset and excitation light and camera capture 
used a custom made MATLAB (MathWorks) script. Feed-back from the cameras (frame rate 
and frame grab time) was recorded at 10 kHz using a Low-Noise data acquisition System, 
Digidata 1550B (Axon Instruments, Molecular Devices) controlled by pClamp10 (Molecular 
Devices). Activation of either the Picospritzer for air-puff delivery or lever vibration used the 
Master-8-cp with confirmation of the stimulus time also recorded alongside the camera feed 
information by pClamp10. The stimulus times ensured that the imaging frames aligned with the 
stimulation and behavioural events (Figure 2.7 steps 5 and 6).  
An independent acA1920-155um (Basler ace) camera coupled to a TS1214-MP F1.4 Lens 
(Kowa) also visualised mouse movement (section 2.7.3). The behavioural camera was 
synchronised with the cameras that recorded the donor and the acceptor fluorescence at 100Hz 








Figure 2.5 Principal components of the widefield fluorescence imaging setup used to record the donor and 
acceptor molecules fluorescence and mouse behaviour.  
Fluorescence of VSFP-Butterfly is excited with 483 ± 32 nm light and recorded at two wavelength bands, 











Figure 2.6 Widefield fluorescence imaging protocol diagram 
Images of the donor and acceptor fluorescence were taken for 2000 ms (100Hz). 25 dark frames were first recorded 
for subtraction purposes in the pre-processing analysis scripts. The sensory stimulation was given 1250 ms after 
the recording onset. Frames 30 to 120 provided the fluorescence baseline values (F0) for image processing, for the 






2.7.2 Voltage signal analysis 
2.7.2.1 Pre-processing of the images and voltage signals calculation 
The initial voltage imaging signal pre-processing analysis was performed using a MATLAB 
script provided by Professor Thomas Knopfel, Imperial College of London (Song et al., 
2018, Akemann et al., 2012, Carandini et al., 2015). Figure 2.7 shows the main steps for 
imaging data analysis. Donor and acceptor image sequences were first binned (factor 4) by 
averaging 16 pixels (4 x 4), resulting in 480 x 300 pixels images (pixel size 14.55 µm) (Figure 
2.7 step 1). The area outside the visible right hemisphere was masked out (Figure 2.7 step 2 
and Figure 2.8 a). Donor and acceptor fluorescence intensities were normalised on a pixel 
basis by the average of the pre-stimulus sequence (frame 30 to 120) after subtracting the 
camera offset (dark frames 1 to 25, Figure 2.7 step 3).  
The pre-processing script then equalises the fluorescence intensity of donor and acceptor by 
rescaling them to each other based upon their relative amplitudes obtained from a fast Fourier 
transform of the data where heartbeat rate is the dominant frequency (Figure 2.6 step 
3)(Akemann et al., 2012).  The scripts perform the equalisation to every pixel of the donor 
and acceptor image sequence to equalise their amplitude. This step is critical for subsequent 
unbiased dividing of the signals to generate a ratio of acceptor to donor fluorescence, 
previously shown to represent changes in membrane voltage (Akemann et al., 2012). Voltage 
signals were calculated as the acceptor to donor ratio (R) also on a pixel-by-pixel basis, 
resulting in ratiometric sequences for each pixel in each frame, as ΔR/R = (R-R0)/R0 (Figure 
2.6 step 4). R0 is the value of R averaged over 90 images preceding the stimulus (frames 30 
to 120, 900 ms). The term voltage signals was used throughout the thesis to refer to the 
ratiometric responses (ΔR/R). Results are reported as a percent change in ratiometric activity 





After obtaining the donor, acceptor, and ratiometric signals in pixel basis using the 
MATLAB script provided by Professor Thomas Knopfel, we analysed the voltage signals 












Figure 2.7 Representative diagram of the main steps for processing imaging data 
Data was processed using the MATLAB scripts. The main processing steps are numbered in blue, a 
short description in red and the outcome of the scripts in black.  
The scripts used for the thesis were: 
- bin_dir_satar.m (step 1)* 
- make_mask.m (step 2)* 
- Preprocessing.m (steps 3 - 4)* 
- lever_only.m (step 5)** 
- seeds_ratio.m (steps 6 - 9)** 
- movement_detect.m (step 10)** 
- area_ratio_data.m (steps 11 - 12)** 
- stim_analysis.m (steps 15 - 16)** 
- band_comb.m (step 17-19)** 
- cortex_std.m (step 20)** 
*Provided by Professor Thomas Knopfel, Imperial College of London. **Programmed by Mr Daniil 







2.7.2.2 Removal of blood vessels 
Prominent blood vessels appeared as dark vessels against the bright fluorescence of the 
expressed VSFP. Pixels corresponding to the vessels were removed (Figure 2.7 step 7 and 
Figure 2.8 b) by binarising a raw donor frame and excluding the dark, non-fluorescent zones 
of the images (superficial blood vessels and minor imperfections on the cranial window) 
based on a threshold value determined by visual examination. Pixels that correspond to blood 







Figure 2.8 Stepwise removal of areas for image analysis 
a. First, the area outside the visible right hemisphere was masked out of each frame in a sequence 
(black area) 
b. Then the pixels corresponding to the dark blood vessels were excluded from the imaging (black 
area) 
c. The cortical areas boundaries, using the mouse brain atlas (Franklin and Paxinos, 2008) as 
reference, were overlapped on the images for each mouse using its own bregma (red dot) and 
the interhemispheric fissure as reference. Primary motor cortex (blue), secondary motor cortex 
(orange), forelimb area of the sensory cortex (green), hindlimb area of the sensory cortex 
(yellow) and barrel field area (pink) 







2.7.2.3 Cortical area registrations for each mouse using the Franklin and Paxinos mouse 
brain atlas 
We defined the cortical regions corresponding to S1 (forelimb, hindlimb, shoulder and barrel 
field areas), M1 and M2 (Figure 2.7 step 8 and Figure 2.8 c) based on the mouse brain atlas, 
“The Mouse Brain in Stereotaxic Coordinates” (Franklin and Paxinos, 2008). Then, a colour 
coded cortical surface map was generated with the atlas coordinates registered to bregma 
and the interhemispheric suture for each mouse. We aligned the cortical map to the recorded 
brain images using bregma and the interhemispheric fissure as reference. We generated 
spatially average voltage signal (ΔR/R) for all the pixels within each anatomically registered 
area of the cortex, frame by frame, for every imaging sequence trial (Figure 2.7 step 9 and 
12). Voltage signals were averaged across trials, stimulus conditions, and experimental 
groups.  
2.7.2.4 Calculation of the amplitude and temporal parameters of the voltage signals for 
single stimulation experiments  
The spatially averaged voltage signals for each area of the cortex were analysed to detect the 
peak of the sensory-evoked responses. We identified and measured the peak amplitude of 
the depolarising response as the maximum local response (20 – 100 ms after the stimulus 
onset) relative to baseline (average of 10 frames, 100 ms before the stimulation onset). Trials 
with a maximum stimulation response amplitude less than two times the standard deviation of 
the baseline (10 frames before the stimulation) were excluded (Figure 2.7 step 15). The 
amplitude of the hyperpolarising response was measured as the minimum voltage detected 
(from the maximum depolarisation response to 300 ms after the stimulus onset) calculated 





the stimulation onset relative to baseline, because the maximum hyperpolarisation in 
cholinergic lesioned mice occurred at 180 ms (see Chapter 5, Figure 5.2).  
We computed the temporal parameters of the sensory-evoked voltage responses as follows: 
onset (time to reach 10% of the maximum response), rise (time to reach 50% of the maximum 
response), peak (time to reach the maximum response) and decay (time to reach 50% of the 















Figure 2.9 Temporal parameters of the sensory-evoked voltage responses  
Onset (green line, time to reach 10% of the maximum response), rise (blue line, time to reach 50% of the maximum 
response), peak (red line, time to reach the maximum response), decay (purple line, time to reach 50% of the 






2.7.2.5 Calculation of the amplitude of the voltage signals in double stimulation 
experiments  
For double stimulation experiments, I measured the amplitude of the depolarising response 
as the maximum response (20 – 100 ms after each stimulus onset) relative to baseline (10 
frames, 100 ms before the first stimulation, Figure 2.10 A). I also calculated, the amplitude 
of the depolarising response for each stimulation relative to the signal preceding each 
stimulation (Figure 2.11 B; Borden et al., 2017). I then calculated the peak depolarisation ratio 
as the second evoked depolarisation amplitude divided by the first evoked depolarisation 
amplitude, in order to evaluate the relative adaptation, or depression of the signal (Borden et 
al., 2017). 
As an alternative measure that takes into account changes after the first stimulation, I also 
subtracted the traces for the double stimulation from the single stimulation mean trace (Lefort 
and Petersen, 2017). Then I calculated the amplitude of the resulting waveform corresponding 
to the second stimulation relative to the baseline (10 frames before the second stimulation) at 
the three different stimulation frequencies (Figure 2.10 C). I calculated the paired stimulation 
ratio as the ratio between the amplitude of the second peak obtained from the subtracted trace 











Figure 2.10 Methods to calculate sensory-evoked response amplitude in double stimulation experiments 
(A) Amplitude for the first sensory-evoked depolarisation peak (red) was calculated as the difference between 
the maximum membrane voltage (ΔR/R) and the membrane voltage one frame before the first stimulation 
onset (red dashed line). The amplitude for the second peak (green) was calculated as the difference 
between the membrane voltage and the membrane voltage one frame before the second stimulation onset 
(green dashed line).  
(B) Amplitude for the first sensory-evoked depolarisation peak (red) was calculated as the difference between 
the maximum membrane voltage and the average membrane voltage ten frames before the first 
stimulation onset (red dashed line). The amplitude for the second peak (green) was calculated as the 
difference between the maximum membrane voltage and the average membrane voltage ten frames before 
the first stimulation onset (red dashed line).  
(C) Amplitude for the first sensory-evoked depolarisation peak (red) was calculated as the difference between 
the maximum membrane voltage and the average membrane voltage ten frames before the first 
stimulation onset (red dashed line). Then, individual traces of the double stimulation condition (blue 
trace) were subtracted by the mean trace from the single stimulation experiments (blue dashed trace).  
The amplitude of the second peak was calculated as the difference between the maximum membrane 
voltage of the resulting trace (black) and the average membrane voltage ten frames before the stimulation 
in the subtracted trace.  







2.7.2.6 Spatial representation of the voltage signals across the cortex, voltage maps 
We also generated voltage colour-coded maps by averaging all trials from all animals, frame 
by frame, on a pixel basis. We subtracted the membrane voltage (ΔR/R) matrix on a pixel 
basis from the baseline (average ΔR/R across ten frames, 100 ms before the stimulation, on 
pixel basis), ΔR = ΔR/R - ΔR/Rbaseline. ΔR for each pixel in the frame was then averaged with 
the corresponding pixels in other trials after aligning the images using bregma and the 
interhemispheric fissure as reference (Figure 2.7 step 17). The average membrane voltage 
(ΔR/Raligned) matrix was then plotted frame by frame, and the values scaled to colour code to 
generate the colour-coded dynamic maps (Figure 2.7 step 18).  
2.7.2.7 Spatio-temporal representations of the voltage signals, across a cortical 
rectangular band, ROI  
To gain a better perspective of the nature of the spatial maps across the sensorimotor areas we 
incorporated a time dimension to the analysis using an X-T plot, created by analysing 
longitudinal sections of the cortex over time (Figure 2.7 step 19). We took a rectangular “band” 
or region of interest (ROI), 25 pixels ≈ 0.36 mm wide across the cortical areas in relation to the 
initiation site of the sensory-evoked signal. The band ROI was orientated at 45o respective to 
the middle line to allow simultaneous analysis of the voltage signals as they propagate in time 
and space over the sensory and motor cortical areas. The ROI was placed by visual examination 
of the voltage map at 50 ms when the centre of the maximum depolarising signal was placed 
within the centre of the ROI width. In control non-stimulation trials, the centre of the ROI was 
positioned similarly over the forelimb area or the barrel field of S1.  
We spatially averaged the ΔR/R for 25 x 5 pixels within the band ROI. The average ΔR/R for 





all the trials of all animals after individual alignment using bregma and the interhemispheric 
fissure (as above, Figure 2.7 step 19).  
2.7.2.8 Calculation of the percentage of depolarised and hyperpolarised pixels within 
cortical areas 
X-T plots examination restricts the analysis to a narrow area of the cortex and averages different 
mice using bregma and the interhemispheric fissure as the reference for alignment. However 
since sensory stimulation might also evoke responses outside the ROI area, we also calculated 
the number of pixels per area of the cortex, delimited by the mouse brain atlas (Franklin and 
Paxinos, 2008), that responded with either depolarisation or hyperpolarisation following 
sensory stimulation (Figure 2.7 step 20). A pixel was depolarised when the amplitude of the 
voltage signal (ΔR/R) within the pixel was above 2SD of that pixel’s baseline signal (100 ms 
before the stimulation) and hyperpolarised when its voltage signal amplitude was lower than 
2SD of the baseline.  
2.7.3 Selection of trials based on mice behaviour movement and no movement 
Mice were head-fixed as described in section 2.6 during the recording sessions. The head 
remained motionless during each session; however, movement-related artefacts of the brain can 
occur even when the head is fixed, as the brain moves inside the skull, more often in the z 
dimension. I, therefore, separated trials with movement and without using the recorded 
behaviour of the animal (behavioural camera, Figure 2.5).  
To detect movement on the trials, I calculated the absolute intensity difference between each 
pixel in the frame captured when the stimulation was given (puff or vibration) compared with 
the corresponding pixels in the other frames, ten frames before the stimulation and 60 frames 





movement) were obtained by placing a stationary fabric mouse in the head holder (instead of a 
real mouse) and the absolute intensity difference between the frames calculated as described 
above. This method allowed me to classify that a pixel had changed compared to the stimulation 
frame when the difference was higher than the change between baseline and of the stationary 
fabric mouse. Figure 2.11 A shows the pixels that change in four representative frames 
compared to the stimulation frame for a living mouse that moved.   
Then, I calculated the percentage of pixels per frame with intensity differences (compared to 
the stimulation frame) that were higher than the baseline intensity changes.  Empirically, 0.5% 
of changed pixels separated significant visible movement from little to no visible movement 
(Figure 2.11 B), by visually examining 75 trials from 3 mice independently and classifying each 
frame (200 frames) of the behavioural video into movement or no movement. Then I compared 
these visual inspections with the calculated values of the percentage of pixels that change per 
frame (Figure 2.7 step 10) arriving at a value of 0.5% when body movement did not occur. Any 






Figure 2.11 Mouse movement detection using a pixel-based threshold method. 
(A) Shows cropped frames of the head-fixed mouse (for ease of display) with red pixels marked where pixel 
intensity changed above the baseline (no mouse), frame by frame. I used 0.5% as an empirically 
determined value to separate significant visible movement from little to no visible movement; note the 
higher number of red pixels at 1% where the mouse moved its right hind paw. 
(B) Shows frame by frame the percentage of pixels that change throughout the trial; excluded trials showed 
pixel changes greater than 0.5% threshold (red trace). Note the small, slow increase and decrease in the 
number of pixels on a time scale consistent with breathing in the included trial (blue trace). I used trials 
where pixel changes were < 0.5% (dashed line) for the period -100 ms to +600 ms of recording; 






2.8 Anatomical methods  
2.8.1 Perfusion and fixed tissue preparation 
At the end of the experiments, animals were euthanised using anaesthesia overdoses of 
ketamine (150 mg/kg, Provet) and domitor (2mg/kg, Provet) and perfused with 4% 
paraformaldehyde (Sigma-Aldrich), ~ 5 ml/minutes flow. Mrs Kay Potapov perfused some of 
the mice in this study. The brain was removed, post-fixed in 4% paraformaldehyde overnight 
and cryoprotected in 30% sucrose in deionised water for at least another 48 hours.  
I cut 30 µm thick sections in the coronal plane on the cooled (dry ice) sledge microtome (Leica 
SM2400, Germany), and collected sequential sets of sections. Once the specimen stage was 
cold, a small mound was made with PBS (Phosphate buffered saline tablet, Sigma-Aldrich). 
Slices were cut by sliding the specimen stage under the knife and were transferred using a small 
brush to a 24 well plate containing PBS. PBS was replaced with antifreeze solution (Sucrose 
20% (BioFroxx), ethylene glycol 40% (Sigma-Aldrich) in 250 ml PBS) and stored at -20°C.  
2.8.2 Immunohistochemistry  
I performed immunohistochemical staining to label p75 neurotrophin receptor (p75NTR) 
immunoreactive neurons in the motor cortex using a primary antibody to target p75NRT, to 
accurately label p75NRT that is expressed by the cholinergic fibres projecting from the basal 
forebrain. Accurate placement of the injection needle containing the neurotracer Cholera Toxin 
Subunit B, recombinant-Alexa Fluor 488 (Synaptic Systems) used post-hoc 
immunohistochemistry (Franklin and Paxinos, 2008) of slices in three mice using a primary 
antibody against vGlut to determine the boundaries between L2/3 and L5 in M1 (Tantirigama 





Slices were washed in PBS for ten minutes and permeabilised in 0.2% Triton X-100 (Sigma-
Aldrich) twice for ten minutes at room temperature on a rocking platform (speed 15 -20 rpm, 
VSR-50 Lab Plus Series, PRO Scientific Inc., USA). After washing and permeabilisation, slices 
were blocked with 5 % goat serum in PBS (Life Technologies) and incubated at room 
temperature overnight in primary antibodies against vGlut2 (rabbit, 135405, Synaptic Systems; 
1:500 concentration) and mu p75NRT (rabbit polyclonal, Advanced Targeting Systems, 
1:1000). After overnight incubation, the slices were rinsed two times in 0.2% Triton X-100 in 
PBS, then blocked with 1% goat serum in PBS  and incubated with secondary antibody, goat 
anti-rabbit IgG (AlexaFluor 555-conjugated antibody, Life Technologies, 1:500 concentration), 
for 4 hours at room temperature. After secondary antibody incubation, brain slices were washed 
in PBS three times. Slices mounted on glass slides were allowed to air-dry, and then 
coverslipped with Vectashield mounting medium for fluorescence (H-1000, Vector). 
2.8.3 Acetylcholinesterase staining  
As an alternative measure of cholinergic fibres, I used acetylcholinesterase histochemistry with 
silver nitrate intensification (Kwakowsky et al., 2016). I incubated brain slices in sodium acetate 
buffered (0.1 M; pH 6, Sigma Aldrich) acetylthiocholine iodide (0.05%, Sigma Aldrich), 
sodium citrate (0.1 M, Sigma Aldrich), copper sulphate (0.03 M, Sigma Aldrich), and potassium 
ferricyanide solution (5 mM, Fulka). I incubated with ammonium sulphide (1%, Sigma Aldrich) 
and then silver nitrate (1%, Sigma Aldrich), then slices were mounted on glass slides, briefly 
air-dried, and coverslipped with slide mounting medium for histology (Sigma-Aldrich). 
2.8.4 Cholinergic fibre quantification  
All images of immunohistochemistry p75NRT stained brain slices used a Confocal microscope 
(NikonA1R), 512 x 512 pixels, 0.61 μm/pixel, 543 nm laser excitation 525 ± 50 emission, and 





microscope, 1280 x 1024 pixels, and 0.32 μm/pixel. Microscope parameters were kept 
consistent amongst all sections analysed.  
The analysis of acetylcholinesterase and p75NRT cholinergic positive fibre used images taken 
in M1, M2 and S1 using the “The Mouse Brain in Stereotaxic Coordinates” (Franklin and 
Paxinos, 2008) to localise the cortical areas. I analysed ten cortical sections with rostral-caudal 
intervals of 150 μm (every 5th slice), in each animal (Figure 2.12), from ~ 0.10 mm posterior to 
bregma to ~ 1.42 mm anterior to bregma (Franklin and Paxinos, 2008).  
I performed the cholinergic fibre quantification for acetylcholinesterase and p75NRT staining 
as previously described (Koszegi et al., 2011), setting a grey-scale threshold to measure the area 
of p75NRT or cholinesterase positive fibres (the area covered by positive cholinergic fibres) 
using Image J software. Cortical projections from the basal forebrain occur independently 
within each hemisphere, so the contralateral, non-lesioned side of the brain served as a within-
subject control for each mouse. Thus, cholinergic fibre reduction on the lesioned side was 
calculated as a percentage difference between the area of fibres detected on the lesioned and 






Figure 2.12 Image acquisition for p75NRT immunohistochemistry and acetylcholinesterase histology. 
Ten cortical slices were analysed with intervals of 150 μm, from ~ 1.42 mm anterior to bregma (left) to ~ 0.10 mm 
posterior to bregma (right) (Franklin and Paxinos, 2008). One image at high resolution 40X at the approximate 
positions of the green squares was taken in the primary motor (M1) secondary motor (M2) and primary sensory 







Normal distribution for all the datasets was determined using a D'Agostino & Pearson normality 
test. Data that did not pass the normality test or where the N was too small used non-parametric 
statistic tests. Group data was averaged and reported as means ± SEM, for normal distribution 
of the data, and reported as median ± 95%CI for non-parametric data. For two-group 
comparisons, normal data was analysed using a t-test and non- parametric data with a Mann 
Whitney test. One-way ANOVA and Tukey’s post hoc test were used for pair-wise statistical 
comparisons between three or more groups for parametric data, and Kruskal-Wallis test and 
Dunn's multiple comparisons for non-parametric data. For comparisons of multiple parameters 
between groups, I used a two-way ANOVA followed by Tukey's multiple comparisons test. 
Wilcoxon Signed-Rank Test compared a group with a theoretical value. All live imaging data 
were processed using MATLAB (R2018a) and Microsoft Excel (Professional Plus). Statistical 






3 Chapter 3: Visualising population voltage responses of cortical L2/3 during sensory 
stimulation in awake mice 
3.1 Aims 
- To record specific voltage responses from L2/3 cortical pyramidal neurons evoked by 
sensory stimulation to the paw and whiskers in awake mice. 
- To evaluate how sensory stimulation to the paw and whiskers leads to distinct cortical 
L2/3 voltage response maps. 
- To evaluate how pairs of sensory stimulations to the paw influences cortical L2/3 
voltage responses. 
3.2 Introduction 
Determining the cortical spatiotemporal dynamics of sensory responses is essential to 
understand how sensory information is processed and how it drives motor responses or modifies 
other behaviours (Petersen et al., 2003). The rodent barrel field of S1 has been widely studied 
as a model system using classical electrophysiology techniques as well as imaging approaches 
to address this question (Severson et al., 2019, Petersen et al., 2003, Gollnick et al., 2016, 
Takahashi et al., 2016, Bernal Sierra et al., 2018, Mutoh et al., 2015, Song et al., 2018). The 
barrel cortex is particularly useful for studying cortical sensory maps because each whisker on 
the snout is represented by a spatially restricted cortical area called a L4 barrel (Petersen et al., 
2003).  
Mice use their paws to obtain tactile information, similarly to humans (Severson et al., 2019). 
Low-threshold mechanoreceptors in the skin of the rodent’s paws that are homologous in 
rodents and primates detect touch (Milenkovic et al., 2014). The forelimb area of S1 processes 





cortical areas, such as M1, M2 and the secondary sensory cortex are also involved and are 
thought to modulate sensory processing (Zagha et al., 2013, Manita et al., 2015, Brett-Green et 
al., 2004). 
Synaptic connections between brain motor and sensory areas are critical for the coordination of 
information that enables sensation and perception (Manita et al., 2015). Our understanding of 
the specificity and timing of these connections, even during the awareness of a pure sensation, 
is limited. It has been suggested that the excitatory neuronal network of L2/3 is responsible for 
wave propagation of sensory signals to other areas of the cortex, such as the motor and premotor 
areas (Aronoff et al., 2010, Manita et al., 2015). Therefore, L2/3 is an attractive candidate to 
study cortical connectivity during sensory processing in the cortex.  
Much of the early work that examined L2/3 connectivity across barrel fields was carried out 
using voltage indicators or electrophysiology under anaesthesia (Petersen et al., 2003, Petersen 
and Sakmann, 2001), but to best understand the cortical signals during perception we need to 
record brain signals in awake animals. Indeed a number of labs have pioneered head-fixed 
preparations  to enable recording from neurons while an animal is awake and behaving 
(Micallef et al., 2017, Borden et al., 2017, Song et al., 2018, Chen et al., 2013, Ferezou et al., 
2007, Crochet and Petersen, 2006).  
Although synthetic voltage-sensitive dyes have been used effectively to study cortical 
connectivity (Ferezou et al., 2007, Petersen et al., 2003, Manita et al., 2015), they cannot be 
targeted to a specific neuronal population, and they also suffer from several drawbacks in terms 
of toxicity and propensity for bleaching (Miller et al., 2012). Furthermore, voltage-sensitive 
dye application requires an open craniotomy not easily adapted for chronic recordings (but see 
Roome and Kuhn, 2018). In this study we took advantage of the genetically encoded voltage 





al., 2015, Madisen et al., 2015) and used a through skull imaging approach (Akemann et al., 
2012), avoiding the need for a craniotomy and glass cranial window, and allowing imaging of 
the same mouse cortical areas over days and weeks. This Chapter aims to validate the responses 
of L2/3 cortical neuron populations in mice as they process a brief tactile stimulation to the 
forepaw and a light air puff to the whiskers. Our work builds upon the earlier published work 
of Song et al. (2018) using a similar GEVI expressed in all cortical pyramidal neurons to record 
whisker responses through the skull in S1 barrel field; here we extend the work to include 
sensory-motor cortical L2/3 signals evoked using a light stimulation to the paw. We also show 
how a pair of stimuli to the forepaw, closely spaced in time, can yield valuable information 
about cortical responses during a phenomenon called frequency dependent sensory adaptation 
(Kuravi and Vogels, 2018, Martin-Cortecero and Nunez, 2014). Critically, validation of our 
methodologies here predicated the use of our through skull imaging approach to evaluate how 
a chronic cholinergic lesion influences sensory motor cortical L2/3 pyramidal neuron 







3.3.1 Depolarisation of L2/3 cortical neurons is specifically initiated and localised within 
distinct areas of the sensory cortex during whisker and paw stimulation 
The membrane voltage, recorded from L2/3 pyramidal neurons expressing the GEVI, VSFP 
Butterfly 1.2 in the contralateral hemisphere during forepaw and whisker stimulation, was 
calculated as the ratio (ratiometric response) between fluorescence of the donor and the acceptor 
molecules (Methods section 2.7.2.1). Cortical areas were mapped according to “The Mouse 
Brain in Stereotaxic Coordinates” (Franklin and Paxinos, 2008) relative to bregma and aligned 
to the midline of the brain (Methods section 2.7.2.3; Figure 3.1 A).  The changes in membrane 
voltage in response to paw and whiskers stimulation in the same mouse shows that light 
vibration of the paw depolarises L2/3 pyramidal neurons in the forelimb area of S1 (Figure 3.1 
B-i), whereas an air puff directed to the whiskers evoked a depolarisation in the barrel field area 
of S1 (Figure 3.1 C-i). The depolarising responses (ratiometric responses) within the forelimb 
area and the barrel field after paw and whisker stimulation, respectively, are represented by 
simultaneous increases in the acceptor and decreases in the donor fluorescence (Figure 3.1 B-
ii and C-ii), confirming that the membrane voltage of the L2/3 pyramidal neurons is 
depolarising (Akemann et al., 2012). These results indicate that both paw and whisker 
stimulation evoked depolarisation of L2/3 cortical neurons that is specifically initiated within 
distinct areas of the sensory cortex that match with the anatomical areas defined by the mouse 
brain atlas (Franklin and Paxinos, 2008). 
The same experiments, using non-triple transgenic mice that did not express VSFP, showed no 
changes in the ratiometric responses after the stimulation (Appendix 1, Figure 8.1). These 
results indicated that both paw and whisker stimulation evoked fast depolarisation of L2/3 








Figure 3.1 Distinct sensory voltage maps and temporal voltage responses following paw and whisker 
stimulation 
(A) Through skull cranial window with mapped areas according to “The Mouse Brain in Stereotaxic 
Coordinates” (Franklin and Paxinos, 2008), relative to bregma. (M1, Primary motor cortex; M2, 
secondary motor cortex; S1HL Hindlimb area of the primary sensory cortex; S1FL Forelimb area of 
the primary sensory cortex, S1BF Barrel field of the primary sensory cortex). Bregma indicated with 
a red dot. Scale bar = 1 mm. 
(B) i- Sensory voltage maps from the same mouse whose cranial window is shown in A following forepaw 
stimulation. Map is shown 60 ms after the stimulation. Note the depolarisation, red, in the S1FL. Note 
the outline of the blood vessels that were excluded from the analysis (dark blue). N = 10 trials. 
ii- Voltage responses (spatially averaged traces within the S1FL) from the same trials showed as ΔR/R 
ratiometric traces (grey traces). Donor (green traces) and acceptor (purple traces) fluorescence traces 
(ΔF/F). Vertical dashed line indicates stimulation onset. Data shown as mean ± SEM 
(C) i- Same mouse as shown in A and B but sensory voltage maps following an air puff directed towards 
the whiskers. Note the depolarisation (red), in the S1BF. N = 9 trials 
ii- Voltage fluorescence traces (spatially averaged traces within the S1BF) are shown as in (B). 
Note that the donor and acceptor response amplitudes respectively decrease and increase simultaneously 






Importantly, control trials with no sensory stimulation produced no changes in the ratiometric 
responses in the L2/3 pyramidal neuron membrane voltage either in the S1 barrel field or the 
forelimb area of S1 (Figure 3.2). Donor and acceptor response amplitudes decrease and increase 
in the same way, so that dividing the donor and acceptor signals leads to no net response. This 
result provided additional specificity as to the nature of the sensory-evoked changes in Butterfly 








Figure 3.2 Control trials with no stimulation produced no changes in the L2/3 pyramidal neurons membrane 
voltage 
(A) Through skull cranial window with mapped areas according to “The Mouse Brain in Stereotaxic 
Coordinates” (Franklin and Paxinos, 2008) relative to bregma. (M1, Primary motor cortex; M2, 
secondary motor cortex; S1HL Hindlimb area of the primary sensory cortex; S1FL Forelimb area of 
the primary sensory cortex, S1BF Barrel field of the primary sensory cortex). Bregma indicated with 
a red dot. Scale bar = 1 mm. 
(B) i- Sensory voltage maps from the same mouse whose cranial window is shown in A, trials where 
sensory stimulation was not given to the mouse. N = 17 trials. 
ii- Voltage fluorescence traces (spatially averaged traces within the S1FL) from the same trials, ΔR/R 
ratiometric trace shown as mean ± SEM (grey traces), ΔF/F responses, lower, shown as mean ± SEM 
for donor (green traces) and acceptor (purple traces). Note the sinusoidal modulation of the donor and 
acceptor signals by heartbeat pulsatile blood flow, peak approximately 80 – 100 ms, 12 Hz, 600 – 700 
beats per minute, within the range determined from electrocardiography monitoring (Ho et al., 2011), 






3.3.2 Stepwise refinement of valid trials with sensory voltage signals  
To confirm the consistency of the sensory-evoked paw and whisker responses across different 
mice, and to validate our cortical map registration methodology (Methods section 2.7.2.3) we 
averaged the voltage responses from anatomically registered areas of the cortex of different 
mice (Figure 3.3 A). Mice (n = 6) performed 25 stimulation trials across days (Methods section 
2.6.2) giving a total of 150 trials of whiskers stimulation and 150 trials of paw stimulation. 
During paw stimulation, visual inspection of the behavioural video identified that mice were 
not holding the stimulation lever in 39 of the 150 trials, so those trials were excluded. In the 
whiskers stimulation experiments, we excluded 2 of the 150 trials because the mouse held the 
air puffer with its forelimb. I also used visual inspection of the behavioural videos to determine 
a threshold basis for movement detection (explained in Methods section 2.7.3, Figure 2.11) so 
that we could also separate the trials where mice moved during the sensory stimulation and 
where they remained still.  
Trials where mouse movement was detected between 100 ms before, and 300 ms after 
stimulation were separated in order to only include sensory-related cortical responses and avoid 
the complication of body movement and sensation. After separating the trials where movement 
occurred, the shape of the sensory-evoked signals became more homogeneous (Figure 3.3 B). 
This method removed the trials where the signal exhibited two or more peaks of depolarisation 
after the stimulation. Thus sensory stimulation alone evoked a single depolarising peak, and 
any additional depolarisation was likely related to body movement. Separation of the trials to 
those with and without movement in this way allowed us to separate a sensory response (no 
movement), from a sensory and motor response (movement). This was particularly important 
as the training protocol had taught the animals to remain still during recording and thus any 
movement was entirely voluntary. The sensorimotor signals where we detected small 





As is customary in the field, we then applied a filter to remove signals that were not statistically 
greater than baseline noise. Trials with a maximum sensory-evoked response amplitude lower 
than two times the standard deviation (2SD) of the baseline (10 frames before the stimulation) 
were excluded (Methods section 2.7.2.4; Figure 3.3 C). This left 60 non-movement paw 
stimulation trials (from 6 animals) and 43 non-movement whiskers stimulation trials (from 5 
animals). These trials were used to calculate the amplitude and the temporal and spatial features 
of the paw and whisker sensory-evoked responses, taken as an average of all the pixels in each 












Figure 3.3 Stepwise trial selection based on no movement / movement and signal amplitude above noise 
(A) Ratiometric responses (ΔR/R) after paw and whisker stimulation in the forelimb area and the barrel field 
of the sensory cortex, respectively. Single traces are shown in grey, and the average is shown in black. 
The red arrowhead indicates the time of stimulation onset. 
(B) Trials, where mice moved above the predefined movement threshold (see Methods section 2.7.3), were 
initially excluded from the analysis.  
(C) A second refinement retained all trials with a peak amplitude >2SD of the baseline (SD calculated from 
data collected 10 frames (100 ms) before the stimulation), leaving 60/63 valid paw stimulation trials and 






3.3.3 Time course of spatially averaged voltage signals after paw and whisker 
stimulation 
After trial selection for no movement, the ratiometric traces from pixels within anatomically 
registered areas (Methods section 2.7.2.3) from different mice after sensory paw and whisker 
stimulation were generated (Figure 3.4 A). The maximum amplitude of the voltage responses 
was similar in the forelimb area and the barrel field after paw and whisker stimulation, 
respectively (Unpaired t-test, t (101) = 1.021 p = 0.3097; Figure 3.4 B-i). However, the temporal 
dynamics of the response were different after paw and whisker stimulation (Two way repeated 
measurements ANOVA, Interaction F (3, 303) = 7.263, p = 0.0001, time factor F (3, 303) = 326.4, p 
< 0.0001, groups F (1, 101) = 10.96, p = 0.0013; Figure 3.4 B-ii). The time to the onset, peak and 
rise of the depolarisation peak after paw and whisker stimulation were similar (Sidak's multiple 
comparisons test, p ≥ 0.05). However, the decay time of the signal was significantly longer after 
paw stimulation compared with after whisker stimulation (Sidak's multiple comparisons test, p 
< 0.0001). The membrane voltage following paw stimulation slowly hyperpolarised beyond ~ 
110 ms; whereas after whisker stimulation the membrane voltage remained slightly depolarised 







Figure 3.4 Distinct voltage responses from the forelimb area and the barrel field following forepaw and 
whisker stimulation 
(A) Combined sensory voltage responses across mice in the forelimb area and the barrel field in response to 
paw and whisker stimulation, respectively. Paw stimulation: N = 60 trials, 6 mice. Whisker stimulation: 
N = 43 trials, 5 mice. Vertical dashed line indicates stimulation onset. ΔR/R for ratiometric trace. Data 
shown as mean ± SEM. 
(B) Amplitude and temporal characteristics of the sensory voltage signal responses following paw and 
whisker stimulation.  
(i) Amplitude of the maximum response following the sensory stimulus Unpaired t test, t (101) = 1.021 
p = 0.3097. Mean ± SEM.  
(ii) Temporal parameters of paw and whisker stimulation responses, Onset (time to reach 10% of the 
maximum response), Rise (time to reach 50% of the maximum response) Peak (time to reach the 
maximum response), Decay (time to reach 50% of the maximum decay of the signal. Two way repeated 
measurements ANOVA, Interaction F (3, 303) = 7.263, p = 0.0001, time factor F (3, 303) = 326.4, p < 0.0001, 
groups F (1, 101) = 10.96, p = 0.0013. Sidak's multiple comparisons test between groups: onset p = 0.9199, 
rise p = 0.9678, peak p = 0.5251, decay p <0.0001. (Paw stimulation n = 60 trials, 6 mice. Whisker 






3.3.4 Cortical L2/3 voltage maps after paw and whisker stimulation 
Paw and whisker stimulation evoked depolarisations in the forelimb area and the barrel field, 
respectively, in section 3.3.3. To study the spatial propagation of L2/3 cortical activity in 
response to paw and whiskers stimulation, I created two-dimensional maps of the change in 
voltage signal pixel by pixel in each frame over time (Methods section 2.7.2.6).  Figure 3.5 A 
shows the cortical areas mapped according to “The Mouse Brain in Stereotaxic Coordinates” 
(Franklin and Paxinos, 2008). After paw stimulation, voltage signals (up to 150 ms post-
stimulus) increased in a defined area that corresponded to the forelimb area of S1 (Figure 3.5 
B). Depolarisation (red in the voltage maps) propagated to other areas of the cortex such as M1 
and M2. In contrast, whisker stimulation produced a different pattern of cortical activation; this 
type of stimulation evoked an increase in the voltage signal in the Barrel Field of the S1 (Figure 
3.5 B) that remained largely within the Barrel field area. 
Paw and whisker stimulation also elicited a hyperpolarisation (blue in the voltage maps), that 
propagated to large areas of the cortex.  Paw stimulation evoked hyperpolarisation in an area 
that corresponded to the barrel field, whereas whisker stimulation evoked a larger 
hyperpolarisation in the forelimb and hindlimb areas of S1, but also in M1 and M2. 
In a control experiment where no paw or whisker stimulation was applied, the membrane 
voltage remained unchanged during the recording time in most of the cortical area (Figure 3.5 
B). However, there was a noticeable depolarisation in the caudal part of the cortex, also 
observed after paw and whisker stimulation, which appears to be related with an activation of 
the visual cortex evoked by a small amount of stray fluorescent excitation light (Appendix 2, 






Figure 3.5 Layer 2/3 sensory voltage maps in the awake mouse cortex  
(A) Brain areas within the cranial window using “The Mouse Brain in Stereotaxic Coordinates” (Franklin and 
Paxinos, 2008).(M1, Primary motor cortex; M2, secondary motor cortex; S1HL Hindlimb area of the 
primary sensory cortex; S1FL Forelimb area of the primary sensory cortex, S1BF Barrel field of the 
primary sensory cortex). Scale bar = 1 mm. 
(B) Sensory voltage maps in response to forepaw stimulation n = 60 trials, 6 mice, whisker stimulation n = 
43 trials, 5 mice, or control maps without stimulation n = 89 trials, 6 mice, at selected times before (-) 
and after stimulation. Scale bar = 1 mm. Depolarised pixels are shown in red and hyperpolarised pixels 
in blue. Note the visible increase in signals in the caudal areas corresponding to visual areas, see Appendix 






3.3.5 Spatial and temporal propagation of voltage signals in L2/3 across cortical areas 
after paw and whisker stimulation 
To study the time-dependent propagation of the sensory-evoked voltage signals from the 
sensory to the motor areas, I generated X-T graphs using an ROI orientated at 45o with respect 
to the interhemispheric fissure (Methods section 2.7.2.7). As seen in Figure 3.6 paw stimulation 
evoked an initial depolarisation in cortical L2/3 pyramidal neurons that started in the forelimb 
area of S1 (Figure 3.6 A) and very rapidly propagated to part of M1 and to a large part of M2. 
Interestingly, the depolarising responses lasted longer in M2 and S1, compared to M1. 
However, in all cases, we observed later, mild hyperpolarisation in all the cortical areas ~150 
ms after the stimulation.  Interestingly, the whisker barrel field underwent persistent 
hyperpolarisation during paw stimulation, see sections 3.3.6.3 below for further investigation 
of this phenomenon. 
Whiskers stimulation, as expected, evoked depolarising responses that initiated in the barrel 
field (Figure 3.6 B) and remained depolarised but this depolarisation remained within the barrel 
field and did not propagate to limb sensory cortices or to M1 and M2; instead, ~100 ms after 
whisker stimulation we observed hyperpolarising responses in all other cortical areas, see 
section 3.3.6.5 and 3.3.6.6 for quantification of the hyperpolarisation.   
A key feature of Butterfly based voltage imaging is the ability to detect both depolarisation and 
hyperpolarisation (Akemann et al., 2012, Song et al., 2018) and since the spatial maps and X-
T plots indicated significant areas of hyperpolarisation, I next investigated the percentage of 






Figure 3.6 Spatial and temporal, X-T plots, showing propagation of L2/3 sensory voltage signal across 
cortical areas in time after paw and whisker stimulation 
(A) Spatial-temporal maps with a rectangular ROI crossing the centre of depolarisation in the forelimb area 
oriented 45o with respect to the interhemispheric fissure. Scale bar = 1mm.  
i- Brain areas mapped according to “The Mouse Brain in Stereotaxic Coordinates” (Franklin and Paxinos, 
2008)relative to bregma (bregma not shown). (M1, primary motor cortex; M2, secondary motor cortex; 
S1HL Hindlimb area of the primary sensory cortex; S1FL Forelimb area of the primary sensory cortex, 
S1BF Barrel field of the primary sensory cortex).  
ii- Propagation of the sensory voltage signal across the cortical areas after paw stimulation. Note 
depolarisation (red) at the time of the stimulus in S1FL that propagates rapidly to M2 after stimulation 
but does not propagate to the S1BF. Instead, the S1BF is hyperpolarised (blue). n = 60 trials.  
iii- Non-stimulated mice show no major changes in the spatial-temporal maps. n = 89 trials, 6 mice. 
(B) i- As in A-i, but the ROI crosses the centre of the voltage depolarisation in the barrel field. Scale bar = 
1mm.  
ii- Propagation of the sensory voltage signal across the cortical areas after whisker stimulation. Note 
depolarisation (red) at the time of the stimulus in the barrel field that does not propagate beyond the barrel 
field. n = 43 trials, 5 mice. 







3.3.6 Paw and whisker stimulation evoked depolarising and hyperpolarising responses 
in different areas of the cortex 
3.3.6.1 Paw stimulation evokes an initial fast depolarisation and a subsequent slow 
hyperpolarisation in the forelimb and hindlimb areas of S1  
I first calculated the percentage of depolarised and hyperpolarised pixels in the forelimb and 
hindlimb areas overtime after the forepaw stimulation (Methods section 2.7.2.8). Paw 
stimulation evoked an initial increase in the percentage of depolarised pixels in the forelimb 
area of S1 (Figure 3.7 A, Appendix 3, Figure 8.3). As expected, the increase in depolarisation 
corresponded with a decrease in the percentage of hyperpolarised pixels, interpreted as a 
predominant depolarisation within the forelimb area (Figure 3.7 B), as we saw previously in 
Figure 3.6 A-ii. Predictably the maximum depolarisation and minimum hyperpolarisation 
occurred at the same time in the forelimb area (~ 50 ms). After this time there was an increase 
in the percentage of hyperpolarised pixels in the forelimb area and a decrease in the percentage 
of depolarised pixels in the same area from ~ 150 ms after the stimulation onset, reflecting a 
predominant hyperpolarisation. This result is consistent with the main effect of the paw 
stimulation to strongly excite and then slowly inhibit the L2/3 pyramidal neurons in the forelimb 
area of S1.  
Forepaw stimulation evoked similar responses in the hindlimb area of S1 (Figure 3.7, bottom 
panels), an initial fast increase in depolarisation preceded a slow increase in hyperpolarisation. 
However, the initial increase in the percentage of depolarised pixels in the hindlimb area was 
smaller than in forelimb area and also displayed a delayed onset consistent with propagation of 
some of the forelimb area signal to hindlimb area, as also seen in Figure 3.6 A-ii (X-T plot 
above). Notably, the percentage of hyperpolarised pixels in hindlimb area was also smaller than 





depolarising response in hindlimb area. Interestingly, 200 ms after stimulus onset, the 
percentage of hyperpolarised pixels was greater in hindlimb than in forelimb area, indicating a 








Figure 3.7 Paw stimulation evokes an initial fast depolarisation and a subsequent slow hyperpolarisation in 
the limbs areas of the primary sensory cortex  
(A) Percentage of depolarised pixels in the forelimb (S1FL, top panel) and the hindlimb (HLS1, bottom panel) 
areas of S1 after paw stimulation (green trace), or no stimulation (black trace). Note the initial increase 
in the depolarised pixels and the subsequent slow decrease.  
(B) Percentage of hyperpolarised pixels in the S1FL (top panel) and the HLS1 (bottom panel) after paw 
stimulation (green trace), or no stimulation (black trace). Note the initial decrease in the hyperpolarised 
pixels and the subsequent slow increase. 
Paw stimulation n = 60 trials, 6 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 









3.3.6.2 Paw stimulation evokes an initial fast depolarisation and a subsequent slow 
hyperpolarisation in the motor areas  
Paw stimulation evoked an initial small increase in the percentage of depolarised pixels in both 
motor areas M1 and M2 (Figure 3.8 A). The initial increase in depolarisation matched with a 
decrease in the percentage of hyperpolarised pixels, which indicates a predominant initial 
depolarisation within the motor areas (Figure 3.8 B). Note the almost identical time course of 
the change in the percentage of depolarised pixels in the motor areas compared with sensory 
areas, confirming the rapid activation of areas remote from S1 cortex in response to paw 
stimulation.  However, ~ 150 ms after the stimulation onset, the motor areas became 
predominantly hyperpolarised, seen as an increase in the percentage of the hyperpolarised 
pixels and a decrease in the percentage of depolarised pixels in the same area. These results 
confirmed the propagation of the sensory signals towards the motor cortices, as also seen in 
Figure 3.6 A-ii, which evoked depolarisation in a small area of M1 and M2 and a subsequent 







Figure 3.8 Paw stimulation evokes an initial fast depolarisation and a subsequent slow hyperpolarisation in 
the motor areas  
(A) Percentage of depolarised pixels in the primary motor cortex (M1, top panel) and the secondary motor 
cortex (M2, bottom panel) after paw stimulation (green trace) or no stimulation (black trace). Note the 
initial increase in the depolarised pixels and the subsequent slow decrease.  
(B) Percentage of hyperpolarised pixels in M1 (top panel) and M2 (bottom panel) after paw stimulation (green 
trace) or no stimulation (black trace). Note the initial decrease in the hyperpolarised pixels and the 
subsequent slow increase. 
Paw stimulation n = 60 trials, 6 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 







3.3.6.3 Evidence supporting cross-modal inhibition of the barrel field after paw 
stimulation  
Forepaw stimulation evoked a very small increase in the percentage of depolarised pixels in the 
barrel field of S1 (Figure 3.9 A). However, ~ 70 - 100 ms after the stimulation onset, we 
observed a substantial increase in the percentage of hyperpolarised pixels in the barrel field and 
a decrease in the percentage of depolarised pixels (Figure 3.9 B, Appendix 3, Figure 8.3). These 
results suggest that paw stimulation evoked a predominant hyperpolarising response in the 
barrel field while the forelimb and hindlimb areas were exhibiting prominent depolarisation. 
Our results are consistent with cross-modal inhibition of cortical L2/3 pyramidal neurons in 
whisker areas when paw areas are depolarising; interestingly the dominant hyperpolarisation of 
the barrel field during paw stimulation occurred after the peak of the depolarising response in 







Figure 3.9 Cross-modal inhibition after paw stimulation in the barrel field of S1  
(A) Percentage of depolarised pixels in the barrel field (S1BF) after paw stimulation (green trace) or no 
stimulation (black trace). Note the slight decrease in the depolarisation ~ 100 ms after stimulus onset.  
(B) Percentage of hyperpolarised pixels in S1BF after paw stimulation (green trace) or no stimulation (black 
trace). Note the increase in the hyperpolarised pixels.  
Paw stimulation n = 60 trials, 6 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 








3.3.6.4 Whisker stimulation evokes an initial fast depolarisation but no 
hyperpolarisation in the barrel field of S1  
Similarly, whisker stimulation evoked an initial increase in the percentage of depolarised pixels 
in the barrel field (Figure 3.10 A, Appendix 3, Figure 8.3) coincident (~60 ms after the stimulus) 
with a decrease in the percentage of hyperpolarised pixels in the same area, consistent with a 
dominant initial depolarisation within the barrel field (Figure 3.10 B). The percentage of 
depolarised pixels in the barrel field rapidly decreased ~100 ms after the stimulation. Then, 
there is a slower decrease in the percentage of depolarised pixel that does not return to baseline 
levels until ~250 ms after the stimuli onset. These results confirmed that whisker stimulation 
evoked a strong depolarisation in the barrel field and a slow subsequent repolarisation, but very 








Figure 3.10 Whisker stimulation evokes an initial fast depolarisation but no hyperpolarisation in the barrel 
field of S1  
(A) Percentage of depolarised pixels in the barrel field (S1BF) after whisker stimulation (pink trace) or no 
stimulation (black trace). Note the fast initial increase of the depolarisation, a subsequent fast decrease, 
and then a slow decrease in the depolarisation until returning to baseline levels ~ 250 ms after the 
stimulation.  
(B) Percentage of hyperpolarised pixels in S1BF after whisker stimulation (pink trace) or no stimulation 
(black trace).  
Whisker stimulation n = 43 trials, 5 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 






3.3.6.5 Whisker stimulation evokes little depolarisation but a slow hyperpolarisation in 
the motor areas  
Whisker stimulation did not increase the percentage of depolarised pixels in M1 and only a very 
small increase in the percentage of depolarised pixels in M2 (Figure 3.11 A). However, whisker 
stimulation evoked a decrease in the percentage of depolarised pixels in the motor areas ~ 100 
ms after the stimulation. This decreased depolarisation matched with an increase in the 
percentage of hyperpolarised pixels within the same period (Figure 3.11 B) supporting 
predominant hyperpolarisation of the motor areas following whisker stimulation. These results 








Figure 3.11 Whisker stimulation evokes minor depolarisation but a slow hyperpolarisation in the motor 
areas  
(A) Percentage of depolarised pixels in primary motor cortex (M1, top panel) and the secondary motor cortex 
(M2, bottom panel) after whisker stimulation (pink trace) or no stimulation (black trace). Note the slight 
decrease in the percentage of depolarised pixels after ~ 100ms.  
(B) Percentage of hyperpolarised pixels in M1 (top panel) and M2 (bottom panel) after paw stimulation (pink 
trace) or no stimulation (black trace). Note the slow increase in the percentage of hyperpolarised pixels 
after ~ 100ms. 
Whisker stimulation n = 43 trials, 5 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 






3.3.6.6 Evidence supporting cross-modal inhibition in the forelimb and hindlimb areas 
of S1 after whisker stimulation  
Since in section 3.3.6.3 I observed that paw stimulation evoked cross-modal inhibition in the 
barrel field, I next analysed if whisker stimulation suppressed activity in the forelimb and 
hindlimb areas of S1. Whisker stimulation evoked a small increase in the percentage of 
depolarised pixels in the forelimb area but not the hindlimb area (Figure 3.12 A, Appendix 3, 
Figure 8.3). Instead, whisker stimulation evoked a decrease in the percentage of depolarised 
pixels in the forelimb and hindlimb areas ~100 - 150 ms after the stimulation onset coincident 
with a decrease in depolarisation matched with a substantial increase in the percentage of 
hyperpolarised pixels in the same areas (Figure 3.12 B). The increase in the percentage of 
hyperpolarised pixels was greater in forelimb area than hindlimb area and lasted longer. Thus, 
whisker stimulation seemed to evoke predominant inhibition of the limb sensory areas, noting 







Figure 3.12 Cross-modal inhibition after whisker stimulation in the limb areas of S1 
(A) Percentage of depolarised pixels in the forelimb (S1FL, top panel) and the hindlimb (HLS1, bottom panel) 
areas of S1 after whisker stimulation (pink trace) or no stimulation (black trace). Note the initial decrease 
of depolarised area ~ 100 - 150 ms after the stimulation onset.  
(B) Percentage of hyperpolarised pixels in the S1FL (top panel) and the HLS1 (bottom panel) after whisker 
stimulation (pink trace) or no stimulation (black trace). Note the increase hyperpolarised pixels ~ 100 
after the stimulation onset.  
Whisker stimulation n = 43 trials, 5 mice; control without stimulation n = 89 trials, 6 mice. The stimulus onset 







3.3.7 Sensory adaptation after repeated tactile stimulation 
The previous sections all used a single tactile (paw or whisker) stimulation to the mouse. 
Given our ability to detect what appeared to be both depolarising and hyperpolarising 
(excitatory and inhibitory) responses across cortical areas we next wanted to investigate the 
universal phenomenon of sensory adaptation (also called sensory gating), when the cortical 
response to an identical second closely timed stimulation is reduced or absent (Nicolelis and 
Fanselow, 2002, Yang and O'Connor, 2014, Martin-Cortecero and Nunez, 2014). This 
reduced response to a second stimulation has long been ascribed to activation of inhibition 
(Natan et al., 2015), also called paired-pulse inhibition, and is a phenomenon that is disrupted 
in schizophrenia and dyslexia (Andrade et al., 2016, Perrachione et al., 2016). Thus mice 
received paired-paw stimulations interspaced by 110 ms, 210 ms, and 410 ms (Figure 3.13). 
The mean peak amplitude of each response was calculated as the difference between the evoked 
peak maximum response and the voltage preceding each stimulation (methods section 2.7.2.5; 
Borden et al., 2017).  
In the forelimb area S1, the response amplitude to the first stimulation was consistent between 
experimental conditions (one way ANOVA, F (3, 230) = 1.412, p = 0.2402; data not shown) 
whether single or double stimulation. The voltage signals in the forelimb area of S1 elicited by 
the second stimulation were depressed compared to the first stimulation (Figure 3.13 A). I 
calculated the ratio between the amplitude after the response to the second stimulation 
compared with the first (Figure 3.13 B). A ratio <1 indicates that the second response is 
depressed, or smaller, than the first response. Paired stimulation induces depression of the 
sensory-evoked response in the forelimb area at interstimuli intervals of 110 ms, Wilcoxon 
Signed Rank Test, Theoretical value = 1, p <0.0001) and 210 ms (Wilcoxon Signed Rank Test, 
Theoretical value = 1, p < 0.0007). On the other hand, depression of the signal was not 





= 1, p = 0.7802). Our results confirmed that paired stimulation evoked sensory adaptation of 











Figure 3.13 Frequency-dependent sensory voltage signal adaptation  
(A) Two tactile stimuli to the paw delivered at 10Hz (110 ms interval), 5 Hz (210 ms interval) or 2.5 Hz (410 
ms interval), reveal a reduced amplitude depolarising peak of the second sensory voltage signal 
(ratiometric) compared with the first, a phenomenon known as adaptation. Non-stimulation (top trace) 
and single stimulation are also shown for comparison. Vertical dashed lines represent stimulus onset. 
ΔR/R for ratiometric trace. Data shown as mean ± SEM. 
(B) Peak depolarisation ratio (amplitude of the second depolarisation peak/amplitude of the first peak). 
Values are median ± 95%CI. 
Kruskal-Wallis test K (3,71) = 36.14,  p < 0.0001. Dunn's multiple comparisons test. 110 ms interval vs. 
210 ms interval p < 0.0001***; 110 ms interval vs. 410 ms interval p < 0.0001***; 5 Hz vs. 410 ms 
interval p = 0.4589.  
Wilcoxon Signed Rank Test, Theoretical value = 1, 110 ms interval p <0.0001###; 210 ms interval p < 
0.0007###; 410 ms interval p = 0.7802.  
Control without stimulation n = 89 trials, 6 mice; Single stimulation n = 60 trials, 6 mice; Double stimulation 10 






3.3.8 Mouse movement after sensory stimulation evokes a second depolarisation 
In the previous sections of this Chapter, I considered the sensory-evoked voltage responses in 
L2/3 pyramidal neurons in trials where mice did not move after the stimulation. In order to 
determine the effect of movement on L2/3 activity, I analysed the trials when mice moved after 
the sensory stimulation. 
3.3.8.1 Quantification of mice movement after the stimulation 
I recorded the mouse behaviour during the experiments and quantified the body movement 
before and after the stimulation onset (Methods section 2.7.3; Figure 2.11). There were times 
in the trials when different mice moved at similar time points after the stimulation (Figure 3.14). 
Mice tended to move more during the 50 - 90 ms period after whisker stimulation and during 
the 100 - 140 ms period after paw stimulation (for a detailed explanation of movement detection 
see sections 2.7.3 and 3.3.2). Based upon this separation, I analysed the voltage responses where 







Figure 3.14 Number of trials with movement onset detected at different time points for all mouse subjects. 
Movement detection used a threshold of greater than 0.5% of the number of pixels that change intensity above 
noise, frame by frame. In most of the trials, mice do not move after the stimulation (left bar in both graphs). Mice 
showed a maximum of movement onset 100-140ms after paw stimulation (A), whereas mice move more 50 - 90ms 
following whisker stimulation (B). Each colour band represent a different mouse that participated in the 






3.3.8.2 Mouse movement reaction after whisker stimulation evokes significant 
depolarisation in all cortical areas 
In this section, I analysed the sensory-evoked voltage responses in L2/3 of the cortex when 
mice moved after whisker stimulation. I grouped the trials according to the movement onset 
(Figure 3.14). Mostly mice moved 50-90 ms after whisker stimulation. As described above an 
air-puff directed to the whisker evokes a depolarisation that peaks ~ 50 ms after the stimulus 
onset in the barrel field in trials when the mouse was still and with little propagation of activity 
to M1 and M2. However, in trials where mice moved, I observed a large secondary voltage 
depolarisations in the barrel field and also in M1 and M2 (Figure 3.15). The depolarisation 












Figure 3.15 Movement after whisker stimulation evokes a secondary depolarisation in the sensorimotor 
areas of the cortex 
(A) Ratiometric sensory voltage traces from the barrel field (S1BF), primary motor cortex (M1) and 
secondary motor cortex (M2) areas in response to whisker stimulation in trials where the mice did not 
move after the stimulation (black trace) and trials in which the mice moved 50 – 90 ms after the 
stimulation (red trace). Vertical dashed line represents stimulus onset, and blue rectangle represent the 
movement onset period. ΔR/R for ratiometric trace. Data shown as mean ± SEM. 
(B) Sensory voltage maps in response to whisker stimulation trials where the mice did not move after the 
stimulation (top) and trials in which the mice moved 50 – 90 ms after the stimulation (bottom), at selected 
times before (-) and after stimulation. Depolarised pixels are shown in red and hyperpolarised pixels in 
blue. 







One individual mouse (ID_19077, Figure 3.14) showed stereotypical responses to whisker 
stimulation, arching the back and sometimes moving the paws ~ 50ms after the stimulation 
(Figure 3.16 A). Voltage maps revealed that whisker stimulation evoked an initial discrete 
depolarisation that started in the barrel field 20 ms after the stimulation and propagated within 
the barrel field in the next 20 ms. However, 50ms after the stimulation, when the mouse 
stereotypically moved, the whole cortex depolarised for ~ 90 ms, and then subsequently 
hyperpolarised (Figure 3.16 B). The ratiometric responses within the barrel field consisted in 
two peaks of activity indicating two major depolarisations (Figure 3.16 C); however, the donor 
and the acceptor traces, though at times they appear to change in opposite directions there are 
also times when the signals follow each other consistent with animal movement artefact. 
Nevertheless, voltage responses repolarised and also hyperpolarised (blue areas) in a time-
dependent manner, and interestingly the rostral area of M2 remains depolarised, even when 






Figure 3.16 Sensory voltage maps and temporal responses following air puff whisker stimulation in a mouse 
that moved stereotypically after the whisker stimulation 
(A) Movement quantification for one mice that moved stereotypically at 50ms after the stimulation all trials. 
Averaged percentage of pixels that change over time. Pixel changes greater than 0.5% threshold is 
considered a movement. Vertical red dashed line indicates stimulation onset and red dashed line indicates 
50 ms after the stimulation. Data shown as mean ± SEM. N = 25 trials. 
(B) Sensory voltage maps in response to whisker stimulation, at selected times before (-) and after stimulation. 
Note there is an initial depolarisation within the barrel field, but then the membrane voltage increased in 
all the areas of the cortex ~ 50 ms after the stimulation. N = 25 trials, same mouse as in A. Depolarised 
pixels are shown in red and hyperpolarised pixels in blue. 
(C) Voltage fluorescence traces (area measurements) from the barrel field of the primary sensory cortex, 
ΔR/R ratiometric responses (black traces), ΔF/F responses for the donor (green traces) and acceptor 
(purple traces). Note that the donor and acceptor response amplitudes increase ~ 50ms simultaneously 
after the stimulation, consistent with probable haemodynamic or movement artefacts. Vertical black 
dashed line indicates stimulation onset and red dashed line indicates 50 ms after the stimulation. Data 






3.3.8.3 Mouse movement after paw stimulation evokes significant depolarisation in all 
cortical areas 
I also analysed the sensory-evoked voltage responses in population L2/3 pyramidal neurons 
when mice moved after the forepaw stimulation. Most mice moved 100 – 140 ms after paw 
stimulation (Figure 3.14). Paw stimulation in trials where movement was not detected after the 
stimulus, evoked a large depolarisation in the forelimb area of S1 and a smaller depolarisation 
in M1 and M2. In trials were mice moved 100 – 140 ms after the stimulation; there was a 
secondary depolarisation in the forelimb area of S1, M1 and M2, that started ~ 90 ms after the 
stimulation (Figure 3.17 A). Cortical mapping analysis corroborated a propagation of cortical 
depolarisation towards most of the cortical areas in trials where the animal moved, similar to 
whisker stimulation trials in where the mice moved (but at a different time, Figure 3.17 B); note 
also the grater depolarisation (red) in M2 and the lack of response (white) in the whisker barrel 












Figure 3.17 Movement after forepaw stimulation evokes a secondary depolarisation in the sensorimotor 
areas of the cortex 
(A) Ratiometric sensory voltage traces from S1BF, M1 and M2 areas in response to paw stimulation in trials 
where the mice did not move after the stimulation (black trace) and trials in which the mice moved 100 – 
140 ms after the stimulation (red trace). Vertical dashed line represents stimulus onset, and blue rectangle 
represent the movement onset period. ΔR/R for ratiometric trace. Data shown as mean ± SEM. 
(B) Sensory voltage maps in response to paw stimulation trials where the mice did not move after the 
stimulation (top) and trials in which the mice moved 100 – 140 ms after the stimulation (bottom), at 
selected times before (-) and after stimulation. Depolarised pixels are shown in red and hyperpolarised 
pixels in blue. 






3.4 Discussion  
3.4.1 Primary findings of this Chapter 
- I standardised a protocol to record VSFP voltage signals from awake head-fixed mice 
during a sensory tactile stimulation. 
- Paw and whisker stimulation evoked depolarisation of L2/3 pyramidal neurons that 
specifically initiated within the forelimb area and the barrel field of S1, respectively. 
- The amplitude of the sensory-evoked depolarisation in L2/3 are similar after paw and 
whisker stimulation. 
- Whisker stimulation evoked cross-modal inhibition of the limb sensory areas, whereas 
paw stimulation evoked cross-modal inhibition of the barrel field. 
- Sensory-evoked voltage responses of L2/3 show sensory adaptation of the signal after 
repeated tactile stimulation. 
- Mouse body movement after the sensory stimulation evoked a second depolarisation 
peak  
3.4.2 VSFP recordings represent the integration of synaptic inputs to L2/3 pyramidal 
neurons 
In this chapter of the thesis, I standardised a protocol to record sensory-evoked voltage signals 
from cortical L2/3 pyramidal neurons using optogenetic techniques in awake behaving mice. 
The results show that VSFP Butterfly 1.2 genetically encoded in pyramidal cells of cortical 
L2/3 allows us to consistently record sensory-evoked voltage responses in awake animals 





VSFP signals represent synaptic inputs arriving into the dendrites of the neurons (for a detailed 
review see Antic et al., 2016). Sensory inputs enter the cortex through the thalamus via L4, the 
first level of cortical processing, and then is transmitted from L4 to superficial L2/3 (Kachergis 
et al., 2014, Gilbert and Wiesel, 1979), the second level of cortical processing. 
L2/3 of the sensory cortex receives direct thalamic input from the posterior medial nucleus and 
the ventral posteromedial nucleus (Zhang and Bruno, 2019, Wimmer et al., 2010).  L2/3 of S1 
also gets inputs from higher-order cortical regions during sensory processing, such as M2 
(Manita et al., 2015), M1 and the secondary sensory cortex (Zhang and Bruno, 2019). 
Moreover, many interneuron types such as PV-positive, SOM-positive and VIP-positive 
interneurons regulate L2/3 activity (Tremblay et al., 2016). Additionally, adenosine, cholinergic 
and dopaminergic systems may also affect L2/3 pyramidal neuron activity during sensory 
stimulation (Radnikow and Feldmeyer, 2018). Therefore the sensory-evoked voltage signals 
reported in this thesis represent the integration of many cortical and subcortical inputs to a 
population of activated L2/3 pyramidal neurons in response to sensory stimulation.   
3.4.3 Spatial specificity of the voltage responses following paw and air puff whisker 
stimulation 
3.4.3.1 Initial sensory-evoked voltage changes in L2/3 pyramidal neurons are spatially 
restricted to specific areas of the cortex 
The brain needs to process information about where the body is touched in order to interpret 
touch; therefore, different areas of S1 receive information from specific parts of the body 
(Severson et al., 2019). It is well known that the forelimb area of S1 processes upper limb 
sensory information (Ueno et al., 2018, Milenkovic et al., 2014, Zhao et al., 2016), whereas the 
barrel field processes whisker information (Borden et al., 2017, Tang et al., 2015, Song et al., 





voltage responses that initiate in the forelimb area of S1 whereas an air puff directed to the 
whisker evoked voltage responses that initiate in the barrel field (Figure 3.1 and Figure 3.5). 
3.4.4 Tactile stimulation evokes fast depolarisations in L2/3 pyramidal neurons of S1 
3.4.4.1 Types of sensory-evoked responses in the cortex 
I analysed the temporal dynamics of sensory-evoked responses in S1 after paw and whisker 
stimulation in order to validate VSFP Butterfly 1.2 recordings in awake mice. I initially 
restricted the analysis of sensory-evoked responses to trials where mice did not move after the 
stimulation, in order to avoid confounding signals associated with animal movement. Whisker 
and paw stimulation in our experimental conditions evoked a fast initial depolarisation in the 
corresponding area of S1 that peaks ~ 50 ms after the stimulation (Figure 3.5). Then the 
membrane voltage more slowly hyperpolarises after paw stimulation in the forelimb area of S1 
(Figure 3.7). Conversely, the membrane voltage in the barrel field remains slightly depolarised 
up to ~ 250 ms after the whisker stimulation onset (Figure 3.10).  
Sensory evoked responses in pyramidal cortical neurons are variable among the available 
literature. Similar to our results, tactile stimulation of the whisker or the paws evokes 
monophasic voltage responses, single depolarisation, in the pyramidal neurons (Derdikman et 
al., 2003, Borden et al., 2017, Mutoh et al., 2015). However other studies have found that tactile 
stimulation evokes biphasic responses, depolarisation followed by a large hyperpolarisation and 
then the membrane voltage returns to baseline values (Song et al., 2017a, Carandini et al., 
2015);  or triphasic responses, large depolarisations, followed by a decrease the membrane 
voltage that can lead to hyperpolarisation in some experiments, and then followed by a 
secondary depolarisation (Derdikman et al., 2003, Song et al., 2018, Petersen et al., 2003). The 





and my results appears to be related to the duration and type of stimulations, as well as the 
technique used to record neuronal membrane voltage.  
3.4.4.2 Duration and type of sensory stimulation affect the sensory-evoked responses in 
the cortex 
The difference in the temporal dynamics of the sensory-evoked responses recorded in our study 
compared to previously published data could be related to the methodologies used to deliver 
the stimulation and the level of wakefulness. Derdikman et al. (2003), using a voltage-sensitive 
dye, found that changes in the duration and the type of stimulation affect the voltage responses 
in the barrel field after whisker stimulation, i.e. air puff directed to the whiskers, elicit 
monophasic responses, whereas mechanical stimulation of the whisker pad evoked triphasic 
responses. The type of stimulation also modified the responses after paw stimulation, an 
electrical stimulation of the paw evoked two peaks of activity whereas an air puff directed to 
the paw evoked multiple peaks in anaesthetised animals, recorded using multi-unit activity 
recordings (Manita et al., 2015).  
3.4.4.3 The technique used to evaluate membrane voltage influences the temporal 
parameters of the sensory-evoked responses in the cortex 
Another possible explanation for differences in the voltage responses after sensory stimulation 
between studies could be the technique used to record membrane voltage. Voltage imaging 
techniques have a slower temporal resolution than classical electrophysiology techniques. After 
hind paw stimulation under anaesthesia, action potential activity, registered using multiunit 
activity recordings, in S1 shows two peaks of activity at ∼23 ms and ∼110 ms in L5 and ~ 22ms 
and ~ 110 ms in L2/3 (Manita et al., 2015). However, in the same experimental conditions, a 
voltage dye was not able to differentiate the two peaks of response detected with the multiunit 





detected using the voltage dye (Manita et al., 2015). Similar to my results, most voltage dye 
recordings usually detect a single peak of response after a whisker stimulation (Petersen et al., 
2003, Tang et al., 2015), noting that the duration of depolarising responses to forepaw 
stimulation in awake animals recorded here was around 100 ms.  
3.4.4.4 Paw and whisker stimulation evokes similar patterns of depolarisation in the 
corresponding areas of S1 
Paw and whisker stimulation in our experimental conditions evokes depolarisations in the 
corresponding area of S1 that have surprisingly similar amplitude and temporal dynamics (time 
to onset, rise and peak), despite the different type of stimulation employed (Figure 3.4). Most 
of the previous work using voltage imaging that have studied cortical sensory-evoked responses 
have used whisker stimulation protocols (Borden et al., 2017, Mutoh et al., 2015, Song et al., 
2018). In most of these studies, the recordings used selected regions of interest within S1, 
whereas in our experiments, the voltage responses were spatially averaged over anatomically 
registered areas of S1.  
My data shows that both whisker and paw stimulation evoked early detectable responses in 
L2/3 pyramidal neurons of S1 ~ 20 ms after the stimulus onset, depolarisation over the next ~ 
30 ms and slightly slower repolarisation during the following ~ 60 ms (Figure 3.5 to Figure 
3.6). Previous studies have shown that whisker stimulation evokes a depolarisation in the barrel 
field that has an onset 10 - 20 ms after the stimulation, a peak 35 - 70 ms after the stimulus 
onset and a slow decay, with a variable time to return to baseline that can be as long as ~ 600 
ms (Borden et al., 2017, Petersen et al., 2003, Tang et al., 2015, Song et al., 2018). It has been 
previously assumed that the slow decays were related to slower kinetics of the voltage sensors 
compared to electrophysiological techniques (Borden et al., 2017); however, whole-cell 





depolarising responses that last more than 200 ms in L2/3 and L5 of S1 (Zhao et al., 2016). 
Thus, both paw and whisker stimulation in my studies evoked a depolarising response that is 
within the temporal range of published in vivo sensory-evoked cortical activity in L2/3, 
obtained using fast patch-clamp electrophysiology, synthetic voltage-sensitive dyes and GEVIs 
(Borden et al., 2017, Petersen et al., 2003, Tang et al., 2015, Song et al., 2018, Manita et al., 
2015, Ferezou et al., 2007). 
3.4.5 Body movement after sensory stimulation evokes a second peak of depolarisation 
in the sensory cortex  
Tactile stimulation evoked a single depolarising peak in trials where mice remained quiet after 
the stimulation, however, if the mice move after the stimulation a second larger peak of 
depolarisation is detected (Figure 3.15 to Figure 3.17). The onset of the secondary 
depolarisation matches with the movement onset, which suggest that the secondary peak is 
related to movement. Zhao et al. (2016) found using whole-cell recordings from L2/3, that when 
mice move after tactile stimulation to the finger, the initial peak response was followed by a 
brief hyperpolarisation and subsequent secondary depolarisation. This secondary depolarisation 
is larger in L2/3 in trials when mice move compared to trials when mice do not react to the 
stimulation (Zhao et al., 2016). Overall my data suggests, that movement evoked a 
depolarisation that propagates towards other cortical areas, predominantly to M1 and M2. 
(Figure 3.15 to Figure 3.17). This result might reflect the broadcasting activation of the 
cortex during movement that has been observed during locomotion, seen as depolarisation 
in M1, the barrel field and the secondary visual area (Shimaoka et al., 2018). 
Even though secondary increases in the membrane voltage can be attributed to movement 
responses (Zhao et al., 2016), an extensive secondary response 100 ms or longer after the 





Interestingly, these secondary responses in anaesthetised animals have proven to be very 
variable; whisker stimulation evoked a smaller secondary activation in a variable time frame (∼ 
100 to 200 ms) after the stimulation in only ∼ 25% of the trials (Borden et al., 2017). The 
secondary responses in the previous studies could be indeed related to movement responses if 
the animals were not deeply anaesthetised. 
3.4.5.1 Second peak of depolarisation in the sensory cortex after tactile stimulation could 
be related to sensory perception and reward learning 
It has been suggested that secondary depolarising responses in the sensory cortex after 
sensory stimulation are associated with sensory perception. Whole-cell recordings from the 
barrel field revealed that a secondary depolarisation is enhanced when mice accurately report 
the whisker stimulation and the secondary responses are absent in naive mice that were not 
trained to report the stimulation (Sachidhanandam et al., 2013). However, since that 
experiment required the mouse to perform a motor task (licking) to report perception, the 
secondary response may also be related to movement. In mice that have been trained to 
perform a whisker sensory detection task, by pressing a lever, calcium signals from L2/3 
pyramidal neurons in the barrel field show an initial increase after whisker stimulation and 
a second peak of response that matches with the reward time (Lacefield et al., 2019). In that 
experiment mouse body movement and licking itself did not evoke a calcium response in the 
barrel field, and therefore the second response was suggested to be related to reward learning 
(Lacefield et al., 2019).  
Calcium indicators, however, only report calcium activity related to action potentials and 
calcium influx resulting from opening of calcium permeable glutamate receptors (output 
generated in the neural circuit) whereas voltage indicators like VSFP Butterfly 1.2 are largely 





pyramidal neurons  (Antic et al., 2016). The depolarisation seen in our study after mouse body 
movement are likely to represent subthreshold potentials within the connected L2/3 pyramidal 
neuron network.  
3.4.6 Propagation of the voltage signals after tactile stimulation  
3.4.6.1 Propagation of sensory-evoked voltage responses within the barrel field after 
whisker stimulation 
Whisker stimulation evokes an initial depolarisation in a smaller localised area within the barrel 
field that then spreads over the whole barrel cortex ~ 50 ms after the stimulation onset (Figure 
3.5). Our observations correspond well with published results using voltage dyes and sensors, 
the earliest response after a single whisker stimulation is detected ~ 10 ms after the stimulation 
centred above the barrel isomorphic to the stimulated whisker, and then the depolarisation 
spreads across the barrel cortex over the subsequent ~ 25 - 35 ms (Petersen et al., 2003, Borden 
et al., 2017). In my experiments, all the mouse whiskers were stimulated using an air puff; 
therefore, it is expected that the first cortical area to respond is larger than when only one 
whisker was stimulated. Moreover, more considerable whisker deflections evoke depolarising 
responses over the entire barrel field within ∼ 50 ms and lasting more than 200 ms (Petersen et 
al., 2003). Consistent with these findings, the air puff evoked a depolarisation over a large area 
of the barrel field that peaked ~ 50 ms after the stimulation onset. 
Contrasting with previously published data, I only found a minor depolarisation in the motor 
areas after whisker stimulation in trials when mice did not move after the stimulation (Figure 
3.11). A previous experiment using a voltage-sensitive dye reported that whisker deflection 
evokes an early response within the corresponding barrel column ~ 7 ms after the stimulation 
and a later localised response in M1 (Matyas et al., 2010).  Furthermore, imaging experiments 





stimulation evokes later depolarising responses in the motor areas in both anaesthetised and 
awake mice (Song et al., 2018), possibly related to movement.  
The amplitude of the depolarisation in M1 is regulated by behaviour. Ferezou et al. (2007) used 
a voltage-sensitive dye to report that whisker stimulation evokes membrane voltage 
depolarisation in the motor cortex. Whisker stimulation evokes low amplitude voltage 
depolarisations in trials when the mouse does not move the whisker after the stimulation or 
when the animal was spontaneously whisking at the stimulation time (Ferezou et al., 2007). On 
the other hand, whisker stimulation evokes large-amplitude depolarisations in the motor cortex 
in trials when the mouse moves the whisker in response to the stimulus (Ferezou et al., 2007). 
The area reported by Ferezou et al. as motor cortex corresponded to the M2 area in our 
experiments, according to “The Mouse Brain in Stereotaxic Coordinates” (Franklin and 
Paxinos, 2008), and indeed I did observe a small increase in the percentage of depolarised pixels 
in M2 after whisker stimulation (Figure 3.11). In my experiments, mice were pre-trained to 
tolerate whisker stimulation for three days before the imaging sessions. Such pre-training might 
affect the animal behaviour during the stimulation and therefore reduce the amplitude of the 
sensory-evoked signals in M2 in comparison with Ferezou et al. (2007). In my experiments, the 
awake mice may also have been actively whisking, reported by Ferezou et al. also to reduce the 
amplitude of S1BF signals.  
3.4.6.2 Paw stimulation evokes voltage depolarisation in L2/3 of S1 that propagates to 
the motor areas of the cortex 
Paw stimulation evoked depolarisation in a small area of the motor cortices in trials where the 
mice did not move after the stimulation (~ 1% of the total area, Figure 3.8).  S1 responses 
followed by M1 and M2 activation after hind paw stimulation have been previously reported 





between sensory and motor areas of the cortex (Manita et al., 2015). Electrical stimulation to 
the forelimb in anaesthetised rats also evokes an increase in magnetic resonance signal intensity 
of the forelimb area in M1 and S1 (Hyder et al., 1994), but these signals are slow in comparison 
with voltage-sensitive dye recordings of Manita et al. (2015) and the VSFP recordings here. 
M2 also receives bottom-up neural signals from primary sensory areas (Golmayo et al., 2003) 
and returns feedback to the sensory areas, and this too can provide the secondary response in 
the sensory cortex (Manita et al., 2015).  
Tactile stimulation also evoked a later hyperpolarisation in the motor areas. Electrical paw 
stimulation in anaesthetised rats evokes depolarisation in the forelimb area that propagates to 
other cortical areas (Devor et al., 2007). However, the amplitude of the depolarisation is smaller 
in areas 2.0 – 3.5 mm from the centre of initial depolarisation, and instead, these areas show a 
strong hyperpolarisation (Devor et al., 2007). Although the authors did not map the cortical 
areas, 2.0 - 3.5 mm from the forelimb area to the posterior and medial sides of the brain is 
consistent to cortical areas such as M1, M2 and the shoulder and trunk regions of S1. The results 
suggest that sensory stimulation evokes a complex voltage response in the motor areas that 
include a small initial depolarisation, followed by a longer-lasting hyperpolarisation. I can 
speculate that in the absence of movement, this slow hyperpolarisation (inhibition) acts to 
silence the motor areas. 
3.4.7 Tactile stimulation evokes cross-modal inhibition in sensory areas not involved in 
specific stimulus processing  
Paw stimulation also evoked hyperpolarising responses in the barrel field ~ 50 ms after the 
stimulation onset, whereas whisker stimulation had a similar effect in the forelimb area of S1 
(Figure 3.9 and Figure 3.12), we can refer to this as cross-modal inhibition. Substantial 





sensory information in the cortex (for review see Teichert and Bolz, 2018), that seems to rely 
on cortico-cortical connections (Iurilli et al., 2012). However, paw stimulation evoked 
depolarisation in the hind limb area of S1 or cross-modal excitation, but note that 
hyperpolarisation was also more dominant (Figure 3.7). 
Cross-modal integration has been studied both in humans and animal models. Cross-modal 
inhibition has been documented in humans using functional magnetic resonance imaging where 
peak activation during auditory stimulation is located in the auditory cortex, and peak 
deactivation is located in the visual cortex, whereas visual stimulation has the opposite effect 
(Laurienti et al., 2002). In vivo whole-cell recordings in L2/3 pyramidal neurons of the rat cortex 
showed that auditory stimulation evokes hyperpolarisation in the primary visual cortex and S1, 
multiwhisker deflections evokes hyperpolarisation in V1 and primary auditory cortex; and 
visual stimulation does not evoke detectable responses in the auditory cortex, but depolarises 
S1 (Iurilli et al., 2012). Our results confirm that voltage imaging and our ability to record both 
depolarisation and hyperpolarisation simultaneously, reveals fast cross-modal silencing of non-
salient sensory areas, for example, silencing the barrel field after paw stimulation.  
3.4.8 Adaptation of L2/3 voltage responses after paired stimulation 
I evaluated the effect of repeated stimulation in sensory-evoked responses in L2/3 of the 
cortex. A second stimulation delivered less than 210 ms after a previous stimulation evokes 
smaller amplitude responses in L2/3 pyramidal neurons compared to the first sensory-evoked 
response (Figure 3.13). Responses to sensory stimulation change or adapt after repeated 
exposure to the stimulus (Chung et al., 2015, Yang and O'Connor, 2014, Martin-Cortecero 
and Nunez, 2014, Simons, 1985). The adaptation of the sensory-evoked response can vary 





Most studies support that prolonged or repetitive stimulation evokes voltage responses that 
decrease after each stimulation (Nicolelis and Fanselow, 2002, Fanselow and Nicolelis, 
1999, Castro-Alamancos, 2004, Simons, 1985, Yang and O'Connor, 2014). Response 
adaptation occurs at all levels of the somatosensory pathway, and it seems to be larger in S1 
than in the principal trigeminal or thalamic nuclei (Martin-Cortecero and Nunez, 2014). In 
our study, the decrease of the voltage signal amplitude is frequency-dependent, higher 
stimulation frequencies increase cortical response depression (Martin-Cortecero and Nunez, 
2014, Simons, 1985).  
3.4.9 Conclusions 
Our results highlight the potential of the FRET-based voltage indicator VSFP Butterfly 1.2 to 
record fast depolarisation and hyperpolarisation of the L2/3 pyramidal network in awake 
behaving mice. I first described a protocol to detect differences in cortical responses depending 
on mice behaviour, still versus movement. I was able to detect reproducible sensory-evoked 
responses after both paw and whisker stimulation. Sensory-evoked responses propagated to 
other areas of the cortex, such as M1 and M2, with initial fast depolarisation followed by a slow 
hyperpolarisation.   
Sensory evoked responses in the cortex can be affected by cortical interneurons (Tremblay et 
al., 2016) and neuromodulators such as acetylcholine and dopamine (Radnikow and Feldmeyer, 
2018). VSFP voltage imaging combined with specific chemical, pharmacological or genetic 
manipulation approaches could be a powerful tool to study the role of different neuronal 
populations in modulating the voltage responses in L2/3 pyramidal neurons. In the next chapter 
of this thesis, I standardise and characterise a specific cholinergic lesion of the basal cholinergic 












4 Chapter 4: Effect of a specific cholinergic lesion on motor performance 
4.1 Aims 
- To establish a cholinergic-specific lesion in the mouse sensorimotor cortex. 
- To analyse the extent of the chronic cholinergic lesion in the sensorimotor cortex.  
- To examine the effects of the cholinergic lesion on motor performance and learning. 
4.2 Introduction 
The basal forebrain cholinergic system is a region of the brain involved in modulation of many 
behaviours, including attention (McGaughy et al., 2002), arousal (Yamakawa et al., 2016), 
memory (Berger-Sweeney et al., 2001, Field et al., 2012), motor learning (Conner et al., 2003, 
Conner et al., 2010) and sleep (Irmak and de Lecea, 2014). Cholinergic systems are also 
essential for modulating plasticity of distal forelimb motor circuits during highly demanding 
skilled motor behaviours (Ramanathan et al., 2015, Conner et al., 2005, Ramanathan et al., 
2009). Proper execution of skilled motor tasks depends on cortical regulation, from both motor 
and primary sensory areas (Ueno et al., 2018). However, how the basal forebrain cholinergic 
system modulates sensorimotor processing during behaviour is not clear.  
The main objective of this thesis is to evaluate the role of the basal forebrain cholinergic neurons 
in L2/3 of the cortex during sensory processing using a GEVI. To achieve this objective, I first 
needed to standardise a specific cortical cholinergic lesion in mice that can be used in 
conjunction with the voltage imaging methods developed in Chapter 3.  
Most of what we currently know about the role of the basal forebrain cholinergic system has 
been obtained by injecting the conjugate of rat NTR antibody to saporin (192 IgG-SAP) in the 





Ramanathan et al., 2006, Traissard et al., 2007). Although 192 IgG-SAP immunotoxin is 
effective at removing cholinergic neurons in rats, it does not damage mouse cholinergic neurons 
(Borden et al., 2017). The equivalent toxin for selectively removing basal forebrain cholinergic 
neurons in mice is mu p75SAP (McHugh et al., 2015). Mu p75SAP consists of a ribosomal-
inactivating cytotoxin bound to an antibody directed against murine p75NRT that is uniquely 
expressed in the basal forebrain cholinergic neurons in the adult cerebrum (Hunter et al., 2004). 
Here, I aim to use mu p75SAP to produce a selective basal forebrain cholinergic loss in mouse.  
Injecting 192 IgG-SAP into the motor cortex of rats selectively removes the cholinergic fibres 
projecting from the basal forebrain, without affecting the fibres projecting to the auditory and 
prefrontal cortices (Conner et al., 2010). However, similar experiments injecting mu p75SAP 
directly in the motor cortex have not been conducted. I chose to inject mu p75SAP into the 
mouse motor cortex in order to deplete the cholinergic fibres within the primary sensory and 
motor cortices while minimising the damage to other brain areas.  
I aimed to evaluate the extent of the lesion 15, 30 and 50 days after the mu p75SAP neurotoxin 
injection in order to determine if the lesion remains constant over time and if there is any 
spontaneous recovery of the cholinergic fibres. The outcome of this first experiment determined 
the temporal window for the behavioural and imaging experiments. 
The gold standard behavioural test to evaluate the effect of cholinergic lesions in the 
sensorimotor system is the single pellet reaching task, as rats with specific lesions of the basal 
forebrain cholinergic nuclei fail to learn the task (Conner et al., 2005, Conner et al., 2003, 
Conner et al., 2010, Ramanathan et al., 2009, Ramanathan et al., 2015). Similar impairment in 
learning the single pellet reaching task has been reported in mice following a non-specific 





Although intact cholinergic input is necessary for motor skill learning, the performance of 
simple motor tasks does not require cholinergic input (Conner et al., 2003, Conner et al., 2010). 
Selective lesions of the basal forebrain cholinergic neurons do not affect the performance on the 
ladder task (Conner et al., 2003) or the fixed speed rotarod (Matchynski et al., 2013). However, 
similar cholinergic lesions produce moderate deficits during more complex tasks such as beam-
walking and water-maze testing (Moreau et al., 2008, Traissard et al., 2007).  
I evaluated the effect of mu p75SAP lesion in motor behaviours to confirm that it has similar 
behavioural outcomes as previously published data using 192 IgG-SAP in rats (Conner et al., 
2010).  First, I evaluated motor performance that does not require a learning component using 
the cylinder (Jimenez-Martin et al., 2015) and hanging wire tests (Aartsma-Rus and van Putten, 
2014). In order to assess the effect of the lesion on skilled motor learning, I used the single pellet 
reaching task which requires dexterity in distal portions of the forelimbs (Xu et al., 2009, Chen 
et al., 2014). I also used acrobatic locomotor tests (accelerated and rocking rotarod tests) to 







4.3 Results  
4.3.1 Effect of mu p75-SAP injection in the motor cortex on cholinergic fibre density in 
M1, M2 and S1 
I analysed the extent of the lesion 15 days after mu p75SAP injection in the caudal forelimb 
area in the motor cortex using p75NRT immunohistochemistry (Methods section 2.8.2 and 
2.8.4). Mu p75SAP injection produced a loss of p75NRT-positive cholinergic fibres across M1, 
M2 and S1 (Figure 4.1). Cholinergic fibre loss occurred in all cortical layers and measurements 
were made in superficial layers in M1, M2 and S1, including L4 and part of L5, as in Figure 
2.12. This result indicated that, as expected, mu p75SAP injection effectively damaged the basal 
forebrain cholinergic fibres in the sensorimotor cortex.  
The extent of the lesion 15, 30 and 50 days after the injection was also analysed using 
acetylcholinesterase staining (Methods sections 2.8.3 and 2.8.4; Kwakowsky et al., 2016). 
Histological analysis showed a loss of cholinergic fibres in M1, M2 and S1 in the injected 
hemisphere (Figure 4.2 A). The percentage of cholinergic fibre depletion analysed this way 
returned similar values to p75NRT immunohistochemistry, in M1 (Mann Whitney test, U = 4, 
p = 0.1905), M2 (Mann Whitney test, U = 8, p = 0.7302) and S1 (Mann Whitney test, U = 10, 
p > 0.9999). The percentage of p75NRT-positive cholinergic fibre depletion was 80.40 ± 1.12% 
in M1, 50.65 ± 8.52% in M2 and 77.62 ± 7.22% in S1; whereas the percentage of 
acetylcholinesterase positive cholinergic fibres depletion was 79.44 ± 12.5% in M1, 45.85 ± 
9.99% in M2 and 69.39 ± 13.19% in S1. The difference is that the acetylcholinesterase detection 
labels all types of cholinergic fibres of the cortex, whereas the immunohistochemistry 
selectively labels the p75NRT that is only expressed in the axons of the basal forebrain 
cholinergic neurons (Hunter et al., 2004). Our results suggest that both techniques provided a 










Figure 4.1 Loss of cholinergic fibres from the basal forebrain projecting neurons 15 days after the lesion 
assessed by immunofluorescent detection with the p75NRT antibody  
(A) Representative confocal images of the primary motor (M1), secondary motor (M2) and primary sensory 
(S1) cortices, contralateral and the ipsilateral to the injection hemisphere. Cholinergic are labelled in 
green. Scale bar 50 µm. 
(B) Percentage cholinergic fibre loss in the primary motor (M1), secondary motor (M2) and primary sensory 
(S1) cortices in the injected hemisphere compared with the contralateral side. Data shown as 
mean ± SEM, n = 4. 
Acetylcholinesterase positive fibre loss was significant 15 days after the lesion in M1 (Dunn's multiple 
comparisons test, p < 0.01), M2 (Dunn's multiple comparisons test, p < 0.05), and S1 (Dunn's multiple comparisons 
test, p < 0.01) compared to the control group, injected with non-targeting saporin conjugate (Figure 4.2 B). There 
was also a significant depletion 30 days after the lesion in M1 (Dunn's multiple comparisons test, p < 0.001), M2 
(Dunn's multiple comparisons test, p < 0.01) and S1 (Dunn's multiple comparisons test, p < 0.001); and 50 days 
after the lesion in M1 (Dunn's multiple comparisons test, p < 0.01), M2 (Dunn's multiple comparisons test, p < 
0.05), and S1 (Dunn's multiple comparisons test, p < 0.01). There were no significant differences in fibre density 
between the different days after the lesion (Dunn's multiple comparisons test, p ≥ 0.05 in all the combinations of 







Since cholinergic fibre loss is consistent from 15 to 50 days after mu p75SAP injection, this 
provided a temporal window for behavioural studies (sections 4.3.2 to 4.3.7) and imaging 
experiments (Chapter 5). However, as evident in Figure 4.2 B, the extent of the lesion was 
variable between different mice. Therefore, for the behavioural and imaging analysis, I decided 
to only include mice with a cholinergic fibre depletion higher than the mean + 2SD of the 












Figure 4.2 Extent of cholinergic fibre loss in the cortex using acetylcholinesterase staining. 
(A) Injection of mu p75-SAP reduces the density of cholinesterase containing fibres (black) in the primary 
motor (M1), secondary motor and primary sensory (S1) cortices. Scale bar 50 µm. 
(B) Percentage cholinergic (ACh) fibre loss in the injected hemisphere compared with the contralateral side 
at 15, 30 and 50 days after ACh lesion (red square) or control molecule injection (black circles). 
M1: Kruskal-Wallis test, p < 0.0001. Dunn's multiple comparisons test. 
Comparison between ACh lesion and control: Control vs. 15 days ACh lesion p = 0.0048; Control vs. 30 
days ACh lesion p < 0.0001, Control vs. 50 days ACh lesion p = 0.0073. 
Comparison between different perfusion times: 15 days ACh lesion vs 30 days ACh lesion p > 0.999, 15 
days ACh lesion vs. 50 days ACh lesion p > 0.999, 30 days ACh lesion vs 50 days ACh lesion p > 0.999.  
M2: Kruskal-Wallis test, p = 0.0012. Dunn's multiple comparisons test 
Comparison between ACh lesion and control:  Control vs. 15 days ACh lesion p = 0.0116; Control vs. 30 
days ACh lesion p = 0.0083, Control vs. 50 days ACh p = 0.0396.  
Comparison between different perfusion times: 15 days ACh lesion vs 30 days ACh lesion p > 0.999, 15 
days ACh lesion vs. 50 days ACh lesion p > 0.999, 30 days ACh lesion vs 50 days ACh lesion p > 0.999.  
S1: Kruskal-Wallis test, p < 0.0001. Dunn's multiple comparisons test 
Comparison between ACh lesion and control: Control vs. 15 days ACh lesion p = 0.0014; Control vs. 30 
days ACh lesion p = 0.0003, Control vs. 50 days ACh lesion p = 0.0036. 
Comparison between different perfusion times: 15 days ACh lesion vs 30 days ACh lesion p > 0.999, 15 
days ACh lesion vs. 50 days ACh lesion p > 0.999, 30 days ACh lesion vs 50 days ACh lesion p > 0.999.  
ACh lesioned mice perfused 15 days after the lesion n = 5, 30 days after the lesion n = 11 and 50 days 
after the lesion n = 8. Control mice n = 14 (data of all control mice was plotted together, but corresponds 
to mice perfused 15 days after the injection n = 5, 30 days after the injection n = 4 and 50 days after the 








4.3.2 The cholinergic lesion does not impair simple motor performance in the cylinder 
task  
Mu p75SAP injection induced cholinergic fibre loss across the sensorimotor cortex. I first 
evaluated the effect of the lesion in a simple motor behaviour that does not involve learning and 
thus is not expected to be affected by a cholinergic lesion. The cylinder test evaluates the ability 
of the animal to stand upright on the hind limbs and the asymmetries in the use of the forelimbs 
in a vertical exploration task (Methods section 2.5.1; Jimenez-Martin et al., 2015). The number 
of vertical explorations of the cylinder wall (rearing) per minute was not significantly different 
between experimental groups (Mann Whitney test, U = 54, p = 0.9089; Figure 4.3 A). The 
asymmetry index was around the theoretical value of (0.5) indicating symmetrical use of the 
forelimbs in both experimental groups (Wilcoxon signed-rank test; p ≥ 0.05 compared to 0.5, 
theoretical value of symmetrical use of the forelimbs and unpaired t-test between groups, t (18) 
= 2.116, p = 0.4126; Figure 4.3 B). These results confirm that the chronic cholinergic lesion 







Figure 4.3 Chronic cholinergic lesion does not impair simple motor performance in the cylinder task 
(A) The number of rearings per minute are unaffected after a cholinergic (ACh) lesion (Mann Whitney test, 
U = 54, p = 0.9089). Data shown as mean ± SEM. 
(B) The asymmetry index is also unaffected after the lesion (Wilcoxon signed-rank test; p ≥ 0.05 compared 
to 0.5, theoretical value of symmetrical use of the forelimbs and unpaired t-test, t (18) = 2.116, p = 0.4126). 
ACh lesion n = 12, control n = 8. Data shown as mean ± SEM. 
Only mice with ACh fibre loss in M1, M2 and S1 higher than the mean plus two times the standard deviation 





4.3.3 The cholinergic lesion does not impair hanging time but impairs motor 
coordination  
The effect of the chronic cholinergic lesion was also evaluated using the hanging test, which 
measures limb strength and motor coordination (Methods section 2.5.2; Figure 2.4). The 
chronic cholinergic lesion did not affect mouse strength or gripping behaviour as there was no 
change in the total hanging time between cholinergic lesion and the control groups (Mann 
Whitney test U = 35, p = 0.3614; Figure 4.4 A). Moreover, the cholinergic lesion did not affect 
the number of times the mice reached the end of the wire cable (Mann Whitney test, U = 22, p 
= 0.0615; Figure 4.4 B). However, there was a significant increase in the minimum time to 
arrive to the end of the wire in the cholinergic lesion group compared to the control (Unpaired 
t-test, t (18) = 2.116, p = 0.0485; Figure 4.4 C). This result suggested that mice with the 
cholinergic lesion have impaired motor coordination and needed more time to reach the end of 







Figure 4.4 Effect of the cholinergic lesion on the hanging test 
(A) Cholinergic (ACh) lesion did not influence the hanging time (Mann Whitney test U = 35, p = 0.3614). 
(B) The number of arrivals at the end of the wire were unaffected after the cholinergic lesion (Mann Whitney 
test, U = 22, p = 0.0615). 
(C) There was an increased time to complete the arrivals in cholinergic lesioned mice (Unpaired t-test, t (18) 
= 2.116, p = 0.04850).  
ACh lesion n = 13, control n = 7. Data shown as mean ± SEM, * p < 0.05. Only mice with an ACh fibre loss in 







4.3.4 The cholinergic lesion did not affect performance on the fixed speed rotarod but 
impaired accelerated rotarod learning 
I next evaluated the effect of the lesion on skilled motor behaviours that require learning using 
three different rotarod protocols (Methods section 2.5.4). The chronic cholinergic lesion did not 
significantly affect the ability of mice to run on a fixed speed rotarod (Mann Whitney test, U = 
5.5, p = 0.1303; Figure 4.5 A), though the lesioned mice appeared to be a litter slower, or the 
latency to fall on the rocking rotarod (Two way repeated measurements ANOVA, Interaction 
F (3, 27) = 0.8297, p = 0.4892; time factor F (3, 27) = 4.527, p = 0.0107; groups factor F (1, 9) = 
0.001795, p = 0.9671; Figure 4.5 B). However, mice with a cholinergic lesion failed to learn 
during the accelerated rotarod (Two way repeated measurements ANOVA, Interaction F (3, 27) 
= 1.484, p = 0.2411; time F (3, 27) = 7.071, p = 0.0012; groups F (1, 9) = 6.993, p = 0.0267; Figure 
4.5 C). The time to fall was not different compared to the control group on day 1 (p = 0.2626) 
and 2 (p = 0.1350) of training, but by day 3 (p = 0.0222) and 4 (p = 0.0296) there was a 
significant reduction in the time to fall from the rod in cholinergic lesion mice compared to 
control (according to Sidak's multiple comparisons test between groups). Our results suggest 
that the cholinergic lesion does not affect baseline rotarod performance of the mice but 








Figure 4.5 Effect of a chronic cholinergic lesion on acrobatic locomotor tasks  
(A) Cholinergic (ACh) lesion and control mice perform similarly in the easy fixed speed rotarod (Mann 
Whitney test, U = 5.5, p = 0.1303, ACh lesion n = 4, control n = 7). Data shown as mean ± SEM. 
(B) ACh lesion does not affect fixed speed rocking rotarod performance (Two way repeated measurements 
ANOVA, Interaction F (3, 27) = 0.8297, p = 0.4892; time factor F (3, 27) = 4.527, p = 0.0107; groups factor 
F (1, 9) = 0.001795, p = 0.9671, ACh lesion n = 4, control n = 7). Data shown as mean ± SEM. 
(C) ACh lesioned mice have impaired performance in accelerating rotarod (Two way repeated measurements 
ANOVA, Interaction F (3, 27) = 1.484, p = 0.2411; time F (3, 27) = 7.071, p = 0.0012; groups F (1, 9) = 6.993, 
p = 0.0267. Sidak's multiple comparisons test between groups: day 1 p = 0.2626, day 2 p = 0.1350, day 3 
p = 0.0222, day 4 p = 0.0296, ACh lesion n = 4, control n = 7 Mean ± SEM). Data shown as mean ± SEM, 
*p < 0.05.  
Only mice with an ACh fibre loss in M1, M2 and S1 higher than the mean plus two times the standard 





4.3.5 Correlation between cholinergic fibre loss and motor performance on the 
accelerated rotarod 
The cholinergic lesion affected mouse performance on the accelerated rotarod. In section 4.3.4, 
only mice with an ACh fibre loss in M1, M2 and S1 higher than the mean +2SD of the control 
group were used for the rotarod data analysis. However, the extent of the lesion across cortical 
areas was variable between animals. Therefore, I analysed the effect of the extent of the lesion 
on the rotarod performance.  
The percentage of cholinergic fibre loss after the lesion for each cortical region was examined 
for correlation with the time to fall in the accelerated rotarod for each day of training. The fibre 
loss in M1 was significantly associated with reduced motor performance in the rotarod task on 
all four training days (Spearman correlation, p < 0.05; Figure 4.6 A). However, there was no 
correlation between the percentage of fibre loss in M2 and the time to fall on the rotarod in any 
of the training days (Spearman correlation, p ≥ 0.05; Figure 4.6 B). Similarly, the cholinergic 
loss in S1 did not correlate with motor performance in the rotarod (Spearman correlation, p ≥ 
0.05; data not shown). This result indicates that reduced performance on the accelerated rotarod 












Figure 4.6 Correlations between and the extent of the cholinergic lesion in the cortex and the time to fall of 
the accelerated rotarod across different days 
(A) Cholinergic (ACh) fibre loss in the primary motor cortex significantly correlates with mice performance 
in the accelerated rotarod, mice with more ACh fibre depletion performed worse in the task.  
(B) No significant correlation was found between the extent of the lesion in the secondary motor cortex and 
between the motor performances.  







4.3.6 The cholinergic lesion impairs performance on a skilled paw dexterity task, the 
single pellet reaching task 
Chronic cholinergic lesions impair skilled motor learning in the single pellet reaching task in 
rats (Conner et al., 2005, Conner et al., 2010); therefore, I also conducted this test to evaluate 
motor learning in mice (Methods section 2.5.3).  Mice with chronic cholinergic lesion failed to 
learn to successfully reach a pellet through a narrow Plexiglas gap compared to the control 
group over days of training (Two way repeated measurements ANOVA, Interaction F (13, 169) = 
0.6876, p = 0.7736; time F (13, 169) = 1.787, p = 0.0485; groups F (1, 13) = 5.011, p = 0.0433; 
Figure 4.7). This result indicates, as expected, that in mice the cholinergic lesion affects 








Figure 4.7 Cholinergic lesioned mice failed to learn a single pellet reaching task  
Percentage of success across training days in mice with a chronic cholinergic (ACh) lesion (red) and control 
(black). Only mice with an ACh fibre loss in M1, M2 and S1 greater than the mean plus two times the standard 
deviation of the control group were used for this analysis. Two way repeated measurements ANOVA, Interaction 
F (13, 169) = 0.6876, p = 0.7736; time F (13, 169) = 1.787, p = 0.0485; groups F (1, 13) = 5.011, p = 0.0433, ACh lesion 
n = 7, control n = 8. Data shown as mean ± SEM, * p<0.05. 
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4.3.7 Correlation between cholinergic fibre loss and motor performance on a single 
pellet reaching task 
As seen above the cholinergic lesion affected mouse performance in the single pellet reaching 
task, and as stated previously (section 4.3.6), only mice with a cholinergic fibre loss in M1, M2 
and S1 higher than the mean +2SD of the control group were used for the behavioural analysis. 
Given the correlation between fibre loss and rotarod performance, I further analysed the effect 
of the cortical extent of the lesion in the performance of the single pellet reaching task.  
The percentage of cholinergic fibre loss after the lesion for each region were examined for 
correlation with mouse performance in the single pellet reaching task in groups of days. The 
fibre loss in M1 did not correlate with the percentage of success in the single pellet reaching 
task (Figure 4.8 A, Spearman correlation, p ≥ 0.05). However, there was a significant 
correlation between the percentage of fibre loss in M2 and the percentage of success in all 
groups of training days (Figure 4.8 B, Spearman correlation, p < 0.05). The cholinergic loss in 
S1 did not correlate with motor performance in the single pellet reaching task (data not shown, 
Spearman correlation, p ≥ 0.05). These results suggest that the performance in the single pellet 












Figure 4.8 Correlations between the percentages of success in the single pellet reaching task across different 
days and the extent of the cholinergic lesion.   
(A) Cholinergic (ACh) fibre loss in the primary motor cortex did not correlate with mice performance in the 
single pellet reaching task.  
(B) The extent of the lesion in the secondary motor cortex significantly correlates with the percentage of 
success in the single pellet reaching task. Mice with greater ACh fibre loss performed worse in the task. 






4.4 Discussion  
4.4.1 Primary findings of this Chapter 
- Mu p75SAP injection in the motor cortex produced a sustained (up to 50 days) chronic 
cholinergic fibre loss in the sensorimotor cortex. 
- The chronic cholinergic lesion does not impair the ability of mice to perform simple 
motor behaviours. 
- The chronic cholinergic lesion affects mouse performance in skilled motor behaviours. 
4.4.2 The cholinergic lesion produces a cholinergic fibre loss in M1, M2 and S1; 15 to 50 
days after the lesion 
Mu p75SAP injection in the motor cortex produced a significant decrease in the density of the 
cholinergic fibres in the lesioned hemisphere compared with the contralateral hemisphere based 
upon independent assessment using mu p75NRT immunohistochemistry and 
acetylcholinesterase histochemistry (Figure 4.1 and Figure 4.2). Previous studies have shown 
that intracerebroventricular (ICV) injections of mu p75SAP specifically induce cholinergic 
damage, without affecting glutamic acid decarboxylase (GAD) activity, non-cholinergic 
neurons or cerebellar Purkinje cells (Berger-Sweeney et al., 2001, Moreau et al., 2008).  
I evaluated the extent of the lesion over time as previous reports have suggested that cholinergic 
fibres might regenerate following damage. Kwakowsky et al. (2016) reported that cholinergic 
fibres could recover thirty days after a cholinergic lesion produced by injection of amyloid beta-
peptide (Aβ1–42) in the basal forebrain. In contrast, I found similar levels of fibre loss at 50 
days versus 15 days following mu p75SAP injection suggesting that the cholinergic fibres do 
not regenerate in this lesion (Figure 4.2 B). Similarly, Moreau et al. (2008) showed cholinergic 





a reduction of cholinergic fibres in the hippocampus (84%) as well as the somatosensory (78%), 
retrosplenial (89%) and visual cortices (92%). Moreover, Ramanathan et al. (2015) observed no 
spontaneous recovery of the fibres 50 days after specific cholinergic lesions in rats using 192 
IgG-SAP. Our results confirm that there is no spontaneous recovery of cholinergic fibres after 
mu p75SAP injection in the motor cortex. 
4.4.3 Cholinergic lesion in the sensorimotor cortex does not impair simple motor tasks  
Control and cholinergic lesioned mice performed similarly in the cylinder test (Figure 4.3), 
regarded as a simple motor task (Li et al., 2004), indicating that mu p75SAP injection in the 
motor cortex does not affect simple motor behaviours such as the use of the forelimb during 
vertical explorations or the number of rearings. The hanging test also evaluates simple motor 
behaviours that do not require learning. This behavioural test has been traditionally used to 
evaluate muscle strength, by measuring the time that the mouse is able to hang on the wire 
without falling (Rafael et al., 2000, Aartsma-Rus and van Putten, 2014, Klein et al., 2012, 
Fougerousse et al., 2003, Raymackers et al., 2003). Cholinergic lesioned mice do not exhibit an 
impairment in the hanging capacity (Figure 4.4 A), mice were able to grasp and hang in the 
wire, suggesting that muscular strength per se is not influenced by the cholinergic lesion 
(Aartsma-Rus and van Putten, 2014, Rafael et al., 2000).  
Optimal performance in the hanging test also requires mice to swing their hind paws around to 
grasp the wire and then move to the edge of the wire (Rafael et al., 2000). The cholinergic 
lesioned mice were able to move on the cable and reach the end; however, the time they took 
to reach the end of the wire was significantly increased (Figure 4.4 C), suggesting a reduced 
motor coordination.  
Similar impairment in motor coordination after a cholinergic lesion has been previously 





produce a moderate impairment in the beam walking test, a test that also requires motor 
coordination (Moreau et al., 2008). Global ICV 192 IgG-SAP injections in rats induces sensory-
motor deficits in the same test (Traissard et al., 2007). In this study, they attributed the motor 
impairments to a collateral lesion of cerebellar Purkinje cells. Injections of 192 IgG-SAP (ICV) 
damage cerebellar Purkinje neurons (Waite et al., 1995); however, mu p75SAP does not 
produce damage to Purkinje cells when injected ICV (Moreau et al., 2008, Berger-Sweeney et 
al., 2001). Therefore the effect of mu p75SAP to impair motor performance in our mice is best 
attributed to the chronic cholinergic depletion in the basal forebrain neurons and their axons 
(fibres) projecting to the cortex. 
4.4.4 The chronic cholinergic lesion impairs the ability of mice to stay on an accelerated 
rotarod 
The rotarod test is considered an acrobatic locomotor test to evaluate skilled motor learning 
(Buitrago et al., 2004, Luft and Buitrago, 2005). Previous work showed that ICV mu p75SAP 
injection does not affect the latency to fall on the fixed speed rotarod (5, 10, or 15 
rotations/minutes) (Matchynski et al., 2013).  Similarly, I found that mu p75SAP injection in 
the motor cortex does not affect mice performance in a fixed speed rotarod or the rocking 
rotarod (Figure 4.5 A - B).   
The rocking rotarod is programmed to alternate rotating forwards and backwards in a fixed 
speed, and mice only need to learn to turn and change the walking direction every time that the 
rod changes direction (Heldermon et al., 2007, Roberts et al., 2012). In contrast to the fixed 
speed rotarod protocols which require continual execution of the same motor sequence, the 
accelerated rotarod requires the continual updating of a motor sequence (MacLaren et al., 
2014); therefore the accelerated rotarod can be considered a more complex test than the fixed 





Cholinergic lesioned mice failed to learn the accelerated rotarod task (Figure 4.5 C) and mice 
with higher cholinergic fibre loss in M1 performed worse in the test (Figure 4.6). These results 
seem to contradict previous findings, where mice with a specific cholinergic lesion have no 
impaired performance in the accelerated rotarod to a maximum of 20 rpm for 3 minutes (Hamlin 
et al., 2013). However, the rotarod protocol employed by Hamlin et al. (2013) is less difficult 
than the one I used here where the maximum speed is 40 rpm; my results suggest that the 
cholinergic lesion only affected the more difficult tasks. Similar to our results, de Castro et al. 
(2009) found that transgenic mice with reduced expression of the vesicular acetylcholine 
transporter are slower to learn the rotarod task. Thus the cholinergic lesion appears to only 
affect mice performance in the more difficult versions of the rotarod tests.  
4.4.5 Chronic cholinergic lesion in mice impairs paw dexterity  
It has been widely studied that specific cholinergic lesions in the basal forebrain in rats impairs 
motor learning in the single pellet reaching task (Conner et al., 2005, Ramanathan et al., 2009, 
Ramanathan et al., 2015, Conner et al., 2003). Consistent with these findings, in my research 
mice with specific unilateral cholinergic lesion also failed to learn the single pellet reaching 
task (Figure 4.7).  
The extent of the cholinergic lesion in M2 appears to be related to a more unsatisfactory 
performance in the single pellet reaching task, as the percentage of cholinergic fibre loss in M2 
negatively correlates with the performance in the single pellet reaching task (Figure 4.8). M2 
has been described as the area where ‘sensory’ meets ‘motor’ in the rodent frontal cortex 
because M2 is essential for connecting sensory information to motor actions (Barthas and 
Kwan, 2017). Sensorimotor processing is necessary for the execution of the single pellet 
reaching task that requires orientation (approaching and detecting the food location), transport 





(Alaverdashvili and Whishaw, 2013). This task also requires whisker and nose tactile senses in 
rats (Parmiani et al., 2018).   
A role for M2 in choice bias, rather than motor ability has been suggested from studies using 
unilateral aspiration lesions of rat M2 that produced a contralateral neglect for food reward 
(Cowey and Bozek, 1974), suggesting that reward choice bias could partly explain my results. 
Rats also neglected a sensory cue associated with an electric shock after similar lesions, even 
though they were able to detect the sensory cue (Crowne and Pathria, 1982). These findings 
suggest that M2 is not involved in the independent processing of sensory or motor information, 
but it is necessary for tasks that require an association between sensory information and motor 
execution such as the single pellet reaching task.  
4.4.6 Conclusions 
I successfully standardised a specific cholinergic lesion by injecting mu p75SAP in the mouse 
motor cortex. The extent of the lesion across the sensorimotor cortex was sustained for up to 
50 days after the lesion, allowing us to confidently test mice within this temporal window. The 
cholinergic lesion has similar behavioural consequences in mice as previous reports in rats. My 
research provides further evidence to support the involvement of the basal forebrain cholinergic 
system in skilled motor performances, but not in simple motor tasks. I used the methods to 
produce a selective cholinergic lesion, developed in this chapter, to study how removal of basal 






5 Chapter 5: Effect of a cholinergic lesion on voltage responses of cortical L2/3 during 
sensory stimulation in awake mice 
5.1 Aim 
- To evaluate how a selective chronic cholinergic lesion in the sensorimotor cortex alters 
sensory-evoked cortical voltage responses in L2/3 pyramidal neurons.  
5.2 Introduction 
Acetylcholine is a neuromodulator with some evidence for critically for cortical sensory 
processing (Lecrux et al., 2017, Brombas et al., 2014). Microdialysis experiments have 
confirmed the regional specificity of acetylcholine release in the cortex after sensory 
stimulation, for example, skin stimulation evokes a substantial acetylcholine increase 
from somatosensory cortex with little change in acetylcholine levels in the visual area, whereas 
visual stimulation has the opposite effect (Fournier et al., 2004). Tactile stimulation induces an 
increase in acetylcholine concentration in the cortex, more extensively than other stimuli, 
suggesting that acetylcholine is necessary for sensory processing of tactile information (Inglis 
and Fibiger, 1995). However, the role of the basal forebrain cholinergic system in sensory 
processing in awake behaving subjects is not fully understood. Therefore, I decided to study 
how a chronic basal forebrain cholinergic lesion influences cortical processing of tactile 
information in awake mice.  
The basal forebrain cholinergic system projects to all areas and layers of the cortex (Villano et 
al., 2017). It is particularly interesting that cholinergic receptors are differentially distributed 
across cortical layers, supporting the idea that cholinergic control of the cortex may be layer 
dependent (Metherate, 2004). Pyramidal neurons from different layers of the cortex respon 





in other hyperpolarise (Gulledge et al., 2007, Eggermann and Feldmeyer, 2009). Thus, from in 
vitro studies at least, endogenous cholinergic modulation of cortical pyramidal neurons is 
different between the superficial and deep layers, allowing the possibility of functional layer-
specific control of cortical processing by the cholinergic system (Verhoog et al., 2016). 
Therefore, I focused on specifically lesioning cortical cholinergic fibres from the basal 
forebrain to determine how sensory-evoked responses in L2/3 pyramidal neurons are changed 
in an awake mouse.  
We successfully standardised a novel voltage imaging methodology to record sensory-evoked 
voltage responses specifically from L2/3 pyramidal neurons in Chapter 3. I aimed to use this 
technology to evaluate how a selective chronic cholinergic lesion in the sensorimotor cortex, 
standardised in Chapter 4, alters sensory-evoked voltage responses in L2/3 pyramidal neurons. 
I hypothesise that the chronic cholinergic lesion affects the sensory-evoked responses in S1 and 







5.3.1 Validation of recordings conditions 
Mu p75SAP injection in the motor cortex induces a chronic and irreversible cholinergic fibre 
loss in the sensory and motor cortices (described in section 4.3.1). All mice injected with mu 
p75SAP used for the imaging experiments exhibited cholinergic fibre depletion in the 
sensorimotor cortices that was higher than two times the standard deviation of the control group 
(Appendix 4, Figure 8.4). 
Having standardised the methodology for the cholinergic lesion, I then analysed the effect of 
this lesion on sensory-evoked responses in L2/3 pyramidal neurons after forepaw stimulation 
(Methods section 2.7.2.6). I first confirmed that the injection of the control molecule rabbit 
IgG-SAP in M1 did not affect sensory-evoked voltage responses in L2/3 (as described in section 
3.3.1 to 3.3.4). The voltage responses evoked by paw stimulation in the forelimb area of S1 
were similar between non-injected mice and mice injected with rabbit IgG-SAP (Appendix 5, 
Figure 8.5). Mice injected with rabbit IgG-SAP are referred to as control mice in all the other 
sections of this Chapter.  
5.3.2 In mice with a cholinergic lesion, paw stimulation produces a strong 
hyperpolarisation after the initial depolarisation of L2/3 pyramidal neurons in S1 
Using the same analytical approaches developed in Chapter 3, I observed that forepaw 
stimulation of cholinergic lesioned mice evoked an initial depolarisation followed by a strong 
hyperpolarisation in their S1 forelimb area (Figure 5.1). Figure 5.1 shows the grand average 
(A) of responses from cholinergic lesioned mice and an individual mouse responses (B), the 
initial depolarisation matched with an increase in acceptor and a decrease in donor fluorescence 





increase in donor fluorescence, as observed in vitro (Akemann et al., 2012) and as seen in vivo 









Figure 5.1 Validation of sensory voltage signals (ratio, donor, and acceptor) from S1FL in response to paw 
stimulation in mice with a cholinergic lesion. 
(A) Ratiometric responses (ΔR/R0) from 6 mice, n = 58 trials (black trace) demonstrating depolarisation (red 
arrow) and hyperpolarisation (blue arrow) as confirmed by the opposite direction of change in the 
fluorescence (ΔF/F0) of donor (green traces) and acceptor (purple traces). Data shown as mean ± SEM 
(B) Shows ratio, donor and acceptor for a single mouse with a cholinergic lesion (n = 23 trials), note the 
broadly similar depolarisation and hyperpolarisation and donor and acceptor traces. Data shown as 





The sensory-evoked voltage responses within the forelimb area of S1 are different between 
cholinergic lesioned mice and control mice (Figure 5.2 A). In Figure 5.2 B the amplitude of the 
initial depolarisation response after paw stimulation was higher in cholinergic lesioned mice 
compared with control mice (Unpaired t-test, t (117) = 2.706, p = 0.0078), whereas the temporal 
parameters of the depolarisation (time to onset, rise, peak and decay; Methods section 2.7.2.4) 
were unaffected (Two way repeated measurements ANOVA, interaction F (3, 351) = 2.278, p = 
0.0793, time factor F (3, 351) = 263.3, p <0.0001, groups Factor F (1, 117) = 2.028, p = 0.1571; 
Figure 5.2 B-ii).  
Paw stimulation evoked a significant hyperpolarising response on the forelimb area in 
cholinergic lesioned mice compared to control (Unpaired t-test, t (177) = 2.122, p = 0.0360; 
Figure 5.2 C-i) and the maximum hyperpolarising response occurred  at ~ 180 ms in cholinergic 
lesion mice (Figure 5.2 C-ii), whereas in the control group the maximum hyperpolarisation 
occurred much later at 260 ms (Mann Whitney test, U = 1139, p = 0.0007), not surprisingly the 
amplitude of the response at 180 ms after the stimulus onset were also significantly different 
between control and cholinergic lesioned mice (Unpaired t-test, t (177) = 2.973, p = 0. 0.0036; 
Figure 5.2 C-iii). These results indicate that the cholinergic lesion significantly reshapes the 
sensory-evoked L2/3 population responses in the forelimb area of S1 after paw stimulation. 
This is shown more clearly in Figure 5.3 where the difference between the cholinergic lesioned 
and control traces shows how  the cholinergic lesion increases L2/3 cortical pyramidal neuron 
depolarisation early in the response (~ 50 ms) then hyperpolarises the L2/3 cortical pyramidal 
neurons ( 110 - 200 ms)  and then appears to prolong excitation between ~ 210 - 400 ms after 
the stimulus. There was no significant correlation between the voltage membrane amplitude at 








Figure 5.2 Cholinergic fibre depletion reshapes the amplitude and timing of tactile sensory-evoked voltage 
signals  
(A) Voltage traces from the S1FL area in response to paw stimulation after a control injection (blue trace) or 
the cholinergic (ACh) lesion (red trace). Vertical dashed line represents stimulus onset. ΔR/R for 
ratiometric trace. 
(B) The amplitude and temporal characteristics of the paw sensory voltage signal depolarisation in control 
and ACh lesion mice. (i) Amplitude of the maximum response (Unpaired t-test, t (117) = 2.706, p = 0.0078). 
(ii) Temporal parameters of paw responses (Two way repeated measurements ANOVA, interaction F (3, 
351) = 2.278, p = 0.0793, time factor F (3, 351) = 263.3, p <0.0001, groups factor F (1, 117) = 2.028, p = 0.1571). 
(C) The amplitude and temporal characteristics of the paw sensory voltage signal hyperpolarisation in control 
and ACh lesion mice. (i) Maximum hyperpolarisation (Unpaired t test, t (177) = 2.122, p = 0.0360) (ii) 
Time to maximum hyperpolarisation (Mann Whitney test, U = 1139, p = 0.0007) (iii) Amplitude at 180 
ms after the paw stimulation (Unpaired t test, t (177) = 2.973, p = 0. 0.0036).   








Figure 5.3 Reshaping of the amplitude and timing of sensory voltage signals in area S1FL after cholinergic 
fibre depletion. 
(A) Chronic cholinergic (ACh) lesion reshaped the voltage responses in L2/3 of the S1FL area in a triphasic 
way. The membrane voltage (ΔR/R) increased in the first depolarisation, and then there is a decrease of 
the signal and a second increase of the voltage after 200ms. ΔR/R for ratiometric trace. Data shown as 
mean ± SEM. ACh lesion n = 58 trials, 6 mice; control n = 61 trials, 6 mice. 
(B) Subtraction of the averaged voltage traces shown in A (ΔR/R cholinergic lesion – ΔR/R control). Note that the 






5.3.3 The cholinergic lesion affects the cortical voltage maps after paw stimulation 
Paw stimulation evokes an initial depolarisation that started in the forelimb area of S1 and then 
propagated to other areas of the cortex in both cholinergic lesioned and control mice (Figure 
5.4). However, the voltage maps revealed changes in the temporal and spatial dynamics of 
sensory-evoked responses in mice with a cholinergic lesion. The maps from the cholinergic 
lesioned mice showed an increased initial depolarisation at ~ 60 ms following stimulation in 
the forelimb area of S1 compared to the control group. The depolarisation was followed by a 
dominant hyperpolarisation ~ 120 - 210 ms after the stimulus across the sensory and motor 
areas of the cortex; compared to the voltage responses of the control group. The maximum 
hyperpolarisation in the sensory and motor areas in cholinergic lesioned mice appeared to be ~ 
180 ms after the stimulation. These results indicated that the cholinergic lesion affected the 
spatial pattern of the depolarisation and hyperpolarisation of cortical L2/3 pyramidal neurons 







Figure 5.4 Altered sensory voltage map in Layer 2/3 of the cortex after cholinergic fibre depletion.  
(A) Brain areas within the cranial window using “The Mouse Brain in Stereotaxic Coordinates” (Franklin and 
Paxinos, 2008) (M1, Primary motor cortex; M2, secondary motor cortex; S1HL Hindlimb area of the 
primary sensory cortex; S1FL Forelimb area of the primary sensory cortex, S1BF Barrel field of the 
primary sensory cortex). Scale bar = 1 mm. 
(B) Sensory voltage maps evoked by paw stimulation, at selected times before (-) and after (+) the stimulation 
in mice with a cholinergic (ACh) lesion and control-treated mice. Note the increase in depolarised pixels 
(red) 60 ms after the stimulation onset and the increase in hyperpolarised pixels (blue) 150 – 210 ms. 






5.3.4 Spatial and temporal propagation of sensory-evoked voltage signal in L2/3 across 
cortical areas after cholinergic fibre depletion   
The cortical maps, in Figure 5.4 above, show that the cholinergic lesion affected L2/3 voltage 
responses after paw stimulation in large areas of the cortex, including the motor areas. 
Therefore, using the same methodology developed in Chapter 3 (Methods section 2.7.2.7), I 
studied how the cholinergic lesion influenced the propagation of L2/3 signals across the cortical 
areas. This approach allows the evaluation of the temporal dynamics of a longitudinal ROI 
orientated 45o to the interhemispheric fissure and included sensory and motor areas of the 
cortex. This analysis confirmed that paw stimulation evoked an initial depolarisation in the 
forelimb area of S1 that propagated to M1 and M2 in both cholinergic lesion and control mice 
(Figure 5.5), noting the greater initial depolarisation in the forelimb area of S1 in cholinergic 
lesioned mice .  
The main effect of the cholinergic lesion on the spatial and temporal pattern of response after 
paw stimulation was an increased hyperpolarisation in the motor and sensory areas. There was 
a greater hyperpolarisation in the forelimb area of cholinergic lesioned mice ~ 120 - 200 ms 
after stimulus onset, and also, a greater hyperpolarisation in the barrel field ~ 100 - 150 ms after 
the stimulation, compared to the responses in control mice. Moreover, paw stimulation in 
cholinergic lesioned mice evoked a greater hyperpolarisation in M1 and M2 ~ 100 ms after the 
stimulation compared to control mice. These results suggested that the cholinergic lesion 
reshaped the sensory-evoked responses in both sensory and motor areas of the cortex biased 







Figure 5.5 Spatial and temporal propagation of L2/3 sensory voltage signal across cortical areas and the 
widespread influence of cholinergic fibre depletion. 
(A) Spatial-temporal maps, rectangular ROI (dotted line in the left top panel) crosses the centre of 
depolarisation in the forelimb area, oriented 45o with respect to the interhemispheric fissure. Brain areas 
were mapped according to “The Mouse Brain in Stereotaxic Coordinates” (Franklin and Paxinos, 
2008)relative to bregma (bregma not shown, scale bar = 1 mm). Depolarised pixels are shown in red and 
hyperpolarised pixels in blue. Propagation of the sensory voltage signal across the cortical areas, X-T plot 
in control injected mice; note depolarisation at the time of the stimulus in S1FL that propagates rapidly 
to M2 after stimulation but does not propagate to the S1BF.  
(B) Complex reshaping of the sensory voltage signal propagation after cholinergic (ACh) fibre depletion; the 
larger depolarisation and the stronger subsequent hyperpolarisation in all cortical areas that were 
sustained in M1 but transient in S1.  
M1, primary motor cortex; M2, secondary motor cortex; S1HL Hindlimb area of the primary sensory cortex; 
S1FL Forelimb area of the primary sensory cortex, S1BF Barrel field of the primary sensory cortex. ACh 






5.3.5 The cholinergic lesion modified the sensory-evoked depolarising and 
hyperpolarising responses in different areas of the cortex 
The voltage maps (section 5.3.3) and the X-T graphs (section 5.3.4) showed differences in the 
pattern of depolarisation and hyperpolarisation in L2/3 pyramidal neurons after paw stimulation 
in cholinergic lesioned compared to control mice. To better quantify this, I calculated the 
percentage of pixels in each cortical area that responded with either depolarisation or 
hyperpolarisation over time, as also described in Chapter 3 (Methods section 2.7.2.8).  
5.3.5.1 The cholinergic lesion changed the percentage of depolarised and hyperpolarised 
pixels in the forelimb and hindlimb areas of S1 after paw stimulation  
Forepaw stimulation evoked an initial increase in the percentage of depolarised pixels in the 
forelimb zone of S1 in both cholinergic lesioned and control mice (Figure 5.6 A). However, the 
percentage of depolarised pixels was higher in cholinergic lesioned mice ~ 50 ms (maximum 
depolarisation) and also ~250 - 350 ms after the stimulation onset. The initial increase in 
depolarisation corresponded with a decrease in the percentage of hyperpolarised pixels in both 
cholinergic lesioned and control mice, ~ 20 – 90 ms after the stimulation onset (Figure 5.6 B).  
Paw stimulation also evoked a substantial increase in the percentage of hyperpolarised pixels ~ 
110 – 190 ms after the stimulation onset in cholinergic lesioned mice compared to control. The 
results indicated that the main effect of the cholinergic lesion is to increase the area of the 
forelimb S1 that become hyperpolarised ~ 100 ms after the tactile stimulation. A similar pattern 
was observed in the hindlimb area, also note the early appearance of depolarised pixels in 








Figure 5.6 Cholinergic lesion altered the paw stimulation sensory-evoked patterns of depolarisation and 
hyperpolarisation in the forelimb and hindlimb areas of the primary sensory cortex 
(A) Percentage of depolarised pixels in the forelimb area (S1FL, top panel) and the hindlimb area (S1HL, 
bottom panel) of S1 after paw stimulation. 
(B) Percentage of hyperpolarised pixels in S1FL (top panel) and S1HL (bottom panel) after paw stimulation. 
Note the increase in the percentage of hyperpolarised pixels ~ 180 ms after the stimulation onset in 
cholinergic (ACh) lesioned mice.  
ACh lesion (red trace) n = 58 trials, 6 mice; control (blue trace) n = 61 trials, 6 mice. The stimulus onset 







5.3.5.2 Cholinergic lesion altered the paw stimulation sensory-evoked patterns of 
depolarisation and hyperpolarisation in the motor areas  
Paw stimulation evoked an initial depolarisation and a subsequent slow hyperpolarisation of 
L2/3 pyramidal neurons in the motor areas (section 3.3.6.2). I evaluated the effect of the chronic 
cholinergic lesion in the percentage of depolarised and hyperpolarised pixels in the motor areas 
after the paw stimulation. Paw stimulation evoked an initial small increase in the percentage of 
depolarised pixels in the motor areas M1 and M2 in both cholinergic lesioned and control mice 
(Figure 5.7 A). The initial increase in depolarisation matched with a decrease in the percentage 
of hyperpolarised pixels, which indicates a predominant initial depolarisation within the motor 
areas (Figure 5.7 B). However, the cholinergic lesion increased the percentage of 
hyperpolarised pixels ~ 180 ms after the stimulation in the motor areas compared to the control 
mice. These results suggested that the cholinergic lesion not only affects the sensory-evoked 
responses in the forelimb area of S1 but also increases the later hyperpolarising responses in 







Figure 5.7 Cholinergic lesion altered the paw stimulation sensory-evoked patterns of depolarisation and 
hyperpolarisation in the motor areas 
(A) Percentage of depolarised pixels in primary motor cortex (M1, top panel) and the secondary motor cortex 
(M2, bottom panel) after paw stimulation. 
(B) Percentage of hyperpolarised pixels in M1 (top panel) and M2 (bottom panel) after paw stimulation. Note 
the increase in the percentage of hyperpolarised pixels ~ 180 ms after the stimulation onset in cholinergic 
(ACh) lesioned mice.  
ACh lesion (red trace) n = 58 trials, 6 mice; control (blue trace) n = 61 trials, 6 mice. The stimulus onset 







5.3.5.3 Cholinergic lesion altered the paw stimulation sensory-evoked patterns of 
depolarisation and hyperpolarisation in the barrel field 
Paw stimulation evokes a hyperpolarisation (likely cross-modal inhibition) on L2/3 pyramidal 
neurons in the barrel field (see previous Section 3.3.6.3). In cholinergic lesioned mice, at ~ 180 
ms after the stimulus onset, the percentage of hyperpolarised pixels within the barrel field was 
higher compared to control (Figure 5.8 B). This result suggested that the cholinergic lesion 
increases cross-modal inhibition in the barrel field. Paw stimulation also evoked a fast but minor 
increase in the percentage of depolarised pixels in the barrel field of S1, and to similar levels in 
cholinergic lesioned and control mice (Figure 5.8 A). However, the percentage of depolarised 
pixels in the barrel field at the later time ~ 210 - 400 ms after the stimulation onset was increased 







Figure 5.8 Cholinergic lesion altered the paw stimulation sensory-evoked patterns of depolarisation and 
hyperpolarisation in the barrel field 
(A) Percentage of depolarised pixels in the barrel field (S1BF) after paw stimulation.  
(B) Percentage of hyperpolarised pixels in S1BF after paw stimulation. Note the increase in the 
hyperpolarised pixels ~180 ms after the stimulation onset in cholinergic (ACh) lesioned mice.  
ACh lesion (red trace) n = 58 trials, 6 mice; control (blue trace) n = 61 trials, 6 mice. The stimulus onset 






5.3.6 The cholinergic lesion impairs processing of paired sensory stimulations in cortical 
L2/3 
In cholinergic lesioned mice paw stimulation evoked an initial depolarisation in the forelimb 
area of S1 but also a strong hyperpolarisation ~ 110 to 200 ms after stimulation (section 5.3.2). 
To test the implications of this, I gave a second stimulation shortly after the first stimulation, 
predicting weakening of the second stimulus-evoked response during the hyperpolarisation 
arising from the first stimulation (Figure 5.9).  
In control mice, we observed reduced responses in the forelimb area of S1 to the second 
stimulation, particularly at stimulation frequencies greater than 5 Hz (Figure 5.9), similar to 
results reported in section 3.3.7. The reduced response to the second stimulation is a 
phenomenon known as sensory adaptation (section 3.4.8; Chung et al., 2015, Yang and 
O'Connor, 2014, Martin-Cortecero and Nunez, 2014, Simons, 1985). 
I first checked that the amplitude of the first sensory-evoked response was similar whether or 
not followed by a second stimulation (Methods section 2.7.2.4). In mice with the cholinergic 
lesion the first paw stimulation evoked a peak depolarisation with similar amplitude whether 
single stimulation or double at 10 Hz, 5 Hz and 2.5 Hz frequencies (One-way ANOVA F (3, 195) 
= 2.083, p = 0.1037) and the same was the case for the control mice (One-way ANOVA, F (3, 
190) = 0.9298, p = 0.4274), data not shown. These results indicate that the response to the first 







Figure 5.9 The cholinergic lesion modifies the sensory voltage signal in the forelimb area of S1 after paired 
sensory stimulation 
Two tactile stimulations to the paw delivered at 10 Hz (110 ms interval) 5 Hz (210 ms interval) or 2.5 Hz (410 ms 
interval). Control (blue) and cholinergic (ACh) lesion (red) mice show different sensory-evoked voltage responses 
and extents of frequency-dependent adaptation. Vertical dashed lines represent stimulus onset. ΔR/R for 
ratiometric trace. Data shown as mean ± SEM. 
Single stimulation: ACh lesion n = 58 trials, 6 mice; control n = 61 trials  
Double stimulation: 10 Hz ACh lesion n = 64 trials, 6 mice, control n = 44, 6 mice. 5 Hz ACh lesion n = 33 






5.3.6.1 Interpretation of the influence of the cholinergic lesion on paired stimulation 
responses using three different quantification approaches 
Amplitude calculated relative to the frame before the stimulation 
To quantify the effect of the cholinergic lesion on the sensory processing of a second paw 
stimulation given shortly after a first stimulation, I calculated the amplitude of the sensory-
evoked peak depolarisations relative to the frame before each of the stimulations (Methods 
section 2.7.2.5; Figure 2.10). Figure 5.10 A i - iii shows the amplitude of the second sensory-
evoked responses at different stimulation frequencies. At 10 Hz the amplitude of the second 
peak was significantly reduced when cholinergic fibres were depleted (Unpaired t-test, t (106) = 
2.248, p = 0.0266), increased at 5 Hz (Unpaired t-test, t (79) = 4.175, p < 0.0001) and unchanged 
at 2.5 Hz (Unpaired t-test, t (83) = 0.45503, p = 0.9642.). 
Then I calculated the peak depolarisation ratio (Methods section 2.7.2.5, Figure 2.10). The peak 
depolarisation ratio in control and cholinergic lesioned mice was lower than one at 10 Hz 
stimulation frequency (Wilcoxon Signed Rank Test, p <0.0001; Mann Whitney test between 
groups, U = 1195, p = 0.1848; Figure 5.10 B-i), indicating that the response evoked by the 
second stimulation was similarly depressed compared to the response evoked by the first 
stimulation in both cholinergic lesioned and control mice. 
Figure 5.10 B-ii shows that at 5 Hz stimulation frequency, the peak depolarisation ratio was 
significantly less than 1 in control mice (Wilcoxon Signed Rank Test, control p < 0.01), but not 
in cholinergic lesion mice (Wilcoxon Signed Rank Test, p = 0.5602). These findings indicated 
that in control animals, at 5HZ stimulation frequency, the second response was depressed 
compared to the first one, whereas in cholinergic lesioned mice, the first and second signals had 





mice. However, the peak depolarisation ratio was not significantly different between groups 
(Mann Whitney test between groups, U = 640, p = 0.1460).  
At 2.5 Hz stimulation frequency, the peak depolarisation ratio was not significantly different 
than 1 in control mice (Wilcoxon Signed Rank Test, p= 0.3095, Figure 5.10 B-iii). This result 
indicated that in control mice, a second stimulation evoked a similar amplitude response 
compared to the first stimulation. Therefore, there was no sensory adaptation at the low 
frequency of 2.5 Hz in control mice. In mice with a cholinergic lesion; however, the peak 
depolarisation ratio was significantly lower than 1 (Wilcoxon Signed Rank Test, p < 0.0001). 
This result indicated that at 2.5 Hz, the amplitude of the response evoked by the second 
stimulation was depressed compared to the response evoked by the first stimulation in 
cholinergic lesioned mice.  However, the peak depolarisation ratio was not significantly 
different between cholinergic lesioned and control mice (Mann Whitney test between groups, 











Figure 5.10 Frequency-dependent adaptation of paw stimulation responses and modification of adaptation 
in the forelimb area of S1 after cholinergic fibre depletion (I).   
Amplitudes of the second depolarising peaks calculated relative to the frame preceding the stimulation at the three 
different stimulation frequencies in control and with the cholinergic (ACh) lesion. 
(A) i-iii At 10 Hz the amplitude of the sensory-evoked depolarisation after the second stimulus is significantly 
reduced by ACh fibre depletion (Unpaired t-test, t (106) = 2.248, p = 0.0266*), increased at 5 Hz (Unpaired 
t-test, t (79) = 4.175, p < 0.0001****) and unchanged at 2.5 Hz (Unpaired t-test, t (83) = 0.45503, p = 
0.9642). Data shown as mean ± SEM. 
(B) Peak depolarisation ratio (amplitude of the second depolarisation peak / amplitude of the first peak). Data 
shown as median ± 95%CI. 
i - 10 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p <0.0001****, control p 
<0.0001****. Mann Whitney test between groups, U = 1195, p = 0.1848.  
ii - 5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p = 0.5602, control p < 0.01**. 
Mann Whitney test between groups, U = 640, p = 0.1460.  
iii - 2.5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p < 0.0001****, control p= 
0.3095. Mann Whitney test between groups, U = 585, p = 0.0050**.  
10 Hz ACh lesion n = 64 trials, 6 mice, control n = 44, 6 mice. 5 Hz ACh lesion n = 33 trials, 6 mice, control n = 







Amplitude calculated relative to 100 ms before the first stimulation 
The previous method used to calculate the amplitude of the sensory-evoked signals used the 
frame before the stimulation as a baseline, but this can be problematic as the baseline was also 
changing. Since the shape of the responses differed between lesion and control mice, the 
membrane voltage at the frame before the stimulation differs between cholinergic lesioned mice 
and control. Therefore, I also calculated the amplitude of all the evoked responses relative to 
the average of ten frames before the first stimulation (Methods section 2.7.2.5; Figure 2.10). 
Figure 5.11 A shows that the amplitude of the second signal was unchanged by cholinergic 
fibre depletion at 10 Hz (Unpaired t-test, t (106) = 2.248, p = 0.3339), increased at 5Hz 
(Unpaired t-test, t (79) = 2.779, p = 0.0068) and unchanged at 2.5 Hz stimulation frequency 
(Unpaired t-test, t (83) =0.5281, p = 0.5988). The peak depolarisation ratios calculated with this 
method were unchanged by the cholinergic lesion at 10 Hz (Mann Whitney test, U = 1407, p = 
0.9975), 5 Hz (Mann Whitney test, U = 666, p = 0.2291) and 2.5 Hz (Mann Whitney test, U = 
875, p = 0.8167; Figure 5.11 B). These results reflected that the method used to calculate the 
amplitude of the signals could affect the interpretation of the results. Using this method, the 
cholinergic lesion appeared to affect the amplitude of the second sensory-evoked peak only at 












Figure 5.11 Frequency-dependent adaptation of paw stimulation responses and modification of adaptation 
in the forelimb area of S1 after cholinergic fibre depletion (II).   
Amplitudes of the second depolarising peaks calculated relative to the baseline, 10 frames before the first 
stimulation at the three different stimulation frequencies in control and with the cholinergic (ACh) lesion. 
(A) i-iii At 1 0 Hz the amplitude of the sensory-evoked depolarisation after the second stimulus is unchanged 
by ACh fibre depletion (Unpaired t-test, t (106) = 2.248, p = 0.3339), increased at 5 Hz (Unpaired t-test, t 
(79) = 2.779, p = 0.0068**) and unchanged at 2.5 Hz (Unpaired t-test, t (83) =0.5281, p = 0.5988). Data 
shown as mean ± SEM. 
(B)  Peak depolarisation ratio (amplitude of the second depolarisation peak/amplitude of the first peak). Data 
shown as median ± 95%CI. 
i - 10 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p <0.0001****, control p 
<0.0001****. Mann Whitney test between groups, U = 1407, p = 0.9975.  
ii - 5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p < 0.0009***, control p < 
0.0001****. Mann Whitney test between groups, U = 666, p = 0.2291.  
iii - 2.5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p < 0.0005***, control p= 
0.0004***. Mann Whitney test between groups, U = 875, p = 0.8167.  
10 Hz ACh lesion n = 64 trials, 6 mice, control n = 44, 6 mice. 5 Hz ACh lesion n = 33 trials, 6 mice, control n = 






Response amplitudes calculated after subtracting single response traces from the double 
response traces 
I also subtracted the sensory-evoked voltage responses traces for the double stimulation from 
the single stimulation mean voltage trace, in order to remove the effect of the first stimulation 
from the voltage trace (Methods section 2.7.2.5; Figure 2.10). I then calculated the amplitude 
of the resulting waveform corresponding to the second stimulation relative to the baseline, ten 
frames before the second stimulation.  
Figure 5.12 A shows that at 10 Hz the amplitude of the sensory-evoked depolarisation after the 
second stimulus was significantly increased by cholinergic fibre depletion (Unpaired t-test, t 
(106) = 2.25, p = 0.0265), unchanged at 5 Hz (Unpaired t-test, t (79) = 0.7376, p = 0.4865) and 
increased at 2.5 Hz (Unpaired t-test, t (83) = 2.068, p = 0.0418).  
I also calculated the paired stimulation ratio as the fraction between the amplitude of the second 
peak obtained from the subtracted trace and the amplitude of the first peak before subtraction. 
Figure 5.12 B-i shows that at 10 Hz, the paired stimulation ratio was similar to 1 in both 
cholinergic lesion (Wilcoxon Signed Rank Test, p = 0.0632) and control mice (Wilcoxon 
Signed Rank Test, p = 0.1475). However, the paired stimulation ratio was increased in 
cholinergic lesion mice compared to control (Mann Whitney test, U = 1013, p = 0.0132).  
Figure 5.12 B-ii illustrates that at 5 Hz, the paired stimulation ratio was also similar to 1 in both 
cholinergic lesion (Wilcoxon Signed Rank Test, p = 0.0600) and control mice (Wilcoxon 
Signed Rank Test, p = 0.1508). Interesting, at 5 Hz, the cholinergic lesion had an opposite 
effect, where the paired stimulation ratio was reduced relative to control (Mann Whitney test, 
U = 520, p = 0.0085). At 2.5 Hz the cholinergic lesion had no effect on the paired stimulation 
ratio (Wilcoxon Signed Rank Test, Theoretical value = 1, cholinergic lesion p = 0.3217, control 





In conclusion, all methods used to evaluate the influence of the cholinergic lesion on paired 
stimulation responses showed that the cholinergic lesion modified the sensory-evoked 
responses after paired stimulation in a frequency-dependent manner. The main differences 














Figure 5.12 Frequency-dependent adaptation of paw stimulation responses and modification of adaptation 
in the forelimb area of S1 after cholinergic fibre depletion (III).   
The traces for the double stimulation was subtracted from the single stimulation mean trace. The amplitude of the 
resulting waveform corresponding to the second stimulation was calculated relative to the baseline, 100ms before 
the second stimulation at the three different stimulation frequencies. 
(A) i-iii Amplitudes of the second depolarising peaks in control and with the cholinergic (ACh) lesion. At 10 
Hz the amplitude of the second signal is significantly reduced by ACh fibre depletion (Unpaired t-test, t 
(106) = 2.25, p = 0.0265*), increased at 5 Hz (Unpaired t-test, t (79) = 0.7376, p = 0.4865) and unchanged 
at 2.5 Hz (Unpaired t-test, t (83) = 2.068, p = 0.0418*). Data shown as mean ± SEM.  
(B) Paired stimulation ratio (ratio between the amplitude of the second peak obtained from the subtracted 
trace and the first peak). Data shown as median ± 95%CI. 
i - 10 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p = 0.0632, control p = 0.1475. 
Mann Whitney test between groups, U = 1013, p = 0.0132*.  
ii - 5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p = 0.0600, control p = 0.1508. 
Mann Whitney test between groups, U = 520, p = 0.0085**.  
iii- 2.5 Hz Wilcoxon Signed Rank Test, Theoretical value = 1, ACh lesion p = 0.3217, control p= 0.2682. 
Mann Whitney test between groups, U = 868, p = 0.7694.  
10 Hz ACh lesion n = 64 trials, 6 mice, control n = 44, 6 mice. 5 Hz ACh lesion n = 33 trials, 6 mice, control n = 








5.4 Discussion  
5.4.1 Primary findings of this Chapter 
- The chronic cholinergic lesion modifies sensory-evoked voltage responses in L2/3 
pyramidal neurons of the cortex, by predominately increasing hyperpolarisation after 
the initial depolarisation in the sensory and motor areas. 
- The cholinergic lesion disrupted the temporal and spatial pattern of the L2/3 sensory-
evoked voltage maps and the areas that responded with depolarisation or 
hyperpolarisation to the sensory stimulation. 
- The cholinergic lesion affects sensory adaptation of the responses in L2/3 pyramidal 
neurons on the forelimb area of S1 after repeated tactile stimulation. 
5.4.2 Chronic cholinergic lesion modifies sensory-evoked voltage responses in L2/3 of 
the primary sensory cortex 
In this chapter of the thesis, I studied the role of a chronic basal forebrain cholinergic depletion 
in cortical processing by L2/3 pyramidal neurons. The primary source of cholinergic projections 
to the cortex is the basal forebrain (Ballinger et al., 2016), but there is also a sparse population 
of cortical cholinergic interneurons that modulate pyramidal neuron activity (Obermayer et al., 
2019). Therefore, to specifically study the role of the basal forebrain cholinergic system in 
cortical sensory processing, I used a toxin (mu p75 SAP, Chapter 4) that selectively removes 
the basal forebrain cholinergic projections to the cortex (Moreau et al., 2008). Then, I combined 
VSFP recordings from L2/3 pyramidal neurons (Chapter 3) with the selective basal forebrain 
cholinergic lesion, to study the cholinergic modulation of sensory information processing in 





The chronic basal forebrain cholinergic lesion affected the sensory-evoked responses in L2/3 
pyramidal neurons of the cortex, suggesting that the basal forebrain cholinergic system 
modulates cortical sensory processing. Eighteen days after the chronic cholinergic lesion, I 
observed a radical reshaping of the sensory-evoked responses in S1 (Figure 5.1 to 5.3) and 
altered responses in M1 and M2 (Figure 5.5 and 5.7). The cholinergic lesion affected the 
forepaw sensory-evoked voltage responses in a biphasic manner seen as an increase in the initial 
depolarisation and a significant increase in the subsequent hyperpolarisation. To date, only one 
report has suggested biphasic changes following cholinergic disruptions by blocking 
muscarinic receptors in the sensorimotor cortex (Dancause et al., 2001). Using whisker 
stimulation and epidural electrodes over S1 to record evoked potentials, a muscarinic blockade 
causes the first component (between ~ 18 - 64 ms) to become more positive; and shifts the later 
component (between ~ 90 - 208 ms) to become more negative (Dancause et al., 2001). However, 
the technology employed by Dancause et al. does not allow to differentiate between 
depolarisation and hyperpolarisation, nor which neuronal populations contributed to the field 
potential recordings. Therefore, a precise interpretation of their results in the light of our 
findings is problematic. 
My results showing the biphasic changes in the sensory-evoked L2/3 responses after chronic 
cholinergic depletion suggest that acetylcholine might have multiple actions to modulate the 
cortical circuitry. The increase in the membrane voltage ~ 50 ms after the stimulation in 
cholinergic lesioned mice, suggests that the cholinergic circuitry acts, in physiological 
conditions, to initially suppress the sensory-evoked responses in L2/3 pyramidal neurons 
(discussed in section 5.4.2.1). The hyperpolarisation after ~ 110 ms after the stimulation in 
cholinergic lesioned mice, indicates that, in the intact brain, acetylcholine ensures that the 





via disinhibitory mechanisms (discussed in section 5.4.2.2; Brombas et al., 2014, Arroyo et al., 
2012, Letzkus et al., 2011).  
5.4.2.1 How does loss of cholinergic fibres enhance the peak of cortical sensory-evoked 
response? 
To understand why I observed an initial increase in the excitatory peak response in cholinergic 
lesioned mice at ~ 50 ms could be best explained if we first examine the source of initial 
depolarisation. In response to sensory stimulation the L2/3 pyramidal neurons receive fast, 
strong excitatory glutamatergic excitation, since ionotropic glutamate receptor blockade 
reduces the peak amplitude of whisker-evoked responses to ~ 3 % (Petersen et al., 2003). The 
primary source of this glutamatergic sensory input to L2/3 is from thalamic afferents that 
directly activates L4 and L5/6 of the cortex (Constantinople and Bruno, 2013). The first cortical 
sensory response evoked by a whisker stimulation occurs in L4, that is then transmitted to L2/3 
(Constantinople and Bruno, 2013, Petersen et al., 2003) in a columnar manner via L4 pyramidal 
neuron axon collaterals to excite the basal dendrites of L2/3 pyramidal neurons (Petersen et al., 
2003, Feldmeyer et al., 2002). We propose that the peak excitation we see under normal 
conditions after paw stimulation is driven by a similar excitatory pathway. 
In the cholinergic lesioned mice, the paw stimulation evoked larger amplitude depolarisations 
compared with control (Figure 5.2 B). Electrophysiology and voltage-sensitive dye imaging 
experiments report that bicuculine, a GABA-A receptor antagonist, increases the peak 
amplitude of L2/3 voltage responses to electric cortical stimulation of the barrel cortex both in 
vitro and in vivo (Takashima et al., 1999) consistent with the removal of feed-forward fast 
inhibition. It is possible therefore that the larger peak excitatory response in the cholinergic 
lesioned animals arises from similar removal of the presumed feed-forward fast inhibition 





interneurons (Figure 1.1; Alitto and Dan, 2012, Záborszky et al., 2018); therefore a decrease in 
cholinergic fibres (as in our lesion) would reduce interneuron activity, which in turn reduces 
inhibition of the L2/3 pyramidal neurons, seen as an increase in the fast peak excitatory 
response. Thus, the increased fast excitatory peak in my experiments could be a consequence 
of loss of cholinergic mediated feed-forward inhibition. 
However, acetylcholine also specifically hyperpolarises L4 spiny neurons through (typically 
slow) muscarinic receptor action (Eggermann and Feldmeyer, 2009, Dasgupta et al., 2018). 
Thus, loss of cholinergic fibres onto L4 pyramidal neurons in the lesioned mice could increase 
L4 excitability so that excitatory input from L4 to L2/3 increases, thus leading to the enhanced 
peak depolarisation we observed. However, we do not know if the time scale of muscarinic 
action at L4 is sufficiently fast to influence the peak response. 
An older piece of literature suggests an alternative action of acetylcholine to alter excitation 
seen as action potential firing of L2/3 pyramidal neurons. Herron and Schweitzer (2000) 
showed a decrease in the firing rate of L2/3 neurons 5 to 29 ms after whisker stimulation in rats 
with chronic basal forebrain cholinergic lesion, suggesting that acetylcholine action is normally 
excitatory. This work used conventional extracellular recordings in L2/3 of the cortex but did 
not identify the recorded neuron type, and given the fast-firing rates they report, their recorded 
neurons might be L2/3 interneurons, not pyramidal neurons, since L2/3 pyramidal neurons 
exhibit sparse firing rates (Zhao et al., 2016). If this is the case, decreased inhibitory interneuron 
firing rates after the cholinergic lesion could, in turn, contribute to the increase in the peak 






5.4.2.2 Possible mechanisms underlying the late increased hyperpolarisation after tactile 
stimulation in cholinergic lesioned mice 
The most significant change in sensory-evoked responses of L2/3 pyramidal neurons within the 
forelimb area of the cortex after chronic cholinergic lesions is the dominant hyperpolarisation 
~ 110 - 190 ms after the stimulation (Figure 5.3). The strong late hyperpolarisation was also 
observed in the hindlimb area and the barrel field of S1 and the motor cortices in cholinergic 
lesioned mice (Figure 5.5 to 5.8), indicating that the late hyperpolarisation spread through large 
areas of the cortex. Sensory stimulation is known to elicit increases in firing of the basal 
forebrain cholinergic neurons ~ 100 ms after the stimulus onset (Wilson and Rolls, 1990), a 
time that might coincide with the cholinergic neurons more actively modulating the late 
components of sensory-evoked responses. 
The strong hyperpolarisation observed in cholinergic lesioned mice could be related to a 
disruption of disinhibitory mechanisms that are normally exerted by acetylcholine. Cholinergic 
excitation of inhibitory interneurons targeting other interneurons drives disinhibitory circuits in 
S1 (Arroyo et al., 2012, Letzkus et al., 2011). Cholinergic projections from the basal forebrain 
excite VIP-positive interneurons (Askew et al., 2019), that inhibit PV-positive and SOM-
positive interneurons, thus disinhibiting L2/3 pyramidal neurons (see the circuit diagram in 
section 1.5,  Figure 1.1;  Pfeffer et al., 2013, Karnani et al., 2016, Pi et al., 2013).  
Acetylcholine also directly excites L1 classical-accommodating interneurons in S1, which in 
turn directly inhibit neurogliaform interneurons in L2/3, resulting in a disinhibition of the 
pyramidal cells (Brombas et al., 2014). Acetylcholine can also influence the inhibitory 
interneurons in an activity-dependent manner. Acetylcholine directly excites neurogliaform 
interneurons at resting membrane potential, but following a period of action potential firing, 





potentially providing a slower disinhibition of the L2/3 pyramidal neurons. The above findings 
suggest that acetylcholine has a crucial role in regulating inhibitory interneurons in the cortex 
in a sophisticated manner, and therefore, a loss of cholinergic input can both enhance 
depolarisation and hyperpolarisation on different time scales to modulate L2/3 pyramidal 
neuron behaviour, as we observed.  
Such disinhibitory pathways driven by acetylcholine have also been observed in vivo in the 
auditory cortex; acetylcholine excites L1 interneurons in the auditory cortex during adverse 
electric stimulation to the paw, in turn generating inhibition of L2/3 PV-positive interneurons 
and disinhibition of the pyramidal neurons in the auditory cortex (Letzkus et al., 2011). In the 
same study, cholinergic antagonists prevented cortical disinhibition of the pyramidal neurons 
in the auditory cortex, also leading to hyperpolarisation (Letzkus et al., 2011). Furthermore, I 
found that the cholinergic lesion increased hyperpolarisation in the barrel field, which is not 
primarily involved in paw sensory information processing, ~ 100ms after paw stimulation 
(Figure 5.5 and 5.8). In cholinergic lesioned mice, the hyperpolarisation was also increased in 
the motor areas (M1 and M2) ~100 after paw stimulation (Figure 5.5 and 5.7) suggesting that 
under normal conditions after forepaw stimulation, cholinergic disinhibitory mechanisms might 
be operating in the sensory and motor areas, beyond the forelimb area of S1. Further studies are 
needed to elucidate the role of the basal forebrain projections at different levels of the cortical 
microcircuitry to modulate sensory-evoked responses in the motor areas.  
5.4.3 The basal forebrain cholinergic system modulates the cortical sensory maps  
The results showed that the chronic cholinergic lesion affects the areas of the cortex that 
respond to the forepaw stimulation with either depolarisation or hyperpolarisation (Figure 5.4 
and 5.5). In the cholinergic fibre depleted cortex, I found an increase in the percentage of pixels 





(Figure 5.6); but also a more significant later increase in the percentage of hyperpolarised pixels 
(~ 100 - 200 ms after stimulation) in the forelimb area, the hindlimb area, the barrel field, M1 
and M2 (Figure 5.6 to 5.8). 
Intrinsic imaging experiments have found that cortical application of muscarinic or nicotinic 
agonists increased the size of the functional representation of a whisker in the rat S1, whereas 
the application of the muscarinic antagonist scopolamine had the opposing effect (Penschuck 
et al., 2002). Moreover, lesions in the basal forebrain in cats decreased forepaw functional 
representation area in S1, measured as 2-deoxyglucose uptake by the cortical tissue (Juliano et 
al., 1990). Furthermore, electrical stimulation of the nucleus basalis paired with auditory 
stimulation for more than one week induces primary auditory map reorganisation in rats 
(Kilgard and Merzenich, 1998) and enlarges the region of the auditory cortex that is responsive 
to a complex sound (Mercado et al., 2001). Overall, these results suggest that acetylcholine 
enlarges the area of sensory representations in the cortex (presumed to be excitatory) and 
consequently modulates cortical sensory processing. These previous findings appear to 
contradict our results; however, they did not measure real-time cortical responses to a single 
tactile stimulation, and their findings might represent longer long term plasticity of cortical 
connections. 
5.4.3.1 Possible role of acetylcholine in cortical synchrony  
The disrupted sensory-evoked responses in L2/3 pyramidal neurons of S1 after the cholinergic 
lesion could also be related to changes in the cortical state after the lesion. The resting or quiet 
state is characterised by highly synchronous large-amplitude and low-frequency fluctuations of 
the membrane voltage in L2/3 compared to movement that triggers an active, desynchronised 





during active behaviour is driven by an increase in thalamic action potential firing, as 
optogenetic stimulation of the thalamus drives cortical desynchronisation (Poulet et al., 2012). 
The desynchronised state of the sensory cortex during movement might arise from increased 
cholinergic input (Eggermann et al., 2014). The local injection of cholinergic antagonists leads 
to excessive cortical synchronisation and large-amplitude electrocorticography spikes (Polack 
et al., 2013), suggesting that acetylcholine normally regulates cortical state by abolishing slow 
spontaneous cortical activity and depressing cortico-cortical transmission (Poulet and Crochet, 
2018). However, the exact mechanisms of how acetylcholine modulates cortical state are yet to 
be determined, but perhaps acetylcholine acts via changes in inhibitory circuits and the level 
and timing of disinhibition (as discussed above). During the synchronised or quiet state, the 
cortical response to a tactile stimulus is increased compared to the active, desynchronised 
cortical state (Shimaoka et al., 2018, Zhao et al., 2016). Cortical inhibitory interneuron activity 
might be responsible for the different responses of the pyramidal neurons in the active and quiet 
brain state during tactile stimulation (Zhao et al., 2016), and interneuron activity is directly 
influenced by acetylcholine (Askew et al., 2019, Letzkus et al., 2011). Therefore the cholinergic 
lesion in my experiments might be driving an aberrantly synchronised cortical state, and as a 
consequence, sensory stimulation evokes larger amplitude depolarisations. EEG power 
measurements from awake, cholinergic lesioned cortex could address if this mechanism 
contributes to our findings. 
5.4.4 Cholinergic role in sensory adaptation 
Our findings indicate that chronic depletion of cholinergic fibres in the sensorimotor cortex 
affects adaptation of sensory-evoked responses in L2/3 pyramidal neurons after repeated tactile 
stimulation and that the effect depends on the frequency of stimulation (Figure 5.9 to Figure 





repeated whisker stimulation, which suggests activation of feed-forward inhibition 
mechanisms provided by inhibitory interneurons (Devonshire et al., 2007). Adaptation or 
depression of the neural responses to sustained or repetitive stimuli in the sensory cortex has 
been studied in humans and animal models (Chung et al., 2015, Yang and O'Connor, 2014, 
Martin-Cortecero and Nunez, 2014, Simons, 1985).  
Acetylcholine modulates sensory adaptation or suppression after sensory stimulation, but the 
direction (increase or decrease in sensory adaptation) differs between studies (Kuravi and 
Vogels, 2018, Ayala and Malmierca, 2015, Martin-Cortecero and Nunez, 2014). Intracortical 
local injections of acetylcholine and the GABAA receptor antagonist Gabazine both 
increased adaptation in awake macaque inferior temporal cortex after repetitive visual 
stimulation, i.e. that the sensory-evoked responses decreased (Kuravi and Vogels, 2018). 
Microiontophoretic application of acetylcholine in the inferior colliculus, on the other hand, 
decreases sensory adaptation by increasing the response to a repetitive tone (Ayala and 
Malmierca, 2015). Moreover, acetylcholine injections in the cortex also decreased L2/3 
adaptation to multiple sensory stimulations of the whisker at 5 Hz (Martin-Cortecero and 
Nunez, 2014). In both studies, the acetylcholine modulated sensory adaptation through 
muscarinic receptors (Martin-Cortecero and Nunez, 2014, Ayala and Malmierca, 2015).  
In our study, cholinergic modulation of sensory adaptation appears to be frequency-dependent, 
in cholinergic lesioned mice, the greater depression of the signal occurs when the second 
stimulation is given 110 ms after the stimulation when the membrane voltage is hyperpolarised 
compared to the control (Figure 5.9). However, no depression of the signal response occurs 
when the second stimulation is given 210 ms after the stimulation when the membrane voltage 
is depolarised relative to the control. The link between the extent of sensory adaptation and 





paired stimulation correlates with the duration of the post inhibitory or hyperpolarised period 
after the first stimulation (Nicolelis and Fanselow, 2002).  
5.4.5 Conclusions 
This chapter investigated the role of the basal forebrain cholinergic system in modulating 
sensory-evoked voltage responses in cortical L2/3 pyramidal neurons. Overall this study 
highlights the role of the basal forebrain cholinergic system in modulating cortical sensory 
processing in the awake mouse. A lesion in the cortical cholinergic fibres that projects from the 
basal forebrain reshapes the sensory-evoked responses in L2/3 of the cortex. The main effect 
of the lesion in the sensory-evoked responses is to increase the hyperpolarisation ~ 110 - 190 
ms after the stimulation. The increase in hyperpolarisation could be related to the loss of 
disinhibitory effects of acetylcholine within the cortical microcircuitry. These changes in L2/3 
affect the processing of a second stimulus delivered soon after the first stimulation and might, 






6 Chapter 6: General Discussion   
Advances in optical tools and genetic targeting now make it possible to record the membrane 
potential form specific neural populations of the brain in transgenic mouse lines that express 
the GEVIs. Here, I employed wide-field mesoscopic imaging to record membrane potential 
using VSFP Butterfly 1.2 genetically encoded in pyramidal neurons of cortical L2/3 and to 
evaluate their sensory-evoked responses following tactile stimulation. First, I established a 
forepaw stimulation protocol in awake mice under head-fixed conditions and validated the 
sensory-evoked responses using a multiwhisker stimulation protocol (Song et al., 2018).  
Our sensory-evoked responses displayed temporal dynamics (Figure 3.4) similar to those 
previously described using other GEVIs (Borden et al., 2017, Song et al., 2018) and voltage-
sensitive dyes in S1 (Ferezou et al., 2007, Manita et al., 2015).  We also generated voltage maps 
(Figure 3.5) that reflect the propagation of sensory-evoked depolarising and hyperpolarising 
signals from S1 to other cortical areas, such as M1 and M2, (Ferezou et al., 2007, Manita et al., 
2015). These results confirmed the cross-cortical broadcast nature of the L2/3 sensory-evoked 
signals.  
I also standardised a specific lesion of cholinergic fibres in the sensorimotor cortex using the 
neurotoxin mu p75SAP to specifically damage basal forebrain cholinergic terminals (Figure 4.1 
and 4.2). The cholinergic lesion affected complex motor behaviours leaving simple motor 
performances unaffected (Figure 4.3 to 4.8)  as also reported in the literature in rats and mice 
(Conner et al., 2010, Conner et al., 2003, Berger-Sweeney et al., 2001, Moreau et al., 2008). 
Then, the standardised cholinergic lesion and the validated optical imaging protocols were 
combined to determine how the chronic cholinergic lesion influenced the sensory-evoked 





The chronic cholinergic lesion changed the temporal and spatial dynamics of the sensory-
evoked voltage responses of the L2/3 pyramidal neurons following paw stimulation (Figure 5.4 
to Figure 5.8). The effect of the chronic cholinergic lesion was more complicated than a net 
increase or decrease in L2/3 membrane voltage after paw stimulation. The initial depolarisation 
of the voltage responses in L2/3 pyramidal neurons within the forelimb area of S1 was increased 
and followed by a large hyperpolarisation in mice with a cholinergic lesion (Figure 5.2 and 
Figure 5.3). Overall, the results suggest that the basal forebrain cholinergic system has a crucial 
role in modulating the cortical processing of sensory information, particularly in L2/3 
pyramidal neurons.  
6.1 Acetylcholine acts at different neuronal types in the cortical microcircuitry  
VSFP Butterfly 1.2 signals recorded in our study measure the membrane potential of the 
population of pyramidal neurons in L2/3 and represent the summation of subthreshold synaptic 
inputs arriving to L2/3 (for a detailed review see Antic et al., 2016) since VSFP 1.2 is largely 
refractory to action potentials (Empson et al., 2015). L2/3 pyramidal neurons receive sensory 
input from L4 pyramidal neurons (Kachergis et al., 2014, Gilbert and Wiesel, 1979) as well as 
a complex network of PV-positive, neuropeptide SOM-positive, and VIP-positive inhibitory 
interneurons (Tremblay et al., 2016). All of the presynaptic neurons can be modulated by 
acetylcholine, either inhibited or excited (for review see Záborszky et al., 2018), highlighting 
the complexity of the cholinergic circuitry. 
Given this complexity (Záborszky et al., 2018), it is essential to assess the effects of 
acetylcholine over specific neuronal types in the cortex. Early studies found that iontophoretic 
administration of acetylcholine to the sensory cortex exerted opposite effects on different 
neurons. Whereas some neurons increased their response to somatic stimulation after 





(Metherate et al., 1988, Stone, 1972). A recent study using calcium imaging found complex 
responses of neurons residing in superficial layers of the cortex to basal forebrain stimulation 
(Alitto and Dan, 2012). These reports have demonstrated that only a small fraction of excitatory 
L2/3 neurons are responsive to basal forebrain stimulation, showing either depolarisation or 
hyperpolarisation after acetylcholine application.   
Acetylcholine hyperpolarises in L2/3 pyramidal neurons through direct activation of inhibitory 
interneurons (Brombas et al., 2014) and direct muscarinic inhibition of L4 cells (Dasgupta et 
al., 2018, Eggermann and Feldmeyer, 2009). VIP-positive and L1 interneurons mostly respond 
with depolarisation to acetylcholine, whereas PV-positive interneurons show either 
depolarising or hyperpolarising responses (Alitto and Dan, 2012). Acetylcholine can also 
disinhibit L2/3 pyramidal neurons though inhibition of neuroglialform interneurons (Brombas 
et al., 2014) and indirect inhibition of other interneurons (Letzkus et al., 2011).  
The biphasic voltage responses detected in our study in mice with a cholinergic lesion could, 
therefore, be explained by the complexity of the basal forebrain projections to cortical 
interneurons and the different timing of the synaptic events (for review see Poulet and Crochet, 
2018). Cholinergic neurons can modulate pyramidal neurons in the cortex by directly exciting 
the pyramidal neurons, indirectly inhibiting the pyramidal neurons though cortical interneurons, 
but also by disinhibiting the pyramidal neurons via activation of other populations of 
interneurons (Figure 1.1; for review see Záborszky et al., 2018). The reduced cholinergic inputs 
to the cortex after the lesion might result in a decrease the activity of inhibitory interneurons 
that project to L2/3 pyramidal neurons in the first 100 ms after the stimulation, resulting in an 
increased depolarisation (discussed in section 5.4.2.1). Then, after 110 ms, the reduced basal 
forebrain cholinergic inputs to the cortex could have an opposite effect and increase inhibition 
toward the pyramidal neurons, resulting in an enlarged hyperpolarisation (discussed in section 





of the sensory stimulation, the longer the stimulus, the greater the hyperpolarisation following 
the initial depolarisation in S1 (Derdikman et al., 2003), suggesting that the net 
hyperpolarisation encodes the duration of the responses. Therefore, the dominant sensory-
evoked hyperpolarisation detected in cholinergic lesioned mice could reduce the ability of the 
mice to perceive the stimulus and its duration. 
An increased hyperpolarisation of the pyramidal neurons could also affect their response to a 
second sensory stimulation. The degree of hyperpolarisation after a first sensory stimulation is 
associated with greater depression of the response after a second stimulation (Nicolelis and 
Fanselow, 2002). Indeed, I found a stronger depression of the sensory-evoked response in the 
cholinergic lesioned mice when the second stimulation was given 110 ms after the first 
stimulation, which coincides with the start of the membrane voltage hyperpolarisation period 
(~ 110 ms to ~ 200 ms). These results suggest that the cholinergic loss not only affects sensory 
processing in L2/3 to a single event but also affects their ability to respond to a second event 
that appears shortly after a previous event. 
6.2 Possible morphological changes in brain circuitry after chronic cholinergic lesion 
Long term morphological changes in the brain induced by the chronic cholinergic lesion may 
have contributed to the behavioural impairments and sensory-evoked responses in L2/3 
pyramidal neurons. Acetylcholine has extensive effects on neuronal circuits by affecting 
neurogenesis, spine formation, and synaptogenesis (Haam and Yakel, 2017). Activation of 
cholinergic muscarinic and nicotinic receptors leads to the formation of dendritic spines 
(Schatzle et al., 2011, Lozada et al., 2012). Reduction of cholinergic activity in the cortex could, 
therefore, result in loss of spines. Spine formation on the pyramidal neurons of M1 seems to be 
part of the plastic mechanisms necessary for skill motor learning as the extent of spine 





Therefore, the impairment in motor skill learning following a cholinergic lesion could be related 
to disrupted spine formation that is necessary for learning the task. However, we did not detect 
a reduction in L2/3 pyramidal neuron responses in the motor cortices after sensory stimulation, 
suggesting that the excitation of pyramidal neurons, and by inference the number of active 
excitatory synapses, was not affected after the lesion.  
Progressive neurodegeneration in the cortex could be another factor contributing to the 
observed behavioural alterations following the cholinergic lesion. A specific cholinergic lesion 
in the basal forebrain induces the loss of GAD positive interneurons in the cingulate cortex 
three weeks post-lesion in rats (Jeong et al., 2016). Besides, chronic non-specific lesions of the 
basal forebrain can cause GABAergic interneuron loss in the cortex; however, the changes were 
only observed eight weeks after the lesion (Hohmann et al., 1985). Injections of a cholinergic 
specific neurotoxin in rats is reported to reduce GAD expression and increase glutamate 
transporter expression in the prefrontal cortex (Lee et al., 2016). Nevertheless, studies report 
that ICV injection of mu p75SAP, the neurotoxin used to produce the cholinergic lesion in our 
study, does not affect GAD activity, calbindin, or PV-positive neurons, 50 days after the lesion 
(Berger-Sweeney et al., 2001, Moreau et al., 2008).  However, it would be prudent to perform 
further immunohistochemical studies, using specific antibodies for different interneurons types, 
to clarify if our lesion results in the collateral degeneration of other cortical cell types.  
6.3 Acetylcholine in conjunction with anaesthesia and sleep 
It has been suggested that cholinergic influences from the basal forebrain play a crucial role in 
the regulation of cortical states, specifically neocortical arousal, by directly activating the cortex 
and suppressing the rhythm generation in the thalamocortical circuitry that is typical of 





actions in the regulation of cortical states, however, are yet to be determined (Poulet and 
Crochet, 2018). 
Sensory stimulation evokes a depolarising response followed by a subsequent strong 
hyperpolarisation in the barrel field of anaesthetised mice (Song et al., 2018), reminiscent of 
responses to paw stimulation in the cholinergic lesioned mice in our study (Figure 5.2). Sensory 
stimulation, however, did not evoke hyperpolarisation in awake intact mice (Figure 3.4; Song 
et al., 2018). These results strongly suggest a link between brain state, the cholinergic system 
and somatosensory processing.  
Sensory stimulation in awake animals evokes responses in the basal forebrain (Bringmann and 
Klingberg, 1990, Santos-Benitez et al., 1995, Chernyshev and Weinberger, 1998).  In urethane 
anaesthetised rats, however, visual or tactile sensory stimulations do not elicit voltage responses 
in the basal forebrain (Golmayo et al., 2003). Anaesthesia with pentobarbitone, urethane, 
isoflurane and sevoflurane decrease acetylcholine levels in the cortex, whereas ketamine and 
nitrous oxide enhance acetylcholine release (Dudar et al., 1979, Kikuchi et al., 1997, Sato et al., 
1996, Shichino et al., 1998, Shichino et al., 1997). Similarly, acetylcholine levels in the brain 
are decreased in slow-wave sleep compared to in quiet awake animal and active behaving 
animals (Marrosu et al., 1995). The evoked responses in brains of acetylcholine depleted 
animals, therefore, are expected to be similar to sensory-evoked responses in the cortex of 
anaesthetised-sleep animals since cholinergic levels are reduced. Moreover, the reduced 
activity of the cholinergic neurons during anaesthesia highlight the importance of studying 
cholinergic influences in the awake behaving animal. 
In addition to the hypothesised reduction in acetylcholine that results in responses mirroring 
these of anaesthetised animals, cholinergic disruptions are known to result in a “sleep-





states characteristic of sleep and anaesthesia (Polack et al., 2013). Wakefulness is considered 
an activated state (or desynchronised) with low-voltage, high frequency (>20 Hz) activities, 
whereas non-REM (rapid eye movement) sleep is considered a deactivated state (or global 
synchronisation) with high-voltage, low-frequency (<10 Hz) activity predominating (Poulet & 
Crochet 2018).  
Electrical stimulation of the basal forebrain induces desynchronisation of EEG signals, whereas 
atropine, a muscarinic antagonist, increases EEG slow waves (Golmayo et al., 2003, Alitto and 
Dan, 2012). In addition, optogenetic stimulation of different nuclei of the basal forebrain 
reduces the percentage of delta and theta activity in cortical field potentials, typical of deep 
sleep and low activity of the brain, and increased beta frequencies, typical of consciousness, 
brain activity and motor behaviours (Chaves-Coira et al., 2016, Roohi-Azizi et al., 2017, 
Metherate et al., 1992). Chronic acetylcholine depletion, however, has the opposite effect, 
decreasing gamma, beta, alpha, and theta bands of the local field potentials (Lecrux et al., 2017). 
These results support the hypothesis that chronic cholinergic lesions result in a brain state 
similar to anaesthesia and sleep and therefore, sensory stimulation evokes similar cortical 
responses in cholinergic lesioned (Figure 5.2) and anaesthetised mice (Song et al., 2018). 
6.4 Disrupted sensory processing in cholinergic lesioned mice could result in impaired 
motor behaviours 
Motor control has been described as the process of transforming sensory inputs into consequent 
motor outputs (Wolpert et al., 2001). During skilled motor behaviours, the motor and primary 
sensory cortices regulate motor outcome through corticospinal projections that involve axons 
of L5 pyramidal neurons from both sensory and motor areas (Ueno et al., 2018). Lesions to 
either S1 or spinal interneurons that receive direct input from S1 cause deficits in skilled motor 





2018, Hikosaka et al., 1985). S1 lesions do not impair basic motor patterns; however, S1 lesions 
abolish the ability to update subsequent motor commands in order to adapt to changes in 
behavioural tasks (Mathis et al., 2017).  
I speculate that the changes in sensory information processing following a chronic cholinergic 
lesion might have implications for the mouse skilled motor behaviours. For example, mice 
process tactile information during the performance of the single pellet reaching task (Parmiani 
et al., 2018). The cholinergic lesion affected sensory processing by L2/3 pyramidal neurons in 
S1, effectively inhibiting, or silencing them after the arrival of the first sensory-evoked 
depolarisation and consequently silencing large areas of the connected cortex, such as the motor 
areas; as a result, we might expect mice to have an impairment in the way that the brain 
processes the broadcast sensory information and thus altering performance of the skilled motor 
behaviours. However, in our experimental conditions, both the sensory and the motor cortex 
have cholinergic fibre loss.  It would be interesting to make a focal lesion or use optical 
silencing of the cholinergic fibres restricted to the S1 to test the implications of the loss of 
cholinergic modulation in S1 for skilled motor behaviours. 
6.5 Possible implications of disrupted sensory-evoked responses following a chronic 
cholinergic lesion   
Degeneration of the cholinergic neurons of the basal forebrain is one of the neuropathological 
characteristics of Alzheimer’s disease (Wiley et al., 1995, Auld et al., 2002, Whitehouse et al., 
1981, Whitehouse et al., 1982). Chronic cholinergic lesions have been widely used to model 
Alzheimer’s disease since they mimic key morphological and behavioural components of the 
cognitive deficits associated with the Alzheimer’s disease pathology (Cutuli et al., 2013, Wrenn 
et al., 1999, Lamprea et al., 2003, Laursen et al., 2014, Field et al., 2012, Laursen et al., 2013, 





The transgenic APPswe/PS1dE9 mouse model of Alzheimer’s disease exhibits reduced levels 
of evoked acetylcholine release in the cortex (Machova et al., 2010), and also shows abnormal 
sensory information processing in the barrel cortex (Maatuf et al., 2016). Similar to the results 
observed in our study, the amplitude of the initial voltage response in the barrel field after 
whisker stimulation is larger in APPswe/PS1dE9 transgenic mice compared to controls. 
However, the late hyperpolarisation that I found in cortical areas after sensory stimulation in 
cholinergic lesioned animals was not reported in APPswe/PS1dE9 transgenic mice. These 
apparent differences could be explained because Maatuf et al. (2016) used the RH-1691 
voltage-sensitive dye to record membrane voltage in S1, which is unable to report 
hyperpolarisations (Grandy et al., 2012).  
Our findings demonstrate that the chronic cholinergic lesion impaired the cortical sensory 
processing of the second of two tactile stimulations (Figure 5.9 to Figure 5.12). This impairment 
could potentially affect the ability to discriminate two stimuli apart.  Precise timing of sensory 
information is crucial for perception and behaviour (Rocchi et al., 2016). Alzheimer’s disease 
and mild cognitive impairment patients have a substantial impairment in the somatosensory 
temporal discrimination threshold, which is the shortest time interval necessary for a pair of 
tactile stimuli to be perceived as separate (Green et al., 1961, Lacruz et al., 1991). Alzheimer’s 
disease patients can detect sensory stimulation, but they cannot discriminate two sensory stimuli 
that are less than 120 ms apart. The somatosensory temporal discrimination threshold task is 
encoded in S1 and can be modulated by transcranial magnetic stimulation of S1 in humans 
(Conte et al., 2012, Rocchi et al., 2016). The cholinergic fibre loss in Alzheimer’s disease, 
therefore, could be the underlying factor that impairs cortical processing of consecutive stimuli 





6.6 Limitations and future directions 
6.6.1 Implications of a chronic cholinergic lesions 
The most critical limitation of my study lies in the possibility that the chronic cholinergic lesion 
may have caused morphological changes in the cortex (Haam and Yakel, 2017, Jeong et al., 
2016, Hohmann et al., 1985) that could be responsible for the behavioural and cortical changes 
found in our study (detailed in section 6.2). Further immunohistochemical studies should 
evaluate the effect of the cholinergic lesion on cortical morphology. 
Acutely silencing the cholinergic neurons would overcome the limitations of the chronic lesions 
and could be best to evaluate the direct effect of basal forebrain cholinergic projections to the 
sensory cortex. One approach to study the direct role of cholinergic fibres in the cortex could 
be to use optogenetic inhibition of the cholinergic neurons by expressing halorhodopsin, or 
other inhibitory opsins, in the basal forebrain cholinergic system (Gritton et al., 2016). 
However, in our experimental conditions, using VSFP Butterfly 1.2, it is not possible to use 
halorhodopsin or other optical silencer systems because they require blue (~ 455 nm) or red (~ 
625 nm) excitation lights (Gritton et al., 2016, Adam et al., 2019) that overlap with the spectrum 
of excitation and emission light of VSFP Butterfly 1.2 (Akemann et al., 2012). Further studies 
could use the newly developed near-infrared voltage indicators instead of VSFP, as they can be 
combined with optogenetic manipulations (Adam et al., 2019). Alternatively, blue light could 
be used to inhibit neurons in the basal forebrain expressing inhibitory opsins, remote from the 
cortex, but the major risk is that basal forebrain cholinergic neurons that do not project to the 
sensorimotor areas are inhibited leading to off-target behavioural complications. Mapping or 
identifying this specific population in the basal forebrain may be very challenging (Ballinger et 





An alternative approach would be to combine the VSFP recordings with acute pharmacological 
manipulations of the cholinergic system. The muscarinic antagonist scopolamine (Lecrux et al., 
2017, Shah et al., 2015) and the nicotinic antagonists methyllycaconitine and mecamylamine 
(Gao et al., 2010, Salas et al., 2007) have been successfully used to evaluate acute manipulation 
of the cholinergic system. Moreover, the acetylcholine release enhancing agent linopirdine 
(Lecrux et al., 2017) the specific acetylcholinesterase inhibitor physostigmine hemisulfate 
(Lecrux et al., 2017) and the cholinergic agonist milameline (Shah et al., 2015) all transiently 
enhance the cholinergic system. I predict that cholinergic antagonists mimic aspects of the 
chronic cholinergic lesion by enhancing hyperpolarisation and increasing sensory adaptation 
after paired stimulation. Agents that enhance cholinergic neurotransmission will probably 
reduce the hyperpolarisation and reduce sensory adaptation after paired stimulation.  
6.6.2 The effect of a cholinergic lesion could be different in other layers of the cortex  
Acetylcholine released in the cortex has diverse effects in different layers of the cortex 
(Gulledge et al., 2007, Eggermann and Feldmeyer, 2009). Here, I successfully recorded 
sensory-evoked responses from L2/3 pyramidal neurons as a first step. The next step would be 
to determine the effect of the chronic cholinergic lesions in sensory-evoked responses in other 
neurons in the cortex, particularly L5 output neurons. L5a pyramidal neurons, in addition to 
L2/3, are another major source of long-range horizontal connections within the cortex and 
across cortical hemispheres (Itokazu et al., 2018, Ni and Chen, 2017) whereas L5b pyramidal 
neurons are the primary output neurons of the cortex, and their axons constitute the 
corticospinal tract (Staiger et al., 2016, Shepherd and Rowe, 2017). Thus far GEVIs have been 
successfully expressed in L2/3 pyramidal neurons (Song et al., 2017b, Empson et al., 2015) or 
all cortical layers (Borden et al., 2017, Song et al., 2018). Therefore, further work should 
develop transgenic mice strains or viral delivery strategies to express the voltage sensor, 





6.6.3 Changes in sensory-evoked voltage responses in L2/3 of the cortex might impair 
sensory perception 
Our results suggest that a chronic cholinergic lesion affects sensory processing in L2/3 
pyramidal neurons of the cortex. The impairment in cortical processing of a second stimulation 
might be the underlying reason for reduced performances in the sensory discrimination 
threshold in Alzheimer’s disease patients (D'Antonio et al., 2019).  However, I can only 
speculate about the possible consequences of basal forebrain cholinergic fibre loss for sensory 
perception. I cannot determine if our cholinergic lesion affects the ability of the mice to detect 
tactile sensory stimuli. Further work could train the mice to report when they perceive a sensory 
stimulation (Lacefield et al., 2019). However, those experiments can also be confounding 
because if the cholinergic lesioned mice fail to report the sensory stimulation, we still cannot 
discriminate between reduced sensory perception or a learning and memory impairment that 
prevents the animals from reporting the stimulation.  
6.7 Conclusions 
This thesis first evaluated sensory-evoked responses of L2/3 pyramidal neurons in awake mice 
during paw and whisker stimulation using the genetically encoded voltage indicator VSFP 
Butterfly 1.2. Both whisker and paw stimulations evoked similar patterns of depolarisation and 
hyperpolarisation in the cortex. Moreover, I demonstrated that L2/3 sensory voltage signals 
exhibited classical frequency-dependent sensory adaptation in response to 5 and 10 Hz double 
stimulation. Our results also highlight the suitability of VSFP Butterfly 1.2 to the L2/3 
postsynaptic depolarising and hyperpolarising network responses that are broadcast across the 
cortex in awake behaving mice. VSFP Butterfly 1.2 provides a powerful tool to study cortical 
sensory processing, and our methods could be applied to evaluate chronic changes in cortical 





My research provides evidence that a specific chronic cholinergic lesion reshaped the forelimb 
sensory-evoked signals in L2/3 of the cortex by increasing the initial depolarisation and 
amplifying subsequent hyperpolarisation. Moreover, the cholinergic lesion disrupted the 
temporal and spatial pattern of the L2/3 sensory-evoked broadcast activity maps. Significantly, 
I provided evidence that a chronic cholinergic lesion in the cortex affects cortical processing of 
repeated stimuli, which could be the underlying cause of some early Alzheimer’s disease 
symptoms.  Overall, my thesis provides evidence to support the importance of the basal 
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8.1 Appendix 1  
Voltage responses in non-triple mice after paw or whisker stimulation 
To confirm that autofluorescence does not significantly affect our results, I conducted 
additional experiments examining non-triple transgenic mice that do not express VSFP 
Butterfly 1.2 on the brain. Paw and whisker stimulation did not evoke noticeable changes in the 
ratiometric voltage responses on non-triple transgenic mice (Figure 8.1). I analysed the 
ratiometric responses before and after movement filtering, and I did not detect evoked responses 
in any of the conditions. These results confirm that the ratiometric changes detected using VSFP 







Figure 8.1 Non-triple transgenic mice showed no responses after whisker or paw stimulation 
Ratiometric responses after paw and whisker stimulation (arrowhead) in the forelimb area and the barrel field 
of the sensory cortex, grey traces are single trials, average is in black. The averaged traces show that there are 
not ratiometric responses to sensory stimulation in non-triple mice that do not express VSFP. ΔR/R for 
ratiometric trace. Data shown as mean ± SEM. 
(A) Paw stimulation: 3 mice performed 25 trials giving 75 total, in 8 trials the mouse was not holding the 
lever, so I excluded these trials 
(B) Trials where the mouse moved after paw stimulation were excluded  
(C) Whisker stimulation: 3 mice performed 25 trials giving 75 total trials  






8.2 Appendix 2 
Voltage responses in visual areas of a control mouse after excitation light is turned on 
I detected increased voltage depolarisation in the posterior part of the cortex that correspond to 
the visual cortex in all the cortical voltage maps, in mice that receive paw and whisker 
stimulation, but also in control mice that did not receive sensory stimulation (Figure 3.5). The 
caudal portion of the cortex corresponds to the visual cortex in “The Mouse Brain in Stereotaxic 
Coordinates” (Franklin and Paxinos, 2008). In order to excite the VSFP donor molecule, I used 
a 500 nm excitation light directed to the brain. I tried to minimise the amount of light the animals 
could detect, but some of the excitation light passed between the cranial window edges, and the 
animals were possibly able to see the light. Therefore, I analysed the voltage responses within 
an area of interest (~ 0.73 mm2) placed over the visual cortex (Figure 8.2 A) in mice that do not 
receive any tactile stimulation.  
The voltage responses showed a fast increase immediately after the excitation light was turned 
on and then a subsequent slow hyperpolarisation (Figure 8.2 B). The visual cortex depolarised 
again between ~ 600 - 1400 ms after the light was turned on. In all our experiments, the tactile 
stimulation was set up 1000 ms after the excitation light was turned on. The stimulation time 
point is within the time in which the sensory cortex had a second slow depolarisation (~ 600 - 
1400 ms). This finding can explain the relative activation of the visual cortex compared to 








Figure 8.2 Temporal voltage responses in the visual area during the recording time. 
(A) Shows the cranial window with mapped areas according to “The Mouse Brain in Stereotaxic 
Coordinates” (Franklin and Paxinos, 2008) relative to bregma (bregma not shown) and an area of interest 
over the visual cortex (red square 0.73 mm2). Scale bar = 1 mm. 
(B) Voltage responses in the area of interest (ΔR/R for ratiometric trace) across 150 trials, 6 mice. The 
excitation light was turn on, and the membrane voltage was recorded over 2000 ms in control non-






8.3 Appendix 3 
Quantification of cross modal inhibition after sensory stimulation  
I calculated the percentage of depolarised and hyperpolarised pixels in the different cortical 
areas after paw and whisker stimulation over time (Section 3.3.6). I compared the percentage 
of the depolarised and hyperpolarised pixels at 60 ms, the point of maximum depolarisation, 
and 110 ms, the time point of when the voltage membrane returns to baseline. There was a 
significant increase in the percentage of depolarised pixels in the forelimb area of S1 60 ms 
after paw stimulation (Two-way ANOVA, Tukey’s multiple comparison test, p < 0.001, Figure 
8.3 A) but no after whisker stimulation compared to control no stimulation (Two-way ANOVA, 
Tukey’s multiple comparison test, p = 0.0628, Figure 8.3 A). Similarly, there was a significant 
increase in the percentage of depolarised pixels in the Barrel Field area 60 ms after whisker 
stimulation (Two-way ANOVA, Tukey’s multiple comparison test, p < 0.001, Figure 8.3 A) 
but not after paw stimulation (Two-way ANOVA, Tukey’s multiple comparison test, p = 
0.7664, Figure 8.3 A).  
On the other had paw stimulation evoked a significant decrease in the percentage of depolarised 
pixels 60 ms after the stimulation in the forelimb area (Two-way ANOVA, Tukey’s multiple 
comparison test, p < 0.001, Figure 8.3 B). Whereas whisker stimulation evoked a significant 
decrease in the percentage of hyperpolarised pixels in the Barrel Field 60 ms after the 
stimulation (Two way ANOVA, Tukey’s multiple comparison test, p < 0.001, Figure 8.3 B). 
Paw stimulation evoked a significant increase in the percentage of depolarised pixels in the 
forelimb area at 110 ms (Two way ANOVA, Tukey’s multiple comparison test, p < 0.001, 
Figure 8.3 C) and a significant decrease in the Barrel Field (Two way ANOVA, Tukey’s 
multiple comparison test, p = 0.0352). Whisker stimulation evoked a significant increase in the 
percentage of hyperpolarised pixels 110 ms in the barrel field (Two-way ANOVA, Tukey’s 





Paw stimulation evoked a significant decrease in the percentage of hyperpolarised pixels in the 
barrel field 110 ms after the stimulation (Two-way ANOVA, Tukey’s multiple comparison test, 
p < 0.001, Figure 8.3 D). Similarly, whisker stimulation increased the percentage of 
hyperpolarised pixels in the forelimb area 110 ms after the stimulation (Two-way ANOVA, 
Tukey’s multiple comparison test, p = 0.0078, Figure 8.3 D). These results indicate that paw 
and whisker stimulations induced a significant cross modal inhibition on the barrel field and 







Figure 8.3 Percentage of depolarised and hyperpolarised pixels in the forelimb area (FL) and the Barrel 
Field (BF) of S1 after paw and whisker stimulation. 
(A) Percentage of depolarised pixels 60 ms after the stimulation. 
(B) Percentage of hyperpolarised pixels 60 ms after the stimulation. 
(C) Percentage of depolarised pixels 110 ms after the stimulation  
(D) Percentage of hyperpolarised pixels 110 ms after the stimulation 
Paw stimulation n = 60 trials, 6 mice; whisker stimulation n = 43 trials, 5 mice; control without stimulation (No 
stim) n = 89 trials, 6 mice. Two-way ANOVA and Tukey’s multiple comparison test, * p < 0.05, ** p < 0.01 and 






8.4 Appendix 4 
Mu p75SAP injection induces cholinergic fibre loss in the sensorimotor cortex 
In Chapter 5, I aimed to evaluate if a chronic cholinergic lesion affects sensory-evoked 
responses on cortical L2/3 pyramidal neurons. Mu p75SAP injection in the motor cortex 
induces a chronic and irreversible cholinergic fibre loss in the sensory and motor cortices 
(described in section 4.3.1). Additionally, I examined the extent of the lesion for all mice used 
for imaging experiments using acetylcholinesterase staining. Injection of mu p75SAP reduced 
the density of cholinesterase positive fibres in M1 (Unpaired t-test, t (10) = 15.5, p < 0.0001) and 
S1 (Unpaired t-test, t (10) = 8.729, p < 0.0001) in all the mice used for the imaging experiments 
compared to the control mice (Figure 8.4). All mice injected with mu p75SAP had a percentage 
of cholinergic fibre depletion in M1, M2 (data not shown) and S1 higher than two times the 
standard deviation of the control group. There was no significant correlation between the extent 
of the lesion (M1, M2 and S1) and the amplitudes (depolarisation and hyperpolarisation) of the 







Figure 8.4 Injection of mu p75SAP reduces the density of cholinesterase containing fibres in the primary 
motor (M1) and primary sensory (S1) cortices in cholinergic (ACh) lesioned mice compared to the controls.  
Unpaired t test, M1: t (10) = 15.5, p < 0.0001, S1: t (10) = 8.729, p < 0.0001. (ACh lesion n = 6 mice; control n = 6 
mice). Data shown as mean ± SEM. 
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8.5 Appendix 5 
Control molecule injection in the motor cortex does not change tactile sensory-evoked 
voltages responses in L2/3 of the sensory cortex 
I assessed whether the injection of the control molecule rabbit IgG-SAP in M1 affects sensory-
evoked voltage responses in L2/3 (as described in section 3.3.1 to 3.3.4). I constructed voltage 
maps in pixel basis and determined that paw stimulation evoked similar voltage responses in 
control non-injected mice and mice injected with the control molecule (Figure 8.5 A-B) 
The voltage responses evoked by paw stimulation in the forelimb area of S1 were similar for 
non-injected mice and mice injected with rabbit IgG-SAP (Figure 8.5 C). These results 
confirmed that the injection of a control molecule in the motor cortex does not affect membrane 







Figure 8.5 Sensory-evoked voltage signals from the front limb area using two independent control 
conditions 
(A) Brain areas within the cranial window using “The Mouse Brain in Stereotaxic Coordinates” (Franklin and 
Paxinos, 2008)(M1, Primary motor cortex; M2, secondary motor cortex; S1HL Hindlimb area of the 
primary sensory cortex; S1FL Forelimb area of the primary sensory cortex, S1BF Barrel field of the 
primary sensory cortex). Scale bar = 1 mm. 
(B) The injection of the control molecule rabbit IgG-SAP does not influence the sensory voltage maps. 
Depolarised pixels are shown in red and hyperpolarised pixels in blue. 
(C) The temporal behaviour of the ratiometric voltage signals from S1FL, in response to paw stimulation. 
Vertical dashed line represents stimulus onset. No injection (black trace) n = 60 trials, 6 mice; control 
injection (blue trace) n = 61 trials, 6 mice. S1FL Forelimb area of the primary sensory cortex. ΔR/R for 





8.6 Appendix 6 
Correlation between depolarisation and hyperpolarisation amplitudes 
The voltage membrane in cholinergic lesioned mice had a maximum hyperpolarisation at 180 
ms after paw stimulation. I assessed whether the amplitude of the voltage membrane in the 
forelimb area at 180 ms correlates with the amplitude of the initial depolarisation (Figure 8.6). 
In control mice the amplitude of the voltage membrane at 180 ms is significantly correlates 
with the depolarisation amplitudes (Sepearman correlation, r = 0.51, p < 0.0001). However, in 
cholinergic lesioned mice there was not significant correlation between the two variables 
(Sepearman correlation, r = 0.12, p < 0.33). This result indicates that the magnitude of 





Figure 8.6 Correlations between the amplitude of the voltage membrane at 180ms and the depolarisation 
amplitude in the forelimb area of the primary sensory cortex after paw stimulation.   
(A) The amplitude of the voltage membrane at 180 ms after the stimulation onset significantly correlates with 
the depolarization amplitude in control mice. Trials with higher depolarisation amplitude had higher 
voltage membrane at 180 ms.  
(B) The amplitude of the voltage membrane at 180 ms after the stimulation does not correlate with the 
depolarisation amplitude in cholinergic (Ach) lesioned mice.  
Control n = 61, 6 mice, ACh lesion n = 58, 6 mice, Spearman correlation (r), statistics are shown in the graphs. 
 
 
