The explosion in the production of scientific data in recent years is placing strains upon conventional systems supporting integration, analysis, interpretation and dissemination of data and thus constraining the whole scientific process. Support for handling large quantities of diverse information can be provided by e-Science methodologies and the cyber-infrastructure that enables collaborative handling of such data. Regard needs to be taken of the whole process involved in scientific discovery. This includes the consideration of the requirements of the users and consumers further down the information chain and what they might ideally prefer to impose on the generators of those data. As the degree of digital capture in the laboratory increases, it is possible to improve the automatic acquisition of the 'context of the data' as well as the data themselves. This process provides an opportunity for the data creators to ensure that many of the problems they often encounter in later stages are avoided. We wish to elevate curation to an operation to be considered by the laboratory scientist as part of good laboratory practice, not a procedure of concern merely to the few specialising in archival processes. Designing curation into experiments is an effective solution to the provision of high-quality metadata that leads to better, more re-usable data and to better science.
Introduction
In the traditional approach to scientific discovery, practising physical scientists are taught to take great care in the recording of their observations. In principle they are also taught to think about the hypothesis, the reasons for the investigation, and thus plan the experiments in advance. However, even when this planning is replaced by more ad hoc discovery techniques, the need for detailed recording of what was observed, in its context, is an essential part of the scientific process, albeit one not always fully honoured in the practice. The explosion in the rate of production of scientific data due to new technology and automation is placing the whole system of scientific investigation and publication under considerable strain (Allen, 2004; Dennis, 2002; Patterson, 2003; Russo, 2002) .
Provenance and Dissemination
In undertaking laboratory experiments scientists attempt to record the origin of all the materials, the details of the equipment used, and the design and results of the experiments undertaken. They expect to be able to trace the possible influences on their experiments so that as they successively re-design and elaborate their investigations, they narrow down the possible causes of the phenomena under investigation. They are therefore often acutely aware of the importance of the provenance of the materials and data employed in their investigations. Since they hope their results, once refined, will be used by others, it behoves them to consider how those subsequent users will verify and exploit the information they have published. Historically, this concern with the output of the investigations has not been explicit while the investigation is proceeding, but has mainly come into play once the investigation is finished and the work "written up". The concept of publication@source attempts to change this perspective to one in which the issues of re-use of data are considered at the time the information is created (Frey, De Roure, & Carr, 2002) .
Implicit of course is the need to preserve the data carefully. Can students find and accurately identify the correct spectrum of a sample taken several years earlier at the start of their research work? A final year PhD student is often heard to remark, "I wish I had taken as careful notes at the start as I do now, it would be so much easier to write up". Can collaborators be sure they have access to (all) the information they need? Will they still be able to access this information in the future? Indeed the growing scope of collaborative research, on a global scale, is one of the driving forces for the improved description of information and e-science-facilitated interactions .
Good Laboratory Practice
In most cases these issues have been covered under what would be called "good laboratory practice". Proper record keeping is an essential part of all high-quality research. A record of what is planned and what outcomes were observed is a necessary part of this process. In the past, records of, for example, spectra would be displayed on paper. That was how a chart recorder generated them; no computer was involved. The paper record would be glued into the laboratory notebook (the 'cut-andpaste' technique), so that the association between the notes and the spectra was
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Even if 'cut and paste' could be used, printing transforms a computer-readable data file into a form that cannot easily be re-used. To re-use the figure in subsequent processing, the data would have to be re-typed into computer-readable form. So 'cut and paste' is an example of a preservation technique that is very good at maintaining the link between the materials -experimental investigation -the picture of the spectrum -the notes; but with which significant functionality is lost (Figure 1) . Figure 1 . The laboratory notebook needs to be in the laboratory where it is exposed to many dangers. The blue carbon copy is one method of ensuring preservation as long as the pages are removed from the laboratory notebook. (Picture courtesy of the Smart Tea Group.)
In practice the spectral and similar data are now held in a data file, on a computer hard disk, which may be backed up to a CD or DVD (perhaps more than one, in case of failures). The file name, together with the directory, is recorded in the laboratory notebook, with the most assiduous students providing archived details and an index. A formal structure driven by Health and Safety (e.g. COSHH -Control of Substances Hazardous to Health 1 ) does provide a driving force to support the correct process. Similarly a standardised directory structure for the data files of the form, <researcher>/<data>/<number>/ allows for some checking and retrieval of "lost data" by correlating file names with the dates recorded in the laboratory notebook. During MPhil/PhD transfer vivas at the School of Chemistry at Southampton, the students' laboratory notebook is routinely checked for inadequate entries; the less assiduous students are frequently asked whether their supervisor could find their file without those students' personal intervention. A rare few students have indexed their laboratory notebooks.
This practice has been explained in some detail to underline the concerns that are already present in existing good laboratory investigations. Many, if not all, of the same concerns apply to fieldwork and other types of study. What is at issue now is: • how these practices may fall short of what is required to support the current and future scale of scientific investigation, and;
• how new types of investigations may become possible with improvements in the recording of experiments.
The explosion in the amount of data has driven a great deal of the current progress in these areas. It has always been clear that good planning leads to improved execution of experiments. Digital methods do not change this; they simply make the utility of plans even more evident as they are applied to ever-increasing amounts of data. Digital plans are more readily transferred, shared and adapted and if appropriately written can be used as the basis of automation in the laboratory.
It has always been clear that good planning leads to good execution of experiments. Digital methods and the explosion in the amount of data do not change this; they simply make the value and utility of these plans even more evident.
The Data Explosion
The data explosion in scientific research has had a major impact on biology and increasingly on chemistry (Allen, 2004; Dennis, 2002; Houlton, 2001; Patterson, 2003; Russo, 2002) . The rapidly expanding capability to generate data, to make samples and analyse them in a high-throughput manner, and the increasing numbers of practitioners involved in global scientific research, means there is greater difficulty in ensuring data and results can be accessed, understood and used. Creating documentation, and keeping it up to date and accurate is a challenging and time-consuming task; a task that can take significantly longer than producing and characterising some materials. This is a phenomenon known to all users of computer programs who frequently find that documentation either does not exist or relates to an older version of the program. Computer scientists who maintain that 'the program documents itself' have their parallel in the laboratory, where the mantra is usually, "well I know which sample is which".
Curation: Who Is Responsible? Who Should Be Responsible?
When the scientific process has reached a certain stage, researchers write a paper, which is then, if sufficiently appreciated by referees, published and enters the formal scientific record. Data may be contained within the paper or as part of some supplementary material. Most researchers' concerns stop there, other than to see if others cite their work, something of increasing importance in deriving recognition and reward. The quality of the journal is important and it may occur to researchers that some widely regarded journals will be held by more libraries round the world than less prestigious ones. They are however unlikely to spend time worrying about the access to that journal in 10, 20 or 100 years time; that is perceived as the concern of the library community. The publishing and library communities have responded extremely well to the need to make their collections available in new ways (e.g. a pdf file delivered over the Web, HTML pages, and the ability to search and locate information). In many cases they have taken on board the resulting drive to publish different material (audio, video, raw data files, databases etc.) alongside the more usual text.
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The true value of the research over time will inevitably be enhanced if the work is accessible, the data re-useable, the explanations fully supported. Access to raw data provides additional provenance, and the ability to check and re-work material in the light of new evidence or theory (e.g. meta-studies, etc).
Investigators should be more concerned with the way their outputs are presented, how they are held and what readers can (and are permitted to) do with them. Often the focus has been only on the journal paper and not on the underlying data. The journal paper may very adequately present the main intellectual ideas, but often does a poorer job at presenting all the materials that are needed to justify the conclusions. Even if tables of data are provided, without context they can engender misinterpretation and ambiguity. This becomes increasingly important, as researchers need to integrate data from a wide range of sources.
In the past, data were collated into validated collections (e.g. thermodynamic data, kinetics data, etc., see section on Validation) and these collections were published as documents. Assembling this information took time and effort from dedicated teams. In many cases the government funding is no longer available and current databases of such information need to be developed in a much more automated manner. This means the original source for the data is even more important than in the past. It also means that data need to be discoverable, in context, without human intervention. If, as authors, we fail to make the data apparent, we lose an opportunity to expose our work.
If the correct context for the data contained within a publication is not provided at source, it is often a complex, expensive and error-ridden process to try to re-derive it at a later stage. Well-organised, semantically rich, digital data capture can help to avoid this situation and can also provide clear short-and long-term benefits. It will immediately facilitate sharing and collaboration between researchers, especially in interdisciplinary teams, as well as having direct benefits in organising local short-term storage and archiving as well as longer-term preservation. All the needs of curation will be served, but in a way that has an obvious benefit for the creators as well as subsequent users (who are often the same people). In the future if the material is not discoverable by automated computer means, without significant human intervention it could, to all intents and purposes, be buried.
Organisation of This Paper
Following this scene-setting, the paper will report experiences grappling with these issues in the face of the data explosion, based on work in a series of projects including CombeChem, Smart Tea, R4L, e-Bank and e-Crystals. The paper will cover an initial electronic implementation of the Laboratory Notebook, showing how it can capture much of the smaller data and metadata that emerge from laboratory work. It will explore our use of repositories in the laboratory, showing how the ability to keep more data from intervening analysis stages can provide important provenance information to compensate for the lack of authoritative validation. Extensions to traditional methods of dissemination are discussed. Finally the advantages of capturing experimental data in semantic blogs are shown, allowing publication from the source. The conclusions demonstrate how this set of capabilities brings curation back where it should be, firmly in the hands of the laboratory scientist.
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Electronic Laboratory Notebooks: CombeChem and the SmartTea Project
The CombeChem programme of work 2 , which was initially funded under the UK e-Science Programme, takes a much more holistic view of the creation -analysispublication -use/re-use cycle for scientific (and more specifically chemical) data and information. It recognised the central roles of the small-scale researcher creating and interacting with data. It was (one of) the first e-Science projects to promote strongly a data-centric view of e-Science together with the importance of understanding and developing high-quality and efficient human-computer interfaces if the promises of eScience were to be achieved.
One example of how the digital world can improve the capture of information at source and aid the curation process is the increasing use being made of electronic laboratory notebooks (ELNs). These assume many forms, but in the CombeChem Programme and Smart Tea Project 3 the ELN was considered to be a replacement and improvement for the traditional notebook as the essential companion for the scientist in the laboratory, i.e. the experimental scientist's record and guide.
Dartmouth College formally advises its students on the importance of the laboratory notebook and the requirements for accurate note taking. It is considered to be the permanent, documented and primary record of laboratory observations 4 . All these aspects are essential to the proper progress of the scientific enquiry. The documentation asserts that observations should never be collected on notepads, filter paper or other temporary paper for later transfer into a notebook. The warning that "If you are caught using the 'scrap of paper technique', your improperly recorded data may be confiscated by your TA", highlights the importance of this approach. From a perspective further down the data chain these requirements can be seen as the necessary steps to ensure the correct provenance of the information recorded and can be considered as an important pre-requisite for proper curation. The springboard for the Smart Tea ELN was the realisation that the chemists had to record a plan for their experiments in advance for safety reasons. Capturing this record in a digital form not only starts the curation process one stage back from the actual experiment, but also provides a framework (i.e. initial metadata) on which to hang the experimental observations, even if, as is sometimes the case, the experiment turns out rather differently from the anticipated plan.
Planning and Safety
An essential component of sound experimental procedure is planning. The need to plan has been re-enforced in chemistry by the requirements of Health and Safety legislation, and in particular the COSHH, which requires a detailed plan to be produced prior to undertaking experiments with potentially hazardous materials in order to minimise risk. This plan can then be used to provide a digital framework to support the subsequent experiment and ensure that the acquired metadata are of high quality. It is essential to ensure that the researchers consider themselves part of this agenda and that the capture of the information occurs in a manner that is easy, responsive and imposes no additional steps. Indeed, it is advisable that the plan be presented as clearly advantageous in the short term, even if it is only over the longer term that the advantages actually accrue. To achieve this end requires a major commitment not only to user-centred design but also to all aspects of usability of software (see Figure 2) . Figure 2 . An example of a tablet PC as an interface onto the virtual electronic laboratory notebook (from the Smart Tea Group).
In the CombeChem Project this was achieved using a process of "design by analogy", which is reported in the SmartTea discussions (Frey et al., 2003; schraefel et al., 2004) . The Smart Tea Project successfully demonstrated that it was possible to create an environment in which it was easy for the chemists, the software engineers and the computer scientists to work together on the same "experiment". Figure 3 . The plan and process record of the Smart Tea experiment. The human plan resembles a "to do" list, the computer plan makes clear the relationship between performing a process (i.e. mixing) and the result of that process. The record contains all the details of how much material was added.
This experiment was "making a cup of tea". Making tea provided a rich enough example to illustrate the essential details of chemical synthetic laboratory work in a way that allowed all researchers to question and understand not only why something was done but also what needed to be done subsequently. It led directly to software that was user-friendly and enabled the capture of high-quality metadata about the experiments (Figure 2 ). ; a market survey is available from Atrium Research (2006) . A review from a general scientific perspective has been published in Nature (Butler, 2006) . The Southampton ELN is set apart from the mainstream in two ways: firstly it is intended that the ELN be accessed in many ways, one of which enables recording data in the laboratory as the experiments proceed, for example by using the tablet PC but the ELN exists on the network and is not "in" the tablet. The second is in the nature of the record that is captured (Figure 3) .
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It is the capture of the relationships, the stuff of the semantic web that set this aspect of the CombeChem agenda apart from other work in these areas. For example, in the capture of a chemical synthesis, the method is captured as a series of linked steps, for which the materials, and processes and the way they are linked are clearly stated and explicitly recorded in RDF; not just as simple free text. This allows a much greater degree of inference and processing of the experimental description to be undertaken. For example, it is relatively easy to search a conventional ELN for materials used in a process that may be incompatible (by comparison against a list of incompatible reagents); but to know whether they are a potential problem for the method requires the awareness that they are used in the same step. The linking of steps means that we can also highlight cases in which the result of one step needs to be carefully cleaned before the next step because of potential incompatibilities.
Using the ELN
Several research students in Southampton have used the ELN. Some initial difficulties with the software slowed down its adoption; however the experience of those who have used it is very positive. Even the students who have still kept a paper notebook in parallel have found the ELN very useful. As well as the expected benefits of clarity of record and safe backup of data, the additional detail needed to provide a full record of the steps in a synthetic reaction leads the researcher to consider much more carefully the methods and outcomes, and results in significantly improved efficiency and organisation.
Laboratory Archives and Repositories: The R4L Project
While the ELN is an ideal way to capture the experimental process and metadata, it may not be the most effective way to capture large quantities of experimental data. Spectra for example can consist of files many megabytes in size. The solution being developed in the Southampton "Repository for the Laboratory" R4L Project is to emulate the idea of laboratory chemical repositories and digital repositories for literature, to provide a location for the safe storage of laboratory data. This is similar to the repositories that have been successfully deployed for archiving and open access to papers. Access can be controlled and restricted to authorised users of the data. In due course the data can be made more widely available and linked to any publication that follows the investigation. 
Data Repository
The data files, are stored with a significant amount of metadata. Some are held in ASCII format but others are held in community-developed and internationally agreed formats. Where possible, different raw data are stored alongside any conversions (e.g. file formats or processed data) and "thumbnail" images for rapid identification. In the case of spectra, the key metadata item identifying the molecule (or at least the supposed molecular identity) is specified not only by the full chemical name but crucially the IUPAC InChI 6 . This will provide a digital URI capable of linking these resources with other chemical information. Sample specific URIs (i.e. a URI for this sample of the molecule made by a specific experiment) enable the links between the R4L entries and the ELN.
The R4L infrastructure is built upon the same eprints software used in the Southampton literature e-print system (also used for e-Crystals). This means that once the data are held within the R4L archive the metadata is searchable and can be exposed via the standard OAI systems. Metadata such as the molecular name, InChI, the type of spectra, etc, are exposed as additional information beyond the traditional Dublin Core, that carries the information on who created the data; the metadata are specified by a suitable schema.
The technical issues of the way R4L enables dissemination of the data are illustrated more fully by a comparable system, the e-Bank Project (see below the section Dissemination: The e-Bank Project), which actually preceded the R4L Project 7 . Related ideas are being developed in the Spectra Group 8 and the project web site provides details of how the results of some calculations are being archived on an institutionally focused subject repository.
Laboratory and Computational Data
An important aspect of the support for chemical investigations undertaken in the CombeChem Project, which is significant to the collaboration agenda, was the support of parallel experimental and theoretical work. One experimental project that was brought under the CombeChem work in this regard was the study of the behaviour of crown ether molecules at the air/water interface (Rousay, Fu, Robinson, Essex, & Frey, 2005) . The experimental work involved a laser-based laboratory experiment while the theoretical work involved a large-scale molecular dynamics simulation. On the laboratory side, the work was used to trial the automatic capture of the laboratory context, i.e. the laboratory environmental conditions, the movements of people and similar information. On the simulation side, the fact that more information was derived from the joined-up study than from either of the individual studies alone was of interest to chemists.
The curation of laboratory data (consisting of many diverse but small datasets; methods, spectra, data from laser experiments, analysis and final fitted parameters), corresponded to the ideas discussed in previous sections. In contrast the requirements for curation of the simulation data were of a completely different magnitude. The curation of something approaching a terabyte of simulation data represented a major concern. The solution being tested was an integration of the CombeChem Project with the software system provided by BioSimGrid e-Science Project 9 to hold and make available simulation results for further analysis simulation data. This proved a good test of BioSimGrid as the software was developed for bio-molecule simulation and not simulations containing a large number of separate molecules.
Initially the BioSimGrid system proved effective, holding the simulations and the necessary metadata and providing an analysis framework. However, in the longer term, the lack of a sustainability model for BioSimGrid is proving a difficulty, and we have had to store the simulation output in a more traditional manner. This is not ideal as while the recovery of the simulation output from the files is relatively straightforward, the necessary metadata needed to undertake a new analysis of the data are not readily available, and certainly not with the ease that BioSimGrid would provide this information.
The R4L (and e-Bank in general) model is for smaller-scale software solutions, individual research group or university-based repository solutions. While it still holds continuity problems for any individual dataset, it is more maintainable and sustainable than centralized software; even where, as in the case of BioSimGrid, the data were stored in a decentralized and replicated manner.
Data Dissemination: The e-Bank Project
The area of small molecule crystallography has many interesting aspects of potential use to a project aiming to extend the boundaries with respect to data curation in the chemical sciences. In many ways crystallography represents one of the most developed areas for curation of structural data. A global repository, the Cambridge Structural Database (CSD 10 ) from Cambridge Crystallographic Data Centre (CCDC) has existed for some 30 years. Before publication of articles involving new crystal structures, all of the main chemical science journals make the following requirements: that the crystal structure encoded in the Crystallographic Information File format (CIF 11 ) be deposited with, and validated by, the CCDC; then entered in the CSD. The CIF file contains the structural information in considerable detail in a format specified by the International Union of Crystallography (IUCr 12 ), rendering it an ideal vehicle for the international dissemination of structural information obtained by crystallography.
The CIF format also builds on the fact that the workflow used in the analysis of crystallographic data is both well understood and agreed upon in the community; there are relatively few different programs being used. Although the CIF format is not XML, as the origin of the CIF format predates the main uptake of mark-up languages by scientific organizations, it does very carefully prescribe the necessary information in a strict format. The validation of the information presented in a CIF file, both in The International Journal of Digital Curation terms of completeness and that it accurately represents the results of the crystal structure determination, is a vital step in this process that adds value in a way that in the past was both very labour-intensive and time-consuming to achieve.
The situation would appear ideal: an internationally recognised format, a sustainable repository for the data, agreement by publishers and authors to use the database, and validation carried out by the database owners. Yet the current system is only delivering to the wider public some 20% of the structures that have been determined. The remaining data are being lost, are not really even informally curated, and are not accessible. This situation has not come about because of any deliberate action on the part of any of the players in the community; it arises from the need of researchers to concentrate on what they believe are the most important compounds. It takes too long to publish data that seem unimportant. Indeed a structure that proffers little or no novelty other than its not having been previously determined, can no longer be published through the usual mechanisms in a quality journal as it would fail to meet the usual publication criteria. Even for the data that are published, only the high-level structural information is accessible. The raw images, the stages of the analysis, are not available, even to reviewers of the publication. This represents a break in the provenance chain and prevents re-analysis of the data.
e-Bank and e-Crystals
The question dealt with by the e-Bank 13 team was how to use e-Science techniques to increase the exposure of the 80% of unpublished structures, while maintaining the necessary confidence in the disseminated information. Moreover an investigation was conducted to determine if such mechanisms could provide a richer source of information to the wider research and learning communities than is achieved by current methods (Coles et al., 2004; Heery et al., 2004) . The work led to the creation of the e-Crystals repository and web site 14 , which support the dissemination of crystal structures along with the raw and processed data that yielded the final CIF structure file. This much richer source of information is exposed via OAI 15 from a repository built on the Southampton e-print system 16 (Figure 4) . At the highest (and simplest) level, this provides the molecular name, a short textual description of the project, the authors (both of the material and the structure determination), with the crystal structure (structural data) being designated an identifier (a DOI 17 ). In this way it provides similar data to those lodged (for published structures with CCDC). It is very important to stress that the e-Crystals repository also furnishes the data produced by each of the major steps in the crystal structure determination workflow. It provides such files for all molecules entered into the repository, published or otherwise. These data and associated metadata describing these stages are characterised by a detailed schema, which serves to define rigorously the process represented in a crystal structure determination; and provide fine-grained provenance information sufficient for any citation of the structure, data or method. A user of the e-Crystals system (Coles et al., 2002 (Coles et al., , 2006 Coles, Frey, Peppe, et al., 2005) , deposits the data files generated in a crystal structure solution in the e-print archive, which has been developed to integrate the crystal data using a schema based on extended Dublin Core
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. A private laboratory version of e-Crystals is used as a laboratory management tool in the National Crystallographic Service. The data files are added as the analysis process is followed and then the end results are passed back to the users of the service. Under the agreement to use the service, if the structures are not published within three years, the structures will be made public via the institutional e-Crystals repository unless it is specially requested (with good grounds provided) that they remain private. Links to data files in a way that can be referenced and acknowledged. Data aggregators (such as CCDC) can "discover" the data and incorporate them into their databases and make them available to their audiences. The data are made available in a separate manner from any formal paper publication; indeed such a publication may not follow from the data, but other researchers may see the value of the structure especially as part of a wider group. The fact that making the data available in this way avoids peer review should not in this case be seen as a major problem. The full provenance of the data is available and exposed for general review in a way that few formally published structures are.
Validation
It is arguable whether it is worthwhile simply collating list after list of data, whether in print or on an electronic database, and expending resource on their maintenance. More valuable information results from a considered evaluation of the data, with recommendations of the best values and the reasons why these values have been selected. In the past, expert groups performed this type of evaluation. Thermodynamic data, for example, were evaluated by the National Institute for Science and Technology (NIST) (formerly the National Bureau of Standards (NBS)) and published as the JANAF tables (Gurvich, 1989 ). An IUPAC group reviews reaction kinetic data 19 .
However, in many cases, the task of evaluation can no longer be assured through conventional mechanisms; essentially a vital step in the proper curation of the data is not being performed.
A partial solution to the lack of evaluation is to provide the users of the data with a much richer source of provenance information about the data. This approach will allow practitioners with at least some expertise in the area to make the evaluation themselves. In fact this wider community, having looked at the provenance and made use of the data, can then feed back views on their validity and accuracy. In effect this represents a wider community validation review -an ongoing curation activity. Furthermore, as the body of data stored with a full provenance trail increases, so does the possibility of much more automated checking of those data. In the area of thermodynamics most of the journals require authors to deposit their data in a NIST database 20 . Given the relationships that exist between thermodynamic quantities, it is possible to test the new data for consistency, highlight any potential problems and alert the authors. As the amount of data held in an easily convertible form increases, (i.e. XML with a proper schema so as to facilitate the comparison of related data from different sources), so this type of consistency checking, which provides a degree of automated validation, will become more widespread.
In a sense the e-Crystals Project is all about validation. Validation is provided in two ways. Firstly the validation process has been automated for some time, and the CIF files can be checked automatically for many errors in format and content (CIF Checker is provided by IUCr). This is one reason why small molecule crystallography is so ideal for this type of dissemination. Secondly, validation is also provided by the provision of the chain of analysis back to the raw data. It is possible therefore to verify that the analysis has met particular requirements (though in instances of doubt the task of verification is often passed to an expert). While the relatively compact final and intermediate data files are held in the repository, the much larger raw data files (the service produces about 1Gb/day) are held securely at the Atlas Data Store 21 with a defined backup/recovery agreement. In principle a delocalised but linked system for multiple copies could also be employed.
Publication @ Source: R4L and the ELN Meet the Blog
In the CombeChem Project several of the components needed to improve the data trails between laboratory experiment and dissemination, and vice versa, have been investigated. The project has shown that it is possible to make use of planning information to: provide a context-aware digital capture right at the source of the investigations; capture the relationships between the processes and the data; support the archiving of these data; and provide a good basis for disseminating the data with all the relevant context. Some parts of the process are still missing; in particular the integration of all these steps has yet to reach the desired maturity.
The Semantic Blog
One methodology being investigated in the CombeChem Project is that of the "blog". Blogs have become a very versatile and fashionable means of capturing and facilitating a dialogue about events; an example is the blog run by Scientific American
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. The capacity to link up different blogs and other web resources has made this a very powerful form of information sharing and integration.
The content of a laboratory notebook records a similar dialogue between researchers (largely one researcher's comments on a discussion that may involve many researchers) and experimental plans, procedures, data and analysis. The blog methodology appears to represent an excellent way in which to discuss and disseminate the information captured by the semantically aware ELNs. With research data placed in the blog or in data repositories, the experiments, data, analysis, and the scientific dialogue can be associated, and commented upon. At all times (i.e. all posts/comments) the links back to the raw data, other comments, and experimental description are easily maintained, once the data are in a blog. In this way the blog style captures all and more of the reports that would be present in the laboratory notebook. It is capable of capturing the links between discussions and allowing a discussion thread to be re-traced, far more readily than in a paper notebook, or indeed in the type of ELN that simply records in detail the results of an experiment, but without the ability to capture the context of that experiment.
Once the data have all been rationalized, the material in the blog provides all the information needed for a traditional publication. The publication should then refer back to the relevant blog posts, to provide the provenance for the ideas, and access to the experimental data, should others wish to use it (for the same or different purposes). Links work in both directions and while a post may be seen as a comment on some data, it provides at the same time additional metadata describing the data. So once relevant data have been located (publication -> blog -> repository) all comments made on those (or similar) data can be located, so that the full context of the data can be . These projects are making a considerable mark in the quest to understand if Open Science can deliver the same transformative effects on development as Open Source has achieved in some aspects of computer software.
For adherents to a more traditional approach to science who wish to keep their data and results closer to home until time for publication, there is a need to limit the access to the blog to members of the research group, or formal collaborators. Security is however necessary in all cases, open or closed; to be useful as a proper laboratory record it is essential that all entries inspire confidence and are beyond unauthorised alteration. Perhaps more usefully, recognising that material does need to be updated and corrected, it would be wise to ensure that all alterations are clearly attributed. Keeping good records in this way within a blog means that this record can be made public as part of a publication.
Even though the blog function provides some of the necessary linkages between parts of the scientific discussion, adding links to data can be a barrier to maintaining a complete record. What is needed to ensure that the blog is both machine-readable and user-friendly, and able to provide the required links as automatically as possible, is a semantic blog. Semantic blog software represents a direct extension of the serviceoriented approach as well as semantic underpinning of the ELNs; and as such is being built up under the CombeChem umbrella. A first stage in the process is to integrate the ideas from e-Crystals with the blog, using the full semantics and schema of e-Crystals to facilitate the relevant blog entries so that crystallographic material can be correctly placed within the blog automatically. We now have several pieces of equipment that blog their data; they have become "blog-jects". The data from the equipment automatically flow into the blog, for human comment and analysis. The environmental data of the experimental rooms are also recorded and blogged (a virtual blog) for later comparisons and correlations.
So far the discussion on the blog-notebooks has focused on their ability to complement the semantic ELN in recording and linking the scientific discussion. They thus act as a means to curate the scientific discourse. However the discussion would not be complete without some consideration of how the blog content should be curated itself. The Southampton blog system looks after the tracking of individual records via MD5 hashes of the entries to ensure that an unrecorded process has not changed the entry. Ultimately all the data are recorded in a database, which is backed up and archived. The basic content could easily be revived but would require the service to view all the inter-connections, which really provide the power of the system. We have at least transformed the problem from curating a wide scatter of seemingly unconnected items to that of curating the blog!
Conclusions
Those digital technologies that have dramatically accelerated the process of science have often rendered the curation of data in context more difficult. The metadata, the description of the process, become separated from the numerical data files, which, in principle, contain the data, but which, in practice, contain nothing useful without the contextual information. A better understanding and the improved support for semantics on the web mean that digital technology can now help to undo the damage that it has itself inflicted. Data curation can now be returned to those best placed to provide the context, namely the practitioners actually working to produce the data. They are the creators and disseminators of the material, and its quality is a direct result of their actions. Publication@source is already with us, even if we do not always recognise it. To facilitate the curation at the laboratory level, several projects (i.e. CombeChem, e-Bank, R4L, Spectra, BioSimGrid) are developing the necessary infrastructure to describe data, provide repositories to hold the data, and demonstrate how such data can be made available with appropriate provenance. With the right software in place, capturing the necessary metadata to ensure their provenance, and to facilitate subsequent curation, will become a natural consideration of the laboratory scientist.
Curation should be a matter of concern to the laboratory researcher. It should not be regarded as someone else's responsibility, nor undertaken at some late stage in the production of quality scientific data. Neither is curation simply a matter of ensuring that a scientific paper is kept available forever more. It is a matter of ensuring that quality data remain available and usable alongside the traditional paper. This process can be greatly facilitated by the actions of the researchers at the time the data are created and as such may require a significant shift in attitudes. Gathering metadata when they are available is much simpler and cheaper than trying to remember or reconstruct them later.
If our data are important, we must design their curation into our experiments. In so doing we will not only develop better data, more useful to ourselves and to others, but also better science.
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