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En est a memona nos ocuparemos del estudio de un cierto tipo de ecuaClOnes 
parabolicas no lineales, con un amplio espectro de aplicaciones que van clescle la 
Fisica a la Biologia. Estas ecuaciones toman la forma 
Ut = .1(u)xx + B(u)x + C(u) 
clonde A., B y C son ciertas funciones, que en los casos mas representativos son 
potencias . 
Es un hecho bien conocido para estas ecuaciones que muchas de las propieclacles 
cle sus soluciones, tales como propagacion, regularidad y comportamiento asintotico, 
estan ligadas a la existencia de soluciones especiales con cierta simetria 0 invariancia 
ante grupos de transformaciones soportados por la ecuacion. Nuestro propos ito 
es pues centrarnos en una clase concreta de ecuaciones clel tipo anterior y 
caracterizar dos conjuntos de soluciones especiales, las ondas viajeras y las 
soluciones autosemejantes. Las primeras son ondas que se desplazan en el tiempo 
paralelamente a si mismas a 10 largo de una cierta direccion , mientras que las segundas 
son soluciones que permanecen invariables bajo cierto cambio de escala. 
Haciendo un poco de historia, en 1937 Fisher [28] propuso una version 
deterministica de un modelo estocastico para la evolucion de un gen favorable en 
una poblacion, 
Ut = Duxx + f(u) (0.1) 
don de u es la concentracion del gen, D es el coeficiente de difusion y f ,  que en 
ese trabajo se tomaba como f(u) = u(l - u) , represent a la reaccion cinetica. Esta 
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ecuacion ha sido objeto de numerosos estudios desde entonces, resa1tando entre todos 
ellos e1 trabajo e1aborado por Ko1mogorov et al. en el mismo ano 1937, [51]. En ese 
trabajo se prueba que toda concentracion inicial igual a 1 para x grande negativo e 
igual a 0 para x grande positivo, evoluciona hacia un frente de onda que viaj a con 
velocidad c* = 2yfj5. Diferentes concentraciones iniciales se propagan como diferentes 
ondas dependiendo del comportamiento para x -+ -00, pero siempre con velocidades 
. c 2: c*. Otra propiedad de est as ondas es que todas ellas son positivas . 
En 1a modelizacion de la evo1ucion de ciertos insectos, se considera 1a ecuacion 
(0.1), con el coeficiente de difusion D dependiendo de la concentracion en cada 
instante de tiempo, [54 ] . Una extension natural es 
donde D( u) = u', I > 0, y f es como antes. Para esta ecuacion existe tambien una 
velocidad minima c = c* ( I) > 0 que represent a 1a velocidad asintotica de propagacion 
para cualquier concentracion inicial que se anu1e para x grande. El estudio de esta 
ecuacion de tipo Fisher no lineal comenzo en 1975, y citamos por ejemplo los trabajos 
[3, 7, 8 ,  6 5] .  El efecto de 1a difusion no lineal se refleja en 1a propiedad de propagacion 
finita, que se cumple para las ondas viajeras con velocidad exactamente c*: estas 
ondas se anu1an para x grande, es decir aparece una interfase x = Xo + ct que separa 
las regiones {u > O} Y {u = O} . Las ondas con velocidad c > c* son positivas; no 
hay ondas viaj eras con velocidades 0 :::; c < c*. 
El proposito de los dos primeros capftulos de esta memoria es estudiar la 
existencia de ondas viajeras y sus propiedades para dos ecuaciones relacionadas con 
las anteriores, la ecuacion de tipo Fisher no lineal 
y la ecuacion de difusion con reaccion y conveccion 
( m-l ) + n-l k P Ut = U Ux x U Ux + u. 
(0.2) 
(0.3) 
Aunque consideraremos rangos de parametros 10 mas generales posibles, est amos 
especialmente interesados en los casos de difusion lenta m > 1 y reaccion fuerte 
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k > 0 y p < 1 ,  donde la posible no unicidad de solucion para el corresponcliente 
problema de Cauchy dificulta el estudio. 
Para la ecuacion (0 .2) , en el capitulo 1 probamos que si m + p 2: 2, existe una 
velocidad minima c = c*(m, p) > 0, funci6n analitica de los exponentes , tal que la 
correspondiente onda viajera es el prototipo de evoluci6n para datos iniciales como 
los considerados arriba. Esta onda es finita, no asi las ondas con velocidades c > c*; 
no hay ondas viajeras si 0 � c < c* 0 m + p < 2. Comparacion con la onda viajera 
de velocidad minima permite caracterizar la propiedad de propagacion finita para las 
soluciones minimales del problema de Cauchy asociado. 
En cuanto a la ecuacion (0 .3) , esta aparece en innumerable modelos fisicos , como 
describiremos en el capitulo 2. AlIi probaremos la existencia tambien de una velocidad 
minima de propagacion c = c*(m, n ,p, k) 2: 0, en el caso de reaccion k > 0, para 
ciertos rangos de parametros. Por ejemplo, si n 2: 1 existen ondas viajeras solo si 
2 � m+p < 2n, y solo con velocidades c 2: c* > 0, 0 m+p = 217" 0 < k � 1/(4n) y 
c 2: c* = O .  Vease el enunciado preciso de estos resultados, cf. teorema 2 . 1 . 1 .  
Una vez establecido el cuadro de existencia de ondas viajeras , caracterizamos 
cuales de ellas son finitas, dependiendo de nuevo de los parametros. Hemos de clestacar 
que el conocimiento de las ondas viajeras finitas permite caracterizar, como hemos 
mencionado antes, la propiedad de propagacion finita para las soluciones minimales 
del problema correspondiente. A este respecto mencionamos el trabajo [35], donde 
se caracteriza completamente esta propiedad en terminos de la existencia de ondas 
viajeras locales. EI objetivo fundamental de este capitulo es establecer la existencia 
de ondas viajeras globales, definidas en toda la recta. 
Completamos el estudio de este capitulo considerando la ecuacion con absorcion 
k < o. El cuadro de existencia de ondas viajeras es completamente diferente y no 
existe velocidad minima. 
Finalmente, el capitulo 3 se dedica al estudio de soluciones autosemejantes para 
la ecuacion con reaccion y conveccion (0 .3) . Dos motivos nos llevaron a este estudio . 
Por un lado, entender el caso limite de existencia de ondas viaj eras, m + p = 217" 
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que es precisamente el unico caso en que pueden existir soluciones autosemejantes, 
y por otro profundizar en 10 que se llama ecuacion de la interfase . Esta es una 
relacion entre la forma de la solucion cerca de la interfase y la velocidad de avance de 
la misma. 
Para la ecuacion de difusion pura, la Hamada Ecuacion de Nledios Porosos (ErdP) 
( m-l ) Ut = U U x  x
COIl rn > I, se verifica, en cada punta (s(t), t) de la interfase ,  la relacion 
s'(t) = - v x(s(t), t), 
Um-1 




En el estudio de las ondas viajeras del capitulo 2, observamos que diferentes ondas 
verifican diferentes ecuaciones en la interfase, dependiendo del termino dominante en 
la ecuacion, la difusion , la conveccion 0 la reaccion. De hecho en el caso n > 1 ,  para 
m + p = 2n, 0 < k < 4�" C > 0, existe una unica onda viajera que verifica (0 .5) e 
infinitas que satisfacen 
, ( ) 
1 
s t = -----,---:- --:-
- w x(s(t), t)' 
I-p 1L 
W = --. 
I - p  
En el caso Tn + p = 2, n = 1 se tiene (observese que v = w), 
. 1 
s'(t) = - v x(s(t), t) + 
( ()) + I, - V x s t , t  
verificandose la condicion 




Asi pues, nos planteamos no solo establecer la existencia de soluciones 
autosemejantes para la ecuacion (0.3) , sino entender si existe alguna manera de 
caracterizar la ecuacion correct a de la interfase. En particular, argument amos que la 
ecuacion COlTecta para n > 1 es (0.5) y no (0.6), mientras que para n = 1 es (0 .7), 
siempre con la condicion (0 .8). 
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En el ultimo capitulo probamos que existen soluciones autosemejantes verificando 
la ecuacion correcta de la interfase si y solo si k > 1 /  (4n) si n > 1, y para todo k > 0 
si n = 1 ,  aunque k > 1 /4 es la restriccion para que estas sean soluciones con soporte 
expansivo. Tambien probamos unicidad de tal solucion en el caso n = 1 ;  la unicidad 
































































Una ecuaci6n de Fisher no lineal 
1 . 1  Int roducci6n 
En este capitulo estamos interesados en el comportamiento de las soluciones, para 
valores grandes del tiempo,  de una version generalizada de la ecuacion de Fisher, 
p < 1 < m. (1 .1 ) 
EI canicter no lipschitziano del termino de reaccion para u = 0 , (que incluso es 
discontinuo si p � 0 , en cuyo caso consider amos uP = 0 si u = 0), hace interesante el 
estudio de la ecuacion (0.1) en relacion con la coexistencia de la propagacion finita 
e infinita, la no unicidad y la ausencia de un principio de comparacion. Un primer 
estudio fue realizado en [58 ] en conexion con la ecuacion de difusion lenta y reaccion 
fuerte 
( m-l ) P Ut = U Ux x + U , p < 1 < m. ( 1 . 2 )  
La relacion entre los panimetros m y p marca la  diferencia entre dos tip os  de 
comportamiento relacionados con las cuestiones arriba mencionadas: para la ecuacion 
( 1 . 2 ) ,  si m +p � 2, la soluciones minimales tienen propagacion finita, mientras que la 
soluciones maximales son positivas; si m + p < 2 hay solucion unica y positiva para 
9 
10  CAPiTULO 1. ECUACION DE FISHER NO LINEAL 
toclo valor inicial u( · ,  0) =f. 0, [59]. Como veremos, estas propieclacles son tambien 
ciertas para la ecuacion ( 1 . 1 ) .  
En cuanto al comportamiento asintotico de l a  ecuacion ( 1 . 1 ) ,  un  primer paso es 
caracterizar la existencia de ondas viajeras. Esto puede hacerse utilizando las tecnicas 
de Engler [25] y los resultados de Atkinson et al . [3] . Un estudio mas detallado puede 
verse en [58]. El resultado obtenido en estos articulos es la existencia de onclas viajeras 
para la ecuacion ( 1 . 1 ) si y solo si m + p 2: 2 y solo para velocidades c 2: c* (m, p) . En 
el presente capitulo darnos una nueva demostracion de existencia de ondas viajeras, 
y describimos la curva correspondiente a la velocidad minima c* en terminos de m y 
p. Utilizaremos estas ondas viajeras para describir el comportamiento asintotico de 
las soluciones de la ecuacion ( 1 . 1 ) .  
Este capitulo esta organizado como sigue. En el seccion 2 consideramos l a  ecuacion 
N-dimensional amiloga a ( 1 . 1 ) ,  y estudiamos la unicidad de la sol ucion en terminos 
del soporte inicial y del valor de los panimetros m y p. En el sec cion 3 realizaremos 
un analisis local de la interfase en el caso m + p 2: 2. Tambien probaremos algunas 
propiedades de concavidad. 
En las secciones 4 y 5 se desarrolla un estudio de las propiedades de las ondas 
viajeras y sus aplicaciones. En el seccion 4 caracterizamos cwiles de estas ondas 
viajeras son soluciones minimales y tambien obtenemos la velocidad minima c* como 
una funcion analitica del parametro a = m + p - 2. Consideramos aqui la ecuacion 
( 1 . 1 ) para todo valor de los parametros m, p E JR, m + p 2: 2. 
Finalmente, en la seccion 5 estudiamos el comportamiento asintotico de las 
soluciones minimales, asi como de su interfase. Observaremos la infiuencia del 
coeficiente de tipo Fisher R(u) = (1 - u) , que diferencia las ecuaciones ( 1 . 2 )  y ( 1 . 1 ) .  
Para la ecuacion ( 1 .2) las interfases son asintoticamente lineales para m + p = 2 y 
superlineales en el caso m+p 2: 2, mientras que para ( 1 . 1 )  son siempre asintoticamente 
lineales para todo m + p 2: 2 .  
1 .2 .UNICIDAD 
1.2 Unicidad 
Consideremos el problema 
{ Ut = 6um + uP( 1  - u) , 
u (x, 0) = uo (x) , 
(x, t) E Q = JRN X (0 ,  00 ) 
x E JRN , 
con p < 1 < m, N � 1 y O ::; Uo ::; 1 ,  y sea (J = m + p - 2. 
1 1  
(2. 1 ) 
Para la existencia de soluciones minim ales y maximales de este problema, asi 
como para las propiedades de comparacion, nos referiremos a [58] . En general la 
propiedad de comparacion no es cierta, pero S1 se cumple entre soluciones minimales 
y maximales. El fenomeno de no unicidad queda reftejado por el siguiente ejemplo. 
Si el valor inicial es nulo la solucion minimal es u 0 y la solucion maximal es 
u(x, t) = 'ljJ(t) , donde 'ljJ esta definida por la relacion 
t+ = 
r1jJ(t) ds 
10 sp(1 - sf (2.2) 
De hecho existe un continuo de soluciones de 1a forma u (x ,  t; T) = 'ljJ(t - T) , T � O. 
Siguiendo [59] (ver tambien [ 1 ] )  diremos que el problema (2. 1 )  tiene casi unicidad si 
el dato inicial Uo 0 es el unico que produce no unicidad. En nuestro caso tendremos 
Teorema 1.2.1 i) Si (J < 0 el problema (2. 1 )  tiene casi unicidad. 
ii) Si (J � 0 el problema (2. 1 )  tiene una unica soluci6n si y s6lo si el soporte de 
Uo es todo JRN. 
La demostracion de la parte de la unicidad de este teorema se bas a en el hecho 
de que las soluciones positivas son unicas. De esta forma, probaremos que si el 
soporte de Uo es todo JRn entonces la solucion es positiva, y si (J < 0 esto es cierto 
con la sola suposicion de que Uo no sea identicamente nulo . Por otro lado , si (J � 0 
probaremos la propiedad de propagacion finita para las soluciones minimales, es decir, 
si Uo se anula en una bola, entonces la solucion minimal sigue siendo nula durante un 
tiempo en alguna bola mas pequeiia. Esto contrasta con las soluciones maximales, 
que son positivas. Tambien observamos que la unicidad es cierta para las soluciones 
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estrictamente positivas, es decir, soluciones que cumplen u 2 c5 > 0 , puesto que en 
este caso el termino de reacci6n se hace regular. 
Probaremos primeramente una estimaci6n inferior, haciendo uso de las ideas 
desarrolladas en [59]. 
Lema 1.2.2 Sea u una solucion del problema (2 .1 )  con uo(xo) > O. Entonces 
existen constantes CI, C2 > 0 que dependen solo de m, py N tal que 
i) 
ii) u(x, t) > 0 
1 m - p  donde 0: = --, (3 = ( ) 1 - p 2 1 - p
para 0 < t < 1 ,  
para 0 < t < 1 ,  Ix - xol < C2ti3 , 
( 2 .3 )  
(2 .4) 
Demostracion Obtendremos las estimaciones (2 .3 ,  2 .4) por medio de 
comparaci6n con una subsoluci6n de un problema regular aproximado, sustituyendo 
el termino de reacci6n por 
Si escribimos w(x, t) = to'cp(lxlci3), obtenemos la subsoluci6n particular 
donde B = (1'1'1, - 1) (3/2 177, Y 
.E.=-!. 1 Am-l ( 1 - A�) = a + (3N , c
l-p 1 2 t 2 tf: (a + (3 N) -1 -. -c 
POl' continuidad, para cualquier T > 0 existe c > 0 tal que 
que implica 
w (x - Xo, t + tf:) ::; 'U,(.T, t + T) 
(2 .5 )  
Haciendo T -+ 0, obtenemos la estimaci6n requerida con Cl = Am�l y C2 = J A/ B. 
# 
un refinamiento de esta demostraci6n nos permite obtener el siguiente lema 
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Lema 1.2.3 Sea u una soluci6n del problema (2 . 1 )  con uo(xo)  > 0 .  Entonces , 
existe T > ° tal que 
para t � T. 
Demostraci6n 
Seleccionando T = (1 + f3N/ayx-l y C = (T + I)-a, obtenemos 
para O :s  t :s T. # 
(2 .6) 
Observese que por este metodo la mejor estimaci6n del soporte que se obtiene es 
u(x, t) > ° para Ix - xol < DVt, t > T. 
Sin embargo esto basta para concluir ,  
Corolario 1.2.4 Sea u una soluci6n del problema ( 2 . 1 ) no identicamente mz1a. 
Entonces, 
i) si u t= 0, para toda x E JRN existe T > ° tal que u(x, T) > 0, 
ii) si u t= 0, para toda x E JRN se tiene lim u(x, t) = 1 .  t-+oo 
Si aplicamos e1 Lemma 2 .2 a to do punta (xo ,  to ) E Q podemos obtener el orden 
exacto de crecimiento de las soluciones positivas. 
Lema 1.2.5 Si u es una soluci6n del problema (2 . 1 )  que satisface u > ° en Q ,  
entonces 
u(x, t) � �(t) en Q .  
El ultimo paso en la demostraci6n de la unicidad es e1 siguiente 
(2 .7) 
Lema 1.2.6 Si u es una soluci6n del problema (2 .1 )  que satisface u > ° en Q ,  
entonces u coincide con la soluci6n maximal de este problema. 
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Demostraci6n Sea u la solucion maximal del problema (2 . 1 ) .  Sea T > 0 fijo 
y pongamos QT = JRN X (0, T) . Para todo ¢ E COO(QT) con soporte compacta en 
x y toda 0 :S t :S T ,  despues de restar las correspondientes ecuaciones para ambas 
soluciones en su formulacion integral, tenemos que 
o < J (u - u) (x, t)¢(x, t) dx 
JR:TV 
.Iot J { (u - u)¢t + (urn - um)6¢ + [uP(l  - u) - uP( l - u)]¢}(x, s) dx ds. 
JRN 
Ahora eligiendo una funcion test cp que cumpla la desigualdad ¢t + a6¢ < 0 donde 
(ver [59]) obtenemos 
{ u':.-1lTJ1 
a = 1l-1l 
mum-1 sz U = u 
O :S J (u - U) ( .17, t)¢(x, t) dx :S lot { J [uP(l - u) - uP( l - u)]cp(x, s) dx} ds. (2 .8) 
mN mN 
Si p :::; 0 la demostracion esta concluida pues el termino de la derecha es negativo. 
Para p > 0 ,  usando la estimacion (2 .7) , se tiene 
y la desigualdad (2 .8) se transform a en 
0 :s J (u - u) (x, t)cp(x, t) dx:S P fot{ J (u - u)¢(x, s) dX}'ljJp-l(S) ds. 
mN mN 
Si ponemos h(t) = .r�{JmN(U - 'u)¢(x, s) dX}'ljJP-l(S) ds, obtenemos 
para O:S s :S T, 
(2.9) 
(2 .10) 
Integranclo est a ecuacion para E :S s :S t :S T,  y utilizando la ecuacion diferencial que 
satisface ¢, tenemos que 
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(2.11) 
para c ::; t ::; T. Por otra parte, de la ecuacion (2.8) y la desigualdad de Holder, 
obtenemos 
J (u - u)(x, s)¢(x, s) dx:::; c(T) fo
s
[ J (71 - u)(x, r)¢(x, r) dx]P dr, (2.12) 
JRN JRN 
para to do 0 ::; s ::; T. Esto implica 
J (71- u)(x, s)¢(x,s) dx ::; C(T)Sl:'P• 
JRN 
Aplicando esta estimacion a h(c) obtenemos 
(C 1 1 1 h(c) ::; c (T) io S I-p - ds = c(T)c I-p . 
(2 .13) 
Finalmente, de la definicion de 'ljJ, para pequeiios valores de S > 0 tenemos 'ljJ (s ) 2: 
1 
f.LS I-p. Todas estas estimaciones transforman (2.11) en, 
0 ::; J (u - u)(x, t)¢(x, t) dx ::; h(t) ::; c(T)c .  
JRN 
Por ultimo, si hacemos c -+ 0, obtenemos u == u en Q.  # 
Demostraci6n del teorema 1.2.1: EI lema anterior implica unicidad de las 
soluciones positivas. Ademas, exactamente como en [59, Lemma 2.4] y haciendo uso 
de la estimacion principal del lema 1.2.2, si a < 0 y Uo 0, es facil probar que las 
unicas soluciones son u(x, t; r) = 'ljJ(t - r), r 2: O. 
EI result ado de no unicidad para a 2: 0 se sigue de la velocidad finita de 
propagacion. 
1.3 La interfase 
En esta seccion estudiaremos las propiedades de propagacion del problema (2.1) en 
el caso de una dimension, donde escribimos la ecuacion como en (1.1) mediante un 
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simple cambio de escala. Estamos interesados en el fenomeno de propagacion finita, 
que se present a para las soluciones minimales en el caso a � o. 
Asumiremos que el valor inicial Uo es positivo para x E (-00 , 0) y nulo en [0, 00) . 
Entonces, para la solucion minimal u del problema ( 1 . 1 ) ,  aparece una interfase 
s(t) = sup{ x E IR : u(x, t) > o}.  
EI comportamiento de la interfase queda mejor descrito en terminos de la variable 
presion, v = um-1 /(m - 1 ) .  La ecuacion que satisface v es 
Vt = (m - l)vvxx + v; + J-lvm�l g (v), (3 . 1) 
con J-l = (m- l)°"/(m-l), g (v) = 1 - ( (m- l)v) l/(m-l) (interpret ado en el sentido obvio 
cuando a = 0) . 
EI amilisis local de la interfase realizado en [58] para la ecuacion ( 1 . 2) puede ser 
adaptado a nuestra situacion con solo pequenos cambios, obteniendose las propiedades 
siguientes 
Proposicion 1.3.1 i) s(t) es nodecreciente }' Holder continu a.. 
ii) La. derivada por la. derech a. con respecto al tiempo satisface, para t > 0 ,  
D+s(t) � 2 
D+s(t) > 0 
Sl a = 0 
si a >  O. 
(3.2) 
iii) Si vx(s(t), t) = l im vx(x, to) = -z > -00, entonces se verifica la. siguiente x/,.s(to) 
ecuaci6n de la i nterfase 
• 
{ z + l/z 
a = 0 =} D+ s(to) = 
2 
• a > 0 =} D+ s(to) = z. 
si z � 1 




Como vemos se obtiene la misma ecuacion de la interfase que para la ETvIP si 
a > 0, es decir, el termino de reaccion es pequeno en la interfase. Si  a = 0 ambos 
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terminos, l a  difusion y l a  reaccion son del mismo orden, y su  influencia conjunta se 
refleja  en la ecuacion (3 .3) . 
Las demostraciones estan basada en el hecho de que cerca de la interfase se tiene 
la desigualdad ( 1  - c) :::; g( v) :::; 1 .  Ademas, si (J = 0 podemos dar un resultado mcls 
preciso para la ecuacion de la interfase y obtener, 
Teorema 1.3.2 Si (J = 0 se cumple 
-vx(s(t) , t) � 1 para t > O. (3 .5 )  
Demostracion: La demostracion la realizamos comparando con una solucion 
especial de la ecuacion ( 1 . 2) ,  construida en [59] y llamada Solucion Minimal Absoluta. 
Supongamos que para algun to > 0 se tiene -vx(s(to) , to) < 1 .  Entonces, de la 
Proposicion anterior, cuando T > 0 es suficientemente pequeno, 
s(t) = s(to) + 2(t - to) para to:::; t :::; to + T. 
Por otra parte ,  para algun valor y < s(to) tenemos 
v(x, t) :::; c para x � y, to:::; t :::; to + T. 
De esta manera v es una supersolucion de la ecuacion 
Vt = (m - l)vvxx + v; + (1 - c)/-lVm'=-l. 
Sea VV la solucion minimal absoluta para esta ecuacion centrada en el punto (s(to) , to) . 
Para t � to se verifica 
as! como 
sop(vV(·, t)) = { Ix - s(to) 1 :::; 2)( 1  - c)(t - to) }, 
TV(x, t) :::; v(x, t) para x � y, t � to. 
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Esto implica 
Haciendo E ---+ 0 obtenemos la ecuaci6n (3.5 ) .  # 
Otra caracteristica de la soluci6n minimal y de su correspondiente interfase es la 
siguiente propiedad de concavidad: 
Teorema 1.3 .3  Si la presion inicia1 v(x, 0) es conca.va e ll e1 conjunto donde es 
positiva, entonces 10 mismo se cump1e para v(·, t) cuando t > O. En e1 caso critico 
IJ = 0 1a interfase s (t) es tambien concava. 
Demostraci6n El primer paso sera sustituir el problema ( 1.1) por un problema 
aproximado con reaccion lipschitziana. Entonces , siguiendo el esquema utilizado en 
[14], donde se prueba la concavidad de la soluciones de la ecuaci6n de los medios 
porosos, descompondremos el problema (1 .1) en dos problemas independientes, 
tomando por separado los term in os de difusi6n y de reacci6n. 
Consideremos el problema aproximado 
{ Ut = (um)xx + I(u) 
u(x,O) = uo(x) 
con I (s) = Ie (s) = � min { sP (1 - s) , EP-1 (1 - E) S },  y los problemas 
{ Ut = f(u) 
u (x, 0) = Uo (x) . 
(3.6) 
Sean Sd(t) y Sr(t) los semigrupos asociados con los problemas (Pd) y (Pr)' 
respectivamente, es decir para cada valor inicial uo, Sd(t) y Sr(t) producen las 
soluciones de estos problemas, 
(3 .7) 
Fijamos t > 0 y consideramos, para cada n, j E IN, n � J', la funci6n 
(3.8) 
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que es la formula de Lie-Trotter de composicion de ambos semigrupos. Observemos 
que el operador 
A(u) = - (um)xx - f(u) + ku 
es m-acretivo en L1 (JR) cuando k es mayor que la constante de Lipschitz de f [21 J . 
Entonces el limite u = limn-+oo u(n,n) est a bien definido y produce la unica solucion 
del problema compuesto (3 .6) , (ver [13, teorema 1]) . 
Consideremos ahora la presion v asociada a u y definida por v(n ,j) = ��1 '(l(�J�' 
Estudiaremos la concavidad de v en termino de la concavidad de cada una de las 
iteraciones v(n,j). 
En primer lugar, tenemos que la solucion de la ecuacion de los medios porosos 
(Pd) es concava, [14J. Por otro lado, la presion Vr asociada al problema (Pr) estcl 
implicitamente dada para cad a x en el soporte inicial P(O) por 
donde 
;"V" (x,t) ds t+ = --vo(x) h( s)' (3.9) 
Ademas, el soporte es estacionario, P(t) P(O) . Por consiguiente obtenemos que 
( ) = [1'( ) _ h'( ) Jh(vr) (vb? + h(vr) 1/ Vr xx 7, Vr Vo h2(vo) h(vo) vo' 
Observese que h(s) es positivo y concavo, de donde se deduce (vr)xx :::; O . 
Haciendo uso de estos dos resultados de concavidad, obtenemos que V(n,j) es 
concava para cada n 2: j 2: 1 .  Pasando al limite j = n -+ CXJ obtenemos v concava. 
Finalmente, haciendo E -+ 0 lIe gam os a que v es concava. 
Analizaremos ahora la interfase en el caso a = O. Sean to > 0 fijo, y sea 
z = -vx(s (to), to) . Como Vxx :::; 0 cuando z :::; 1 tenemos que s(t) = s(to) + 2(t - to) 
para t 2: to, Y concluye la demostracion. Sea ahora z > 1. De la Proposicion 1.3.1 
tenemos s'(to) = c = z + l/z. Consideremos el frente lineal 
w (x, t) = z[c(t - to) - (x - s(to) ) J+, 
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que es una supersolucion de nuestra ecuacion, cuya interfase es rt(t) = s(to) +c(t-to). 
Como v es concava tenemos que v (x, to) :::; w (x, to), Y por comparacion , tambien se 
cumple, v (x, t) :::; w (x, t) para to do t 2: to. Finalizamos comparando las interfases, 
s(to) = n(to), s(t):::; rt(t), s'(to) = n'(to), 
Esto implica S"(t) :::; 0 .  
1.4 Ondas V iajeras 
para t � to. 
# 
Primeramente resumiremos el analisis hecho en el articulo [58] para la obtencion de 
Ondas Viajeras (OV) , y despues pasaremos al estudio de sus propiedades. 
Introduciendo 'U ( .T, t) = <p(�), � = x - ct, c > ° en la ecuacion (1.1), y definiendo 
las variables 




dT = �Xl-md�, 
m 
dl" = XlT(1- X) - l"(c - l"). dT 
Si (J" > 0 ,  entonces el sistema tiene puntos criticos en 
(4 . 1 )  
(4 .2) 
(X, l") = (0 , 0) , ( 1 , 0) , (0 , c). (4 .3) 
Estos punt os son dos sillas ( 1 , 0) , (0 ,  c) y un no do degenerado (0 , 0 ) .  Buscamos 
trayectorias admisibles, es decir , soluciones de 
dl" 
= 
c - l" _ XlT-l (1 - X) = H( Xl" ) dX X l" _ .L " C, (J" (4 .4) 
para ° :::; X :::; 1 ,  que unan los puntos ( 1 , 0) y (0, c) 0 ( 1 , 0) Y (0 , 0 ) .  Haciendo uso 
de (4. 1 ) ,  la conexion sill a-sill a corresponde a una OV finita, mientras que la conexion 
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silla-nodo corresponded a una onda viajera finita 0 positiva dependiendo del valor 
de p.  
Si a = 0 y c < 2 ,  hay un solo punto critico , (X, Y) = (1,0), mientras que para 
c 2:: 2 ,  los punt os criticos son 
(X, Y) = (1,0), (0, Zl ) , (0, Z2 ) , ( 4 .5) 
donde 0 < Zl ::; Z2 corresponden a las rakes de la ecuacion z2 - cz + 1 = O. Las OV 
finitas estan dadas por la conexion de (1,0) a (0, zd . En [58] se prueba (ver tambien 
[8, 25] ) :  
Teorema 1.4 .1  La ecuaci6n ( l . 1 )  con m > 1 y P E JR adm ite OV si .y s6lo s i  
a 2:: 0, y unicamente para velocidades c 2:: c* (a); las OV con c = c* son nnitas, todas 
las demas OV son nn itas si  .y s6lo si  p < 1 .  
N otemos que el plano de fases (4 .2 )  tiene sentido para todos los valores de 
m, p E JR. Las OV que se obtienen en el caso m ::; 1 son positivas . 
En [58] se observa que la OV con velocidad c > c* no puede ser una solucion 
minimal, ya que que no satisface la ecuacion de la interfase (3 .3) . Por otra parte, la 
presion asociada con cada OV satisface Vxx (x, t )  = cp" (�) = -dY / d�. Como es fckil 
de ver en (4 . 1 ) ,  (4 . 2) , Y es creciente en � cuando c = c* , (esto no se cumple si c > c* ) , 
10 cual implica que al igual que las soluciones minimales, v es concava solo si c = c* . 
Completaremos aqui la caracterizacion de las OV minimales probando que la OV con 
c = c* es una solucion minimal . 
Teorema 1.4.2 Las OV son soluciones minimales si .y s6lo si c = c* (a) . 
Demostraci6n: La demostracion se basa en argument os de comparacion. 
Usaremos como subsoluciones OV locales con velocidades 0 < c < c* (a) ,  c � c* (a) . 
Caso a = 0 
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Primeramente consideraremos 1a aproximacion de 1a funcion de reaccion (2.5) , es 
decir ,  




= (c - l")Y - mxm-
2 fc:(X) = H (X l") .  dX Xl" E , 
(4 .6) 
(4 . 7) 
. Buscaremos trayectorias que satisfagan 1a ecuacion (4.7) , que pasen por e1 punta 
(Xo, 0) , 0 < Xo < 1, y que tiendan a ±oo cuando X tienda a O. 
Supongamos que dado E > 0 tan pequeno como se quiera, existe una trayectoria 
decreciente 1�(X) ,  solucion de (4.7) y que une los puntos (0 ,  c) Y (Xl, 0) para a1gun 
0 <  Xl < y'c. 
Asumiendo este hecho, para cua1quier Xl < Xo < 1, 1a trayectoria en e1 primer 
cuadrante que sale del punto (Xo, 0) no puede atravesar 1";. , y tiende a 00 cuando X 
tiende a O. La parte de la trayectoria en el cuarto cuadrante es tambien facil de ver 
que va - 00 cHando X tiende a O. Utilizando 1a relacion diferencial (4.1) , vemos que 
esta trayectoria alcanza el punto del infnito en un �-intervalo finito. Obtenemos as! 
que, para cada 0 < Xo < 1, existe E > 0, y una OV local CPc(O, solucion de 
que satisface 
(cpm)" + ccp' + j�(cp) = 0 ,  
cp(6) = cp(6) = 0, max <p(�) = Xo, �1 :S�:S6 
( 4 .8) 
(4.9) 
dY Ahora demostraremos 1a suposicion hecha. Observemos de (4 .7) que dX = 0 a 10 
largo de la grafica 
{ (c - l")l" - c;l-m(l - c;)xm-l = 0 
(c - Y)l" - (1 - X) = 0 
si 0 ::;  X ::; E 
si E ::;  X ::; 1. 
(4. 10) 
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Si 0 < e < 1- c 2/4, est a gnifica consiste en dos curvas, una que une (0 , 0) con (0,  c)y 
otra que une ( 1 , 0) con (1 , c) . Para la primer a curva el punto de maximo es 
r 
_ 
( c 2 ) l!(m-l) X -e 
( )  
< c. 4 1-e 
Para encontrar la trayectoria deseada, consideraremos la curva Y = T(X) dada por 
1 c 2 
2"T
2 + ( 1  - "4) log X + X + k = O. 
Esta curva satisface, para e ::; X ::; 1, 
dT 
= 
c 2/4 -(1 -X) > (c - T)T -(1 -X) = H (X T) . dX XT - XY c: , 
Seleccionando k = (c 2 /4 -1) log "fE -"fE, as! como 
c 2 1 c 2 "2 + 2"(1  - "4) loge + e -Vc < 0 ,  
obtenemos T("fE) = 0 y T(e) > c . 
(4.11) 
Consecuentemente, las trayectorias decrecientes que .salen desde el punto (0, c) no 
pueden atravesar T, y decree en hast a atravesar el eje X en algun punto 0 < Xl < "fE. 
Necesitamos seleccionar entonces e > 0 suficientemente pequeno para que satisfaga 
la ecuacion (4.11) , Y ademas e < 1 -c 2 /4. Con esto la suposicion quedara probada. 
Consideremos ahora la OV u* (x, t) = <p* (x -c *  t) con velocidad c = c *, la presion 
asociada ¢* = m�l <p",:-l , Y la correspondiente trayectoria Y = Y�(X) .  Queremos 
comparar el valor inicial ¢*(x) con la OV local ¢c(x) = m�l <p�-I(X) correspondiente 
a una velocidad c < c* construida en (4. g). EI amilisis anterior del plano de fases 
implica que para un punto cualquiera z < 0 existe c > 0 y una trayectoria Y�(X) 
que corta la trayectoria Y. en el punto X = <p(z). Observando que las variables en el 
plano de fases represent an X = <p, Y = -¢', obtenemos, por traslacion, 
Ademas,  comparando las pendientes de Yc e Y* obtenemos ¢� (z) < ¢�(z), aSl como 
¢�(x) < ¢:(y) 
¢�(x) > ¢:(y) 
para z < x, y < 6 con ¢c(x)  = ¢*(y) 
para 6 < x, y < z con ¢c(x) = ¢*(y) . 
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Esto implica que 
para 6 :::; x :::; 6· 
Ahora, aplicando [58, lema 5 .3] a cualquier solucion u del problema ( 1 . 1 )  con valor 
inicial 'P*, obtenemos 
Concluimos la demostracion haciendo c tender a c* . 
Caso cr > 0 
En este caso no podemos construir la solucion deseada disparando desde cualquier 
punto (Xo: 0) ,  0 < Xo < 1 .  Por otra parte la curva con pendiente cero en la ecuacion 
(4.7) no tiende a cero. Por 10 tanto dispararemos de un punto eualquiera (Xo , Y* (Xo)) 
en la trayeetoria. Si 0 < E < Xo, obtenemos una trayectoria Yc que va a 00 euando 
X tiende a 0, y decrece a hast a Y = 0 para algun Xl > Xo. Observemos que, para 
el caso (J = 0, este metoda requeriria pro bar que la trayectoria Yc no va al origen, 10 
eual es valida por la construecion de la trayectoria 1�. El punta clave es que Y* sale 
de (0, c*) si cr > 0 mientras que para cr = 0 sale de (0, c*/2). 
El resto de la demostracion es completamente amilogo al caso anterior. 
1.5 La curva c = c*(a) 
Estudiamos en est a seccion la funci6n c* que da la velocidad mfnima en terminos del 
panimetro cr. 
Seguiremos aquf el metodo desarrollado en [6] , que consiste en la aplicacion del 
teorema de la Funcion Implfcita (TFI) a cierta funcion que relaciona la velocidad c* 
con el panimetro (J. El punta de partida sera la solucion explieita, para (J = 1 ,  
(5 . 1 )  
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que se  obtiene integrando la  trayectoria explicita Y(X) = c(l - X) ,  con c = 1/V2 
en la ecuaci6n (4.4) . Para m = 2 y p = 1 est a OV fue obtenida en [3] . Observemos 
tambien que por este metoda obtenemos una nueva prueba de la existencia de las 
OV. 
Teorema 1.5 .1 La velocidad minima c* es una funci6n analitica decreciente de la 
variable a en [0 , (0) con imagen (0, 2] . 
La curva c = c*(a) , obtenida numericamente, se muestra en la figura 5.1. 
2 . 0  r------------------------------------------. 
1 .5 




0 . 0  1 .0 2.0 3.0 4.0 5.0 
cr 
Figura 5 .1: La curva c = c* (a) . 
Demostraci6n: Disparemos de los puntos de silla del plano de fases para obtener 
una conexi6n para a i= 1 .  Como fJH / fJc > 0, es obvio que, si tal conexi6n existe para 
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c = c* ' las trayectorias que parten de ( 1 , 0) y entran en la region D = (0, 1 )  x (0 ,  (0) , 
se iran a infinito cuando X tiende a 0, si c > c* ' y a 0 si 0 < c < c* . Por otra parte, 
las trayectorias que entran en (0, c) desde D atraviesan la linea X = 1 en 17 > 0, si 
c > c* ' y el eje 17 = 0 en 0 < X < 1, si 0 < c < c* . 
Consideremos entonces, para c > 0 Y fJ � 0 ,  la trayectoria 171 que entra en (0 ,  c) 
y la trayectoria 1� que sale de (1 , 0) . Es decir, para algun 0 < X* < 1 sean 
1�( . , C, fJ) : [X* , 1] -+ 1R+, 1�( 1 ,  c, fJ) = 0, (5.2) 
81�(X, c, fJ) /oX = H(X, 1�, c, fJ) . 
Es claro que estas dos funciones son analiticas. Es flicil tambien ver que para cada 
fJ � 0, existen Co Y X* tales que 1� > 0 para c � Co (ver (5.12)) ,  aunque no 
necesitaremos ninguna informacion sobre X* ni sobre co. Definamos ahora la funcion 
(analitica) £: (0 , 00) X [0 , (0) -+ 1R mediante 
(5 .3) 
La existencia de una conexion para algun c y fJ es equivalente a la condici6n de 
ligadura 
£(c, fJ) = o. (5 .4) 
El TFI nos permite definir c = c* (fJ) en una vecindad de cualquier solucion (c, fJ) de 
la ecuacion (5.4) siempre que se verifique la condici6n de transversalidad 
Ademas, de la ecuacion (5 .4) podemos obtener la derivada 
I -o£/OfJ c* (fJ) = o£/oc 
(c* (a) , fJ) . 
Primero probaremos la condicion de transversalidad. Definamos 
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y demostraremos que Zl(X*) -Z2(X*) =J. O. Derivando la ecuacion (4 .4) con respecto 
al panimetro c obtenemos 
con 
k(X) = -1 xa-
l( l  - X) 
z y + "\72 ' . ../\.. .11, 
B(X) = .'�. (5.8) 
Estas son dos ecuaciones lineales, solubles explicitamente con los valores iniciales 
(5.9) 
(ver la ecuacion (4 .8) ) .  Se tiene 
(5 . 10) 
con Gi(X) = exp [rY Ai(S)ds] . De aqul se deduce Z2 < 0 < Zl, es decir, 
(5. 1 1) 
Ya que (1/v'2, 1) es una solucion de (5 .4) , obtenemos la exist en cia de una funcion 
analitica c*(a) definida en una vecindad de a = 1 .  
Ademas, la condicion de transversalidad es uniforme para a > 0 ,  as! que podemos 
extender el rango de existencia a un intervalo abierto maximal (en [0 , (0) ) .  Ahora 
tomemos una sucesion {Yn}, (n -+ (0) , de soluciones de la ecuacion (4 .4) con 
panimetros (cn, an) -+ (coo, aoo), y que satisface Yn(O) = Cn, Yn(l) = O. Si probamos 
la estimacion uniforme, 0 :s: aoo < 00, 0 < Coo :s: 2, entonces se deduce que existe 
una funcion Yoo = lim Yn que es tambi€m solucion de nuestro problema. As! pues el n-too 
intervalo maximal de existencia es un cerrado de [0, (0), y de aqui que debe ser todo 
[0, (0) . La demostracion de la existencia depende de la siguiente estimacion: 
Lema 1.5.2 Para a > 0, la velocidad minima satisface 
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c ; (CJ) 
2 
< . -CJ(CJ + 1 )  
(5 . 12)  
(5 . 1 3) 
Demostraci6n: La primera estimacion ha sido obtenida en [58] mediante el 
estudio del comportamiento del grafico 
(c -Y)Y = XO"(1 - X) 
donde dY/ dX = 0 .  Por otra parte, de la ecuaci6n (4 .4) tenemos que 
y
dY > __ .. XO"-l(1 _ X) dX 
(5 . 14) 
Ahora integramos estas desigualdades a 10 largo de la trayectoria Y = Y(X) para 
c = c *, desde X = 0, Y = c* hasta X = 1 ,  Y = 0, y as! obtenemos (5. 13 ) .  # 
Puede observarse que estas estimaciones implican ° < c *(CJ) < 2 ,  para ° < CJ < 00 
v ademas lim c *(CJ) = 0 .  " O"-too 
El hecho de que c *  (CJ) es una funcion decreciente se sigue ahora del estudio del signo 
de 8f/8CJ .. De forma analoga a la ecuaci6n (5 .. 7) definimos f)i(X) = 81�/8CJ(X, c ,  CJ), 




- = o;.f). +/3. dX 2 2 2, 
4.( X ) = _XO"-
l( l_ X) log X 
fJl .. �(X) ' (5 . 15)  
(5.16) 
Al igual que antes obtenemos 
Una vez mas observamos inmediatamente que ()2 < 0 < ()1, es decir, 
y con ello el teorema queda probado # 











El calculo de la derivada (5 .6) en rJ = 1 se realiza mediante la sustitucion de las 
funciones explicitas en las ecuaciones (5.10) y (5 .17) dadas por la solucion explicit a 
de (5.1) . Para (c, rJ) = (1/V2, 1) tenemos, 
1�(X) = (1 - X)/V2, 
-1 2 
AlX") = X + 1 - X ' 
De aqui que 
Tambien 
10 que implica 
1 (1 1 (Zl - Z2 ) (X) = X (l _ X)2 ia (1 - s?ds = 3X (1 - X)2' 
T -V2 (1 2 13j2 (()1 - ()2) (X) = X (l _ X)2 ia s (l - s) log s ds = 144X (1 - X)2' 
()2 - ()1 Como c:(rJ) = se sigue (5 .18) . # Z1 - Z2 
(5 .19) 
(5 .20) 
30 CAPiTULO 1. ECUACION DE FISHER NO LINEAL 
1.6  Comportamiento asint6tico 
En esta seccion investigaremos el comportamiento de las soluciones minimales del 
problema ( 1 . 1 ) para valores grandes del tiempo. El resultado principal es que estas 
soluciones se propagan con una cierta velocidad limite ,  precisamente la de la OV 
minimal . Seiialemos que en el caso de una potencia pura ( [58, 59] ) ,  esto ocurre solo 
para el exponente crftico a = 0, mientras que para a > 0 la propagacion es superlineal. 
Esto se explica por el hecho de que en la ecuacion tratada en est os trabajos, existen 
OV solo cuando a = O. 
Consideremos el problema ( 1 . 1 )  con valores iniciales Uo nulos para x � O. Sea u 
la solucion minimal de este problema y x = s(t) su interfase .  Una posible interfase 
por la izquierda se puede tratar de la la misma forma. 
Comencemos con el resultado mas sencillo, 
Teorema 1.6 .1  La interfase de la solucion minimal satisface 
. s( t) hm - = c* . t-+oo t 
(6 . 1 )  
La figura 6 . 1  muestra la  interfase de  la  solucion minimal del problema ( 1 . 1 )  
calculadas numericamente para dato inicial una funcion d e  Heaviside y diferentes 
valores de a. En la tabla 6 . 1  se muestra la pendiente asintotica de est as interfases. 
Demostraci6n: 
Caso a = O. 
Este caso se sigue directamente de la ecuacion con reaccion una potencia. Para 
la estimacion inferior us amos (3.2 ) .  Para obtener la estimaci6n superior, usamos 
un frente lineal (en presion) con velocidad 2, que es una supersoluci6n de nuestra 
ecuacion. 
Caso a > ° 
Primeramente escribiremos el desarrollo de las OV para � -+ -00, el cual se 
obtiene de la ecuacion (4.1 ) y del comportamiento de Y(X) cuando X -+ 1 :  
, - 1/, = c. (6 .2)  
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Figura 6 . 1 :  La interfase de la solucion minimal uo(x) 
x 2:: o. 
1 ,  Sl X < 0 ;  'Un (x) 
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0, Sl 
Si el valor inicial tiende a 1 para x -+ - 00  mas despacio que la OV con velocidad 
c* , es decir , si esta OV puede ponerse encima de un, entonces una comparacion directa 
implica que, para algun a > 0 ,  
es decir s(t) :::; a + c*t .  Si este no  fuera e l  caso, consideramos, para cada 0 < b < 1 ,  
la funcion reescalada 
(6 .3)  
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que satisface la ecuacion 
y de aqul que es una supersolucion de nuestra ecuacion. Consecuentemente, Sl 
seleccionamos a > 0 tal que w(O, 0) 2: 1 ,  comparando tendremos, 
y por tanto 
s (t) -a lim -' < r5 m-p c para cada r5 < 1 .  
t--+oo t -
* 
Para obtener una estimacion inferior, usamos una OV con velocidad c < c* como 
fue construida en la demostracion del teorema 1 .4 .2 ,  y realizamos una comparacion 
local . De est a manera tambien podremos considerar valores iniciales con soporte 
compacto. 
Primero notemos que en la prueba del teorema 1 .4 .2 construimos, para cada c < c* 
y c > 0, una OV local w(x, t) = rpt:(x - ct) que es subsolucion de nuestra ecuacion en 
una region {6 + ct < x < 6 + ct} ,  y que satisface 
para 6 < � < 6· 
Ademas Xl no es pequeno cuando c ----1- O. 
Usando los lemas 1 . 2 .2, 1 . 2 .3 obtenemos que, para algun T > 0 ,  la solucion 
satisface 
u (x, T) 2: Xl para 6 < x < 6· 
Comparando se deduce 
es decir 
u(x + ct, t + T) 2: rpt:(x) , 
s (t) 2: 6 + c(t - T) para todo c < c* . # 
En la figura 6 .2  mostramos la solucion minimal del problema ( 1 . 1 )  obtenida 
numericamente, con (]" = 1 Y para una condicion inicial dada por una funcion de 
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Velocidad Velocidad 
(J m calculada esperada 
1 2 . 2  0 .71 1 0 .707 
1 2 .8 0 .708 0 .707 
2 3.5 0 .467 0 .463 
5 6 .5  0 . 236 0 . 232 
Tabla 6 . 1 :  La velocidad asintotica para las interfases de la figura 6 . 1 ,  comparada con 
la velocidad esperada, tal como fue calculada para la figura 5 . 1 .  
Heaviside. En e l  grafico se considera intervalos de tiempo regulares y se com para la 
evolucion de 1a solucion con 1a OV explicita. 
Mas interesante es el siguiente resultado, en e1 espiritu de [7] . 
Teorema 1.6.2 Para todo x E 1R, se tiene 
lim u(x+ct, t) = { 0 t--+oo 1 (6.4) 
Demostracion: El comportamiento asintotico para c > c* es simplemente una 
consecuencia del teorema anterior. La prueba de que la solucion trasladada con una 
velocidad menor que la minima es no solo positiva, sino que en realidad tiende a uno , 
es sencilla si 1a OV minimal puede ser eo10eada por debajo .  Suponiendo que este es 
el caso. Del teorema 1 .4 .2  se deduce 
es decir, 
lim u(x + ct, t) � lim 'P* (x - (c* - c) t) = lim 'P* (�) = 1 .  t--+oo t--+oo �--+-oo 
Para el easo general, sea Xo E IR fijo, a > 0 un numero eualquiera y <5 > 0 pequeno . 
. Sabemos que existe un instante T > 0 tal que 
u (x, T) � 1 - <5 para Xo - a < x < Xo + a. 
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Figura 6 .2 :  La soluci6n minimal para uo (x) = 1, si x < 0; uo (x) = 0, si x 2: 0 ,  con 
(J = 1 y m = 2 .5 ,  comparada con la OV explicita. 
Consideremos entonces una OV local cp con velocidad c < C < c* que satisface 
o ::; cp(x) ::; cp(xo ) = 1 - 6, para Xo - a < x < Xo + a. 
Comparando tenemos 
u(xo + c(t - T) , t) 2: 1 - 6 
c Finalmente tomamos Tl = -_ -T y obtenemos 
c - c  
u (xo + ct, t) 2: 1 - 6 
para t 2: T. 
para t 2: T1 · 
1.6 .  COMPORTAMIENTO ASINTOTICO 35 
Observese que T depende de Xo cuando Xo � supp(uo ) .  Por tanto, si uo (x) > 0 para 
x < 0, la convergencia es uniforme en conjuntos de la forma ( - 00 ,  a] . # 
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Capitulo 2 
Ondas viajeras para una ecuaci6n 
de reacci6n-difusi6n-convecci6n 
2. 1 Introd ucci6n 
En este capitulo estudiamos la existencia de OV para la ecuacion de reaccion­
conveccion-difusion 
con a, m, n > 0 y b, k, p E fR 
para x E fR, t > 0, ( 1 . 1  ) 
Un estudio local de las OV en la ecuacion ( 1 . 1 )  se puede vel' en [31 ,  35] . Decimos 
que u (x, t) = ¢ (x - st) es una OV local si ¢ esta definida unicamente en un intervalo 
de la forma (-00, zo ) 0 (zo ,  (0) . Nuestro proposito es estudiar la existencia de ondas 
viajeras globales y caracterizar cuales de ellas son finitas. 
Asi pues buscamos soluciones en forma de onda viajera u (x ,  t) = ¢(x - st) , con 
s E fR, definidas para to do Z = x - st E fR. En particular consideraremos sol uciones 
que satisfacen ¢(z) 2: 0 y 
lim ¢(z) = 0 ,  
z-+oo 
( 1 . 2) 
37 
38 CAPiTULO 2 .  ONDAS VIAJERAS 
a las que llamaremos ondas por la derecha. Ondas par la izquierda, es decir, ondas 
que se anulan en - 00, se obtienen par refiexion x -t -x, que implica el cambia de 
velocidad s -t -so Decimos que dos OV, ¢l , ¢2 son iguales si ¢l (z) = ¢2 (Z - zo) 
para algun Zo 0 Los diferentes valores de los parametros se analizan en las diferentes 
secciones del capitulo, donde los casas mas interesantes son b > 0, k > 0 y n > 1 .  
En particular e l  caso b < 0 se reduce par simetria a la busqueda de l a  ondas par la 
izquierda can b > 0, y el caso n < 1 puede siempre reducirse al caso n > 1 mediante 
una transformacion. Cambios rmls radicales ocurren entre la reaccion k > 0 y la 
absorcion k < O. I\,1ientras para k < 0 exist en OV para cada velocidad s E 1R (0 
solamente para s :::; 0 ) ,  para k > 0 hay una velocidad minima s* > 0 que delimita la 
existencia de OV, tal y como ocunia en el capitulo anterior . 
Definamos, para b #- 0, las canst antes 
£ = min { 1 ,  n } ,  L = max { 1 ,  n } ,  ( 1 .3) 
y pongamos R = L = 1 si b = o. Los resultados fundament ales son los siguientes 
Teorema 2 .1 .1  La ecuacion ( 1 . 1 )  can k > 0 y n #- 1 admite soluciones en forma 
0\1 si y solo si 
b 2: 0, £ :::; m; p :::; L,  p :::; L. ( 1 . 4) 
Ademas, 
i) Si m + p = 2n, existen 0\1 solo si b 2: 2..) ank, y para cada ve10cidad s 2: o .  
ii) Si m + p #- 2n, existen 0\1 solo para ve10cidades s 2: s* (a, b, k ,  m, n, p )  > O. 
En particular, s* = 2vf(;l si m + p = 2 ;  s* = a�l si m + p = n + 1 ;  Y 
lim s* = 0 si b 2: 2..) ank .  
m+p-2n---+O 
iii) Todas las ondas son decrecientes en su soporte. 
iv) Si m + p #- 2 y s = s* 1a 0\1 es unica; en cua1quier otro caso y, dependiendo 
de los parametros, e1 conjunto de las OV puede ser infinito. 
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Teorema 2 .1.2 La ecuacion ( 1 . 1 ) ,  con k < 0 J' n =j:. 1 ,  puede tener soluciones 
de tipo OV solo si m + p > O. Mas aun, existen OV si J' solo si se cump1e a1guna de 
las siguientes condiciones. 
i) n >  1 ,  b >  0 J' m  � max{p, n} .  
ii) n > 1 ,  b < 0 J' P :::; max{m, n} . 
iii) n > 1 ,  b = 0, s > 0 J' m � max {p, I } .  
iv) n > 1 ,  b =  0 ,  S < 0 J' p :::; max{m, I } .  
v) n > l , b = s = O J' m � p. 
vi) Para n < 1 1as condiciones son las mismas intercambiando los pape1es de b .y 
s y tambien de n J' 1 .  
Finalmente, cuando para a1guna ve10cidad existe una O V  esta es unica. 
Nota 2 . 1.3 E1 caso no convectivo, b = 0, esta contenido en los trabajos [43, 58] . 
Por otra parte, para n = 1 1a ecuacion ( 1 . 1 )  puede reducirse a este caso por una 
simple traslacion x -+ x - bt. De aqui que usando los resultados de [43] para k < 0, 
obtenemos 1a misma conclusion, mientras que, haciendo uso de los resultados de [58] , 
para k > 0 observamos que existen OV si J' solo si m + p = 2 J' para ve10cidades 
s � s* = 2� - b; 0 10 que es 10 mismo, existen OV para cada ve10cidad s � 0 si J' 
solo si b � 2�. 
Por ultimo, e1 caso k = 0 puede ser facilmente resue1 to de forma explicita: si n > 1 
existe una unica OV para cada s � 0 J' m � n o s >  0 J' b < 0; si n < 1 existe una 
unica OV para cada s > 0, b > 0 J' m � l o s < 0 J' b > 0; si n = 1 llegamos a la 
Ecuacion de Medios Porosos. Ver tambien [23, 3 1 ,  37, 46, 47] J' 1a ultima parte de 
este capitulo. 
En 10 sucesivo asumiremos siempre b =j:. 0, k =j:. 0 y n =j:. 1 .  Realizando un simple 
cambio de escala podemos considerar a = 1 Y I b l = 1 .  En efecto, consideramos 
v (x ,  t) = au(f3x, rt) 
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con 
a 2n-m-l 'Y = b2 a 
Esto implica los cambios en el coeficiente de reaccion 
ak 
k ---+ k = _a2n-m-p o b2 
y en la velocidad 
1 n-l S ---+ 
c = 
I b ln  a 
s .  
( 1 .5) 
( 1 .6) 
( 1 . 7) 
Tambien, si m + p -# 2n podemos tomar I ko I = 1 ,  seleccionando a = (�) m+�-2n . Por 
tanto la velocidad minima s* puede escribirse en este caso como 
( 1 .8) 
donde c* es alguna funcion de () = m+�=�-l E (- 1 , 1 )  y n > 0, n -# 1 .  Aplicaremos 
entonces el metodo desarroHado en la seccion 1 .5 del capitulo 1 para pro bar que la 
funcion c* (CJ, n) es analitica en () E (- 1 , 1 )  para cada n > 0, n -# 1 . 
Sustituyendo ahora v (x, t) = cp(x-ct) en la ecuacion ( 1 . 1 )  normalizada, obtenemos 
( 1 .9) 
con to = ±1 ,  y tambien ko = ±1 si m + p -# 2n, y donde ' denota diferenciacion con 
respecto a � = x - ct. La ecuacion ( 1 .9) se interpret a en sentido debil ,  es decir, cp y 
cpm-lcp' son funciones continuas en IR y la ecuacion se satisface en su version integral 
estandar. Si cp se anula para � � �o diremos que la onda es finita, y por traslacion 
podemos poner �o = o. En este caso debemos tener cpm-lcp' (O) = 0 para que cp sea 
solucion debil de ( 1 .9) ; esta es la llamada condici6n de flujo. En contraposicion , 
las ondas que satisfacen cp > 0 en IR se Haman ondas positivas. 
Este capitulo esta organizado como sigue: la ecuacion ( 1 .9) con k > 0 se analiza, 
por medio de tecnicas de plano de fase, en las secciones 2.2 y 2 .3 , dependiendo de 
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que los valores de n sean mayores 0 menores que uno; el estudio de la funcion c *  (a, n) 
que da la velocidad minima, se realiza en la seccion 2 .4 ;  el caso k < 0 se estudia en la 
sec cion 2 .5 ,  y por ultimo, en la seccion 2.6 se caracteriza cuiles de la OV son finita,s . 
2 . 2  Caso k > 0 ,  n > 1 
Definiendo las variables 
X n-l = t.p , 
la ecuacion ( 1 .9 )  se transforma en el sistema 
dX n-m 
- = - (n - l)X n - l  Y 
d� 
dY l - m  E=.l - = (Y - C - EX)X n - l  Y + koX n - l  d� 
(2 . 1 )  
(2 .2) 
donde E = ±1, ko > 0 y ko = 1 si  m + p =I- 2n. Las variables satisfacen � E 1R, 
X (�) � 0 ,  Jim X (O = 0, y si X(�) = 0 para � � 0, 1a condicion de fiujo es 
� -t OO 1 lim Xn=T (�)Y(�) = O .  
�-tO 
Con el objeto de e1iminar la singularidad en el ongen del sistema (2 .2) , 
reparametrizamos definiendo en forma implicit a d( = Xl-md� , y asi obtenemos el 
nuevo sistema 
�� = -(n - l)XY = F1 (X, Y) 
dY 11"2 11" V 11" k �T m+p-2 17' ( V' 1 ") 
d( 
= - c - E./\. + �o./\. n - l  = r 2 ./\. , ' . 
(2 . 3) 
Ambos sistemas son topologicamente equivalentes en el interior del semiplano II = 
{ "\-r 11" 1R} l '  . . , 
d
( ./\. � 0, E Y con a mlsma onentaclOn ya que 
d� 
> 0 .  
Por tanto buscar ondas viajeras se  reduce a buscar trayectorias Y = Y(X) en II 
soluciones de la ecuacion 
dY c - Y k xa 
(n - 1 )  
dX 
= E + ----x- - T = F(X, Y) , (2 .4) 
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donde a = m+p-n-l . n-l 
En cuanto a la condicion de £lujo,  est a se escribe aqul como 
1 
lim X�Y(X) = O .  
X-tO 
(2 .5 )  
Las travectorias para las cuales lim Y(X) = ±oo no satisfacen esta condicion de v X-tO - I  
£lujo (2 .5) , ya que, como veremos , cumplen IY (X) I � /-LXn-1 para X --t 0 y alcanzan 
X = 0 en un valor finito del panimetro �. 
Por otra parte, existen tambien trayectorias en II que tiende a 00 para X --t 00 en 
un valor finito de �, dependiendo del crecimiento de Y(X) .  De esta forma obtenemos 
ondas definidas solamente en algun intervalo (6 , 00 ) , que poseen una aSlntota vertical 
en � = 6 .  Son OV no acotadas , no definidas globalmente. De (2 .2 ) obtenemos la 
condicion de acotacion 
/00 X:=�' 
Y(X) 
dX = 00 .  (2 .6) 
Esta condicion se verifica en particular si Y(X) � Xo con c5 ::; 7:�;.  (Aqui y en el 
resto del trabajo escri biremos J � 9 para significar J = 0 (g) , J =I=- o(g) . )  
Asumamos ahora f = +1 (b > 0) . El  caso f = -1  (b < 0) es facilmente descartable 
y 10 harem os de forma breve al final de la seccion. 
Una primer a ojeada a los puntos criticos finitos situados sobre el eje Y, las 
soluciones de la ecuacion F2 (0,  Y) = 0, permite seleccionar facilmente que tipo de 
trayectorias en II pueden dar OV por la derecha y son por tanto · admisibles (un 
analisis mas detallado se realizara con posterioridad) . En particular tendremos una, 
dos 0 ninguna solucion de esta ecuacion, y los correspondientes punt os criticos tendran 
siempre el mismo signo, dependiendo de c. Como el signo de Y es el opuesto del signo 
de la derivada de cp, las OV por la derecha deben aproximarse al eje Y desde el primer 
cuadrante. Por otra parte, todas las trayectorias que atraviesan el eje horizontal deben 
tender a 00 cuando ( --t 00 0 a - 00, de modo que no satisfacen la condicion de £lujo .  
Concluimos que las unicas trayectorias admisibles son: 
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trayectorias definidas para cada X > 0 ,  positivas y con limite finito 
cuando X -+ o .  
Las trayectorias definidas para todo X > 0, negativas, que tienen limite finito 
cuando X -+ 0 deben ser descartadas ya que corresponden a ondas crecientes 
y por tanto no satisfacen la condicion ( 1 . 2 ) . Entre las trayectorias admisibles 
seleccionaremos aquellas que corresponden a OV globales, es decir, que satisfacen 
1a condicion (2 .6) . 
El resultado de no existencia es sencillo. 
Lema 2.2.1 El sistema (2 .3) con f = +1 no posee trayectorias admisibles si c < 0 
6 1 (1 1  > 1 .  
Demostracion: 
c < O .  Los puntos criticos sobre el  eje Y satisfacen Y < 0 ,  y de aquf que 
puedan existir solo OV por la izquierda. 
0' < - 1 .  Ya que no hay puntos criticos que sean finitos en II ,  todas las 
trayectorias en e1 primer cuadrante se acercan a Y = 00, cuando X -+ O .  
0' > 1 . En este caso todas las trayectorias atraviesan el eje X ,  Y por 
consiguiente no son admisibles. Esto se deduce observando que para cada c 2:: 0 
. X 1 dY 0 V -v 1 d . d dY eXlste 0 < c < (X) ta que 
dX 
< , para ./\. > ./\. 0 y a enva a 
dX 
es muy negativa 
para X grande, Y > O .  
# 
Ahora caracterizaremos 1a existencia de OV en el rango de valores 1 0' 1 < 1 .  
Omitimos e n  esta secci6n 1a dependencia de n a1 escribir c* 
2 . 2 . 1  E l  c aso - 1  < (J < 1 
Teorema 2 .2 .2 5i -1  < 0' < 1 existe una velocidad minima c* ((I) > 0 tal que las 
trayectorias admisibles existen solamente para c 2:: c* (a) . 
Dividiremos la prueba en tres partes. 
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Los puntos criticos 
En primer lugar recordemos que ponemos ko = 1 en (2 .3) si (j =I 1 .  Cuando 
- 1  < (j < 1 ,  el sistema (2 .3) tiene dos puntos criticos, 0 = (0, 0) y P = Pc = (0, c) , 
y tenemos que considerar solamente c � 0. Si c > 0 , el punta P es un punta silla, sin 
embargo, si (j < 0, la matriz jacobiana es singular, y tenemos que realizar un cambio 
de variables antes de obtener dicha conclusion. De hecho esta matriz es, para (j > 0 ,  
para (j = ° es 
A(P) = ( - (n - l )c  0 ) , 
-c c 
( - (n - l )c  0 ) A(P) = , 
1 - c c 
mientras que para (j < 0, definiendo Z = XaH ,  la matriz es 
La variedad inestable es el eje Y y la variedad estable WJ, tiene la direccion del 
vector v = (1 ,  l in) , v = ( 1 ,  (c - l)/cn) y v = (0, - 1 ) ,  respectivamente, segun el 
signo de (j.  Considerando ahora el punto critico del origen 0, vemos que la matriz 
jacobiana es, 0 degenerada (si (j > 0) , 0 singular (si (j < 0 ) .  Entonces 0 es un punto no 
hiperbolico, y el sistema linealizado es inadecuado para describir la dimimica de este 
punto. Siguiendo [20] estudiaremos los terminos de orden superior en la aproximacion 
del lado derecho de (2 .2) . Si definimos 1] = -c(, obtenemos 
B(O) = ( �  � )  (2 .7) 
como matriz jacobiana. La ecuacion F2 (X, Y) = 0 ,  considerada en una vecindad del 
origen, implica 
Y = �xaH + o(Xa+1 ) . 
C 
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Como a 10 largo de esta curva se verifica 
dX _ n - 1 vo+2 ( VO+2 ) d - 2 ./\. + O .A , rJ C 
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obtenemos que el origen es un nodo estable para X > 0, y todas las trayectorias 
entran en 0 como la potencia Y = �XO+l . 
Si (J < 0 ,  realizamos adem as el cambio Z = xo+1 , H = Y - �XO+l , para obtener 
c 




De esta forma llegamos a la misma conclusion. 
En el caso C = 0, los puntos P y 0 colapsan en un punto nodo-silla. Vease tambien 
la Nota 2 .2 . 5 .  
Para completar la  caracterizacion de  los puntos criticos consideraremos aclemas 
los puntos en el infinito. Estos son: S±oo , correspondientes a los puntos (0 , ±oo) ;  
Qoo , correspondiente al comportamiento Y ::::::; Xu, y Roo, correspondiente a Y ::::::; �X. n 
Tenemos que Roo Y S±oo son nodos y Qoo es un punto de silla topologico. Para ver 




= vV ' Y = �  W '  (2 .8) 
que transform an el plano XY en la Esfera de Poincare (ver por ejemplo [61 ] ) . En 
est as coordenadas, y en forma diferencial, la ecuacion (2 .4) se convierte en 
(2 .9 )  
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Los puntos en el infinito en II eorresponden a los puntos sobre el semicireulo 
T = {U  � 0, W = 0, U2 + V2 = I } ,  
para el eual l a  eeuaeion anterior se reduce a 
UV(U - nV) = 0. ( 2 . 10) 
Esto da las posibi1idades U = 0, V = ° y U = nV, es decir, los cuatro punt os criticos 
en T son : 
Al = ( 1 , 0) , A _ ( 
n 1
) 2 - vI + n2 ' VI + n2 ' 
A3,4 = (0, ±I) , (2 . 1 1 )  
que eorresponden, respeetivamente, a Qoo , Roo y S±oo .  Siguiendo de nuevo [61] 
podemos obtener e1 flujo sobre T, 
(2 . 12 )  
Para analizar 1a  dinamica alrededor de los dos primeros puntos proyectamos 1a 
esf'era sobre el plano U = 1, y asi obtenemos el sistema diferencial 
dIIV 
- = - (n - I ) 1iVV d( 
�� = V + cVVV - nV2 - VV1-u . 
(2 . 13) 
Los puntos criticos A1 ,2 son aqui Al  = (HI, V) = (0, 0) Y A2 = (0 , �). Usando el 
mismo procedimiento que para estudiar el origen en e1 sistema (2 .3) , obtenemos que 
Al es un punto 'de silla, mientras que A2 es un nodo inestable. Por otra parte, para la 
variedad inestable que surge de Al tenemos el comportamiento local 
cuando llV -+ 0 .  Esto conlleva, para 1a variedad inestable W� que proviene de Qoo , 
e1 comportamiento asintotico 
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cuando X -+ 00 .  Mas adelante necesitaremos una aproximaci6n mas precisa de W�, 
en particular, su dependencia de la velocidad c (lema 2 . 2 . 10) .  Esto puede obtenerse 
por una aplicaci6n direct a del teorema de la Variedad Central (ver por ejemplo [2 1 ] )  
al sistema (5 .2 ) : 
Proposici6n 2.2.3 Utilizando la notacion anterior tenemos, cuando X -+ 00, el 
desarrollo 
M 
\lJ (X) = L biXI-i( l-a) - cXa-1 + o(Xa-I ) , (2 . 14) 
i=:1 
donde �=i < (J � MN�I , Y los coeficientes bi dependen solo de (J y n, pero 110 de c. 
En particular bl = 1, b2 = (n - 1)(J + 1 .  
Por ultimo, el comportamiento de S±oo ,  correspondientes a 1\3,4 , se puede obtener 
proyectando nuevamente la esfera de Poincare, en esta ocasi6n sobre el plano V = 1 .  
El sistema ahora es 
(2 . 15 )  
Los punt os  criticos 1\3,4 corresponden aqui al unico punto '\3,4 = (U, vV) = (0 , 0 ) ,  pero 
con la orientacion invertida. La matriz jacobiana en el origen es, 







0 n ' 
si 0 :S (J < 1 ,  (sustituyendo previamente HlI = vVI-a ) ,  y 
si - 1 < (J < 0 ,  (definiendo UI = Ua+I ) ,  10 que imp1ica que '\3,4 es un nodo. Por 
consiguiente 1\3,4 son nodos, cuya estabilidad depende del flujo sobre T, es decir, 
1\3 es un no do estable y 1\4 es un nodo inestab1e. Ademas, podemos obtener e1 
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comportamiento de las trayectorias que se aproximan a est os puntos: vVI � U l�(7 , 6 
_1 _ - 1 
Hi � ut+u)n , 10 que implica Y � X n - l . Teniendo en cuenta la condici6n de fiujo 
(2 .5 ) , esto explica por que estas trayectorias no son admisibles. 
Nota 2.2.4 Este amilisis tambiE?n se puede hacer para l a l  2: 1, de modo que se 
obtiene e1 mismo resu1tado si a 2: 1 6 a = - 1 , y tambien cuando a < - 1  y a�1 2: 1:-\ ' 
En e1 caso a�1 < n-=-\ obtenemos e1 comportamiento asint6tico Y � X U!l . Una vez 
mas {alla 1a condici6n de fiujo. Esta observaci6n sera de gran importancia en e1 caso 
k < 0 .  
Una vez obtenido e l  comportamiento de los puntos criticos en  e l  infinito, 
los incluiremos juntos en un esquema completo con los puntos crfticos finitos, 
considerando ahora la proyecci6n de la esfera de Poincare sobre el semidisco 
(2 . 16 ) 
Junto a los cuatro puntos crfticos A1-A4 sobre T, tenemos As = (0 , VC�+I ) '  Y 
A6 = (0, 0) , que corresponden a las proyecciones de P y 0,  respectivamente. El 
fiujo local en estos puntos, teniendo en cuenta el anaJisis anterior y (2 . 1 2) , se refieja  
en la  figura 2 . 1 .  
L a  existencia del perfil de las ondas VlaJeras se caracteriza por las diferentes 
conexiones entre los puntos criticos Qoo, Roo , S±oo , P y O, es decir, los puntos A1-A6 
en 8. Recordemos que los punt os S±oo (A3,4) dan lugar a trayectorias no admisibles. 
Como los puntos criticos son dos sumideros, dos fuentes y dos sillas, solamente 
tenemos tres posibilidades, represent ad as por las conexi ones desde el punto silla AI , 
que son las conexi ones silla-nodo Al -+ A3 Y Al -+ A6 , y la conexi6n silla-silla 
Al -+ A5· 
• La conexion Al -+ A3 implica las conexiones A2 -+ A3 , y A4 -+ (A3 ,  A5 , A6 ) '  
Esto da trayectorias no admisibles . 
• La conexi on Al -+ A6 da una OV, e implica las conexiones A2 -+ (A3 , As , A6) 
Y A4 -+ A6· Obtenemos tambien una OV para cada una de las conexi ones 
A2 -+ A5 Y A2 -+ AG •  
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/\.5 
V 
/\.6 ��--------------------� /\.1 
U 
Figura 2.1 : El fiujo local en los puntos criticos en 8 . 
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• Finalmente, la conexion silla-silla Ai --+ As da una OV y ninguna otra conexion, 
ni A2 --+ A3 , ni A4 --+ A6 , son admisibles. 
Probaremos que, dentro de las tres situaciones recien descritas, el parametro c 
gobierna, a medida que crece, el movimiento del fiujo en e , ver la figura 2 . 2 .  En 
particular probaremos que existe un unico valor de bifurcacion de c, la velocidad 
minima c* ( (J) , para el cual se tiene la conexion silla-silla. 
Las trayectorias 
Regresando al plano XY, las trayectorias Y = Y(X) soluciones de (2 .3) tienen 
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pendiente cero en los punt os del gnifico 
G = { y2 - (c + X)Y + X,,+l = O } . (2 . 17) 
Este gnifico consta de dos curvas, las cuales son diferentes cuando c varia, y tam bien 
cuando a > ,  =, 6 < O. Para valores pequeiios de c > 0, tenemos G = Gl U Gn donde 
Gz es la curva izquierda, una curva definida s6lo para 0 ::; X ::; Xo , Y que une los 
puntos criticos, 0 y P; la curva derecha Gr esta definida para X � Xl > Xo , con 
dos ramas, una que va hacia el infinito linealmente y la otra se comporta como la 
potencia Y = X" ,  cuando X tiende al infinito (por tanto, va a infinito, uno 0 cero de 
acuerdo al signa de a) . 
Cuando c crece, las curvas izquierda y derecha de G se mueven una hacia la otra, 
coincidiendo en el valor 
1+" 
co (a) = (1 - a) ( l  + a) l-" , (2 . 18) 
y tenemos Xo = Xl . Cuando c >  Co , tenemos G = G+ u G_ , ambas curvas definidas 
para todo X � 0, la curva superior G+ , partiendo de P, va a infinito linealmente, la 
curva inferior G _ ,  partiendo del origen, se comporta como Y = X", cuando X --t 00 .  
Nota 2.2.5 Si c = 0 existe s6lo la curva derecha, G = Gr . Es [acil comprobar 
entonces que no existen trayectorias admisibles cuanda -1  < a < 1 .  
El caso a = 0 es especialmente sen cillo 
Teorema 2.2.6 Cuando a = 0 1a ve1acidad minima es c* (O) = 1 .  
Demostracion: En este caso tenemos co (O) = 1 .  Para 0 < c < 1, las curvas que 
definen G satisfacen 
Por tanto, cada trayectoria que pas a por P 6 0 debe cruzar el eje X y no es admisible. 
Para c = 1, G se define por las dos rectas 
G = { (Y - l ) (Y - X) = O } , 
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y la  unica trayectoria admisible es la  curva explicit a Y = 1 ,  correspondiente a la 
conexion Al -7 A5 . Notemos que esta trayectoria produce una OV con perfil explicito. 
Para c > 1 tenemos 
Por tanto, cada trayectoria que pasa a traves de los puntos (A, l ) ,  A > 0, da una 
conexion A2 -7 A6 . Tambien tenemos una trayectoria que viene de (00, 1 )  y entra 
linealmente en 0 (AI -7 A6 ) ,  y una trayectoria que viene linealmente del infinito y 
entra en P (A2 -7 A5) '  # 
Lema 2 .2.7 Si - 1  < 0' < 1 ,  y c > 0 es suficientemente pequeno, el sistema (2 .3) 
no posee trayectorias admisibles. 
Demostraci6n: 
0' > O .  Sea 0 < c < co (O') y supongamos que 
sup{ Y > 0 : (X, 1') E Gl } < inf{ l' > 0 : (X, 1') E Gr } .  (2 . 19 )  
En este caso todas las trayectorias que parten del punta critico P son decrecientes 
para X > Xo . Como no pueden tener limite nulo cuando X tiende a infinito (0' > 0 
dY implica que 
dX 
toma valores muy negativos para X grande, Y > 0 fijo) ,  concluimos 
una vez mas que estas trayectorias atraviesan el eje X' .  
Probemos 1 0  supuesto anteriormente. Derivando l a  igualdad en  (2. 1 7) , 
1" 
= 
l' - (0' + l )Xo-
2Y - c - X (2 . 20) 
obtenemos que los puntos en los cuales el gnifico de G tiene tangente horizontal 
pertenecen a la curva Y = R(X) = (0' + l )Xo- .  La conclusion deseada se sigue del 
crecimiento de esta curva. 
Observemos tambien que cuando c = cO (O') , las curvas que definen G son 
crecientes, se cortan en el punta (Xl , Yl )  = ( i��c, 12o- c) , y tienen en este punta 
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pendientes ! ( 1  ± J��� ) > O .  Las trayectorias que parten del punto P no pueden 
pasar a traves de este punto y la situacion es la misma que para c < Co (a) . 
a < O .  La demostracion en este caso consiste en probar que para algun A > 0 
suficientemente pequeno, las trayectorias para 0 ::; c < A no pueden cruzar la linea 
Y = H(X) = A(1  - X) de izquierda a derecha. Esto se sigue de la observacion de 
que 
(n - 1 )H' (X) - F (X, H) = X
1
H 
[Xa+l + .1(.1n + 1)X2 - .1(.1n + A + 1 - c)X 
1 
+.1(.1 - c) ] > y- (1 - A - .1
2n) > 0,  
./\. H 
para to do 0 < X < 1 ,  eligiendo A > 0 pequeno y O ::; c < it. Se deduce que las 
trayectorias que parten de los puntos criticos 0 0 P deben atravesar el eje X en algun 
o < X < 1 ,  Y son por 10 tanto no admisibles. # 
Lema 2.2.8 Si -1  < a < 1 y c > 0 es suficientemente grande, el sistema (2 .3) 
posee un continuo de trayectorias admisibles. 
Demostracion: 
a < O .  Si c > co (a) , y de acuerdo a (2 .20) , obtenemos que los punt os en los 
cuales el grafico G tiene tangente horizontal pertenecen a una curva decreciente. Esto 
implica que, si los puntos X_ y X+ estan definidos por 
entonces 
Obtenemos trayectorias admisibles disparando desde los puntos que estan sobre la 
curva Gr n G_ , desde los puntos de la curva Gl n G+ , todos e110s entrando en 0, (las 
conexiones A2 -+ A6) . 
a >  O. La demostracion en este caso es la misma, con la introduccion previa 
del cambio de variables H = Y x-a . Los punt os en los cuales el grafico 
r = { H' = O } = { )..XaH2 - (c+X)H +X = O } , 
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con A = (1 + (n - l )a ) ,  tiene tangente horizontal, pertenecen a la curva decreciente 
( 1  - a)�Y 1 H = 
( ) y , siempre que c > cl (a) = A
l-" co (a) . Debemos notal' que el 1 - a �  - ca 
origen en el plano X H da lugar a trayectorias admisibles. # 
Nota 2.2.9 Como un subproducto de los ca,lcu10s anteriores hemos obtenido las 
estimaciones c* (a) < cl (a) , si a > 0 y c* (a) < co (a) , si a < O. E1 mismo 
argumento permite mejorar 1a estimaci6n de1 1ema 2.2. 7 para a < 0, a1 menos cuando 
a 2: - l/ (n - 1 ) , y par tanto c* (a) > cl (a)+ . 
La conexion sill a-sill a 
Probaremos ahora la existencia de la velocidad minima c* (a) . 
Lema 2.2.10 Sea W� = {Y = W c(X) } 1a trayectoria que parte del punto del 
infinito Qoo , y sea W� = {Y = cpc(X) } 1a trayectoria que entra en e1 punta P = (0, c) . 
Entonces, para cada X > 0 se bene 
Demostraci6n: Es claro que cpCl (X) < cpC2 (X) para X proximo a cero. 
Supongamos que existe TJ > 0 tal que 
<PCl (X) < <PC2 (X) 
<P C1 (TJ) = <P C2 ( TJ ) . 
para 0 < X < TJ 
Entonces <J)�l (TJ) 2: <J)�2 (TJ) · Pero el miembro derecho en la ecuacion diferencial (2 .4) , 
satisfecha por <P, es monotona creciente en c, con 10 cual 11egamos a una contradiccion. 
El mismo argumento puede ser aplicado a W, usando en este caso el comportamiento 
asintotico de W� (ver (2 . 14) ) ' de 10 cual concluimos wC1 (X) > WC2 (X) para todo X 
suficientemente grande. # 
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Corolario 2 .2 . 11 Fijemos X > 0, y definamos 
Entonces Pco (c) es estrictamente creciente y pp (c) es no creciente. 
Fin de la prueba del teorema 2.2 .2 .  Pongamos p(c) = Pp (c) - Poo (c) . Sabemos 
. que p(c) < 0 para valores de c pequeiios, mientras que p(c) > 0 para valores de c 
grandes. Tambien p( c) es continua y estrictamente creciente. Por consiguiente existe 
un unico valor c = c* ((T) para el cual p(c) = 0, es decir, tenemos que Wp = W�, la 













c > c  .. 
Figura 2 .2 :  Las diferentes conexiones en e para ko = 1 ,  E = + 1 ,  - 1  < (T < 1 y c > O .  
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En el curso de la demostracion hem os caracterizado el ntimero de trayectorias 
admisibles , que resumiremos en la siguiente proposicion. 
Proposici6n 2.2 . 12 Sea - 1  < a < 1 .  Entonces: 
i) si c = c* (a) existe una unica trayectoria admisible que llega al punto (0, c) ; 
ii) si c > c* (a) existe una unica trayectoria que llega al pun to (0, c) e infinitas que 
llegan al origen. 
2 . 2 . 2 Caso limite (J = - 1  
Teorema 2.2 .13 Si a = -1  existen trayectorias admisibles si y s6lo si c � 2 ,  es 
decir, la velocidad minima es c* (-l )  = 2 .  
Demostraci6n: La diferencia que aparece con el caso anterior es el 
comportamiento cerca del origen. De la ecuacion de las trayectorias (2 .4) tenemos 
dY 1 que dX = 0 a 10 largo de la curva X = g(Y) = Y + l' - c, y por tanto no existen 
punt os criticos finitos si 0 ::::; c < 2. 
Si c = 2 el tinico punto critico P2 = (0, 1 )  es un punto silla-nodo, que tiene como 
variedad central el eje 1' , como region silla {Y > 1 + n�l X} y como region node 
{Y < 1 + n�l X} .  Para deducir esto escribimos la matriz jacobiana de (2 .3) en P2 
A(P2)  = , 
( - (n - 1)  0 ) 
-1  0 
y vemos que P2 es nuevamente un punto no hiperbolico. Consideramos el cambio de 
variables 
Z = -X + (n - 1 ) (1' - 1 ) ,  H = X, rJ = - (n - 1)( ,  (2 .21 )  
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que transforma (2 .3)  en 
dZ 
d'rJ 
dH 1 --d = H + -- (Z + H)H = F2 (Z, H) , 'rJ n - 1 
(2 .22) 
con el unico punto critico Z = H = 0 y (2 .7) como su matriz j acobiana en el 
ongen. Si F2 (Z, H) = 0 en una vecindad del origen entonces H = O . Como 
}\ (Z, 0) = - (n�1) 2 Z2 , el origen es un punta silla-nodo, que tiene como varied ad 
central al eje Z y como regi6n hiperb61ica Z > 0, ver [20] . Esto da los sect ores 
hiperb61ico y parab61ico mencionados anteriormente. Ademas, la variedad est able 
de P2 , tangente a la recta Y = 1 + n�l X , va hacia infinito cuando � ---+ -00 como 
Y = � X (el punta Roc,) .  Todas las demas curvas van a ser tangentes al eje Y. Esto da 
el comportamiento alrededor de P2 ' Partiendo de punt os de la curva X = g (Y) con 
Y < 1 ,  obtenemos trayectorias que van por la izquierda (cuando ( ---+ (0) a P2 y por 
la derecha (cuando ( ---+ -00) a Roo . Partiendo ahora de los puntos sobre el eje X ,  
las trayectorias llegan al punto P2 . Ya que el punto Qoo = (00, 0) es topo16gicamente 
un punto de silla (ver(5 .2 ) ) ,  su variedad central es una separatriz entre las curvas 
anteriores y llega al punto P2 . 
Si C > 2 tenemos dos punt os criticos, Di = (0, Zi) , correspondientes a las soluciones 
o < Zl < Z2 de 1a ecuaci6n y2 - cY + 1 = O. La matriz jacobiana en estos puntos es 
Como Zl < c/2 < Z2 , el punto Dl es un no do estable, (un nodo degenerado si 
c = (n + 1 ) /  yin) , y e1 punto D2 es una silla. En efecto, e1 punto silla-nodo P2 
correspondiente al caso c = 2 se divide en una silla y un nodo para c > 2 .  Por tanto 
se concluye facilmente que existe un continuo de trayectorias admisib1es que van a 
D1 , una desde Qoo e infinitas desde Roo, y una trayectoria que llega a D2 des de Roo . 
La representacion en 8 es entonces 1a misma que para -1  < (J < 1 si c > 2 ,  donde, 
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en este caso, A5,6 = (0 , ..J:�zf ) ' Notemos que si c = 2 se tiene que A5 = A6 = (0 , �) 
y las conexiones Al � A5 , A2 � A5 no representan una trayectoria unica. Con esto 
se concluye la demostracion. # 
Proposicion 2 .2 . 14 Sea a = - 1 .  Entonces: 
i) si c = 2 existen infinitas trayectorias admisibles que llegan al punta (0 , 1 ) ;  
ii) si c > 2 existe una unica trayectoria que llega al punto (0 ,  Z2 ) e infinitas que 
llegan al punta (0 , Zl ) . 
2 . 2 . 3  C asa limite (J = 1 
. 1 
Teorema 2 .2 . 15 Si a = 1 la velocidad minima es 0 para ° < ko :S - , mientras 
4n 
1 que es 00 para ko > - . 
4n 
Demostracion: Ahora la diferencia con el caso interior l a l  < 1 la proporciona el 
comportamiento en el infinito. Aquf tenemos que la ecuacion de las trayectorias es 
( ) dY c - Y k X F ( ""V ,,") n - 1 dX = 1 + -X - "0 Y ./\. , 1. , (2 . 23) 
con ko > 0. La ecuacion que caracteriza los punt os crfticos en el ecuador de la esfera 
de Poincare es 
(2 . 24) 
1 Obtenemos que junto a A3,4 , los puntos criticos Al y A2 existen si solo si ko :S 4n ' 
y ellos corresponden a V = A±U con A± = l±� . Tenemos que Al es un punto 
silla, mientras que A2 es un no do inestable, coincidiendo ambos en un punto silla-nodo 
cuando ko = �. Como una primera conclusion, no existen OV si ko > �.  Ahora 
4n 4n 
pongamos H = � y observemos el plano X H. Se ve facilmente que la variedad 
inestable que parte del punto silla (00, A - ) debe dirigirse al origen. Esto da lugar a la 
conexion Qoo � 0 en el plano XY, 10 que implica que todas las demas trayectorias 
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que llegan a 0 por encima de esta conexion vienen de Roo , y tambien la varied.ad 
central que llega a P viene de Roo . Todas estas trayectorias son admisibles. Para 
1 ko = 4n 0 c = 0 puede aplicarse e1 mismo amilisis. 
De esta forma obtenemos un continuo de trayectorias admisibles, excepto para el 
1 caso c = 0 y ko = 4n ' donde existe una unica trayectoria, que es explicita, Y = 2�L X. 
# 
Proposici6n 2 .2 .16 Sea a = 1 .  Entonces: 
i) si c > 0 y O  < ko ::; 4� existe una unica trayectoria admisib1e que llega a1 punto 
(0,  c) e infinitas que llegan a1 origen; 
1 ii) si c = 0 y 0 < ko < - existen infinitas trayectorias admisib1es que llegan a1 4n 
ongen; 
1 iii) si c = 0 y ko = - existe una unica trayectoria admisib1e que J1ega a1 origen . 4n 
2 . 2 .4 Caso b < 0 
El caso b < 0 (t = -1 )  puede obtenerse por refiexion consider an do ondas por la 
izquierda. Los dJculos anteriores muestran que no hay OV por la izquierda para 
c � O. Tambien para c < 0 obtenemos que los puntos critic os A1 ,2 cambian su 
estabilidad. De aqui que tengamos cinco puntos de salida y solo uno de llegada en e,  
es  decir, no hay OV. 
2 . 2 . 5  L a  condici6n de acotaci6n 
Seleccionaremos aqui cuales de las trayectorias obtenidas en las cuatro subsecciones 
previas, dan lugar a ondas viajeras acotadas (globales) , es decir, satisfacen la 
condicion de acotacion (2 .6) , y finalizamos de esta manera la demostracion del teorema 
2 . 1 . 1  para n > 1 .  
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Si -1  < eJ < 1 ,  las trayectorias conectan el eje Y con los dos puntos del infinito 
Al y A2 •  Las conexiones con Al se comportan como XI]", y, por tanto, la condicion 
de acotacion es p � n. Para A2 el comportamiento es lineal , luego la condicion es 
m 2: n. Como 2 < m + p < 2n, concluimos que existen OV globales si y solo si p � n. 
Si ademas m < n, tenemos que solamente las conexiones Al -+ A6 son globales. Esto 
da lugar a una unica OV global para cada velocidad C 2: c* . Por el contrario, si 
m 2: n tenemos una unica OV global cuando c = c* y un continuo de OV para cada 
velocidad c > c* ' correspondiente a todas las conexi ones des de A2 .  
Cuando eJ = -1  l a  representacion en  e l  infinito es l a  misma, l a  unica diferencia 
ocurre para X -+ O. Tenemos aqui el mismo resultado, excepto por el numero de 
ondas, que es infinito para ambos casos c = c* y c > c* . 
Por ultimo, si eJ = 1 todas las trayectorias tienden linealmente a infinito. Por 
consiguiente la condicion de acotacion es m 2: n, que es equivalente a p ::; n, ya que 
m + p = 2n. Asi pues, existe un continuo de ondas glob ales para cada velocidad c > 0 
o ko < �.  En el caso c = 0 y ko = �, existe una unica onda global. # 4n 4n 
2 . 3  C aso k > 0 ,  0 < n < 1 
Este caso puede reducirse mediante una transformacion al caso n > 1 .  Tenemos 
el mismo resultado que en la seccion anterior ,  con una velocidad minima c* (eJ, n) 
expresada en terminos de la velocidad minima de este caso. 
Teorema 2 .3 .1  Cuando ko > 0 y O  < n < 1, existen soluciones en forma de OV 
para la ecuaci6n ( 1 .9) si y 5610 si 1(1 1  ::; 1 ,  E = +1 ,  p ::; 1 Y c 2: c* ((I, n) . A..demas, 1a 
ve10cidad minima c* satisface 
i) si - 1  < (I < 1 ,  
(3 .-1) 
ii) c* ( - 1 ,  n) = 2 .  
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iii) 
c. { I , n) = { � S1 4kon � 1 
si 4kon > 1 .  
Demostraci6n: En lugar de ( 2 . 1 )  consider amos aqui las variables 
.,v 1-n ./\. = <p , Y m-n-1 I = - <p  <p . 
. La ecuaci6n de las trayectorias es entonces 
dY E - nY x-cr ( 1  - n) 
dX 
= C + 
X 
- ko y' 
S i  c #- O  realizamos el cambio de variables 
Z = oX, 
y definimos los nuevos parametros 
1 � OE 
n =  - ,  
n 
a =  -a, E = sign c, c =
�
' 




dH � C - H 
k 
Za-
n - I - = E +  -- - 1 - '  dZ Z H 
k = 





(3 .6 ) 
(3 .7) 
Observemos que esta ecuaci6n coincide con (2 .4) , donde n > 1 y - 1  � (j � 1 .  
Primeramente concluimos que debe ser c > 0 para tener E = +1 ,  y E = +1 para 
obtener C > 0 (vel' el lema 2 .2 . 1  y la subseccion 2.2 .4) . 
Ademas la condie ion de flujo es (2 .5) con n reemplazado pOI' n. La condici6n de 
acotaci6n es en este caso m - l  
/00 x-r=n 
Y(X) 
dX = 00. 
Usando los resultados de la secci6n previa obtenemos: 
i) Si l a l  > 1 no hay OV. 
(3 .8) 
ii) Si 10- 1  < 1 seleccionamos ij = (�) ,�o y as; obtenemos k, = 1 ,  (se tenia ko = 1 ) ,  
1 10 cual implica c = (nc1+cr) 1 - <7 . POI' tanto obtenemos la velocidad minima 
c* = c* ((j, n) , que implica la velocidad minima c* (a, n) dada anteriormente. 
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n iii) Si 0" = -1  tenemos kl = "2 .  Como para a- = 1 Y n > 1 exist en OV si y solo si 
c 
1 . kl ::; 4n ' conclUlmos c � 2 .  
iv) Si 0" = 1 , y con 6 = �, tenemos c = �. Ya que c* ( -1 ,  n )  = 2 ,  s e  tiene 
v kon v kon . 
1 que existen OV si y solo si c � 2, es decir, 0 < ko ::; 
4n
. 
El caso c = 0 puede ser analizado directamente. 
Por ultimo, la condicion de acotacion (3 .8) implica p ::; 1 .  
2 .4 La funci6n c = c* (a, n) 
# 
Estudiaremos en est a seccion algunas propiedades de la funcion c = c* (o-, n) que 
represent a la velocidad minima de las OV. En virtud de la formula (3. 1 ) podemos 
concentrarnos en el caso n > 1 .  Las estimaciones de la sec cion 3 (lemas 2 .2 .7 ,  2 .2 .8) 
implican, para n > 1 :  
para o < a < 1 ,  
( 4. 1 )  
para -1 ::; a < O, 
donde 
1 - 0-co (a) = (1 - a) (1 + a) 1 +" , 
I cl (a, n) = (a(n - 1) + 1 ) I -o- co (a) , 
2 
c (n) - -=--- --c=:;= 2 - 1 + Jl + 4n 
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Tambien se cumple, 
co (O) = C1 (0) = 1 ,  
lim co (O") = lim C1 (0", n) = 00, 0"---+ 1 0"---+ 1 
lim co (O") = 2 ,  0"---+-1 
lim C1 (0", n) = 2}2=Ti s i  1 < n ::; 2 .  0"---+-1 
(4.2) 
Si reescribimos los resultados previos en terminos de todos los parametros que 
aparecen en la ecuacion ( 1 . 1 ) ,  obtenemos que para m + p = 2n existen OV (para cada 
velocidad s � 0 ) , si y solo si 
ak 1 
- < -. b 2  - 4n (4.3) 
Por otra parte, para n + 1 < m + p < 2n, las estimaciones sobre la velocidad 
minima s* son 
(4.4) 
1 
s* < b(l  - 0") [( 1 + 0") 1+0" ( 1  + (n - 1 )0") �; 1 r=;-
Tomando limite, en esta expresion, cuando m + p - 2n -7 0- , obtenemos 
ak 1 si - < -b2 - 4n 
(4.5) 
ak 1 
Sl b2 > 4 ' 
1 1 Esto muestra un hueco entre - y - en las estimaciones, que implica tambien 
4n 4 
un hueco en las estimaciones para la velocidad minima cuando 0 < n < 1 y 
m + p - 2 -7 0- . 
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La curva c = c* (0", n) para n > 1 obtenida numericamente se muestra en la figura 
4 . 1 .  
c ,  
2 
-'=-1 ------'0--------::1 a 
Figura 4 . 1 :  La curva c = c* (O", n) para n > 1 .  
Por otra parte, la funcion c = c* (0", n) puede ser 0 btenida usando el TFI como 
hicimos en el capitulo 1 ,  aplicado a una cierta relacion implicita entre c, 0" y n. El 
punto de partida es la solucion conocida de (4. 1 1 )  dada para 0" = ° Y c = 1! para 
cada n =1= 1 .  Como un subproducto obtendremos la derivada de c* respecto a 0" en 
0" = 0, para cada valor de n =1= 1 ,  gracias a que tenemos la expresion explicita de la 
correspondiente trayectoria en (2 .4) . 
Teorema 2.4 .1 La funci6n c = c* (O", n) es analftica como funci6n de 0" E ( - 1 , 1 )  
para cada n > 0, n =1= 1 .  Ademas, si n > 1 tenemos 
y si 0 <  n < 1 ,  
ac* -
aO" 
(0, n) = n - 1 + log(n - 1)  + w(l/ (n - 1) )  ,(n) , 
ac* ( ) ( 1 -a 0, n = n log n - ,( - ) ) ,  0" n 
(4 .6) 
(4. 7) 
donde W es la funcion digamma, la derivada logarftmica de la funci6n gamma. 
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Demostracion: Demostraremos el teorema y deduciremos la formula para el 
caso n > 1, el caso n < 1 se sigue de (3 . 1 ) .  Como hemos dicho, nos apoyaremos en la 
solucion explicit a para a = 0 obtenida de la trayectoria 1" (X) _ 1 con c = 1 en (2 .4) . 
Asi pues, disparamos desde los puntos de silla P y Q(Xl) us amos la trayectoria que los 
une para (c, a) = ( 1 , 0) y el TFI con el fin de obtener la conexion para a =1= o .  
Para c > 0 ,  - 1 < a < 1 ,  n > 1 y X > 0 fijos, consideremos las trayectorias 
IT1 = <1> Y 1"2 = 'II que salen de los puntos P y Qoo respectivamente: 
con 
Y1 (0, c, a, n) = c, 
Fm 1"2 (X, c, a, n)X-O" = 1 ,  )\.-+oo 
017 1/" 1TO" 
( )  i ( 1,- ) _ F ( 1-- '1/ ) _ c - 1 i ./\ n - 1 
oX 




Supondremos 1/1 (X, c, a, n) > O .  De hecho, para cada la l < 1 ,  n > 1, existen c y X 
tales que la suposicion anterior es cierta para c ?: c, aunque no necesitamos ninguna 
informacion sobre X ni c. (Por ejemplo, si a > 0 podemos seleccionar X = 1 Y 
c = co (a) ) .  
Definamos ahora l a  funcion (analitica) p :  (0, 00) X (- 1 , 1 )  x ( 1 , 00)  -t IR por 
p(c, a, n) = Yi (X, c, a, n) - 1"2 (X, c, a, n) .  (4. 10) 
La existencia de una conexion para algun c y a es equivalente a la condicion de 
ligadura 
p(c, a, n) = O .  (4 . 1 1 ) 
El TFI permite definir c = c* (a, n) en una vecindad de cualquier solucion (c, a, n) de 
(4. 1 1 )  cuando se satisface la condicion de transversalidad 
op 
oc 
(c* (a, n) , a, n) =1= O .  
Para probar esta condicion definimos 
Zi (X) = fJ1�/oc(X, c, a, n) , 
(4 . 12) 
i = 1 ,  2 ,  (4 . 13) 
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y demostraremos que Zl (X) - Z2 (X) =/:- O. Diferenciando (2 .4) respecto al parametro 
c obtenemos 
con 
- 1  XO" 
Ai (X) = 
X + y? ' t 
T 1 BC)\. ) = x ·  
( 4 . 14) 
(4 . 15)  
Proposici6n 2.4.2 Las soluciones de las ecuaciones (4. 14) con las condiciones de 
contarno dadas en (4 .8) son 
[ 1 lx uO" 1 dande C (X, s) = X-1/(n-l) exp -- y2 ( ) du . n - 1 S i U 
Demostraci6n: 
Las soluciones generales de (4. 14) son 
( 4 . 16) 
[ I X 1 con Gi (X) = exp -- /, Ai (S)ds . Mediante integraci6n directa, y usando (4.8) , n - 1 1 
se obtiene 
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y tambien 
• T loX B(s) Ifm G 1 (./\ )  -G ( )
ds = n - 1 X -tO 0 1 S 
. �oo B(s) �lm G2 (X) -G ( ) 
ds = O . . X -too X 2 S 
Por otra parte, nuevamente de (4.8) , obtenemos las condiciones de contorno 
Zl (O) = 1 ,  
Esto implica 1(1 = 1(2 = 0 y, por tanto la expresi6n (4. 16) . 
Como r i (X, s) > 0 para cada s i=- X,  hemos 0 btenido Z2 < 0 < Zl , es decir 
10 que significa que se cumple la condici6n de transversalidad. 
( 4 . 17) 
# 
(4 . 18) 
Como (c, eJ, n) = ( 1 , 0 ,  n) es una soluci6n de (4. 1 1 ) ,  obtenemos la existencia de 
una funci6n analitica c* (eJ, n) definida en una vecindad de eJ = 0 para cada n > 1 .  
Ademas, l a  condici6n de transversalidad es uniforme para \ eJ \  < 1 ,  as! que podemos 
prolongar el rango de existencia a un intervalo maximal abierto (en (- 1 ,  1 ) ) .  Pasando 
al limite es facil ver que este intervalo maximal de existencia es un conjunto cerrado 
en (- 1 , 1 )  y es por 10 tanto el intervalo completo (- 1 , 1 ) .  Esto prueba la primer a 
parte del teorema. 
Ahora, de la ecuaci6n (4. 1 1 ) obtenemos la expresi6n para la derivada 
8c* -8p/8eJ 
8eJ (eJ, n) = 8p/8c (c* (eJ, n) , eJ, n) . 
Debemos pues estudiar 8p/8eJ . Analogamente a (4 .13)  definamos 





) _ _  xa 10g X Dz ./ - l� (X) . 
(4 . 19) 
( 4 .20) 
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Tambien obtenemos 
01 (0) = 0 ,  02 (X) = o(XtT )  cuando X -+ 00 ,  (4 .21 )  
y como antes deducimos 
En la soluci6n p(c* (0", n) , 0", n) = ° tenemos Y(X) = Y1 (X) = Y2 (X) ,  y por tanto 
e2 (x) - e1 (X) 
1 '� 1ooo stT+ n�l log s [ 1 f'X utT 1 
__ X n- l exp -- ---du ds. n - 1  0 Y (s ) . n - 1  s y2 (,U) 
Del resultado (4. 18) sabemos que el signo de esta integral debe dar la monotonfa de 
c* respecto a 0" .  La conjetura es que c* es estrictamente creciente para 0" > 0"0 Y 
algun - 1  < 0"0 < 0 .  
Para realizar e l  calculo de la  derivada de c* respecto de 0" en 0" = 0 ,  sustituimos 
la conexi6n explicit a Y(X) = Y1 (X, 1 ,  0, n) = Y2 (X, 1 ,  0, n) = 1 ,  Y obtenemos 
�� (0, n) -o
p/OO" ( ° ) = 02 (X) - e1 (X
) 
/ 1 ,  , n ( ) op oc , Zl X) - Z2 (X 
( rOO -8 1 ) ( rOO -8 2 - n ) -1 io e n- 1 s n-1 log s ds io e;:::T s n- l ds 
(n - 1);2-r [log(n - l )r (n/(n - 1 )  + r'(n/(n - 1 ) ) ] 
1 (n - l );:::Tr ( l/ (n - 1 ) )  
r' ( l / (n - 1)) _ log(n - 1 )  + (n - 1 )  + r(l/ (n _ 1) )  = ,(n) . 
# 
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Nota 2.4.3 La funci6n ')'(n) es positiva y creciente para n > 1 .  La funci6n 
n( log n - ')'(l/n) ) es negativa para 0 < n < 1, can ceros en los puntos n = 0 y 
n = 1 .  Ademas, cuando n -7 1 ,  
oc* { 
� (n - 1 )  + o(n - 1)  
a(O, n) = 
2
3 a -- (l - n) + o( l - n) 
2 
si n >  1 
( 4 .22) 
S1 n < 1 .  
Finalizamos esta seccion observando el comportamiento d e  c* en a = 0 en la otra 
direccion: c* (O ,  n) = 1, si n > 1 Y c* (O, n) = n, si 0 < n < 1 .  
2 . 5  Caso k < 0 
Probaremos en esta seccion el teorema 2 . 1 .2 .  Comenzaremos con la caracterizacion 
de las soluciones de las ecuaciones (2 .4 ,  3 .4) . 
Lema 2 .5.1 Las ecuaciones (2 .4) y (3 .4) can ko < ° poseen trayectorias admisibles 
si y s610 si m + p > O .  
Demsotraci6n: 
n > 1 ,  la l  ::; 1 .  Como en la seccion 2 .2 tenemos seis puntos criticos A1-A6 en 8 ,  
los cuales son: 
\ 
( )  
\ 
(
n E ) 
Al = 1 , 0 ,  h2 = VI + n2 ' VI + n2 ' A3,4 = (0, ±1 ) ,  
( 5 . 1 )  
C 
A5 = (0 , Jc2+I), 
A6 = (0, 0 ) ,  
c2 + 1 
en e1 caso - 1  < a < 1 .  Si a = - 1  reemp1azamos A5 6 por A51 61 = (0 ,  VZi 2 ) '  , , I+Zi 
donde Zi = � (c ± Vc2 + 4) , mientras que para a = 1 reemplazamos A1,2 por 
1\. 1 1 ,2 1 = ( Vl�(f ' V��(f ) ' 
donde (i = 2� (E ± Vl - 4kon) . 
El amilisis de estos puntos es muy similar al del caso ko > 0 .  Sus comportamientos 
son los siguientes: Al y 1\.2 son nodos y su estabilidad depende del signo de c y E, 1\.5 
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Y A6 son puntos silla. Para pro bar este resultado solo hay que hacer el amilisis que 
se hizo en el sistema (5 .2 )  en el sistema 
dvV - = - (n - l )VvV 
d( 
dV = EV + cVllV _ nV2 + vV1-cr d( , 
(5 . 2) 
y el amilisis que se hizo en el sistema (2 .3) , con ko > 0 ,  repetirlo para ko < O .  A:3 Y 
A4 se comportan como en el caso ko > 0 ,  ambos son nodos, A:3 est able y A4 inestable. 
Puede verse facilmente que las unicas trayectorias admisibles son las conexiones desde 
uno de los nodos inestables Al 0 A2 Y uno de los puntos silla A5 0 A6 por medio de la 
variedad est able del punto silla. 
Si E = +1 y c > 0 tenemos que Al es est able y A2 es inestable; la variedad central 
para A6 es estable para U > 0 (X > 0) , la variedad central A5 es inestable . La 
trayectoria deseada es la conexion A2 --t A5. 
Observemos ahora que el cambio de signo de E cambia los papeles entre Al Y A2 
Y 10 mismo ocurre con As Y A6 cuando cambiamos el signo de c. Por tanto, tenemos 
la conexion A2 --t A6 , para E = + 1 y c < 0; para E = - 1  Y c > 0 la conexion Al --t As 
y finalmente, para E = -1  Y c < 0 la conexi on Al --t A6 . 
Si (j = - 1  las conexiones son: A2 --t A51 cuando E = +1 Y Al --t ASI si E = -1 .  
Para (j = 1 tenemos las conexiones All --t A5 en el caso c > 0 Y All --t A6 cuando 
c < o .  
El  caso c = 0 se estudia al final de  la  demostracion. 
n > 1 ,  (j > 1 .  En este caso, los puntos del infinito A1,2 desaparecen, y los puntos 
A:3,4 son puntos criticos que tienen cero como valor propio doble. El cambio de 
variables Z = X It,. transforma la ecuacion de los puntos en el ecuador de la esfera 
de Poincare correspondiente (ver (2 . 10 ) )  en la ecuacion 
(5 .3) 
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donde I-l = 1 + (n- l)Ja+l) > 0 .  Asi pues, este cambio descompone los dos puntos A3,4 
en e en los cuatro puntos 
\ ( ) A - ( JTi  ±1 ) 1 31 ,41 = 0 ,  ±1  , 32,42 ..;r+t:L' ..;r+t:L '  (5 .4) 
y deja invariantes los puntos critic os finitos A5,6 . Ademas, tenemos que A31 y A41 se 
comportan como A3 y A4 respectivamente, mientras que A32 y A42 juegan el papel de 
: Al 0 A2 , dependiendo del signa de E .  Obtenemos entonces que el dibujo  en e es el 
mismo que antes, con las conexiones A32 -+ A5 0 A32 -+ A6 · 
n >  1 ,  a < - l . 
Aqui los puntos que desaparecen son los puntos criticos finitos A5,6 '  Si 
consider amos e1 cambio de variables Z = X 12" , H = y,,\"- 11'7 , entonces 1a ecuacion 
diferencial de las trayectorias es 
1 dH ,, + 1  2 2 (n - 1 ) ( 1 - a)ZH 
dZ 
= 1 + EZH + cZ,,-I H - I-lH , (5 .5 )  
con el  mismo valor de I-l que antes. Existinin puntos criticos finitos s i  y solo s i  I-l > 0 ,  
o 10 que es 10 mismo, m + p > 0. Si proyectamos la esfera de Poincare sobre TV = 0 ,  
tenemos los punt os criticos finitos 
±JTi A33,43 = (0, ..;r+t:L) ,  (5 .6 )  
que juegan el  papel de A5 0 A6 y, tambien , los puntos A1-A4 . Las trayectorias 
buscadas son las conexi ones Al -+ A33 0 A2 -+ A33 . Observemos que el 
comportamiento en el punta A33 en el plano XY, es Y � X "tl , y la condicion 
I-l > 0, que implica a�1 > n-=-\ '  permite a las trayectorias que entran en este punto 
satisfacer la condie ion de £lujo ,  (ver (2 .2 .4) ) .  
n < 1 .  D e  manera semejante a como procedimos en l a  sec cion 2 .3 ,  si c =1= ° el caso 
que estamos considerando se reduce al caso n > 1 por un sencillo cambio de variables, 
la unica cuestion a tener en cuenta es que el cambio de signo de c se traduce en un 
cambio de signo de E y recfprocamente. 
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Caso c = 0. En este caso y cuando n > 1, no exist en puntos criticos finitos en 
el plano XY, si a < -1 ,  los punt os criticos son (0, ±1 ) ,  si a = - 1 ,  y finalmente, 
si a > - 1 ,  es punta critico solo el origen, pero con cero como valor propio do ble. 
Al igual que antes, con la ayuda de algunos cambios de variables, podemos llegar a 
una configuracion similar en 8 con seis puntos criticos. Con el fin de determinar las 
conexiones admisibles, es importante saber cuales de los nuevos puntos criticos que 
aparecen tienen segunda coordenada positiva (esto dependera de E) . 
Si a < 1 ponemos Z = X 1;,," , H = Y X_ it"" y, teniendo en cuenta (5 .5) , obtenemos 
los puntos 1\33 y 1\43 al igual que antes, partiendo de 1\3,4 , si a < - 1 ,  6 de A5 = A6 , 
si a > -1 .  En el caso a 2:: 1 hacemos el cambio Z = X ,,";l : H = YX-1 y, entonces 
A5 = A6 se transforman en los puntos 
'rli 1\34 ,44 = (0, / ) 
v I  + 'rll 
con '11 . = d� > ° si a = 1 Y ' /z 2n ' , 
A35 = (0, 0) , E 1\45 = (0, 
J 
) : 1 + n2 
si a > 1 ,  todos ell os con las mismas propiedades que A5 6 A6 . 
(5 .7) 
(5 .8) 
Como para c = ° y n < 1 no podemos utilizar el cambio de variables (3 .5 ,  
3 .6 ) ,  estudiamos directamente la ecuaci6n (3.4) . La unica cuesti6n diferente es el 
comportamiento de las trayectorias en el infinito, que se refleja en la condici6n de 
acotacion. 
Esto completa la descripci6n de las diferentes conexiones en 8. En la figura 5 . 1  
mostramos, a modo de  ejemplo, e l  caso - 1  < a < 1 ,  E = +1 Y c > 0, que da  lugar a 
la conexi6n A2 -t A5 . Los casos restantes son topo16gicamente equivalentes. # 
Fin de la demostraci6n del teorema 2. 1.2: Completaremos la demostraci6n 
comprobando las condiciones de acotaci6n (2 .6 ,  3 .8) . Recordemos que los signos de c 
y E son los mismos que los signos de s y b. 
En el caso n > 1, a < 1 y E = + 1, el punto del infinito para las trayectorias 
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Figura 5 . 1 :  Las conexi ones en 8 para ko = - 1 ,  E = +1 ,  - 1  < (J < 1 y c >  O. 
implica m :2: n. Cuando E = -1  el punto es AI ,  Y entonces Y � Xa, que implica n :2: p. 
Por ultimo, si (J :2: 1 tenemos, para los puntos AI , All ,  A2 Y A32 el comportamiento 
asint6tico Y � X O"t1 , que implica m :2: p. 
Cuando n < 1 Y c #- 0, usando (3 .5 ,  3 .6 ,  3 .8) obtenemos el comportamiento Y � X 
(Tn :2:  1 ) , para (J > - 1  Y c > 0; Y � x-a (p :S; 1 ) , para (J > -1  y c < 0 ; y Y � X 1-;0" 
(m :2: p) , para (J ::; - 1 .  Finalmente, si c = 0 tenemos Y � 1 (m :2: n) , si (J = 1 6 
(J > 1 Y E = +1 ;  Y � Xl-a (p :S; n) , si (J > 1 y E = -1 ;  Y � X 1-;0" (m :2: p) , si (J < 1 .  
En resumen , tenemos: 
Para n > 1 ,  
• E = + 1 ==::;. m :2: n y m + p < 2n  6 m :2: p y m + p :2: 2n, 
es decir, m :2:  max{p, n} . 
• E = - 1  ==::;. p ::; n y m + p < 2n 6 p ::; m y m + p :2: 2n, 
es decir p ::; max{ m, n} .  
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Para n < 1 ,  
• c >  0 � m � 1 y m + p < 2 0 m � p y m + p � 2 ,  
es decir m � max{p, I } .  
• c < 0 � p ::; 1 Y m + p < 2 0 p ::; m y m + p � 2, 
es decir, p ::; max{m, I } .  
73 
• c = 0 � m � p y m + p � 2n 0 m � n, m + p < 2n y E = + 1 6 p ::; n,  
m + p < 2n y E = -1 ;  
es decir, m � max{p, n} y E = +1 0 p ::;  max{m , n} y E = - 1 .  
# 
2 . 6  Dndas V iajeras Finitas 
Una de las propiedades mas interesantes, con vistas a las aplicaciones, de las soluciones 
de la ecuacion ( 1 . 1 ) ,  es la propiedad de propagacion finita. Estudiaremos entonces 
cuales de las ondas viajeras encontradas en las secciones precedentes son finitas, es 
decir, se anulan para E. � E.o para algun valor E.o < 00. La propiedad de propagacion 
finita de las soluciones de una ecuacion mas general que ( 1 . 1 )  ha sido profundamente 
estudiada en los artfculos [32 , 35] . En est os trabajos se consideran solamente ondas 
viajeras locales ,  donde el canlcter local significa 0 bien una posible no acotacion 0 
bien el no satisfacer la condicion de fiujo en una posible interfase izquierda. A este 
respecto, tambien las conexiones desde el punta A4 en las figuras 2 . 1  y 5 . 1  deberian 
ser consideradas. 
Analizaremos el comportamiento de las trayectorias Y = Y(X) en los pIanos de 
fase de (2 . 1 )  y (3 .3) cerca de X = O. Las ondas viajeras finitas corresponden a 
trayectorias que satisfacen la condicion 
(6 . 1  ) 
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(comparese con las condiciones de acotacion (2 .6 ,  3 .8) ) .  
2 . 6 . 1 O ndas de reaccion, k > 0 
Si a = - 1  las trayectorias cor tan el eje Y en los puntos (0, A) , A > 0, es decir , 
la primera aproximacion de Y es una constante. La condicion (6 . 1 )  se convierte en 
m > £. 
Si l a l  < 1 ,  tenemos una trayectoria que va al punto (0 ,  c) , y un continuo de 
trayectorias que entran en el origen como X8, con is = a + 1 ,  cuando n > 1 y 
is = 1 - a cuando n < 1 .  Por tanto la condicion (6. 1 )  implica m > £ para la primer a 
trayectoria y p < £ para las demas curvas. Ademas si m � £ entonces p 2: £ ( I a l  < 1 ) ,  
10 que implica l a  no existencia d e  ondas finitas para este caso. S i  a = 1 tambien 
tenemos, adem as de las anteriores: un comportamiento lineal en el origen cuando 
c = ° y n > 1 .  En este caso la condicion (6 . 1 )  es m > n, que se cumple siempre por 
el teorema (2 . 1 . 1 ) .  
Resumiendo 
Teorema 2 .6 .1  Si k > 0, existen OV finitas si y s610 si m > f!.. 
2 . 6 . 2  Ondas de absorcion,  k < 0 
La caracterizacion de las ondas viajeras finitas en este caso es un poco mas 
complicado por el mlmero diferente de situaciones que aparecen dependiendo de los 
parametros. 
Teorema 2.6 .2 Las ondas viajeras del teorema 2. 1 .2 can n > 1 son finitas si y 
s610 si se cumple una de las condiciones siguientes: 
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m 
______________ �'_� __ �L_______ p 
o .f L 
Figura 6. 1 :  EI diagrama de ondas viajeras para k < 0 :  las diferentes regiones (a)­
(g) donde puede haber ondas finitas; donde todas las ondas son positivas(P ) ;  no 
acotadas (U) , 0 no existen ondas (X) . 
a) p < 1 < n :S m. 
b) p < 1 :S m :S n, b :S  O .  
c) p < m :S 1 < n, b < 0 6 b = 0 y s :S o. 
el) 1 < p < n :S m, s :::: O .  
e) 1 < n < p :S m, s > 0 6 s = 0 y b :::: 0 (para el caso b = s = 0, cloncle 
clebemos tener que p < mY . 
f) 1 < p :S m :S n, b :S 0 y s :::: 0 ( para el caso b = s = 0, donde tenemos 
p < my. 
g) 1 < m < p :S n, b < 0 y s > O .  
Notemos que cuando m < p < n y m < 1 todas las ondas son positivas, 
independientemente del valor de b 6 s. Si p > max{ m, n} todas las ondas son no 
acotadas. 
Para mas claridad mostramos los diferentes casos en un diagrama (ver figura 6 . 1 ) .  
Demostraci6n: Usaremos (6. 1 )  y e l  comportamiento de  las trayectorias en los 
puntos finales A5 , A51 , A6, A33 , A34 , A35 , A44 , A45 . Tenemos que 
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}7 "\r <7+1 • (J :S -1 ==? � ./\. -2- ==? m > p. 
• (J > - 1 ,  c > O ==? Y � l ==? m > 1 . 
• (J >  - 1 ,  c < 0 ==? Y � XCT+l ===} P < 1 .  
O Y 'tr G" +l • - 1  < (J :S 1 ,  c = ===} � ./\. -2- ===} m > p. 
• (J >  1, c = 0 ,  E = +1 ===} Y � X ===} m > n. 
• (J > 1 ,  c = 0, E = -1 ===} Y � XCT ===} P < n. 
Estas condiciones deben ser comparadas con las condiciones de existencia, para 
obtener la caracterizacion anterior. 
Teorema 2.6 .3  Las ondas viaJeras del teorema 2. 1 .2  can n < 1 son finitas si J' 
s610 si se cump1en las condiciones del teorema 2.6.2) intercambiando los pape1es de b 
y s as! como de n J' 1 .  
La demostracion es la misma y omitiremos los detalles. 
2 . 6 . 3  L a  ecuaci6n d e  la interfase 
Como mencionamos en la introduccion, el comportamiento cerca de la interfase 
x = s (t) = ct de las ondas viajeras finitas puede proporcionar informacion sobre 
la propagacion de las soluciones generales del problema de Cauchy. Esto es as! por 
ejemplo en la ecuacion de medios porosos (b = k = 0, a = � en (1 . 1 ) ) . Las ondas 
viajeras en este caso satisfacen la relacion 
-'lj1' (O) = c,  (6 .2) 
?n - l donde oj, = cz..:.:........1 es el perfil de la onda en variable presion. De aqu! se obtiene 'f' m-
mediante comparacion la Hamada ecuacion de la interfase 
-vx (s(t) , t) = s' (t) , (6 .3) 
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vease [50] . 
En la ecuacion completa ( 1 . 1 ) ,  aparecen vanos comportamientos clistintos, 
clepenclienclo del termino dominante en la ecuacion, como ha sido expuesto en casos 
particulares ( [43] , [58] ) .  
Expondremos aqui los diferentes comportamientos a que dan lugar las distintas 
ondas viaj eras finitas obtenidas en este capitulo, para n > 1 ,  b i= 0 y k i= O .  
Consideraremos para ella diferentes potencias de  la  solucion que reflejan la  influencia 
de cada termino de la ecuacion. 







X = -- · 1 - p 
Observemos que se tiene 7jJ = X en el caso m + p = 2 (a = - 1 ) .  
Onclas d e  reaccion 
Proposicion 2 .6.4 
(6.4) 
1 a) Si l a l  < 1 Y c ?:: c* 6 a = 1 ,  0 < ko :::; 
4n 
y c > 0 ,  existe una unica OV finita 
que verifica 
c = -7jJ' (O) , (6 .5)  
e infinitas OV que verifican 
ko 
c = -----:---:-
-X' (O) " 
(6 .6) 
b) Si a = -1 Y c ?:: c* , todas las OV finitas satisfacen 
' ( ) 
ko 





Para las ondas con velocidad c = 0, soluciones estacionarias, aun es posible 
describir su comportamiento cerca de la frontera en terminos de la potencia 
0
= cpm-n 
m - n  
(6 .8) 
Proposicion 2.6.5 Si a = 1 Y 0 < ko ::; 4;1 ' todas las soluciones estacionarias 
satisfacen la ecuaci6n 
n ( 0' (0) ) 2 + 0' (0) + ko = o. (6 .9) 
78 CAPITULO 2 .  ONDAS VIAJERAS 
La demostracion de estos resultados es inmediata a partir del comportamiento de 
las trayectorias en el plano de fases para X � 0. 
De hecho, si la trayectoria termina en un punto (0, A) , A > 0, el comportamiento 
del perfil <p para � rv ° es 
(6. 10) 
Por otro lado, las trayectorias que tienden al origen se comportan como Y rv 
1. X 0-+1 que implica c 
(6. 1 1 )  
Finalmente, para c = 0 las trayectorias son lineales en e l  origen , Y rv ).,X,  con 
)., verificando la ecuacion n).,2 - )., + ko = 0. Concluimos observando en (2. 1 )  que se 
tiene YjX = -8' . 
Ondas de absorcion 
En este caso aparecen dos comportamientos mas que aiiadir a los anteriores, que 
se pueden describir haciendo uso de las potencias 
m - p 
2<p 2 {) = -­
m - p  
<pn-p 
".,, - --CAJ • 
n - p (6. 12) 
Proposici6n 2 .6.6 Para cada velocidad c #- 0,  la unica onda viajera con esa 
velocidad satisface las siguientes relaciones en la interfase. 
a) Si a > - 1  Y c > 0, se tiene (6.5) . 
b) Si a >  - 1  y c < 0, se tiene (6. 6) .  
c) Si a = - 1  Y c #- 0 ,  se tiene (6. 7) .  
d) Si a < -1 Y c #- 0, se tiene 
-{)' (O) = J 2 . m + p  (6 .13) 
Observamos que en este ultimo caso, a < - 1 ,  la velocidad no aparece en la primera 
aproximacion del perfil en la interfase.  Este hecho ya fue observado en [43] para la 
ecuacion con absorcion sin conveccion, y ha sido analizado posteriormente en [30] . 
En cuanto a velocidad c = ° se verifica: 
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Proposicion 2 .6.7 La unica soluci6n estacionaria verifica: 
a) Si (]" < 1 se tiene (6. 13) .  
b) Si (]" = 1 se tiene (6.8) siempre can B' (O) < O .  
c) Si (]" > 1 y t = 1 se tiene 
-B' (O) = � .  
n 
d) Si (]" > 1 Y t = - 1  se tiene 
-w' (O) = 1 .  
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(6 . 14) 
(6 . 1 5) 
Concluiremos mostrando algunas ondas viajeras explicitas soluciones de la ecuacion 
( 1 . 1 ) .  Si (]" = 0 exist en dos trayectorias explicit as soluciones de la ecuaci6n (2 .4) en 
el caso k , b > 0, que son Y(X) = 1, Y(X) = �X (6 Y(X) = X,  Y(X) = � en (3 .4) ) ,  
n . n 
ak ank 
con velocidades c = 1 (s = b) y c = n (s = -
b
-) respectivamente. Observemos 













k (m - 1)
( ) 
] _1 
-z + m - l  
b 
S1 m >  1 
S1 m = 1 , 
S1 m > n 
S1 m = n ,  
(6 . 1 6) 
(6 . 1 7) 
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Ademas, en el caso a = 1 ,  s = 0 y k � ..!!..- encontramos las trayectorias Y = AX . 4an 
para (2 .23) (6 Y = A para (3.4) ) ,  con 
A = 
E ± VI - 4kon
. 
2n 
(6 . 18) 
1 1 
Por tanto obtenemos dos travectorias si 0 < ko < -, y solamente una si ko = -
4 
6 v 4n n 
ko < 0 ,  represent ada en este ultimo caso por el signa mas en A.  Esto nos lleva a las 
soluciones estacionarias 
u (x) = 1 
d d
b ± Vb2 - 4akn 
on e {l = . 
2an 
si m > n  
(6 . 19)  
Sl m = n, 
Los casos n = 1 ,  b = 0 6 k = 0 son bien conocidos. Por ejemplo, si b = 0 tenemos 
ondas explicit as para m + p = 2 (vel' [43, 58] ) :  1 [p(m - 1) (-z)+l m�l 
¢(z) = 
e-PZ 
Sl m >  1 
(6 .20) 
Sl m = 1 ,  
s ± V S2 - 4ak 
�k . k 0 '  1R · k 0 E con p = 
2a 
' z = x - st y s � s* = 2v ax;, Sl > 0 s E , Sl < . n 
el caso n = 1 tenemos las mismas ondas con la velocidad s reemplazada por s + b. 
POI' ultimo, cuando k = 0 las ecuaciones (2 .4 ,  3.4) son solubles explicitamente, 
dan do lugar a las ondas: 
In - 1 1 (-z)+ = an 1 1'11- 1 
rep -n(z) 1]
-r::n 
d1] 10 b + nS1] 
Sl m � n > 1 
Sl m � 1 > n, 
(6 .21 )  
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con z = x - si , s > 0 , b > 0 .  Esta expresi6n tambien tiene sentido sin la restricci6n 
sobre m cuando b < 0, s > ° y n > 1 6 b >  0, s < ° y n < l .  
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Capitulo 3 
Soluciones autosemejantes para 
una ecuaci6n de 
reacci6n-difusi6n-convecci6n 
3 . 1  Introd ucci6n 
En este capitulo estudiamos la ecuaci6n parab6lica no lineal 
para x E JR, t > 0, ( 1 . 1 ) 
con m, n > 1 ,  0 < p < 1 Y k > O .  Estudiaremos una clase particular de soluciones 
de la ecuaci6n ( 1 . 1 ) , las llamadas soluciones autosemejantes, es decir, aquellas 
soluciones de la forma 
u (x ,  t) = tQcp(�) , ( 1 . 2) 
donde cp es algun perfil no negativo. Observemos que la homogeneidad de los terminos 
en la ecuaci6n implica 1a relaci6n 
m + p =  2n, ( 1 .3) 
y los exponentes a y j3 estan determinados de forma unica (ver (2 . 10) ) .  
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Estamos particularmente interesados en estudiar la ecuacion de la interfase que 
verifican las soluciones autosemejantes de soporte compacto. Como hemos visto en 
el capitulo anterior, no hay una relacion clara que deban satisfacer las soluciones 
en la interfase, pues para una misma eleccion de los panimetros hemos encontrado 
diferentes comportamientos. 
Consideremos pues una solucion de ( 1 . 1 ) ,  y sea s (t) su interfase derecha, es decir 
s (t) = sup{ x E 1R : u (x, t) > O} , 
que supondremos finita. La presencia del termino de reaccion fuerte f (u) = kuP ,  
o < p < 1 ,  da  lugar a que el problema de  Cauchy asociado a la ecuacion ( 1 . 1 ) 
no tenga unicidad . Asi pues, la existencia de esta interfase para un dato inicial de 
soporte acotado por la derecha solo est a garantizada en el caso de considerar soluciones 
minimales y n � 1 ,  ver [35 , 58] . Queremos estudiar la relacion entre la velocidad de 
propagacion de la solucion, s' (t) , con la forma de la solucion cerca del frente x = s (t) . 
Esta es la ecuacion de la interfase. Como ya hemos mencionado anteriormente, la 
ecuacion de la interfase para la ecuacion de los medios porosos es 
s' (t) = -vx (s (t) , t) , u
m-1  
v = -­
m - 1 ' 
( 1 .4) 
siempre con m > 1, y donde la derivada espacial se entiende como limite desde el 
conjunto de positividad. 
En terminos de v,  la ecuacion de los medios porosos es 
( 1 .5 )  
y la derivacion formal de ( 1 .4) puede obtenerse directamente, diferenciando la 
identidad v ( s (t ) ,  t) = 0 cuando Vx =I=- 0 y usando que cerca de la interfase x = s (t) , 
el termino vVxx es pequeno. Ademas ( 1 .4) es cierto tambien cuando Vx = O .  Para 
nuestra ecuacion ( 1 . 1 ) ,  la correspondiente ecuacion de la presion es 
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donde r = n- l . m - l  
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Por tanto ,  ni el termino de conveccion ni el de reaccion deben afectar los ccUculos 
formales anteriores cuando n > 1 .  Puede probarse que esto ocurre si p � 1 ,  y la 
ecuacion de la interfase es nuevamente ( 1 .4) . 
No obstante, si p < 1 ,  la falta de unicidad del problema de Cauchy provoca que 
algunas soluciones verifiquen ( 1 .4) y otras no. La dificultad aqui radica en que se 
puede tener Vx = 0 pero s' (t) > O. 
Las ondas viajeras obtenidas en el capitulo anterior muestran la existencia de un 
comportamiento lineal en otra potencia de la solucion, dando lugar a la ecuacion 
s' (t) = k , 
-wx (s (t) , t) 
u1-p W = -- . 
1 - p ( 1 .  7) 
refiej ando el cara.cter dominante del termino de reaccion ( 1  - p < m - 1 ) .  Vease 
tambien [43] . De las ondas viajeras antes mencionadas, solo una satisface ( 1 .4) ,  todas 
las demas verifican ( 1 .7) . Por otro lado, en [58] se prueba que ( 1 .4) es la ecuacion 
de la interfase satisfecha por las soluciones minimales en la ecuacion sin conveccion y 
m + p > 2 (vease tambien el primer capitulo de esta memoria) . Todo esto nos lleva 
a considerar ( 1 .4) como la ecuacion correcta de la interfase, no ( 1 .7) .  
En el caso n = 1 ( m  + p = 2) , los tres terminos en la ecuacion ( 1 . 1 ) ,  la difusion, la 
conveccion y la reaccion, son del mismo orden, y la ecuacion esperada de la interfase 
es (aqui v = w) , 
s' (t) = -vx (s (t) , t) + (\ ) )  
+ 1 .  -Vx s t , t  ( 1 .8) 
Esta relacion da lugar a dos ramas en el plano ('\ ,  c) , donde ,\ = -vx (s (t) , t)  es la 
pendiente de la solucion en la interfase y c = s'(t) es la velocidad de avance de 
la misma. Refiriendonos de nuevo a [58] , vemos que las soluciones minimales del 
problema alli considerado satisfacen ( 1 .8 ) ,  siempre con 
( 1 .9) 
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(ver tambien ( 1 .3 .5) ) .  Es por ella que se considera la rama buena 
k 
C = A + � , A 2: Vk. 
lVIas aun, la solucion autosemejante explicit a construida en ese trabajo, que se prueba 
que no es solucion minimal, verifica ( 1 .8) pero no ( 1 . 9 ) .  Decimos entonces que la 
ecuacion correct a de la interfase para las soluciones de la ecuacion ( 1 . 1) es ( 1 . 8 , 1 . 9) .  
Finalmente, si 0 < n < 1 (m + p < 2 ) ,  puede aparecer un tercer comportamiento 
en la interfase.  Recordemos que en este caso la propiedad de propagacion finita solo 
se cumple si k ::; 1/4n, ver [35] . Esto incluye la ecuacion con absorcion k < 0 ,  [43] . 
En la ecuacion con reaccion es determinante la presencia de la conveccion, pues sin 
ella, pero con m + p < 2, todas las soluciones son positivas, [58] . 
Las ondas viajeras obtenidas en el capitulo anterior para el caso m + p = 2n < 2 
muestran un comportamiento de la solucion en la interfase lineal en la potencia u m;-v , 
pero la velocidad no aparece en el primer termino del desarrollo de la solucion cerca 
de la interfase, (6 . 13) . De hecho , la estructura local de la solucion esta gobernada por 
un operador diferencial de segundo orden, [30] . En cualquier caso, aqui probamos que 
no existen soluciones autosemejantes con soporte compacto siempre que 0 < n < 1 .  
El proposito de  este capitulo es caracterizar l a  existencia de  soluciones 
autosemejantes de soporte compacto para la ecuacion ( 1 . 1 ) ,  verificando la ecuacion 
de la interfase ( 1 .4) si n > 1 y ( 1 .8 , 1 .9) si n = 1 .  
3 . 2  D escripcion d e  los resultados 
Si buscamos soluciones autosemejantes no negativas en la forma ( 1 . 2) para la ecuacion 
( 1 . 1 ) ,  encontramos que necesariamente m + p = 2n y los exponentes son 
1 
a = -- , 
I - p 
m - p 
/3 = ---
2 ( 1  - p) " 
(2 . 10) 
Cuando n > 1 ,  esto implica ademas las relaciones 0 < p < 1 < n < 2n - 1 < m < 2n, 
a > 1 y /3 > 1. En particular tenemos que las soluciones parten del valor inicial cero, 
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un efecto de la reaccion fuerte . El perfil rp es una funcion no negativa, continua en 
1R, tal que tambien es continua la funcion rpm-l rp' , y satisface la ecuacion 
(2 . 1 1 )  
Estamos interesados en  soluciones que tengan soporte compacta [�o , 6 ] ,  con �o < 0 
y �l > O. Por tanto,  como fJ > a el soporte de u ( · ,  t) se dilata con el tiempo. Tambien 
debemos tener rpm-lrp' (�o) = rpm-lrp' (�l ) = O. Esta es la llamada condici6n de 
fiujo, (CF) . De estas soluciones distinguiremos aquellas que satisfacen la ecuacion de 
la interfase ( 1 .4) , que en terminos del perfil rp es 
(2 . 12) 
en � = �o Y � = 6· Nos referiremos a ella como (EI) . Tambien el comportamiento de 
la interfase ( 1 .7) se caracteriza aqui por la ecuacion (EI* ) ,  
k 
fJ( 
(2 . 13) 
Senalemos que debido a la presencia de la conveccion no hay simetria, y las soluciones 
autosemej antes podrian satisfacer (EI) en una de las interfases y (EI* ) en la otra. De 
hecho estas ecuaciones reflejan los unicos comportamientos posibles en la interfase 
(ver mas adelante) . 
Resumiremos aqui los resultados obtenidos en este capitulo: 
Teorema 3.2 . 1  No existen soluciones autosemejantes con soporte arbitrariamente 
pequeno. Ademas e1 maximo de los perfiles de todas las soluciones autosemejantes 
esta acotado inferiormente por 'una constante positiva 
En particular, cualquier perfil con soporte compacto pequeno no satisface la 
condition (CF) en alguna de las interfases. En el caso sin conveccion este fenomeno 
se explica a partir de la existencia de la solucion minimal absoluta, [59] . 
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Teorema 3.2.2 No existen soluciones autosemejantes acotadas con soporte 
arbitrariamente grande que satisfagan (EI) en ninguna de las interfases. 
Por ejemplo, si el perfil satisface (EI) en la interfase izquierda, y esta se encuentra 
a la izquierda de cierta constante, entonces el soporte no esta acotado por la derecha 
y la solucion crece por la derecha sin limite. 
Teorema 3.2.3 Si 0 < k :::; 1/ (4n) , no existen soluciones autosemejantes que 
satisfagan (EI) en una interfase derecha no estaciona.ria. 
Cualquier coeficiente en la ecuacion ( 1 . 1 )  puede ser eliminado mediante un cambio 
de escala, excepto en el caso m + p = 2n, que es precisamente nuestro caso. 
Recordemos que en el capitulo anterior el n umero k = 1/ (4n) aparece tambien como 
critico para la existencia de ondas viajeras. tvlas aun, el dominic de existencia de tales 
soluciones es exactamente el dominic anterior de no existencia 0 < k :::; 1/ (4n) . Por 
otra parte, si admitimos que la interfase derecha sea estacionaria, 6 = 0, entonces 
exist en soluciones autosemejantes (incluso explicitas) que satisfacen (EI) , ver la ultima 
seccion del capitulo 2 y el final de la seccion 3.4 de este capitulo. 
Teorema 3.2.4 Existen infinitas soluciones autosemejantes que satisfacen (EI) en 
una de las interfase y (EI* ) en la otra interfase. 
El result ado fundamental del capitulo es 
Teorema 3 .2 .5 Si k > 1/ (4n) existe una solucion autosemejante con soporte 
compacto que satisface la ecuacion de la interfase (EI) . 
La unicidad es aun un problema abierto. 
En la secci6n 3 .5  estudiamos los casos n = 1 Y 0 < n < 1 .  
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Teorema 3.2.6 Si n = 1 y k > 0, existe una unica soluci6n autosemejante que 
satisface la ecuaci6n de la interfase ( 1 . 8 , 1 . 9 ) .  El soporte del correspondiente perfil es 
. exactamente [-2Vk - I ,  2Vk - 1 ] .  
Observemos que el soporte de  las soluciones crece con e l  tiempo s i  y solo si k > 1 /4. 
Teorema 3.2 .7  Si 0 < n < 1 no existen soluciones autosemejantes con soporte 
compacto. 
3 . 3  EI espacio de fases 
En est a sec cion introduciremos un espacio de fases asociado a la ecuacion ( 2 . 1 1 )  y 
estableceremos algunos resultados preliminares. Recordemos que n > 1 y k > O .  Asi 
definimos las variables, como en el capitulo anterior, 
v n- l  ./\. = <p , Y = <pm-2<p' ,  




Y - =  n - l ./\. 
dT} 
ci r m - 1  ci - = ./\ n - l -
ciT} d� ' 
dY d;J = - (X + Y + f3Z)Y + g (X)  
dZ r m - 1  - = X n - l  
dT} , 
(3 . 14) 
(3 , 15 )  
m - I  
donde g(s) = as n - 1 - ks2 . Observemos que la funcion 9 es negativa en el 
n - I  
intervalo (O, A) y positiva en (A, oo) , donde A = (k ( 1  - p) ) Y::P = C�-l .  La recta 
{X = A, Y = O} , corresponde a la solucion plana u (x, t) = U(t) = c*ta. . Por otra 
parte, la ecuacion de la interfase (2 . 12) se corresponde con 
lim Y(T}) + f3Z(T}) = O .  
I TJ I-roo 
(3 . 1 6) 
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Buscamos en trayectorias f (17) = (X (1]) , Y(1]) , Z(1])) definidas para cada 1] E JR, 
con r (1]) en el semiespacio 8 = {X 2 o} para cada 1], que son soluciones del sistema 
(3 . 1 5 ) ,  y que conectan dos puntos fin it os (0, Yo , Zo) ,  (0, Yl , Zl ) ,  para 1 1] 1  -+ 00, donde 
Y1 ::; ° ::; To · Su correspondiente perfil estanl definido en el intervalo [Zo ,  ZlJ . 
Veremos que necesariamente Zo < ° < Zl , (menos para el caso donde puede ser 
Zl = 0 ) , por 10 tanto el soporte no se contrae. Si Zo 0 Zl son finitos, la solucion tiene 
que satisfacer la condicion de flujo (FC) , que en las nuevas variables es 
(3. 17) 
En particular esto im plica 11'0 1 ,  1 Yl l < 00 ,  pues las trayectorias con lim 1 Y (1]) 1 = 00 
1 7) 1-+00 - 1  
satisfacen IY I  ::::::; X n - 1  para X -+ 0 ,  y no  pueden satisfacer (3 . 17) . Esto se justifica 
dY 
caIculando dX para valores de X pequenos, IY I  grandes y IZ I  acotado, obteniendo 
dY (n - l)X dX = -Y + 0 (1 ) . 
Primeramente probaremos un resultado que muestra que las trayectorias, en cierto 
sentido, est an . ordenadas, y que sera aplicado mas tarde en algunos resultados de 
unicidad. 
Proposicion 3 .3 .1  Sean r 1 Y r2 dos trayectorias que pasan, respectivamente, par 
los puntas (Xl , Yl , Zd Y (X2 ' 1� , Z2) ,  can Xl = X2, Yl < Y2, Zl > Z2 e YlY2 > o. 
Entonces las proyecciones 31 y 32 de r 1 .y r 2 sabre e1 plano Z = 0 no se pueden 
cortar en ningun punta X > Xl antes de alcanzar la recta Y = 0 .  
Demostracion: 
Escribiremos las proyecciones 31 y :::2 como funciones de X ,  31 = Yl (X) ,  
3 2  = Y2 (X) .  Sea Xo > Xl e l  primer punto de interseccion de tales curvas. Se 
tiene Yl (Xo )  = Y2 (XO) = Yo , �i (Xo) > �i (Xo ) .  Haciendo uso de (3 . 1 5 ) podemos 
escribir 
dY - (X + Y + (3Z)Y + g(X) 
dX (n - l)XY 
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y tenemos que los punt os correspondientes sobre rl y r2 , es decir, (Xo , Yo , Zod Y 
(Xo , Yo , Z02) ,  satisfacen ZOI < Z02 .  Por tanto, existe Xl < X* < Xo tal que 
los puntos sobre r1 Y r2 , (X* , Yd , Z*l )  Y (X* , Y*2 ,  Z*2) , satisfacen Z*l = Z*2 Y 
:� (X* , Y*l )  > :� (X* , "Y..2 ) .  Finalmente, utilizando nuevamente (3. 1 5 ) ,  resulta 
Y�l > Y*2 ,  que contradice que (Xo ,  Yo) es el primer punta de interseccion. # 
Un anaJisis del signa de Y' en el plano Y = 0 (es decir, el signo de g) ,  permite 
concluir facilmente que las trayectorias admisibles deben satisfacer 0 :::; X :::; A, 10 que 
significa que la solucion plana U(t) es una cot a superior absoluta para toda solucion 
autosemejante acotada. 
Lema 3 .3.2 Toda trayectoria que pasa por algun punto (X, Y, Z) , con X > A, 
satisface 
lim X("7) = (X) 6 lim X ("7) = 00 .  TJ-t-oo TJ-too (3 . 18)  
Este resultado puede obtenerse tambien de la ecuacion del perfil (2 . 1 1 ) ,  observando 
que no existen maximos de <p por encima del valor cp = c* . Por la misma razon, cp 
no puede tener un minimo positivo por debajo de c* . De esta forma, si cp es acotada, 
entonces es monotona, 0 primero crece y despues decrece. Ademas, si el soporte no 
es acotado , por ejemplo por la derecha, entonces <p es monotona creciente, creciendo 
sin limite 0 hasta el valor critico c* . 
Lema 3 .3.3 Si X ("7) esta acotada para "7 > "70 , entonces existe el limite 
lim r ("7) = (Xoo , Yoo , Zoo) ,  con 0 < Zoo < (X) si Xoo = 0, Xoo = A si Zoo = 00 .  TJ-too 
Demostraci6n dY Si lim Y ("7) no existe, es decir -d oscila para "7 -+ 00 ,  consideramos el conjunto t-too "7 
T donde dY se anula, que consiste en las dos superficies d"7 
- (X + f3Z) ± V(X + f3Z)2 + 4g(X) 
T = { Y = T ± (X, Z) = } . 2 
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Las derivadas parciales de T± tienen signos constantes para valores pequenos de X 
y grandes de Z ,  que nos lleva a una contradiccion. Por tanto existe Yoo = lim Y (1]) .  1)-+00 
Los llmites de la primera y segunda coordenada existen por monotonia. 
Supongamos ahora Zoo = 00. De esta forma tenemos Yco = O. Tambien, por 
(3 . 1 5) llegamos a 
que implica 
dX k (n - 1 )  3n - m - 2  ( r 3n - m - 2 ) Z dZ = - f3 X 
,, - 1  + 0 .. :\ n - 1  . 
De aqul se obtiene que X no puede tender a cero cuando Z tiende a infinito. Por 10 
tanto se tiene el limite Xoo = a, con 0 < a :S A.  Veamos que necesariamente a = A. 
La prueba es inmediata si el perfil es creciente, puesto que 
dd'
Y = - (X + Y + f3Z)Y + g (X) < g(a) < 0 
T} 
si a < A, 10 cual es imposible . En general , asumiendo a < A tenemos, 
0 = lim lZI(
(1]
)
) = lim �( ) (1) [_ (X (s) + Y(s) + f3Z(s))Y(s) + g (X(s) ) ] ds . 1)-+00 1] 1)-100 Z 77 J 7]0 
Afirmamos que todos los sumandos menos el ultimo son cera. Usando la primer a 
ecuacion de (3 . 15) , 0 btenemos 
. 1 11) 1 _ .  X ( 1]) - X ( 1]0 ) _ hm Z ( )  X ( s ))  (s) ds - hm ( ) Z ( )  - O.  7]-+00 1] 170 1)-+00 n - 1 1] 
El termino que contiene a y 2 tiene que anularse si la integral converge, y si diverge 
podemos aplicar la regIa de L'H6pital, obteniendo 
. 1 1
1) 1 2 . y 2 ( 1] ) hm Z ( )  ) ( s) ds = hm m - 1  = O. 1)-+00 1] 1)0 1)-+00 X � (1]) 
Utilizando ahora la primera y la tercera ecuacion de (3 . 15 ) , integrando por partes y 
aplicando de nuevo la regIa de L'H6pital , tenemos 
1 
1




>71 - 1  
lim ( ) Z ( ) [Z(1]) 10g X(7]) - Z(7]o) 10g X (7]0) - X � (s) 10g X (s) ds] = o. 17-+00 n - 1 7] 1)0 
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Finalmente concluimos 
1 1
17 l - m 
0 =  lim Z( ) g(X(s ) )  ds = a-;;-=T g(a) , 17-->00 TJ 170 
que es imposible si ° < a < A.  
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# 
El conjunto de los puntos criticos del sistema (3 . 15 )  en e consiste de las dos rectas 
Lo = {X = Y = 0, Z # o} 
L1 = {X = 0 , Y + (3Z = 0, Z # O} .  
(3 . 19) 
Las trayectorias admisibles son aquellas que tienen sus puntos ext rem os sobre 
estas rectas, L1 corresponde a las trayectorias que satisfacen la ecuacion (EI) , Lo 
corresponde a las trayectorias que satisfacen la condicion (CF) pero no la ecuacion 
(EI) . Notamos, ademas, que Lo implica la ecuacion mala de la interfase (EI* ) ,  ya que 
es facil ver que las trayectorias que se acercan a Lo satisfacen 
(3 .20) 
En el lema anterior obtuvimos que si lim X (TJ) = 0, entonces I Z (TJ) I esta acotaclo 
[17 [-->00 
y que lim Y (TJ) existe, finito 0 infinito .  Esto implica que solo pueden existir tres 
[17 [-->00 
posibilidades en el comportamiento final de cualquier trayectoria que. se aproxime a 
X = O:  
• la trayectoria finaliza en Lo , 
• la trayectoria finaliza en L1 , 0 
• lim IY (TJ) I = 00 .  
17-->±oo 
En particular se deduce que las interfases que cumplen (CF) s6lo pueden cumplir (EI) 
o (EI* ) .  
Con el objetivo de construir soluciones que satisfagan la ecuacion (EI) , disparamos 
desde puntos de la forma P-y = (0" , -,/(3) E LI ' Linealizando el sistema (3 . 15 )  
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alrededor del punto Py obtenemos la matriz 
que tiene valores proplOS Al = , (n - 1 ) ,  A2 = -" A3 = 0 y vectores proplOS 
e1 = (n, - 1 ,  0) , e2 = (0 , 1 , 0) y e.3 = (0,  /3 , 1 ) .  Por tanto, existe una unica trayectoria 
r l' = r (1], ,) que satisface 
lim r (1] , ,) = P1' 71-+-00 Sl , > 0 
lim r(1], ,) = P1' 
1]-+00 
Sl , < 0, 
vel' pOl' ejemplo [42] .  POI' otra parte, la trayectoria se aproxima a este punto a 10 
largo del vector propio e1 , Y el comportamiento cerca de P1' puede ser descrito ,  como 
funcion de X ,  mediante 
}/ 1 "F k v2 ( V 2 ) . = ,  - -j\. - j\. + O�.A n (2n - 1)/ (3 .21)  , 1 m - l  m - l  Z = - 73 + (m _ 1)/ X-;;-::t + o(X -;;-::t ) .  
Ahora estudiaremos la trayectoria r l' dependiendo de ,. En primer lugar es 
inmediato vel' que r l' es continua con respecto a ,. Queremos caracterizar, en terminos 
de " cU<:lndo esta trayectoria vuelve a Ll ' Seguiremos algunas ideas del trabajo [60] , 
donde tambien se usa un espacio de fases tridimensional para estudiar la existencia de 
soluciones autosemejantes especiales para una ecuacion de tipo absorcion-difusion. Es 
interesante notal' que en nuestro caso la asimetrfa de la ecuacion ( 1 . 1 )  en la variable 
x hace que sean diferentes los casos , > 0 y , < O. As! pues consider amos las dos 
semirrectas, 
Li = { (O " , -,//3) : , > O} ,  L1 = { (0, "(, -,//3) : , < O} ,  (3.22) 
El primer resultado, en sentido negativo, se obtiene de forma sencilla. 
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Lema 3.3 .4 Si 'Y < ° y ° < k :S 1/ (4n) , la trayectoria rl' no esta acotacla, 'y en 
particular 
lim X (7], 'Y) = 00. 7}--t-oo 
Demostraci6n 
Primeramente se observa que en el caso ° < k :S 1/ (4n) exist en dos trayectorias 
explicitas que son soluciones al sistema (3 . 15)  y que parten del origen, 
con 
1 
a1 2 = -(1 ± J1 - 4kn) > 0 ,  , 2n 
1 
b1 ,2 = ( ) > 0. m - n al,2 
Estas trayectorias corresponden a las soluciones estacionarias 
(3 .23) 
(3 . 24) 
(ver [56] ) .  Como una curiosidad observemos que satisfacen a la vez las ecuaciones 
(EI) y (EI* ) .  Consideremos ahora el conjunto F situado a la izquierda y por encima 
de la curva Ql , esto es, 
F = {17 + au'Y < 0, Z + blX:=�' > 0 ) .  
La  frontera de  F consta de  dos superficies 
Fl = {17 + a1X = 0, Z + blX:=� > 0) , 
F2 = {17 + auY < 0 ,  Z + blX :=� = 0) , 
cuyos vectores norm ales interiores son 
m - n r m- n_ l  
V2 = ( b1X n-l , 0 , 1 ) . n - 1  
Sea v el campo vectorial del sistema diferencial (3 . 15 ) ,  
m- l  
V = ( (n - l)X17, - (X + 17 + ;3Z)17 + g(X) , X n=-1 ) .  (3 .25) 
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Entonces tenemos 
V ' VI = -X(ad3Z + aX:=� )  < 0 ,  
V ' V2 = (Y + aIX)/al < O .  
Por tanto las trayectorias r I con extremo en P, E L"1 c F no pueden salir de F 
cuando el tiempo se recorre hacia atnis. Finalmente se observa que en F se tiene 
dX 2 
dry 
< - (n - 1)a1X , 
que implica que X debe ir a infinito (nuevamente cuando el tiempo retrocede) . # 
Con esto termina la prueba del teorema 3 . 2 . 7. 
Lema 3.3 .5 Si 1 1' 1  es suficientemente grande, r l' no esta acotada y se cumple 
(3. 18) . 
Demostraci6n 
Fijemos , > 0, los calculos para , < 0 son similares (incluso mas faciles) .  
Definamos en 8 el conjunto 
rn - 1  
E = { (n - l )Y > A n- l , 0 < X < A ,  Z < X - S } ,  
donde 6 > 0 es una constante a determinar. 
Nuestro objetivo es probar que las trayectorias que pasan a traves de puntos de 
E deb en abandonar este conjunto, cuando ry crece, a traves de la banda X = A, y 
teniendo en cuenta el lema 3 .3 .2 ,  deben escapar a infinito. Finalizamos observando 
que la trayectoria que parte de PI' entra en E si , es grande. 
La frontera BE de E consta de cuatro superficies 
m. - l  El = { (n - l)Y = An=T } n BE, 
E2 = {Z = X - S} n BE, 
E3 = {X = O} n BE, 
E4 = {X = A} n BE. 
So bre El tenemos 
2(m-n) d17 m - n  /I.. n - l  
(n - 1 ) - > (n - 1 ) 1\1 + ,6A n=T (S - /1..) + - (n - 1 )A  > 0 ,  � n - 1  
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eligiendo t5 de forma apropiada, y donde J1!1 = min{g(X) : 0 < X < A}. Por otra 
parte, el vector normal interior de E2 es 1/2 = ( 1 , 0 ,  - 1 ) .  Entonces, con l/ como en 
(3 .25) , tenemos 
1/ '  1/2 = X( (n - l )Y - X ::::�t ) > O .  
Esto implica que ambas, El y E2 , son parte del conjunto de entrada del fiujo y, 
dX como dry 
> (n - l )t5X , la trayectoria abandona E a traves de E4 . # 
Esto prueba el teo rem a 3 .2 .2 .  Consideraremos ahora valores pequenos de ,. 
Lema 3 .3 .6  Si 1, 1  > 0 es suficientemente pequeno (y k > 1/ (4n) si , < 0), 
entonces X (TJ) esta acotado y tiende a cera, mientras que Y(TJ)  tiende a infinito. 
A. demas, se tiene 
lim max X (ry) = O .  1'-t0 1)EIR (3 .26) 
Primeramente construiremos una curva especial Y = H(X ) ,  que nos permita 
definir algun subconjunto G de 8 conteniendo a Ll , al que aplicar argument os 
analogos a los anteriores. 
Proposici6n 3.3 .7 Para cada iE l  > 0 suficientemente pequeno (y k > 1/ (4n) si 
c < 0), existe una unica trayectoria Y = H(X) que es soluci6n de 
dY - (X + Y - c)Y + g(X) 
dX (n - l )XY 
con Y(O) = c, Y(Be) = 0 para algun 0 < Be < A.  A.demas l im BE = O .  
E-tO 
Demostraci6n 
Los puntos criticos del sistema en el plano (X, Y) son (A, 0) y (0, c) ambos puntos 
de silla. Las trayectorias estable e inestable unen (A, O)  con ±oo cuando X -+ 0 (en 
este analisis juega un papel esencial el signo de 1 - 4kn para el caso c < 0 ) .  Por 
tanto, la unica trayectoria que parte de (0, c) se encuentra en la region formada por 
estas dos curvas, 10 que implica que debe cruzar el eje Y = 0 en algun punto BE < A. 
El hecho de que BE: tienda a cero cuando c -+ 0 se sigue de la continuidad del fiujo 
respecto a los parametros y del comportamiento de las trayectorias para c = 0 .  # 
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Demostraci6n del lema 3.3.6 .  Una vez mas realizaremos la demostracion con 
detalle solo para el caso "I > O. 
Sea H = He (X ) la funcion obtenida en la Proposicion anterior, donde c > 0 
se elegira con posterioridad. Recordemos que He (.X) > 0 para 0 < X < Be , Y 
Hc (Be) = o. Consideremos el conjunto 
G = {O < X < Be , 0 < Y < H, Y + (3Z + .!.X < O} .  
n 
Esta claro, por (3 . 2 1 ) ,  que la trayectoria r, entra en G si 0 < "I < c. Probaremos 
que r, no puede salir de G atravesando G1 ni G2 , partes de la frontera aG de G 
G1 = {O < X < Be , Y = H, Y + (3Z + �X < O} ,  
G2 = {O  < X < Be ' 0 < Y < H, Y + (3Z + �X = O} .  
Los vectores normales interiores de  G1 y G2 son 
1)1 = (H', - 1 , 0) , 1 V2 = (- - ,  - 1 ,  -(3) . 
n 
Obtenemos entonces 
V ·  VI = H((3Z - c) > 0, 
en G1 ,  ya que c/ (3 < Z < 0 ,  y 
-2 _ 771. - 1  V · V2 = k.X - (a + (3)X n- 1 > 0, 
en G2 ,  seleccionando c suficientemente pequeno para que 
_ ( k ) 7=: Be < A - --(3 a +  (3 .27) 
De esta forma r, sale de G atravesando el plano {Y  = O} ,  y esto 10 hacer antes 
de llegar al plano { Z  = O} .  Ahora, usando de nuevo (3 . 2 1 ) , vemos que r, no puede 
1 aproximarse a Ll por debajo del plano -x + Y + (3Z = 0 ,  y por tanto se verifica 
n 
lim Y(1]) = -00. Tambien hemos probado que la coordenada X de r, permanece 1)--+00 
acotada por Be si c es suficientemente pequeno y 0 < "I < c. Es decir X (1]) � B, y 
de aqul se deduce (3. 26) . 
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En el caso I < ° consideramos, en lugar de E, el conjunto 
G = {o < X < Be, H < Y < 0, Y + (3Z + �X < O} .  n 
# 
Corolario 3 .3 .8 i) Existen dos constantes �_ < ° < �+ tales que no hay soluciones 
autosemejantes con soporte [b, 6] 6 [6 , b] con I b l  :S 00, �- < 6 < �+ , 6 =1= 0, que 
satisfaga (EI) en 6 .  
ii) El maximo de los perfiles de cualquier soluci6n autosemejante que satisfaga la 
(EI) en una de las interfase esta acotado por debajo por la constante A de (3 . 27) . 
Consideremos ahora trayectorias Y /-1. que parten de los punt os Q/-1. = (0, 0 ,  p,) E Lo · 
Asumamos primeramente p, < 0 .  Si linealizamos alrededor del punto Qll ' vemos 
que existe para el fiujo  una variedad inestable unidimensional y una variedad central 
bidimensional, ver por ejemplo [ 21 ,  20] . La variedad central Y = h(X, Z) satisface 
h(O, p,) = Dh(O, p,) = 0 ,  y es solucion de la ecuacion 
8h m - l  8h 
(n - l)Xh 8X + Xn=T 8Z + (X + h + (3Z)h - g (X) = 0 .  
Esto significa que, cerca de X = 0, Z = p" 
y por consiguiente, haciendo usa de (3 . 1 5 ) ,  cerca de Q/1' tenemos 
Las trayectorias sabre h son inestables y la parte negativa de Lo se camporta como 
una fuente. Si p, > 0, un analisis similar muestra que la parte positiva de Lo es un 
sumidero. Disparanda desde Lo estudiamos Y /-l.' 
Lema 3.3 .9  El lema 3.3.6 se cumple para Y /-1. '  con 1p, 1  suficientemente pequeiio. 
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Demostracion 
Esta claro que si I pl < I,BE I , las trayectorias YJ.L entran en el conjunto G, y tienen 
que salir atravesando el plano {1' = O} .  # 
Esto demuestra el teorema 3 .2 . 1 .  
3 .4 Demostraci6n de la existencia 
Probaremos ahora el teorema 3 .2 .5 .  En la primera parte nos concentraremos en las 
trayectorias que parten de Lt . Definamos los conjuntos 
B+ = { (X, 1', Z) : 0 < X < A, l' > O}  
F+ = { (X,  Y, Z)  : X = A, l' > O} 
H = { (X, Y, Z) : 0 < X < A, l' = O} 
Gt = {, > 0 : r I cruza F+} 
Gt = {, > 0 : r I cruza H} 
Gt = {, > 0 : lim X(17, ,) = A, lim 1'(17 , ,) = 0 ,  lim Z(17, ,) = oo} .  1]-+00 1]-+00 1]-+00 
Lema 3.4. 1 Los conjuntos Gt y Gt son abiertos y conexos y 
Gt U Gt U Gt = (0 ,  00 ) .  
En particular, esto implica que Gt es cerrado y no vado. 
Demostracion 
(4.28) 
Del lema 3 .3 .6  sabemos que Gt es no vado y contiene algun intervalo (0 , ,) y, 
ademas, del lema 3 .3 .5  obtenemos que Gt es no vado y contiene algun intervalo 
(/, 00) .  Ambos son abiertos por continuidad. La propiedad de conexion se sigue de 
la Proposicion 3.3 . 1 .  Para finalizar observamos que el lema 3.3 .3 nos l leva a que toda 
trayectoria ri que sale de B+ satisface que , E Gt . # 
Lema 3.4.2 E1 conjunto Gt consta de un solo punto, es decir, existe un unico 
perfil que satisface (IE) en 1a interfase derecha y crece hasta A cuando � -+ 00 .  
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Demostraci6n 
Supongamos que existen dos trayectorias r 1'1 y r 1'2 ' con 0 < 11 < 12 , tales que 
Si escribimos las trayectorias como funcion de X E (0, A) , es decir , 
tenemos Yt (O) = 11 < Y2 (0) = "(2 , l.im Yt (X) = lim Y; (X) = 0, y tambien 
X---+A X---+A 
ZI (0) = -"(1/13 > Z2 (0) = -"(2/13 . Aplicando la Proposicion 3 .3 . 1  tenemos que 
las curvas Y1 y Y2 no se cortan en el intervalo (O , A) , 10 cual significa Y2 (X) > Yi (X) .  
Afirmamos que Y2 - Y1 no puede disminuir si X tiende a A.  
Primeramente observamos que de (3. 1 5) tenemos, 
m - l  
dZ1 dZ2 X n - l  
dX - dX (n _ 1 )Y1Y2 (Y2 - Y1 )  > 0, 
y entonces Zl (X) - Z2 (X) > (,2 - ,dl 13 > O .  De nuevo usando (3 . 15) obtenemos, 




(Y2 - Yd + (,2 - "(l ) J > 0, 
para Yi , 1� pequenos, 10 que prueba la afirmacion anterior. Esto concluye la 
demostnicion. # 
Definimos ahora el numero 
It = sup{"( > 0 : (0 , "() c Gt} > O. ( 4. 29) 
Del resultado anterior tenemos que "(t E Gt · Por otro lado, para "f E (0 , "(t) 
consideremos el tiempo '1]+ (,) para el cual r l' atraviesa H, es decir, 
y la curva C+ : (0, "(t )  --7 H definida por 
( 4 .30) 
Haciendo uso del lema 3.4 . 1 y del resultado (3.26) del lema 3.3.6 obtenemos 
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Lema 3.4.3 La curva C+ es continua en (0, ,t) y satisface 
lim C+ (,) ) = (0, 0 , 0) , 
1''\.0 
(4 .31)  
Consideremos, ahora los eonjuntos (4.28) con indiee - eorrespondiente a , < 0 .  
Utilizando e l  mismo proeedimiento obtenemos la  eurva C- : (,0 , 0) ---+ H definida 
por 
( 4.32) 
donde 7]- (,) es e1 instante en que r { cruz a H, y 
'0 = inf{, < ° : (,, 0) C GIl} < O .  (4.33) 
Observese que C- no existe si ° < k ::; 1 / (4n) , ya que GIl = (/) por e1 1ema 3.3 .4 .  
Para esta eurva se tiene: 
Lema 3.4.4 La curva C- es continua en (,0 , 0) y satisface 
� C- (,) ) = (0 , 0 , 0 ) ,  
Con est os  resultados concluimos 
lim C- (,) ) = (1\, 0 ,  -00) . 
{'\.{o 
Lema 3.4 .5 Las curvas C+ y C- se cortan en algun punta 
para ciertos ,-: E (O " t ) ,  ,: E (,0 , 0) .  
Demostraci6n 
(4.34)  
Para , suficientemente pequeno, las eurvas C+ y C- estan par debajo y por 
encima, respectivamente, de 1a recta {X + nj3Z = 0, Y = O} .  Por tanto, como 
funci6n de X en H, tenemos C+ < C- para X pequeno y C+ > C- para X cereano 
a A. # 
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z 
Figura 4 . 1 :  La trayectoria r * correspondiente al perfil que satisface (EI) . 
La demostraci6n del teorema 3 .2 . 5  se concluye ahora facilmente ya que el lema 
anterior implica ,; E S+ , ,; E S- . Mediante traslaci6n en f/ podemos suponer 
f/+ bn = f/- b;)  = f/* . Entonces la trayectoria deseada es 
Esta satisface 
lim r * ( f/) = Py + , 1]-+ -00 '*  
para f/ ::;  f/* 
para f/ 2:: f/* 
La trayectoria r* , as! como las curvas C+ y C- obtenidas numericamente, se 
muestran en la figura 4. 1 ,  donde los parametros considerados son m = 3 . 5 ,  p = 
0 .5 ,  k = 10 .  
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Nota 3 .4.6 La unicidad de tal soluci6n autosemejante permanece abierta. Esta 
podrfa obtenerse de cierta pl'Opiedad de monotonfa de las curvas C+ y C- , sugerida 
por 1a figura 4. 1 ,  que asegurarfa que se cor tan en un solo pun to. 
Nota 3 .4 .7  A partir de esta figura vemos que e1 punto de intersecci6n de C+ y 
C- satisface Z < o. De esta forma e1 perfil no es simetrico y alcanza un maximo para 
m101'es negativos de � .  Esto tambien nos muestra que e1 maximo de 1a. correspondiente 
soluci6n autosemejante se mueve hacia 1a izquierda segun aumenta e1 tiempo, un 
efecto de 1a convecci6n. 
Nota 3.4.8 En e1 caso 0 < k � 1/ (4n) , e1 mismo argumento muestra que existe 
una conexi6n entre Lt y e1 origen. Esto da 1ugar a una soluci6n autosemejante con 
soporte compacto que satisface 1a ecuaci6n (EI) en ambas interfases, pel'O con 1a 
interfase derecha estacionaria. 
Con el fin de completar la caracterizaci6n de las trayectorias de L1 , ver el lema 3 .4 . 1  
para la  parte negativa, tambien describiremos los con.iuntos G� . Estos corresponden 
a un perfil con soporte compacto que satisface la ecuaci6n (EI) al menos en una 
interfase. 
De acuerdo a los resultados de la secci6n anterior tenemos inmediatamente que 
don de 
Gto = {, > 0 lim r('I], ,) E Lo } ,  11-+00 
Gt1 = {, > 0 lim r('I], ,) E LI } ,  11-+00 
Gt 00 = {, > 0 : J1� IY ('I]) I = oo}.  
Lema 3 .4 .9  Los conjuntos Gto y Gtoo son abiertos y no vados. 
Demostraci6n 
G1{o contiene algun intervalo (a, ,t) ,  donde a > 0 est a cerca de ,t , dado que 
dY 0 1 . - > en e conJunto d1] . 
{O < X < A,  Y = b, Z � c} . 
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Figura 4 . 2 :  Las trayectorias (proyectadas sobre el plano Y Z) corresponden a perfiles 
con soporte compacta que satisfacen (EI) en la interfase derecha. En la interfase 
izquierda se tiene: r * satisface (EI) ; r 2 satisface (EI* ) ;  r 1 no satisface (CF) . 
para todo b < 0 y c = Z (a, 7]+ (a)) > 0 grande. Tambien Cli 00 contiene algun intervalo 
(0, d) , donde 
Finalmente, los conjuntos Clio y Clioo son abiertos, el primero observando que Lo se 
comporta como un sumidero para Z > 0 y el segundo dado que dY < 0 para Y -+ 00 d7] 
y Z acotado. # 
Como consecuencia tenemos que Clil es cerrado. El hecho de que Clio es no vacfo 
implica a la existencia de un continuo de soluciones autosemejantes que satisfacen 
(EI) en una de las interfases y (EI* ) en la otra, 10 cual prueba el teorema 3.2 .4 .  En la 
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figura 4 .2 incluimos las gnificas de las diferentes trayectorias correspondientes a Gt, 
proyectadas sobre el plano {X = O} ,  con los mismos panlmetros de la figura 4 . 1 .  La 
misma caracterizaci6n se puede hacer para la parte negativa de L1 , es decir para Gt . 
3 . 5  Casa n < 1 
En esta secci6n consideramos el caso n :S 1 siguiendo el mismo analisis de las dos 
secciones previas. Comencemos con el caso n = 1 (m + p = 2) , k > O . Aqui la 
ecuaci6n correcta de la interfase (EI) es ( 1 .8 ,  1 . 9 ) .  Deduciremos, utilizando un espacio 
de fases tridimencional amilogo a (3 . 14) , la existencia de una soluci6n autosemejante 
que satisface (EI) . 
Consideramos aqui, en lugar de (3 . 14) , las variables 
X m-1 Y = cpm-2 cp' , Z = t: , � _ vm-1 � ./ = 
cp 
, 
':, d7] - ./\. d� , 
para obtener el sistema 
dX 
_ ( ) 'F1'/ - - m - 1 ./\. d7] 
�: = - (Y + Z)Y + 92 (X) 
dZ 
= X d7] 
(5 .35)  
(5 .36) 
Recordemos que para este caso tenemos que a = m-1 = _1_ v f3 = 1 .  Como 1-p J 
antes, el punto donde 92 se anula, A = k (m - 1 ) ,  da una cota superior absoluta para 
1 el perfil, ¢ :S ( k  (m - 1 ) )  m - l . Los puntos cd ticos est an localizados so bre la curva 
L = { (O " , - (r + kif) '  , E 1R - {O} } .  N6tese que sobre L tenemos I Z I  2 2Yk. Esto 
esta relacionado con la velocidad minima de propagaci6n (ver [58] ) .  En particular , 
tenemos que el soporte del perfil debe contener el intervalo [-2Yk - 1 ,  2Yk - 1] . 
Del comentario anterior, la ecuaci6n correct a de la interfase (EI) correspondeda 
a los puntos de L con Ir l 2 Yk. La otra rama Ir l < Yk se corresponde con (EI* ) .  
El sistema (5 .36) posee algunas trayectorias explicitas. En primer lugar la 
trayectoria acotada 
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2) ,  Z = - (m + 1 ) 1", 1 1" 1 :::; /k}, 
2m V �  
que corresponde a la solucion autosemejante 
um-1 (x, t) 
= t 
[ (m + l ) k _ ( x + 1) 2] 





ver [59] . Por otro lado, para cada punto critico sobre L tenemos la trayectoria no 
acotada 




X - , - � ,  X � O } ,  , , m - 1 , 
correspondiente a una solucion de la ecuacion ( 1 . 1 )  en forma de onda viajera 
um-1 (x t) 
---,--' --'- = h'x + (,2 - ,  + k)t] + m - 1  
(5 .39) 
ver [58] . Estas soluciones satisfacen (EI) 0 (EI* ) dependiendo del valor de ,. La 
superficie donde d
1" 
=, 0 ,  es decir, el conjunto formado por las ondas viajeras (5 .39) 
dT) 
Q = { (1" + Z)1" = 92 (X) } = {roo" , , =1= O} , (5 .40) 
es invariante mediante el flujo definido por (5 .36) . Esto implica que las trayectorias 
d1" que atraviesan el plano {1" = O} tienen que satisfacer 
dT) 
< ° para todo T) E JR, 
y los correspondientes perfiles son concavos en variable presion en el conjunto de 
positividad. 
Los valores propios de la aproximacion lineal de (5 .36)  alrededor de cualquier 
punto P, E L son '\1 = (m - 1h, '\2 = kl, - , y '\3 = O. Por tanto, para cada 
i i i  > Vk, el punto P, tiene un comportamiento de punto silla, y existe una unica 
trayectoria r (  T), ,) que satisface 
lim r(T) , ,) = P, 
1)-+ - 00 
si , >  Vk 
si , <  -Vk. 
Este hecho, junto con la existencia de la solucion anterior en forma de onda viajera, 
implica que en este caso, 1, 1  > v'k, no pueden existir soluciones autosemejantes con 
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soporte compacto que satisfagan la ecuaci6n (EI) al menos en una de las interfases. 
Aun mas, el perfil de cualquier soluci6n autosemejante con soporte compacto que 
satisface (EI) debe tener soporte exactamente [-2v'k - 1 ,  2v'k - 1 ] .  
Si I I I < v'k el punta P-y es un nodo, y existe una variedad bidimensional invariante 
que contiene a P-y , estable cuando 'Y < 0 e inestable si f > O. Por ultimo,  si I f I = v'k 
el punto P-y se comport a como un punto silla-nodo. 
Pasamos ahora a la demostraci6n de la exist en cia y estableceremos la conexi6n 
entre los puntos criticos P+ = (0, v'k, -2v'k) Y P+ = (0, -v'k, 2v'k) .  
Demostraci6n del teorema 3.2 .6 .  Procederemos en varias etapas, siguiendo 
los argumentos de las secciones precedentes. Partiendo del punto P + tenemos 
dos trayectorias especiales, una contenida en el plano {X = O} ,  es decir, r 0 = 
{ (O ,  Y, -2v'k) , 0 :::; Y :::; v'k} ,  y ademas la trayectoria correspondiente a la variedad 
inestable del comportamiento silla, es decir, la soluci6n en forma de onda viajera , 
r oo,v'k de (5 .39) . Queremos estudiar todas las delmis trayectorias correspondientes al 
comportamiento tipo nodo. Con este prop6sito consideremos la esfera S con centro 
en P+ y con radio r > 0 pequeno. Las trayectorias que parten de P+ cortan a S 
dando lugar a una curva continua simple n = n(A) , parametrizada por A E (0 , 00) ,  
sienclo su frontera los puntos de  intersecci6n de  ro y r oo , v'k  con S .  La curva n jugara 
el papel de Lt en la demostraci6n del teorema 3 .2 . 5 .  
Disparamos desde D, es decir, para cada A E (0 , 00) consider amos la trayectoria 
rA que pasa por el punto D(A) . Seguimos esta trayectoria hasta que corta al plano 
H = {Y = O} .  De esta manera definimos el conjunto (ver (4.28) ) ,  
J = { A  > 0 : r A cruza H } .  (5 .41 ) 
Con un argumento analogo a la Proposici6n 3.3.7 , obtenemos que para cada 
o < Xo < kia, Zo < 0, existe una trayectoria que conecta los puntos P+ y 
Po = (Xo , 0 ,  Zo) · Esto implica que J contiene algun intervalo [0, A) , A > O .  Sea 
AO = sup{ A > 0 : [0, A) C J} :::; 00, (5 .42)  
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y la curva 
C : [0, AO) -t H, C(A) = f,\ n H. (5 .43 ) 
Al igual que antes, es facil de ver que esta curva cruz a la recta {Z = o} en 
H. Refiejando la trayectoria correspondiente por simetria, obtenemos la conexion 
deseada. 
Para la unicidad, primeramente probaremos un resultado analogo a la 
Proposicion 3 .3 . 1 .  
Proposici6n 3.5. 1 Sean f 1  y f2 dos trayectorias que salen del punto P+ . Las 
proyecciones =1 y =2 de fl Y f 2 sobre el plano {Z = o} no pueden cortarse en ningun 
punto X > ° antes de a1canzar el recta {Y = o } .  
Demostraci6n 
Escribiremos las proyecciones =1 y =2 en funcion de X, =1 = Y1 (X) , =2 = Y2 (X ) . 
Entonces existe c > ° tal que, por ejemplo , Y1 (c) < Y2 (c) .  Ahora los correspondientes 
puntos (E, Y1 (E) ,  Zl ) y (E , Y2 (E) , Z2) sobre fl y f2 satisfacen las hipotesis de la 
Proposicion 3 .3 . 1 ,  puesto que Z1 > Z2 , por (5 .36 ) . Concluimos utilizando los mismos 
argument os que en la de most rae ion de dicha proposicion. # 
Disparamos ahora hacia atras desde los puntos (Xl , 0 ,  0) Y (X2 ' 0 ,  0) con Xl < X2 
y probaremos , utilizando el result ado anterior, que las correspondientes trayectorias 
fl y f2 no pueden cortarse para ningun valor Y > O . Esto implica que existe una 
unica trayectoria que sale de P + que corta al ej e X . 
Con este fin consideremos las proyecciones �l = Zl (Y) Y �2 = Z2 (Y) de fl Y 
f 2 sobre el plano X = 0, Y asumiremos, par contradiccion, que se cortan en un 
primer punto ZI (1� )  = Z2 (Y* ) ,  con Y* > 0. De esta manera, Y por (5 .36) , obtenemos 
ZI (YO )  > Z2 (YO) para todo ° < Yo < Y* . Considerando ahora los respectivos puntos 
sobre fl y f2 ' es decir (XO,I , Yo , ZI (YO) )  Y (XO,2 , Yo , Z2 (YO ) ) ,  de la Proposicion 3 . 5 . 1  
obtenemos Xo I < Xo 2 . Finalmente, de  nuevo por (5 .36) Y utilizando 
dY < 0 ,  , , d7] 




(Yo) ,  y esto se cumple para todo ° < Yo < Y* , 1 0  que 
contradice la suposicion Zl (Y* )  = Z2 (Y* ) .  # 
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Finalmente consideremos el caso n < 1 .  
Demostraci6n del teorema 3.2.3 .  Definimos aqui las variables 
"\T I-n ./\. = cp , 
obteniendo el sistema 
, r  m-n-l ' 1/ = cp cp , 
dX = ( 1 - n)XY dTJ 
d r �  d - = X l - n -dTJ d� ' 
dY 
- = - ( 1  + nY + j3X Z)Y + 93 (X) 
dTJ 
dZ r m -n 
- = X l - n dTJ 
(5 .44) 
(5 .45) 
donde 9:3 (S) = O:'s� - k .  E1 conjunto de los puntos criticos consiste en dos rectas 
1 
a± = -(1  ± J1 - 4kn) > 0 ,  2n (5 .46) 
que existen solo si k :s: 1 /  (4n) . Ambas rectas estan contenidas en el semiespacio 
{Y < OL por 10 tanto no puede existir ninguna conexion entre ellas . Como en el caso 
anterior los puntos en el infinito (0, ±oo, Z) no satisfacen la condicion de flujo .  Por 
otro lado, si k > 1 / (4n) no hay puntos criticos finitos por consiguiente toda solucion 
autosemejante tiene que ser positiva, ver tambien [35] . # 
Linealizando alrededor de los puntos criticos que estan sobre L_ vemos que se 
comportan como nodos estables, mientras que los de L+ se comportan como punt os 
de silla. Las trayectorias (no acotadas) que finalizan en est a rectas, satisfacen e1 tercer 
comportamiento comentado en 1a introduccion de este capitulo. En efecto, los puntos 
(0, a± ,  0) correspond en a las soluciones estacionarias (3 .24) . 
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