ABSTRACT Cerebral infarct volume (CIV) measured from follow-up non contrast CT (NCCT) scans of acute ischemic stroke (AIS) patients is an important radiologic outcome measure of the effectiveness of ischemic stroke treatment. Post-treatment CIV in NCCT of AIS patients typically includes ischemic infarct only. In around 10% of AIS patients, however, hemorrhagic transformation or frank hemorrhage occurs along with ischemic infarction. Manual segmentation used to segment CIV into these two components in clinical practice is tedious and user dependent. Although automated segmentation methods exist, they can only segment either hemorrhage or ischemic infarct alone. In order to measure post-treatment CIV more efficiently, a novel joint segmentation approach is proposed to segment ischemic and hemorrhage infarct simultaneously. The proposed method makes use of advances in deep learning and convex optimization techniques. Specifically, convolutional neural network learned semantic information, local image context, and high-level user initialized prior are integrated into a multi-region time-implicit contour evolution scheme, which can be globally optimized by convex relaxation. The proposed segmentation approach is quantitatively evaluated using 30 patient images using Dice similarity coefficient and the mean and maximum absolute surface distance, compared to the gold standard of manual segmentation. The results show that the proposed semi-automatic segmentation is accurate and robust, outperforming some state-of-the-art semiand automatic segmentation approaches.
I. INTRODUCTION
Recent randomized clinical trials revolutionized stroke care by confirming clinical benefit of modern endovascular therapy (EVT) in acute ischemic stroke (AIS) patients due to proximal anterior circulation occlusion [1] . A recent study showed that the beneficial effect of EVT on clinical outcomes could be explained by a reduction in post-treatment cerebral infarct volume (CIV) [2] , [3] , measured on follow-up non-contrast CT (NCCT) scans. Post-treatment CIV of AIS patients in NCCT typically includes ischemic infarct only.
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In around 10% of AIS patients however, hemorrhage occurs after EVT [4] . In such patients, post-treatment ischemic infarct co-exists with hemorrhage, as shown in Fig. 1 . Manually contouring ischemic infarct and hemorrhage from the follow up NCCT images is tedious, time consuming, and observer dependent. Thus, an auto-or semi-automated infarct and hemorrhage segmentation method would be highly desired.
Although fully-automated approaches have been suggested [5] , with the aim of removing inter-subject variability in lesion delineation and allowing for the analysis of large CT datasets, it is challenging to segment ischemic infarct and hemorrhage simultaneously from NCCT images, due to: i) low signal to noise ratio of NCCT images compared to MR images; ii) low contrast of brain soft tissue; iii) anisotropy of NCCT images; for instance, a typical standard NCCT scan is with slice thickness of 5 mm while having high in-plane resolution of 0.625 × 0.625 mm 2 ; iv) interference from leukoaraiosis and partial volume (PV) effect in the area around cerebrospinal fluid (CSF), as these have similar intensity distributions to ischemic infarct ( Fig. 1(a) ), and PV effect of skulls, calcification and movement artifacts having similar appearance as hemorrhage ( Fig. 1(b) ).
As hemorrhagic stroke typically has higher Hounsfield unit (HU) than normal tissue, unsupervised clustering techniques followed by expert system classification and morphological operations [6] , [7] , supervised learning techniques [8] and template-based comparisons [9] , [10] are often used. These methods worked well for primary intracerebral hemorrhage, but not for subarachnoid hemorrhage (SAH) and scattered hemorrhagic transformation of ischemic stroke ( Fig. 1(b) ), In contrast to hemorrhagic stroke segmentation, ischemic stroke segmentation is even more challenging due to low visibility of ischemic stroke [5] . Therefore, more sophisticated features besides first-order HU features, such as texture and asymmetrical measures between ischemic and normal sides, were introduced as inputs to machine learning model for voxel-wise classification [11] . Alternatively, user interaction algorithms, such as seeded region growing [12] , [13] , were also used to incorporate high level expert knowledge into the segmentation, making the algorithm run in a semi-automated fashion and potentially removing the detected false positives.
Although efforts have been made on segmenting either infarct [10] or hemorrhage [8] individually, less attention has been drawn on segmenting scans with ischemic infarct and hemorrhage occurring simultaneously. The existing hemorrhage or ischemic infarct segmentation methods cannot be directly applied on AIS brain scans with two components, since image intensity profile as a key feature used to build up the segmentation algorithm differs greatly between hemorrhage and ischemic infarct (Fig.1) . Zimmerman et al. [14] manually measured intracerebral hemorrhage and infarct, in spite of the fact that manual contouring is resource intensive and observer dependent. Chawla et al. [15] detected both hemorrhagic and ischemic strokes in a given CT volume, by comparing image intensity difference between two hemispheres, under the assumption that an abnormal region in one hemisphere will have a significantly different intensity compared to the other hemisphere. Unfortunately, only qualitative detection results were provided in this study. Although sequentially segmenting these ischemic infarct and hemorrhage may be an option [10] , [13] , it is problematic to fuse two individual segmentations, especially when hemorrhage occurs within ischemic infarct as shown in Fig. 1(b) . Additionally, from the practice perspective, a unified framework of segmenting ischemic infarct and hemorrhage simultaneously is more efficient than two separate pipelines.
To address the issue of segmenting hemorrhage and ischemic infarct simultaneously, we propose a semiautomatic segmentation approach, which makes use of the latest advancement of deep learning and convex optimization techniques combined with high level expert input prior information. Our contributions are threefold: 1) Segmenting hemorrhage and ischemic infarct from the follow up NCCT images is integrated into the same framework, for which, a novel joint segmentation approach is proposed. 2) A well-established handcrafted feature, bilateral Density Difference between symmetric brain regions, is incorporated into the U-Net [16] architecture (D-Unet) to solve this challenging segmentation problem, while employing an Euclidean distance weighted loss function.
3) The CNN learned information, local image context, along with expert input prior information are then integrated into a convex optimization based multi-region contour evolution to generate final segmentation.
Although preliminary results were presented at the 2018 International Conference on Medical Image Computing and Computer Assisted Intervention (MICCAI) [17] , substantial improvements have been made in this work. These include development of a new deep learning model of D-Unet and extensive evaluation.
II. METHOD A. APPROACH OVERVIEW
We propose a segmentation approach to simultaneously partition an input NCCT image into 4 disjoint regions C i , i = 1 . . . 4, denoting ischemic infarct, hemorrhage, CSF, and other tissues. The segmentation pipeline is shown in Fig. 2 . The input NCCT images are first skull-stripped using an in-house software, followed by image normalization using z-score transformation and mapping to the MNI space using affine transformation in Nifty-Reg toolbox [18] . The preprocessed images are then individually input into three trained CNN models to generate three probability maps P i (x), i = 1 . . . 3, for ischemic infarct, hemorrhage, and CSF, respectively. In order to introduce high level expert knowledge into the segmentation scheme, some voxels were manually sampled from each region, as shown in Fig. 2 , to initialize the VOLUME 7, 2019 FIGURE 2. Overview of the proposed segmentation approach. User initialized infarct (red), hemorrhage (green), CSF (blue), and background (yellow) voxels along with CNN output probability.
subsequent multi-region contour evolution. The user-sampled voxels are not only used to learn local image context, such as intensity probability density functions (PDFs) F i (x), i = 1 . . . 4, for each region, but also hard coded in the algorithm serving as constraints supervising the contour evolution. An energy function was defined to evolve 4 disjoint contours, which takes into account CNN learned semantic information P(x), local image context F(x), as well as expert defined lesion location. Convex relaxation technique is introduced to optimize the defined energy function by solving a continuous min-cut/max-flow problem, which implies that the contour evolutions are globally optimal at each time frame. The whole pipeline is performed in a semi-automated fashion. More details of D-Unet and multi-region evolution are provided below.
The proposed D-Unet architecture demonstrated in Fig. 3 is following the classical architecture of U-Net. It combines a contracting path with a symmetric expansive path. In each layer of the contracting path, we utilize two consecutive padded convolutions both followed by batch normalization (BN) and a rectifier linear unit (ReLU) activation. Output of the two consecutive padded convolutions is downsampled by 2×2 max pooling operation. To extract more details of the images, the number of extracted features is doubled at each layer. In the symmetric expansive path, a 2×2 up-convolution is applied to up-sample the feature map while halving the number of features from the previous layer. We then concatenate the features in this expansive layer with the features from the corresponding contraction layer to obtained the larger feature maps followed by two consecutive padded convolution layers with BN and ReLU.
U-net, as a typical fully connected neural network (FCN), can automatically learn spatial information, edge gradient feature, shape and texture feature, and size-, shape-, and texture-based semantic features. In addition, comparing the appearance difference between ischemic and contralateral sides of brains is an intuitive way to detect the subtle hypo-attenuation changes from NCCT for neuroradiologists. The bilateral density difference between symmetric brain regions as an important feature has been widely used for developing ischemic infarct detection algorithm [10] , [11] , [15] , [19] . Inspired by this fact, bilateral density difference between symmetric brain regions is additionally introduced into the U-Net. The bilateral density differences are calculated at 3 different scales: 3 × 3 × 3, 7 × 7 × 7, and 11 × 11 × 11, by subtracting the original brain from its symmetric brain voxel-by-voxel. The symmetric image is generated by nonlinearly registering the horizontally flipped brain to the original brain using deformable registration in Nifty-Reg [18] . The bilateral density differences at 3 scales (512 × 512 × 3) are then concatenated with the features from the first padded convolution layer after the feature copy and concatenating operation (Fig. 3 ). Finally, a 1 × 1 convolution followed by a pixel-wise soft-max layer is applied to map the features from the last layer to the probability map of each voxel belonging to a certain class. Note that the bilateral difference is pre-calculated before training.
2) WEIGHTED LOSS FUNCTION
We minimize an object function based on cross entropy to update the parameters of the D-Unet, such as weights and biases. Unlike a standard learning process treating all the pixels equally, we propose an Euclidean distance weighted cross entropy object function, which considers the Euclidean distance between a pixel x in an image X and prior brain structure S given the corresponding label map Y, defined as follows,
where P(y(x)|X , ) is the probability given by softmax output of the D-Unet, p = P(y = 1|X , ) is the probability of pixel x belonging to the foreground, and α(x) is a distance map calculated as:
dist(.) is the distance function calculating the Euclidean distance between a pixel x and the boundary ∂S of the predefined brain mask S. For hemorrhage segmentation, α measures the distance between a pixel and brain mask. During the training stage, the pixels closer to the brain mask have less confidence than other pixels, therefore contributing less impact on the loss function. This could potentially decrease the false positive pixels around the brain mask, where skull PV effect typically exists ( Fig. 1(b) ). Similarly, for ischemic infarct segmentation, α measures the distance between a pixel and CSF. In this case, the pixels closer to the CSF have much less confidence than other pixels, potentially decreasing the impact of CSF PV effect and leukoaraiosis on optimizing the loss function. Figure 4 shows an example of two hemorrhage lesion probability maps output by U-Net and the proposed D-Unet. It can be seen that the D-Unet output map generated much less false positive hemorrhage or infarct candidate pixels than the U-Net output map, especially in the area around the brain and CSF, while maintaining a great precision rate. The probability maps output by U-Net or the proposed D-Unet can be either thresholded to automatically generate segmentations, or used as data costs to facilitate the subsequent multi-region contour evolution. 
C. MULTI-REGION TIME-IMPLICIT CONTOUR EVOLUTION (SEMI-D-Unet)
Following the CNN learning, a multi-region evolution is employed in combination with user inputs to yield final segmentation. In this work, we employ the evolution of 4 timeimplicit level-sets C i , i = 1 . . . n, to simultaneously partition the image into 4 disjoint regions: ischemic infarct, hemorrhage, CSF, and other tissues ( Fig. 5(a) ), under the constraint:
where means image domain, and n = 4. If C t i , i = 1 . . . n, is defined as the i-th region at the current time frame t, these n disjoint contours will evolve from their current positions C t i , i = 1 . . . n, at time t to their new positions C (Fig.5(b) ).
1) MULTI-REGION EVOLUTION
With these definitions above, the evolution of each region is intended to minimize the discrepancy between shrinkage VOLUME 7, 2019 FIGURE 5. Contour evolution scheme. (a) 4 disjoint regions at the current time frame t ; (b) Evolution of contour ∂C 1 from time frame t to t + 1 with the defined contour expansion and shrinkage.
and expansion over the discrete time frame while minimizing contour length:
subject to (3), where g(s) is the weighting function along the contour boundaries, calculated as image gradient in this application. In general, the level-set C evolution is driven by distance functions and image features for image segmentation, for which, the cost functions c 
where h > 0 is constant, dist(.) is the distance defining distances from x to the contour boundary ∂C t i , and the image feature f i (x) is derived according to the specified intensity distribution [20] .
In particular, in this application, in addition to image features derived from images, an additional cost P i (x) for each voxel is incorporated into the contour evolution, which includes semantic information derived from the CNN model. The cost functions are accordingly defined as follows:
where the weighting parameters ω 1 , ω 2 , ω 3 > 0, ω 1 + ω 2 + ω 3 = 1 weight the contributions from the intensity PDFs F i (x), the CNN learned probability P i (x), and distance cost for each voxel, respectively. The initial contours ∂C t i are defined by user interactions. ω are constants defined empirically. Specifically, we have trained two D-Unet models with datasets from other studies for segmenting hemorrhage and ischemic infarct individually, and a U-Net model for segmenting CSF. Note that there is no machine learning model derived for normal tissue, which means only intensity and distance information are used to assign data costs for normal tissue.
2) SPATIALLY CONTINUOUS POTTS MODEL
The introduced variational problem (4) 
If u i (x) ∈ {0, 1}, i = 1 . . . n, is defined as the indicator function of the region C i , the disjoint constraint in (3) can be represented by
Via the cost functions (7) and (8) . It can be proven that the variational formulation (4) can be represented as the Potts model:
subject to the region disjointness constraint (9), in which the weighted length term in (4) is encoded as the weighted totalvariation function (the second term in (10)). We introduce convex relaxation technique to globally optimize the energy function (10) by solving a continuous mincut/max-flow problem [23] - [26] . This procedure indicates that the given contour C t i is always moving to its globally optimal position at the next time frame.
III. EXPERIMENTS A. IMAGE ACQUISITION
The size of 3D NCCT images is 512 × 512 × (26 − 104) with a voxel spacing from 0.37 × 0.37 × 3 mm 3 to 0.49 × 0.49 × 5 mm 3 . Thirty stroke patients with hemorrhage and ischemic infarct co-existed on post-treatment NCCT were used in this study. Hemorrhage and ischemic infarct in each image were manually segmented on parallel axial views slice by slice using the paintbrush mode in the software of ITK-SNAP [27] by a trained observer and verified by an experienced stroke fellow. All NCCT images used in this study are in NIFTI format. Manual segmentations were used to evaluate the proposed segmentation approach. In addition, 90 patients with ischemic infarct segmented, 60 patients with hemorrhage segmented, and 30 patients with CSF segmented, were used to train two D-Unet and a U-Net models, for deriving the tissue probability maps P(x) for ischemic infarct, hemorrhage, and CSF, respectively. Three patient images different from the testing 30 patients were used to optimize the parameters (ω) used in the contour evolution. In our experiments, ω 1 = 0.3, ω 2 = 0.4, ω 3 = 0.3 were kept as constants during the validation.
B. EVALUATION METRICS
Our segmentation method was quantitatively evaluated by comparing the algorithm segmented results with manual segmentations in terms of the overlap of hemorrhage, infarct, and those two regions as a whole, respectively, using volume-based metrics: dice similarity coefficient (DSC); and distance-based metrics: the mean absolute surface distance (MAD) and maximum absolute surface distance (MAXD) with 95% percentile [25] , [28] . Two other semi-automated segmentation methods as benchmarks, graph cut (GC) [29] and random forest based semi-automatic segmentation (Semi-RF) [17] , were compared to the proposed semi-automated segmentation approach (Semi-D-Unet). The semi-automated segmentation approach of U-Net (Semi-U-Net) was also compared by replacing the lesion probability P(x) derived from D-Unet with the one from U-Net. In addition, two fully automated segmentation results obtained by thresholding the U-Net and D-Unet output probability maps also served as benchmarks for comparisons. It should be noted that all four semi-automated algorithms shared the same initializations for fair comparisons.
Pearson correlation analyses were performed between the algorithm and expert segmented results regarding lesion volume, in order to make the results more clinically relevant. A second user was also recruited to segment the testing 30 patient images again to assess inter-observer variability of the proposed approach potentially introduced by user initializations.
C. IMPLEMENTATION DETAILS
The proposed Semi-D-Unet required user sampled voxels in 5-8 slices out of 26-104 slices in a NCCT scan as initializations to trick the proposed contour evolution algorithm. The derivation of lesion probability map using D-Unet was implemented with Tensorflow in Python, while the contour evolution of the proposed approach was implemented in MATLAB. The other methods used for comparison were re-implemented based on the cited papers and publicly available code. All segmentations were performed on a Linux workstation with 2.8 GHz Xeon processors (Intel, Santa Clara, CA, USA) with 16 GB RAM and a NVIDIA Quadro M4000 GPU. It should be noted that the proposed Semi-D-Unet could be run in an iterative fashion by iteratively adding more sampled voxels until a satisfactory segmentation level is achieved. However, in all experiments demonstrated in this paper, the results were achieved by running the algorithm only once.
In this work, the proposed Euclidean distance weighted cross entropy loss function was optimized using a momentum-based stochastic gradient decent to train network parameters. We trained D-Unet and U-Net for 200 epochs where each epoch included 1000 iterations with a training mini-batch size of 3. The exponentially decaying learning rate was initialized as 0.2 and was halved every 1000 iterations. The weights were all initialized from a truncated normal distribution of standard deviation decided by the size of filter of each convolution layer and the number of features. In order to avoid overfitting dropout layers with a probability of 0.5 in all convolutions were utilized. The number of features in the first convolution layers was 64, the filter size of each convolution layer has been shown in Fig. 3 . Besides, online data augmentation [16] was used in this study.
IV. RESULTS
Segmentation results of a patient image using the proposed Semi-D-Unet and other 5 methods are shown in Fig. 6 . Visual inspection shows a good spatial agreement between the proposed approach (Semi-D-Unet) and manual segmentation.
A. QUANTITATIVE EVALUATION ON ACCURACY
Quantitative results in Table 1 show that the proposed Semi-D-Unet approach yielded mean DSCs of 67.4% for ischemic infarct, 65.3% for hemorrhage, and 72.5% for the two regions with favorable values of MAD and MAXD. Statistical analyses, using Kruskal-Wallis test followed by rank sum test regarding DSC, MAD, and MAXD, show that the proposed method significantly outperformed two fully automated method of U-Net [16] and D-Unet, and other three semi-automated methods: graph cut [29] , Semi RF [8] , and Semi-U-Net (all p < 0.05 for two regions, infarct, and hemorrhage, regarding DSC, MAD, and MAXD). Box-plots overlaid with scatter plots regarding DSC of our proposed method and the other five methods for two regions, ischemic infarct and hemorrhage are shown in Fig. 7 .
Pearson correlation analyses between manual and algorithm segmentations in Table 2 
C. COMPUTATIONAL TIME
The mean segmentation time of the proposed semi-D-Unet method is 4.5±1.5 mins including approximately 0.5 min for preprocessing, 1.5 mins for initialization, 1 mins for computing the bilateral density difference features, and 1.5 mins for probability map calculation and contour evolution. The graph cut method is fastest in our experiments even though initialization is required, followed by two U-Net based methods. The methods using bilateral difference features, such as D-Unet, Semi-D-Unet, and Semi RF mthods, provided slower solutions. Table 3 shows the average computational testing time in minutes for each method. Since this application is an off-line volume measurement process, running time is not critical, and 4.5 mins for each case is sufficient compared to 15-20 mins for manual contouring used in practice regardless intensive labors. In addition, the proposed method can be potentially accelerated by optimizing code and parallelizing the computation of bilateral difference. On the other hand, it was found that the proposed D-Unet achieved faster convergence rate than U-Net using the same amount of training images in our experiments. The training time for D-Unet and U-Net were 4.5 and 5.5 hours, respectively.
V. DISCUSSION AND CONCLUSION
A novel semi-automated segmentation approach is proposed, which is capable of extracting hemorrhage and ischemic infarct simultaneously from the follow-up NCCT images of post-treatment AIS patients. The proposed method makes use of the latest advancement of deep learning and convex optimization technique. Specifically, convolutional neural network learned semantic information, local image context, and high-level user initialized prior are integrated into a multi-region contour evolution scheme, which is herein globally optimized by convex relaxation technique. The quantitative results using 30 patients demonstrate its efficacy in terms of metrics of DSC, MAD, and MAXD. Compared to other state-of-the-art segmentation methods, the proposed approach improves segmentation accuracy significantly for ischemic infarct, hemorrhage, and the two regions as a whole. Bilateral deficit may lead to errors of generating bilateral difference feature, even though bilateral deficit is uncommon in this application. However, the proposed segmentation approach does not rely on the bilateral difference only. Both the CNN learned features and the bilateral difference feature contributed to final segmentation results. The results comparing with the U-Net and random forest methods show the advantages of the proposed hybrid learning technique.
In this study, two automated and three semi-automated segmentation methods were applied on the same testing data for fair comparisons. Overall, semi-automated segmentation methods generated better results than fully automated methods due to the introduction of user interaction. Of the two automated methods, the proposed D-Unet method increased the DSC by 7.5% than U-Net, which might justify the efficacy of the introduced bilateral density difference feature VOLUME 7, 2019 and weighted loss function. In addition, post processing using multi-region evolution and the introduction of user interactions greatly improved the accuracy. The proposed Semi-D-Unet and semi-U-Net increased the DSC by around 15% compared to the two automatic methods: U-Net and D-Unet, and significantly decreased the MAD by around 8 times. Of the four semi-automated methods, machine learning based methods, semi RF, semi-U-Net, and Semi-D-Unet, performed better than the classic graph cut method relying on image context only. The random forest based semi-automated method (semi RF) making use of bilateral density difference as well as machine learning derived semantic information outperformed the deep learning based semi-automated method (Semi-U-Net) in our experiments.
The DSC of 72.5% generated by the proposed approach for both ischemic infarct and hemorrhage suggests that there are spatial mismatch between the algorithm and manually segmented lesions. However, the metric DSC is biased by the object volume size. Some cases used in this study were with subarachnoid hemorrhage and scattered hemorrhagic transformation. The DSC for those cases is far below the average value (Fig. 7) . Considering this fact, the DSC of 72.5% is suggesting a satisfactory level of agreement between two segmentations [30] . In addition, the infarct and hemorrhage volume is more important compared to the computational metrics, such as DSC, MAD, and MAXD, if clinical outcome is considered [2] , [3] . The additional analyses using Pearson correlation and Bland-Altman analyses in this study demonstrated a strong correlation and minimal error range between the algorithm segmented and manually contoured volume, demonstrating the clinical benefits of this study.
There are few studies segmenting post-treatment NCCT images with ischemic infarct accompanied by hemorrhage simultaneously. Most existing studies segmented these two distinct pathologies individually. Compared to other methods segmenting ischemic infarct alone, the mean DSC of 67.4% obtained by the proposed method is higher than 58-62% reported in [10] , but lower than a median of 74% (42-90%) in [19] . However, the study in [19] segmented images mostly with ischemic infarct having larger infarct volumes on average, when compared to focal ischemic infarcts with smaller volumes used in this study. Volume biased DSC calculation might cause this discrepancy. Compared to other methods segmenting hemorrhage alone, the mean DSC of 65.3% generated in this study is higher than 55% reported in [9] , comparable to 62-78% in [10] , but lower than 89.9% in [8] mostly using large volume hemorrhage cases. However, in addition to the volume biased DSC values, the high Pearson correlation coefficients of 0.918 (p < 0.001) for ischemic infarct and 0.934 (p < 0.001) for hemorrhage demonstrated strong correlations between the algorithm and manually segmented lesion volume, showing the efficacy of the proposed method for lesion volume measurement. Nevertheless, when considering both infarct and hemorrhage as a whole, the proposed approach generated favorable DSC, MAD, and MAXD values, demonstrating its advantage over other methods.
The proposed approach has some limitations. First, it took 4.5 minutes to segment one image, which is slow when compared to other methods. The most time consuming part is bilateral difference feature calculation, which relies on time intensive non-linear image registration. Although segmenting follow up lesions is an off-line procedure where computational time is not critical, speeding up computation, such as implementing GPU registration algorithm, would be beneficial of processing a large amount of data. Second, due to the limited data and manual segmentation for each tissue, three different CNN models were sequentially derived to generate probability maps for infarct, hemorrhage, and CSF. The strategy using multiple binary classifiers might not be elegant for this multi-class segmentation problem. A multi-class deep learning model would be desired provided sufficient data is available. Third, although the proposed segmentation approach does not rely on the bilateral density difference feature, bilateral deficits and possible brain distortion due to the pathology may affect the segmentation accuracy. In this case, more user initialized samples will be required. Finally, the proposed approach was only validated on a small number of images. Evaluations on a larger dataset with ischemic infarcts and hemorrhage is required to make it clinically applicable.
To summarize, we have proposed a segmentation approach to quantifying infarct volume of post-treatment AIS patients presenting with ischemic infarct and hemorrhage simultaneously. The quantitative evaluations showed excellent accuracy and strong correlation with the gold standard of manual segmentation, suggesting that the proposed technique has the potential of being used to measure cerebral infarct and hemorrhage volumes in post treatment non-contrast CT scans of patients with AIS.
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