We study approximation properties of additive random fields Y d , d ∈ N, which are sums of zero-mean random processes with the same continuous covariance functions. The average case approximation complexity n Y d (ε) is defined as the minimal number of evaluations of arbitrary linear functionals needed to approximate Y d , with relative 2-average error not exceeding a given threshold ε ∈ (0, 1). We investigate the growth of n Y d (ε) for arbitrary fixed ε ∈ (0, 1) and d → ∞. The results are applied to sums of standard Wiener processes.
Introduction and problem setting
Suppose that we have a sequence of random processes {X j (t), t ∈ [0, 1], j ∈ N} defined on some probability space, where N denotes the set of positive integers. We assume that all X j have zero mean and the same continuous covariance function K(t, s), t, s ∈ [0, 1]. We assume that {X j , j ∈ N} are uncorrelated. For every d ∈ N we define the random field
This random field has zero mean and covariance function
where t = (t 1 , . . . , t d ) and s = (s 1 , . . . , s d ) are from [0, 1] d . Such random fields belong to a wide class of so-called additive random fields (see [2] and [7] ).
Every Y d is considered as a random element of the space L 2 ([0, 1] d ) endowed with the scalar product · , · 2,d and norm · 2,d . We will investigate the average case approximation complexity (approximation complexity for short) of Y d , d ∈ N. Recall that the approximation complexity for any random field V d with sample paths from L 2 ([0, 1] d ) is defined by the following formula:
where ε ∈ (0, 1) is a given error threshold, e
1/2 is the total "size" of V d
(E denotes the expectation), and
is the smallest 2-average error of approximation by n-rank fields from the class
It is well known that n V d (ε) is fully determined by spectral characteristics of the covariance operator K V d of the random field V d . Namely, let (λ
k ) k∈N denote the nonincreasing sequence of eigenvalues and the corresponding sequence of eigenvectors of K V d , respectively. Then the following random field
is optimal n-rank approximation of V d (see [12] and [13] ), i.e.
, n ∈ N.
Hence formula (2) is reduced to
and the approximation complexity n V d (ε) can be described in terms of eigenvalues of K V d (see [11] ):
where
k is the trace of K V d . In the paper we investigate the growth of approximation complexity for additive random fields Y d , d ∈ N, for arbirarily small fixed error threshold ε ∈ (0, 1) and d → ∞. We assume that all spectral characteristics of marginal covariance K(t, s), t, s ∈ [0, 1], or of its given transformations are known. In particular, eigenvalues λ k and corresponding eigenvectors ψ k , are assumed to be known for the covariance operator corresponding to K(t, s), t, s ∈ [0, 1]. We always set that (λ k ) k∈N is non-increasing. The main difficulty of the problem is that λ
For more general additive random fields the similar problems have been considered in various settings by Lisfhits and Zani [9] and [10] , by Wasilkowski and Woźniakowski [14] and [6] (with Hickernell), by Khartov and Zani [8] . In particular, in [8] an exact formula for n Y d (ε) was obtained. It should be noted, however, that all these works deal only with the case when covariance operators of marginal processes (the summands of the additive random field) have identical 1 as an eigenvector. We are not aware any general results when 1 is not an eigenvector of K X j . Nevertheless, there exist important processes, which do not satisfy this assumption. The most famous example is the standard Wiener process. The present work is motivated by these facts and is devoted to the approximation of Y d without this previous assumption.
The paper is organized as follows. In Section 2 we describe in detail a special decomposition of the random fields Y d , d ∈ N. This decomposition has an independent interest, because it has a lot of nice properties, which, in addition, will be useful for estimation of n Y d (ε). It also seems that this decomposition or its modifications can help to investigate the approximation complexity of more general additive random fields. In Section 3 we obtain the estimates and the exact asymptotics for n Y d (ε) as d → ∞, and we also describe the case, when n Y d (ε) is bounded as a function of d. Throughout the paper we will use the following unified notation for the covariance characteristics of random processes and fields. Let V (t), t ∈ [0, 1] n , be a given zero-mean random process or field with sample paths from L 2 ([0, 1] n ). We will denote by K V and K V the covariance operator and the covariance function of V (t), t ∈ [0, 1] n , respectively. Let (λ 
We denote by S(V ) the set of eigenpairs with non-zero eigenvalues:
Furthermore, we denote by R the set of real numbers. If v ∈ R n , then v l always denotes l-th coordinate of v, l = 1, . . . , n. For any function f we will denote by f −1 the generalized inverse function f −1 (y) := inf x ∈ R : f (x) y , where y is from the range of f . By distribution function F we mean a non-decreasing function F on R that is right-continuous on R, lim x→−∞ F (x) = 0, and lim x→∞ F (x) = 1. For real sequences a n and b n , n ∈ N, the relation a n ∼ b n means that a n /b n → 1, n → ∞. The quantity 1(A) equals one for the true relation A and zero for the false one. The number of elements of a finite set B is denoted by #(B), where #(∅) := 0. The function x → ⌈x⌉ is a ceiling function, i.e. ⌈x⌉ = k ∈ Z whenever k − 1 < x k. For any numbers x and y the notation x = 1 y means that y x y + 1.
Decomposition of random fields
Let us consider the sequence of random fields {Y d , d ∈ N}, defined by formula (1). Set I j := [0,1] X j (s) ds and let us define by
Thus we have
The summands of decomposition (3) [8] to n Z d (ε). In general, however, J d and Z d are correlated, and it is difficult to obtain a connection between n Y d (ε) and n Z d (ε). We now propose another decomposition for Y d , d ∈ N, where the parts are orthogonal and uncorrelated and, as we will see below, they are respectively close to J d and Z d with small relative errors for large d ∈ N. We define
Proposition 2 For every d ∈ N the following properties of Z d hold:
This equals [0,1] K(t, s) ds if l = j, and zero if not. Therefore
In the following proposition we establish an important property concerning eigenpairs of covariance operators in the decomposition (4).
Proposition 3 For every d ∈ N the following properties hold:
Proof. Fix d ∈ N. According to property 1) of Proposition 1 we have the decomposition
Let us find the first summand:
We represent every K(t l , s r ) by absolutely and uniform convergent series k∈N λ k ψ k (t l )ψ k (s r ):
We now show that
Let us denote by L d (t) and R d (t) the left-hand side and the right-hand side of (7), respectively. Let us consider L d (t):
We next consider R d (t):
Thus we see that L d (t) = R d (t), i.e. (7) is valid. According to (6), we conclude that
This means that (λ
) is proved. We next observe that for any t, s
Since in the last sum all ψ are orthonormal, we have
Let us compute absolute and relative errors of approximation of J d and Z d by J d and Z d respectively. We introduce the constants:
It is easy to check thatλ 0 is equal to E I 2 j andΛ is the trace of covariance operator of X j − I j for every j ∈ N.
Proposition 4
Next, we have
Since
we obtain
. For the first we obtain
For the second, due to the orthogonality J d and Z d , we have :
From these formulas and Proposition 4 we directly obtain the following formulas for relative errors of approximation of J d and Z d by J d and Z d , respectively. 
For the case ε ∈ (0, ε 0 ) we have the following result.
Theorem 1 For any
Proof. Fix any ε ∈ (0, ε 0 ) and d ∈ N. We first prove the upper estimate for n Y d (ε). Let us consider
:
The n-rank random field
and the inner integral is Z d , 1 2,d = 0. For the case λ
Thus we obtain the inequality e
Therefore we have
We now prove the lower estimate for n Y d (ε). Let us consider the following n-rank random field for arbitrarily fixed n ∈ N:
Due to Proposition 3, we can write
According to Proposition 5, we have
Combining (11)- (14), we obtain the following inequality
which is valid for any n ∈ N.
We next turn to estimating of n Y d (ε). On account of (9), we represent this quantity in the following form:
We now apply (15) to the latter expression:
The last minimum is n Z d (ε/ε 0 + d −1/2 ) by the definition. Thus we obtain the required lower estimate for n Y d (ε). ✷ Theorem 1 establishes a connection between the approximation complexities of Y d and Z d . It is easy to check that for every Z d covariance operators of its marginal processes X j (t j ) − I j , t j ∈ [0, 1], have identical 1 as an eigenvector with zero eigenvalue. Thus for the approximation complexity of Z d , d ∈ N, we can use the formula from [8] (see the end of Section 3). Let (λ k ) k∈N be the sequence of eigenvalues of covariance operator of every X j −I j . As we mentioned above,Λ = k∈Nλ k . We introduce the distribution function
In our notation the formula from [8] takes the form
We see that n Z d (ε) → ∞ as d → ∞ for every ε ∈ (0, 1). Also here the integral does not depend on d and it is continuous function of ε in (0, 1). Therefore from Theorem 1 and (17) we conclude the following result.
Theorem 2 For any ε ∈ (0, ε 0 ) the following asymptotics holds
Thus we see that for any fixed ε ∈ (0, ε 0 ) the approximation complexity n Y d (ε) has linear growth on d.
Note that the component q(ε) is in fact the value of approximation complexity of X 1 −I 1 . Indeed, from (17) and Z 1 = X 1 − I 1 we have
Application to sums of Wiener processes
Suppose that on some probability space we have the sequence of uncorrelated standard Wiener processes W j (t), t ∈ [0, 1], j ∈ N. Here K(t, s) = min{t, s}, t, s ∈ [0, 1]. For every d ∈ N we define the random field
We consider every random field
, and we study the growth of approximation complexity n W d (ε) for any fixed ε ∈ (0, 1) and
Let us recall necessary spectral characteristics. It is well known that covariance operator of standard Wiener process W (t), t ∈ [0, 1], has the following eigenvalues
and the trace Λ = k∈N λ k = 1/2 (see [5] p. 189). Let us consider the centred Wiener process, which is defined by the formula For this process and its generalizations there exist results concerning small ball deviations and Karhunen-Loève expansions (see [1] , [3] and also [4] Solution of the corresponding boundary-value problem yields the eigenvalues (see [1] for more details):λ k = 1 π 2 k 2 , k ∈ N. HenceΛ = k∈N λ k = 1/6 and distribution function (16) has the form
x , x ∈ R.
We now turn to the approximation complexity n W d (ε). We apply our general results with 
Here n W c 1 (3 1/2 ε) = min n ∈ N :
2 · 1 6 = min n ∈ N :
Since ∞ k=n 1/k 2 ∼ 1/n, n → ∞, we have n W c 1 (3 1/2 ε) ∼ (2/π 2 ) · ε −2 , ε → 0. Due to (19), we have the asymptotics q(ε) ∼ 2 π 2 · ε −2 , ε → 0.
