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Abstract 
Cenzer, D. and J. Remmel, Polynomial-time versus recursive models, Annals of Pure and 
Applied Logic 54 (1991) 17-58. 
The central problem considered in this paper is whether a given recursive structure is 
recursively isomorphic to a polynomial-time (p-time) structure. Positive results are obtained for 
all relational structures, for all Boolean algebras and for the natural numbers with addition, 
multiplication and the unary function 2I. Counterexamples are constructed for recursive 
structures with one unary function and for Abelian groups and also for relational structures 
when the universe of the structure is fixed. Results are also given which distinguish primitive 
recursive structures, exponential-time structures and structures with honest witnesses. 
Introduction 
The basic question which motivated this paper is the following. What are the 
differences between recursive structures and polynomial time structures? A 
recursive structure & over a language 23 consists of a recursive subset A of the 
natural numbers N which is called the universe of & together with interpretations 
of the constant symbols, relation symbols, and function symbols of 2’ such that 
each relation symbol is interpreted by a recursive relation and each function 
symbol is interpreted by a partial recursive function. Note that if ti is an infinite 
structure, then Sp is recursively isomorphic to a recursive structure 93 whose 
universe is N, since each infinite recursive set is the image of N under a l-to-l 
recursive function. Thus when considering infinite recursive structures, one 
normally identifies a given recursive structure with a recursively isomorphic copy 
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whose universe is just the set of natural numbers. Mimicking the definition of 
recursive structure, we say that a polynomial-time structure ti consists of a 
polynomial-time subset A of (0, l}* called the universe of & together with 
interpretations for the constant symbols, relation symbols, and function symbols 
such that each relation symbol is interpreted by a polynomial-time relation and 
each function symbol is interpreted by a function which is the restriction of a 
polynomial-time function to the appropriate domain. It is not the case that any 
two infinite polynomial-time sets are polynomial-time isomorphic. Hence it no 
longer seems reasonable that, when we deal with polynomial time structures we 
can ..always identify a given polynomial-time structure with a polynomial-time 
structure whose universe is (0, l}*. (In fact, it makes a difference whether a 
natural number is given a unary (or tally) representation as a string of l’s, or is 
given a binary representation as a string of O’s and 1’s. This is why we use (0, l}* 
as the general universe rather than RJ.) Thus one of the first questions that comes 
to mind is: When is a recursive structure isomorphic, or recursively isomorphic, 
to a polynomial time structure? 
Here are two examples which illustrate both the negative and positive 
outcomes to this question. 
Consider first the following simple example. Let ,s4 = (A, 0, S, R), where 
A = {0}* (that is, the set of natural numbers in unary representation), S is the 
successor function (that is, S(0”) = On+i), and R is a unary relation (that is, a 
subset of {O}*). Now if ~2 is isomorphic to a polynomial-time structure 
33 = (B, OB, SE, RB), then we can test for membership in R as follows. Given O”, 
compute (SB)n(OB) = yn and then test whether y, is in RB. Now if we assume that 
we can compute SB(x) in 1.~1~ steps for 1x132, then it takes at most EYE1 IOBl“‘~ 
IoBlk’+’ steps to compute y,. Next we may assume that testing whether x E RB 
takes 1.~1~ steps if 1x13 2, then we see that it takes at most IOBlr(k”+*) steps to test 
whether 0” is in R. This means that R is a doubly-exponential-time set. Thus if we 
start with any recursive structure & = (A, 0, S, R), where R is a recursive set, but 
is not doubly exponential-time, then .& is not even isomorphic, much less 
recursively isomorphic, to a polynomial-time structure. 
Despite this example, there are lots of recursive structures which are 
recursively isomorphic to polynomial-time structures. 
Consider for example structures with universe A as above and one unary 
function 5 We say that 0” and 0” are in the same f-orbit if, for some k > 0, either 
fk(Om) = 0” or fk(O”) = 0”. If f is length-increasing, then it is clear that each 
f-orbit is isomorphic to (A, S). Now let f and g be any two recursive 
length-increasing functions from {0}* into {O}*. Then the structures (A, f) and 
(A, g) are recursively isomorphic if and only if they have the same number of 
orbits. Thus, for example, we can let f(0”) = O”‘“‘, where a is Ackermann’s 
function, and still be guaranteed that (A, f) is recursively isomorphic to a 
polynomial-time structure. 
Of course, similar questions naturally arise for models in any two different 
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complexity classes. For example, in this paper we shall consider contrasts 
between recursive and primitive recursive structures, between primitive recursive 
and exponential-time structures and between exponential-time and polynomial- 
time structures. The techniques of our proofs can be applied to a wide variety of 
complexity-theoretic classes, but we choose to concentrate on the classes above so 
as not to obfuscate the proofs with excessive machinery. 
Our results in this paper fall into two basic categories. 
First, we have positive results, which state that certain recursive structures are 
recursively isomorphic to polynomial-time structures. Here we prove, for 
example, that all recursive relational structures, all recursive Boolean algebras, 
and the structure @, S, +, *, 2”, <) are recursively isomorphic to polynomial- 
time structures. 
Next we have negative results. For example, we show that for the language 
with one unary function symbol, there is a recursive structure which is not 
recursively isomorphic to any primitive recursive structure and there is an 
exponential-time structure which is not recursively isomorphic to any polynomial- 
time structure. We show that if the language has two unary function symbols, or 
one binary function symbol, then the above results hold where we replace 
‘recursively isomorphic’ with ‘A:-isomorphic’. We also can construct recursive 
Abelian groups which are not recursively isomorphic to any primitive recursive 
Abelian groups and exponential-time Abelian groups which are not recursively 
isomorphic to any polynomial-time Abelian groups. Finally, we should mention 
that our positive result that every recursive relational structure is recursively 
isomorphic to a polynomial-time structure depends crucially on the fact that we 
allow the universe of a polynomial-time structure to be any polynomial-time 
subset of (0, l}*. In contrast, we show that if you limit a polynomial-time 
structure to always have universe (0, l}*, then the result fails. That is, in 
particular, there is a recursive linear ordering of type w + o* which is not 
recursively isomorphic to any polynomial-time structure whose universe is 
ml>*. 
The outline of this paper is as follows. We begin with a section on 
preliminaries and notation. 
Section 2 contains the results on relational structures and Boolean algebras. 
Theorem 2.1. Any recursive structure Ju with no functions is recursively isomor- 
phic to a p-time structure (in fact, to a linear-time structure). 
On the other hand, we have 
Theorem 2.2. Let A be any fixed polynomial time subset of W = (0, l}*. Then 
there exists a recursive linear ordering 2’ = ( W, <w ) of order type o + o* which 
is not recursively isomorphic to any polynomial time linear ordering 2’ with 
domain A. 
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From Theorem we obtain following result the language v , T} 
of Boolean algebras. 
Theorem 2.6. Every recursive Boolean algebra 93 is recursively isomorphic to a 
p-time Boolean algebra. 
The notions of honest witnesses and honest polynomial-time structures are 
defined. It is shown that every recursive Boolean algebra with honest witnesses 
has a recursive set of atoms and a theorem of Goncharov [2] is applied to obtain: 
Theorem 2.7. There exists a p-time Boolean algebra which is not isomorphic to 
any p-time Boolean algebra with honest witnesses. 
It is shown that every honest p-time Boolean algebra is finite; on the other 
hand we have 
Theorem 2.8. There exists an infinite polynomial-time Boolean algebra with 
honest witnesses. 
Section 3 contains the results on structures with functions and on Abelian 
groups. 
There are several results in the other direction when function symbols are 
allowed. 
Theorem 3.1. (i) There is a recursive structure with one unary function which is 
not recursively isomorphic to any primitive recursive structure. 
(ii) There is an exponential-time structure with one unary function which is not 
recursively isomorphic to any polynomial-time structure. 
For structures with binary functions or with more than one unary function, we 
can strengthen Theorem 3.1 as follows. 
Theorem 3.3. (i) There is a recursive structure with two unary functions which is 
not A$isomorphic to any primitive recursive structure. 
(ii) There is an exponential-time structure with two unary functions which is not 
A$isomorphic to any polynomial-time structure. 
Theorem 3.4. (i) There is a recursive structure with one binary function which is 
not A$isomorphic to any primitive recursive structure. 
(ii) There is an exponential-time structure with one binary function which is not 
A$isomorphic to any polynomial-time structure. 
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An Abelian group may be viewed as a structure with one binary function 
symbol. Then we have 
Theorem 3.6. (i) There is a recursive Abelian group G which is not recursively 
isomorphic to any primitive recursive Abelian group. 
(ii) There is an exponential-time Abelian group which is not recursively 
isomorphic to any polynomial-time Abelian group. 
Section 4 contains the results on the arithmetic of natural numbers. It is shown 
that certain restricted versions of the standard model of arithmetic are isomorphic 
to polynomial time structures. 
Theorem 4.1. The structure (N, 0, 1, S, <, +, -, 2”) is recursively isomorphic to a 
polynomial-time structure. 
1. Preliminaries 
Some definitions are needed. Let _Z be a finite alphabet. Then _X* denotes the 
set of finite strings of letters from E and Z” denotes the set of infinite strings, 
where w = (0, 1, 2, . . .}. In particular the set o of natural numbers in unary form 
will be identified with {l} * and in binary form will be identified with a subset of 
{O,l>*. 
For a string u = (o(O), a(l), . . . , a(n - l)), 101 denotes the length n of o. The 
empty string has length 0 and will be denoted by 0. A constant string o of length 
n will be denoted k”. For m < Ial, (T 1 m is the string (o(O), . . . , a(m - 1)); u is 
an initial segment of r (written u < r) if u = t 1 m for some m. The concatenation 
u* z (or sometimes just ut) is defined by 
u* t = (u(O), u(l), . . . , u(m - l), t(O), r(l), . . . , t(n - 1)) 
where 1~1 = m and ItI = n; in particular we write u-a for u * (a). 
For any finite alphabet C, there is a natural embedding of Z* into (0, l}*, 
given as follows. We may suppose that E = (0, 1, 2, . . . , n} for some II. For 
u = (il, . . . , ik), let 
p(o) = 1’1-0 * 1’2-0 * . . . * 1’*-0. 
The function p is actually an isomorphism from LC)” onto (0, l}* and has an 
inverse p-l. 
The coding function (ui, a,, . . . , u~)~ for ul, . . . , a, E (0, l}* is now defined 
by 
( 01, 02,. . . , u~)k=p(u;2*u;2** * **ufJ. 
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Let Qk = {(al, u2, . . . , c&)~: a, E (0, l}* for each i} . The projection functions 
J$ from Qk onto (0, l}* are implicitly defined by the equation 
The superscript k will normally be omitted. 
In the special case that II is a natural number in binary form, we decode n into 
a sequence ((n)i, . . . , (n),J of natural numbers, where it = ((n)l, . . . , (n)k) if 
n E Qk and each (n); = ads is also a natural number; otherwise each (n)i = 0. 
It is easy to see that the functions ~di, p, p-l, and ( *, . ) and also the sets Qk 
are all computable in linear time. 
We shall consider structures over an effective language 
where S, T and U are initial segments of CL), for all i E U, ci is a constant symbol 
and there are partial recursive functions s and t such that, for all i E S, Ri is an 
s(i)-ary relation symbol and, for all i E T, 5 is a t(i)-ary function symbol. 
Our basic computation model is the standard multitape Turing machine of 
Hopcroft and Ullman [4]. Note that there are different heads on each tape and 
that the heads are allowed to move independently. This implies that a strong u 
can be copied in linear time. 
Let t(n) be a function on natural numbers. A Turing machine M is said to be 
t(n) time bounded if each computation of M on inputs of size it has length at most 
t(n). If t can be chosen to be a polynomial, then M is said to be polynomial-time 
bounded. A function f(x) on strings is said to be polynomial-time (p-time) if 
there is a polynomial-time bounded Turing machine M which computes f(x) on 
input x. A set of strings or a relation on strings is p-time if the characteristic 
function is p-time. Similar definitions can be given for other complexity classes, 
such as exponential-time. 
Let & be the partial recursive function computed by the ith Turing machine 
Mi. Given a string UE (0, l}*, we write $$(u)i if Mi gives an output in s or 
fewer steps when started on input string u. Thus the function $I is uniformly 
polynomial-time. We write &(u)~ if (3s)(#z(u)J) and @,(u)f if not &(u)l. 
Let r be some complexity class of sets (and functions), such as partial 
recursive, primitive recursive, exponential time, polynomial time (or p-time). We 
say that a set or function is r-computable if it is in r. 
Detinition 1.1. A structure 
(where the universe A of & is a subset of 2*) is a r-structure if 
(i) A is a r-computable subset of 2*; 
(ii) for each i E S, RI* is a r-computable relation; 
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(iii) for each j E T, f,@ is a r-computable function from A’(‘) into A. (More 
formally, the function fy from (Z*)*@) into _Z* is r-computable, where 
1 
~~~~~~ . * ,zy)> rtL:,;,; j xd E A 
f(i) 
fy(x,, . . . , x,cjjj = 9 
. . . ) > 
In addition, if S = o, then we also assume that there is a recursive function @ 
such that for all i E W, 4(i) is an index of a Turing machine which computes Rf 
and shows that Rf is r-computable. Similarly, if T = CO, then we assume that 
there is a recursive function I/J such that, for all i E o, r/~(i) is an index of a Turing 
machine which computes fq and shows that ,? is r-computable. 
Definition 1.2. (i) A p-time function f : (Z*)” + E* is honest p-time if there is a 
polynomial q such that for all x1, . . . , x,, y = f (xl, . . . , x,) + (Vi c n)(lxiI S 
4(IY I)). 
(ii) A structure .& as in Definition 1.1 is called an honest p-time structure if & 
is p-time and, for each j E T, the function f,@ is honest p-time. 
(iii) A structure & as in Definition 1.1 is said to have honest witnesses if, for 
any quantifier-free formula +(y, x1, . . . , xn), there is a polynomial q such that if 
01,. . . 9 a, E A and &‘k (3y)$(y, al, . . . , a,), then there is a z EA with Iz( < 
s(lh, * . . 3 a,) 1) such that d L $(z, ai, . . . , a,). 
Remark 1. All honest functions are finite-to-one. 
Remark 2. The coding functions defined above are all honest p-time. 
For any complexity class r, we say that two structures & and 93 are 
r-isomorphic if there is an isomorphism f from d onto 93 and r-computable 
functions F and G such that f = F ) A (the restriction off to A) and f -’ = G ) B. 
Definition 1.3. For any language 237 and structure & as defined above, the 
standard extension of .T is 2 U {R}, where R is a new unary relation symbol and 
the standard extension of d is the structure 93 with universe 2*, with R S = A, 
with other relations and constants agreeing with ti and with each f? =fj?. 
The following is easily verified. 
Lemma 1.1. For any language 23 and structure & with standard extension 53 us 
defined above, 
(i) 94 k r-computable if and only if & is r-computable; 
(ii) 93 is honest if and only if d is honest. 
The following lemma will allow us to reduce the alphabet 2 to (0, l}. The 
proof is left to the reader. 
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Lemma 1.2. For any structure ~4 with A c E*, there is a structure $33 with 
B c (0, l} * which is p-time isomorphic to ~4. Furthermore, $3 is honest if and only 
if ti is honest and 93 has honest witnesses if and only if .~4 has honest witnesses. 
2. Relational structures and Boolean algebras 
In this section, we consider some examples of structures which are always 
isomorphic to p-time structures. 
A relational structure is simply a structure which has no functions. The main 
result in this section is Theorem 2.1, that every recursive relational structure is 
recursively isomorphic to a polynomial-time structure. It is important to note that 
the polynomial-time structure provided will have for its universe a polynomial- 
time set possibly different from {l}* or (0, l}*. This is an essential part of the 
proof, since we construct an example to show that the theorem fails if any fixed 
polynomial time set A is specified in advance as the universe of the structure. 
A recursive Boolean algebra is a structure with two binary functions (meet and 
join) and one unary function (complement). Nevertheless, Theorem 2.1 can be 
applied to obtain a similar result, Theorem 2.6, that every recursive Boolean 
algebra is recursively isomorphic to a p-time Boolean algebra. We also consider 
the notions of honest p-time structures and of honest witnesses for Boolean 
algebras. The main theorem is based on the representation of a Boolean algebra 
as the interval algebra of a linear ordering. 
Theorem 2.1. Suppose 3 has no function symbols. Then every recursive structure 
d = (A, {RigP)i,s, W%err) is recursively isomorphic to a p-time structure. 
Proof. First, we can assume that A is an infinite recursive set, since otherwise the 
result is trivial. Let f : (0, l}* +A be a recursive bijection. Then we can define a 
recursive structure 93 which is isomorphic to .& by simply defining the inter- 
pretations of the relation symbols and constant symbols so as to make f an 
isomorphism from 33 onto ~4. Thus there is no loss of generality in assuming that 
A = (0, l}*. Now recall that S is an initial segment of the natural numbers. We 
will consider the case S = w. If S is finite, the proof is similar but easier. Let 
oo, (Jl, * * * be an effective enumeration of A in the usual order (first by length 
and then by lexicographic order.) For any x E (0, l}*, we let Y(X) denote the 
number of steps needed to run the following algorithm. 
“First start to list o,, ol, . . . until we find an s such that a, =x. Next for each 
i CS, list all sequences (xi, . . . , xtciJ from {a,, . . . , us)‘(i) and compute whether 
Ri(xl, * . . , x,(,)) holds.” 
Observe that the algorithm is completely uniform in x because our definition of 
recursive structure ensures that there is a recursive function Q!J such that v(i) is 
the index of a Turing machine which computes Ri. We then define a structure 
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A = t”, IRMlieS9 lCilirUi) as follows. We let M = {(x, 1”“‘): x E (0, l}*}. For 
each i E S, we define Ry by Ry((x,, l”(““), . . . , (_Q), lY(+)))) to be true if and 
only if R,*(x,, . . . , X,(i)) holds. It is clear that the function @(x) = (x, 1”“‘) is a 
recursive isomorphism form ti onto JU. 
To see that A is a polynomial-time structure, we need to check that B is a 
polynomial time set and that each relation RM is polynomial-time. 
We show that M is p-time as follows. The procedure for testing whether an 
input (x, y ), where y = 1” is in M is the following. Simply run the algorithm 
described above with input x for n steps. Then (x, y) E M if and only if the 
algorithm terminates in exactly n steps. 
We show that the relation Ry is p-time as follows. First, let R = Ri, let t = t(i) 
and let c be the maximum amount of time required to test R&(x,, . _ . , x,) when 
(x1,. . . 7 &> = {G, 01, . . . , a,_,}. NOW given input (b,, . . . , b,), where each 
6, = (Xi, l”“‘), the procedure for testing R”(6,, . . . , 6,) is simply to compute 
R&(x,, . . . , x,). We claim that this computation takes time at most c + 
max{lbjl: 1 sj~t}. There are two cases of this claim to consider. First, if 
{x1,. . ’ , x,} is a subset of {a”, . . . , CJ_,}, then by the definition of c, the 
computation takes at most c steps. On the other hand, if at least one of the xi = a, 
for some s * i, then by the definition of Y, the computation takes less than Y(x,) 
steps for some j; but of course v(x,) < l6jl c max{ l6jl: 1 <j c t}. It follows from 
the proof that At is actually a linear time structure. This completes the proof of 
Theorem 2.1. 0 
Note that for finite structures, essentially the same result was proved 
independently by Grigorieff [3]. 
Now if we insist that the domain M = (0, l}* or some other fixed p-time set, 
then we can construct a recursive ordering which is not isomorphic to any p-time 
ordering on the set M. For our next result we let w denote the order type of the 
non-negative integers (0, 1,2, . . .}, we let cc)* denote the order type of the 
negative integers {. . . , -3, -2, -l};, and we let o + w* denote the order type 
where the elements of w precede all the elements of o*. 
Theorem 2.2. Let A be any fixed polynomial time subset of W = (0, l}*. Then 
there exists a recursive linear ordering 2’ = (W, Cw) of order type w + o * which 
is not recursively isomorphic to any polynomial time linear ordering 2” with 
domain A. 
Proof. Recall that $i is the partial recursive function computed by the ith Turing 
machine M;. Let R,, R,, . . . be an effective list of all polynomial-time binary 
relations on (0, l}*. Note that for any p-time set A, any p-time relation R on 
A X A can be extended to a p-time relation R on (0, l} * x (0, l} *, where 
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For simplicity, we let (A, R,) denote the structure with universe A and 
relation R which is the restriction of R, to A X A. 
Let rO,t,,... be an effective enumeration of A in the usual order (first by 
length and then by lexicographic order). 
We shall construct our desired recursive linear ordering 3 in stages. Let 
oo, 01,. . . be an effective listing of (0, l}*. At any given stage s, we shall specify 
two sequences a& a:, . . . , a”,, and b”,, b”,, . . . , his for some n, 2s such that 
B, = {a,, . . . , CT~~,+~} = {a& b”,, a;, b;, . . . , ais, bf,}. Moreover, at stage s we 
shall define the ordering < = ce on B, x B, so that 
aG<as<- ..<a”,~~bb”,~<b”,~_,<.‘.<b”,. 
Our construction will ensure that for all i, lim, as = ai and lim, bs = b, exist. 
Moreover, our construction will ensure that (0, l}* = {ao, bo, aI, bl, . . .} and 
that 
(a) for all i, ei < a;+, and bi+l< bi 
and 
(b) for all i and j, ai < bj. 
Thus ((0, I)*, <se> will have order type w + o*. To ensure that 3 is not 
recursively isomorphic to (A, R,) for any e, we shall meet the following set of 
requirements 
PC,, kj: There exist n and m such that one of the following four conditions holds. 
(i) &(G)? or &kJ =x $A. 
(ii) &&,N or 4+(&J =x $ A. 
(iii) Gk(an) =x E A and there exist n + 1 elements vo, . . . , 2r, of A such that 
(21i, X) E R, for i = 0, . . . , n. 
(iv) &(bm) = Y E A and there exist m + 2 elements w,, . . . , w,+~ of A such 
that (w,, y) $ R, for i = 0, . . . , m + 1. 
We write (Wi, y) $ R, rather than (y, Wi) E R, in clause (iv) to allow for the 
possibility that R, is not actually a linear ordering. 
It is easy to see that if requirement Pie, kj is satisfied, then #e is not a recursive 
isomorphism from .3 = ((0, l}*, C9) onto (A, R,). Thus meeting all the 
requirements PC,, kj ensures that .3 is not recursively isomorphic to any p-time 
linear ordering with universe A. 
Our basic strategy for meeting a requirement P,, where z = (e, k), is as 
follows. Let us assume that s > z is a stage large enough so that requirements 
PO, . . . , Pz_l no longer require action at any stage t * s. Then at stage S, we 
consider a:. Our construction will then ensure that ai = af for all j s z and f s s 
unless there is a stage u 3 s such that @ft(as)l. Of course if there is no such U, 
then as = a, and a, will witness that requirement P, is satisfied (by virtue of clause 
(i)). 
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Now if there is such a stage u, then let x = $$(a;). If x $ A, then again we will 
simply ensure ai = a, so that once again a, will witness that requirement P, is 
satisfied. If x E A, then we will compare x to the first 4~2,~~ + 4 elements of A (in 
the fixed order tO, rl, . . . prescribed above) with respect to the binary relation 
R,. Note that since A and R, are polynomial-time, we can effectively make these 
412,_, + 4 comparisons. There are two possibilities. 
(i) There are h = 2n,_l + 2 of these elements u of A such that (u, X) E R, - 
denote these elements by u(~, . . . , uhel. 
(ii) There are h = 2n,_, + 3 of these elements w of A such that (w, X) 4 R, - 
denote these elements by wo, . . . , w~_~. 
In case (i), we will simply ensure ai = a,. But then a, is preceded by exactly z 
elements in 9, where z s Al,-,, whereas x = &(a=) is preceded by at least 
2n,_, + 2 elements in (A, R,). Thus Gk is not an isomorphism from .Z onto 
(A, R,). 
In case (ii), we will switch a: = a;-’ from the o side of Y to the w* side of 9. 
That is, we shall let n, = 2n,_l -Z + 1 and let b~,,~,+i= a,“~,_i+l for i = 
1 n - IZ,_,; also let by= by-’ for i in,_,. Then our construction will ,.a., U 
ensure that for all t 3 U, bLU = b,“” = a”,. Thus in this case, there will be precisely 
12, + 1 elements w (namely bo, . . . , b,J such that (w, b,J $ cL. However, in 
(A, R,) there are at least 2n,_, + 3 elements x such that (x, Qk(bn,)) 4 R,. But 
n, + 1 = 2n,_, + 2 - z < 2n,_ I + 3, so that &, cannot be an isomorphism from 2 
onto (A, R,). Our construction will ensure that a”, can switch from the w side to 
the w*-side of .9? only for the sake of requirements p0, . . . , P,. The usual priority 
argument will then show that a : ‘switches sides’ for at most finitely many S. 
We shall employ a set of movable markers c to help us keep track of which 
requirements we have acted on. The idea is that if we have taken an action as 
described above which ensures ai will witness that requirement P, is satisfied, 
then we will place a r, marker on a:. Thus at any given stage S, either r, is 
inactive, i.e., r, does not rest on any element at stage S, or 1: is active, i.e., r, 
rests on some element x E {a;, b”,, . . . , a:,, biy}. If c is active, we let T,(S) =x, 
where x is the element on which r, is placed. 
The Construction 
Stage 0. Let up, = a,,, bi; = o,, and declare a:; < bi. We let r, be inactive for all 
z at stage 0. 
Stage s + 1. Assume we have defined n = q, ai, b”,, . . . , af,, b”, so that n 2 s 
and 
(4, 6, . . . > a;, 6;) = {a,, . . . , (J~~+~} = B,. 
Moreover, assume we have defined a linear order < = <z on B, x B, so that 
u;<us,<- . .<a”,<b”,<b”,_,<***<b”,. 
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Look for a p s s such that r, is inactive at stage s and @i(a;)J,, where 
P = (6 k). 
If there is no such p, then for all z, let & be inactive at stage s + 1 if and only if 
r, is inactive at stage s; if r, is active, let T,(s + 1) = T,(s). In addition, let 
a;+’ = as and b:+’ = bs for all i < n = II,. Finally, let n,,, = n + 1, ozn+* = ai:: 
and oz2n+3 = b”,:‘, and extend our definition of < = ce to B,+i x B,+l by declaring 
s+l a, <..-<a,+, s+l < b”,;; < . . . < ,;+l_ 
If there is such a p, let p =p(s + 1) = (e(s + l), k(s + 1)) = (e, k) be the least 
such p and x =x(s + 1) = &(a;). If x(s + 1) $A, then proceed exactly as in the 
case where p(s + 1) is not defined, except declare r, active and let r,(s + 1) = 
a;+‘. If x(s + 1) E A, then find the first 4n, + 4 elements of A. Now compare these 
elements to x with respect to R,. We will then be in one of two cases. 
Case 1. There are h = 2n, + 2 elements uO, . . . , v~-~ among the first 4n, + 4 
elements of A such that (vi, X) E R, for i = 0, 1, . . . , h - 1. In this case, we 
proceed exactly as in the case where x(s + 1) 4 A. 
Case 2. Otherwise, there must be h + 1 elements w,, . . . , w~+~, among the 
first 4n, + 4 elements of A, such that (wi, X) $ R, for all i. Then we let a;” = a: 
for i <p and bT+* = b; for all j <n = n,. Set IZ~+~ = 2n + 1 -p. Let b”,$ = ai_i+, 
for i=l,..., n+l-p and let a~~~=u,,+,+i for j=0,...,2n+1_2p. 
Activate the 5 marker and place it on bf$+:, = ai. Remove any markers c that 
were on elements among ai, . . . , a”, and make them inactive. Any marker r, 
which was active at stage s where T,(s) E {a& . . . , a;_,, b”,, . . . , b”,} is still active 
at stage s + 1 and T,(s + 1) = T,(s). All markers r, where z fp which were 
inactive at stage s remain inactive at stage s + 1. Finally, extend < = <z to 
B s+l x B,+I by declaring 
s+l a, < * * * < ans+, ‘+’ < bS,y+: <. . . < b;+l. 
This completes our construction. 
Because A is a polynomial-time set and each R, is a polynomial-time relation, it 
easily follows that each stage is completely effective. The following facts are easily 
proved by induction. 
(1) For all s, IZ, > s. 
(2) For all s, {a& bf,, . . . , a:,, b”,*} = {a,, . . . , CJ~,,+~}. 
(3) Our definition of cu is consistent, that is, if i, j s 2n, + 1 and at stage s, we 
declare U, <z Uj, then for all t 2 S, we declare Ui cu Uj at stage t. 
Note that these facts imply that 58 = ((0, l}*, <) is a recursive linear ordering, 
because to decide if ui < uj, we simply go to stage s = max{i, j} and then a, < uj if 
and only if at stage s, we declare Ui < Uj. 
Next we prove two lemmas which will complete the proof that 2 has the 
desired properties. 
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Lemma 2.3. For each z, lim, a”, = a, and lim, b: = b, exist and there is a stage t, 
such that either r, is inactive at stage s for all s 2 t, or r, is active at stage s and 
T,(s) = r,(t,) for all s 2 t,. 
Proof. We proceed by induction on z = (e, k). By induction, we can assume that 
there is a stage u > z large enough so that 
(i) af = a; and bl = by for all j < z and s > u, and 
(ii) for each j <z, either q is inactive at stage s for all s > u or for all s 2 u, r; 
is active at stage s and I;(s) = Z;(u). 
Note that our construction ensures that a 5 marker can be removed from an 
element at stage s only if T;(s - 1) = a.; for some k and we take action to meet a 
requirement &) at stage s where p(s) < k. Similarly, the only way ai # ai+’ is if 
p(s + 1) d k and we act according to Case 2 at stage s + 1. Moreover, our 
construction ensures that if j s n,, then bi = b; for all s 2 t. It follows that 
lim,s b: = by. Now if r, is active at stage s, then our choice of u ensures p(s) > z 
for all s > u so that lim,s a”, = a; and r, is active for all s > U. If c is not active at 
stage u, then either 
(i) &_(a~)t for all s 3 u, in which case, for all s 1 u, r, is inactive at stage 
s, p(s) > z and as = at, or 
(ii) there is an s > u such that &(a~)~. 
In case (ii), let t be the least s > u such that &(a~)~. Then our choice of u 
ensures that, for all u G s < t, p(s) > z and c is inactive at stage s, so that p(t + 1) 
will be defined and p(t + 1) = z. But then at stage t + 1, r, becomes active and is 
placed on either a:“’ or bLT+lI. If r, is placed on a:+‘, then a:‘” = ai and r, will 
never be removed from a:‘“. This is because r, can be removed from a:+’ only if 
p(s) < z for some s > t + 1, which is ruled out by our choice of u. If r, is placed 
on %f+:, then again c can never be removed from bkT+lI. Thus in either case c 
will remain active for all s 2 t + 1. But this means p(s) > z for all s > t + 1, so that 
as = as+l 
I z forallsst+l. q 
Lemma 2.4. Requirement P, is satisfied for all p. 
Proof. Let p = (e, k) and let sP be a stage such that sP >p and 
(i) (Vs 3 s,)(Vj 8 p)[aT = up and b; = by] and 
(ii) sP 2 max{t,, . . . , t,}, where t, is a stage such that either (a) for all s at,, 
c is active at s, or (b) for all s 3 t,, C is inactive at s. 
It then easily follows from our construction that if & is inactive at stage s,,, then 
qk(aE)T and ai = a$ for all s B s,. Thus Qk(ap)T, where aP = lim,(a;). Hence, the 
requirement P, is automatically satisfied. If r, is active at stage sP, then there are 
two possibilities. The first is that T,(s) = ai = up, in which case our construction 
guarantees that either &(s,) $ A or $i(ap) E A but there are at least p + 1 
elements uO, . . , up E A such that (Vi, &(a,,)) E R, for i = 0, . . . , p. The second 
possibility is that T,(s) = b”, = b,,, for some m s nSp. In this case, our construction 
30 D. Cenzer, .I. Remmel 
ensures that &(b~) E A and there are at least m + 2 elements w,, . . . , w~+~ E A 
such that (Wi, @k(bm)) $ R, for i = 0, . . . , m. Thus in any case, Pp is satisfied. 0 
It now follows from Lemma 2.3 that ai cu a;+, and b,+, cub, for all i and that 
ai <Z bi for all i and j, so that 9 is isomorphic to o + IX*. By our remarks 
preceding the construction of 9, it follows that meeting all the requirements P, 
ensures that 9 is not recursively isomorphic to any polynomial time linear 
ordering over A. 
This completes the proof of Theorem 2.2. 0 
Remark. The same proof works if A is any recursive set and R,, R,, . . . is any 
effective sequence of recursive binary relations. Thus, for example, the proof 
applies if we replace polynomial-time by primitive recursive in the statement of 
the theorem. 
We now turn to the topic of recursive Boolean algebras. 
Definition 2.1. (i) The language 9 consists of two binary function symbols A 
(meet) and v (join), one unary function symbol 1 (complement) and two constant 
symbols 0 (zero) and 1 (unity). A Boolean algebra 93 is a structure (B, A B, v B, 
-I~, OB, lB) for this language which satisfies the usual axioms. 
(ii) Given a linear ordering JU = (M, <) with a first element, the interval 
algebra Intalg(.M) is the Boolean algebra of subsets of M generated by the 
left-closed, right-open intervals of M, [a, b) = {x: a sx <b}. 
Lemma 2.5. For any p-time linear ordering 28 with a first element, the interval 
algebra Intalg(9) is a p-time Boolean algebra. 
Proof. Note that, by Lemma 1.2, we may assume that L is a subset of (0, l}*. 
Given 2, note that the elements of .~4 = Intalg(9) can all be expressed in one of 
the following standard forms: 
(1) O& = [a”, a,,), where u. is the first element of P’; 
(2) I& = ia07 m), where here 03 is a special symbol which is defined to be 
greater than all elements of L; 
(3) [@I, 4 u [% 4 u . . . U [u~~_~, uzn), where a, CL+ CL . . . <Lu2n--1 and 
either (i) Us = 03 or (ii) u2n E L and ah-1 < u2n. 
In this way we have represented the universe A of ~4 as a subset of ,Y*, where 
~={o)1)~,u,[,),“,“}. It is then easy to see that, because 6p is a p-time 
ordering, we can check in polynomial time whether a given string CJ in Z* has one 
of the three forms above. To see that the operations of & are also p-time, let us 
analyze two of the operations, 1 and fl. 
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Given x E A, it is easy to see that if x is in case (l), 1~ = 1, and if x is in case 
(2), -IX = 0,. If x is in case (3), then 
1x = [a,, a,) u [a,, %) u. * * u [h--2, h-1) u [en, 00) 
with the convention that we drop [a,,, a,) U from the start of lx if a, = a, and we 
drop U [uzn, 00) from the end of lx if uzn = 00. Thus it is easy to see that the 
operation 1 in _~4 will be polynomial-time. 
Next consider the operation of meet in ~4. First let us consider the computing 
of x ” [b, c). Clearly if x is in case (l), then x ” [b, c) = OA. If x is in case (2), 
then x ” [6, c) = [b, c). Now if x is in case (3), then we have four cases. Let a, be 
the first element of .9 and set uzn+i = a. Then we can find i and j such that 
UiS b < Ui+l and u,<c~u,+,. Then it is somewhat tedious but easy to check that 
we have the following expression for x ” [b, c) depending on the parity of i and j. 
Note that we must have b < c, so that i S j. 
Case 1. If i = 2k + 1 and j = 21+ 1, then 
x ” [b, c, = 
[b, ~1 2/c+*) u .. . U [a,,,, c), if k < 1, 
[b, c), if k = 1. 
Case 2. If i = 2k + 1 and j = 21, then 
x ” [b, c) = [b, azk+z) U. . . u [G-I, 4 
Case 3. If i = 2k and j = 21+ 1, then 
x ” [b, c) = [+k+rr az+J u - . - u bx+l, cl- 
Case 4. If i = 2k and j = 21, then 
x n [b, c) = [a $k+l 7 u*/r+*) u * * * U [u2[_r, au), if k < 1, 
7 if k = 1. 
Then it is easy to see that if y = [b,, b2) U * * * U [bh_I, b&, then 
x “Y = (x ” [b,, 62)) U . . . U (x ” [b2m--1, L)), 
where we make the convention that if (X ” [bzi-l, b2i)) = @ then we delete the 
string (X ” [bzi_,, b2i)) and the appropriate occurrence of U from the expression. 
Of course there is one further special case: if (x ” [b2i-1, 6,)) = ti for each i, 
then we set x ” y = ti. Now it is easy to see that the meet operation in &! is 
p-time. We need only compare the elements of L in the two expressions, and 
these comparisons are polynomial-time in the length of the expressions because 
the ordering CL is assumed to be a polynomial-time linear ordering. A similar 
type of argument will show that the join operation is also p-time. 0 
Theorem 2.6. Every recursive Boolean algebra 93 is recursively isomorphic to u 
p-time Boolean algebra. 
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Proof. First observe that the classical proof that every countable Boolean algebra 
is isomorphic to the interval algebra of a countable linear ordering is effective. 
(See Remmel [6].) Thus every recursive Boolean algebra is recursively isomor- 
phic to Intalg(At), where At is a recursive linear ordering. The result now follows 
from Lemma 2.5 and Theorem 2.1. 0 
The next theorem demonstrates that this result cannot be improved from 
p-time to honest p-time or even to p-time with honest witnesses. 
Theorem 2.7. (a) Every honest p-time Boolean algebra is finite. 
(b) Every recursive Boolean algebra with honest witnesses has a recursive set of 
atoms. 
(c) There exists a p-time Boolean algebra which is not isomorphic to any p-time 
Boolean algebra with honest witnesses. 
Proof. (a) Note that if 93 = (B, A, v, 1, O’, 1”) is an honest p-time Boolean 
algebra, then A is a finite-to-one function. But for each b E B, b A lb = OB. Thus 
B must be finite. 
(b) Let 93 be a p-time Boolean algebra with honest witnesses. Note that for 
any b E B, 
b is not an atom e (3y)[y A b # OB & 1y A b # OB]. 
Clearly this is decidable if $3 has honest witnesses. 
(c) It is a theorem of Goncharov [2], that there exists a recursive atomic 
Boolean algebra 93 which is not isomorphic to any recursive Boolean algebra 9 
such that the set of atoms of 9 is recursive. By Theorem 2.6, 93 is isomorphic to a 
p-time Boolean algebra &. It follows from part (b) that ti is a p-time Boolean 
algebra which is not isomorphic to any p-time structure with honest 
witnesses. 0 
The following result shows that the concept of honest witnesses for Boolean 
algebras is non-trivial. 
Theorem 2.8. There exists an infinite polynomial-time Boolean algebra with 
honest witnesses. 
Proof. We first construct a countable atomless Boolean algebra which is p-time 
and has honest witnesses. We then indicate how a slight variation of the 
construction yields such a Boolean algebra within infinitely many different 
classical isomorphism types. 
Construction of a polynomial time atomless Boolean algebra with honest witnesses 
We shall give a construction of a p-time Boolean algebra which first appeared 
in Nerode and Remmel [5]. 
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Let JU be the linear ordering of the set of dyadic rationals q = i/2” with 
0 c q < 1, where the rational 0 is represented by the string (0) and each dyadic 
rational q > 0 is represented by a string i,i, . . . i, E (0, l}*, where i, = 1 and 
q = Cjij2p’. Thus, for example, 1011 represents 2-l + 2-‘+ 2-4 = 11/16. It is 
clear that J% is a p-time linear ordering. 
Now let 93 = Intalg(&). It follows from Lemma 2.3 that 93 is a p-time Boolean 
algebra. 
It remains to be shown that C% has honest witnesses. 
First we make the following general remarks about Boolean algebras. 
For any subset S of %‘, let S* denote the subalgebra generated by S and let I(S) 
denote the ideal generated by S. Given a subalgebra 9 of 3, we let At(g) denote 
the set of atoms of 9. 
Suppose that @(y, xl, . . . , x,) is a quantifier-free formula and that % k 
PY)@(Y, d,, . . . ? 4). Let c E B with %k@(c, d,, . . . , d,). Let 9 = 
{d,, . . . , d,}* and let {a,, . . . , uk} = At(g). 
Now suppose b E B and 
(*) forallaEAt(9) { ~Aa=o G cAa=0’ 1 Au=0 e lChu=o. 
Then there is an isomorphism 
f:{b,d,, . . . , 4)*+{c, d,, . . . , dJ*, 
wheref(u) = a for a E At(d) (and hencef(d,) = d; for i = 1, . . , n) andf(b) = c. 
Thus if b satisfies (*), our isomorphism shows that b, d,, . . . , d,, and 
c, 4,. . . , d, satisfy the same quantifier-free formulas, so that 
%k@(b,d,, . . . ,d,J e C%b$(c,d,, . . . ,d,). 
Thus the problem of finding honest witnesses for elements d,, . . . , d, of 9J 
reduces to two problems: 
(1) Finding the atoms a of 9 = {d,, . . . , d,}*. 
(2) Finding elements b which satisfy every possible conjunction of b A a = 0 (or 
b A a # 0) and lb A a = 0 (or b A a # 0) where a ranges over At(g). 
To solve these problems we need to refine the structure of 9. Let 
Q(o) = {a), 91, qz, . . . 2 q/c) 
list in increasing order the elements 0 and 00 together with those dyadic rationals 
which appear as end-points in the intervals of the elements of 9. 
Thus 
O=qO<q,<...<qk-,<qk=m. 
Note that k < lqO1 + . . . + lqkl < l(d,, . . . , d,) I. 
Now 9 = Intalg(Q(D)) and it is clear that 9 has exactly k atoms, namely, the k 
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disjoint intervals 
a0 = [qo, 41) . ’ . 9 4 = [%?-I, q/J 
For each i < k, choose a dyadic rational ri of minimal length such that 
qi <r; < q;+l. Note that lr;l c 1 + max{ lq;l, lq;+ll}. 
Let 
Q+(D) = Q(D) U {ro, . . . , c-11 
and let 
$?Jd+ = Intalg(Q+(D)). 
The following observation is essential. 5Bd+ has 2k atoms and each atom 
U; = [q;, q;+r) of 6% is split into tW0 atoms ba; = [q;, r;) and b,;+r = [r;, q+l) of 9. 
Now recall the formula 9 and the element c of B with $(c, d,, . . . , d,). We 
claim that there is an element b of 9+ such that (*) is satisfied. 
The element 6 is defined as follows. For each i < k, let C; be defined in three 
cases. 
Case 1. If c A U; # 0 and 1~ A U; f 0, let c; = 62;. 
CUS~Z 2. If c A U; # 0 and 1~ A U; = 0, let c; = U;. 
Case 3. If c A ui = 0 and ic A ui # 0, let c; = 0. 
Note that since a; # 0, it is not possible that c A ui = 0 =-MT A U;. 
Now let b = lJ; c;. It is clear that, for each i, 
bAU;=O ~ c~Au;=O ~ CAU;=O 
and 
lbAUi=O e lC;AUi=O e lCAUi=O. 
It follows from the discussion above that 93 b $(b, dl, . . . , d,). 
It remains to calculate an upper bound for the length of b. Now b is the union 
of some subset S of the atoms {b,, b,, . . . , b2k_-1} of 9+, where S never contains 
two consecutive atoms. Thus b includes at most k intervals and each rational from 
Q+(D) occurs at most once as an end-point. It follows that 
Ibl G 4k + 3 + )qo( + . . . + lqkl + Irol + * * . + 1~~~~1. 
Now for each i, either lr;l~ \q;l + 1 or lr;l G \qi+l\ + 1. In either case, jr;\ s 
lqil + Iqi+ll. It follows that 
Ir0l + * * * + h-d 6 1901 + 2 144 + . . . + 2 Iqk--ll + lqkl . 
Since lqo) = (q,J = 1, we now have 
lb1 c 4k + 7 + 3(lq,( + - . . + Iqk_J). 
On the other hand, each of the rationals ql, . . . , qk_-l occurs as an endpoint in 
some dj, SO that the dl, . . . , d,, collectively include at least (k - 1)/2 intervals and 
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we have 
I(4,. . . , dn)I>lq,l+.- * + Iqk-_ll + 3(k - 1)/2. 
Thus we see that 
lb1 a3 I(d,, . . . , d,)l + 12. 
It follows that b is an honest witness. This demonstrates that the Boolean 
algebra C% defined above has honest witnesses and completes the proof of 
Theorem 2.8. 0 
To get infinitely many isomorphism types of p-time Boolean algebras with 
honest witnesses, one can simply modify the construction of 9 by changing the 
order JU. For example, if we let .M = (0) U {2-“: n E N} with the usual ordering 
as a subset of the rationals, then 93 will turn out to be isomorphic to the Boolean 
algebra of finite and cofinite subsets of CD. 
3. Structures with functions 
In this section we consider recursive structures which are not recursively 
isomorphic to polynomial-time structures. In fact, we show that recursive 
structures can be distinguished from primitive recursive structures and 
exponential-time structures can be distinguished from polynomial-time structures. 
This can be done with just one unary function. 
Theorem 3.1. Let .2” be the language which has no relation symbols and no 
constant symbols and has exactly one function symbol f which is unary. 
(i) There is a recursive structure ~4 = (A, f “) which is not recursively isomor- 
phic to any primitive recursive structure. 
(ii) There is an exponential-time structure 9 = (D, f “) which is not recursively 
isomorphic to any polynomial-time structure. 
Proof. (i) Let (&,f;J, (AI,~I), . . . be an effective list of all primitive recursive 
structures over .Z,, and let &,, $,, . . . be a list of all one-to-one partial recursive 
functions. We must meet the following set of requirements in our construction of 
ti: 
4,: C#J~ is not a recursive isomorphism from & to (Ai, f;). 
To meet the requirements Ri,j, recursively partition (0, l}* into infinitely many 
disjoint infinite recursive sets Si,j. We then define ti = (A, f”) so that A = 
Ui,jS,j = {O, l>* and for all i, j, f maps Si,j into Si,j. 
We now fix i, j and then we define f = f d on Sj,j in stages. We let aO, aI, . . . be 
some effective listing of Si,j. At stage s, we shall define f (a,). We start by defining 
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f(a,,) = al at stage 0. At stage s + 1, compute #(ao). If #(u,Jt or if @;is-l(ao)J, 
then we define f(uS) = a,,,. Otherwise, that is, if #(u,,)J but @~-‘(a,)~, let 
x = r#$(u,J and do the following. Compute the sequence X,$(X), 
X(L(X))> . . . , f?“‘(x), where here fi @) denotes f composed with itself k times. 
Note that if & were an isomorphism, then it must be the case that ~ji(Uk) =f!k)(~) 
for all k. Thus if #j were an isomorphism, then it must be the case that 
f (us) = uo e f!““‘(x) =x. 
Thus if f?“‘(x) = n, then we define f (us) = a,,,. If f p”)(x) fx, then we 
define f (a,) = a,. Note that in either case, we will have ensured that $j cannot be 
an isomorphism from ~4 onto (Ai, A). 
This completes the proof of part (i). 
(ii) The proof of part (i) must be modified in several ways. First, let (E,, fo), 
(E,>f,), . . . be an effective list of all p-time structures over Zoo; again let 
$07 417.. . be a list of all one-to-one partial recursive functions. We shall build 
our structure (D, f “) so that D c o = {l}*, the natural numbers in unary form. 
For the rest of this proof, all natural numbers are assumed to be given in unary 
form. 
We must meet the following set of requirements in our construction of &?: 
Ri,j: @j is not a recursive isomorphism from 9 to (Ei, A). 
To meet the requirements Ri,j, we construct D as a disjoint polynomial-time 
union of infinite p-time sets D = lJi,j T,j. 
Define the usual coding function [. , *] from N x N to N by 
[i,j]=$(i+j)2+3i+j+1. 
Notice that x = [i, j] can be computed from input (i, j) in time a . x for some fixed 
constant a. 
Now define the function r/~ : N X N x N+- N by the following recursion. 
V(O, 6 j) = 2[6 jl+ I, q(n + 1, i, j) = 2WQ.j). 
Note that the computation of y = 2” from input x again takes time at most b . y 
for some fixed constant b 2 a. Thus the computation of z = ~$(n, i, j) from input 
(n, i, j) takes at most the following number of steps: 
b[i, j] + bx + b2” + b2” + * * . + bz < b(l + 2 +. . . + z) < bz*. 
For each i, j, let z,j = { v(n, i, j): IZ -=c w}. 
Now let R(z, n, i, j) ($ z = q(n, i, j). Then to test R(z, n, i, j), perform the 
computation of ~#(n, i  j) for bz* steps - R(z, n, i, j) holds if the computation 
converges to z by that time. Thus R is p-time. It follows that the sets T,, are 
uniformly p-time and that D is also p-time, since 
z E T,j e (3~ <z)R(Y, n, i,j) 
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and 
zeD # (3i,j<2)zE7;,i. 
We now fix i, j and define f =f9 on T,j = {ao, al, . . .}, where a, = ~(n, i, j). 
For each m, perform the following series of computations in time bounded by 
2”m. 
(1) Start to compute Qj(a,,). If this converges in time <2am, let b, = ~j(U”). 
(2) Check that bo E Ei. 
(3) Compute the sequence b, =J(b,), b, =h(b,), . . . , b,+l =&(bm). 
Let s be the least m such that the computations can be successfully completed. 
Let us demonstrate that, assuming the existence of b0 = $j(U”), such an m must 
exist. (Once again, if ~j(U”) diverges, then condition Ri,, is automatically 
satisfied.) 
Now it takes some constant amount co of time to compute b,,. Since h is p-time, 
J(y) can be computed in time bounded by J y 1“ for some fixed integer k > 1 and 
any y E (0, l}* with (y( > 1. Let c, be the time required to compute f;(0), J(0) 
and J(l), if needed, and let c = cc, + cl. 
Then to compute the sequence b, = ~j(U,,), b, =f;(b,), . . . , b,,, =J(b,) takes 
at most 
t(m) = c + Ib,lk + (Jb,,lk)k + * - * 
= c + lb(f + lb(f2 + . . . + p#‘“. 
We need to show that this sequence is eventually dominated by the sequence 
a,,, a, = 2”1J, . . . ) a, = 2a’mm’. 
We may assume without loss of generality that (6,,1 > 1. Now if m is large 
enough so that both c and m are < Ibolk”‘, then 
t(m) < (m + 1) Ib,,lk” s I!?,,[? 
Now let m be large enough so that Jb,,(*< 22m and k < 2”, and so that 
m2 + m < 2”. Then k” < 2”’ and 
t(m) < 22m 2m2 = 22m2+m < 222m = exp,(m). 
To show that the latter is dominated by a,, note first that a, 2 3 and that, for any 
m, a, 2 m + 3; it follows that am+3 2 exp,(m + 3). 
The definition off now proceeds in stages, as in part (i). Let s be the least m 
such that the computations described above can be successfully completed. Now 
for t fs, we let f(q) = a,,,. TO compute f(u,), we let x = ~j(U”) and compute 
f!““)(x). Then if fcs+‘) (x) =x, we define f(u,) = a,,,. If f!“+‘)(x) #x, then we 
define f(u,) = a,. Note that in either case, we will have ensured that I$, cannot be 
an isomorphism from 9 onto (A,, f;). 
It remains to be seen that the computation of f can be done in exponential 
time. Given x E D, we first compute the unique triple (n, i, j) such that 
x = r&(n, i, j); this can be done in polynomial time since n, i and j are all less than 
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X. Next perform the (l), (2) (3) for m = 0, 1, . . . , n in turn. 
This can be done in exponential time since each series of computations is 
bounded by time 2nm. The remainder of the computation of f(x) takes little time. 
We look for the least n, if any, such that the nth series of computations has been 
successfully completed. If m = n, then we check to see if f?“)(x) =x and let 
f(x) = 2” if so; otherwise, f(x) = a, = [i, i]. 
This completes the proof of part (ii). 0 
By adding a second unary function, we can improve on Theorem 3.1. 
Lemma 3.2. For any A; function #, there is a uniformly p-time sequence 
&, t = 0, 1, 2, . . . ) such that + = lim, &. 
Proof. Let r#~ be AZ. By the Limit Lemma, there is a uniformly recursive 
sequence I+!J”, +r, . . . such that C#J =lim, $J~. For simplicity, assume that r+!~~ is the 
constant 0 function and takes time t = 1 to compute. For each n, t and X, let n(t) 
be the largest n c t such that I+!J~(x) converges in time St + 1 and let 
91(x) = %&). 
It is clear that the computation of r#+(x) takes time at most (t + l)*. 0 
Theorem 3.3. Let 2ZI be the language which consists of two unary function 
symbols f, g. 
(i) There is a recursive structure d = (A, fA, gA) over _YI which is not 
A$isomorphic to any primitive recursive structure. 
(ii) There is an exponential-time structure 9 = (D, f D, g”) over .ZI which is not 
A$isomorphic to any polynomial-time structure. 
Proof. (9 Let &,fo, go), (Al,fi, gl), . . . be an effective list of all primitive 
recursive structures over _Y1. Let & be the partial recursive function computed by 
the ith Turing machine and let vi = lim, c$+,(~). We say lim, c#J+,(~) exists if and only 
if, for each t, $,+clj is total and, for each X, lim, @+,(x) exists. 
We shall construct a recursive 5’i structure (A, f, g) such that we meet the 
following set of requirements Ri,j: If lim, $e,Cf) = vi exists, then vi is not an 
isomorphism from (A, f, g) onto (Aj, 5, gj). 
As in the proof of Theorem 3.1, we define infinitely many pair-wise disjoint 
p-time subsets Si,j of (0, l}* and define f and g on Si,j to ensure that requirement 
RiSj is met. Specifically, for each i, j, k, n E N, we let ui,j,k,n = O’loilOk+‘lw(“~ i,i), 
where q(n, i, j) is as defined in the proof of Theorem 3.1. We then let 
Si,j = {Ui,j,k,n: k, n E N}. We let A = Ui,jSi,j. It is easy to see from our analysis of 
the function q(n, i, j) in Theorem 3.1 that A is a polynomial time set. 
Our strategy for meeting a single requirement Ri,j is very similar to our strategy 
in Theorem 3.1. First we shall define g on all of A = IJi,j Si,j by setting 
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g(ai.j,k,n) = ai,j.k+l,n* It is easy to see that g is the restriction to A of a 
polynomial-time function. For each fixed i, j, k, we shall define f on the sequence 
ai,j,k,o7 ai.j,k,lr . . . in much the same manner as we defined f on the sequence 
ao, al,. . . in the construction of Theorem 3.1. That is, suppose vi = lim, @G,(I) 
were an isomorphism from (A, f, g) onto (A, h, gj) and Vlti(ai,j.o,o) = xo = 
c#J~,~~~(u~,~,~,~). Moreover, suppose we have defined f(ai,j.k,t) for t =Ss. Then 
because g(k)(ai,j,o,,~) = ai,j,k.O, we have f ‘S’(g’k’(U,,j,o,o)) = ai,,,k,s. Thus 
f (ai,j,k,s) = ai.j,k,s e f (f ‘“‘(g’k’(ai,j,O,O))) = f (S)(g(k)(ai.j,O,O)) 
= fi(fjYgf”‘(xo))) =fj’“‘(gJk’W. 
Thus we define f (ai,j,k,s) as follows. First we compute s steps of the following 
computation: 
Ci,j,k: “First compute 4;(k) and if +i(k)J, then compute $@,(k)(ai.j,O,,J)“. 
If we Complete the COmpUtZltiOn Ci,j,k in exactly s steps, then let x0 = 
@@,(k)(ai,j,O,O)e If XO E AOJ then compute y. = fy’(gjk’(xo)). Then if fi(yo) = y,,, 
define f (ai,j,k,s) = ai,j,k,s+l and if fi(yo) #Yo, define f (ai,j,k,,) = ai,j,k,s. Finally, if the 
computation Ci,j,k is not completed in exactly s steps, or if x0 $A, then let 
f (ai,j,k,s) = ai,j,k,s+l. 
Note that our definition is not consistent with I/J; being an isomorphism from 
(A, f, g) onto (Aj, fi, gj) and I/Ji(ai,j,o,o) = $@,(k)(ai,j,{J,o). Thus we must conclude 
that either vi is not an isomorphism from (A, f, g) onto (Aj, fi, gj) or there is no k 
such that $‘i(ai,j,o,o) = @Q,(k)(ai,j,O,O). In the latter case, @i(ai,j,o,o) f 
lim $+,(t)(ai,j,0.0)9 so that lim, $8,(1) does not exist and hence requirement R;,j is 
automatically satisfied. Thus in either case our definition off on S,,j ensures that 
requirement Ri,j is satisfied. 
Note that it is easy to see that our definition of f ensures that f is a partial 
recursive function from A into A. Thus (A, f, g) is a recursive 9, structure. Since 
every A: function is equal to 3; for some i, meeting all the requirements R,,j 
ensures that (A, f, g) is not Ai-isomorphic to any primitive recursive &--structure. 
(ii) We only have to make minor modifications in the above construction. First 
we let (Ao,f,, go), (Ai,fi, gi), . . . be an effective list of all polynomial-time 
recursive structures over .9i. Second, we change the definition off slightly. We 
define f (ai,j,k,,) as follows. Perform the following series of computations in time 
bounded by 2a1,~,k,V: 
(1) Compute @i(k). 
(2) If @i(k) converges, compute $c#a,(k)(ai,j,O,O). 
(3) If @+,(k)(ai,j,O,O) converges, let x0 = ~$~,~~~(a~,~,~,~) and check whether x0 E Aj. 
(4) If x0 E Aj, compute the sequence X0, x1 = gj(Xo), . . . , xk =gj(xk-1) and the 
sequence yl =h(xk), y2 =.fj(yl), . . . , yS+l =h(yd- 
Then if the entire sequence of computations cannot be completed in 2@~,*,~ 
steps, define f (ai,j,k,s) = ai,j,k.s+l. If the entire sequence of computations is 
completed in 2 %‘,*,’ steps, define f (ai,j,k,s) = ai,j,k,s if Ys+l #fi(Ys) and f (ai,j,k,s) = 
ai,j,k,s+l if YS+I =~(Ys). 
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Then we can argue exactly as in Theorem 3.1 that for each i, j, and k, the fact 
that Aj, h, and gj are polynomial-time ensures that there will be an s such that the 
sequence of COIIIpUtatiOIIS (l)-(4) for ai.j,k,s Will be completed in 2”‘,+ steps. It 
will then follow by the same argument as in part (i) that our requirement R,,i is 
satisfied. Moreover, it is easy to see that our definition of f ensures that f is 
restriction to A of an exponential-time function. Thus (A, f, g) will be an 
exponential-time structure which is not A$isomorphic to any polynomial-time 
structure. Cl 
Theorem 3.4. Let 2Z2 be the language which consists of one binary function 
symbol h. 
(i) There is a recursive structure 93 = (B, hB) over & which is not A’$ 
isomorphic to any primitive recursive structure. 
(ii) There is an exponential-time structure 9 = (D, hD) over X2 which is not 
A$isomorphic to any polynomial-time structure. 
Proof. This follows directly from Theorem 3.3. We give the proof for part (i); the 
proof of part (ii) is similar. Let ~4 = (A, f, g) be the recursive structure over 22?r 
which is not A:-isomorphic to any primitive recursive structure. Let B = A U 
{c, d} and define h = hB as follows. For any a E A, h(a, c) = f (a) and h(a, d) = 
g(a); for any other pair (x, y) E B x B, h(n, y) = c. 
Now suppose that there was a A:-isomorphism @J mapping B to some primitive 
recursive structure % = (C, hC). Let co = G(c), do= 4(d) and let M = C\ 
{co, d,}. Define f” and gM by f”(x) = hC(x, co) and g”(x) = hC(x, d,). It 
follows that ~2 is a primitive recursive structure. Now $ maps A = B \ {c, d} onto 
M = C \ {c,,, d,} and, for each a E A, 
+(f (a)) = $(h(a, c)) = hc(44a), 44~)) =f”(+(a)). 
Thus I#J is a A$isomorphism from & onto the primitive recursive structure A. 
This contradiction completes the proof. 0 
Next we show that the structure of Abelian groups can be built into the models 
of Theorem 3.1. 
We need the following definition and lemma. 
Definition 3.1. (a) The language 2 of (commutative) group theory consists of a 
single binary function symbol f (addition) and a single constant symbol e (the 
identity). For any sequence .s& = (Ai, 5, ei) of structures for 2, the direct sum 
JQ=C,,,& is defined to have domain A={(aI,az,.._,ok): kEm,oiiA; 
for 1 s i s k and a, # ek}, identity e* = 0 and addition f * defined as follows: 
for o= (or, 02,. . . 9 %> and t= (r,, ?$, . . .) T”>7 f”(u, t) = p = 
(PI> P2,. . . 9 pk), where k = max{i: (i cm r\iSn A&(ui, zi)#ei)vm<iSnv 
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n<i~m} and, for i<k, 
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h(o,, r,), for i < min(m, n), 
pi = oi, for n < i d k, 
ti, for m < i 6 k. 
Lemma 3.5. Let r be one of the following complexity classes: recursive, primitive 
recursive, exponential-time, polynomial-time. Suppose that the sequence &,, = 
(Ai, f, ei) of Abelian groups is uniformly r-computable. Then the direct sum of 
the sequence is also r-computable. 
Proof. This follows from the fact that the coding and uncoding functions are all 
computable in linear time. 0 
Theorem 3.6. (i) There is a recursive Abelian group G which is not recursively 
isomorphic to any primitive recursive Abelian group. 
(ii) There is an exponential-time Abelian group which is not recursively 
isomorphic to any polynomial-time Abelian group. 
Proof. (i) Let (4, fo), (Al,fi), . . . be an effective list of all primitive recursive 
Abelian groups, where k is a binary function which gives the group operation on 
Ai and let Go, r$i, . . . be a list of all one-to-one partial recursive functions as 
before. 
Let S be the infinite recursive set {a, : n E Z}, where a, = exp,(n) = 222” for 
n > 0 and a_, = a, + 1 for n > 0. For each i, j, we will define a set C,.j which is 
either S or a finite subset. We will then define a group structure Vie,., on each Cj.j 
and let ~4 = C,, 5BH, where, for each n, %I,, = (eCn,,.Cn)2. 
If Gj were a group isomorphism of ~4 onto s$, then $,! would be an embedding 
of %?j,i = B,, into da, where #J(a) = &( (eo, . . . , e,_,, a)). Therefore we will 
meet the following set of requirements. 
Ri.1: 4; is not a group isomorphism of Ci.j into ~4;. 
Fix i, j, let a, be the identity of %‘i,j and define the group addition f =f;,j on 
(6.j = { ao,al, a-,, . . . } (where a,, = e;.j), as follows. 
For k = -1, 0, 1, let xk = $l(ak) and let s be the total number of steps required 
to compute all three-thus s > 2. If the computations do not all converge, then 
say that s = m-of course in that case the condition R,,j is certainly satisfied. 
(Note also that if any of the three are not in Aj, then condition R;,j is already 
satisfied. In fact, the proof will not make use of the fact that Ai is a proper subset 
of (0, l}*.) Furthermore, we are going to define f (a”, a;) = ai for all integers i 
and f (a-,, a,) = a, so we may assume that x0 is the identity of Ai and that 
G-1, Xi) =x0* For each k > 1, let xk+l =fi(xk, X,) and let x-k-1 =$(x-k, X_,) 
so that x, = nx, for all integers n. Observe that the set x0, xi, . . . may be finite or 
infinite. 
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Now for ~j to be an isomorphism from Sp onto Aj, then the order of a, in 
C = C;.j must equal the order of n, in A,. We will ensure condition R;,, by forcing 
these two orders to be different. 
We begin the definition of C and f by putting a, E C for all m with [ml <s and 
setting f(a,, a,) = am+n for Jml + 1121 <s. Since the elements of {a,: [ml <s} are 
all distinct, it follows that the order of a, is at least 2s - 1. It follows that 
@,!(a,) =x, for all integers IZ with In I <s (or else condition R,,j is already 
satisfied.) 
There are three cases. 
Case 1. If the order of xl is ~2s (that is, {x,: Iml6s} is not distinct), then 
we let C;,j = Si,j and f(~,, u,) = u~+~ for all m, n E Z. Thus the order of a, is 
infinite, so that #,’ is not an isomorphism from Ci,j into dj. 
Case 2. If s = m, define (e,,j as in Case 1. Now @,f is not an isomorphism of Cj,j 
into Aj since it is not even defined on all of {a-,, a,,, a,}. 
Case 3. If the order of xl is >2s (that is, {x,: /ml ss} is distinct), then we let 
Cj = {a,: llzl <s} and we let f(u,, a,) = a,, where Irl <s and r = m + n modulo 
2s. Thus the order of a, equals 2.r, so that $,! is not an isomorphism from Ci,j into 
tij. 
In each case, it follows that & cannot be recursively isomorphic to any of the 
primitive recursive Abelian groups (a;, f;), 
Let us check that the sequence %& of Abelian groups is uniformly recursive. To 
show that the sets B, are uniformly recursive, it suffices to show that the sets Cj 
are uniformly recursive. Now given i, j and a natural number a in unary form, the 
test for possible membership of a in Ci,j consists of the following. First compute m 
so that a = exp,(m) = a,. Then perform m steps in the computations of $,!(uk) for 
k = -1, 0, 1. If the computations do not yet converge, then a E Ci,j. If they 
converge after a number of steps s d Ial, then compute the double sequence 
x,: InJ d,s using the formulas x,+, =f;(x,, x,) and x_,_, =f;(x_,, x_,). Finally, 
a E C if and only if the computed values X, are distinct. 
It remains to be seen that the functions f;,j are uniformly recursive. Given 
a,b~C;,,, we can compute the integers m, n so that a = a, and b = a, in the 
enumeration of S,,j. We then perform (ml + InI steps in the computations of 
#j(uk) for k = -1, 0, 1. If the computations fail to converge, then we set 
fi,j(a, 6) = a, +n’ If they converge, then we let s be the total length of the 
computations and define fi,j(u,, a,) as described above in Cases 1 and 3. 
Now Lemma 3.5 completes the proof of part (i). 
(ii) The proof of part (i) is again modified in several ways. 
Let (A(,, f;,), (A,, f,), . . . be an effective list of all p-time Abehan groups and let 
($0, $1, . . . be a list of all one- to-one partial recursive functions as before. 
As above, we will define, for each i, j, a set D;,, which is either S or a finite 
subset of S. We will then define a group structure ~;,j on each D;,j and let 
ti = C,, ‘$, where, for each it, 9?,, = Bd,,,,.,,,,. 
Define the double sequence {x,: m E Z} as in part (i). 
Polynomial-time Venus recursive models 43 
The definition of Di,j proceeds as follows. For each m, perform the following 
series of computations in time bounded by a,. 
(1) Compute the values of xk for k 9 m. 
(2) Check whether these values are distinct. 
If the computations are not completed in the prescribed time, or if the values 
are not distinct, then a, and a_, are put into D = D,,j. 
Let us assume, by way of eventual contradiction, that @,! is an isomorphism 
from 9 into tij. Then all values of xk can be computed and the order of a, in 9 
must equal the order of x, in ~4,. 
We now show that the computations can be successfully completed for some m. 
As in the proof of part (ii) of Theorem 3.1, we let c be the amount of time required 
to compute xk = $j(&) for k = 0, 1, -1 as well as to compute f;(y, 2) for 
max( 1 yl, 12 I) G 1, and we let k be such that J(y, z) can be computed in time 
(max(lyl, 1~1)” f or any y and z with max( I y 1, (z I) > 1. Then to compute the double 
sequence %I, XI, x-1, xz=f;(x,, x,), ~-2=./K-,, x-J, . . . 1 %I =m,, &?-A 
x_, =J;(x-, , x-,+,) requires time at most 
t(m) = c + bk + (bk)k +. . . 
= c + bk + b@ + . . . + bksn (where b = lx,1 + Ix-,\). 
As we saw in the proof of Theorem 3.1, t(m) is dominated by exp,(m) = urn. 
Now let s be the least m such that the computations can be successfully 
completed. 
It follows from the definition of D above that a, E D for all m with Im I < s. We 
begin the definition of f by setting f(u,, a,) = u,,,+~ for Irnl + ll~l <s. Since the 
elements of {a,: Irnl <s} are all distinct, it follows that the order of a, is at least 
2.~ - 1. If $, is to be an isomorphism, it then follows that $,!(an) =x, for all 
integers n with 112) <.s. 
There are three cases. 
Case 1. If the order of x, is 42s (that is, {x,,: Jml s s} is not distinct), then 
D = S and we let f(u,, a,) = amtn for all m, II E Z. Thus the order of a, is infinite, 
so that $,’ is not an isomorphism from 9n,,j into ~4,. 
Case 2. If s = m, define 9;,, as in Case 1. Now @I is not an isomorphism of 9,,j 
into tij since it is not even defined on all of {a-,, u,,, a,}. 
Case 3. If the order of X, is >2.s (that is, {x,: Imj SS} is distinct), then 
D = {a,: InI <s} and we let f(u,, a,) = a,, where Irl <s and r = m + n modulo 
2s. Thus the order of a, equals 2s, so that $I is not an isomorphism from 9,,, into 
4. 
In each case, it follows that ~4 cannot be recursively isomorphic to any of the 
p-time Abelian groups (.&, J). 
Let us check that the sequence %,, of Abelian groups is uniformly exponential- 
time. To show that the sets G,, are uniformly exponential-time, it suffices to show 
that the sets Di,, are uniformly exponential-time. Now given i, j and a natural 
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number II in unary form, the test for possible membership of a in Di,j consists of 
the following. First compute m so that a = exp,(m) = a,. Then perform Ial steps 
in the computation of the double sequence x,: InI s m. If the computations do 
not yet converge, then a E D. If they converge after a number of steps s cm, 
then m E D if and only if the computed values X, are distinct. Since the primary 
computations are bounded in advance by 1~11, it is clear that D is actually 
polynomial time. 
It remains to be seen that the functions f;,j are uniformly exponential-time. We 
make two key observations. 
(1) The graph of exp, is p-time. 
(2) For any m and n, exp,(m + n) < 2exp3(m) + 2expTcn). 
Given a, b E Di,j, we can compute the integers m, n so that a = a, and b = a, in 
the enumeration of S. This can be done in polynomial time by observation (1). 
Next we search up to [ml + 1111 for the least s for which the computation of the 
double sequence xk: I/cl d s can be performed in time la,/. We then consider Cases 
1, 2 and 3 above to determine the value of p such that f(u, b) = up. This can 
certainly be done in polynomial time. Finally we compute f(u, b) as the least 
c < exp,(m + n) such that c = exp,(p). This can be done in exponential time by 
observation (2). 
It follows from Lemma 3.5 that the direct sum d is exponential-time. This 
completes the proof of Theorem 3.6. 0 
4. A polynomial time model of arithmetic 
in this section we construct a polynomial-time model of arithmetic which 
includes addition, multiplication and also the unary exponentiation function 2”. 
Theorem 4.1. The structure (N, S, +, . , 2*, <, 0) for the language consisting of 
two unury function symbols, two binary function symbols, one binary relation 
symbol and one constant symbol, is recursively isomorphic to a polynomial-time 
structure. 
The remainder of the section is devoted to the proof of this theorem. 
Let the language 2 = (0, A, E}, where 0 is a constant symbol (representing 
itself), A is a binary function symbol (representing addition) and E is a unary 
function symbol (representing the function 2”). Letting exponentiation take 
precedence over addition, we can omit parentheses and write Ex for E(x) and 
Axy for A(x, y). We can define the natural number n(o) represented by a term o 
by the following recursion scheme: 
n(0) = 0, 
n(Ea) = 2”‘“’ for any term cr, 
n(Aaz) = n(a) + n(t) for any terms o and r. 
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It is clear that every natural number II is represented by many terms. For 
example, the number n can be written in ‘unary’ form as the sum of n 1s. More 
importantly, the standard binary representation for a natural number n > 0 has 
the form n=2”1+...+2”“, where x,>x2>...)xk; the numbers x,,...,x~ 
can be represented in ‘unary’ form or, by recursion, in binary form. For example, 
the number 5 can be represented by AEAEOEOEO and also AEEEOEO. We want 
to define by recursion an efficient representation a(n) of a natural number 12 by a 
term in the languge Z’. Note first that any number n > 0 may be written uniquely 
in the form n = 2k + m where m < 2k. This will imply that the function u defined 
below is well-defined for all natural numbers n. 
a(0) = 0, 
c~(2~) = Eu(k) for any k, 
0(2~ + m) = AEu(k)o(m) for 0 <m < 2k. 
Let T be the set of terms of 2. It is clear that n(a) is a recursive function from 
T into N. This function of course cannot be polynomial- or even exponential- 
time, since it maps the string En2 = E”(EE0) (which has length IZ + 3) to the 
number 22 ‘. 
We can now define the polynomial-time structure Af = (M, S”, +“, a”, EM, 
c”, 0) which is isomorphic to (lV, S, +, ., 2”, <, 0). The domain M is {u(n): n E 
N}, the unary operations are defined by S”(u(n)) = u(n + 1) and E”( u(n)) = 
42”); the binary operations are defined by u(m) fM u(n) = a(m + n) and 
u(m) eM u(n) = u(m . n), the relation < M is defined by u(m) <Mu(n) e m <n 
and the constant OM = 0. 
It is clear that u is a recursive isomorphism from N onto M. It remains to be 
seen that the domain M, the relation <1w, and the functions S”, +“, oM and EM 
are polynomial-time. 
Let us first observe that the set T is polynomial-time, by the following standard 
algorithm. Given an input word u, read the word from right to left and keep 
track of a counter C as follows. Initially C = 0. When a constant is read, 
increment C by 1. When an E is read, leave C unchanged. When an A is read, 
decrement C by 1. Now u E T as long as the counter ends up at 1 and is never 0 
after any letters are read. It is clear that this algorithm requires only c . I(u)1 time, 
where c is some small constant. This demonstrates the following lemma. 
Lemma 4.2. T is linear-time. 
This allows us to define our structure relative to T. We need one more 
property of T, which is standard for a set of terms in Polish notation such as this. 
(See Enderton [l, pp. 97-1001.) 
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Lemma 4.3 (Unique Readability). (i) No proper initial segment of a term z E T is 
a term. 
(ii) Every term CJ E T is either 0, Et for some t E T, or Azp for some unique 
z, p E T. 
Because of Lemma 4.3(i), we can recover t and p from a term Atp in linear 
time in IAzp(. That is, given a term u = Azp, first strip off the initial A. Now read 
the word zp = yoy, . . . yn from left to right and keep track of a counter D as 
follows. Initially D = 0; when a constant 0 is read, increment D by 1; when E is 
read, leave D unchanged; when A is read, decrement D by 1. Let k be the least i 
such that yi = 0 and D = 1 after we read ‘/I and D G 0 after we read yi for each 
j < i. It is then easy to see that y. . . . yk is the first initial segment of zp which is a 
term. But then by Lemma 4.3(i), we must have y,,, . . . , yk = z. Finally 
Yk+l ’ ’ . Yn = P. 
It follows that we may define functions by recursion on T and prove 
propositions by induction on T. 
Lemma 4.4. The function (T maps N one-to-one into T. 
Proof. The proof that CJ is one-to-one is by induction. Let P(n) be the statement 
that for all n, and n2 with min{n,, n2} s n, a(n,) = o(n2) implies n, = n2. P(0) is 
clear. Suppose therefore that Z’(n) holds and that a(n,) = G(Q) for some IZ, and 
n2 with min{n,, n2} = n, = n + 1. There are two cases. 
(1) n, = 2kl for some k, 6 n. Then a(n,) = Eo(k,) = (J(Q). Since o(n2) starts 
with E, it is clear that n2 = 2k2 for some k2 such that a(k,) = o(k,). It follows by 
induction that k, = k2, so that n, = n2. 
(2) n, = 2kl + m, for some k,, m, <n with O<m2< 2kl. Then a(n,) = 
AEa(k,)a(m,) = u(n2). It follows by unique readability that n2 = 2k2 + m2 for 
some k2, m2 with 0<mz<2kZ such that a(mJ = o(m2) and a(k,) = a(k2). It 
follows by induction that k, = k2 and m, = m2, so that n, = n2. 0 
Definition 4.1. For any words o and r in M and p E T, 
(a) T,(p) is the time required to check whether p EM, 
(b) T,(a) is the time required to compute Su, 
(c) T,(u, r) is the time required to compute u +“’ r, 
(d) T,(u, t) is the time required to compute u eM r, 
(e) T,(u, z) is the time required to compare u and z and give the resulting 
answer uC”r, u=ror rC”u. 
In cases (c), (d) and (e) we input u on one tape, input r on another tape, and 
write the answer on a third tape. These tapes are assumed to have heads which 
can move independently. 
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We now begin the process of showing that the structure JU is p-time by showing 
that the set M and the binary relation <“” are p-time. 
Lemma 4.5. There is a constant c such that, for any p, and p2 in M, 
TL(P,, ~2) =G 4hl + 1~21)~ 
Proof. First observe that <M may be defined recursively by the following four 
clauses: 
(1) Oc”o, for all a#O. 
(2) EuC”Ez e uC”r. 
(3) Euc”AEtp G ud”r. 
(4) AE~J-c<~AE~~ e [CF<~T or (a= r and nc”p)]. 
These can be demonstrated as follows: 
Proof of (1). Since u # 0 and o E M, we have u = a(n) for some n, where 
n = 2k + m for some k and m. Clearly 0 <n, so that 0 <“‘cr. 
Proof of (2). S’ mce (T and r are in M, there exist m and n such that 0 = u(m) 
and t = a(n) and therefore ~(2”) = Eu and ~(2”) = Ez. Now 
EuC”Et e 2”<2” e m<n 9 u-=C”t. 
Proof of (3). Let u = u(n), r = u(k) and p = u(m), so that Eu = ~(2”) and 
AEzp = ~(2~ + m). Then 
us”r e nck G 2”<2k+m G EuC”AEzp. 
Proof of (4). Let u= u(i), n = u(n), z = u(k) and p = u(m), so that 
AEUJL = ~(2’ + n) and AEzp = ~(2~ + m). Then 
AEunC”AEzp G 2j+n<2k+m e [j<kv(j=kr\n<m)] 
ti [u<“zv(u=tr\Jd<Mp)]. 
From this recursive definition of cM we can now prove the lemma by induction 
on p1 and p2 in 4 cases. Each of the four cases provides a lower bound for the 
desired constant c. 
(1) To compare u with 0, we just need to read the first symbol of u to decide 
whether 0 = a; if it doesn’t, then OcM u. Therefore T,(O, a), T,(u, 0) s c for 
some constant c. 
(2) To compare Eu and Ez, we just mark the two Es and then apply the 
procedure to u and t. It follows that 
T,(Eu, Et), T,(Et, Eu) =s c + T,(u, t). 
Now we have by induction that T,(u, z) s ~([a( + lzl)‘. Therefore 
T,(Eu, Ez) =s c + T,(u, r) 
CC + c(lul + ItI)’ 
s c(lEul + IExI)~. 
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(3) To compare Ea and AEtp, we have to find cr and t and copy them onto 
two auxiliary tapes, then apply the procedure to compare o and t. We just look 
at one symbol of p to check that p is not missing. It follows that 
T,(Eo, AEzp), T,(AEtp, Eo) S T,(a, z) + c(lal + 1~1). 
Again we have by induction that T,(a, t) s (Ial + It])‘. Let s = 1~1 and t = ItI. 
Therefore 
MEat AErp) G C,(o, r) + 44 + ITI) 
c c(s + t)* + c(s + t) 
= c(s2 + t* + 2st + s + t) 
s c(s + t + 3)2 
s c(lEul + IAEtpl)*. 
(4) To compare AEun with AEtp, we have to find u, r, p and it, then apply 
the procedures to compare u with r and (possibly) to compare p with z It 
follows that 
T,(AEm, AEzp) s TL( (J, r) + TL(JG lo) + 44 + I4 + I4 + IPI). 
Finally, we have by induction that T’(a, r) 6 (la/ + ItI)’ and also that 
TL(q p) c (InI + IpI)‘. Let s = )u), t = jr/, p = 1x1 and r = )p). Then 
T,(AEon, AErp) c C(o, r) + G,(JG, P) + c(l4 + I4 + ItI + IPI) 
~c(s+t)*+C(p+r)*+C(S+t+p+r) 
sc(s+t+p+r+4)* 
= c((AEox( + IAEtpl)*. 
This completes the proof of Lemma 4.5. q 
Lemma 4.6. There is a constant c such that, for any p in T, 
TM(P) s c lp13- 
Proof. The proof is again by induction on the length of u and depends on Lemma 
4.5. 
First observe that M may be defined recursively by the following three clauses: 
(1) OEM. 
(2) EUEM e UEM. 
(3) AEateM @ ~EMA~EMA~#OA~<~EU. 
These can be demonstrated as follows. 
Proof of (1). 0 E M because n(0) = 0. 
Proof of (2). If c E M, then o = u(n) for some n. It follows that Ea = a(2”), so 
that Eu E M. If Eu E M, then Eu = ~(2~) for some k with u = u(k), so that 
UEM. 
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Proof of (3). If CT, t E M and t # 0 and t<M Eu, then u = a(k) for some k and 
r = a(m) for some m and k such that, by Lemma 4.5, 0 < m < 2k. It now follows 
that AEut = ~(2~ + m), so that AEuz E M. If AEuz EM, then AEuz = ~(2~ + 
m) for some m and k with 0 < m < 2k, u = u(k) and r = u(m). It follows that u 
and t are in M, that r # 0 and t CM Ea. 
From this recursive definition of M we can now prove the lemma by induction 
on p in three cases. Each of the three cases provides a lower bound for the 
desired constant c. 
(1) We are given that 0 E M, so that 
T,(O) 6 c. 
(2) To test whether Eu E M, we observe the E at the beginning, mark the 
square on the tape and then apply the procedure to the remainder of the tape. It 
follows that 
T,(Eu) s C + T,(U). 
Now we have by induction that TM(o) C c( Ial)‘. Therefore 
T,(Eu)s C+ T,(U)cC+C lU(3+l+ lU1)3= IEu13. 
(3) To test whether AEut E M, we have to find u and t and copy them onto 
two auxiliary tapes, then apply the procedures to test whether u and t are in M 
and to compare u and t. It follows that 
T,(AEuz) S T,(u) + T,(r) + TL(Eu, Z) + C(lUl + ItI). 
Now we have by induction that r,(u) S c 1 aI3 and TM(r) 6 c lrj3 and we know 
from Lemma 4.5 that T,(Eu, z) s c(lEul + ItI)‘. Therefore 
TM(AEu~)s &(a)+ TM(Ez)+ TL(Eu, 'c)+c(~u~ + Itl) 
SC (aI3 + c ltj3 + c(lEul + I+‘+ c(lul + Itl) 
a(lu13+ lt13+ (Ial + (ZJ + 11)2+ lul + lrl) 
s c(lul + IrI + 2)3 = c IAEut13. 
This completes the proof of Lemma 4.6. Cl 
Next we will consider the successor function. 
Lemma 4.7. (i) For any p EM, IS”(p)1 s IpI + 3. 
(ii) There is a constant k such that, for any p E M, T,(p) s k lp13. 
Proof. We begin with a recursive procedure for computing the successor S”(p) 
of a term p EM. There are three cases. 
(0) S”(0) = EO; S”(EO) = EEO. 
(1) For u#O, EO, S”(Eu) =AEuEO. 
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(2) For any term AEut E M, S”(AEaz) is determined as follows: First 
compute S”(r) and then compare S”(r) with Ea. There are two sub-cases. 
(a) If S”(r) cM Eu, then S”(AEut) = AEaS”(z). 
(b) If S”(r) = Eu, then compute s”(a). Now P’(AEuz) = ES”(a). 
This procedure can be verified by expressing each term in A4 as the image u(n) 
of some natural number. We will give the proof of (2) and leave the easier cases 
to the reader. 
(2) Let u= u(k) and r = u(m), so that O<m ~2~ and AEuz = u(n), where 
it = 2k + m. Then of course S”(AEut) = u(n + 1). Now S”(r) = m + 1 c 2k. The 
two cases are (a) when m + 1~ 2k and (b) when m + 1 = 2k. 
In case (a), we have 
S”(AEut) = ~(2~ + m + 1) =AEu(k)u(m + 1) =AEuS”(t). 
In case (b), we have n + 1 = 2k + 2k = 2k+1 and s”(u) = u(k + l), so that 
S”(AEuz) = ~(2~+‘) = ES”(u). 
It is now easy to prove (i) by induction on p. There are three cases as described 
above. 
(0) If p = 0 or p = EO, then IS”(p)( = IpI + 1. 
(1) If p = Eu and u # 0, EO, then IS”(p)l = IpI + 3. 
(2) If p = AEat, then there are two cases. 
(a) IS”(p)1 = Iu( + IS”(r)l + 2, which is s IuI + IrI + 5 by induction. 
(b) IS”(p)1 = IS”(u)l + 1, which is < lul + 4 by induction. 
In both cases, the length is c 1~1 + Ir( + 5 = IpI + 3, as desired. 
Now we turn to the proof of (ii), again proved by recursion on p in three cases. 
Each case provides a lower bound for the desired constant k. 
(0) S”(0) = EO can be computed in some fixed finite time k. 
(1) To compute S”(Eu), we just check to see whether u = 0; if it is, we write 
EO and if not, we write AEuEO. It follows that 
T,(Eu) G k 1~1 . 
(2) To compute S”(AEuz), we have to compute S”(r) and, possibly, s”(u) 
and also compare P”(t) with Ea. Since, by part (a), IS”(r)l c ItI + 3, the 
comparison can be done, by Lemma 4.5, in time < c(lul + IrI + 4)‘, which is 
< 4c( IuI + ItI)” since a, t # 0. To perform these computations we also need to 
make copies of u and t and write the final answer. It follows that for some fixed 
k, 
T’(AEut) c T,(z) + T,(u) + k(lul + lzl)‘. 
Now by induction, we know that 7’,(z) G k ltl3 and that T,(u) c k (u.(~. 
Therefore 
T,(p) =Wu13 + ItI3 + (14 + Id)‘) 
sk(lul + l~l)~=k (~1~. 
This completes the proof of Lemma 4.7. 0 
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Next we will consider the addition function. 
We will need the following inequality. 
Lemma 4.8. For any natural numbers n, x and y with x < y and any real number 
r > 0, 
x r+l +yr<yr+‘. 
Proof. Since x < y and r > 0, we have ,zr < yr. It follows that Y+’ = X’X < y’x, so 
that 
x ‘+‘+y’<y’(x+l)<y’y=y’+‘. 0 
Lemma 4.9. (A) F or any terms p1 and p2 in M, Ip1 +“p21 s lp,l + (p21 + 1. 
(B) There is a constant k so that for any pl, p2e M, T,(pI, p2) ~k(lp,l + 
lP2D4. 
Proof. The proof is by induction on pi and p2. We begin with the procedure for 
computing the sum u +M r is also an implicit definition of t +M o. 
(0) For any term u, u +M 0 = u. 
(1) For any two terms o, r the sum of Ea and Et is determined as follows. 
First compare the terms u and t. There are three cases. 
(a) If u < r, then Eu+“” ET = AEzEu; 
(b) If r < u, then Eu +M Ez = AEuEz; 
(c) If u = t, then compute s”(u); now Eu+~E~ = ES”(u). 
(2) For any terms u and rl= AEzp, the sum E = Eu+~ v is determined as 
follows. First compare u and t. There are three cases. 
(a) If r < u, then E = AEuq; 
(b) If t = u, then compute S”(u); now E = AES”(u)p. 
(c) If u < r, then compute Eu +M p and compare the result with ET; there 
are three subcases: 
(i) If Eu+~~<ET, then E=AET(Eu+~~); 
(ii) If Eu+~~ = Et, then compute S”(r); now 5 = ES”(t). 
(iii) If Eu+~~ > ET, then Eu+~~ =AEZJG for some n; compute s”(t) 
again; now E = AES”(t)n. 
(3) For any two terms p, =AEu,z, and p2 =AEu,z,, the sum E = p, +“p2 is 
determined as follows. First compare uI and u2. There are three cases. 
(a) If u, = a,, then compute S”(u,) and r1 +M r,; then 5 = AES”(u,)(t, +M 
t2). 
(b) If u1 < u2, then compute p = p, +“’ t2 and compare p with Eu,. There are 
three subcases. 
(i) If p < Eu,, then 5 = AEu,p; 
(ii) If p = Eu2, then compute S”(u2); now 6 = ES”(u2). 
(iii) If p > Eu,, then p = AEugc for some ~7d; compute S”(u,) again; now 
2j = AES”(u~)z 
(c) If a, CM u,, then proceed as in (b) by symmetry. 
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As in Lemma 4.7, this procedure can be verified by expressing each term in M 
as the image a(n) of some natural number. We will give the proof of (2) and 
leave the other cases to the reader. 
Let CJ = a(i), t = a(k) and p = a(m), so that 0 <m < 2k. Then ,?ZO+~ q = 
a(2’ + 2k + m) and the cases are as follows. 
(a) If k <i, then 2k + m -=z 2k + 2k = 2k+’ s 2’, so that 
Ea +M q = a(2 + 2k + m) = AE~r(i)a(2~ + m) = AEq. 
(b) If k = i, then 2’ + 2k + m = 2k+1 + m and m < 2i+1, so that 
EcJ+~ q = CJ(~‘+’ + m) = AES”(a)p. 
(c) If i <k, then we have to compare 2’ + m with 2k, with three possible cases. 
(i) If 2’ + m < 2k, then we have 
Ea +M q = ~(2~ + 2’ + m) = AEt(Eu +“p). 
(ii) If 2’ + m = 2k, then 2’ + 2k + m = 2k+‘, so that 
Eu+~~ = ~(2~+7 = EF”(t). 
(iii) If 2k < 2’ + m, then since i < k and m < 2k, we have 2k < 2’ + m < 2k+‘, 
so that 2’ + m = 2k + j for some j and 2’ + 2k + m = 2k+’ + j. Letting x = u(j), we 
have 
Eu+““q = ~(2~+’ +j)=AES”(r)x 
We can now prove part (A). 
The cases are as described above. 
(0) lu+“O( = [u[ c )cJl + 101 + 1. 
(1) (a), (b) lE~+~Ezl = IEul + [ET] + 1. 
(c) JEu+~ Ezl = IS”(u)1 + 1 
Clu(+4 (by Lemma 4.7) 
s lEaI+ lEzl+ 1. 
(2) Let 0 = Eu and q =AEzp. 
(a) le+“171 = If4 + lrll + 1. 
@I I@+‘+% = F%)l+ Id +2 
s Id + IPI + 5 (by Lemma 4.7) 
s 14 + 14 + IPI + 4 = iei + id. 
(c) 
(i) (B+““ql= IEu+~~I + IzI + 2 
=s I4 + k-4 f Id + 4 (by induction) 
= lel+ lql+ 1. 
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(ii) 10 +M nl = l?P(r)l + 1 
<IrI +4 (by Lemma 4.7) 
< lel+ InI+ 1. 
(iii) By Lemma 4.7, we have I.S”(t)l c IrI + 3 and by induction we have 
It1 + (irl + 2 = IAEznI = IEu+~~( c (ul + IpI + 2. 
It follows that 1x1 c lo1 + lpl - 1~1, so that 
1e +M ql= IP( + (Jr1 + 2 
C IrI + 3 + IUI + IpI - (tl+ 2 
= I(31 + IpI + 5 C (el+ InI+ 1. 
(3) Let pi = AEu,z, and p2 = AEu22t2 
(a) By Lemma 4.7, we have IS”(ul)( s jul) + 3 and by induction we have 
lq +%*I c (ZJ + It*1 + 1. 
It follows that 
IPI +%2l =s 14 + Id + b2l+ 6 
s 14 + Id + I4 + I4 + 5 
= IPII + IPZI + 1. 
(b) By Lemma 4.7, we have IS”(u2) c (CQ( + 3 and by induction we have 
IPI +M VI s IPII + IT21 + 1. 
We now have three cases. 
(i) h +“~21 6 1021 + IPII + 1~21 + 3. 
(ii) Ih +“~21 6 Id + 4. 
(iii) Ia21 + (nl+ 2 = Ipl G (piI + lr21+ 1, so that InI s Ipi1 + (tZI - (u21 - 1 
and 
IPI +921 s I4 + I4 + 5 s IPII + lr2l+ 4 
s IPII + I4 + lr2l+ 3 = IPII + b2l+ 1. 
(c) Similar to (b). 
This completes the proof of part (A). 
We can now give the proof of part (B). As in part (A), this is proved by 
induction on pr and p2 and the cases are based on the recursive procedure 
described above. As in Lemma 4.7, each case provides a lower bound for the 
desired constant k. 
(0) Since u +M 0 = a, it is clear that for some k, 
T,(O, a) s k lu( . 
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(1) To compute Ea +M Et, we have to compare o and r, which can be done in 
quadratic time by Lemma 4.5 and then possibly compute P”‘(a), which can be 
done in cubic time by Lemma 4.7. It follows that for some k, 
(2) To compute ED+~AE~~, we have to 
(a) compare o with t, which takes quadratic time by Lemma 4.5; 
(b) possibly compute S”(o) or s”(t), which can be done in cubic time by 
Lemma 4.7; 
(c) possibly compute Ea +M p and then compare the result with Et. By part 
(A), IEo+“‘%l =Z I4 + IPI + IX so this comparison can be done in quadratic time 
by Lemma 4.5. 
It follows that for some c, 
T,(Ea, AEzp) s T,(Ea, p) + c(lEoJ + IAEtpl)3. 
Now by induction T,(Ea, p) s k(jol + 1x1)4, so that, taking k > c, we have 
T,(Eo, AErp) c k[(lal + IPI+ 1j4 + (IJW + IAEw031 
G k((Ea( + (AE~II)~ (by Lemma 4.8). 
(3) Let p1 =AEa,t,, p,=AEa t 2 2. To compute p1 +“p2, we have to 
(a) compare oi with a,, which takes quadratic time by Lemma 4.5; 
(b) possibly compute S”(ol) or S”(02), which takes cubic time by Lemma 
4.7; 
(c) Compute either t1 +M rz, r1 +“pz, or p1 +“tz and compare the result, 
in the second case, with Ea, or, in the third case, with Ea,. Since the result is 
bounded in length by IplJ + Jo21 by part (A), the comparison can be done in 
quadratic time, by Lemma 4.5. 
It follows that 
UP,, ~2) =G 4~11 + IPzI)~ + t, 
where t is one of T,(t,, Gj G(PI, 4 or T,(~I, PZ). 
Now by induction, we know that t c k(lpII + Ip2( - 2)“. Therefore, again taking 
k 2 c, we have 
UP,, ~2) s c(hl + IP~~ + WA + bzl - 2J4 
s k(lp,l + IPzI)~ (by Lemma 4.8). 
This completes the proof of Lemma 4.9. 0 
Finally, we turn to multiplication. 
Lemma 4.10. (a) For any terms p1 and p2 in M, Ip1 e”p21 6 lpll Ipzl. 
(b) There is a constant c such that for any p1 and p2, Tp(pl, p2) s c (pII lp215. 
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Proof. The procedure for computing the product of two terms pi and p2 is the 
following. 
(0) For any term o, 
a.MO=O.Mo=O. 
(1) For any two terms u and t, the product 
EcT+~ET = E(u+~ t). 
(2) For any terms cr, r and p, the product 
AEaz.“p=p.MAEat=(Ea.Mp)+M(z.Mp). 
This procedure is easily verified by expressing each term in the form o(n) for 
some natural number n. The details are left to the reader. 
We can now give the proof of part (a). The cases are as described above in the 
recursive procedure for computing the product of two terms. 
(0) IomM O~=l~~a((O~. 
(1) (Eo-~ Erl=(~+~tl+l 
< Iu( + jr1 + 2 (by Lemma 4.9) 
= (Eul + [Ezl =s IEu( (Ed. 
(2) IAEut aM pi s (Ed’pl + Iv”pl + 1 (by Lemma 4.9) 
c (14 + 1) IPI + ITI IPI + 1 (by induction) 
= (I4 + 14 + 1) IPI + 1 
6 (Id + I4 + 2) IPI = lAE4 IPI 
We can now give the proof of (b). As in Lemma 4.9, the proof is by induction 
on p, and p2 and the cases are based on the recursive procedure described above, 
with each case providing a lower bound for the desired constant c. 
(0) Since 0 .M u = 0, it is clear that, for some c, 
T,(O, a) G c. 
(1) To compute Eu eM Et, we have only to compute u + M r, which can be done 
in time k(lul + 1~1)” by Lemma 4.9. Now, since, for any integers x and y greater 
than 1, x + y G xy, it follows that for some c, 
T,(Eu, ET) s c lEaI (Ez14. 
(2) To compute AEuz eM p, we need to multiply both Eu and t by p and then 
add the results p1 and pz. By Lemma 4.9, Ip,J + lpzl s JEul Jp( + lzl \pJ < 
[AEarl IpI. It now follows from Lemma 4.9 that, for some k, 
T,(AEuz, p) s Tp(Eu, p) + Tp(t, p) + k IAEuT(~ Ip14. 
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Now by induction, we know that T,(Eo, p) s c lEaI IpI’ and that T’.(r, P) s 
c (r15 (~1’. Then taking c 3 k, we have 
T.(AEcx, p) cc lEoI IpI’ + c ltl5 1~1’ + c lA%~14 bl4 
=s c lp15 [(lEol + 1x1)” + lAEm14] 
s c lp15 (AEatJ’. (by Lemma 4.8). 
This completes the proof of Lemma 4.10. 0 
Let us note that of course, for any o, EM(a) = Ea, so that the function EM is 
linear-time. It is also true that the iterations EE, EEE, . . , of E, which are the 
interpretations of the functions 2”, 22X, . . . are also linear-time. 
This completes the proof of Theorem 4.1. 0 
Let us note that the upper bounds given for the computation time of the 
various functions are not necessarily the best possible. 
Now we may view the model JU as a new representation of the natural numbers 
in which the computation of exponentiation is very easy. Of course, the 
computations of successor, addition and multiplication are more difficult than in 
the standard unary or binary representation. A natural question is the efficiency 
of the representation a(n) of the number n. 
Let us say that X is the standard binary representation of the natural numbers. 
It is easy to see that the function n(a) from Jzc into X cannot be polynomial time, 
because it maps the short strings EkO onto the long strings 22z...k. On the other 
hand, it is not hard to show that the function a(n) from X into Jbl is polynomial 
time. We now show that the representation u(n) of the natural numbers n is not 
too much longer than the binary representation. Let 1121 be the length of the 
binary representation of it (that is, roughly, log, n). 
Proposition 4.11. Fur any natural number n, la(n)1 6 2 )n12. 
Proof. Note first that for k > 0, Ikl c k and that for k < 4, lkl* c 2k. The proof is 
by induction on n. There are three cases. 
(0) For n s 32, this may be checked by a table. 
(1) For 12 = 2k > 1, we have u(n) = Eu(k) and llzl = k + 1, so that 
b(n)l= 1+ l4k)l 
s 1 + 2 lkl* (by induction) 
~1+2k2~2(k+1)2=21n12. 
(2) For IZ = 2k + m with 0 Cm < 2k and k > 4, we have u(n) = AEu(k)u(m), 
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Irnl s k and InI = k + 1, so that 
l4n)l= 2 + l4k)l+ l4m)l 
c 2 + 2 lk12 + 2 lm12 (by induction) 
c2+4k+2k2 (by the note above) 
=2(k+1)2=21n12. Cl 
It appears that the function 3” is not polynomial-time in our model, because the 
length of a(37 is in general too long. However, it seems reasonable that the idea 
of Theorem 4.1 can be modified to give a model where 3” is p-time, although 
perhaps 2” is no longer p-time. 
Notice that in the structure, an iterated power n of two has a very short 
representation, whereas n - 1 may have a long representation. For example, the 
number sixteen is represented by EEEEEO, whereas fifteen is represented by 
AEEEEOEEEOEEOEO. Thus it is not hard to see that the subtraction function is 
not polynomial-time in the structure. It is possible to modify the structure to 
include subtraction while remaining polynomial-time. 
Define the subtraction function m -n on N as usual, so that m - n = r if 
n + r = m or if m < n and r = 0. Then we have the following. 
Theorem 4.12. The structure (N, S, +, -, . , 2”, <, 0) for the language consisting 
of three unary function symbols, two binary function symbols, one binary relation 
symbol and one constant symbol, is recursively isomorphic to a polynomial-time 
structure. 
Proof. The proof is similar to that of Theorem 4.1. We will define the structure 
and make a few remarks about the details of the proof. We begin by adding a 
symbol I to the language of arithmetic to represent subtraction. Now we let 
n(lar) = n(u) -n(t). 
The representation u(n) is modified so that 
~(2~ + m) = AEu(k)u(m), for 0 < 2m d 2k 
and 
u(2k+’ - m) = IEu(k + l)u(m), for 0 < 2m < 2k. 
The modified set M- of terms will again be the set of images u(n) of natural 
numbers and the modified structure will be defined once again to make u an 
isomorphism of the structures. 
It then remains to prove that the ordering relation and all of the operations are 
polynomial-time. 
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The main difficulty arises in the proof of Lemma 4.6. We first have to prove 
that the relations “n(a) = n(t) + 1” and “n(a) = 2 . n(z)” are both polynomial- 
time. This is because, for example, AEaz E M- if and only if 2 . n(z) s n(AEa). 
The remaining lemmas go through as before (only with twice as many 
cases). 0 
References 
[I] H. Enderton, A Mathematical Introduction to Logic (Academic Press, New York, 1986). 
[2] S.S. Goncharov, Some properties of the constructivization of Boolean algebras, Sib. Mat. Zh. 16 
(1975) 203-214. 
[3] S. Grigorieff, Every recursive linear ordering has a copy in DTIME(n), J. Symbolic Logic 55 
(1990) 26t-276. 
(41 J.E. Hopcroft and J.D. Ullman, Formal Languages and Their Relations to Automata (Addison- 
Wesley, Reading, MA, 1969). 
[5] A. Nerode and J. Remmel, Complexity theoretic algebra II: the free Boolean algebra, Ann. Pure 
Appl. Logic 41 (1989) 71-99. 
[6] J. Remmel, Recursive Boolean algebras, in J.D. Monk, ed., Handbook of Boolean Algebras 
(North-Holland, Amsterdam, 1989) 1099-1165. 
