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THE SCHUR PROBLEM AND BLOCK OPERATOR CMV
MATRICES
YURY ARLINSKI˘I
Abstract. The CMV matrices and their sub-matrices are applied to the de-
scription of all solutions to the Schur interpolation problem for contractive
analytic operator-valued functions in the unit disk (the Schur class functions).
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1. Introduction
In what follows the class of all continuous linear operators defined on a complex
Hilbert space H1 and taking values in a complex Hilbert space H2 is denoted by
L(H1,H2) and L(H) := L(H,H). All infinite dimensional Hilbert spaces are sup-
posed to be separable. We denote by IH the identity operator in a Hilbert space
H and omit the symbol H in these notations if there is no danger of confusion;
by PL the orthogonal projection onto the subspace (the closed linear manifold) L.
The notation T ↾L means the restriction of a linear operator T on the set L. The
range and the null-space of a linear operator T are denoted by ranT and kerT ,
respectively. We use the standart symbols C, N, and N0 for the sets of complex
numbers, positive integers, and nonnegative integers, respectively. An operator
T ∈ L(H1,H2) is said to be
• contractive if ‖T ‖ ≤ 1;
• isometric if ‖Tf‖ = ‖f‖ for all f ∈ H1 ⇐⇒ T
∗T = IH1 ;
• co-isometric if T ∗ is isometric ⇐⇒ TT ∗ = IH2 ;
• unitary if it is both isometric and co-isometric.
Given a contraction T ∈ L(H1,H2), the operators DT := (IH1 − T
∗T )1/2 and
DT∗ := (IH2 − TT
∗)1/2 are called the defect operators of T , and the subspaces
DT = ranDT , DT∗ = ranDT∗ the defect subspaces of T . The defect operators
satisfy the relations TDT = DT∗T, T
∗DT∗ = DTT
∗. Let M and N be Hilbert
spaces. The Schur class S(M,N) is the set of all functions Θ(z) with values in
L(M,N), holomorphic in the unit disk
D = {z ∈ C : |z| < 1}
and such that ‖Θ(z)‖ ≤ 1 for all z ∈ D. Let Θ be holomorphic in D operator valued
function acting between Hilbert spaces M and N and let
Θ(z) =
∞∑
n=0
znCn, z ∈ D, Cn ∈ L(M,N), n ≥ 0
be the Taylor expansion of Θ. Consider the lower triangular (analytic) Toeplitz
matrix
TΘ :=

C0 0 0 0 . . . . . .
C1 C0 0 0 . . . . . .
C2 C1 C0 0 0 . . .
C3 C2 C1 C0 0 . . .
...
...
...
...
...
...
 .
Let H be a separable Hilbert space and let ℓ2(H) be a Hilbert space of all vectors
~f = [f0, f1, . . .]
T , fk ∈ H, k ∈ N0,
∞∑
k=0
||fk||
2
H <∞, with the inner product (
~f,~g) =
∞∑
k=0
(fk, gk)H. As is well known [14, 23]
Θ ∈ S(M,N) ⇐⇒ TΘ ∈ L (ℓ2(M), ℓ2(N)) is a contraction.
Set for n ∈ N0
Mn+1 = M⊕M⊕ · · · ⊕M︸ ︷︷ ︸
n+1
, Nn+1 = N⊕N⊕ · · · ⊕N︸ ︷︷ ︸
n+1
.
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Clearly, if TΘ is a contraction, then the operator TΘ,n ∈ L
(
Mn+1,Nn+1
)
given by
the block operator matrix
TΘ,n :=

C0 0 0 . . . 0
C1 C0 0 . . . 0
...
...
...
...
...
Cn Cn−1 Cn−2 . . . C0

is a contraction for each n.
The following interpolation problem is called the Schur problem:
(1.1)
Let M and N be Hilbert spaces.
Given operators Ck ∈ L(M,N), k = 0, 1, . . . , N,
does there exist Θ ∈ S(M,N) such that C0, C1, . . . , CN are the first
Taylor coefficients of Θ, i.e.,
Θ(k)(0)
k!
= Ck for k = 0, 1, . . . , N?
If such functions exist, describe all of them.
The Schur problem is often called the Carathe´odory or the Carathe´odory-Feje´r
problem. This problem was posed and solved by I. Schur in [32] for scalar case
(M = N = C) and later this and other interpolation problems for matrix and
operator cases attracted attention of many authors, which used various methods
to solve them, see [1, 13, 14, 19, 21, 22, 23, 24, 25, 27, 28, 29, 31] and references
therein. It is proved in [32] for M = N = C that solutions of the interpolation
problem (1.1) exist if and only if the lower triangular Toeplitz matrix
(1.2) TN :=

C0 0 0 . . . 0
C1 C0 0 . . . 0
...
...
...
...
...
CN CN−1 CN−2 . . . C0

is a contraction in CN+1 with the standard inner product, i.e., I −T ∗NTN ≥ 0. The
uniqueness holds if and only if
det(I − T ∗NTN ) = 0.
In the non-uniqueness case a descriptions of all solutions in [32] is given in the form
of fractional-linear transformation
(1.3) Θ(z) =
eN (z)E(z) + fN (z)
gN (z)E(z) + hN (z)
,
were E is an arbitrary scalar Schur class function and
eN (z), fN(z), gN(z), hN (z)
are polynomials. The approach proposed by Schur is based on the transformation
S ∋ f 7→ ϕ(z) :=
f(z)− f(0)
z(1− f(0)f(z))
∈ S, z ∈ D.
The successive application of this transform to f ∈ S
f0(z) = f(z), . . . , fk+1(z) =
fk(z)− fk(0)
z(1− fk(0)fk(z))
, . . .
is called nowadays the Schur algorithm. If f(z) is not a finite Blaschke product,
then {fk} is an infinite sequence of Schur functions called the associated functions
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and none of them is a finite Blaschke product. The numbers γk := fk(0) are called
the Schur parameters. Note that
fk(z) =
γk + zfk+1(z)
1 + γ¯kzfk+1(z)
= γk + (1 − |γk|
2)
zfk+1(z)
1 + γ¯kzfk+1(z)
, k ∈ N0.
In the case when
f(z) = eiϕ
l∏
k=1
z − zk
1− z¯kz
is a finite Blaschke product of order l, the Schur algorithm terminates at the l-th
step, i.e., the sequence of Schur parameters {γn}
l
k=0 is finite, |γk| < 1 for n =
0, 1, . . . , l − 1, and |γl| = 1. Schur proved that f can be uniquely recovered from
{γk}, i.e., there is-one-to one correspondence between Schur class functions and
their Schur parameters.
The coefficient matrix in (1.3)
WN (z) =
[
eN (z) gN (z)
fN (z) hN (z)
]
can be calculated inductively (N + 1 steps) by means of Schur parameters
γ0, γ1, . . . γN ,
obtained by the Schur algorithm which starts with
f0(z) = C0 + C1z + · · ·+ CNz
N .
In the case of uniqueness the solution Θ can be obtained as follows [32]:
• find m ∈ N0, m ≤ N , such that
det(I − T ∗m−1Tm−1) 6= 0 and det(I − T
∗
mTm) = 0,
• calculate
Θm−1(z) =
γm−1 + zγm
1 + zγ¯m−1γm
, . . . ,Θ0 =
γ0 + zΘ1(z)
1 + zγ¯0Θ1(z)
, z ∈ D
• the function Θ(z) = Θ0(z), z ∈ D is the solution.
For matrix and operator cases parameterizations similar to (1.3) can be found in
[11, 14, 21, 25, 23, 24]. As has been mentioned before, different methods were used.
The existence criteria in the operator case is similar to the scalar one: the Toeplitz
block operator matrix TN given by (1.2) is a contraction, acting form M
N+1 into
NN+1.
In the present paper a new approach to a parametrization of all solutions to the
Schur problem for operator valued functions is suggested. We essentially use the
properties of the block operator CMV (Cantero–Moral–Vela´zquez) matrices [6] and
their sub-matrices. The scalar CMV matrices (M = N = C) appeared in the theory
of scalar orthogonal polynomials on the unit circle T = {z ∈ C : |z| = 1} [16], [35].
In [6] the block operator CMV matrices were defined, studied, and applied to the
theory of conservative discrete time-invariant linear systems and to the dilation
theory. Block operator CMV matrices are built by means of an arbitrary choice
sequence and, in particular, by means of the Schur parameters of an arbitrary
Θ ∈ S(M,N). It is established in [6] that the simple conservative systems associated
with block operator CMV matrix are realizations of given function from S(M,N),
while the truncated block operator CMV matrices are the models of completely
non-unitary contractions [6], [8]. We will use finite sub–CMV–matrices which take
THE SCHUR PROBLEM AND BLOCK OPERATOR CMV MATRICES 5
three-diagonal block operator form and which are constructed by means of the finite
choice sequences associated with the data of solvable Schur problems. It should be
mentioned that in our paper [9] the similar approach, using three-diagonal matrices
and the corresponding resolvent formulas, has been applied to the descriptions of
all solutions to the operator truncated Hamburger moment problem.
The paper is organized as follows. In Section 2 we describe the Schur algorithm
for operator-valued Schur class functions and the relationships between the Schur
parameters, the Taylor coefficients, the Kre˘ın shorted operators, and lower trian-
gular Toeplitz matrices. In Section 3 we recall (see [6]) the constructions of block
operator CMV and truncated CMV matrices for a choice sequence {Γn} in the case
DΓk 6= {0}, DΓ∗k 6= {0} for all k. In Appendix A we present the explicit form of the
block operator CMV and truncated CMV matrices in the cases when Γm is isome-
try, co-isometry, unitary for some m. The core of the paper is Section 4 where we
derive useful resolvent formulas (Proposition 4.3 and Theorem 4.4) and, using the
three-diagonal finite sub-matrices of truncated CMV matrices, we establish explicit
connections between the function Θ ∈ S(M,N) and the functions Θk associated
with Θ in accordance with the Schur algorithm (Theorems 4.6, 4.9). In Section 5
we apply results obtained in Section 4 to the parametrization of all solutions to the
Schur problem.
2. Preliminaries
2.1. The Schur algorithm for operator-valued functions. The Schur algo-
rithm for matrix and operator valued Schur class functions has been considered in
[20, 21, 14, 18, 19, 23]. It is based on the following theorem which goes back to
[33, 34]:
Theorem 2.1. Let M and N be Hilbert spaces and let the function Θ(z) be from
the Schur class S(M,N). Then there exists a function Z(z) from the Schur class
S(DΘ(0),DΘ∗(0)) such that
(2.1) Θ(z) = Θ(0) +DΘ∗(0)Z(z)(I +Θ
∗(0)Z(z))−1DΘ(0), z ∈ D.
The representation (2.1) of a function Θ(z) from the Schur class is called the
Mo¨bius representation of Θ(z) and the function Z(z) is called the Mo¨bius parameter
of Θ(z). Clearly, Z(0) = 0 and from Schwartz’s lemma one obtains that
z−1Z(z) ∈ S(DΘ(0),DΘ∗(0)).
The operator Schur’s algorithm [14]. For Θ ∈ S(M,N) put Θ0(z) = Θ(z) and
let Z0(z) be the Mo¨bius parameter of Θ. Define
Γ0 = Θ(0), Θ1(z) = z
−1Z0(z) ∈ S(DΓ0 ,DΓ∗0 ), Γ1 = Θ1(0) = Z
′
0(0).
If Θ0(z), . . . ,Θk(z) and Γ0, . . . ,Γk already defined, then let Zk+1 ∈ S(DΓk ,DΓ∗k)
be the Mo¨bius parameter of Θk. Put
Θk+1(z) = z
−1Zk+1(z), Γk+1 = Θk+1(0).
The contractions Γ0 ∈ L(M,N), Γk ∈ L(DΓk−1 ,DΓ∗k−1), k = 1, 2, . . . are called the
Schur parameters of Θ and the function Θk ∈ S(DΓk−1 ,DΓ∗k−1) is called the k− th
associated function. Thus,
Θk(z) = Γk + zDΓ∗
k
Θk+1(z)(I + zΓ
∗
kΘk+1(z))
−1DΓk
= Γk + zDΓ∗
k
(I + zΘk+1(z)Γ
∗
k)
−1Θk+1(z)DΓk , z ∈ D,
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and
Θk+1(z)↾ ranDΓk = z
−1DΓ∗
k
(I −Θk(z)Γ
∗
k)
−1(Θk(z)− Γk)D
−1
Γk
↾ ranDΓk .
Clearly, the sequence of Schur parameters {Γk} is infinite if and only if the operators
Γk are non-unitary. The sequence of Schur parameters consists of finite number of
operators Γ0, Γ1, . . . ,ΓN if and only if ΓN ∈ L(DΓN−1 ,DΓ∗N−1) is unitary. If ΓN
is non-unitary but isometric (respect., co-isometric), then Γk = 0 ∈ L(0,DΓ∗
N
)
(respect., Γk = 0 ∈ L(DΓN , 0)) for all k > N . The following theorem [14, 18] is the
operator generalization of Schur’s result.
Theorem 2.2. There is a one-to-one correspondence between the Schur class S(M,N)
and the set of all sequences of contractions {Γk}k≥0 such that
(2.2) Γ0 ∈ L(M,N), Γk ∈ L(DΓk−1 ,DΓ∗k−1), k ≥ 1.
Notice that a sequence of contractions of the form (2.2) is called the choice
sequence [17]. There are connections, established in [18], between the Taylor co-
efficients {Cn}n≥0 and Schur parameters of Θ ∈ S(M,N). These connections are
given by the relations
(2.3)
C0 = Γ0,
Cn = formulan(Γ0,Γ1, · · · ,Γn−1)+
DΓ∗0DΓ∗1 · · ·DΓ∗n−1ΓnDΓn−1 · · ·DΓ1DΓ0 , n ≥ 1.
Here formulan(Γ0,Γ1, · · · ,Γn−1) is some expression, depending on Γ0,Γ1, · · · ,Γn−1.
Let now {Ck}
∞
k=0 be a sequence of operators from L(M,N). Then ([14, Theorem
2.1]) there is a one-to-one correspondence between the set of contractions
T∞ :=

C0 0 0 0 0 . . .
C1 C0 0 0 0 . . .
C2 C1 C0 0 0 . . .
C3 C2 C1 C0 0 . . .
...
...
...
...
...
...
 : ℓ2(M)→ ℓ2(N)
and the set of all choice sequences Γ0 ∈ L(M,N), Γk ∈ L(DΓk−1 ,DΓ∗k−1), k = 1, . . ..
The connections between {Ck} and {Γk} are also given by (2.3). The operators
{Γk} can be successively defined [14, proof of Theorem 2.1], using parametrization
of contractive block-operator matrices, from the matrices
T0 = C0 = Γ0, T1 =
[
C0 0
C1 C0
]
, T2 =
C0 0 0C1 C0 0
C2 C1 C0
 , . . . .
Moreover, T∞ = TΘ, Θ(λ) =
∞∑
n=0
λnCn, λ ∈ D, and {Γk}k≥0 are the Schur param-
eters of Θ [14, Proposition 2.2]. Put
Θ˜(λ) := Θ∗(λ¯), |λ| < 1.
Then Θ˜(λ) =
∞∑
n=0
λnC∗n. Clearly, if {Γ0,Γ1, . . .} are the Schur parameters of Θ, then
{Γ∗0,Γ
∗
1, . . .} are the Schur parameters of Θ˜.
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Besides TN we will consider the following lower triangular block operator matri-
ces from L(NN+1,MN+1):
(2.4) T˜N = T˜N (C0, C1, . . . , CN ) :=

C∗0 0 0 . . . 0
C∗1 C
∗
0 0 . . . 0
...
...
...
...
...
C∗N C
∗
N−1 C
∗
N−2 . . . C
∗
0
 .
If TN of the form (1.2) is a contraction, then operators {Ck}
N
k=0 are said to be the
Schur sequence [21].
2.2. The Kre˘ın shorted operator and Toeplitz matrices. For every non-
negative bounded operator S in the Hilbert space H and every subspace K ⊂ H
M.G. Kre˘ın [30] defined the operator SK by the relation
SK = max {Z ∈ L(H) : 0 ≤ Z ≤ S, ranZ ⊆ K} .
The equivalent definition is:
(SKf, f) = inf
ϕ∈K⊥
{(S(f + ϕ), f + ϕ)} , f ∈ H.
Here K⊥ := H⊖K. The properties of SK, were studied by M. Kre˘ın and by other
authors (see [4] and references therein). SK is called the shorted operator (see [2, 3]).
Let the subspace Ω be defined as follows
Ω = { f ∈ ranS : S1/2f ∈ K} = ranS ⊖ S1/2K⊥.
It is proved in [30] that SK takes the form
SK = S
1/2PΩS
1/2.
Hence, kerSK ⊇ K
⊥. Moreover [30],
ranS
1/2
K = ranS
1/2 ∩ K.
It follows that
SK = 0 ⇐⇒ ranS
1/2 ∩ K = {0}.
We identify M (N, respectively) with the subspace
M⊕ {0} ⊕ {0} ⊕ · · · ⊕ {0}︸ ︷︷ ︸
n
N⊕ {0} ⊕ {0} ⊕ · · · ⊕ {0}︸ ︷︷ ︸
n

in Mn+1 (Nn+1), and with M ⊕
∞⊕
k=1
{0}
(
N⊕
∞⊕
k=1
{0}
)
in l2(M) (l2(N)). The
next relations are established in [7].
Theorem 2.3. Let Θ ∈ S(M,N) and let {Γ0,Γ1, · · · } be the Schur parameters of
Θ. Then for each n the relations(
D2TΘ,n
)
M
= DΓ0DΓ1 · · ·DΓn−1D
2
ΓnDΓn−1 · · ·DΓ1DΓ0PM(
D2TΘ˜,n
)
N
= DΓ∗0DΓ∗1 · · ·DΓ∗n−1D
2
Γ∗n
DΓ∗
n−1
· · ·DΓ∗1DΓ∗0PN,
hold. Moreover(
D2TΘ
)
M
= s− lim
n→∞
(
DΓ0DΓ1 · · ·DΓn−1D
2
ΓnDΓn−1 · · ·DΓ1DΓ0
)
PM,
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D2TΘ˜
)
N
= s− lim
n→∞
(
DΓ∗0DΓ∗1 · · ·DΓ∗n−1D
2
Γ∗n
DΓ∗
n−1
· · ·DΓ∗1DΓ∗0
)
PN.
By means of relations (2.3) contractions T0, T1, . . . , TN determine choice param-
eters
Γ0 := C0, Γ1 ∈ L(DΓ0 ,DΓ∗0 ), . . . ,ΓN ∈ L(DΓN−1 ,DΓ∗N−1)
and for operators Tn and T˜n (n ≤ N) the relations [7]:
(2.5)
(
D2Tn
)
M
= DΓ0DΓ1 · · ·DΓn−1D
2
Γn
DΓn−1 · · ·DΓ1DΓ0PM,(
D2
T˜n
)
N
= DΓ∗0DΓ∗1 · · ·DΓ∗n−1D
2
Γ∗n
DΓ∗
n−1
· · ·DΓ∗1DΓ∗0PN
hold true. The next result can be found in [14, Theorem 2.6].
Theorem 2.4. Consider a solvable Schur problem with the data
C0, . . . , CN ∈ L(M,N).
Then the solution is unique if and only if the corresponding choice parameters
{Γn}
N
n=0, determined by the operator TN , satisfy the condition: one of Γn, 0 ≤
n ≤ N is an isometry or a co-isometry.
The next statement is established in [7].
Theorem 2.5. Let the data C0, C1, . . . , CN ∈ L(M,N) be the Schur sequence.
Then the following statements are equivalent
(i) the Schur problem has a unique solution;
(ii) either (D2TN )M = 0 or (D
2
T˜N
)N = 0;
(iii) either M ∩ ranDTN = {0} or N ∩ ranDT˜N = {0}.
2.3. The Schur sequences and the Schur parameters. Let the Schur sequence
C0, . . . , CN ⊂ L(M,N), satisfying the conditions
(2.6) (D2TN )M 6= 0, (D
2
T˜N
)N 6= 0,
be given. Then the corresponding Schur parameters
Γ0 ∈ L(M,N), . . . ,ΓN ∈ L(DΓN−1 ,DΓ∗N−1),
satisfy the conditions
(2.7) DΓN 6= {0}, DΓ∗N 6= {0}.
One more way to find {Γk}
N
k=0 goes back to Schur [32] (see also [23, page 448]). We
shall describe it. Let Θ ∈ S(M,N) be a solution to the Schur problem with data
C0, . . . , CN . By definition Γ0 = C0. Due to (2.5) and (2.6) we have DΓ0 6= {0} and
DΓ∗0 6= {0}. If Θ1 ∈ S(DΓ0 ,DΓ∗0 ) is the first function associated with Θ and if
(2.8) F1(z) := z(I + zΘ1(z)Γ
∗
0)
−1Θ1(z), z ∈ D,
then the Taylor expansion
F1(z) =
∞∑
k=1
zkB
(1)
k , Bk ∈ L(DΓ0 ,DΓ∗0 ), k ≥ 1,
and the relation Θ(z)− Γ0 = DΓ∗0F1(z)DΓ0 lead to the equalities
Ck = DΓ∗0B
(1)
k DΓ0 , k ≥ 1.
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Let
Θ1(z) =
∞∑
k=0
zkC
(1)
k , C
(1)
k ∈ L(DΓ0 ,DΓ∗0 ), k ≥ 0
be the Taylor expansion of Θ1. Then from (2.8) we get the equalities
(2.9)

C
(1)
0 = B
(1)
1 ,
C
(1)
1 = B
(1)
2 + C
(1)
0 Γ
∗
0B
(1)
1 ,
. . . . . . . . . . . . . . . . . . . . . . . .
C
(1)
N−1 = B
(1)
N + C
(1)
0 Γ
∗
0B
(1)
N−1 + C
(1)
1 Γ
∗
0B
(1)
N−2 + · · ·+ C
(1)
N−2Γ
∗
0B
(1)
1 .
The system (2.9) can be rewritten as follows
(2.10)

B
(1)
1 = C
(1)
0 ,
B
(1)
2 = C
(1)
1 − C
(1)
0 Γ
∗
0B
(1)
1 ,
. . . . . . . . . . . . . . . . . . . . . . . . ,
B
(1)
N = C
(1)
N−1 − C
(1)
0 Γ
∗
0B
(1)
N−1 − C
(1)
1 Γ
∗
0B
(1)
N−2 − · · · − C
(1)
N−2Γ
∗
0B
(1)
1 .
It follows that the data C0, C1, . . . , CN produce Γ0, B
(1)
1 , . . . , B
(1)
N and then
Γ1 = C
(1)
0 , C
(1)
1 , . . . , C
(1)
N−1.
Arguing similarly for Θ2, . . . ,ΘN we get Γ2 = C
(2)
0 = Θ2(0), . . ., ΓN = C
(N)
0 =
ΘN(0) and
DΓj 6= {0}, DΓ∗j 6= {0}, j = 1, . . . , N
Conversely, given the choice sequence Γ0, . . . , ΓN satisfying (2.7). Then
C
(N)
0 = ΓN , B
(N)
1 = C
(N)
0 , C
(N−1)
1 = DΓ∗N−1B
(N)
1 DΓN−1, C
(N−1)
0 = ΓN−1.
Using equation of the type (2.10) we find B
(N−1)
1 and B
(N−1)
2 and then find
C
(N−2)
1 = DΓ∗N−2B
(N−1)
1 DΓN−2, C
(N−2)
2 = DΓ∗N−2B
(N−1)
2 DΓN−2.
Finally we find the Schur sequence C
(0)
0 , . . . C
(0)
N . Clearly it satisfies (2.6).
Notice that in [6, Theorem 2.2] it is proved that if Θ, Θ̂ ∈ S(M,N), {Γk}, {Γ̂k}
are the Schur parameters of Θ and Θ̂, correspondingly, and
Γ0 = Γ̂0, . . . ,ΓN = Γ̂N ,
then
||Θ(z)− Θ̂(z)|| = o(|z|N+1), z → 0.
Suppose now that the Schur sequence {Ck}
N
k=0 ⊂ L(M,N) is such that(
D2TN
)
M
= 0.
Then by Theorem 2.5 the Schur problem has a unique solution Θ. From (2.5) it
follows that there is a number p, p ≤ N such that
(
D2Tp−1
)
M
6= 0 but
(
D2Tp
)
M
= 0,
i.e., the Schur parameters of Θ are
Γ0, . . . ,Γp−1,Γp, DΓp = 0, DΓ∗p 6= {0},
Γp+l = 0 ∈ L(0,DΓ∗p), l ≥ 1.
The operators Γ0, . . . ,Γp can be found by the procedure described above.
In the case
(
D2
T˜N
)
N
= 0 we proceed similarly.
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3. Block operator CMV matrices
Let
Γ0 ∈ L(M,N), Γk ∈ L(DΓk−1 ,DΓ∗k−1), k ∈ N
be a choice sequence. There are two unitary and unitarily equivalent block operator
CMV matrices corresponding to the choice sequence {Γn} [6]. We briefly describe
their constructions and their forms for the case DΓk 6= {0}, DΓ∗k 6= {0} for all k,
i.e., DΓk 6= {0}, DΓ∗k 6= {0} for each k. The rest cases we consider in detail in
Appendix A.
3.1. CMVmatrices. Recall that if {Hk}
∞
k=1 be a given sequence of Hilbert spaces,
then
HN =
N⊕
k=1
Hk
is the Hilbert space with the inner product (f, g) =
N∑
k=1
(fk, gk)Hk for f = (f1, . . . , fN)
T
and g = (g1, . . . , gN )
T , fk, gk ∈ Hk, k = 1, . . . , N and the norm ||f ||
2 =
N∑
k=1
||fk||
2
Hk
.
The Hilbert space
H∞ =
∞⊕
k=1
Hk
consists of all vectors of the form f = (f1, f2, . . .)
T , fk ∈ Hk, k = 1, 2, . . . , such
that
||f ||2 =
∞∑
k=1
||fk||
2
Hk
<∞.
The inner product is given by (f, g) =
∞∑
k=1
(fk, gk)Hk .
Define the Hilbert spaces
H0 = H0({Γk}k≥0) :=
⊕
k≥0
DΓ2k
⊕
DΓ∗
2k+1
, H˜0 = H˜0({Γk}k≥0) :=
⊕
k≥0
DΓ∗2k
⊕
DΓ2k+1
.
From these definitions it follows, that
H˜0({Γ
∗
k}k≥0) = H0({Γk}k≥0), H0({Γ
∗
k}k≥0) = H˜0({Γk}k≥0).
The spaces N
⊕
H0 and M
⊕
H˜0 we represent in the form
N
⊕
H0 =
N
⊕
DΓ0
⊕
k≥1
DΓ∗
2k−1
⊕
DΓ2k
, M
⊕
H˜0 =
M
⊕
DΓ∗0
⊕
k≥1
DΓ2k−1
⊕
DΓ∗
2k
.
Let
JΓ0 =
[
Γ0 DΓ∗0
DΓ0 −Γ
∗
0
]
:
M
⊕
DΓ∗0
→
N
⊕
DΓ0
, JΓk =
[
Γk DΓ∗
k
DΓk −Γ
∗
k
]
:
DΓk−1
⊕
DΓ∗
k
→
DΓ∗
k−1
⊕
DΓk
, k ∈ N.
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be the elementary rotations. Define the following unitary operators
(3.1)
M0 =M0({Γk}k≥0) := IM
⊕
k≥1
JΓ2k−1 : M
⊕
H0 →M
⊕
H˜0,
M˜0 = M˜0({Γk}k≥0) := IN
⊕
k≥1
JΓ2n−1 : N
⊕
H0 → N
⊕
H˜0,
L0 = L0({Γk}k≥0) := JΓ0
⊕
k≥1
JΓ2n : M
⊕
H˜0 → N
⊕
H0.
Observe that (L0({Γk}k≥0))
∗
= L0({Γ
∗
k}k≥0). Let
(3.2) V0 = V0({Γk}k≥0) :=
⊕
k≥1
JΓ2k−1 : H0 → H˜0.
Clearly, the operator V0 is unitary and
(3.3) M0 = IM
⊕
V0, M˜0 = IN
⊕
V0.
It follows that
(
M˜0({Γk}k≥0)
)∗
=M0({Γ
∗
k}k≥0), (M0({Γk}k≥0))
∗
= M˜0({Γ
∗
k}k≥0).
Finally, define the unitary operators
(3.4)
U0 = U0({Γk}k≥0) := L0M0 : M
⊕
H0 → N
⊕
H0,
U˜0 = U˜0({Γk}k≥0) := M˜0L0 : M
⊕
H˜0 → N
⊕
H˜0.
By calculations we get
(3.5) U0 =


Γ0 DΓ∗0Γ1 DΓ
∗
0
DΓ∗1
0 0 0 0 0 . . .
DΓ0 −Γ
∗
0
Γ1 −Γ∗0DΓ∗1 0 0 0 0 0 . . .
0 Γ2DΓ1 −Γ2Γ
∗
1
DΓ∗2
Γ3 DΓ∗2DΓ
∗
3
0 0 0 . . .
0 DΓ2DΓ1 −DΓ2Γ
∗
1
−Γ∗
2
Γ3 −Γ∗2DΓ∗3 0 0 0 . . .
0 0 0 Γ4DΓ3 −Γ4Γ
∗
3
DΓ∗4
Γ5 DΓ∗4DΓ
∗
5
0 . . .
...
...
...
...
...
...
...
...
...


,
(3.6) U˜0 =


Γ0 DΓ∗0 0 0 0 0 0 . . .
Γ1DΓ0 −Γ1Γ
∗
0 DΓ∗1
Γ2 DΓ∗1DΓ
∗
2
0 0 0 . . .
DΓ1DΓ0 −DΓ1Γ
∗
0 −Γ
∗
1Γ2 −Γ
∗
1DΓ∗2
0 0 0 . . .
0 0 Γ3DΓ2 −Γ3Γ
∗
2 DΓ∗3
Γ4 DΓ∗3DΓ
∗
4
0 . . .
0 0 DΓ3DΓ2 −DΓ3Γ
∗
2 −Γ
∗
3Γ4 −Γ
∗
3DΓ∗4
0 . . .
...
...
...
...
...
...
...
...


.
The block operator matrices U0 and U˜0 are called [6] block operator CMV matrices.
Observe that
(3.7) M˜0U0 = U˜0M0,
and
(U0({Γk}k≥0))
∗
= U˜0({Γ
∗
k}k≥0),
(
U˜0({Γk}k≥0)
)∗
= U0({Γ
∗
k}k≥0)
Therefore the matrix U˜0 can be obtained from U0 by passing to the adjoint U
∗
0 and
then by replacing Γk (respect., Γ
∗
k) by Γ
∗
k (respect., Γk) for all n. In the case when
the choice sequence consists of complex numbers from the unit disk the matrix U˜0
is the transpose to U0, i.e., U˜0 = U
t
0.
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The matrices U0 and U˜0 admit the three-diagonal block operator form
U0 =


Γ0 C0 0 0 0 · ·
A0 B1 C1 0 0 · ·
0 A1 B2 C2 0 · ·
...
...
...
...
...
...
...

 , U˜0 =


Γ0 C˜0 0 0 0 · ·
A˜0 B˜1 C˜1 0 0 · ·
0 A˜1 B˜2 C˜2 0 · ·
...
...
...
...
...
...
...

 ,
where
C0 =
[
DΓ∗0Γ1 DΓ∗0DΓ∗1
]
:
DΓ0
⊕
DΓ∗1
→ N, A0 =
[
DΓ0
0
]
: M→
DΓ0
⊕
DΓ∗1
,
(3.8)

Bk =
[
−Γ∗2k−2Γ2k−1 −Γ
∗
2k−2DΓ∗2k−1
Γ2kDΓ2k−1 −Γ2kΓ
∗
2k−1
]
:
DΓ2k−2
⊕
DΓ∗2k−1
→
DΓ2k−2
⊕
DΓ∗2k−1
,
Ck =
[
0 0
DΓ∗
2k
Γ2k+1 DΓ∗
2k
DΓ∗
2k+1
]
:
DΓ2k
⊕
DΓ∗
2k+1
→
DΓ2k−2
⊕
DΓ∗
2k−1
,
Ak =
[
DΓ2kDΓ2k−1 −DΓ2kΓ
∗
2k−1
0 0
]
:
DΓ2k−2
⊕
DΓ∗2k−1
→
DΓ2k
⊕
DΓ∗2k+1
,
C˜0 =
[
DΓ∗0 0
]
:
DΓ∗0
⊕
DΓ1
→ N, A˜0 =
[
Γ1DΓ0
DΓ1DΓ0
]
: M→
DΓ∗0
⊕
DΓ1
,
(3.9)

B˜k =
[
−Γ2k−1Γ
∗
2k−2 DΓ∗2k−1Γ2k
−DΓ2k−1Γ
∗
2k−2 −Γ
∗
2k−1Γ2k
]
:
DΓ∗
2k−2
⊕
DΓ2k−1
→
DΓ∗
2k−2
⊕
DΓ2k−1
,
C˜k =
[
DΓ∗
2k−1
DΓ∗
2k
0
−Γ∗2k−1DΓ∗2k 0
]
:
DΓ∗
2k
⊕
DΓ2k+1
→
DΓ∗2k−2
⊕
DΓ2k−1
,
A˜k =
[
0 Γ2k+1DΓ2k
0 DΓ2k+1DΓ2k
]
:
DΓ∗
2k−2
⊕
DΓ2k−1
→
DΓ∗2k
⊕
DΓ2k+1
.
.
Remark 3.1. The three-diagonal block form of the CMV matrices with scalar en-
tries has been established in [15].
3.2. Truncated block operator CMV matrices. Define two contractions
(3.10) T0 = T0({Γk}k≥0) := PH0U0↾H0 : H0 → H0,
(3.11) T˜0 = T˜0({Γk}k≥0) := PH˜0 U˜0↾ H˜0 : H˜0 → H˜0.
The operators T0 and T˜0 take on the three-diagonal block operator matrix forms
T0 =


B1 C1 0 0 0 ·
A1 B2 C2 0 0 ·
0 A2 B3 C3 0 ·
...
...
...
...
...
...

 , T˜0 =


B˜1 C˜1 0 0 0 ·
A˜1 B˜2 C˜2 0 0 ·
0 A˜2 B˜3 C˜3 0 ·
...
...
...
...
...
...

 ,
where An,Bn, Cn, and A˜n, B˜n, C˜n are given by (3.8) and (3.9). Since the matrices T0
and T˜0 are obtained from U0 and U˜0 by deleting the first rows and the first columns,
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we will call them truncated block operator CMV matrices. Observe that from the
definitions of L0,M0, M˜0, T0, and T˜0 it follows that T0 and T˜0 are products of two
block-diagonal matrices
(3.12) T0 = T0({Γn}n≥0) = (−Γ
∗
0 ⊕ JΓ2 ⊕ . . .⊕ JΓ2n ⊕ . . .)×
×
(
JΓ1 ⊕ JΓ3 ⊕ . . .⊕ JΓ2k−1 ⊕ . . .
)
(3.13) T˜0 = T˜0({Γk}k≥0) =
(
JΓ1 ⊕ JΓ3 ⊕ . . .⊕ JΓ2k−1 ⊕ . . .
)
×
× (−Γ∗0 ⊕ JΓ2 ⊕ . . .⊕ JΓ2k ⊕ . . .) .
In particular, it follows that (T0({Γk}k≥0))
∗
= T˜0({Γ
∗
k}k≥0). From (3.12) and (3.13)
we have V0T0 = T˜0V0, where the unitary operator V0 is defined by (3.2). There-
fore, the operators T0 and T˜0 are unitarily equivalent, in particular the following
equalities
(3.14)
B˜kJΓ2k−1 = JΓ2k−1Bk, A˜kJΓ2k−1 = JΓ2k+1Ak,
C˜kJΓ2k+1 = JΓ2k−1Ck, k ≥ 1,
hold true.
Proposition 3.2. [6]. Let Θ ∈ S(M,N) and let {Γk}k≥0 be the Schur parameters
of Θ. Suppose Γk is neither isometric nor co-isometric for each k. Let the function
Ω ∈ S(K,L) coincides with Θ in the sense of [36] and let {Gk}k≥0 be the Schur
parameters of Ω. Then truncated block operator CMV matrices T0({Γk}k≥0) and
T0({Gk}k≥0) (respect., T˜0({Γk}k≥0) and T˜0({Gk}k≥0)) are unitarily equivalent.
3.3. Simple conservative realizations of the Schur class function by means
of its Schur parameters. Set
G0 = G0({Γk}k≥0) :=
[
DΓ∗0Γ1 DΓ∗0DΓ∗1 0 0 . . .
]
= DΓ∗0
[
Γ1 DΓ∗1 0 . . .
]
∈ L(H0,N),
G˜0 = G˜0({Γk}k≥0) :=
[
DΓ∗0 0 . . .
]
= DΓ∗0
[
IN 0 . . .
]
∈ L(H˜0,N),
F0 = F0({Γk}k≥0) :=
DΓ00
...
 ∈ L(M,H0), F˜0 = F˜0({Γk}k≥0) :=

Γ1DΓ0
DΓ1DΓ0
0
...
 ∈ L(M, H˜0).
Then the operators U0 and U˜0 defined by (3.4) and taking the form (3.5) and (3.6)
can be represented by 2× 2 block operator matrices
U0 =
[
Γ0 G0
F0 T0
]
:
M
⊕
H0
→
N
⊕
H0
, U˜0 =
[
Γ0 G˜0
F˜0 T˜0
]
:
M
⊕
H˜0
→
N
⊕
H˜0
.
Recall [10] that the discrete time-invariant system
Σ =
{[
D C
B A
]
;M,N,H
}
is called conservative if the operator
U =
[
D C
B A
]
:
M
⊕
H
→
N
⊕
H
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is unitary. The function
ΘΣ(z) = D + zC(IH − zA)
−1B
is called the transfer function of the system Σ [10]. Define the following conservative
systems:
(3.15)
ζ0 =
{[
Γ0 G0
F0 T0
]
;M,N,H0
}
= {U0({Γk}k≥0);M,N,H0({Γn}k≥0)} ,
ζ˜0 =
{[
Γ0 G˜0
F˜0 T˜0
]
;M,N, H˜0
}
=
{
U˜0({Γk}k≥0);M,N, H˜0({Γk}k≥0)
}
.
Equalities (3.3) and (3.7) yield that systems ζ0 and ζ˜0 are unitarily equivalent.
Hence, ζ0 and ζ˜0 have equal transfer functions [10]. Let Θ(z) be the transfer
function of ζ0 (ζ˜0). Then
Θ(z) = Γ0 + zG0(IH − zT0)
−1F0 = Γ0 + zG˜0(IH˜ − zT˜0)
−1F˜0.
Using expressions for CMV matrices U0 and U˜0 we obtain
(3.16) Θ(z) = Γ0 + zDΓ∗0
[
Γ1 DΓ∗1
] (
PH1 (IH − zT0)
−1
↾DΓ0
)
DΓ0
(3.17) Θ(z) = Γ0 + zDΓ∗0
(
PDΓ∗0
(
I
H˜
− zT˜0
)−1
↾ H˜1
)[
Γ1
DΓ1
]
DΓ0 .
The next theorem has been established in [6], using conservative realizations of the
Schur algorithm obtained in [5].
Theorem 3.3. [6]. 1) The unitarily equivalent conservative systems ζ0 and ζ˜0
given by (3.15) are simple and the Schur parameters of the transfer function Θ of
ζ0 and ζ˜0 are {Γn}n≥0.
2) Let Θ ∈ S(M,N) and let {Γn}n≥0 be the Schur parameters of Θ. Then the
systems (3.15) are simple conservative realizations of Θ.
4. Connections between Θ and Θk
In the sequel we need some sub-matrices of block operator CMV matrices, which
will play essential role in the parametrization of all solutions to the Schur problem.
Suppose
Γ0 ∈ L(M,N), Γ1 ∈ L(DΓ0 ,DΓ∗0 ), . . .
is a choice sequence and
(4.1) DΓ2n+1 6= {0}, DΓ∗2n+1 6= {0}
for some n. Define the Hilbert spaces
(4.2)
Hk :=
DΓ2k−2
⊕
DΓ∗
2k−1
, H˜k :=
DΓ∗
2k−2
⊕
DΓ2k−1
, k = 1, . . . , n+ 1,
Kn =
n+1⊕
k=1
Hk, K˜n =
n+1⊕
k=1
H˜k.
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4.1. Sub-matrices Sn and S˜n of block operator CMV matrices.
Proposition 4.1. Let (4.1) holds true. Then the operators Sn and S˜n given by
three-diagonal block operators matrices
(4.3) Sn = Sn (Γ0,Γ1, . . . ,Γ2n+2) :=

B1 C1 0 0 · · 0
A1 B2 C2 0 · · 0
...
...
...
...
...
...
...
· · · · · · Bn+1
 ,
(4.4) S˜n = S˜n (Γ0,Γ1, . . . ,Γ2n+2) :=

B˜1 C˜1 0 0 · · 0
A˜1 B˜2 C˜2 0 · · 0
...
...
...
...
...
...
...
· · · · · · B˜n+1

and acting in the Hilbert spaces Kn and K˜n, respectively, are unitarily equivalent
contractions and
(4.5)
(
S˜n (Γ0,Γ1, . . . ,Γ2n+2)
)∗
= Sn
(
Γ∗0,Γ
∗
1, . . . ,Γ
∗
2n+2
)
.
Proof. Since Sn = PKnT0↾Kn, S˜n = PK˜n T˜0↾ K˜n, the operators Sn and S˜n are
contractions and can be represented as products
(4.6) Sn =WnVn, S˜n = VnWn,
where
(4.7) Vn =
n+1⊕
k=1
JΓ2k−1 : Kn → K˜n,
(4.8) Wn = −Γ
∗
0 ⊕
n⊕
k=1
JΓ2k ⊕ Γ2n+2 : K˜n → Kn.
In (4.8) it is convenient to represent K˜n as
K˜n = DΓ∗0 ⊕
n⊕
k=1
DΓ2k−1
⊕
DΓ∗
2k
⊕DΓ2n+1 .
Then from (3.14) follows the equality VnSn = S˜nVn. Since Vn unitarily maps Kn
onto K˜n, the operators Sn and S˜n are unitarily equivalent. Relation (4.5) follows
from (3.8) and (3.9). 
4.2. The matrix Sn,0. It should be mentioned that
(1) in the matrices Sn and S˜n, the operator Γ2n+2 is contained only in the
entries Bn+1 and B˜n+1 (see (3.8), (3.9)):
Bn+1 =
[
−Γ∗2nΓ2n+1 −Γ
∗
2nDΓ∗2n+1
Γ2n+2DΓ2n+1 −Γ2n+2Γ
∗
2n+1
]
∈ L(Hn+1),
B˜n+1 =
[
−Γ2n+1Γ
∗
2n DΓ∗2n+1Γ2n+2
−DΓ2n+1Γ
∗
2n −Γ
∗
2n+1Γ2n+2
]
∈ L(H˜n+1);
16 YURY ARLINSKI˘I
(2) the entries Bn+1 and B˜n+1 admits the representations
Bn+1 =
[
−Γ∗2nΓ2n+1 −Γ
∗
2nDΓ∗2n+1
Γ2n+2DΓ2n+1 −Γ2n+2Γ
∗
2n+1
]
=
[
−Γ∗2nΓ2n+1 −Γ
∗
2nDΓ∗2n+1
0 0
]
+
[
0 0
Γ2n+2DΓ2n+1 −Γ2n+2Γ
∗
2n+1
]
=
[
−Γ∗2nΓ2n+1 −Γ
∗
2nDΓ∗2n+1
0 0
]
+
[
0 0
0 Γ2n+2
]
JΓ2n+1 ,
B˜n+1 =
[
−Γ2n+1Γ
∗
2n DΓ∗2n+1Γ2n+2
−DΓ2n+1Γ
∗
2n −Γ
∗
2n+1Γ2n+2
]
=
[
−Γ2n+1Γ
∗
2n 0
−DΓ2n+1Γ
∗
2n 0
]
+
[
0 DΓ∗2n+1Γ2n+2
0 −Γ∗2n+1Γ2n+2
]
=
[
−Γ2n+1Γ
∗
2n 0
−DΓ2n+1Γ
∗
2n 0
]
+ JΓ2n+1
[
0 0
0 Γ2n+2
]
.
Proposition 4.2. Let
Γ0 ∈ L(M,N), Γ1 ∈ L(DΓ0 ,DΓ∗0 ), . . . ,Γ2n+1 ∈ L(DΓ2n ,DΓ∗2n)
be a finite choice sequence consisting of neither isometric nor co-isometric opera-
tors. Then for each contraction Γ ∈ L(DΓ2n+1 ,DΓ∗2n+1) the operators
Sn,Γ := Sn (Γ0,Γ1, . . . ,Γ2n+1,Γ) , S˜n,Γ := S˜n (Γ0,Γ1, . . . ,Γ2n+1,Γ) ,
corresponding to the choice sequence
Γ0, Γ1, . . . ,Γ2n+1, Γ,
are unitarily equivalent contractions.
Proof. Take an arbitrary S ∈ S(DΓ2n+1 ,DΓ∗2n+1) with S(0) = Γ. If
γ0 = Γ, γ1, γ2, . . .
are the Schur parameters of S, then
Γ0,Γ1, . . . ,Γ2n+1,Γ, γ1, . . .
is the choice sequence. Applying Proposition 4.1 we arrive at the statement of the
proposition. 
Let the finite choice sequence
Γ0 ∈ L(M,N), Γ1 ∈ L(DΓ0 ,DΓ∗0 ), . . . ,Γ2n+1 ∈ L(DΓ2n ,DΓ∗2n)
be given and let Γ ∈ L(DΓ2n+1 ,DΓ∗2n+1) be a contraction. Set
Bn+1,0 :=
[
−Γ∗2nΓ2n+1 −Γ
∗
2nDΓ∗2n+1
0 0
]
∈ L(Hn+1),
B˜n+1,0 :=
[
−Γ2n+1Γ
∗
2n 0
−DΓ2n+1Γ
∗
2n 0
]
∈ L(H˜n+1)
(4.9) Sn,0 := Sn (Γ0,Γ1, . . . ,Γ2n+1, 0) , S˜n,0 := S˜n (Γ0,Γ1, . . . ,Γ2n+1, 0) ,
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where 0 ∈ L(DΓ2n+1 ,DΓ∗2n+1). Then
Sn,0 =

B1 C1 0 0 · · 0
A1 B2 C2 0 · · 0
...
...
...
...
...
...
...
· · · · · Bn Cn
· · · · · An Bn+1,0
 , S˜n,0 =

B˜1 C˜1 0 0 · · 0
A˜1 B˜2 C˜2 0 · · 0
...
...
...
...
...
...
...
· · · · · B˜n C˜n
· · · · · A˜n B˜n+1,0
 ,
(4.10) Sn,Γ = Sn,0 + jn+1Γ
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1 ,
(4.11) S˜n,Γ = S˜n,0 + j˜n+1
[
DΓ∗2n+1
−Γ∗2n+1
]
ΓPDΓ2n+1 ,
where jn+1 is the embedding operator from DΓ∗2n+1 into Kn, j˜n+1 is the embedding
operator from H˜n+1 into K˜n. Observe that the block operator matrices Sn,0 and
S˜n,0 can be obtained from truncated CMV matrices T0 and T˜0 corresponding to the
infinite choice sequence
Γ0,Γ1, . . . ,Γ2n,Γ2n+1, 0, 0, . . . ,
where 0 ∈ L(DΓ2n+1 ,DΓ∗2n+1). Let
(4.12) Wn,0 = −Γ
∗
0 ⊕
n⊕
k=1
JΓ2k ⊕ 0 : K˜n → Kn.
Due to (4.8), (4.12), and (4.6), the operators Sn,0 and S˜n,0 admit factorizations
(4.13)
Sn,0 =Wn,0Vn =
(
−Γ∗0 ⊕
n⊕
k=1
JΓ2k ⊕ 0
)
×
(
n+1⊕
k=1
JΓ2k−1
)
,
S˜n,0 = VnWn,0 =
(
n+1⊕
k=1
JΓ2k−1
)
×
(
−Γ∗0 ⊕
n⊕
k=1
JΓ2k ⊕ 0
)
.
Notice that
PDΓ∗
2n+1
Sn,0 = 0, S˜n,0↾DΓ2n+1 = 0.
Our next goal is to express for z ∈ D:
(1) the resolvent (IKn − zSn,Γ)
−1
through the resolvent (IKn − zSn,0)
−1
,
(2) the resolvent
(
I
K˜n
− zS˜n,Γ
)−1
through
(
I
K˜n
− zS˜n,0
)−1
.
Proposition 4.3. If |z| < 1, then
(IKn − zSn,Γ)
−1
= (IKn − zSn,0)
−1
+ z
(
(IKn − zSn,0)
−1
↾DΓ∗2n+1
)
×(
IDΓ∗
2n+1
− zΓ
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
))−1
×
Γ
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1 (IKn − zSn,0)
−1
,
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I
K˜n
− zS˜n,Γ
)−1
=
(
I
K˜n
− zS˜n,0
)−1
+ z
((
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ∗2n+1
−Γ∗2n+1
]
Γ×(
IDΓ2n+1 − z
(
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ∗2n+1
−Γ∗2n+1
]
Γ
)−1
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
.
Proof. Let A and B be bounded operators in the Hilbert space H . Suppose that
−1 ∈ ρ(A) ∩ ρ(B). Denote S := A−B, i.e.,
A = B + S.
Then
I +A = (I +B)(I + (I +B)−1S),
where I = IH . It follows that
(
I + (I + B)−1S
)−1
∈ L(H) and
(I +A)−1 =
(
I + (I +B)−1S
)−1
(I +B)−1.
On the other hand
(I +A)−1 − (I +B)−1 = −(I +B)−1S(I +A)−1.
Hence
(I +A)−1 = (I +B)−1 − (I +B)−1S
(
I + (I +B)−1S
)−1
(I +B)−1.
Similarly
(I +A)−1 = (I +B)−1 − (I +B)−1
(
I + S(I +B)−1
)−1
S(I +B)−1.
If N is a proper subspace in H and ranS ⊆ N, then
(I +A)−1 = (I +B)−1 − (I +B)−1
(
IN + S(I +B)
−1↾N
)−1
S(I +B)−1
If kerS ⊇ H ⊖N, then S = SPN and
(I +A)−1 = (I +B)−1 − (I +B)−1S
(
IN + PN(I +B)
−1S
)−1
PN(I +B)
−1.
Applying the latter equalities to A = −zSn,Γ and A = −zS˜n,Γ, B = −zSn,0 and
B = −zS˜n,0 and using (4.10) and (4.11) we get formulas in the proposition. 
As it is well-known, the resolvent RT (λ) = (T −λI)
−1 of a block operator matrix
T =
(
B D
C A
)
:
N
⊕
H
→
N
⊕
H
takes the form (the Schur-Frobenius formula)
(4.14)
RT (λ) =
(
−V −1(λ) V −1(λ)DRA(λ)
RA(λ)CV
−1(λ) RA(λ)
(
IH − CV
−1(λ)DRA(λ)
))
for λ ∈ ρ(T ) ∩ ρ(A),
where
V (λ) := λIN −B +DRA(λ)C, λ ∈ ρ(A).
and I = IN⊕H. It follows that
PNRT (λ)↾N = −(λIN −B +DRA(λ)C)
−1
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and
zPN(I − zT )
−1↾N =
(
IN − z
(
B + zD(IH − zA)
−1C
))−1
.
The next statement plays an essential role in the sequel.
Theorem 4.4. Let Θ ∈ S(M,N) and let {Γk}k≥0 be its Schur parameters. Suppose
that DΓ2n+1 6= {0} and DΓ∗2n+1 6= {0}. Then for each z ∈ D one has
(4.15) PKn (IH − zT0)
−1
↾Kn =
(
IKn − zSn,Θ2n+2(z)
)−1
↾Kn,
(4.16) P
K˜n
(
I
H˜
− zT˜0
)−1
↾ K˜n =
(
I
K˜n
− zS˜n,Θ2n+2(z)
)−1
↾ K˜n,
where Θ2n+2 is the function associated with Θ in accordance with the Schur algo-
rithm.
Proof. The CMV matrices T0 and T˜0 can be represented as follows
(4.17) T0 =
[
Sn Qn
Dn T
′
]
:
Kn
⊕
H′
→
Kn
⊕
H′
, T˜0 =
[
S˜n Q˜n
D˜n T˜
′
]
:
K˜n
⊕
H˜′
→
K˜n
⊕
H˜′
,
where
H′ = H′ ({Γk}k≥2n+2) = H0 ⊖Kn,
H˜′ = H˜′ ({Γk}k≥2n+2) = H˜0 ⊖ K˜n,
and
T ′ = T0({Γk}k≥2n+2), T˜
′ = T˜0({Γk}k≥2n+2)
are truncated CMV matrices corresponding to the CMV matrices
U2n+2 = U2n+2 ({Γk}k≥2n+2) and U˜2n+2 = U˜2n+2 ({Γk}k≥2n+2) .
In order to prove this theorem it is necessary to consider the following cases 1)
Γ2n+2 and Γ2n+3 are neither isometric nor co-isometric, 2) Γ2n+3 is isometric, 3)
Γ2n+3 is co-isometric, 4) Γ2n+3 is unitary, 5) Γ2n+2 is isometric, 6) Γ2n+2 is co-
isometric, 7) Γ2n+2 is unitary. We consider only the cases 1), 2), and 6) leaving the
rest for a reader.
The operators Γ2n+2 and Γ2n+3 are neither isometric nor co-isometric.
In this case the entries in (4.17) take the form
Dn =
0 0 . . . 0 An+10 0 . . . 0 0
...
...
...
...
...
 : Kn → H′, Qn =

0 0 . . .
...
...
...
0 0 . . .
Cn+1 0 . . .
 : H′ → Kn
D˜n =
0 0 . . . 0 A˜n+10 0 . . . 0 0
...
...
...
...
...
 : K˜n → H˜′, Q˜n =

0 0 . . .
...
...
...
0 0 . . .
C˜n+1 0 . . .
 : H˜′ → K˜n
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Observe that from (3.16) follows the equality
Θ2n+2(z) =
(
Γ2n+2 + zDΓ∗2n+2
[
Γ2n+3 DΓ∗2n+3
]
×
(
PHn+2 (IH − zT
′)
−1
↾DΓ2n+2
)
DΓ2n+2
)
↾DΓ2n+1 .
From the Schur -Frobenius formula (4.14) we have
PKn (IH − zT0)
−1
↾Kn =
(
IKn − z
(
Sn + zQn (IH′ − zT
′)
−1
Dn
))−1
.
Since
Cn+1 =
[
0 0
DΓ∗2n+2Γ2n+3 DΓ∗2n+2DΓ∗2n+3
]
:
DΓ2n+2
⊕
DΓ∗2n+3
= Hn+2 →
DΓ2n
⊕
DΓ∗2n+1
= Hn+1,
An+1 =
[
DΓ2n+2DΓ2n+1 −DΓ2n+2Γ
∗
2n+1
0 0
]
:
DΓ2n
⊕
DΓ∗2n+1
= Hn+1 →
DΓ2n+2
⊕
DΓ∗2n+3
= Hn+2,
we get
Qn (IH′ − zT
′)
−1
Dn
= DΓ∗2n+2
[
Γ2n+3 DΓ∗2n+3
] (
PHn+2 (IH′ − zT
′)
−1
↾DΓ2n+2
)
×
DΓ2n+2
[
DΓ2n+1 − Γ
∗
2n+1
]
PHn+1 ,
Sn + zQn (IH′ − zT
′)
−1
Dn = Sn,0 + Γ2n+2
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1
+ zDΓ∗2n+2
[
Γ2n+3 DΓ∗2n+3
] (
PHn+2 (IH′ − zT
′)
−1
↾DΓ2n+2
)
×
DΓ2n+2
[
DΓ2n+1 − Γ
∗
2n+1
]
PHn+1
= Sn,0 +Θ2n+2(z)
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1 = Sn,Θ2n+2(z).
Now using the Schur-Frobenius formula, we arrive at (4.15). Similarly (4.16) can
be proved.
The operator Γ2n+3 is isometric. In this case DΓ2n+3 = 0. We will prove
(4.16). One can see that
H˜′ = DΓ∗2n+2 ⊕DΓ∗2n+3 ⊕DΓ∗2n+3 ⊕ · · · ,
and in the matrix representation (4.17) the entries D˜n, Q˜n, and T˜
′ take the form
(see Appendix A)
D˜n =
0 0 . . . 0 Γ2n+3DΓ2n+20 0 . . . 0 0
...
...
...
...
...
 , Q˜n =

0 0 . . .
...
...
...
0 0 . . .
DΓ∗2n+1DΓ
∗
2n+2
0 . . .
−Γ∗2n+1DΓ∗2n+2 0 . . .
 ,
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T˜ ′ = T˜0 {Γk}k≥2n+2) =

−Γ2n+3Γ
∗
2n+2 IDΓ∗
2n+3
0 0 0 . . .
0 0 IDΓ∗
2n+3
0 0 . . .
0 0 0 IDΓ∗
2n+3
0 . . .
...
...
...
...
...
...
 .
We note that since Γ2n+3 is isometric operator from L(DΓ2n+2 ,DΓ∗2n+2), the function
Θ2n+2 ∈ S(DΓ2n+1 ,DΓ∗2n+1) is of the form
Θ2n+2(z) = Γ2n+2 + zDΓ∗2n+2
(
IDΓ∗
2n+2
+ zΓ2n+3Γ
∗
2n+2
)−1
Γ2n+3DΓ2n+2 .
The CMV matrix corresponding to
Γ2n+2, Γ2n+3, 0 ∈ L(0,DΓ∗2n+3), . . .
is
U˜0 ({Γk}k≥2n+2}) =

Γ2n+2 DΓ∗2n+2 0 0 0 0 . . .
Γ2n+3DΓ2n+2 −Γ2n+3Γ
∗
2n+2 IDΓ∗
2n+3
0 0 0 . . .
0 0 0 IDΓ∗
2n+3
0 0 . . .
0 0 0 0 IDΓ∗
2n+3
0 . . .
...
...
...
...
...
...
...
 .
Hence, we get
Θ2n+2(z) =
(
Γ2n+2 + zDΓ∗2n+2
(
PDΓ∗
2n+2
(
I
H˜′
− zT˜ ′
)−1
↾DΓ∗2n+2
)
Γ2n+3DΓ2n+2
)
↾DΓ2n+1 ,
S˜n + zQ˜n
(
I
H˜′
− zT˜ ′
)−1
D˜n = S˜n,0 +
[
DΓ∗2n+1
−Γ∗2n+1
]
Γ2n+2PDΓ2n+1
+ z
[
DΓ∗2n+1
−Γ∗2n+1
]
DΓ∗2n+2
(
PDΓ∗
2n+2
(
I
H˜′
− zT˜ ′
)−1
↾DΓ∗2n+2
)
Γ2n+3DΓ2n+2PDΓ2n+1
= S˜n,0 +
[
DΓ∗2n+1
−Γ∗2n+1
]
Θ2n+2(z)PDΓ2n+1 = S˜n,Θ2n+2(z).
The operator Γ2n+2 is co-isometric. Now Θ2n+2(z) = Γ2n+2 for all z ∈ D,
H′ = DΓ2n+2 ⊕DΓ2n+2 ⊕ . . . ,
Qn = 0 : H
′ → Kn. Therefore, Qn (IH′ − zT
′)
−1
Dn = 0 and
Sn + zQn (IH′ − zT
′)
−1
Dn = Sn,0 + Γ2n+2
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1 = Sn,Θ2n+2(z).

4.3. Connection between Θ and Θ2n+2. Applying Proposition 4.3 for fixed z ∈
D and Γ = Θ2n+2(z) we get
(4.18)
(
IKn − zSn,Θ2n+2(z)
)−1
= (IKn − zSn,0)
−1+
z
(
(IKn − zSn,0)
−1
↾DΓ∗2n+1
)
×(
IDΓ∗
2n+1
− zΘ2n+2(z)
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
))−1
×Θ2n+2(z)
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1 (IKn − zSn,0)
−1
,
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(4.19)
(
I
K˜n
− zS˜n,Θ2n+2(z)
)−1
=
(
I
K˜n
− zS˜n,0
)−1
+ z
((
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ∗2n+1
−Γ∗2n+1
]
Θ2n+2(z)×(
IDΓ2n+1 − z
(
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ∗2n+1
−Γ∗2n+1
]
Θ2n+2(z)
)−1
×
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
.
Define the following operator functions in D:
(4.20)

Θ
(0)
n (z) := Γ0 + zDΓ∗0
[
Γ1 DΓ∗1
] (
PH1 (IKn − zSn,0)
−1
↾DΓ0
)
DΓ0
∈ L(M,N),
An(z) := z
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
)
∈ L(DΓ∗2n+1 ,DΓ2n+1),
Bn(z) := z
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ0
)
DΓ0
∈ L(M,DΓ2n+1),
Cn(z) := zDΓ∗0
[
Γ1 DΓ∗1
] (
PH1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
)
∈ L(DΓ∗2n+1 ,N),
(4.21) Qn(z) :=
[
Θ
(0)
n (z) Cn(z)
Bn(z) An(z)
]
:
M
⊕
DΓ∗2n+1
→
N
⊕
DΓ2n+1
,
(4.22)

Θ˜
(0)
n (z) := Γ0 + zDΓ∗0
(
PDΓ∗0
(
I
K˜n
− zS˜n,0
)−1
↾H1
)[
Γ1
DΓ1
]
DΓ0
∈ L(M,N),
A˜n(z) := z
(
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ∗2n+1
−Γ∗2n+1
]
∈ L(DΓ∗2n+1 ,DΓ2n+1),
B˜n(z) := z
(
PDΓ2n+1
(
I
K˜n
− zS˜n,0
)−1
↾ H˜1
)[
Γ1
DΓ1
]
DΓ0
∈ L(M,DΓ2n+1),
C˜n(z) := zDΓ∗0
(
PDΓ∗
0
(
I
K˜n
− zS˜n,0
)−1
↾ H˜n+1
)[
DΓ2n+1
−Γ∗2n+1
]
∈ L(DΓ∗2n+1 ,N),
(4.23) Q˜n(z) :=
[
Θ˜
(0)
n (z) C˜n(z)
B˜n(z) A˜n(z)
]
:
M
⊕
DΓ∗2n+1
→
N
⊕
DΓ2n+1
.
Consider the following discrete time-invariant systems:
τn =
{[
Nn Mn
Ln Sn,0
]
; M⊕DΓ∗2n+1 , N⊕DΓ2n+1 , Kn
}
and
τ˜n =
{[
N˜n M˜n
L˜n S˜n,0
]
; M⊕DΓ∗2n+1 , N⊕DΓ2n+1 , K˜n
}
,
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where
Nn = N˜n =
[
Γ0 0
0 0
]
:
M
⊕
DΓ∗2n+1
→
N
⊕
DΓ2n+1
,
Mnf =
[
DΓ∗0Γ1 DΓ∗0DΓ∗1
]
PH1f⊕
[
DΓ2n+1 −Γ
∗
2n+1
]
PHn+1f ∈
N
⊕
DΓ2n+1
, f ∈ Kn,
Ln~ϕ = DΓ0PM~ϕ+PDΓ∗
2n+1
~ϕ =

DΓ0ϕ1
0
...
0
ϕ2
 ∈ Kn, ~ϕ =
[
ϕ1
ϕ2
]
, ϕ1 ∈M, ϕ2 ∈ DΓ∗2n+1 ,
M˜nf = DΓ∗0PDΓ∗0
f ⊕ PDΓ2n+1 f ∈
N
⊕
DΓ2n+1
, f ∈ K˜n,
L˜n~ϕ =
[
Γ1
DΓ1
]
DΓ0ϕ1 ⊕
[
DΓ∗2n+1
−Γ∗2n+1
]
ϕ2 ∈ K˜n, ~ϕ =
[
ϕ1
ϕ2
]
, ϕ1 ∈M, ϕ2 ∈ DΓ∗2n+1 ,
Then from (4.20), (4.21), (4.22), and (4.23) it follows that Q(z) and Q˜(z) are the
transfer functions of the systems τn and τ˜n, respectively.
Proposition 4.5. The discrete time-invariant syaytems τn and τ˜n are conservative
and unitary equivalent. Therefore,
Qn = Q˜n ∈ S
(
M⊕DΓ∗2n+1 ,N⊕DΓ2n+1
)
.
Proof. The statements follow from definitions of τn and τ˜n, equalities (4.6), (4.7),
(4.12). One can verify that
M˜nVn = Mn, VnLn = L˜n, VnSn,0 = S˜n,0Vn,
where Vn is given by (4.7). This means that τn and τ˜n are unitary equivalent. 
Proposition 4.5 yields the equalities
Θ(0)n (z) = Θ˜
(0)
n (z), An(z) = A˜n(z), Bn(z) = B˜n(z), Cn(z) = C˜n(z), z ∈ D.
Since Bn(0) = 0, Cn(0) = 0, and An(0) = 0, we get
||Bn(z)|| ≤ |z|, ||Cn(z)|| ≤ |z|, ||An(z)|| ≤ |z|, z ∈ D.
Theorem 4.6. Let Θ ∈ S(M,N) and let {Γk}k≥0 be its Schur parameters. Suppose
that DΓ2n+1 6= {0} and DΓ∗2n+1 6= {0} for some n. Then the functions Θ and Θ2n+2
are connected by the relations
Θ(z) = Θ
(0)
n (z) + Cn(z)
(
IDΓ∗
2n+1
−Θ2n+2(z)An(z)
)−1
Θ2n+2(z)Bn(z)
= Θ
(0)
n (z) + Cn(z)Θ2n+2(z)
(
IDΓ2n+1 −An(z)Θ2n+2(z)
)−1
Bn(z),
where the entries of the Schur class function Qn(z) =
[
Θ
(0)
n (z) Cn(z)
Bn(z) An(z)
]
are given
by (4.20).
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Proof. Use (3.16), (3.17), and apply (4.15), (4.16), (4.18), (4.19), and Proposition
4.5. 
We arrive at the following statement.
Theorem 4.7. Let
Γ0 ∈ L(M,N), Γ1, . . . , Γ2n+1
be a choice sequence. Suppose DΓ2n+1 6= {0}, DΓ∗2n+1 6= {0}. Then the formula
(4.24) Θ(z) = Θ(0)n (z) + Cn(z)E(z)
(
IDΓ2n+1 −An(z)E(z)
)−1
Bn(z), z ∈ D
gives a one-to-one correspondence between all functions E ∈ S(DΓ2n+1 ,DΓ∗2n+1) and
all functions Θ ∈ S(M,N) having given choice sequence Γ0,Γ1, . . . ,Γ2n+1 as their
first 2n + 2 Schur parameters. Moreover the Schur parameters of the function Θ
given by (4.24) are
Γ0,Γ1, . . . ,Γ2n+1, γ
(E)
0 , γ
(E)
1 , . . . ,
where γ
(E)
0 ∈ L(DΓ2n+1 ,DΓ∗2n+1), γ
(E)
1 , . . . are the Schur parameters of E(z).
Proof. Assume Θ ∈ S(M,N) has Γ0,Γ1, . . . ,Γ2n+1 as its first 2n+ 2 Schur param-
eters and let Γ2n+2, . . . are the rest Schur parameters of Θ. Denote E the function
from S(DΓ2n+1 ,DΓ∗2n+1) with the Schur parameters Γ2n+2, . . .. Then Θ2n+2(z) =
E(z) for all z ∈ D. Here Θ2n+2 is the function associated with Θ in accordance with
the Schur algorithm. Then constructing the block operator matrix Sn,0 by means
of (4.13), the function Qn(z) of the form (4.21), and applying Theorem 4.6, we get
equality (4.24).
Conversely, suppose E ∈ S(DΓ2n+1 ,DΓ∗2n+1) is given. Let
γ
(E)
0 ∈ L(DΓ2n+1 ,DΓ∗2n+1), γ
(E)
1 , . . .
be the Schur parameters of E . Let Θ ∈ S(M,N) be the function with the Schur
parameters
Γ0, . . . ,Γ2n+1, γ
(E)
0 , . . . .
Then Θ2n+2(z) = E(z) for all z ∈ D and by Theorem 4.6 the functions E(z) and
Θ(z) are connected by (4.24). 
Observe that the function Θ
(0)
n ∈ S(M,N) corresponds to the parameter
E ≡ 0 ∈ S(DΓ2n+1 ,DΓ∗2n+1),
i.e., the Shur parameters of Θ
(0)
n are Γ0, . . . ,Γ2n+1, 0, 0, . . . .
Corollary 4.8. Let
Γ0 ∈ L(M,N), Γ1, . . . , Γ2n+1,Γ2n+2
be a choice sequence. Suppose Γ2n+2 is either isometry or co-isometry. Then
(4.25) Θ(z) = Θ(0)n (z) + Cn(z)Γ2n+2
(
IDΓ2n+1 −An(z)Γ2n+2
)−1
Bn(z), z ∈ D
is a unique function from S(M,N) having Γ0,Γ1, . . .Γ2n+2 as its first 2n+2 Schur
parameters.
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4.3.1. CMV block operator matrices and the coupling of conservative systems. Let
{Γk}k≥0 be a choice sequence, Γ0 ∈ L(M,N). Suppose condition (4.1). Let U0 =
U0({Γk}) be CMV block operator matrix. The unitary operator U0 acts from
the Hilbert space M ⊕ H0 onto the Hilbert space N ⊕ H, where H0 is a Hilbert
space constructed by means of defect spaces {DΓk , DΓ∗k}k≥0 (see Section 3 and
Appendix). The operator U0 takes the form
U0 =

Γ0 DΓ0Γ1 DΓ0DΓ∗1 0 . . .
DΓ0
0
...
T0
 ,
where T0 is truncted CMV matrix. Let the Hilbert space Kn be defined in (4.2).
Consider the conservative system τn defined in Subsection 4.3,
τn =
{
Ψn; M⊕DΓ∗2n+1 , N⊕DΓ2n+1 , Kn
}
.
The corresponding unitary operator Ψn =
[
Nn Mn
Ln Sn,0
]
is of the form

Γ0 0
0 0
DΓ∗0Γ1 DΓ∗0DΓ∗1 0 . . . 0 0 0
0 0 . . . . . . 0 DΓ2n+1 −Γ
∗
2n+1
DΓ0 0
0 0
...
...
0 IDΓ∗
2n+1
Sn,0

:
 M⊕
DΓ∗2n+1

⊕
Kn
→
 M⊕
DΓ∗2n+1

⊕
Kn
.
Consider also the CMV matrix U2n+2 ({Γk}k≥2n+2) . The precise form of U2n+2
depends on the cases 1)– 7) mentioned in the proof of Theorem 4.4. In particular,
if both operators Γ2n+2 and Γ2n+3 are neither isometric nor co-isometric, then
U2n+2 =
=

Γ2n+2 DΓ∗2n+2Γ2n+3 DΓ∗2n+2DΓ∗2n+3 0 . . .
DΓ2n+2
0
...
T2n+2
 :
DΓ2n+1
⊕
H2n+2
→
DΓ∗2n+1
⊕
H2n+2
,
where T2n+2 = T
′ is the truncated CMV matrix related to U2n+2. Let
ζ2n+2 =
{
U2n+2; DΓ2n+1 ,DΓ∗2n+1 , H2n+2
}
be the corresponding conservative system, H2n+2 = H2n+2 ({Γk}k≥2n+2) (= H
′
0)
(see (4.17)), H0 = Kn⊕H2n+2. The truncated CMV block operator matrix T0 with
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respect to the decomposition H0 = Kn ⊕ H2n+2 takes the form (4.17):
T0 =

Sn
0 0 . . .
...
...
...
0 0 . . .
Cn+1 0 . . .
0 . . . 0 An+1
0 . . . 0 0
...
...
...
...
T2n+2

The notion of the coupling of unitary colligations (conservative systems) can be
found in [27], [28], [31]. By straightforward calculations one can verify that the
conservative system (unitary colligation) τn is the universal and the conservative
system ζ0 (see (3.15)) is the coupling of the conservative systems τn and ζ2n+2.
This means that the equality nh′0
h′1
 = U0
mh0
h1
 , m ∈M, n ∈ N, h0, h′0 ∈ Kn, h1, h′1 ∈ H2n+2
holds if
Ψn
mγ∗
h0
 =
 nγ
h′0
 and U2n+2 [ γh1
]
=
[
γ∗
h′1
]
for some γ∗ ∈ DΓ∗2n+1 and γ ∈ DΓ2n+1 . Notice that
γ =
(
DΓ2n+1PDΓ2n − Γ
∗
2n+1PDΓ∗
2n+1
)
h0,
γ∗ = Γ2n+2
(
DΓ2n+1PDΓ2n − Γ
∗
2n+1PDΓ∗
2n+1
)
h0
+DΓ∗2n+2
(
Γ2n+3PDΓ2n+3 +DΓ∗2n+3PDΓ∗2n+3
)
h1.
As it is established in [12], [27], [29], [28] if a conservative system Σ is the coupling
of certain universal conservative system Σ0 and a conservative system Σ
′, then the
transfer functions ΘΣ and ΘΣ′ of the systems Σ and Σ
′, respectively, are connected
by the relation
ΘΣ(z) = a11(z) + a12(z) (I −ΘΣ′(z)a22(z))
−1
ΘΣ′(z)a21(z), z ∈ D,
where
ΘΣ0(z) =
[
a11(z) a12(z)
a21(z) a22(z)
]
is the transfer function of the universal system Σ0. Thus, relations in Theorem 4.6
are also a consequence of the facts that ζ0 is the coupling of τn and ζ2n+2 and the
unitary equivalence of the systems τn and τ˜n (see Proposition 4.5).
4.4. The matrix Ŝn,0 and connection between Θ and Θ2n+1. Now we estab-
lished a connection between Θ and Θ2n+1. Suppose {Γk} are the Schur parameters
of Θ ∈ S(M,N) and DΓ2n 6= {0}, DΓ∗2n 6= {0}. Then the operators (the choice
sequence)
Γ̂0 := 0 ∈ L(M,N), Γ̂1 := Γ0 ∈ L(M,N), Γ̂2 := Γ1 ∈ L(DΓ0 ,DΓ∗0 ), . . .
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are the Schur parameters of the function Θ̂(z) = zΘ(z) ∈ S(M,N). So, Γ̂l := Γl−1,
l ≥ 1. Let
Ĥ1 =
M
⊕
DΓ∗0
, Ĥk :=
DΓ̂2k−2
⊕
DΓ̂∗2k−1
=
DΓ2k−3
⊕
DΓ∗2k−2
, k = 2, . . . , n+ 1,
K̂n :=
n+1⊕
k=1
Ĥk.
Now we can apply the approach of Subsection 4.3. Define the operator Ŝn,0 in
accordance with (4.9)
Ŝn,0 := Sn
(
Γ̂0, Γ̂1, . . . , Γ̂2n+1, 0
)
= Sn (0,Γ0,Γ1, . . . ,Γ2n, 0) ,
i.e.,
Ŝn,0 =
(
−Γ̂∗0 ⊕
n⊕
k=1
JΓ̂2k ⊕ 0
)
×
(
n+1⊕
k=1
JΓ̂2k−1
)
=
(
0⊕
n⊕
k=1
JΓ2k−1 ⊕ 0
)
×
(
n+1⊕
k=1
JΓ2k−2
)
.
Then construct the function
Q̂n(z) =
[
Θ̂
(0)
n (z) Ĉn(z)
B̂n(z) Ân(z)
]
:
M
⊕
DΓ∗2n
→
N
⊕
DΓ2n
in accordance with (4.20) and (4.21). We have
(4.26)

Θ̂
(0)
n (z) := z
[
Γ0 DΓ∗0
](
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾M
)
∈ L(M,N),
Ân(z) := z
[
DΓ2n −Γ
∗
2n
](
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
∈ L(DΓ∗2n ,DΓ2n),
B̂n(z) := z
[
DΓ2n −Γ
∗
2n
] (
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾M
)
∈ L(M,DΓ2n),
Ĉn(z) := z
[
Γ0 DΓ∗0
](
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
∈ L(DΓ∗2n ,N).
Due to Proposition 4.5 the function Q̂n belongs to the Schur class S
(
M⊕DΓ∗2n ,N⊕DΓ2n
)
.
Since ||Q̂n(z)|| ≤ 1 for all z ∈ D and Q̂n(0) = 0, by Schwarz’s lemma for the func-
tion
q̂n(z) := z
−1Q̂n(z) =
[
z−1Θ̂
(0)
n (z) z−1Ĉn(z)
z−1B̂n(z) z
−1Ân(z)
]
:
M
⊕
DΓ∗2n
→
N
⊕
DΓ2n
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we obtain ||q̂n(z)|| ≤ 1, z ∈ D. Clearly, the function
(4.27) qn(z) :=
[
z−1Θ̂
(0)
n (z) z−1Ĉn(z)
B̂n(z) Ân(z)
]
:
M
⊕
DΓ∗2n
→
N
⊕
DΓ2n
is also from the Schur class. Set
θ(0)n := z
−1Θ̂(0)n (z), cn(z) := z
−1Ĉn(z), an(z) := Ân(z), bn(z) := B̂n(z), z ∈ D.
So,
(4.28)

θ
(0)
n (z) :=
[
Γ0 DΓ∗0
](
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾M
)
∈ L(M,N),
an(z) := z
[
DΓ2n −Γ
∗
2n
] (
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
∈ L(DΓ∗2n ,DΓ2n),
bn(z) := z
[
DΓ2n −Γ
∗
2n
](
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾M
)
∈ L(M,DΓ2n),
cn(z) :=
[
Γ0 DΓ∗0
] (
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
∈ L(DΓ∗2n ,N).
Theorem 4.9. Let Θ ∈ S(M,N) and let {Γ}n≥0 be its Schur parameters. Suppose
that DΓ2n 6= {0} and DΓ∗2n 6= {0}. Then the functions Θ and Θ2n+1 are connected
by the relations
(4.29)
Θ(z) = θ
(0)
n (z) + cn(z)
(
IDΓ∗2n
−Θ2n+1(z)an(z)
)−1
Θ2n+1(z)bn(z)
= θ
(0)
n (z) + cn(z)Θ2n+1(z)
(
IDΓ2n − an(z)Θ2n+1(z)
)−1
bn(z), z ∈ D,
where the entries of the Schur class function
qn(z) =
[
θ
(0)
n (z) cn(z)
bn(z) an(z)
]
:
M
⊕
DΓ∗2n
→
N
⊕
DΓ2n
are given by (4.28).
Proof. Taking into account that Θ2n+1(z) = Θ̂2n+2(z), z ∈ D and applying Theo-
rem 4.6 we obtain
Θ̂(z) = zΘ(z) = Θ̂
(0)
n (z) + Ĉn(z)
(
IDΓ∗
2n
− zΘ̂2n+2(z)Ân(z)
)−1
Θ̂2n+2(z)B̂n(z)
= Θ̂
(0)
n (z) + Ĉn(z)Θ̂2n+2(z)
(
IDΓ2n − zÂn(z)Θ̂2n+2(z)
)−1
B̂n(z).
Then from (4.26), (4.27), and (4.28) we get (4.29). 
Theorem 4.10. Let
Γ0 ∈ L(M,N), Γ1, . . . , Γ2n
be a choice sequence. Suppose DΓ2n 6= {0}, DΓ∗2n 6= {0}. Then the formula
(4.30) Θ(z) = θ(0)n (z) + cn(z)E(z)
(
IDΓ2n − an(z)E(z)
)−1
bn(z), z ∈ D
gives a one-to-one correspondence between all functions E ∈ S(DΓ2n ,DΓ∗2n) and all
functions Θ ∈ S(M,N) having given choice sequence Γ0,Γ1, . . . ,Γ2n as their first
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2n+ 1 Schur parameters. Moreover the Schur parameters of the function Θ given
by (4.30) are
Γ0,Γ1, . . . ,Γ2n, γ
(E)
0 , γ
(E)
1 , . . . ,
where γ
(E)
0 ∈ L(DΓ2n ,DΓ∗2n), γ
(E)
1 , . . . are the Schur parameters of E(z).
Corollary 4.11. Let
Γ0 ∈ L(M,N), Γ1, . . . , Γ2n+1
be a choice sequence. Suppose Γ2n+1 is either isometry or co-isometry. Then
(4.31) Θ(z) = θ(0)n (z) + cn(z)Γ2n+1
(
IDΓ2n − an(z)Γ2n+1
)−1
bn(z), z ∈ D
is a unique function from S(M,N) having Γ0,Γ1, . . .Γ2n+1 as its first 2n+1 Schur
parameters.
5. Descriptions of all solutions to the Schur problem
We describe the algorithm for the solutions to the Schur problem involving sub-
matrices of block-operator CMV matrices.
Let the Schur sequence C0, . . . , CN ∈ L(M,N) be given. Calculate (D
2
TN
)M and
(D2
T˜N
)N, where TN and T˜N are the Toeplitz matrices of the form (1.2) and (2.4).
Suppose (D2TN )M 6= 0 and (D
2
T˜N
)N 6= 0. Find the choice sequence
Γ0 = C0, Γ1, . . . ,ΓN ,
corresponding to the data {Ck}
N
k=0 (see Subsection 2.3). Then any two solutions
of the Schur problem differ by the Schur parameters, which start with the number
N + 1.
If N = 2n+1, find the matrix Sn,0 (see (4.9)) and calculate the functions (4.20).
The formula (4.24) gives all solutions to the Schur problem.
If N = 2n, then calculate the matrix Ŝn,0 constructed by means of the choice
sequence
0 ∈ L(M,N), Γ0, . . . ,ΓN ,
and calculate the functions (4.28). The formula (4.30) gives all solutions.
Thus, all solutions are given by the fractional linear transformation
(5.1)
Θ(z) = Θ
(0)
N (z) + CN (z)E(z)
(
IDΓN − AN (z)E(z)
)−1
BN (z)
= Θ
(0)
N (z) + CN (z)
(
IDΓ∗
N
− E(z)AN (z)
)−1
E(z)BN (z),
where E(z) is an arbitrary function from S(DΓN ,DΓ∗N ),
Θ
(0)
N =

Γ0 + zDΓ∗0
[
Γ1 DΓ∗1
] (
PH1 (IKn − zSn,0)
−1
↾DΓ0
)
DΓ0 , N = 2n+ 1[
Γ0 DΓ∗0
](
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾M
)
, N = 2n
,
CN (z) =

zDΓ∗0
[
Γ1 DΓ∗1
] (
PH1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
)
, N = 2n+ 1[
Γ0 DΓ∗0
] (
P
Ĥ1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
, N = 2n
,
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AN (z) =

z
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ∗2n+1
)
, N = 2n+ 1
z
[
DΓ2n −Γ
∗
2n
](
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾DΓ∗2n
)
, N = 2n
,
BN (z) =

z
[
DΓ2n+1 −Γ
∗
2n+1
] (
PHn+1 (IKn − zSn,0)
−1
↾DΓ0
)
DΓ0 , N = 2n+ 1
z
[
DΓ2n −Γ
∗
2n
](
P
Ĥn+1
(
I
K̂n
− zŜn,0
)−1
↾M
)
, N = 2n
,
and the operator-valued function for z ∈ D
QN(z) =
[
Θ
(0)
N (z) CN (z)
BN (z) AN (z)
]
:
M
⊕
DΓ∗
N
→
N
⊕
DΓN
belongs to the Schur class. Observe that the function Θ
(0)
N , corresponding to the
parameter E ≡ 0 ∈ L(DΓN ,DΓ∗N ) in (5.1), is the central solutions to the Schur
problems [21], [25], [7].
Parametrization (5.1) is similar to known parameterizations [11], [14], [22], [23],
[24], [25], [26] which are obtained by another methods.
Suppose (D2TN )M = 0. Find p, p ≤ N such that (D
2
Tp
)M = 0, but (D
2
Tp−1
)M 6= 0.
Then using (4.25) for p = 2n+ 2 or (4.31) for p = 2n+ 1 we get
Θ(z) = Θ
(0)
p−1(z) + Cp−1(z)Γp
(
IDΓp−1 −Ap−1(z)Γp
)−1
Bp−1(z)
= Θ
(0)
p−1(z) + Cp−1(z)
(
IDΓ∗
p−1
− ΓpAp−1(z)
)−1
ΓpBp−1(z).
The case (D2
T˜N
)N = 0 is similar to the previous one.
Appendix A. Special cases of block operator CMV matrices
Let {Γn} be the Schur parameters of the function Θ ∈ S(M,N). Suppose Γm is
an isometry (respect., co-isometry, unitary) for some m ≥ 0. Then Θm(z) = Γm
for all z ∈ D and
Θm−1(z) = Γm−1 + zDΓ∗
m−1
Γm(IDΓm−1 + zΓ
∗
m−1Γm)
−1DΓm−1 ,
Θm−2(z) = Γm−2 + zDΓ∗
m−2
Θm−1(z)(IDΓm−2 + zΓ
∗
m−2Θm−1(z))
−1DΓm−2 ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
Θ(z) = Γ0 + zDΓ∗0Θ1(z)(IDΓ0 + zΓ
∗
0Θ1(z))
−1DΓ0 , z ∈ D.
The function Θ is the transfer function of the simple conservative systems con-
structed by means of its Schur parameters {Γn} and the corresponding block op-
erator CMV matrices U0 and U˜0 [6]. Here we present the explicit form of block
operator CMV and truncated CMV matrices. In particular we revise some mis-
prints in [6]. Notice that if Γm is isometric (respect., co-isometric), then
(1) DΓ∗n = DΓ∗m , DΓ∗n = IDΓ∗m , Γn = 0 : {0} → DΓ
∗
m
for n > m (respect.,
DΓn = DΓm , DΓn = IDΓm , Γn = 0 : DΓn → {0} for n > m);
(2) in the definitions of the state spacesH0 = H0({Γn}n≥0) and H˜0 = H˜0({Γn}n≥0)
we replace DΓn with {0} (respect., DΓ∗n with {0}) for n ≥ m, and DΓ∗n by
DΓ∗m (respect., DΓn by DΓm) for n > m.
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(3) the corresponding unitary elementary rotation takes the row (respect., the
column) form, i.e,
J
(r)
Γ0
=
[
Γ0 IDΓ∗
0
]
:
M
⊕
DΓ∗0
→ N
respect, J(c)Γ0 = [ Γ0DΓ0
]
: M→
N
⊕
DΓ0
 ,
J
(r)
Γm
=
[
Γm IDΓ∗m
]
:
DΓm−1
⊕
DΓ∗m
→ DΓ∗
m−1respect., J(c)Γm = [ ΓmDΓm
]
: DΓm−1 →
DΓ∗
m−1
⊕
DΓm
 , m ≥ 1.
Therefore, in definitions (3.1) of the block diagonal operator matrices
L0 = L0({Γn}n≥0), M0 =M0({Γn}n≥0), and M˜0 = M˜0({Γn}n≥0)
we will replace
• JΓm by J
(r)
Γm
and JΓn by IDΓ∗m for n > m, when Γm is isometry,
• JΓm by J
(c)
Γm
, and JΓn by IDΓm for n > m, when Γm is co-isometry,
• JΓm by Γm, when Γm is unitary.
In all these cases the block operators CMV matrices U0 = U0({Γn}n≥0) and U˜0 =
U˜0({Γn}n≥0) are defined by means the products U0 = L0M0, U˜0 = M˜0L0. These
matrices are five block-diagonal. In the case when the operator Γm is unitary the
block operator CMV matrices U0 and U˜0 are finite and otherwise they are semi-
infinite.
As before the truncated block operator CMV matrices T0 = T0(({Γn}n≥0) and
T˜0 = T˜0({Γn}n≥0) are defined by (3.10) and (3.11), i.e.,
T0 = PH0U0↾H0, T˜0 = PH˜0U˜0↾ H˜0.
The operators T0 and T˜0 are unitarily equivalent completely non-unitary contrac-
tions and Proposition 3.2 hold true. The operators given by truncated block oper-
ator CMV matrices Tm and T˜m obtaining from U0 and U˜0 by deleting first m + 1
rows and m+ 1 columns are
• co-shifts of the form
Tm = T˜m =

0 IDΓ∗m 0 0 . . .
0 0 IDΓ∗m 0 . . .
0 0 0 IDΓ∗m . . .
...
...
...
...
...
 :
DΓ∗m
⊕
DΓ∗m
⊕
...
→
DΓ∗m
⊕
DΓ∗m
⊕
...
,
when Γm is isometry,
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• the unilateral shifts of the form
Tm = T˜m =

0 0 0 0 . . .
IDΓm 0 0 0 . . .
0 IDΓm 0 0 . . .
...
...
...
...
...
 :
DΓm
⊕
DΓm
⊕
...
→
DΓm
⊕
DΓm
⊕
...
,
when Γm is co-isometry.
One can see that Proposition 3.2 remains true.
The conservative systems
ζ0 = {U0;M,N,H0}, ζ˜0 = {U˜0;M,N, H˜0}.
are simple and unitarily equivalent and, moreover, Theorem 3.3 remains valid.
In order to obtain precise forms of U0, U˜0, T0, and T˜0 one can consider the
following cases:
(1) Γ2N is isometric (co-isometric) for some N ,
(2) Γ2N+1 is isometric (co-isometric) for some N ,
(3) the operator Γ2N is unitary for some N ,
(4) the operator Γ2N+1 is unitary for some N .
In the following we consider all these situations and will give the forms of truncated
CMV matrices. We use the sub-matrices defined by (4.3) and (4.4).
A.1. Γ2N is isometric. Define
H0 = H˜0 = DΓ∗0
⊕
DΓ∗0
⊕
. . . , if N = 0,
H0 =
N−1⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
⊕DΓ∗2N ⊕DΓ∗2N ⊕ . . .⊕DΓ∗2N ⊕ . . . ,
H˜0 =
N−1⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
⊕DΓ∗
2N
⊕
DΓ∗
2N
⊕
. . .
⊕
DΓ∗
2N
⊕
. . . , N ≥ 1.
Define the unitary operators
M0 = IM⊕H0 , M˜0 = IN⊕H0 , N = 0,
M0 = IM
⊕( N⊕
n=1
JΓ2n−1
)⊕
IDΓ∗
2N
⊕
IDΓ∗
2N
⊕
. . . : M
⊕
H0 →M
⊕
H˜0
M˜0 = IN
⊕( N⊕
n=1
JΓ2n−1
)⊕
IDΓ∗
2N
⊕
IDΓ∗
2N
⊕
. . . : N
⊕
H0 → N
⊕
H˜0, N ≥ 1.
The unitary operator L0 : M
⊕
H˜0 → N
⊕
H0 is defined as follows
L0 =

J
(r)
Γ0
⊕
IDΓ∗0
⊕
IDΓ∗0
⊕
. . . , N = 0,
JΓ0
⊕
J
(r)
Γ2
⊕
IDΓ∗
2
⊕
IDΓ∗
2
⊕
. . . , if N = 1,
JΓ0
⊕(N−1⊕
n=1
JΓ2n
)⊕
J
(r)
Γ2N
⊕
IDΓ∗
2N
⊕
IDΓ∗
2N
⊕
. . . , if N ≥ 2
.
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Define U0 = L0M0, U˜0 = M˜0L0. In particular, if the operator Γ0 is isometric, then
U0 = U˜0 =

Γ0 IDΓ∗0
0 0 0 0 . . .
0 0 IDΓ∗
0
0 0 0 . . .
0 0 0 IDΓ∗
0
0 0 . . .
0 0 0 0 IDΓ∗0
0 . . .
...
...
...
...
...
...
...
 .
The block operator truncted CMV matrices T0 and T˜0 are the products (for N ≥ 1):
T0 =
(
−Γ∗0 ⊕
(
N−1⊕
n=1
JΓ2n
)
⊕ J
(r)
Γ2N
⊕ IDΓ∗
2N
⊕ IDΓ∗
2N
⊕ . . .
)
×
((
N⊕
n=1
JΓ2n−1
)
⊕ IDΓ∗
2N
⊕ IDΓ∗
2N
⊕ . . .
)
,
T˜0 =
((
N⊕
n=1
JΓ2n−1
)
⊕ IDΓ∗
2N
⊕ IDΓ∗
2N
⊕ . . .
)
×
(
−Γ∗0 ⊕
(
N−1⊕
n=1
JΓ2n
)
⊕ J
(r)
Γ2N
⊕ IDΓ∗
2N
⊕ IDΓ∗
2N
⊕ . . .
)
.
Calculations give
T0 =


SN−1
0 0 . . .
..
.
..
.
..
.
0 0 . . .
IDΓ∗
2N
0 . . .
0
0 IDΓ∗
2N
0 0 . . .
0 0 IDΓ∗
2N
0 . . .
...
...
...
...
...


, T˜0 =


S˜N−1
0 0 . . .
...
...
...
0 0 . . .
DΓ∗
2N−1
0 . . .
−Γ∗
2N−1
0 . . .
0
0 IDΓ∗
2N
0 0 . . .
0 0 IDΓ∗
2N
0 . . .
..
.
..
.
..
.
..
.
..
.


.
A.2. Γ2N is co-isometric. Then Γn = 0, DΓn = DΓ2N , DΓn = IDΓ2N for n > 2N .
Define
H0 = H˜0 =
∞⊕
n=0
DΓ0 , if N = 0,
H0 =
N−1⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
⊕DΓ2N ⊕DΓ2N ⊕ . . .⊕DΓ2N ⊕ . . . ,
H˜0 =
N−1⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
⊕DΓ2N ⊕DΓ2N ⊕ . . .⊕DΓ2N ⊕ . . . , if N ≥ 1.
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Define the unitary operators L0 : M
⊕
H˜0 → N
⊕
H0, M0 : M
⊕
H0 →M
⊕
H˜0,
and M˜0 : N
⊕
H0 → N
⊕
H˜0 as follows
L0 = J
(c)
Γ0
⊕
IDΓ0
⊕
IDΓ0
⊕
. . . if N = 0,
L0 = JΓ0
⊕(N−1⊕
n=0
JΓ2n
)⊕
J
(c)
Γ2N
⊕
IDΓ2N
⊕
IDΓ2N
⊕
. . . , if N ≥ 1,
M0 = IM
⊕
IDΓ0
⊕
IDΓ0
⊕
. . . if N = 0,
M0 = IM
⊕( N⊕
n=1
JΓ2n−1
)⊕
IDΓ2N
⊕
IDΓ2N
⊕
. . . , if N ≥ 1,
M˜0 = IN
⊕
IDΓ0
⊕
IDΓ0
⊕
. . . if N = 0,
M˜0 = IN
⊕( N⊕
n=1
JΓ2n−1
)⊕
IDΓ2N
⊕
IDΓ2N
⊕
. . . , if N ≥ 1.
Finally define U0 = L0M0 and U˜0 = M˜0L0.
In particular, if the operator Γ0 is co-isometric, then H0 = H˜0 = DΓ0
⊕
DΓ0
⊕
. . . ,
M0 = IM⊕H0 , M˜0 = IN⊕H0 , L0 = J
(c)
Γ0
⊕
IDΓ0
⊕
IDΓ0
⊕
. . . ,
U0 = U˜0 =

Γ0 0 0 0 . . .
DΓ0 0 0 0 . . .
0 IDΓ0 0 0 . . .
0 0 IDΓ0 0 . . .
...
...
...
...
...
 .
If N ≥ 1, then truncated CMV matrices T0 and T˜0 are of the form
T0 =


SN−1 0
0 . . . 0 DΓ2NDΓ2N−1 −DΓ2NΓ
∗
2N−1
0 . . . 0 0 0
...
...
...
...
...
0 0 0 . . .
IDΓ2N
0 0 . . .
0 IDΓ2N
0 . . .
...
...
...
...


,
T˜0 =


S˜N−1 0
0 0 . . . 0 DΓ2N
0 0 . . . 0 0
...
...
...
...
...
0 0 0 . . .
IDΓ2N
0 0 . . .
0 IDΓ2N
0 . . .
..
.
..
.
..
.
..
.


.
A.3. Γ2N+1 is isometric. In this case Γn = 0, DΓ∗n = DΓ∗2N+1, DΓ∗n = IDΓ∗2N+1
for
n > 2N + 1. Define
H0 =
 N⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
⊕DΓ∗2N+1⊕DΓ∗2N+1⊕ . . .⊕DΓ∗2N+1⊕ . . . ,
H˜0 = DΓ∗0
⊕
DΓ∗1
⊕
DΓ∗1
⊕
. . .
⊕
DΓ∗1
⊕
. . . , if N = 0,
H˜0 =
N−1⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
⊕DΓ∗2N ⊕DΓ∗2N+1⊕ . . .⊕DΓ∗2N+1⊕ . . . , if N ≥ 1.
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Define the unitary operators
M0 = IM
⊕
J
(r)
Γ1
⊕
IDΓ∗
1
⊕
IDΓ∗
1
⊕
. . . (N = 0),
M0 = IM
⊕( N⊕
n=1
JΓ2n−1
)⊕
J
(r)
Γ2N+1
⊕
IDΓ∗
2N+1
⊕
IDΓ∗
2N+1
⊕
. . . (N ≥ 1),
L0 = JΓ0
⊕
IDΓ∗1
⊕
IDΓ∗1
⊕
. . . (N = 0),
L0 = JΓ0
⊕( N⊕
n=1
JΓ2n
)⊕
IDΓ∗
2N+1
⊕
IDΓ∗
2N+1
⊕
. . . (N ≥ 1),
M˜0 = IN
⊕
J
(r)
Γ1
⊕
IDΓ∗
1
⊕
IDΓ∗
1
⊕
. . . (N = 0),
M˜0 = IN
⊕( N⊕
n=1
JΓ2n−1
)⊕
J
(r)
Γ2N+1
⊕
IDΓ∗
2N+1
⊕
IDΓ∗
2N+1
⊕
. . . (N ≥ 1).
Define U0 = L0M0 and U˜0 = M˜0L0.
If the operator Γ1 is isometric, then
H0 =
DΓ0
⊕
DΓ∗1
⊕
DΓ∗1
⊕
DΓ∗1
⊕
. . .
⊕
DΓ∗1
⊕
. . . ,
H˜0 = DΓ∗0
⊕
DΓ∗1
⊕
DΓ∗1
⊕
. . .
⊕
DΓ∗1
⊕
. . . ,
U0 =


Γ0 DΓ∗0Γ1 DΓ
∗
0
0 0 0 0 0 . . .
DΓ0 −Γ
∗
0
Γ1 −Γ∗0 0 0 0 0 0 . . .
0 0 0 IDΓ∗
1
0 0 0 0 . . .
0 0 0 0 IDΓ∗1
0 0 0 . . .
...
...
...
...
...
...
...
...
...


,
U˜0 =


Γ0 DΓ∗0 0 0 0 0 0 0 . . .
Γ1DΓ0 −Γ1Γ
∗
0
IDΓ∗
1
0 0 0 0 0 . . .
0 0 0 IDΓ∗
1
0 0 0 0 . . .
0 0 0 0 IDΓ∗1
0 0 0 . . .
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..
.
..


.
If N ≥ 1, then truncated CMV matrices T0 and T˜0 take the form
T0 =


SN−1
0 0 0 . . .
...
...
...
...
0 0 0 . . .
DΓ∗
2N+1
Γ2N+1 DΓ∗
2N
0 . . .
0 . . . 0 DΓ2NDΓ2N−1 −DΓ2NΓ
∗
2N−1
0 . . . 0 0 0
...
...
...
...
...
−Γ∗
2N
Γ2N+1 −Γ
∗
2N
0 0 . . .
0 0 IDΓ∗
2N+1
0 . . .
0 0 0 IDΓ∗
2N+1
. . .
.
..
.
..
.
..
.
..
.
..


,
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T˜0 =


S˜N−1
0 0 . . .
.
..
.
..
.
..
0 0 . . .
DΓ∗2N−1
DΓ∗2N
0 . . .
−Γ∗
2N−1
DΓ∗
2N
0 . . .
0 . . . 0 Γ2N+1DΓ2N
0 . . . 0 0
..
.
..
.
..
.
..
.
−Γ2N+1Γ
∗
2N
IDΓ∗
2N+1
0 0 0 . . .
0 0 IDΓ∗
2N+1
0 0 . . .
0 0 0 IDΓ∗
2N+1
0 . . .
...
...
...
...
...
...


.
A.4. Γ2N+1 is co-isometric. Then Γn = 0, DΓn = DΓ2N+1 , DΓn = IDΓ2N+1 for
n > 2N + 1. Define
H0 = DΓ0
⊕
DΓ1
⊕
DΓ1
⊕
. . . , if N = 0,
H0 =
N−1⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
⊕DΓ2N ⊕DΓ2N+1⊕ . . .⊕DΓ2N+1⊕ . . . if N ≥ 1,
H˜0 = DΓ∗0
⊕
DΓ1
⊕
DΓ1
⊕
. . . , if N = 0,
H˜0 =
 N⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
⊕DΓ2N+1⊕DΓ2N+1⊕ . . .⊕DΓ2N+1⊕ . . . if N ≥ 1.
Define operators
L0 = JDΓ0
⊕
IDΓ1
⊕
IDΓ1
⊕
. . . if N = 0,
L0 = JΓ0
⊕( N⊕
n=1
JΓ2n
)⊕
IDΓ2N+1
⊕
IDΓ2N+1
⊕
. . . if N ≥ 1 : M
⊕
H˜0 → N
⊕
H0,
M0 = IM
⊕
J
(c)
Γ1
⊕
IDΓ1
⊕
IDΓ1
⊕
. . . if N = 0,
M0 = IM
⊕( N⊕
n=1
JΓ2n−1
)⊕
J
(c)
Γ2N+1
⊕
IDΓ2N+1
⊕
. . . if N ≥ 1 : M
⊕
H0 →M
⊕
H˜0,
M˜0 = IN
⊕
J
(c)
Γ1
⊕
IDΓ1
⊕
IDΓ1
⊕
. . . if N = 0,
M˜0 = IN
⊕( N⊕
n=1
JΓ2n−1
)⊕
J
(c)
Γ2N+1
⊕
IDΓ2N+1
⊕
. . . if N ≥ 1 : M
⊕
H0 →M
⊕
H˜0.
Define U0 = L0M0 and U˜0 = M˜0L0.
If Γ1 is co-isometric, then
U0 =


Γ0 DΓ∗0Γ1 0 0 0 . . .
DΓ0 −Γ
∗
0
Γ1 0 0 0 . . .
0 DΓ1 0 0 0 . . .
0 0 IDΓ1
0 0 . . .
0 0 0 IDΓ1
0 . . .
...
...
...
...
...
...


, U˜0 =


Γ0 DΓ∗0 0 0 0 . . .
Γ1DΓ0 −Γ1Γ
∗
0
0 0 0 . . .
DΓ1DΓ0 −DΓ1Γ
∗
0
0 0 0 . . .
0 0 IDΓ1
0 0 . . .
0 0 0 IDΓ1
0 . . .
...
...
...
...
...
...


.
If N ≥ 1, then truncated CMV matrices T0 and T˜0 in this case take the form
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T0 =


SN−1
0 0 . . .
...
...
...
0 0 . . .
DΓ∗
2N
Γ2N+1 0 . . .
0 . . . 0 DΓ2NDΓ2N−1 −DΓ2NΓ
∗
2N−1
0 . . . 0 0 0
...
...
...
...
...
−Γ∗
2N
Γ2N+1 0 0 . . .
DΓ2N+1 0 0 . . .
0 IDΓ∗
2N+1
0 . . .
...
...
...
...
...


,
T˜0 =


S˜N−1
0 0 . . .
...
...
...
0 0 . . .
DΓ∗
2N−1
DΓ∗
2N
0 . . .
−Γ∗
2N−1
DΓ∗2N
0 . . .
0 . . . 0 Γ2N+1DΓ2N
0 . . . 0 DΓ2N+1DΓ2N
0 . . . 0 0
...
...
...
...
−Γ2N+1Γ
∗
2N
0 0 . . .
−DΓ2N+1Γ
∗
2N
0 0 . . .
0 IDΓ∗
2N+1
0 0 . . .
0 0 IDΓ∗
2N+1
0 . . .
...
...
...
...
...


.
A.5. Γ2N is unitary. In this case
H0 =
N−1⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
, H˜0 =
N−1⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
,
U0 =
(
JΓ0 ⊕ JΓ2 ⊕ · · · ⊕ JΓ2(N−1) ⊕ Γ2N
)
×
(
IM ⊕ JΓ1 ⊕ · · · ⊕ JΓ2N−1
)
,
U˜0 =
(
IN ⊕ JΓ1 ⊕ · · · ⊕ JΓ2N−1
)
×
(
JΓ0 ⊕ JΓ2 ⊕ · · · ⊕ JΓ2(N−1) ⊕ Γ2N
)
.
If N ≥ 1, then
T0 = SN−1, T˜0 = S˜N−1.
A.6. Γ2N+1 is unitary. Then
H0 = DΓ0 , H˜0 = DΓ∗0 if N = 0,
H0 =
N−1⊕
n=0
DΓ2n
⊕
DΓ∗2n+1
⊕
DΓ2N , H˜0 =
N−1⊕
n=0
DΓ∗2n
⊕
DΓ2n+1
⊕
DΓ∗2N if N ≥ 1
,
U0 = (JΓ0 ⊕ JΓ2 ⊕ · · · ⊕ JΓ2N )×
(
IM ⊕ JΓ1 ⊕ · · · ⊕ JΓ2N−1 ⊕ Γ2N+1
)
,
U˜0 =
(
IN ⊕ JΓ1 ⊕ · · · ⊕ JΓ2N−1 ⊕ Γ2N+1
)
× (JΓ0 ⊕ JΓ2 ⊕ · · · ⊕ JΓ2N ) , N ≥ 1.
U0 =
[
Γ0 DΓ∗0
DΓ0 −Γ
∗
0
] [
IM 0
0 Γ1
]
=
[
Γ0 DΓ∗0Γ1
DΓ0 −Γ
∗
0Γ1
]
,
U˜0 =
[
IN 0
0 Γ1
] [
Γ0 DΓ∗0
DΓ0 −Γ
∗
0
]
=
[
Γ0 DΓ∗0
Γ1DΓ0 −Γ1Γ
∗
0
]
, if N = 0,
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In this case if N ≥ 1, then
T0 =


SN−1
0
...
0
DΓ∗
2N
Γ2N+1
0 . . . 0 DΓ2NDΓ2N−1 −DΓ2NΓ
∗
2N−1
−Γ∗
2N
Γ∗
2N+1


,
T˜0 =


S˜N−1
0
.
..
0
DΓ∗2N−1
DΓ∗2N
−Γ2N−1DΓ∗
2N
0 . . . 0 Γ2N+1DΓ2N −Γ2N+1Γ
∗
2N


.
In particular if N = 1 (Γ3 is unitary), then
U0 =


Γ0 DΓ∗0Γ1 DΓ
∗
0
DΓ∗1
0
DΓ0 −Γ
∗
0
Γ1 −Γ∗0DΓ∗1 0
0 Γ2DΓ1 −Γ2Γ
∗
1
DΓ∗2
Γ3
0 DΓ2DΓ1 −DΓ2Γ
∗
1
−Γ∗
2
Γ3

 , U˜0 =


Γ0 DΓ∗0 0 0
Γ1DΓ0 −Γ1Γ
∗
0
DΓ∗1
Γ2 DΓ∗1DΓ
∗
2
DΓ1DΓ0 −DΓ1Γ
∗
0
−Γ∗
1
Γ2 −Γ∗1DΓ∗2
0 0 Γ3DΓ2 −Γ3Γ
∗
2

 .
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