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Abstract
The main goal of this paper is to study a stationary problem arising from angiogenesis, including terms
of chemotaxis and flux at the boundary of the tumor. We give sufficient conditions on terms of the data of
the problems assuring the existence of positive solutions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we analyze a stationary-state system arising from a crucial step of the growth
process tumor: the angiogenesis. The interested reader is suggested to read the paper [31] about
multiple aspects of angiogenesis. We are only interested in the behavior of two populations: the
endothelial cells (ECs) which move and reproduce to generate a new vascular net attracted by the
chemical substance generated by the tumor (TAF). We represent them by u and v, respectively.
They live together in a region Ω ⊂Rd , d  1 (generically d = 3), that is assumed to be bounded
and connected and with a regular boundary ∂Ω . Specifically, we consider the case in which
∂Ω = Γ1 ∪ Γ2 ∪ Γ3,
with Γi ∩Γj = ∅ for i = j , Γi being closed and open in the relative topology of ∂Ω . We assume
that Γ2 is the boundary of the tumor, and Γ3 the boundary of the blood vessel. Finally, Γ1 is
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the exterior boundary, such that the tumor and the primary blood vessel are inside of Γ1, see
Fig. 1 where we have represented a particular situation. We assume Dirichlet and Neumann
homogeneous boundary conditions in both variables at Γ1 and Γ3, respectively. However, in the
boundary of the tumor we assume that there does not exist flux of ECs, that is, ∂u/∂n = 0,
n denotes the outward unit normal on Γ2, but
∂v
∂n
= μv,
where μ ∈ R. So, μ represents the amount of TAF that the tumor is generating, and it will play
an important role in the paper. We note that this is a Robin condition with a negative coefficient
when μ> 0. In summary, we have the boundary conditions B1u = 0 and B2(μ)v = 0 being
B1u :=
{
u on Γ1,
∂u
∂n
on Γ2 ∪ Γ3, and B2(μ)v :=
⎧⎪⎨
⎪⎩
v on Γ1,
∂v
∂n
−μv on Γ2,
∂v
∂n
on Γ3.
We study the existence of positive solutions of the following system
⎧⎪⎨
⎪⎩
−u = −div(αu∇v)+ λu− u2 in Ω ,
−v = −v2 − cuv in Ω ,
B1u = B2(μ)v = 0 on ∂Ω ,
(1.1)
λ,μ ∈ R, α  0 and c > 0. So, we are assuming that u is affected by a chemotaxis term, that is,
ECs move toward the higher concentration of TAF and that its growth follows a logistic law. On
the other hand, the decay of the TAF, v, is modeled by a term logistic and a proportional term
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that for α = 0 the ECs are free of the chemotaxis effect, and so they can live independently of
the TAF.
Although recently there is a great attention to systems with a chemotaxis term, this study is
based mainly in the parabolic problem associated to (1.1), and there are not many papers dedi-
cated to the stationary case including a nonlinear reaction term. We cite for example the papers
[17] and [16] and references therein, where existence results are obtained using topological index
theory. Although the models considered in the cited papers have several species of cells or bacte-
ria, and so their study is more difficult, we will give easily computable conditions which assure
the existence of positive solutions, unlike that obtained in the above papers. In [35] a similar
system is studied with a linear equation in v and homogeneous Neumann boundary conditions in
u and v. See also [36] for a one-dimensional problem.
A number of these models has been studied in the last years. The first question is the choice of
the dependent variables, a non-trivial task which determines the number of the equations in the
model. Then it is possible to consider the relationships among them to pose the equations. For
the ECs, they are usually considered with a diffusion term and a chemotaxis term; sometimes,
a growth term also appears. In fact, this term should only act when TAF reaches a critical value,
see [8], and so it is perhaps interesting to change the term λu− u2 by (λu− u2)G(v) for
G(v) :=
{
v − v∗ if v > v∗,
0 if v  v∗,
for some v∗ > 0. This reaction term was considered in [13] where we did not consider the chemo-
taxis term.
For the TAF, they have been considered with a growth rate and a competition term with the
ECs. But a growth rate in the equation supposes that the TAF is originated in Ω and really they
are generated by the tumor. So, we have removed this term and we have introduced the growth
rate on the boundary condition. As long as we know, this term does not appear in the literature.
We can summarize our main results as follows: it is clear that there exists three kinds of
solutions of (1.1): the trivial one, the semi-trivial solutions (u,0) and (0, v) and the solutions
with both components positive, the coexistence states (u, v). Basically, the trivial solution always
exists, and:
(1) there exists a value λ1 > 0 such that the semi-trivial solution (u,0) exists if and only if
λ > λ1;
(2) there exists a value μ1 > 0 such that the semi-trivial solution (0, v) exists if and only if
μ>μ1.
Moreover, there exist two curves μ = F(λ) and λ = Λ(α,μ) in the (λ,μ)-plane such that: there
exists at least a coexistence state of (1.1) if (λ,μ) belongs to the region limited by the two curves,
specifically if
(
μ− F(λ))(λ−Λ(α,μ))> 0.
Finally, with respect to the stability of the semi-trivial solutions, we show that
(1) (u,0) is stable if μ< F(λ), and unstable if μ> F(λ),
(2) (0, v) is stable if λ <Λ(α,μ), and unstable if λ >Λ(α,μ).
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state. Hence, these curves are crucial in the study of existence of positive solutions and we will
study in detail both maps.
In order to prove these results we use mainly bifurcation methods, sub- and supersolution,
homogenization techniques and a deep study of different eigenvalue problems.
In Section 2 we collect some results related mainly with eigenvalue problems. In Section 3 we
study the semi-trivial solutions, in Section 4 we study the stability of the semi-trivial solutions.
Section 5 is devoted to the case that the chemotaxis is not present, in Section 6 we analyze the
existence of a coexistence state and the curves μ = F(λ) and λ = Λ(α,μ). Finally in the last
section we briefly discuss some biological implications of our results.
2. Preliminaries and notations
Along the work we are going to use the following notation: for γ ∈ (0,1) we denote
C
2,γ
0 (Ω) :=
{
u ∈ C2,γ (Ω): u = 0 on Γ1
}
,
X1 :=
{
u ∈ C2,γ0 (Ω): ∂u/∂n = 0 on Γ2 ∪ Γ3
}
,
X2 :=
{
u ∈ C2,γ0 (Ω): ∂u/∂n = 0 on Γ3
}
and finally
X := X1 ×X2.
Moreover, given a function c ∈ C(Ω) we denote by
cM := max
Ω
c(x), cL := min
Ω
c(x).
We are interested in solutions (u, v) ∈ X of (1.1) with both components non-negative and non-
trivial. Observe that thanks to the strong maximum principle, any component, u or v, of a non-
negative and non-trivial solution is in fact positive in all the domain Ω and at Γ2 ∪ Γ3.
Finally, for a solution U0 of a nonlinear equation, we say that it is linearly asymptotically
stable (l.a.s.) if the first eigenvalue of the linearization around U0 is positive, and unstable if it is
negative.
We also collect in this section some eigenvalue problems which will be useful in the work.
Consider functions m ∈ Cγ (Ω), h ∈ C1,γ (Γ2), g ∈ C1,γ (Γ3) and the eigenvalue problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−φ +mφ = λφ in Ω ,
φ = 0 on Γ1,
∂φ
∂n
+ hφ = 0 on Γ2,
∂φ
∂n
+ gφ = 0 on Γ3.
(2.1)
We are only interested in the principal eigenvalue of (2.1), i.e., the eigenvalues which have an
associated positive eigenfunction. In the following result we recall its main properties, see [2,6]
and [22].
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λ1(− + m;D,N + h,N + g). Moreover, this eigenvalue is simple, and any positive eigen-
function, φ, verifies φ ∈ C2,γ0 (Ω). In addition, λ1(− + m;D,N + h,N + g) is separately
increasing in m, h and g; when h = K constant, it verifies
lim
K→−∞λ1(−+m;D,N +K,N + g) = −∞,
lim
K→+∞λ1(−+m;D,N +K,N + g) = λ1(−+m;D,D,N + g), (2.2)
where λ1(−+m;D,D,N + g) stands for the principal eigenvalue of −+m with homoge-
neous Dirichlet boundary conditions on Γ1 ∪ Γ2 and ∂φ/∂n+ gφ = 0 on Γ3.
Also, it will appear eigenvalue problems with a potential blowing up on Γ2. To be more
specific, consider m ∈ C(Ω ∪Γ1 ∪Γ3) and mΓ2 = +∞ (in the sense that limdist(x,Γ2)→0 m(x) =
+∞) and the following eigenvalue problem
⎧⎪⎪⎨
⎪⎪⎩
−φ +mφ = λφ in Ω ,
φ = 0 on Γ1 ∪ Γ2,
∂φ
∂n
= 0 on Γ3.
(2.3)
This kind of eigenvalues has been studied in [15, Section 3.2] and [29, Section 8] with homo-
geneous Dirichlet boundary conditions, but their results can be easily extrapolated to our case.
Let us recall some properties in the following result.
Lemma 2.2. Take m ∈ C(Ω ∪ Γ1 ∪ Γ3) and mΓ2 = +∞. There exists the principal eigenvalue
λ1(−+m;D,D,N) which has an associated positive eigenfunction φ ∈H, where
H := {φ ∈ H 1(Ω): φ = 0 on Γ1 ∪ Γ2, and ∂φ/∂n = 0 on Γ3},
and satisfies Eq. (2.3) in the weak sense, that is,
∫
Ω
∇φ · ∇ψ +
∫
Ω
mφψ = λ1(−+m;D,D,N)
∫
Ω
φψ, ∀ψ ∈H.
Moreover, if there exists φ0 ∈H, φ0 > 0 in Ω such that
−φ0 +m(x)φ0 = μφ0
in the weak sense, then μ = λ1(−+m;D,D,N).
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Γ (a;b,D,N + d,N) the principal eigenvalue of
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(a(x)∇ϕ)= λb(x)ϕ in Ω ,
ϕ = 0 on Γ1,
∂ϕ
∂n
+ d(x)ϕ = 0 on Γ2,
∂ϕ
∂n
= 0 on Γ3,
(2.4)
that is,
Γ (a;b,D,N + d,N) = inf
ϕ∈S, ϕ =0
∫
Ω
a(x)|∇ϕ|2 + ∫
Γ2
d(x)ϕ2∫
Ω
b(x)ϕ2
, (2.5)
with S := {ϕ ∈ H 1(Ω): ϕ = 0 on Γ1}. It is clear from (2.5) that Γ (a;b,D,N +d,N) is increas-
ing in a and d and decreasing in b.
3. Study of the semi-trivial solutions
In this section we study the semi-trivial solutions of (1.1). First, for v ≡ 0 the system (1.1) has
the form
{−u = λu− u2 in Ω ,
B1u = 0 on ∂Ω .
(3.1)
This equation has been analyzed in [5], see also [18] when ∂Ω only has one component. Their
results can be generalized in our case:
Proposition 3.1. There exists a positive solution of (3.1) if and only if
λ > λ1(−;D,N,N) := λ1. (3.2)
In the case that the solution exists, it is unique and we denote it by ϑλ. Moreover, the following
estimate holds
(λ− λ1)
‖ϕ1‖∞ ϕ1  ϑλ, (3.3)
where ϕ1 is a positive eigenfunction associated to λ1, that is,
−ϕ1 = λ1ϕ1 in Ω, B1ϕ1 = 0 on ∂Ω. (3.4)
Furthermore, the map λ ∈ (λ1,+∞) → ϑλ ∈ X1 is regular, increasing and
ϑλ = n1ϕ1(λ− λ1)+O
(
(λ− λ1)2
)
as λ ↓ λ1, (3.5)
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n1 =
∫
Ω
ϕ21∫
Ω
ϕ31
. (3.6)
Finally, ϑλ is l.a.s. for λ > λ1, that is
λ1(−− λ+ 2ϑλ;D,N,N) > 0. (3.7)
Proof. The existence, uniqueness and (3.7) follow by Lemma 3.1 and Theorem 3.5 of [18], see
also Theorem 1.1 in [5]. Estimate (3.3) follows showing that ((λ−λ1)/‖ϕ1‖∞)ϕ1 is a subsolution
of (3.1). Finally, (3.5) is deduced in a similar way to Lemma 4.3 in [12]. 
When in system (1.1) the function u ≡ 0, we have the following equation
{−v = −v2 in Ω ,
B2(μ)v = 0 on ∂Ω .
(3.8)
In the following result the eigenvalue λ1(−;D,N −μ,N) will play an important role. Thanks
to Lemma 2.1, the map μ → λ1(−;D,N − μ,N) is decreasing, when μ = 0 its value is
λ1(−;D,N,N) > 0 and by (2.2)
lim
μ→−∞λ1(−;D,N −μ,N) = λ1(−;D,D,N) > 0 and
lim
μ→+∞λ1(−;D,N −μ,N) = −∞.
Hence, there exists a unique value μ1 > 0 such that
λ1(−;D,N −μ1,N) = 0
and
λ1(−;D,N −μ,N) < 0 (respectively > 0) ⇐⇒ μ>μ1 (respectively μ<μ1).
We have the following result:
Theorem 3.2.
(1) There exists a positive solution of (3.8) if and only if
μ>μ1. (3.9)
Moreover, if the solution exists, it is the unique positive solution, and we denote it by θμ.
Furthermore, θμ is l.a.s. for μ>μ1, i.e.,
λ1(−+ 2θμ;D,N −μ,N) > 0. (3.10)
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θμ = m1ψ1(μ−μ1)+O
(
(μ−μ1)2
)
as μ ↓ μ1, (3.11)
where
m1 =
∫
Γ2
ψ21∫
Ω
ψ31
, (3.12)
and ψ1 is a principal positive eigenfunction associated to μ = μ1, that is,
−ψ1 = 0 in Ω, B2(μ1)ψ1 = 0 on ∂Ω. (3.13)
(3) We have that θμ → z in C2,γ (Ω) as μ → +∞ where z is the minimal solution of the problem
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−z = −z2 in Ω ,
z = 0 on Γ1,
z = +∞ on Γ2,
∂z
∂n
= 0 on Γ3.
(3.14)
Proof. (1) Let v be a positive solution of (3.8). Then
0 = λ1(−+ v;D,N −μ,N) > λ1(−;D,N −μ,N),
and so μ>μ1.
Assume now that μ > μ1, or equivalently, λ1(−;D,N − μ,N) < 0. Consider ψμ > 0 the
positive eigenfunction associated to λ1(−;D,N −μ,N) with ‖ψμ‖∞ = 1. Then, it is not hard
to show that
v := εψμ
with ε > 0 is a subsolution of (3.8) for ε = −λ1(−;D,N −μ,N).
The construction of a supersolution is more involved. For δ > 0 and small define the sets
Bδ :=
{
x ∈RN : dist(x,Γ1) δ
}
and Ωδ := Ω ∪Bδ.
Now, consider the eigenvalue problem
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−φ = λφ in Ωδ ,
φ = 0 on ∂Bδ \Ω ,
∂φ
∂n
−μφ = 0 on Γ2,
∂φ = 0 on Γ3,
∂n
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Observe that minΩ ϕδ > 0. Then, again it is not hard to show that
v := Mϕδ
is a supersolution of (3.8) if
M 
−λδ1
minΩ ϕδ
.
Now, we can take M large such that v > v and apply the sub-supersolution method to conclude
the existence of a positive solution of (3.8) such that v  v  v.
The uniqueness follows by a standard argument, observe that v → −v2/v is decreasing and
so we can apply the general result of [4], see [32] for nonlinear boundary conditions. We would
like to point out that although the main uniqueness result of [4] is stated for the homogeneous
Dirichlet boundary conditions, it is also valid for the mixed condition B2(μ)v = 0. So, we can
conclude that
v  θμ  v.
Thanks to the above bound and the non-existence of solution for μ = μ1, we conclude that
lim
μ→μ1
‖θμ‖∞ = 0.
In order to prove (3.10) it is enough (see for instance Lemma 2.2 in [18]) to find a positive
supersolution, that is, a positive function v such that
(−+ 2θμ)v  0 in Ω, B2(μ)v  0 on ∂Ω ,
and at least one of the inequalities is strict. We take as supersolution v = θμ, then B2(μ)θμ = 0
on ∂Ω and
−θμ + 2θ2μ = θ2μ > 0 in Ω,
and so we conclude (3.10).
(2) The proof of that μ → θμ is increasing is standard. Now, we show its regular character. For
that, we use a continuation method. Define the regular map F : R× X2 → Cγ (Ω) × C1,γ (Γ2)
by
F(μ, v) :=
(
−v + v2, ∂v
∂n
−μv
)
.
It is clear that the solutions of (3.8) can be viewed as the zeros of the mapping F . Consider a
solution (μ0, v0) of (3.8) with μ0 >μ1. Then
DvF(μ0, v0)w =
(
−w + 2v0w, ∂w −μ0w
)
.∂n
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function theorem we conclude the regularity of the map μ → θμ for μ>μ1.
Now, we will show the expression (3.11). We have that F(μ1,0) = 0 and that DvF(μ,0)w =
(−w, ∂w
∂n
− μw). Hence, Ker(DvF(μ1,0)) = span{ψ1} and dim(Ker(DvF(μ1,0))) = 1,
where ψ1 is the positive eigenfunction associated to μ1.
On the other hand,
DμvF(μ1,0)w = (0,−w),
and so DμvF(μ1,0)ψ1 /∈ R(DvF(μ1,0)). Indeed, if
DμvF(μ1,0)ψ1 ∈ R
(
DvF(μ1,0)
)
there exists y ∈ X2 such that
−y = 0 in Ω, ∂y
∂n
−μ1y = −ψ1 on Γ2,
and so multiplying by ψ1 and integrating we arrive at
∫
Γ2
ψ21 = 0,
an absurdum. Finally, it can be shown that DvF(μ1,0) is a Fredholm operator of index 0, and
consequently the co-dimension of R(DvF(μ1,0)) is 1.
So the Crandall–Rabinowitz theorem applies, see [10], and for a complement W of span{ψ1},
there are two C1 functions μ(s) : (−ε0, ε0) → R and w(s) : (−ε0, ε0) → W for some ε0 > 0,
with μ(0) = μ1, w(0) = 0 and
F(μ(s), sψ1 + sw(s))= 0 for s ∈ (−ε0, ε0).
Moreover, if F(μ, v) = 0 and (μ, v) is close to (μ1,0), then either v = 0 or for some s = 0,
s ∈ (−ε0, ε0), (μ, v) = (μ(s), sψ1 + sw(s)).
Writing μ(s) = μ1 + sμ2 +O(s2), introducing the expressions of μ(s) and sψ1 + sw(s) into
(3.8) in the variables μ and v, respectively, and after some calculations, we arrive at
∫
Γ2
(
μ2 +O(s)
)(
ψ1 +w(s)
)
ψ1 =
∫
Ω
(
ψ1 +w(s)
)2
ψ1,
and so
μ2 =
∫
Ω
ψ31∫
Γ2
ψ21
.
From μ(s), it suffices to calculate s as function of μ and conclude (3.11).
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set D ⊂ D ⊂ Ω there exists a constant M such that for any regular solution vμ of
−v = −v2 in Ω ,
the following estimate holds
‖vμ‖C(D) M.
So, since the map μ → θμ is increasing we can define the pointwise limit
z(x) := lim
μ→+∞ θμ(x), x ∈ Ω.
Thanks to the Lp elliptic estimates, this limit is in C2,γ (Ω) and z ∈ C2,γ (Ω). Now, it remains
to prove that z is in fact solution of (3.14), that is, that limdist(x,Γ2)→0 z(x) = ∞.
Now, since the proof of this paragraph is practically similar to Theorem 4 in [21], see also
[30], we only sketch it. First, we can show that
z(x) = lim
m→+∞vm(x),
where vm is the unique solution of ⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−v = −v2 in Ω ,
v = 0 on Γ1,
∂v
∂n
= m on Γ2,
∂v
∂n
= 0 on Γ3.
Take δ > 0 small, and consider the set Ωδ := {x ∈ Ω: 0 < dist(x,Γ2) < δ}. Then, take now
w := A(dist(x,Γ2)+ τ)−κ ,
for A > 0, τ > 0 and κ > 0 to be chosen. It is not hard to show that w − k for some k is a
subsolution of ⎧⎪⎪⎨
⎪⎪⎩
−v = −v2 in Ωδ ,
∂v
∂n
= m on Γ2,
v = vm on
{
x ∈ Ω: dist(x,Γ2) = δ
}
.
And then,
w − k  vm in Ωδ ,
and so taking m → ∞ and τ → 0 we get,
Adist(x,Γ2)−κ − k  z,
and so z → ∞ as dist(x,Γ2) → 0. 
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ously studied in [21] in the case ∂Ω = Γ2, see also [5] for mixed boundary problem with the
parameter μ in the equation instead of at the boundary.
Problems related to (3.14) have been extensively studied in the last years, see for example
[14,20,30] and references therein.
With a similar reasoning to the above result we can study the general equation
{−v = −v2 − r(x)v in Ω ,
B2(μ)v = 0 on ∂Ω ,
(3.15)
where r ∈ Cγ (Ω) is a positive function.
Proposition 3.4. There exists a positive solution of (3.15) if and only if
λ1(−+ r;D,N −μ,N) < 0. (3.16)
In case of existence of solution, this is the unique positive one, denoted by Vμ, and it is l.a.s., that
is,
λ1(−+ 2Vμ + r;D,N −μ,N) > 0. (3.17)
Also, along the paper we will need to study the following equation
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(a(x)∇w)= b(x)w(λ− c(x)w) in Ω ,
w = 0 on Γ1,
∂w
∂n
+ d(x)w = 0 on Γ2,
∂w
∂n
= 0 on Γ3,
(3.18)
where a ∈ C1(Ω), b, c ∈ Cγ (Ω) and d ∈ C1,γ (Γ2) all of them positive. Although the following
result is in fact true under more general conditions on the data, and perhaps it is more or less
known, we include a proof for the reader’s convenience and for the useful estimates obtained.
Proposition 3.5. There exists a positive solution of (3.18) if and only if
λ > Γ (a;b,D,N + d,N),
where Γ (a;b,D,N + d,N) is defined in (2.5). Moreover, the solution is unique, we call it w
and the following estimate holds
λ− Γ (a;b,D,N + d,N)
‖φ1‖∞cM φ1 w 
λ
cL
, (3.19)
where φ1 is a positive eigenfunction associated to Γ (a;b,D,N + d,N).
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associated to Γ (a;b,D,N + d,N). Multiplying (3.18) by φ1 and integrating by parts we get
that λ > Γ (a;b,D,N + d,N).
The uniqueness of positive solution follows again by classical results, observe that
w → b(x)w(λ− c(x)w)/w is decreasing.
For the existence we use again the sub-supersolution method. Indeed, we can pick up
w := K > 0, for K constant. Then, w is a supersolution of (3.18) if
K = λ
cL
.
As subsolution we consider w := εφ1 for ε > 0. Then, w is subsolution of (3.18) provided of
ε  λ− Γ (a;b,D,N + d,N)‖φ1‖∞cM .
This proves the estimate (3.19) and concludes the proof. 
4. Study of the stability of the semi-trivial solutions
In this section we study the stability of the two semi-trivial states. Let us extend the definition
of ϑλ and θμ. We write ϑλ ≡ 0 as λ λ1 and θμ ≡ 0 as μ μ1.
Let us introduce now some maps. By Lemma 2.1 we have that for each λ > λ1 there exists a
unique value μ = F(λ) such that λ1(−+ cϑλ;D,N −μ,N) = 0. Of course, if μ> F(λ) (re-
spectively μ< F(λ)) we have that λ1(−+cϑλ;D,N −μ,N) < 0 (respectively λ1(−+cϑλ;
D,N −μ,N) > 0).
On the other hand, for μ>μ1 we consider the eigenvalue problem
{−Φ + α div(Φ∇θμ) = λΦ in Ω ,
B1Φ = 0 on ∂Ω . (4.1)
Denote by Λ(α,μ) the principal eigenvalue of (4.1). This eigenvalue plays a crucial role in
studying our problem, so a study in detail will be carried out later.
We extend the definitions of F(λ) and Λ(α,μ) in the following sense: F(λ) = μ1 if λ λ1
and Λ(α,μ) = λ1 for μ μ1.
Proposition 4.1.
(1) The trivial solution of (1.1) is l.a.s. if λ < λ1 and μ<μ1 and unstable if λ > λ1 or μ>μ1.
(2) Assume that λ > λ1. The semi-trivial solution (ϑλ,0) is l.a.s. if μ < F(λ) and unstable if
μ> F(λ).
(3) Assume that μ>μ1. The semi-trivial solution (0, θμ) is l.a.s. if λ <Λ(α,μ) and unstable if
λ >Λ(α,μ).
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Observe that the stability of (ϑλ,0) is given by the real parts of the eigenvalues for which the
following problem admits a solution (ξ, η) ∈ X \ {(0,0)}
⎧⎨
⎩
−ξ + α div(ϑλ∇η)− λξ + 2ϑλξ = σξ in Ω ,
−η + cϑλη = ση in Ω ,
B1ξ = B2(μ)η = 0 on ∂Ω .
(4.2)
Assume that η ≡ 0, then for some j  1 and by (3.7)
σ = λj (−+ 2ϑλ − λ;D,N,N) λ1(−+ 2ϑλ − λ;D,N,N) > 0.
Suppose now that η ≡ 0, then from the second equation of (4.2) we get
σ = λj (−+ cϑλ;D,N −μ,N) λ1(−+ cϑλ;D,N −μ,N) > 0
because μ< F(λ).
Assume now that μ> F(λ). Then,
σ1 := λ1(−+ cϑλ;D,N −μ,N) < 0.
Denote by η a positive eigenfunction associated to σ1, that is
−η + cϑλη = σ1η in Ω , B2(μ)η = 0 on ∂Ω .
Since σ1 < 0, then
λ1(−+ 2ϑλ − λ− σ1;D,N,N) > 0,
and so there exists
ξ = (−+ 2ϑλ − λ− σ1)−1B1
(−α div(ϑλ∇η)),
that is,
−ξ + (2ϑλ − λ)ξ + α div(ϑλ∇η) = σ1ξ in Ω, B1ξ = 0 on ∂Ω .
Then, σ1 < 0 is an eigenvalue of (4.2) with associated eigenfunction (ξ, η), so (ϑλ,0) is unstable.
The stability of the trivial solution follows in a similar way. 
5. The case α = 0: No chemotaxis
In this section, we study the case when the chemotaxis is not present, that is α = 0 and so the
system (1.1) is uncoupled. In the following result we collect the main features:
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(1) The trivial solution exists for all λ,μ ∈R. It is l.a.s. for λ > λ1 and μ>μ1 and unstable for
λ < λ1 or μ<μ1.
(2) A coexistence state exists if and only if λ > λ1 and μ > F(λ). In this case, the solution is
unique and l.a.s.
(3) Assume that λ  λ1. Then if μ  μ1 the unique solution of (1.1) is the trivial (0,0). If
μ>μ1 there exists the semi-trivial solution (0, θμ), which is l.a.s.
(4) Assume λ > λ1 and μ F(λ). There exists the semi-trivial solution (ϑλ,0), which is unsta-
ble. Moreover, if μ>μ1 there exists the semi-trivial solution (0, θμ) which is l.a.s.
Proof. Assume that λ λ1, then by Proposition 3.1 it follows that u ≡ 0, and so v ≡ θμ. Now,
suppose that λ > λ1, then again by Proposition 3.1 we have that u ≡ ϑλ. Going back to the
v-equation, we can apply Proposition 3.4 with r = cϑλ, and so by (3.16) there exists solution if
and only if
λ1(−+ cϑλ;D,N −μ,N) < 0,
or equivalently, μ> F(λ).
The stability results follow in a similar way to Proposition 4.1, except the stability of the
coexistence state, we call it (ϑλ,Vμ). For that, we need to study the real parts of the eigenvalues
for which the following problem admits a solution (ξ, η) ∈ X \ {(0,0)}
⎧⎨
⎩
−ξ − λξ + 2ϑλξ = σξ in Ω ,
−η + cϑλη + 2Vμη + cVμξ = ση in Ω ,
B1ξ = B2(μ)η = 0 on ∂Ω .
(5.1)
If ξ ≡ 0, then by (3.17)
σ = λj (−+ 2Vμ + cϑλ;D,N −μ,N) λ1(−+ 2V + cϑλ;D,N −μ,N) > 0.
If ξ ≡ 0, then by (3.7)
σ = λj (−+ 2ϑλ − λ;D,N,N) λ1(−+ 2ϑλ − λ;D,N,N) > 0.
This completes the proof. 
6. The existence of coexistence states
Our first result provides necessary conditions on λ and μ in order to have positive solutions
of (1.1).
Lemma 6.1. If there exists a positive solution (u, v) of (1.1) then
λ > 0 and μ>μ1.
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On the other hand, by the change of variable
u = eαvw, (6.1)
the equation of u in (1.1) transforms into
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(eαv∇w)= eαvw(λ− eαvw) in Ω ,
w = 0 on Γ1,
∂w
∂n
+ αμvw = 0 on Γ2,
∂w
∂n
= 0 on Γ3.
(6.2)
Now, applying Proposition 3.5 we conclude that w ≡ 0 if λ 0. 
In fact, we can sharp this result building a non-existence region of positive solutions in the
(λ,μ)-plane.
Proposition 6.2. Assume that μ>μ1. If
λG(μ) := Γ (1; eαθμ,D,N,N),
then (1.1) does not possess positive solution.
Moreover, G(μ1) = λ1, μ → G(μ) is a decreasing map and so there exists the following limit
lim
μ→+∞G(μ) := λ∗(α) 0.
Proof. If (u, v) is a positive solution of (1.1) then w defined in (6.1) is a positive solution of
(6.2), and so by Proposition 3.5 we have
λ > Γ
(
eαv; eαv,D,N + αμv,N) Γ (1; eαθμ,D,N,N)= G(μ) > 0.
The properties of the map G follow by the ones of Γ (1; eαθμ,D,N,N). 
Remark 6.3. Lemma 6.1 and Proposition 6.2 provide us a non-existence region of positive solu-
tions in the (λ,μ)-plane. Indeed, if
(λ,μ) ∈ B := {(λ,μ): μ μ1 or λG(μ)},
then (1.1) does not possess positive solutions. See Fig. 2 where we have drawn the region B in
different cases.
In the following result, we show the existence of a priori bounds in X of the solutions of (1.1).
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pendent of λ and μ) such that for any non-negative solution (u, v) of (1.1) we have
∥∥(u, v)∥∥
X
 C.
Proof. Suppose (λ,μ) ∈K⊂ R2 compact and let (u, v) be a solution of (1.1). Then, u = eαvw
transforms the equation for u into (6.2). So, by (3.19)
w  λ
(e2αv)L
 λ.
On the other hand, since v  θμ, we obtain that
u = eαvw  λeαθμ  C,
for some constant C not depending on λ or μ. Hence, u and v are bounded in L∞(Ω). Now,
going back to the v-equation and using the Lp-estimates of Agmon, Douglis and Nirenberg [1],
we have that for p large
‖v‖C1(Ω)  C‖v‖W 2,p(Ω)  C
∥∥−v2 − cuv∥∥
p
 C.
But, the u-equation in (1.1) can be written as follows
−u+ α∇u · ∇v = λu− u2 − αu(v2 + cuv),
and thus, u is bounded in W 2,p(Ω) for all p > 1, and so in C1(Ω). Now, again using the v-
equation and the Schauder theory in Hölder spaces (see [19]), v is bounded in X2, and finally u
in X1 with constants independent of λ and μ. 
The following result shows that fixed μ, (1.1) does not have positive solutions for λ large
enough.
Proposition 6.5. Fix μ > μ1. Then, there exists Λ0 > 0 (depending on μ) such that there does
not exist positive solution of (1.1) for λ >Λ0.
In order to clarify the proof of this result, we include several lemmas which will be used later.
The first one is a useful interpolation inequality, which follows from the boundedness of the
embedding operator from H 1(Ω) into L2(∂Ω), see for instance Theorem 2.1 in [25].
Lemma 6.6. For any ε > 0, there exists a positive constant C(ε) such that
∫
∂Ω
f 2  ε
∫
Ω
|∇f |2 +C(ε)
∫
Ω
f 2, for any f ∈ H 1(Ω).
Since we are going to move the parameter λ, let us write it as subscript. Denoting by
aλ := eαv
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by Γ (λ) := Γ (aλ;1,D,N,N) we have
λ1 = Γ (1;1,D,N,N) Γ (λ) Γ (C;1,D,N,N) := Γ . (6.3)
Denote now by φλ a positive eigenfunction associated to Γ (λ). We will need a bound of φλ
independent of the parameter λ. In the following result we obtain a bound on its L∞-norm in
function of its L2-norm. Although the result and its proof are standard, see for instance Theo-
rem 4.1 in [34], we have followed the proof of Lemma 5 in [22] because we can estimate the
dependence on λ.
Lemma 6.7. There exists a positive constant C depending on Γ but not on λ such that
‖φλ‖∞  C
(‖φλ‖2 + 1). (6.4)
Proof. Denote by z = φλ + 1 and take β  1, and
ϕ := zβ − 1.
It is clear that
∇ϕ = βzβ−1∇z.
Now, taking ϕ as test function in the equation of φλ, and taking into account that ∇φλ = ∇z, we
obtain
β
∫
Ω
aλz
β−1|∇z|2 = Γ (aλ;1,D,N,N)
∫
Ω
φλϕ  Γ
∫
Ω
zβ+1,
with Γ defined in (6.3). Moreover, observe that 1 aλ, and so
β
∫
Ω
zβ−1|∇z|2  Γ
∫
Ω
zβ+1.
Now, denoting by Ψ := z β+12 , we get
βzβ−1|∇z|2 = 4β
(β + 1)2 |∇Ψ |
2.
Hence,
∫
|∇Ψ |2  Γ (β + 1)
2
4β
∫
zβ+1.Ω Ω
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(∫
Ω
|Ψ |r
)2/r
 Γ (β + 1)
2
4β
∫
Ω
zβ+1 +C
∫
Ω
Ψ 2,
for some constant C independent of λ. Now, since Ψ 2 = zβ+1 and (β + 1)2/(4β) β + 1, we
get
(∫
Ω
z
(β+1)
2 r
) 2
r(β+1)

(
C(Γ )(β + 1)) 1β+1
(∫
Ω
zβ+1
) 1
β+1
.
Thus, if we call p = β + 1 and q = r/2 > 1, we have
‖z‖qp  (Cp)1/p‖z‖p.
Now, taking p = 2qn, for n = 0,1,2, . . . , we have
‖z‖2qn  (2C)1/2(2qC)1/2q · · ·
(
2qnC
)1/2qn‖z‖2,
letting n → ∞ we obtain that for some constant C
‖z‖∞  C‖z‖2,
and so we conclude (6.4). 
Now, we are ready to prove the result.
Proof of Proposition 6.5. We reason by contradiction. Assume that there exists a coexistence
state for all λ > 0. We use again the change of variable (6.1), that is, u = eαvw, that transforms
the equation of u in (1.1) into (6.2). Using that 1 eαv  eαθμ , we get that
−div(eαv∇w) λw − e2αθμw2 in Ω,
and
∂w
∂n
+ αμvw  ∂w
∂n
on Γ2,
and so w is a supersolution of the equation
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(eαv∇w)= λw − e2αθμw2 in Ω ,
w = 0 on Γ1,
∂w
∂n
= 0 on Γ2,
∂w = 0 on Γ3.
(6.5)∂n
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λ− Γ (eαv;1,D,N,N)
r(μ,λ)
φλ w,
where r(μ,λ) := (e2αθμ)M‖φλ‖∞ and φλ is the positive eigenfunction associated to Γ (λ) such
that ‖φλ‖2 = 1. Observe that by Lemma 6.4
‖φλ‖∞  C
(‖φλ‖2 + 1)= C.
On the other hand, by the monotony of the eigenvalue Γ (a;1,D,N,N) with respect to a, we
have
Γ
(
eαv;1,D,N,N) Γ (eαθμ;1,D,N,N) := s(μ),
and so, denoting
τ(λ) := λ− s(μ)
r(μ,λ)
,
it holds
τ(λ)φλ w  u. (6.6)
Observe that
τ(λ) λ− s(μ)
C(e2αθμ)M
→ +∞ as λ → +∞.
Now, fix μ>μ1. Then, since v is a positive solution of the second equation of (1.1) and using
(6.6), we get
0 = λ1(−+ v + cu;D,N −μ,N) λ1
(−+ cτ(λ)φλ;D,N −μ,N) := g(λ).
Observe that
g(λ) = inf
ϕ∈S, ϕ =0
∫
Ω
|∇ϕ|2 + cτ(λ) ∫
Ω
φλϕ
2 −μ ∫
Γ2
ϕ2∫
Ω
ϕ2
,
being
S := {u ∈ H 1(Ω): u = 0 in Γ1}.
We claim that
lim g(λ) = +∞,
λ→+∞
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bounded. There exists a sequence ϕλ ∈ S such that ‖ϕλ‖2 = 1 and
∫
Ω
|∇ϕλ|2 + cτ(λ)
∫
Ω
φλϕ
2
λ −μ
∫
Γ2
ϕ2λ = g(λ)
∫
Ω
ϕ2λ = g(λ). (6.7)
Using now Lemma 6.6 we get that
(1 −με)
∫
Ω
|∇ϕλ|2 + cτ(λ)
∫
Ω
φλϕ
2
λ  g(λ)+C(ε)μ, (6.8)
and hence if we take ε small enough, ϕλ is bounded in H 1(Ω), and so passing to a subsequence
there exists ϕ0  0, ‖ϕ0‖2 = 1 and ϕ0 = 0, such that
ϕλ ⇀ ϕ0 in H 1(Ω), ϕλ → ϕ0 in L2(Ω). (6.9)
We study now φλ. By (6.3) it follows that there exists Γ0 > 0 such that
Γ (aλ;1,D,N,N) → Γ0 as λ → +∞.
We know that
−div(aλ∇φλ) = Γ (aλ;1,D,N,N)φλ in Ω , (6.10)
and so,
∫
Ω
|∇φλ|2 
∫
Ω
aλ|∇φλ|2 = Γ (aλ;1,D,N,N)
∫
Ω
φ2λ  C,
whence we deduce that φλ is bounded in H 1(Ω), and hence
φλ ⇀ φ0 in H 1(Ω), φλ → φ0 in L2(Ω). (6.11)
We get that Γ (aλ)φλ → Γ0φ0 in L2(Ω). Observe that φ0  0 and non-trivial because ‖φ0‖2 = 1.
Observe that Eq. (6.10) is verified in H−1(Ω), and so we can apply the homogenization
technique (see for instance [11] and Theorem 2.1 in [24]), and conclude that there exists a uni-
formly elliptic symmetric matrix A ∈ (L∞(Ω))N×N such that the following equation is verified
in H−1(Ω)
−div(A∇φ0) = Γ0φ0,
and so, since Γ0φ0  0 and non-trivial, by the strong maximum principle φ0 > 0, see Theo-
rem 8.19 in [19]. Then by (6.8) we get
lim sup
λ→+∞
∫
φλϕ
2
λ = 0,Ω
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∫
Ω
φ0ϕ
2
0  0,
an absurdum. This completes the proof. 
We are ready to prove the main existence result:
Theorem 6.8. Assume that μ > μ1 and λ > 0. Then, if some of the following conditions are
satisfied
λ >Λ(α,μ) and μ> F(λ)
or
λ <Λ(α,μ) and μ< F(λ),
then there exists at least a coexistence state of (1.1).
Proof. We are going to apply the bifurcation method. We fix μ > μ1 and consider λ as bi-
furcation parameter. First, we apply the Crandall–Rabinowitz theorem in order to find the bi-
furcation point from the semi-trivial solution (0, θμ). Consider the map F :R × X1 × X˜2 →
Cα(Ω)×Cα(Ω) defined by
F(λ,u, v) := (−u+ α div(u∇v)− λu+ u2,−v + v2 + cuv),
being X˜2 := {v ∈ X2: ∂v/∂n − μv = 0 on Γ2}. It is clear that F is regular, that F(λ,0, θμ) = 0
and
D(u,v)F(λ0, u0, v0)
(
ξ
η
)
=
(−ξ + α div(ξ∇v0)− λ0ξ + 2u0ξ + α div(u0∇η)
−η + 2v0η + cu0η + cv0ξ
)
.
Hence, for λ = λ0 = Λ(α,μ) and (u0, v0) = (0, θμ) we get that
Ker
[
D(u,v)F(λ0,0, θμ)
]= span{(Φ1,Φ2)},
where Φ1 is an eigenfunction associated to Λ(α,μ) and
Φ2 := (−+ 2θμ)−1B2(μ)(cθμΦ1),
which is well defined by (3.10). Hence, dim(Ker[D(u,v)F(λ0,0, θμ)]) = 1.
On the other hand, observe that
Dλ(u,v)F(λ0, u0, v0)
(
ξ
η
)
=
(−ξ
0
)
.
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there exists (ξ, η) ∈ X such that D(u,v)F(λ0,0, θμ)(ξ, η)t = (−Φ1,0), and so
−ξ + α div(ξ∇θμ)− λ0ξ = −Φ1 in Ω, B1ξ = 0 on ∂Ω .
Under the change of variable ξ = eαθμς , the above equation is transformed into
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(eαθμ∇ς)− λ0eαθμς = −Φ1 in Ω ,
ς = 0 on Γ1,
∂ς
∂n
+ αμθμς = 0 on Γ2,
∂ς
∂n
= 0 on Γ3.
(6.12)
In a similar way, under the change of variable Φ1 = eαθμψ1, (4.1) transforms into⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−div(eαθμ∇ψ1)= λ0eαθμψ1 in Ω ,
ψ1 = 0 on Γ1,
∂ψ1
∂n
+ αμθμψ1 = 0 on Γ2,
∂ψ1
∂n
= 0 on Γ3.
(6.13)
Now, multiplying (6.12) by ψ1 and (6.13) by ς , and subtracting we get
0 =
∫
Ω
Φ1ψ1,
an absurdum. Again, it can be showed that R(D(u,v)F(λ0,0, θμ)) has co-dimension 1.
Hence, the point (λ,u, v) = (λ0,0, θμ) is a bifurcation point from the semi-trivial solution
(0, θμ).
Now, we can apply Theorem 4.1 of [26] and conclude the existence of a continuum C+ ⊂
R×X1 × X˜2 of positive solutions of (1.1) emanating from the point (λ,u, v) = (Λ(α,μ),0, θμ)
such that:
(i) C+ is unbounded in R×X1 × X˜2; or
(ii) there exist λ∞ ∈R and a solution ϑλ∞ of (3.1) such that (λ∞, ϑλ∞,0) ∈ cl(C+); or
(iii) there exists λ ∈R such that (λ,0,0) ∈ cl(C+).
Alternative (iii) is not possible. Indeed, if we consider a sequence of positive solutions
(λn,un, vn) ∈ C+ such that λn → λ and (un, vn) → (0,0) uniformly, then denoting by
Vn = vn‖vn‖∞ ,
and using the elliptic regularity, we have that Vn → V  0 and non-trivial in C2(Ω) with
−V = 0 in Ω , B2(μ)V = 0 on ∂Ω ,
and so μ = μ1, a contradiction.
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solution by Lemma 6.1 and Proposition 6.5. Moreover, by Proposition 6.4 it follows that C+ is
bounded in X uniformly on compact subintervals of λ. Hence, alternative (i) does not occur.
Therefore, alternative (ii) holds. We can proceed as above and it follows that λ∞ > λ1 is such
that
λ1(−+ cϑλ∞;D,N −μ,N) = 0,
that is, μ = F(λ∞). So, we can conclude the existence of a coexistence state for
λ ∈ (min{(Γ (α,μ),λ∞)},max{(Γ (α,μ),λ∞)}).
This completes the proof. 
As a consequence of this result, it is very important to study the behavior of the functions
μ = F(λ) and λ = Λ(α,μ).
Recall that we have defined F(λ) = μ1 for λ λ1 and Λ(α,μ) = λ1 for μ μ1.
Proposition 6.9. Denote by ϕ1 and ψ1 the positive principal eigenfunctions associated to λ1 and
μ1 defined in (3.4) and (3.13), respectively.
(1) The map λ ∈ (λ1,+∞) → F(λ) is increasing, regular and satisfies
lim
λ→+∞F(λ) = +∞. (6.14)
Moreover,
F(λ) = μ1 + cn1l1(λ− λ1)+O
(
(λ− λ1)2
)
as λ ↓ λ1, (6.15)
where n1 is defined in (3.6), and
l1 =
∫
Ω
ϕ1ψ
2
1∫
Γ2
ψ21
.
(2) Fix μ>μ1. Then α ∈ (0,+∞) → Λ(α,μ) is increasing, regular and
lim
α→0Λ(α,μ) = λ1, and limα→+∞Λ(α,μ) = +∞.
(3) Fix α > 0. Then, μ ∈ (μ1,+∞) → Λ(α,μ) is regular and satisfies
Λ(α,μ) = λ1 +μ1m1 α2 k1(μ−μ1)+O
(
(μ−μ1)2
)
as μ ↓ μ1, (6.16)
where m1 is defined in (3.12) and
k1 =
∫
Γ2
ϕ21ψ1∫
ϕ2
.Ω 1
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lim
μ→+∞Λ(α,μ) = λ1
(
−+ α
2
4
|∇z|2 + α
2
z2;D,D,N
)
, (6.17)
where z is the minimal solution of (3.14).
Proof. (1) Recall that μ = F(λ) if and only if λ1(−+ cϑλ;D,N − F(λ),N) = 0.
Since λ → ϑλ is increasing, we get that λ → F(λ) is also increasing. To prove (6.14) we
argue by contradiction. Assume that F(λ) is bounded for λ large, F(λ)C, then
0 = λ1
(−+ cϑλ;D,N − F(λ),N) λ1(−+ cϑλ;D,N −C,N).
On the other hand, by (3.3)
(λ− λ1)ϕ1  ϑλ,
where ϕ1 is the positive eigenfunction associated to λ1 with ‖ϕ1‖∞ = 1. Hence,
0 λ1(−+ cϑλ;D,N −C,N) λ1
(−+ c(λ− λ1)ϕ1;D,N −C,N)→ ∞
as λ → +∞. The fact that this last eigenvalue diverges to +∞ as λ → +∞ follows with a similar
argument to the used in Proposition 6.5, see also Theorem 6.4 in [27], we include a sketch of the
proof for the reader’s convenience. Assume that
g(λ) := λ1
(−+ c(λ− λ1)ϕ1;D,N −C,N)
is bounded, and consider ϕλ a positive eigenfunction associated to g(λ) normalized such that
‖ϕλ‖2 = 1. Then, using Lemma 6.6 we obtain
(1 −Cε)
∫
Ω
|∇ϕλ|2 + c(λ− λ1)
∫
Ω
ϕ1ϕ
2
λ  g(λ)+C(ε), (6.18)
and so taking ε small, ϕλ is bounded in H 1(Ω), and so passing to a subsequence there exists
ϕ0  0, ‖ϕ0‖2 = 1 and ϕ0 = 0 such that
ϕλ ⇀ ϕ0 in H 1(Ω), ϕλ → ϕ0 in L2(Ω).
Then,
lim sup
λ→∞
∫
Ω
ϕ2λϕ1 > 0,
and we obtain a contradiction with (6.18).
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−ψλ + cϑλψλ = 0 in Ω ,
ψλ = 0 on Γ1,
∂ψλ
∂n
= F(λ)ψλ on Γ2,
∂ψλ
∂n
= 0 on Γ3.
(6.19)
Since the map λ → ϑλ is regular, F(λ) and ψλ are also regular in λ, see [23], [3] and Example 3.5
in [7]. Hence, using (3.5) we can write
ψλ = ψ1 +ψ2(λ− λ1)+O
(
(λ− λ1)2
)
,
ϑλ = n1ϕ1(λ− λ1)+O
(
(λ− λ1)2
)
,
F (λ) = μ1 +μ2(λ− λ1)+O
(
(λ− λ1)2
)
.
We would like to compute μ2. Introducing these expressions into Eq. (6.19), the terms of order
0 drive to show that ψ1 is a positive eigenfunction associated to μ1. The terms of order (λ− λ1)
satisfy the following equation:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−ψ2 + cn1ϕ1ψ1 = 0 in Ω ,
ψ2 = 0 on Γ1,
∂ψ2
∂n
= μ1ψ2 +μ2ψ1 on Γ2,
∂ψ2
∂n
= 0 on Γ3.
(6.20)
Multiplying by ψ1 and integrating by parts, we get
μ2 = cn1
∫
Ω
ϕ1ψ
2
1∫
Γ2
ψ21
.
This proves (6.15).
(2) We make a change of variable yet used in a slight different context in [33] and [3]. Indeed,
under the change of variables Φ = e(α/2)θμψ in (4.1) we obtain
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
−ψ +
(
α2
4
|∇θμ|2 + α2 θμ
)
ψ = λψ in Ω ,
ψ = 0 on Γ1,
∂ψ
∂n
+ α
2
μθμψ = 0 on Γ2,
∂ψ = 0 on Γ3,
(6.21)∂n
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Λ(α,μ) = λ1
(
−+ α
2
4
|∇θμ|2 + α2 θ
2
μ;D,N +
α
2
μθμ,N
)
.
This implies that the map is increasing in α, Λ1(α,μ) → +∞ as α → +∞ and Λ1(α,μ) → λ1
as α → 0.
(3) First, observe that Λ(α,μ1) = λ1. Let Φμ be the principal eigenfunction associated to
Λ(α,μ). Using now (3.11) we can write
Φμ = Φ0 +Φ1(μ−μ1)+O
(
(μ−μ1)2
)
,
θμ = m1ψ1(μ−μ1)+O
(
(μ−μ1)2
)
,
Λ(α,μ) = λ1 + λ2(μ−μ1)+O
(
(μ−μ1)2
)
.
Again, we can easily check that Φ0 is an eigenfunction associated to λ1, that is Φ0 = ϕ1, and that
Φ1 verifies
{−Φ1 + αm1 div(ϕ1∇ψ1) = λ1Φ1 + λ2ϕ1 in Ω ,
B1Φ1 = 0 on ∂Ω . (6.22)
Multiplying by ϕ1 and integrating, we get that
λ2
∫
Ω
ϕ21 = αm1
(
μ1
∫
Γ2
ψ1ϕ
2
1 −
1
2
∫
Ω
∇ψ1 · ∇
(
ϕ21
))
.
Finally, multiplying the equation of ψ1 by ϕ21 we have
∫
Ω
∇ψ1 · ∇
(
ϕ21
)= μ1
∫
Γ2
ϕ21ψ1,
and hence
λ2 = μ1m1 α2
∫
Γ2
ϕ21ψ1∫
Ω
ϕ21
> 0.
This proves (6.16).
The proof of (6.17) is more involved. For that, we use Eq. (6.21). Denote
gμ(x) := α
2
4
|∇θμ|2 + α2 θμ =
α2
4
|∇θμ|2 + α2 θ
2
μ.
Take Ω0 ⊂ Ω , by Theorem 3.2 we know that θμ → z in C2,α(Ω0), where z is the solution
of (3.14), and so gμ(x)G(z) in Ω0 for some function G. Then,
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(−+ gμ(x);D,N + αμθμ,N) λ1(−+ gμ(x);D,D,N)
 λΩ01
(−+G(z)),
where λΩ01 (− + G(z)) represents the first eigenvalue of the operator − + G(z) in Ω0 and
homogeneous Dirichlet boundary conditions, see for example Propositions 3.1 and 3.2 in [6].
Then, Λ(α,μ) is bounded for all μ and so there exists Λ∗ such that for a subsequence μn we
have that
Λ(α,μn) → Λ∗ as n → +∞.
Now, consider ψn the positive eigenfunction associated to Λ(α,μn) such that ‖ψn‖2 = 1. Then,
∫
Ω
|∇ψn|2 +
∫
Ω
gμn(x)ψ
2
n + αμn
∫
Γ2
θμnψ
2
n = Λ(α,μn)
∫
Ω
ψ2n = Λ(α,μn), (6.23)
and then ψn is bounded in H 1(Ω). So, we can conclude that there exists ψ0 ∈ H 1(Ω) such that
ψn ⇀ψ0 in H 1(Ω), ψn → ψ0 in L2(Ω),
with ψ0  0 and non-trivial. On the other hand, for μn  μ∗ >μ1 for μ∗ fixed, we have
αμn
∫
Γ2
θμ∗ψ
2
n  αμn
∫
Γ2
θμnψ
2
n  C,
this last inequality by (6.23). Hence, as μn → ∞
∫
Γ2
θμ∗ψ
2
0 = 0,
whence ψ0 = 0 on Γ2. Moreover, we can show that ψ0 is a weak solution of
−ψ0 + gα(z)ψ0 = Λ∗ψ0,
where
gα(z) = α
2
4
|∇z|2 + α
2
z2.
Hence by Lemma 2.2 we get that Λ∗ = λ1(−+gα(z);D,D,N). This completes the proof. 
In Fig. 2 we have represented different cases of non-existence and existence regions of coex-
istence states of (1.1). The region denoted by B is the non-existence region (recall Remark 6.3).
We have maintained this notation in the case of no chemotaxis, Fig. 2(a).
With respect to the region of existence of coexistence states, this is delimited by the curves
μ = F(λ) and λ = λ1 when α = 0, by μ = F(λ) and λ = Λ(α,μ) when α > 0 according to
Proposition 5.1 and Theorem 6.8, respectively. Observe that we are not able to show if Λ(α,μ)
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Fig. 2. Regions of existence and non-existence of positive solutions of (1.1).
is monotone in μ. In any case we know the existence of its limit as μ → +∞ and we can show
different situations depending on the size of α.
In Fig. 2(a) we have represented the case α = 0, see Proposition 5.1.
In Fig. 2(b) we have plotted the case when α is small, for example for
α <
2
cμ1n1m1k1l1
,
the curve μ = F(λ) is below λ = Λ(α,μ) in a neighborhood of the point (λ1,μ1) by Proposi-
tion 6.9. If we assume that α is small enough, we have that μ = F(λ) is below λ = Λ(α,μ) in
all the plane. In this case we are in Fig. 2(b), and the existence region is denoted by A; in this
region both semi-trivial solutions are unstable.
In Figs. 2(c) and (d) we have represented the existence region for large α, in the first case
Λ(α,μ) is not increasing in μ and in the second one is increasing.
Now, we have divided the existence region in A∪C, being A where the semi-trivial solutions
are unstable and C where they are stable. Of course, we only have represented the case in which
the curves intersect one time, but several intersections could occur.
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We have presented a model arising from angiogenesis where the ECs grow following a logistic
law and move toward the TAF, appearing so a chemotaxis term. With respect to the TAF, they
are consumed by the ECs and it appears a flux of TAF towards inside of the domain. The results
obtained in this paper can be interpreted in different ways. We are focusing our attention in
the stability semi-trivial solution (0, θμ), that is, the solution where ECs disappear and so the
angiogenesis does not occur.
First, we divide our conclusions depending if the chemotaxis is present.
Case 1. No chemotaxis. Assume that α = 0 (see Fig. 2(a)). By Proposition 5.1, if λ  λ1 then
u ≡ 0 and the semi-trivial solution (0, θμ) is stable. So, if the growth rate of the ECs is small,
they disappear independently of the TAF generated by the tumor.
However, if λ > λ1 for all μ> F(λ) a stable coexistence state exists and so the angiogenesis
occurs. Hence, if the growth rate of the ECs is large and the tumor segregates enough TAF, then
angiogenesis occurs.
Case 2. With chemotaxis. Now, we introduce the chemotaxis, α > 0. We need some notations
(see Figs. 2(b)–(d)). We recall from Proposition 6.2 that if λ  G(μ), then u ≡ 0 and that
limμ→∞ G(μ) = λ∗(α) 0.
Moreover, fixed λ ∈ (λ∗(α), λ1) denote by μλ the number such that λ = G(μλ).
Also, we need to remember (6.17) and so we define
lim
μ→+∞Λ(α,μ) = λ1
(
−+ α
2
4
|∇z|2 + α
2
z2;D,D,N
)
:= Λ(α).
Also denote by
λ∗(α) := sup
μμ1
Λ(α,μ).
Since α → Λ(α,μ) is increasing, it is evident that λ∗(α) < λ1 <Λ(α) λ∗(α).
Finally, fixed λ > λ1 denote by μλ(α) = sup{μ: Λ(α,μ) = λ}.
Now, the behavior of the system depends on the size of λ. We distinguish several cases:
• If λ λ∗(α): then u ≡ 0 and (0, θμ) is stable, angiogenesis does not occur.
• If λ ∈ (λ∗(α), λ1): then if μ  μλ we have that u ≡ 0, and if μ > μλ there could exist a
coexistence state, but in any case (0, θμ) is stable.
• If λ ∈ (λ1,Λ(α)): in this case for μ>μλ the solution (0, θμ) is stable.
• If λ ∈ (Λ(α),λ∗(α)): see in this case Figs. 2(b) and (c). There exists a value μ1(λ) < μλ
such that λ = Λ(α,μ1(λ)). In the first case (Fig. 2(b)) μ1(λ) > F(λ) while in the second
one (Fig. 2(c)) μ1(λ) < F(λ). In both cases, there exists at least coexistence state if
μ ∈ (min{μ1(λ),F (λ)},max{μ1(λ),F (λ)})∪ (μλ,+∞).
If μ ∈ (max{μ1(λ),F (λ)},μλ) then the semi-trivial solution (0, θμ) is l.a.s. and for μ>μλ
large is unstable.
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μ> F(λ).
Roughly speaking, we have three kinds of behavior:
(1) When λ (the growth rate of the ECs) is small, then ECs tend to disappear independently of
the value of μ.
(2) When λ is bigger but not so much, then for μ large again ECs disappear. This could seem
a little strange, because we could think that a bigger generation of concentration of TAF
benefits the ECs, but when μ is large, there is a lot of TAF, and so there is a “saturation of
movement” of ECs that produces that they bump into each other and so they disappear.
(3) Finally, if λ is large, then both populations coexist for all μ large enough.
There is also an important change depending on the size of chemotaxis parameter. When
α is small, small chemotaxis, (see Fig. 2(b)) for μ ∈ (F (λ),μ1(λ)) ∪ (μλ,+∞) there exists a
coexistence state, and in this range both semi-trivial solutions are unstable and so the coexistence
state is generically stable, however when α is large, big chemotaxis, (see Figs. 2(c) and (d)) in
the range μ ∈ (μ1(λ),F (λ)) both semi-trivial solutions are l.a.s., and so the coexistence state is
generically unstable.
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