Abstract: In the petroleum and refinery industry, it is necessary to establish the performancedriven control strategy in order to improve productivity (where the control performance is first evaluated and then the controller is re-designed). This paper describes a design scheme of performance-driven controllers which are based on the control mechanism described above. The proposed control scheme is simulated and its performance is numerically examined. Also, the proposed method is applied to the weigh feeder and the control results are shown.
INTRODUCTION
In real systems, it is difficult to design mathematical models because important features are unknown and the system parameters change depending on the environmental and/or operating condition. In order to control these systems, theoretical controls have been proposed: the adaptive control (K.J. Åström et al. [1995] ; M. Krestic et al. [1995] ) and self-tuning control. (P.E. Wellstead and M.B.Zarrop [1991] ) et al. these theoretical researches have been advanced. However, it is often criticized that while these theoretical controls work in ideal scenarios, they do not address some of the major the problems that occur at the production sites in real systems. This issue is significant because petroleum and chemical companies around the world are constantly trying to improve productivity, reduce production costs, and save energy. The primary problem is that in many of their industrial processes, the operating conditions vary from hour to hour. In order for these processes to maintain their desired control performance, it is necessary to redesign the control system so that it adjusts and corresponds to the variations that occur in the system.
On the other hand, much research on control systems has been conducted over the last decade, particularly in process monitoring and oversight since the entire system's safety needed to be maintained. Other areas that received great focus were failed process diagnostics and control performance assessment (CPA). (B. Huang and S.L.Shah [1999] ; H. Maruta et al. [2004] ; A. Ordys et al. [2006] ;M.J. Grimble [2006] ). However, despite all the research, the operator still cannot restructure the control system, even if it diagnoses the control performance to be defect. More specifically, there is a series of procedures that are needed to direct the operator to evaluate control performance, and then adjust the control parameters and retune the control parameters if it diagnoses the system to be defect. As a result, the procedures that integrate the "Evaluation" and "Redesign" aspect is thought to be one of the most important problems in the industrial process.
To solve these problems, the performance-driven adaptive control scheme which unified the "Evaluation" and "Design" aspect (based on pole-assignment strategy) was proposed by authors (T.Yamamoto and S.Wakitani [2009] ). In this scheme, the state of the industrial process is constantly monitored by control performance assessment. If the industrial process is evaluated as "defected", the controller can be redesigned based on a set evaluation criterion. Also, the proposed scheme has a feature where the control performance assessment and controller design are integrated by user-specified parameters. Since assembly is relatively easy, this feature can easily be applied to production sites. Furthermore, though system identification has been traditionally done every time through a conventional self-tuning control, in the proposed method, as long as performance is maintained, adjustments are only made using the user-specified parameter. If satisfactory control performance is not achieved, then system identification is carried out. Fig. 1 . Block diagram of the control system constructed by (2) and (4) This paper explains how the performance-driven adaptive controller works in order to validate the effectiveness of the proposed method. Moreover, in order to demonstrate how the performance-driven adaptive controller can be applied to a real system, the proposed method is used to operate a weigh feeder, a kind of industrial process.
DESIGN OF A PERFORMANCE DRIVEN CONTROL SYSTEM

System description
In real systems (ie. chemical processes), most systems have a higher-order lag system. However, as system parameters increase, uncertain factors also increase and cause problems for the control system. Therefore, on factory floors where processing systems are handled, systems often approximate using "First-order system + time delay". Thus, the system is described as follows:
Where, K, T , and L denote the system gain, the time constant, and the time lag respectively. Then, the discretetime model corresponding to (1) is described as follows:
In (2), u(t) and y(t) mean the control input and the system output , d is given by the maximum integer less than L/T s , where T s denotes the sampling interval and ξ(t) means the white Gaussian noise with zero mean and variance σ 2 . Also z −1 denotes the back word operator which means z −1 y(t) = y(t−1) and ∆ is the differencing operator which means ∆ := 1 − z −1 . (2) is so-called CARIMA(Controlled Auto-Regressive and Integrated Moving Average) model that has been frequently utilized in process industries.
Design of the control system
The following expression is introduced as control law:
Where w(t) means reference value, R(z −1 ) and S(z −1 ) are polynomials obtained by solving the Diophantine equation as follows: Where P (z −1 ) is the characteristic polynomial in the expanded control system. In this paper, R(z −1 ) and S(z −1 ) is calculated based on (5). Note that in this case the order of R(z −1 ) and S(z −1 ) is respectively n = 1 and m = d + 1.
is designed as follows.
Where σ denotes as follows:
In (9), δ is the user-specified adjustable parameter. It can regulate control performance by changing δ.
The block diagram constructed by (2) and (4) is shown as Fig.1 .
Adjusting δ via one parameter tuning
Control performance evaluation is done using the variance of control errors E[e 2 (t)] and the variance of differences in the control inputs E[(∆u(t)) 2 ] while it is in a stable state. The control performance is evaluated by (10). However, in this paper, it is assumed that there is approved ergodicity in the system. (10) is calculated after the space average is replaced with the time average.
Here, the relationship between E[e 2 (t)] and E[(∆u(t)) 2 ] (when δ is changed) is shown in Fig.2. From Fig.2 it is understood that E[e 2 (t)] and E[(∆u(t)) 2 ] have a tradeoff relationship. In this relationship, δ must adjust itself to become larger if J is larger than γK 2 , and if J is smaller than K 2 /γ, it must adjust itself to become smaller. Thus, the control performance and the controller design are unified while adjusting the δ according to the following equations:
Where, γ is a user specified parameter and is set as a dead zone. Also, δ ∆ is means adjustment width of δ. Moreover, the value of δ can be used to judge the needfulness/needlessness of the system identification, and a control object is re-identified only if the value of δ is beyond δ upper (representing the upper limit) or δ lower (representing the lower limit). The value of δ upper and δ lower are set by operators. FurthermoreK,T andL using the following expressions:K = −T s / log(−â 1 (t)) (13)
Where,â 1 ,b 0 , andb 1 are estimated online using the iterative least squares method. This method uses the following equation: . Control result using the conventional self-tuning controller The control performance evaluation and the controller design can be integrated through one parameter δ tuning (as shown in the above procedure). Fig.3 shows the conceptual diagram of the proposed method.
NUMERICAL EXAMPLE
Control result via one parameter tuning
To validate the effectiveness of the proposed method, the method is applied to a numerical model.
[ex.1] Linear system with changing system parameters
The proposed method is employed using the linear system as follows:
(21)
The above expression underwent discretization at sampling interval T s = 10, and the white Gaussian noise with zero mean was added with variance 0.1 set as the model error. In addition, it is assumed that the system gain changes as shown by (22) . Also, the reference signal w(t) is 10, and the proposed method is applied after 1000 [step] . Furthermore, system parameters that are necessary to calculate the initial control parameters are computed using the least squares method in advance. Moreover, if δ falls below δ lower = 1.0 or over δ upper = 3.0, the system parameters are re-identified using the iterative least squares method.
First, the conventional self-tuning controller is employed. In particular, the controller is designed based on the pole assignment strategy and δ in the design polynomial is fixed at 2.0. Also, the system parameters are estimated using the iterative least squares method as shown in (16) and these parameters are set to become the control parameters. The control result and trajectory of control parameters are shown in Fig.4 and Fig.5 .
The self tuning controller can obtain good control performance because the control parameters can change flexibly using the estimated system parameters. However, the control performance depends on the accuracy of the estimate system parameters. As a result, control performance becomes depleted at about t = 1900 [step] , 2600 [step] and 3300 [step] .
Second, the control result, using the proposed method when δ = 2.0, is shown in . Control result that has been applied to the proposed method and the trajectory of δ corresponding to the system output the fixed delta makes it impossible to adapt to the system change and in the end the system falls into an unstable state.
Finally, the proposed method is employed. Where, δ f is set as the initial values of δ, δ ∆ is set to be the amount of δ change and γis set as the dead zone. δ f = 2.0 δ ∆ = 0.001 γ = 2.0 (23) Fig.7 shows that good control performance can be maintained by adjusting δ based on the control performance evaluation even if the system gain changes. Also, at t = 3550[step], the system parameters are re-identified because δ falls below δ lower , As a result, control parameters change a great amount in Fig.8 . Moreover, after system reidentification, J the control performance evaluation index, is kept at the threshold value shown in Fig.9 . 
Control object
This paper discusses the performances of the weigh feeder (shown in Fig.10) as a way to demonstrate how the control system can be applied in a real industrial setting. The weigh feeder used in this experiment is a type of disk feeder. Therefore, it is a mechanism that converts the input voltage of the inverter into the frequency, rotates the disk, and exhaust powder in the hopper using the motor that rotates according to the frequency. Also, the amount of the exhausted powder is measured using the method that is called loss-in-weight(M.Hopkins [2006] ). The characteristics of weigh feeders vary from hour to hour due to the kind of powders used and the remaining amount of powder in the hopper. Thus, in order to maintain the desired level of control performance, the control system must be redesigned based on the system property. In this paper, the controlled variable y(t) is the amount of powder exhaust in units of time and the control input u(t) is the inverter motor's input voltage.
Control result
As a result of the system identification by Genetic Algorithm(GA) (D.E.Goldberg [1992] ; T.Yamamoto at al. [2009] ) , the following models were obtained.
(
Where the sampling interval T s is 1[s] and the reference signal w(t) is set at 0.01[kg/s]. Also, δ f , δ ∆ and γ are set as follows: δ f = 0.6 δ ∆ = 0.005 γ = 2.0 (25) Also, the proposed method is applied after t = 60[step].
First, the conventional self-tuning controller is employed. Where δ in the designed polynomial is fixed at 0.5. The control result and the trajectory of control parameters are shown in Fig.11 and Fig.12 . Fig.11 shows that good control performance can be obtained. However, at 430 [step] , control parameters undergo a lot of changes and the control performance becomes depleted. Next, the control result using the proposed method with (δ = 0.8) is shown in Fig.13 . It shows that control performance is not good because the δ is not adjusted by the control performance assessment.
Finally, Fig.14 shows the result when the proposed method is applied. Fig.14 shows that δ is appropriately changed by control performance evaluation. As a result, good control performance can be obtained using the proposed method. Also, after 100[step], the control parameters show converge steady values along with δ, which shows that the system output is stationary.
CONCLUSIONS
In this paper, the design method of a performance driven self-tuning controller based on "Evaluation" and "Design" is considered and the effectiveness is verified using a i) The desired control performance can be obtained by adjusting one user specified parameter. ii) It is not necessary to identify system parameters recursively. The user-specified parameter δ becomes a measure whether the system parameters should be re-identified.
In this paper though it omitted, numerical examples have shown that the proposed method is not only effective in linear systems but nonlinear systems as well. In the experiment using the weigh feeder, δ is appropriately adjusted, confirming that the proposed method can obtain excellent control performance.
