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Abstract
When A ∈ B(H) and B ∈ B(K) are given, we denote by MC the operator acting on the infinite
dimensional separable Hilbert space H ⊕K of the form MC =
(A C
0 B
)
. In this paper, it is shown that
a 2 × 2 operator matrix MC is upper semi-Fredholm and ind(MC) 0 for some C ∈ B(K,H) if and
only if A is upper semi-Fredholm and{
n(B) < ∞ and n(A)+ n(B) d(A)+ d(B)
or n(B) = d(A) = ∞, if R(B) is closed,
d(A) = ∞, if R(B) is not closed.
We also give the necessary and sufficient conditions for which MC is Weyl or MC is lower
semi-Fredholm with nonnegative index for some C ∈ B(K,H). In addition, we explore how Weyl’s
theorem, Browder’s theorem, a-Weyl’s theorem, and a-Browder’s theorem survive for 2 × 2 upper
triangular operator matrices on the Hilbert space.
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The study of upper triangular operator matrices arises naturally from the following fact:
if T is a Hilbert space operator and M is an invariant subspace for T , then T has the
following 2 × 2 upper triangular operator matrix representation:
T =
(∗ ∗
0 ∗
)
:M ⊕M⊥ −→ M ⊕M⊥,
and one way to study operators is to see them as entries of simpler operators. The upper
triangular operator matrices have been studied by many authors (see, for example, [2,4,5,
8,9], etc.). This paper is concerned with the essential approximate point spectra and Weyl
spectra of 2 × 2 upper triangular operator matrices. We also study Weyl’s theorem and
a-Weyl’s theorem for 2 × 2 upper triangular operator matrices.
Throughout this paper, let H and K be infinite dimensional separable Hilbert spaces, let
B(H,K) denote the set of bounded linear operators from H to K , and abbreviate B(H,H)
to B(H). If A ∈ B(H), write N(A) for the null space of A and R(A) for the range of A.
For A ∈ B(H), if R(A) is closed and dimN(A) < ∞, we call A an upper semi-Fredholm
operator and if dimH/R(A) < ∞, then A is called a lower semi-Fredholm operator. Let
Φ+(H) (Φ−(H)) denote the set of all upper (lower) semi-Fredholm operators on H . An
operator A is called Fredholm if dimN(A) < ∞ and dimH/R(A) < ∞. If A is a semi-
Fredholm operator and let n(A) = dimN(A) and d(A) = dimH/R(A), then we define
the index of A by ind(A) = n(A)− d(A). An operator A is called Weyl if it is a Fredholm
operator of index zero, and is called Browder if it is Fredholm “of finite ascent and descent.”
We write α(A) for the ascent of A ∈ B(H). If A ∈ B(H), write σ(A) for the spectrum of A;
σa(A) for the approximate point spectrum of A; π00(A) for the isolated points of σ(A)
which are eigenvalues of finite multiplicity; πa00(A) for the isolated points of σa(A) which
are eigenvalues of finite multiplicity. The essential spectrum σe(A), the Weyl spectrum
σw(A), the Browder spectrum σb(A) of A are defined by
σe(A) = {λ ∈ C: A− λI is not Fredholm};
σw(A) = {λ ∈ C: A− λI is not Weyl};
σb(A) = {λ ∈ C: A− λI is not Browder}.
For any A ∈ B(H), let
σSF±(A) =
{
λ ∈ C: A− λI is not in Φ±(H)
}
.
We call σSF+(A) and σSF−(A) the upper semi-Fredholm spectrum and the lower semi-
Fredholm spectrum of A, respectively.
Let Φ−+ (H) (Φ+− (H)) be the class of all A ∈ Φ+(H) (A ∈ Φ−(H)) with ind(A)  0
(ind(A) 0), and for any A ∈ B(H), let
σSF+− (A) =
{
λ ∈ C: A− λI is not in Φ+− (H)
}
,
σea(A) =
{
λ ∈ C: A− λI is not in Φ−+ (H)
}
,
and let σab(A) = {λ ∈ C: A − λI is not an upper semi-Fredholm operator with finite as-
cent}. It is well known that σea(A) is called the essential approximate point spectrum of A
and σab(A) the Browder essential approximate point spectrum of A.
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let A∗ denote the conjugate of A. When A ∈ B(H) and B ∈ B(K) are given, we denote by
MC an operator acting on H ⊕K of the form
MC =
(
A C
0 B
)
,
where C ∈ B(K,H).
[2] and [4] give a necessary and sufficient condition for which MC is invertible for some
C ∈ B(K,H) and characterize the spectrum of MC . In Section 2 of this paper, we charac-
terize the essential approximate point spectrum and Weyl spectrum of MC . In Section 3,
we explore how Weyl’s theorem, Browder’s theorem, a-Weyl’s theorem, and a-Browder’s
theorem, survive for MC . Weyl’s theorem for 2 × 2 upper triangular operator matrices MC
was studied in [9]. We have examples to show that our result is cooperative with the main
theorem in [9].
2. Essential approximate point spectra for operator matrices
If A ∈ B(H) and A = 0, the reduced minimum modulus of A is defined by [1]
r(A) = inf
{ ‖Ax‖
dist(x,N(A))
: x is not in N(A)
}
.
Thus r(A) > 0 if and only if A has closed nonzero range [1].
In this section, our main result is:
Theorem 2.1. A 2×2 operator matrix MC =
(
A C
0 B
) ∈ Φ−+ (H ⊕K) for some C ∈ B(K,H)
if and only if A ∈ Φ+(H) and{
n(B) < ∞ and n(A)+ n(B) d(A)+ d(B)
or n(B) = d(A) = ∞, if R(B) is closed,
d(A) = ∞, if R(B) is not closed.
Proof. We first claim that if A ∈ Φ+(H) and R(B) are closed, then
n(B) < ∞ and n(A)+ n(B) d(A)+ d(B) or n(B) = n(A) = ∞
⇐⇒ MC ∈ Φ−+ (H ⊕K) for some C ∈ B(K,H).
To show this, suppose n(B) < ∞ and n(A) + n(B)  d(A) + d(B). Then B ∈ Φ+(K).
Since
MC =
(
I 0
0 B
)(
I C
0 I
)(
A 0
0 I
)
,
it follows that MC ∈ Φ+(H ⊕ K) with ind(MC) = ind(A) + ind(B)  0 for every C ∈
B(K,H), which means that MC ∈ Φ−+ (H ⊕ K) for every C ∈ B(K,H). Next suppose
that n(B) = d(A) = ∞. There are two cases to consider.
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Since N(B) and R(A)⊥ are separable, there exists a linear operator T with domain
N(B) and range R(A)⊥ such that ‖Ty‖ = ‖y‖ for every y ∈ N(B). Define an operator
C : K → H by
C =
(
T 0
0 0
)
:
(
N(B)
N(B)⊥
)
−→
(
R(A)⊥
R(A)
)
.
Then we claim that MC ∈ Φ−+ (H ⊕ K). In fact, if
( u
v
) ∈ N(MC), then Au + Cv = 0
and Bv = 0. Thus Au = −Cv ∈ R(A) ∩ R(A)⊥ and hence Au = 0 and Cv = 0. Since
v ∈ N(B), we get that Cv = T v = 0. Therefore v = 0 because T is injective. Now
we have proved that N(MC) ⊆ N(A) ⊕ {0}, so that n(MC)  n(A) < ∞. Suppose that
MC
( un
vn
)→ ( u0v0 ), so that Aun + Cvn → u0 and Bvn → v0. Write vn = αn + βn, where
αn ∈ N(B) and βn ∈ N(B)⊥. We claim that {βn} is a Cauchy sequence. Indeed, since
Bvn = Bβn → v0 and R(B) is closed, it follows that there exists y1 ∈ N(B)⊥ such
that Bvn = Bβn → By1 = v0 and hence B(βn − y1) → 0. Since βn − y1 ∈ N(B)⊥
and r(B) > 0, we get that βn − y1 → 0. Then {βn} is a Cauchy sequence. Also since
{Aun + Cvn} is Cauchy sequence and Cvn ∈ R(A)⊥, we know that {Aun} and {Cvn} are
all Cauchy sequences. By the definition of C, Cvn = C(αn + βn) = T αn, and hence {αn}
is Cauchy sequence because T is isometric. Thus {vn} is Cauchy sequence. Let vn → y0
and Aun → Ax0, so that u0 = Ax0 + Cy0 and v0 = By0. It means that
( u0
v0
) = MC( x0y0 ),
and hence R(MC) is closed. Since R(MC) ⊆ R
(
I 0
0 B
)
, it follows that d(MC)  d(B) and
hence d(MC) = ∞. Then MC ∈ Φ−+ (H ⊕K).
Case 2. Suppose that d(B) < ∞.
We claim that dimN(B)⊥ = dimR(B∗) = ∞. To see this, if dimR(B∗) < ∞, then B∗
is compact and hence 0 ∈ σSF+(B∗). It is in contradiction to the fact that B∗ ∈ Φ+(K).
Suppose n(A) = N and let {e1, e2, . . . , eN } be an orthonormal set in N(B)⊥ and let
M = span{e1, e2, . . . , eN }. Since dim(N(B)+M) = dimR(A)⊥ = ∞, there exists an iso-
metrical isomorphism J :N(B)+M → R(A)⊥. Define an operator C :K → H by
C =
(
J 0
0 0
)
:
(
N(B)+M
(N(B)+M)⊥
)
−→
(
R(A)⊥
R(A)
)
.
Then we claim that MC ∈ Φ−+ (H ⊕K).
Indeed, if
( u
v
) ∈ N(MC), then Au + Cv = 0 and Bv = 0. Thus Au = −Cv ∈ R(A) ∩
R(A)⊥ and hence Au = 0 and Cv = 0. Since v ∈ N(B) + M , we get that Cv = Jv = 0.
Therefore v = 0 because J is injective. Now we have proved that N(MC) ⊆ N(A) ⊕ {0},
so that n(MC)  n(A) < ∞. By the way, since N(A) ⊕ {0} ⊆ N(MC), it follows that
n(MC) = n(A) = N . Suppose that MC
( un
vn
) → ( u0v0 ), so that Aun + Cvn → u0 and
Bvn → v0. Thus {Aun} and {Cvn} are Cauchy sequences. Suppose that vn = αn + βn,
where αn ∈ N(B) + M and βn ∈ (N(B) + M)⊥. By the definition of C, Cvn = Jαn, and
hence {αn} is Cauchy sequence. Since Bβn = Bvn−Bαn, it follows that {Bβn} is a Cauchy
sequence. Since (N(B) + M)⊥ ⊆ N(B)⊥ and R(B) is closed, we can see that {βn} is a
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so that u0 = Ax0 +Cy0 and v0 = By0, which means that(
u0
v0
)
= MC
(
x0
y0
)
∈ R(MC).
Hence R(MC) is closed. We also can prove that d(MC) = N . To see this, we need to prove
that n(M∗C) = N . Let{(
xn
yn
)
: 1 n k
}
⊆ N(M∗C)
be an orthonormal set. Then A∗xn = 0 and hence xn ∈ N(A∗) = R(A)⊥. By definition
of C,
C∗xn = J ∗xn = −B∗yn ∈
(
N(B)+M)∩N(B)⊥ = M.
Observe that J ∗ is injective, so that k N and hence n(M∗C)N . Let J ∗un = en = B∗vn,
where un ∈ R(A)⊥ = N(A∗). Then {un} is linear independent and
( un
−vn
) ∈ N(M∗C). It
implies that n(M∗C)N . Therefore n(M∗C) = N and hence d(MC) = N . It means that MC
is Weyl. Then MC ∈ Φ−+ (H ⊕K).
Conversely, suppose MC ∈ Φ−+ (H ⊕K) for some C ∈ B(K,H).
(I) If n(B) < ∞, then B ∈ Φ+(K). Since ind(A) + ind(B) = ind(MC)  0, it follows
that n(A)+ n(B) d(A)+ d(B).
(II) If n(B) = ∞, then we must have that d(A) = ∞.
To the contrary, we suppose that d(A) < ∞. There are two cases to consider.
Case 1. Suppose that CN(B) is finite dimensional. Then N(C) must contain an orthonor-
mal sequence {yn} in N(B). But then MC
( 0
yn
)= ( 00 ) for each n = 1,2, . . . , which implies
that N(MC) is infinite dimensional, a contradiction.
Case 2. Suppose that CN(B) is infinite dimensional. Since A is Fredholm, we know that
R(A)⊥ is finite dimensional. Therefore CN(B) ∩ R(A) is infinite dimensional. Thus we
can find an orthonormal sequence {yn} in N(B) for which there exists a sequence {xn} in H
such that Axn = Cyn for each n = 1,2, . . . . Then MC
( xn
−yn
)= ( 00 ) for each n = 1,2, . . . ,
which implies that N(MC) is infinite dimensional. It is in contradiction again.
Therefore d(A) = ∞.
Next we claim that if A ∈ Φ+(H) and R(B) is not closed, then
d(A) = ∞ ⇐⇒ MC ∈ Φ−+ (H ⊕K) for some C ∈ B(K,H).
To show this, we adopt a technique of [7, Theorem 1]. Suppose d(A) = ∞. By
dimR(A)⊥ = ∞, there exists an isometrically isomorphic linear operator T :K → R(A)⊥.
Define an operator C :K → H by(
T
) (
R(A)⊥
)C = 0 :K −→ R(A) .
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( u
v
) ∈ N(MC). Then Au+Cv = 0 and
hence Au = −Cv ∈ R(A) ∩ R(A)⊥. Thus Au = Cv = 0. Since C is injective, we have
v = 0. Therefore N(MC) ⊆ N(A) ⊕ {0}. It follows that n(MC)  n(A) < ∞. Suppose
MC
( un
vn
) → ( u0v0 ). Then Aun + Cvn → u0 and Bvn → v0. Thus {Aun} and {Cvn} are
Cauchy sequences. It follows that {vn} is a Cauchy sequence. Let vn → y0 and Aun →
Ax0. Then(
u0
v0
)
= MC
(
x0
y0
)
∈ R(MC),
which means that R(MC) is closed. Then MC ∈ Φ+(H ⊕ K). Since R(B) is not closed,
we know that d(B) = ∞. The fact d(MC)  d(B) asserts that d(MC) = ∞. Then MC ∈
Φ−+ (H ⊕K).
For the converse, assume d(A) = N < ∞. Since R(B) is not closed, there must exist
an orthonormal sequence {yn} in N(B)⊥ such that Byn → 0. In fact, since R(B) is not
closed, it follows that r(B) = 0. Thus
inf
{ ‖By‖
dist(y,N(B))
: y is not in N(B)
}
= 0.
Suppose y ∈ K but y is not in N(B). Let y = y1 + y2, where y1 ∈ N(B) and y2 ∈ N(B)⊥.
Then
‖By‖
dist(y, N(B))
= ‖By‖
infz∈N(B){‖y1 + y2 − z‖} =
‖By2‖
infz∈N(B){‖y2 − z‖}
= ‖By2‖
infz∈N(B)
√‖y2‖2 + ‖z‖2 =
‖By2‖
‖y2‖ =
∥∥∥∥B y2‖y2‖
∥∥∥∥.
Thus
inf
{‖By‖: ‖y‖ = 1, y ∈ N(B)⊥}= 0,
so that there exists an orthonormal sequence {yn} in N(B)⊥ such that Byn → 0.
Since R(MC) is closed, it follows that
r(MC) = inf
{
‖MC
( u
v
)‖
dist
(( u
v
)
,N(MC)
) : (u
v
)
is not in N(MC)
}
> 0. (2.1)
We claim that there exists ε0 > 0 and a subsequence {ynk } of {yn} for which
dist
(
R(A),Cynk
)
 ε0 for all k ∈ N. (2.2)
Assume to the contrary that dist(R(A),Cyn) → 0 as n → ∞. Thus there exists a sequence
{xn} in H such that dist(Axn,Cyn) → 0. Since n(MC) < ∞ and
{( xn
yn
)}
is linear indepen-
dent, without loss of generality, we suppose that
( xn
yn
)
is not in N(MC). For each n ∈ N,
we can prove that
dist
((
xn
−yn
)
,N(MC)
)
 1. (2.3)To see this, observe that
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((
xn
−yn
)
,N(MC)
)
= inf(
u
v
)
∈N(MC)
{ ∥∥∥∥
(
xn
−yn
)
−
(
u
v
)∥∥∥∥
}
= inf(
u
v
)
∈N(MC)
{√‖xn − u‖2 + ‖yn + v‖2}
= inf(
u
v
)
∈N(MC)
{√‖xn − u‖2 + ‖yn‖2 + ‖v‖2}
 ‖yn‖ = 1,
which proves (2.3).
Then ∥∥MC( xn−yn )∥∥
dist
(( xn
−yn
)
,N(MC)
)  ∥∥∥∥MC
(
xn
−yn
)∥∥∥∥=
√
‖Axn −Cyn‖2 + ‖Byn‖2 −→ 0,
it is in contradiction to (2.1). This proves (2.2). There is no loss in simplifying the notation
and assuming that
dist
(
R(A),Cyn
)
 ε0 for all n ∈ N. (2.4)
Let {e1, e2, . . . , eN } be an orthonormal basis for R(A)⊥ and let Pm be the projection from
H to Span{em} for m = 1,2, . . . ,N . Suppose that Cyn = un + vn, where un ∈ R(A) and
vn ∈ R(A)⊥. By (2.4), ‖vn‖ ε0 for all n ∈ N. Then ∑∞n=1 ‖ 1nvn‖ = ∞ and hence∥∥∥∥∥
∞∑
n=1
Pm0
(
1
n
vne
iθn
)∥∥∥∥∥= ∞
for some m0 ∈ {1,2, . . . ,N} and for some θn ∈ [0,2π) (n ∈ N). Let y =∑∞n=1 1nyneiθn , so
that ‖y‖2 =∑∞n=1 1n2 < ∞ and hence y ∈ K . But
‖Cy‖ ∥∥Pm0(Cy)∥∥=
∥∥∥∥∥
∞∑
n=1
Pm0C
(
1
n
yne
iθn
)∥∥∥∥∥=
∥∥∥∥∥
∞∑
n=1
Pm0
(
1
n
vne
iθn
)∥∥∥∥∥= ∞,
which is a contradiction. Therefore we must have that d(A) = ∞.
We can easily prove that if there exists a C ∈ B(K,H) such that MC ∈ Φ+(H ⊕ K),
then A ∈ Φ+(H). The proof is completed. 
Corollary 2.2. If σea(A) = σSF+(B) or σSF−(A) ∩ σSF+(B) = ∅, then for every C ∈
B(K,H),
σea(MC) = σea
(
A 0
0 B
)
.
Proof. We only need to prove that σea
(
A 0
0 B
)⊆ σea(MC). Suppose that σea(A) = σSF+(B).
If MC − λ0I ∈ Φ−+ (H ⊕K), then A− λ0I ∈ Φ+(H). From the proof of Theorem 2.1, we
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that λ0 is not in σea(A), a contradiction. Then B − λ0I ∈ Φ+(K). Therefore(
A 0
0 B
)
− λ0I ∈ Φ+(H ⊕K)
with
ind
((
A 0
0 B
)
− λ0I
)
= ind(MC − λ0I ) 0,
which means that λ0 is not in σea
(
A 0
0 B
)
. Similarly, if σSF−(A) ∩ σSF+(B) = ∅, the result
is true also. 
Similar to the proof of Theorem 2.1, we have that:
Theorem 2.3. A 2×2 operator matrix MC =
(
A C
0 B
) ∈ Φ+− (H ⊕K) for some C ∈ B(K,H)
if and only if B ∈ Φ−(K) and{
d(A) < ∞ and d(A)+ d(B) n(A)+ n(B)
or d(A) = n(B) = ∞, if R(A) is closed,
n(B) = ∞, if R(A) is not closed.
From the proof of Theorem 2.1, we find that:
Theorem 2.4. A 2 × 2 operator matrix MC =
(
A C
0 B
)
is Weyl for some C ∈ B(K,H) if and
only if A ∈ Φ+(H), B ∈ Φ−(K) and one of the cases exists:
(a) d(A) < ∞, n(B) < ∞, and n(A)+ n(B) = d(A)+ d(B);
(b) d(A) = n(B) = ∞.
The following corollary is immediate from Theorems 2.1 and 2.3.
Corollary 2.5. For a given pair (A,B) of operators, we have⋂
C∈B(K,H)
σea(MC) = σSF+(A)
∪ {λ ∈ C: R(B − λI) is not closed and d(A− λI) < ∞}
∪ {λ ∈ C: R(B − λI) is closed, n(B − λI) = ∞ and
d(A− λI) < ∞ or
d(A− λI)+ d(B − λI) < n(A− λI)+ n(B − λI)}
and ⋂
C∈B(K,H)
σSF+− (MC) = σSF−(B)
∪ {λ ∈ C: R(A− λI) is not closed and n(B − λI) < ∞}
∪ {λ ∈ C: R(A− λI) is closed, d(A− λI) = ∞ and
n(B − λI) < ∞ or }
n(A− λI)+ n(B − λI) < d(A− λI)+ d(B − λI) .
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H. Weyl [12] examined the spectra of all compact perturbation A + K of a hermitian
operator A and discovered that λ ∈ σ(A+K) for every compact operator K if and only if
λ is not an isolated eigenvalue of finite multiplicity in σ(A). Today this result is known as
Weyl’s theorem. Similar to the Weyl’s theorem, there is a-Weyl’s theorem [3,10].
It is well known that Weyl’s theorem holds for A ∈ B(H) if
σ(A)\σw(A) = π00(A)
and Browder’s theorem holds for A [6] if
σw(A) = σb(A).
Clearly, Weyl’s theorem implies Browder’s theorem.
Similarly, we say that a-Weyl’s theorem holds for A if there is equality
σa(A)\σea(A) = πa00(A)
and that a-Browder’s theorem holds for A if there is equality
σea(A) = σab(A).
It is known [3,10] that if A ∈ B(H), then we have
a-Weyl’s theorem ⇒ Weyl’s theorem ⇒ Browder’s theorem;
a-Weyl’s theorem ⇒ a-Browder’s theorem ⇒ Browder’s theorem.
Weyl’s theorem may or may not hold for a direct sum of operators for which Weyl’s
theorem holds. Thus Weyl’s theorem may fail for upper triangular operator matrices. So
does a-Weyl’s theorem. Weyl’s theorem for upper triangular operator matrices is more del-
icate in comparison with the diagonal matrices. In this section, we consider this question: if
Weyl’s theorem holds for
(
A 0
0 B
)
, when does it hold for
(
A C
0 B
)
? We begin with the following
lemma.
Lemma 3.1. For a given pair (A,B) of operators, if both A and B have finite ascents, then
for every C ∈ B(K,H), MC has finite ascent.
Proof. Suppose α(A) = p and α(B) = q , let n = max{p,q}. For every C ∈ B(K,H), if
we have N(M2n+1C ) = N(M2nC ), we get the result. So we only need to prove N(M2n+1C ) ⊆
N(M2nC ).
If u0 ∈ N(M2n+1C ) and suppose u0 = (x0, y0). Then
0 = M2n+1C (x0, y0) =
(
A2n+1x0 +A2nCy0 +A2n−1CBy0
+ · · · +AnCBny0 + · · · +CB2ny0, B2n+1y0
)
,
then B2n+1y0 = 0 and
A2n+1x0 +A2nCy0 +A2n−1CBy0 + · · · +AnCBny0 + · · · +CB2ny0 = 0.
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A2n+1x0 +A2nCy0 +A2n−1CBy0 + · · · +An+1CBn−1y0 = 0,
that is
An+1
[
Anx0 +An−1Cyo +An−2CBy0 + · · · +CBn−1y0
]= 0
and hence
Anx0 +An−1Cy0 +An−2CBy0 + · · · +CBn−1y0 ∈ N
(
An+1
)= N(An).
Then
A2nx0 +A2n−1Cy0 +A2n−2CBy0 + · · · +AnCBn−1y0 = 0.
Now we get that
(
A2nx0 +A2n−1Cy0 + · · · +AnCBn−1y0 +An−1CBny0
+ · · · +CB2n−1y0,B2ny0
)= 0,
that is M2nC u0 = 0 and hence u0 ∈ N(M2nC ). So N(M2n+1C ) = N(M2nC ), and hence MC has
finite ascent. 
Theorem 3.2. If σea(A) = σSF+(B) or σSF−(A) ∩ σSF+(B) = ∅, then for every C ∈
B(K,H),
(a) Browder’s theorem holds for (A 00 B )⇒ Browder’s theorem holds for (A C0 B );
(b) a-Browder’s theorem holds for (A 00 B )⇒ a-Browder’s theorem holds for (A C0 B ).
Proof. For each C ∈ B(K,H), suppose that MC − λ0I is Weyl. Then A− λ0I ∈ Φ+(H),
B − λ0I ∈ Φ−(K) and A − λ0I is Fredholm ⇔ B − λ0I is Fredholm. Since σea(MC) =
σea
(
A 0
0 B
)
and λ0 is not in σea(MC), then B − λ0I ∈ Φ+(K) and hence B − λ0I and
A− λ0I are Fredholm. Thus
ind
((
A 0
0 B
)
− λ0I
)
= ind(MC − λ0I ) = 0,
that is
(
A 0
0 B
)− λ0I is Weyl. Therefore if Browder’s theorem holds for (A 00 B ), then α(A−
λ0I ) < ∞ and α(B − λ0I ) < ∞, so that α(MC − λ0I ) < ∞, which [11, Theorem 4.5]
asserts that MC − λ0I is Browder. Then Browder’s theorem holds for MC for each C ∈
B(K,H). The implication (b) can be proved in a similar way. 
An operator A ∈ B(H) is called approximate-isoloid (abbreviation a-isoloid) if every
isolated point of σa(A) is an eigenvalue of A and an operator A ∈ B(H) is called isoloid
if every isolated point of σ(A) is an eigenvalue of A. For Weyl’s theorem and a-Weyl’s
theorem, we have that
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operator for which Weyl’s theorem holds, then for every C ∈ B(K,H),
Weyl’s theorem holds for
(
A 0
0 B
)
⇒ Weyl’s theorem holds for
(
A C
0 B
)
.
Proof. Theorem 3.2 gives that σ(MC)\σw(MC) ⊆ π00(MC). For the reverse inclusion,
suppose that λ0 ∈ π00(MC). Then there exists ε > 0 such that MC − λI is invertible and
hence A−λI is bounded below and B −λI is surjective if 0 < |λ−λ0| < ε. Since λ is not
in σea(MC) = σea
(
A 0
0 B
)
, it follows that B−λI is Fredholm, and hence A−λI is Fredholm.
Therefore
(
A 0
0 B
)− λI is Weyl. Thus if Weyl’s theorem holds for (A 00 B ), then A − λI and
B −λI are Browder if 0 < |λ−λ0| < ε. This proves that A−λI and B −λI are invertible
because A − λI is injective and B − λI is surjective. Now we have that λ0 ∈ isoσ
(
A 0
0 B
)
.
The remaining part of the proof is the same as the proof of [9, Theorem 2.4 ]. 
Remark 3.4. Theorem 3.3 in this paper is cooperative with [9, Theorem 2.4]. To see this,
consider the following example:
(a) Let T1, T2,B ∈ B(	2) be defined by
T1(x1, x2, x3, . . .) = (0, x1,0, x2,0, x3,0, . . .),
T2(x1, x2, x3, . . .) = (x2, x4, x6, . . .),
B(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .),
and let A = ( T1 00 T2 ).
Then
(I) σea(A) = D and σSF+(B) = T. So σea(A) = σSF+(B).
(II) σe(A) = σSF+(A) = σSF−(A) = D and σe(B) = σSF+(B) = σSF−(B) = T. So both
SP (A) and SP (B) have no pseudoholes.
(III) σ(A) = σw(A) = D and π00(A) = ∅. Then A is isoloid and Weyl’s theorem holds
for A.
(IV) σ (A 00 B )= σw(A 00 B )= D and π00(A 00 B )= ∅. Then Weyl’s theorem holds for (A 00 B ).
Using [9, Theorem 2.4], we know that for every C ∈ B(	2, 	2 ⊕ 	2), Weyl’s theorem
holds for MC . But using Theorem 3.3 in this paper, we do not know whether Weyl’s theo-
rem holds for MC for every C ∈ B(	2, 	2 ⊕ 	2).
(b) Let T1, T2, T3 ∈ B(	2) be defined by
T1(x1, x2, x3, . . .) = (x2, x4, x6, . . .),
T2(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .),
T3(x1, x2, x3, . . .) = (x2, x3, x4, . . .),
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A =
(
T1 0
0 T3
)
, B =
(
T1 0
0 T2
)
.
Then
(I) σea(A) = σSF+(B) = D.
(II) σe(A) = D, σSF−(A) = T and σe(B) = D, σSF−(B) = T. Then both SP (A) and
SP (B) have pseudoholes.
(III) σ(A) = σw(A) = D and π00(A) = ∅. Then A is isoloid and Weyl’s theorem holds for
A.
(IV) σ (A 00 B )= σw(A 00 B )= D and π00(A 00 B )= ∅. Then Weyl’s theorem holds for (A 00 B ).
Then Weyl’s theorem holds for MC for every C ∈ B(	2 ⊕ 	2, 	2 ⊕ 	2) by Theorem 3.3
in this paper. But using [9, Theorem 2.4], we do not know whether Weyl’s theorem holds
for MC for every C ∈ B(	2 ⊕ 	2, 	2 ⊕ 	2).
Similar to the Theorem 3.3, we have that
Theorem 3.5. Suppose σea(A) = σSF+(B). If A is an a-isoloid operator for which a-Weyl’s
theorem holds, then for every C ∈ B(K,H),
a-Weyl’s theorem holds for
(
A 0
0 B
)
(3.1)
⇒ a-Weyl’s theorem holds for
(
A C
0 B
)
. (3.2)
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