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Fourier ptychography is a recently developed computational imaging technique, which en-
ables gigapixel image reconstruction from multiple low-resolution measurements. The tech-
nique can be implemented on simple, low-quality microscopes to achieve unprecedented
image quality by exchanging optical design complexity with computational complexity.
While developments have been made, demonstrations typically use well-calibrated, high-
performance microscopes. Therefore, the real world performance and true benefits of(low-
cost) Fourier ptychography still need to be demonstrated in out-of-lab environments where
unforeseen problems are not unlikely.
In this thesis, I will demonstrate how to utilise Fourier ptychography in a fast, robust and
cheap manner. Two experimental prototypes will be introduced, one of them being an
ultra-low-cost 3D printed microscope capable of wide-field sub-micron resolution imaging.
Another prototype was built to demonstrate high-speed gigapixel imaging, capable of 100-
megapixel, 1µm resolution image capture in under 3 seconds. Novel image formation models
and their refinements were developed to correct the incomplete conventional model. These
include partial coherence of the illumination, deviation from the plane-wave assumption, and
spatially varying aberrations. Lastly, Experimental work was also heavily supplemented by
novel calibration and reconstruction algorithms.
Theoretical work outlined in this thesis enables the use of tilted, off-axis optical components,
alleviating typically assumed parallel plane optical geometry. Optical precision requirements
can also be relaxed due to novel robust calibration algorithms. As a result, low-cost 3D
printed microscopes can be used
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Figure 1.1: Treating light as
a wave provides diffraction
based image formation mod-
els.
Magnification of small objects has been at the heart of scien-
tific discovery since the invention of the microscope. From
that point onwards, the desire to image progressively smaller
objects required increasingly more sophisticated optical de-
sign. Since the early days of microscopy in (16th century) it
was understood that ability of lenses to magnify objects de-
pends on lens shape and glass quality. While improved lens
design provides increasingly better images, further progress
required understanding of light propagation and interaction.
In the 1640s, the term diffraction was mentioned for the
first time by Francesco Grimaldi, who noticed that sharp
edges appeared diffuse after passing through a hole. Rather
than casting a sharp shadow, light was mysteriously bending
around the edges, which could not be explained by corpus-
cular theory of light. Some years later, Christian Huygens
came up with an idea that every point of a light wave acts as
a source of new wavefronts. While Huygens explained light
propagation through an aperture, it was still unknown why
diffraction would produce blurry images of otherwise sharp
objects. Ernst Abbé was the first one to suggest that illumi-
nated objects diffract light into many diffraction orders, each
scattered at a progressively larger angle. As a result, high scattering angles will “miss” the
imaging optics and the resulting information loss will yield images with reduced resolution.
Depiction of this concept can be seen in Fig. 1.1 [1].
1.1. Conventional microscope 2
While Ernst Abbé did not include any equations in his discussion of diffraction, a rigorous
mathematical treatment of diffraction was provided by Gustav Kirchhoff, Lord Rayleigh and
Arnold Sommerfeld. They demonstrated that propagation of scattered light can be approx-
imated by a Fourier transformation, which converts signals from spatial to frequency do-
mains. Frequencies are extremely difficult to interpret visually and since most light surround
us is constantly being scattered, it might appear strange that interpretation of visual objects
is possible at all. Fortunately, nature equipped us with a lens in our eyes, which transform
scattered light back into the familiar spatial domain. Like in human eyes, lenses are used
for the same purpose in microscopy or photography. Mathematical treatment of diffraction
for optical system design has been described by the widely used theory of Fourier optics [1].
Possibly one of the most useful concepts for optical design is the following statement: “a
sample placed in the front focal plane of the lens will form a Fraunhofer (far-field) diffrac-
tion pattern in the back focal plane, which can be computed by a Fourier transform of the
sample”. In other words, lenses are “Fourier transformers” used to convert incomprehensible
scattered light back into the familiar spatial domain. This interaction between diffracted light
and optical components ultimately determines the performance of a microscope.
To generate diffracted light, the sample must firstly be illuminated. It is desirable to create
a broad and “rich” diffracted spectrum to achieve the highest possible resolution. The “rich-
ness” ultimately depends on the illumination properties, such as wavelength or coherence. It
is well known that blue light (short-wavelength) will be scattered less than red light (long-
wavelength) (e.g., light dispersion in rainbow formation). In imaging, the use of shorter
wavelengths will disperse the diffracted spectrum into a narrower angular arc compared to
long-wavelength illumination. As a result, the shorter the wavelength, the more frequencies
will be contained within a given area.
Another way to increase the “richness” of diffracted fields is by illuminating the sample from
multiple directions. Each angular illumination direction will produce a shifted diffracted field
with respect to other illumination angles. The resulting diffracted spectrum will be a com-
position of multiple mutually incoherent fields, each carrying with itself unique information
of the sample. The numerical aperture of illumination NAill quantifies angular illumination
efficiency
NAill = n sin θill, (1.1)
where θill defines the maximum illumination angle and n is the refractive index of propaga-
tion medium. The higher the wavelength or the illumination NA, the higher the resolution.
The concept of NA is also used to describe light collection efficiency of a lens, defined by
the numerical aperture NAP
NAP = n sin θP. (1.2)
1.1. Conventional microscope 3
Figure 1.2: Illustration
of numerical aperture and
light dispersion with wave-
length.
Like illumination NA, the higher the collection angle, the
higher the resolution will be as a result of broader frequency
collection. All of these quantities are linked together by the





Based on Eqn. 1.3, the resolution can be improved by manip-
ulating λ, NAP, NAill. Illumination NA can be adjusted most
easily, but when NAill > NAP image contrast starts to decrease.
To avoid reduced image quality, NAill is typically limited by





Such wide-angle illumination is a result of many mutually spa-
tially incoherent light waves, which is why Eqn. 1.4 applies
only for incoherent imaging. For applications requiring co-
herent illumination, the resolution dependence on the illumi-
nation angle will generally yield lower resolution compared to
incoherent imaging [3]. For the case of on-axis illumination
(NAill = 0), resolution given by Eqn. 1.3 will be two times
lower compared to Eqn. 1.4. However, the story of resolution is
more complicated since it also depends on the sample structure
itself which requires more sophisticated treatment [1, 2, 3].
Moreover, glass (used for lens manufacturing) is transparent
only to optical wavelengths in the range of 400nm−1000nm,
making the use of smaller wavelengths impossible. Hence,
even if one could illuminate the object from all possible an-
gles and detect the light leaving the sample under all possible
angles, resolution of a conventional microscope will ultimately be limited by diffraction to
∼ 250nm [1, 2].
Lastly, to increase NAP, a somewhat trivial and intuitive solution is to move a sample closer










For a given sample-to-lens distance u either the focal length of the lens, f must be changed,
or the lens-to-detector distance, v. Focal length will depend on the physical lens properties,
1.2. Limitations of conventional microscopy 4
therefore, for a given lens it is easier to adjust distance v instead and as a result increase the





To produce a high-quality image, sensors must be able to resolve
fine details of light transmitted by a microscope. If the pixel size
P (k) of a detector is larger than the smallest resolvable feature r of
an image, the image quality will be compromised due to under-
sampling. Conversely, when pixels are too small, a signal will
be over-sampled, which means that fewer pixels could be used to
fully characterise the signal. Optimal sampling can be achieved by
matching pixel size to the desired resolution given by the Nyquist
sampling criterion [1]
fs ≥ 2fmax, (1.6)
which states that the sensor sampling frequency fs = 1/p must be
at least two times higher than the maximum observable frequency
fmax = 1/r. Alternatively, the pixel size must be at least two times
smaller than the expected resolution p ≤ r/2. Violation of the
Nyquist criterion will degrade image quality due to aliasing arte-
facts.
Given current sensor and lens design, the space-bandwidth-product
(SBP) of conventional microscopes is fundamentally limited to
around 10-megapixels [4, 5]. SBP defines the total number of effective (“Nyquist-sampled”)
pixels used for image detection, expressed as a ratio between sample field of view (FOV)










Since the number of detector pixels is fixed, the SBP must be conserved. Hence, a conven-
tional imaging system can capture either wide-field images, or high-resolution images, but
not both at the same time. Furthermore, SBP scales with the square of the resolution, making
FOV trade-off progressively worse.
1.2 Limitations of conventional microscopy
This section outlines the key limitations of conventional microscopy.
1.2. Limitations of conventional microscopy 5
Narrow depth of field. While NAP increases lateral resolution, it comes at a cost of





In microscopy, DOF defines the maximum sample thickness that can be in focus. For very
high-numerical aperture of∼ 1, the DOF becomes less than 1 micrometer, requiring extreme
focusing precision.
Limited space-bandwidth product. Microscopes can capture wide-field images with
a high-resolution only by using sample-scanning techniques. Such microscopes use a mo-
torized scanning stage to move the sample around and stitch the image tiles into a single
wide-field, high-resolution image. The image SBP that such microscopes can produce is
limited only by the maximum lateral movement of a scanning stage. However, such tech-
niques are slow, not only due to mechanical scanning, but also due to poor DOF requiring
constant refocusing. Slow speed, combined with expensive experimental instrumentation,
makes these devices limited to a narrow application range.
Missing phase problem. If one could capture the complete complex wavefront of a
sample (both amplitude and phase), then it would be possible to perform digital refocusing
with a computer, or look at specific layers of a thick sample during post-processing. Unfor-
tunately, the optical phase oscillates at frequencies, much higher than what imaging sensors
can detect. Loss of phase information is a big problem for weakly scattering sample imaging,
since image contrast is proportional to scattering strength. On the other hand, light refraction
will still occur in proportion to sample thickness, introducing phase change of the scattered
light. Hence, if phase could be measured, then the structure of weakly scattering samples
would be revealed. Phase imaging is so important that Frits Zernike received the Nobel Prize
for inventing phase contrast microscopy [1].
Optical aberrations. One way to increase collection NA is to increase the diameter of
a lens, which is difficult to achieve without reducing image quality. Diffracted light angle
of incidence will increase with distance from lens centre, violating the paraxial approxima-
tion, which states that all light ray angles of incidence is the same across the lens area. As
a result, optical aberrations will appear, becoming increasingly larger towards the edge of a
lens [4, 5]. Aberration correction requires complicated multi-element lens design, increasing
cost and complexity. Ultimately, aberrations are one of the most significant factors limit-
ing the maximum achievable NA. If optical aberrations are known, they can be removed
computationally.
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1.3 Thesis overview
High-throughput imaging applications such as digital pathology, cell culture monitoring, or
drug-discovery require microscopes capable of wide-field, high-resolution image capture.
Every imaging system suffers from a fundamental trade-off between FOV and resolution,
quantified by the space-bandwidth-product (SBP), Eqn. 1.7. At the time of writing, SBP of
around 10-megapixels is standard for microscopes, limited by the optics and sensor technol-
ogy [4, 6]. High-throughput imaging techniques capable of capturing images with SBP of
10-1000 megapixels tend to be very costly, because one must either use multiple microscopes
in parallel, or scanning microscopy. While cost is an issue for large industries, it becomes
detrimental for resource-limited areas, where high-throughput imaging has important appli-
cations for digital pathology. Therefore, low-cost high-throughput microscopy would enable
valuable medical applications, e.g., timely malaria detection without the need for a doctor to
scan the blood sample.
Furthermore, high-cost microscopy is still flawed by fundamental conventional imaging lim-
itations, such as optical aberrations, shallow DOF, inability to measure phase, and so on.
Arguably, engineering ever more complicated components yields diminishing returns in im-
age quality, therefore it might be time to acknowledge that microscopy itself is fundamen-
tally flawed. There was little that changed in microscope design ever since inception of a
concept: microscope is a combination of an illumination module, focusing optics and an
image capturing device (sensor, photographic plate or eyes of a user). Even in ideal condi-
tions, such construction is fundamentally limited by diffraction to ∼ 250nm. If wide-FOV
is also required, the problem at hand becomes simply intractable with conventional imaging.
The resolution limit can be circumvented by super-resolution microscopy techniques, but
these require special experimental equipment (e.g., structured laser illumination), are mostly
limited to fluorescent or sparse samples and necessitate highly trained staff to operate the
equipment [7]. For routine laboratory imaging of (e.g., cancerous tissues or blood samples),
conventional microscopy is still desired due to its versatility and ease of use.
A development towards improved high-SBP imaging was made with an imaging technique
called Fourier ptychographic microscopy (FPM) [8], introduced in 2013. FPM does not
require mechanical scanning, nor high-resolution lenses. It is also able to produce images
with a large-DOF. Importantly, it also allows for transparent sample imaging. This technique
utilises angular illumination which can translate diffracted fields, see Fig. 1.4 for an illustra-
tion of the working principle. In a nutshell, changes in illumination angle enable different
frequencies to pass through the optical system. Image quality-wise, this is a valuable piece
of information that would otherwise be lost. Combination of frequencies in the Fourier do-
main leads to dramatic image resolution improvements. Typically, an LED array is used to
capture multiple images in time-sequence from various angles, followed by a computational
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Figure 1.4: Illustration of Fourier ptychographic microscopy where angular illumination is
used for frequency translation. Once translated, the resulting frequencies can pass through
the optical pass-band and get recorded. Once multiple overlapping frequencies are obtained,
they can be synthesized via ptychographic reconstruction algorithms in the Fourier domain.
Using a simple Fourier transformation of the synthetic spectrum will yield a wide-field, high-
resolution image.
high-SBP image reconstruction. Redundancy provided by multi-image capture also enables
recovery of optical aberrations, misaligned component correction, de-coherence artefact re-
moval etc. Compared to other imaging techniques such as holography, FPM offers experi-
mental simplicity, since it can be implemented on any conventional microscope by replacing
the illumination source with a programmable, low-cost, off-the-shelf LED array.
FPM has changed the field of computational microscopy by providing a tool to achieve ex-
perimental simplicity and flexibility at the cost of widely abundant computational power.
Hence, one of the main attractive aspects of FPM is the ability to construct ultra-high per-
formance microscopes at a very low-cost. In this thesis, I will introduce computational
calibration and reconstruction algorithms, capable of correcting flaws inherent to low-cost
components. These flaws include component misalignment, spatially varying aberrations,
and low-signal-to-noise ratio. Also, FPM can be used with the cheapest available off-the-
shelf components to achieve sub-micron resolution across a wide FOV area [9], as shown
in Fig. 1.5. Till now, such imaging performance was reserved exclusively for commercial
imaging systems, costing 2-3 orders of magnitudes more. While the challenges of building
a low-cost microscope might seem trivial, the main complications become apparent during
computational reconstruction.
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Figure 1.5: Low-cost $150 wide-field, sub-
micron resolution microscope, see Ch. 7.
Figure 1.6: High-speed multi-camera FPM
microscope, see Ch. 8.
The ability of FPM to produce wide-field, high-resolution images is attractive for live cell-
imaging where scanning microscopy is unable to capture temporal dynamics (due to slow
scanning speed). Conventional FPM itself suffers from poor temporal resolution due to il-
lumination scanning. To address the slow image capture, a novel experimental technique
called multi-camera Fourier ptychographic microscopy will be introduced for video-rate
imaging. The technique provides a scaleable diffracted field recording method, where mul-
tiple imaging sensors perform parallelised image capture. The current prototype shown in
Fig. 1.6 provides 100 megapixel images with 1µm resolution from data obtained in 3 sec-
onds. Such speed is typically fast enough to resolve biological cell dynamics, while high-
resolution across a wide-FOV enables observing rare biological events such as mitosis of
cancer cells [10].
The combination of diffracted fields from multiple mutually incoherent detectors, tilted with
respect to each other, requires novel reconstruction and calibration algorithms, all of which
will be introduced in this thesis. In addition, new and improved image formation models will
be introduced together with more robust reconstruction engines, which are crucial to make
FPM fast, accurate and flexible. Models will be introduced to account for spatially varying
aberrations, partially coherent illumination and non-plane-wave illumination. These models
will be discussed along with efficient reconstruction and correction algorithms, proved with
experiments on real data. Using this approach, strict constraints imposed on the illumination
or pupil model can be relaxed and accounted for computationally. Lastly, improvements
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to the reconstruction engines will be introduced to improve navigation through the non-
convex optimization landscape with tools of machine learning. In particular, refinements and
“tricks” will be introduced, such as engine improvement through momentum acceleration
and robust optimization frameworks.
In summary, the goal of my PhD was the exploration of computational and experimental
techniques for the next generation Fourier ptychographic microscopy. It can be summarized
as: development of theory, algorithms, and imaging devices capable of video-rate, high-
SBP (beyond 100-megapixels), large depth-of-field, high-resolution (1µm) amplitude and
quantitative phase imaging using ultra low-cost components.
1.4 Previous research in Fourier ptychography
Fourier ptychography is a quickly developing research field. Although extensive review of
this wide field is beyond my scope, I briefly review past research on FPM, highlighting the
most significant findings, as well as those findings most relevant to this thesis. The contri-
butions which concentrate on aspects of FPM that are relevant to any specific chapter will
be reviewed therein. Moreover, a lot of resources and inspiration will be taken from con-
ventional ptychography (CP), which is a more mature field. Despite different experimental
implementations and practical implementations, both models share the same mathematical
principle [11, 12, 13] enabling seamless cross-pollination of ideas, some of which will be
introduced for the first time in FPM.
Most of the discussions within this thesis will revolve around the conventional image forma-
tion model:
Ii(r) = |F {P (k)Oi(k)} |2 (1.9)
which states that the captured intensity image Ii(r) (in real space r) will be equal to the
intensity of the Fourier transformed wave P (k)Oi(k) (in Fourier space k). This wave is the
low-pass filtered frequency spectrum of the sample, withOi(k) being the spectrum and P (k)
being the optical filter (the pupil). In FPM and CP, multiple low-resolution measurements
i are synthesised into a single wide-field high-resolution image. Since detection with con-
ventional sensors is incoherent (due to | · |2), image synthesis requires the “missing phase”
problem to be solved. It was shown by Gerchberg, Saxton and Fienup [14, 15, 16, 17] that
phase can be recovered computationally from one or two captured images. FPM and CP
offer improved phase retrieval by capturing many intensity measurements overlapping with
each other, either in spatial (CP) or Fourier (FPM) domains. With sufficient overlap, the
phase retrieval convergence is dramatically improved, since the problem becomes equivalent
to solving an over-determined set of equations [11].
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Both FPM and CP reconstructions can be posed as an optimisation problem minimizing
the difference between the theoretical image formation model and intensity measurements




∣∣Ii(r)− |F {P (k)Oi(k)} |2∣∣) (1.10)
The difference will be minimized if and only if spectrum Oi(k) for each captured mea-
surement is reconstructed. Once done, all of the frequencies Oi(k)s can be combined into
a single broadband spectrum, representing a wide-field, high-resolution sample. However,
most of the time the pupil P (k) is also not known prior to the reconstruction and must be re-
constructed together with Oi(k). The joint optimisation of both objects was first introduced
in CP [22] and later in FPM [23]. Recovery of both objects is possible only due to highly
overlapping data. Prior to CP, knowledge of P (k) (called the object support) was a crucial
component of conventional phase retrieval.
Despite seemingly magical convergence when neither the pupil P (k) nor the objectOi(k) are
known, reconstruction heavily relies on accurate knowledge of the illumination angles used
to obtain each of the intensity images. Illumination angle defines where each of the frequency
spectrum Oi(k) must be positioned with respect to others during synthesis. Luckily, data-
redundancy enables correction of scanning stage misalignment in CP [24] or LED array
misplacement [25, 26, 27]. However, the optimisation landscape is not convex and in the
presence of errors the likelihood of getting stuck in a local minimum becomes large. To
ease the burden of optimisation it is possible to extract position knowledge from the raw-
data based on brightfield image analysis using automatic self-calibration algorithms [28,
9]. If available, such pre-reconstruction calibration methods should be exploited to ensure
successful and/or quick reconstruction.
Overlap provides enough redundancy to recover all of the unknowns required for image
synthesis. However, when noise, aberrations and other experimental imperfections start to
appear, reconstruction convergence guarantees start to diminish. The seminal paper on FPM
reconstruction robustness was published by Tian et al. [10], where multiple algorithms were
analysed, concluding that the second-order gradient descent based optimisation algorithm
(quasi-Newton) had the best performance. This method is computationally inexpensive and
is able to deal with low-photon count (Poisson noise) of the images. Notably, the quasi-
Newton method is identical to the ptychographic iterative engine (PIE) developed for CP 11
years prior [29], challenging the claim that quasi-Newton is a second-order engine. While
no rigorous derivation of PIE was provided, it can be shown that both PIE and quasi-Newton
are first order methods derived using cost-function regularization [30]. Regularization will
be used in this thesis to justify why some of the most widely used reconstruction engines
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used in CP such as ePIE [31] do not perform as well in FPM and why PIE is still the best
reconstruction engine to date.
Convergence of an optimisation process can also be improved by using a concept of momen-
tum acceleration, first introduced to CP as an engine called mPIE [30]. Momentum acceler-
ation has been applied to FPM as well, but for very specific applications [32, 33, 34]. In this
thesis, momentum acceleration will be introduced as a general concept, applicable to any
reconstruction engine. However, instead of conventional momentum used in mPIE, a novel
concept of adaptive momentum (ADAM) [35, 36] will be used, which is one of the most
widely used momentum implementation in machine learning. It will be shown that combi-
nation of adaptive momentum with the quasi-Newton engine gives the best reconstruction
performance compared to other state-of-the-art engines.
Apart from positions and unknown pupil/probe, both CP and FPM assume that coherent
image formation models are used. In practice, ideal coherence is difficult to achieve, even
in extreme-scale scientific facilities such as synchrotrons [11]. One of the seminal works
from CP is the mixed-state model [37], used to correct various decoherence effects such as
partially coherent illumination [37, 38, 39, 40], sample movement [41, 42, 43], and detector
imperfections [44, 45]. In such case, not one but several probes can be reconstructed, each
representing a unique orthogonal de-coherence mode. In FPM, LED arrays are commonly
used as illumination sources, which provide only partially-coherent illumination. A complete
partially coherent image formation model for FPM reconstruction is still missing and, as I
will show, the mixed-state concept from CP can also be applied for FPM to mitigate partial
coherence.
Up to this point, the image formation model was assumed to be spatially-invariant, i.e., the
model remains the same for any field area. However, such assumption in FPM is usually in-
correct, leading to spatial-variance. Causes of spatial variance may relate to spatially varying
aberrations, distortion or phase curvature [46, 47, 48, 12, 9, 8, 49, 50]. Such effects are es-
pecially pronounced in low-cost systems [9] and during wide-FOV imaging [47, 5, 4]. Over
sufficiently narrow FOV area, the model can be considered spatially-invariant. Therefore, re-
constructions in FPM are usually performed by segmenting the FOV and doing many small
scale reconstructions, all of which are stitched at the end. Fortunately, it is possible to apply
a priori knowledge of variance, improving the convergence of “segment-and-reconstruct”
approach.
Since spatially varying aberrations increase with distance from the optical axis, one can as-
sume that aberrations are similar to those in neighbouring patches. Hence, aberrations can be
initialised with neighbouring ones closer to the optical axis [9]. Given that aberrations on the
optical axis can be recovered, then progressively worse aberrations will be recovered as well
at the edges of the FOV. A more efficient approach was demonstrated by [51], where instead
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of actual pupil aberrations the algorithm reconstructs field-dependent aberration modes. It
was shown that aberration behaviour depends on the field coordinates. Therefore, rather than
reconstructing all pupils across the FOV, a model was introduced based on 13 pupil aberra-
tion coefficient recovery to fully characterize field-varying aberrations. However, the use of
13 pupil modes is an arbitrary low-rank representation of the aberrations. In this thesis, I
will demonstrate a method to efficiently recover an arbitrary rank pupil basis using a concept
similar to orthogonal probe relaxation from CP [52, 53, 54].
Apart from spatially varying aberrations, FPM also assumes plane-wave illumination, which
is only valid for a narrow FOV area. For wide FOV applications, telecentric lens between
the illumination and the sample can be used to provide plane-wave illumination across the
whole FOV. Hence, FPM reconstruction can be performed on the whole sample FOV, avoid-
ing segmentation-based reconstruction [49]. However, FPM is attractive for the experimental
simplicity, and it is desirable to avoid expensive optical component use. I will present proof
that non-planar illumination can be addressed computationally by changing the image for-
mation model used for FPM.
With all of the computational methods developed over the years, it is now possible to ad-
dress issues inherent to low-cost optics and enable construction of ultra-low-cost FPM mi-
croscopes. The first published low-cost FPM prototype [55] used a low-cost mobile-phone
camera lens, but detection was still performed by a scientific-grade camera. This prototype
inspired the low-cost prototype in this thesis [9], which was built entirely from off-the-shelf
components, enabling a hobbyist to build it at home for $150. Research of low-cost FPM is
currently ongoing with increasingly more innovative implementations such as using mobile
phone screen as an illumination source instead of an LED array [56]. The main problem of
low-cost FPM is the use of sensors with poor SNR, which can only be improved through
increased exposure times.
The second prototype introduced in this thesis aims at increasing image acquisition speed
of conventional FPM. It is based on parallelised multi-camera image acquisition, for which
new image formation models and algorithms had to be developed. The basic principle of
multi-aperture FPM is the ability to sample the diffracted fields using translated apertures,
rather than angular illumination. Aperture translation was validated by shifting the aperture
in the Fourier plane of a 4f imaging system [57, 58]. In both cases, it has been shown that
FPM data can be synthesised using conventional FPM reconstruction algorithms. Aperture
scanning also has some benefits for 3D sample imaging. In practice, we use a thin sample ap-
proximation to model diffraction by the sample. If the sample is thick, then diffracted fields
will change significantly with illumination angle. In an aperture scanning approach, the same
illumination remains constant, resulting in a more tractable problem. A similar approach of
translated apertures was used to simulate a multi-aperture system [59] where multiple illu-
minations were used in parallel to translated apertures. In this thesis, a novel parallelised
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multi-camera prototype will bridge the gap between high-speed and high-SBP imaging. The
optical design of the proposed prototype is based on the so called Scheimpflug configuration,
where all optical components are tilted with respect to each other. Such an optical system
requires new image formation models to enable FPM with tilted optical components. Such
optical setup will be introduced in this thesis for the first time.
Another approach to high-speed image acquisition was introduced by a family of single-
shot FPM imaging techniques [60, 61]. These methods avoid time-sequential illumination
completely by collecting all of the diffracted light in parallel from a single illuminating
beam. These techniques are based on splitting the diffracted light into multiple beams before
they go through the pass-band of the optical system (otherwise they would be lost). Each
individual beam is then focused onto a specific detector area, which enables instantaneous
data collection. While being fast, the use of a single imaging sensor results in dramatic SBP
reduction of reconstructed images. Since high-SBP imaging is one of the main selling points
of FPM, the application range of single-shot methods is severely limited. Parallelised multi-
camera FPM imaging [62] was demonstrated as well. Here, each of 96-cameras captured
FPM data from different sample regions. Such a method is analogous to using multiple
microscopes to image different sample areas, which can then be stitched together in post-
processing. Hence, the resolution or the SBP of the reconstructed images does not change
with the number of cameras used. The multi-camera system presented in this thesis uses
multiple cameras to sample the same diffract field, resulting in a much higher reconstructed
image SBP equivalent to using more illumination angles.
The current fastest high-SBP (∼ 100-megapixel) FPM demonstration is based on LED mul-
tiplexing [10, 63], where a complete dataset for the reconstruction was collected in ∼ 1
second. Instead of a single illumination source, multiple LEDs are illuminated simultane-
ously, leading to reduced image acquisition time while also providing the same reconstructed
image SBP as in convention FPM. The captured intensity image will encode information of
multiple diffracted fields superimposed on each other. The obvious drawback is that decom-
position of mixed measurements is required. In such a case the reconstruction is performed
similarly to the mixed-state approach in CP [37]. However, only a limited number of LEDs
can be used in parallel, otherwise the complexity of diffracted field decoupling can become
intractable computationally. Nonetheless, it will be shown that LED multiplexing can be
successfully combined with the multi-camera prototype presented in this thesis, providing a
step towards snapshot gigapixel microscopy.
1.5 Thesis structure
The thesis structure consists of the following chapters:
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Chapter 2. A simple model of a microscope will be introduced, together with its limitations
and an intuitive explanation of image formation. Afterwards, wave propagation between
parallel and non-parallel planes will be derived, which will be used for derivation of the co-
herent image formation model. This will form the theoretical basis for Fourier ptychographic
model derivation.
Chapter 3. Fourier ptychographic image formation will be introduced for various experi-
mental configurations, such as for translated or tilted optical components. These generalised
models will enable the design of next-generation devices such as the multi-camera FPM
discussed in Ch. 8.
Chapter 4. Following theoretical model introduction, they will be used to derive Fourier
ptychographic reconstruction algorithms, cast as a cost-function minimization problem. In
addition to conventional reconstruction algorithms, robustness will be improved by cost-
function regularization, advanced optimization strategies and inclusion of a new adaptive-
momentum based FPM engine.
Chapter 5. The image formation model used for FPM is assumed to be spatially-invariant.
However, such assumption is easily broken in practice due to spatially-varying effects such
as varying-aberrations, distortion or uneven illumination. In this section, I will demonstrate
how to improve FPM reconstruction convergence in the presence of spatially-varying errors.
The image formation model will also be relaxed, enabling reconstruction of wider-FOV seg-
ments for phase curvature.
Chapter 6. In this section, I will introduce the mixed-state model from conventional pty-
chography and integrate it into Fourier ptychography. A mixed-state quasi-Newton engine
will be rigorously derived and the well-known concept of LED-multiplexed FPM will be
introduced as a special case of the mixed-state model. Finally, I will discuss potential appli-
cations for FPM partial-coherence correction.
Chapter 7. Equipped with theoretical and computational methods, I will demonstrate how
reconstruction algorithms work in practice on a low-cost FPM prototype. With our $150 mi-
croscope, we can reconstruct wide-field images with 870nm resolution, together with sample
phase and spatially varying aberrations. To achieve this, advanced calibration algorithms will
be introduced to correct errors inherent to ultra-low-cost imaging devices.
Chapter 8. Time-sequential image capture in FPM is a time-consuming process, limiting its
application range to static sample imaging. A parallelised multi-camera imaging technique
will be introduced, bringing FPM closer to snapshot gigapixel imaging. The experimen-
tal 9-camera prototype will be demonstrated together with an improved image formation
model and reconstruction algorithms/calibration algorithms (including LED multiplexing).
The chapter will finish with experimental results providing 100 megapixel images captured




In this chapter, various tools will be derived to explain how light waves propagate through
space and interact with optical components by using diffraction theory of light. Culmination
of this section will be the image formation model, which will form the basis of Fourier
ptychography theory. We will show that for a conventional microscope, image formation is
mathematically described by
I(r) = |F {P (k)O(k)} |2, (2.1)
where P (k) is the pupil function (e.g., low-pass filter) of the optical system and O(k) is
the frequency spectrum of the sample o(r). Despite the complicated theory of wave diffrac-
tion, the mathematical expression of image formation is surprisingly simple, from which the
following observations can be made:
• The physical aperture defined by P (k) will determine how many frequencies O(k)
can reach the sensor.
• Filtered spectrum will propagate to the image plane by a Fourier transformation.
• Only the intensity of the complex field will be recorded due to | · |2.
By filtering the frequencies of the sample, high-spatial frequencies will be lost, leading to
lower resolution images. Moreover, only capturing intensity information means that phase
of the complex fields will be lost, which is important for transparent sample imaging. More-
over, the image formation itself can be computed extremely efficiently by using Fast-Fourier-
Transforms. All of these facts and more will be rigorously derived in the following sections.
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2.1 Mathematical preliminaries and definitions
2.1.1 Helmholtz equation
Throughout this thesis it will be assumed that all optical waves can be represented as scalar
rather than vector fields. In doing so, wave analysis is greatly simplified, since the compli-
cated interplay between the electric and magnetic field vectors can be described by a single
scalar quantity. Such approximation holds for typical imaging systems where the diffrac-
tive structures are much larger than the wavelength and the propagation medium is linear,
isotropic, homogeneous, and nondispersive [1]. To demonstrate how waves propagate in
free-space, we will start by considering an arbitrary monochromatic wave in Cartesian coor-
dinates r = (x, y, z) at time t
u(r, t) = ψ(r) exp (i2πft) , (2.2)
where the complex field u(r, t) was decomposed into spatial and temporal components and
f is the oscillation frequency. The spatial wave ψ(r) itself can be expressed by the amplitude
A(r) and phase φ(r)
ψ(r) = A(r) exp (iφ(r)) . (2.3)
Scalar wave theory assumes that all components of the electric and magnetic field behave







u(r, t) = 0. (2.4)
Using our definition of u(r, t), the solution of the wave equation leads to the time-independent
Helmholtz equation, which must be satisfied by any scalar wave propagating in free-space [1]
(∇2 + k2)ψ(r) = 0, (2.5)
where k = 2π/λ. Eqn. 2.5 will be used to ensure that a general wave ψ(r) is consistent with
electromagnetic theory of light.
2.1.2 Plane-wave
The simplest wave satisfying the Helmholtz equation is a plane-wave p(x, y, z), defined as
p(r) = A(r) exp (ikr) = A(r) exp (i(kxx+ kyy + kzz)) . (2.6)
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The position vector r = (x, y, z) = xx̂ + yŷ + zẑ defines the reference point for the prop-
agating wave. The wave vector k = (kx, ky, kz) describes the propagation direction with
respect to r and has an amplitude |k| = 2π/λ. The plane-wave can be expressed in terms of
angles rather than wave vector components. Using the geometrical representation defined in
Fig. 2.1(a), k-vectors can be expressed as kx,y,z = k cos θx,y,z = 2π/λ cos θx,y,z, giving















This expression will be used to derive expressions for the Angular-Spectrum representation
of waves.
2.1.3 Fourier transform
Fourier transformations form a cornerstone of optical theory and will be frequently used
throughout the thesis. The Fourier transform pair is defined by
ψ̃(kx, ky) = F {ψ(x, y)} =
∫∫
ψ(x, y) exp (−i(kxx+ kyy)) dxdy






ψ̃(kx, ky) exp (i(kxx+ kyy)) dkxdky,
(2.8)
where r = (x, y) are real space coordinates and k = (kx, ky) represent the frequencies (in
the Fourier-domain).
2.1.4 Angular-Spectrum
Fourier transform expressions demonstrate that any arbitrary wave can be expressed as a sum
of elementary basis functions. Taking a Fourier transform of a wave ψ(x, y, z) would result
in
ψ(x, y) = F−1{ψ̃(kx, ky)} =
∫∫
ψ̃(kx, ky) exp (i(kxx+ kyy)) dkxdky. (2.9)
Note that the exponential functions themselves represent plane waves defined in Eqn. 2.6,
each with an amplitude ψ̃(kx, ky) and propagation direction k = (kx, ky) = 2πλ (cos θx, cos θy)
based on Eqn. 2.7. Hence, simply taking a Fourier transform of a wave, one can see that any
wave can be represented as a sum of plane waves propagating at various angles from the
source plane. Angular-Spectrum (AS) theory provides a simple tool to analyse optical waves
without any complicated knowledge of wave diffraction. In summary, any arbitrary wave
ψ(x, y, z) can be decomposed into simple basis functions by a Fourier transform.
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2.1.5 Linear systems
It is convenient to model microscopes as linear systems since they enable the reduction of
complicated devices to a “black box” completely defined by a single mathematical function
called the impulse response, h. The principle of linearity assumes that a wavefront captured
by the imaging device can be considered to be emitted by many point light sources located
on the sample surface. If it is known how an imaging system will distort an ideal point source
of light, then it will be also known how the whole wavefront will be distorted. Assume that
an illuminated sample can be represented by a function gin. By considering the sample to be
a collection of point light sources, the impulse response can be applied to each point of gin
to produce an image gout. Such mathematical operation can be performed by a convolution
gout(x, y) = gin(x, y) ∗ h(x, y), (2.10)
To make computations easier, the convolution operation in real space (x, y) becomes a mul-
tiplication in the Fourier space (kx, ky). Taking a Fourier transform of the convolution equa-
tion gives
Gout(kx, ky) = Gin(kx, ky)H(kx, ky). (2.11)
Transfer function of the imaging system H was introduced, which is related to the impulse
response via a Fourier transformation
h(x, y) = F {H(kx, ky)} . (2.12)
Since the impulse response describes how an ideal point source of light will be deformed or
“spread out” by the optical system, it is called the point-spread-function. Usually, diffrac-
tion and filtering by the transfer function will broaden the point-spread function, which is
equivalent to resolution loss.
2.2 Wave propagation between two parallel planes
An illuminated object will reflect or scatter waves, which can then be detected by cameras
or the human eye. To understand how images are formed, it must first be understood what
happens when light propagates from point A to point B. First, an abstract electromagnetic
wave propagating in free-space will be considered. Next, Angular-Spectrum theory will
be introduced from simple Fourier-domain wave analysis. As the name implies, Angular-
Spectrum shows that any wave can be expressed as a sum of elementary plane waves prop-
agating at different angles. Next a more rigorous treatment of wave diffraction will be in-
troduced, followed by approximations to derive Fraunhofer and Fresnel wave diffraction
2.2. Wave propagation between two parallel planes 19
integrals. In doing so, a simple and computationally efficient method for wave propagation
will be obtained. Fresnel/Fraunhofer diffraction expressions will be used to demonstrate how
waves evolve when propagating between optical components and derive the image formation
model. Wave propagation expressions will be widely used throughout the thesis, forming a
crucial mathematical tool.
2.2.1 Angular-Spectrum propagation
The Angular-Spectrum representation can be used to derive an expression for wave propa-
gation from the source plane to the destination plane. Consider an arbitrary wave at a plane
z, ψ̃(kx, ky; z). Decomposition into elementary plane waves can be achieved via a Fourier
transform (based on Eqn. 2.9)
ψ̃(kx, ky; z) = F{ψ(x, y, z)} =
∫∫
ψ(x, y, z) exp (−i(kxx+ kyy)) dxdy. (2.13)
Any wave propagating in free space must also satisfy the Helmholtz equation (Eqn. 2.5)
leading to a second-order differential equation
d2
dz2




y − k2)ψ̃(kx, ky; z), (2.14)
with a solution [1]








In practice we will be more interested how actual waves ψ(x, y, z) evolve rather than their
frequencies ψ̃(kx, ky; z). Starting from the Fourier transformation expression the following
relationship can be obtained
ψ(x, y, z) =
∫∫
ψ̃(kx, ky; z) exp (i(kxx+ kyy)) dkxdky
=
∫∫
ψ̃(kx, ky; 0) exp (i(kxx+ kyy)) exp (±ikzz) dkxdky
= F−1{ψ̃(kx, ky; 0) exp (±ikzz)}
ψ(x, y, z) = F−1{F{ψ(x, y, 0)}H(kx, ky; z)} (2.16)
In summary, wave propagation in free-space is described by a transfer functionH(kx, ky; z) =
exp (±ikzz). Performing wave propagation computationally can be done by the following
steps: take the Fourier transform of the input wave, multiply by the propagation transfer
function and perform another Fourier transform. This expression is general and applies to
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Figure 2.1: (a) Representation of plane waves propagating from a source plane using
Angular-Spectrum. (b) Diffraction geometry for a wave from the source plane to the destina-
tion plane. (c) Fresnel and Fraunhofer diffraction patters from a circular diffracting aperture.
any propagation distance z.
2.2.2 Free-space propagation transfer function
Upon propagation, each frequency component will gain an additional phase factor defined
by the propagation transfer function




1− k2x/k2 − k2y/k2
)
. (2.17)
From the plane-wave propagation geometry shown in Fig. 2.1 and Eqn. 2.6, k-vectors satisfy
cos θx,y = kx,y/k, leading to kz = k
√
1− cos2 θx − cos2 θy. Since cosine values can go up to
1, kz can be either real or imaginary, which has important implications for wave propagation.
Firstly, if cos2 θx + cos2 θy < 1, then kz becomes real. Such transfer function represents
an oscillating phase, where each wave vector component is defined in terms of plane-wave
frequency fx,y such that kx,y = 2πfx,y, resulting in cos θx,y = λfx,y. Hence, cos2 θx +
cos2 θy < 1→ (λfx)2 + (λfy)2 < 1→
√





. This is an equation of a circle with
radius 1/λ = fcut-off. This means that for any given plane-wave, the frequencies that will be
able to propagate in space must be smaller than the cut-off frequency fcut-off = 1/λ.
Secondly, if cos2 θx + cos2 θy > 1, then kz becomes complex, cancelling out the imaginary
number i and resulting in a decaying exponential exp (−µz), where µ is real. This transfer
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function represents exponentially decaying evanescent waves. In conventional microscopy
— where propagation distances are much longer than a millimetre — evanescent waves will
not be observed. Decay of evanescent waves is also the reason why optical microscopes
can only resolve features defined by the cut-off frequency. To achieve higher resolution,
evanescent waves must be detected using special imaging techniques, which will not be
considered in this thesis, reducing the transfer function to
H(kx, ky; z) =
exp( i2πzλ
√
1− (λfx)2 − (λfy)2),
√








Using a linear system approach, wave diffraction can be described as a “black-box” fully rep-
resented by the impulse response h(x, y, z). Hence, a convolution of a wavefront ψ(x′, y′, 0)
with h(x, y, z) would produce the diffracted field
ψ(x, y, z) = ψ(x′, y′, 0) ∗ h(x, y, z). (2.19)
The impulse response function was rigorously derived by Rayleigh-Sommerfeld diffraction
theory, which describes wave passage through a diffracting object. Rather than deriving
everything from first principles, we can use the impulse response function from Eqn. 2.18,
which is identical to Rayleigh-Sommerfeld impulse response [1]. The impulse response
h(x, y, z) can be obtained by taking the inverse Fourier transform of the free-space propaga-
tion transfer function (Eqn. 2.18)











exp (ikr) , (2.20)
where r =
√
(x− x′)2 + (y − y′)2 + z2 is the propagation distance between point P (x′, y′, 0)
and P (x, y, z) as shown in Fig. 2.1(b). Placing the impulse response into the convolution
equation provides the Rayleigh-Sommerfeld diffraction equation













exp (ikr) dx′dy′. (2.21)
This equation is general for any diffracted wave, but numerical integration of large complex
functions is computationally expensive. Fortunately, several simplifications can be made
which will be valid for most practical imaging systems. These simplifications are based on
Fraunhofer (far-field) and Fresnel (near-field) approximations.
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2.2.4 Fresnel diffraction








Under the paraxial approximation the transverse deviation is assumed to be small with re-










and simplifying Rayleigh-Sommerfeld diffraction integral to




ψ(x′, y′, 0) exp (ikr) dx′dy′. (2.24)
Lastly, to approximate exp (ikr) the propagation distance r from plane (x′, y′) to plane (x, y)
can be simplified by using Taylor expansion and truncating higher order terms
r =
√
(x′ − x)2 + (y′ − y)2 + z2 = z
√
1 +















≈ z + (x
′ − x)2 + (y′ − y)2
2z
= z +













With approximated distance r the term exp (ikr) can be rewritten as




















All of the approximations in this section are referred to as the Fresnel approximation, pro-
viding the Fresnel diffraction integral
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In following discussions the implicit symbol z describing propagation distance in the func-
tional will be removed. Instead, each plane at a particular distance along z will be defined

























This expression will be widely used throughout the thesis for wave propagation.
2.2.5 Fraunhofer diffraction









whose argument can be approximated by a dimensionless quantity referred to as the Fresnel





This expression can be obtained by expanding k/2z = π/λz and approximating the circular
area term A by the squared diameter D (i.e., A = π(x′2 + y′2) = πR2 ≈ D2). Given long
propagation distance z and narrow field-of-view diameter D (relative to the illumination
wavelength), the Fresnel number becomes much smaller than unity (Nf << 1) allowing us
to ignore the exponent in Eqn. 2.29. Such condition is called the far-field approximation,



















Once Fresnel number become much larger than unity (Nf >> 1), Fresnel diffraction integral
must be used instead.
2.3. Wave propagation between non-parallel planes 24
2.2.6 Fresnel and Fraunhofer propagators









With such substitution the diffraction integrals can be written as Fourier transforms (like in





























F {ψ(x′, y′)} . (2.34)
These propagators will be used during image formation model derivation in Sec. 2.4.
2.3 Wave propagation between non-parallel planes
In some experimental conditions, waves will propagate between tilted rather than parallel
planes, illustrated by Fig. 2.2(a). Compared to standard wave propagations, tilted planes can
introduce severe distortions, which have been demonstrated by simulations in Fig. 2.2(b).
This section will introduce modifications of previously derived diffraction expressions to
describe diffraction between tilted planes, such that coordinate distortions can be accounted
for in Ch. 8.
2.3.1 Euler angles
Geometrical relationship between tilted and intermediate destination planes can be computed
by Euler matrices Rx(αx), Ry(αy), Rz(αz) [65]. These matrices define rotations about the
x, y and z axes respectively defined as
Rx(θ) =
1 0 00 cos θ − sin θ
0 sin θ cos θ
Ry(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ
Rz(θ) =
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Figure 2.2: (a) Wave propagation geometry between non-parallel planes and simulation re-
sults in (b) comparing parallel plane and tilted plane propagations.
Using these matrices a plane can be tilted around an axis by multiplying the coordinate
column vector.
2.3.2 Coordinate transformation
To exploit previous derivations and arguments used during Fresnel diffraction, parallel plane
geometry need to be considered. By using an appropriate coordinate transformation, the
tilted plane can be transformed into an intermediate plane parallel to the observation plane.
In doing so Fresnel diffraction results between parallel planes can be used [66]. We begin
by assuming that the source plane r′ = (x′, y′) is titled with respect to the observation plane
r = (x, y) and also introduce an intermediate r′′ = (x′′, y′′) at z = 0, parallel to r. By




Rotations can be combined together via matrix multiplication forming a general transforma-
tion matrix T
T = Rx(αx)Ry(αy) =
 cosαy 0 sinαysinαx sinαy cosαx − sinαx cosαy
− cosαx sinαy sinαx cosαx cosαy
 . (2.37)
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Applying transformation matrix onto r′ provides r′′ coordinates
x′′ = x′ cosαy
y′′ = x′ sinαx sinαy + y
′ cosαx
z′′ = −x′ cosαx sinαy + y′ sinαx
(2.38)
These coordinates will be used for Fresnel diffraction integral computations.
2.3.3 Fresnel propagator between tilted planes
Given two parallel planes, as previously introduced, the Rayleigh-Sommerfeld diffraction





ψ(x′, y′) exp (ikr) dx′dy′. (2.39)
As was done for Fresnel diffraction, the integral can be simplified with the paraxial ap-
proximation of r and as a result exp (ikr). Following derivation in Appendix A.1 Fresnel



















This expression is equivalent to the one in Eqn. 2.33 describing propagation between parallel
planes. However, plane rotations will distort the k-space vectors, requiring non-uniform
sampling.
2.3.4 Non-uniform sampling
Looking at Eqn. A.8, terms linear in z will introduce shifting of the central frequency com-
ponent, which can be interpreted as a carrier frequency in the tilted plane coordinates [67].
Without loss of generality, a coordinate change can be done to remove translation propor-
tional to z to simplify the expressions. Further, applying the previously assumed approxima-
tion r0 ≈ z the k-space vector k becomes
kx =
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Comparing k|| and k shows that
x|| = x cosαx + y sinαx sinαy, y
|| = y cosαy, (2.43)





Tk|| = T −1k||
(2.44)
Comparing with Eqn. 2.38 both transformation relationships of spatial and reciprocal coor-
dinates can be written as
k = T −1k||, r = T −1r||. (2.45)
In other words, frequencies due to titled plane diffraction can be computed by assuming par-
allel plane diffraction followed by an inverse coordinate transformation. The same result also
applies to spatial-domain coordinates. Hence, the same rotation matrix is used to transform
spatial and reciprocal domains respectively. This property can be expected since propaga-
tions are performed using Fourier transformations, which is a unitary operator (conserves
coordinate transformations).
2.3.5 Equivalence between tilted and parallel plane propagators
Given two planes tilted with respect to each other, the diffracted fields can be computed us-
ing typical Fresnel diffraction between two parallel planes. The only modification required is
reciprocal coordinate scaling, which can be achieved by a transformation matrix. However,
the unitary nature of Fresnel propagator (shown in the previous subsection) ensures that ro-
tations between both domains are conserved. In practice, if a distorted image is recorded and
an inverse transformation is applied to correct for the distortion, then the resultant frequen-
cies (computed by an FFT) will also appear undistorted. This result provides a powerful tool
which enables treatment of complicated optical systems with tilted optical planes (such as
the multi-camera FPM prototype from Ch. 8) by assuming parallel-plane optical geometry.
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2.4 Coherent image formation model
Image formation is nothing else but the recording of diffracted wavefronts from an illumi-
nated sample. These wavefronts will propagate and interact with optical components, which
will affect the image formation process. It was shown in Sec. 2.2.4 that Fresnel or Fraun-
hofer diffraction will decompose optical fields into frequency spectrum, which have no re-
semblance to the physical sample being imaged and must be converted back to the spatial
domain. In lensless imaging, a detector is used to capture the frequencies and the image is
reconstructed computationally (e.g., holography). In conventional imaging, a lens is used
to induce a phase transformation which is equivalent to a Fourier transformation. Hence,
after interacting with a lens, the frequencies will be mapped back into the spatial domain,
producing an image which can be easily interpreted by the human eye.



















where the Fourier transform will result in coordinate re-scaling into reciprocal space via
Eqn. 2.32. The propagation geometry of a conventional microscope is illustrated by Fig. 2.3(a),
whereas Fig. 2.3(b) depicts the image formation process.
2.4.1 Propagation to the lens plane
Begin by considering an arbitrary sample o(xs, ys) in sample-plane coordinates (xs, ys). It
will be assumed that the sample is illuminated by collimated light, which is uniform across
the whole FOV. In such case, each point in the sample plane can be considered to be a point
source emitter of light waves. The Fresnel propagator is used to propagate waves from the



































obtained by the following coordinate transformation
kx = kxl/u, ky = kyl/u. (2.48)
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Figure 2.3: (a) Diagram of a simple microscope, where u and v define the propagation
distances between two parallel planes. (b) Pictorial representation of the image formation
model. Step 1: propagation from sample to lens plane, which transforms the diffracted field
into frequency domain. Step 2: frequency filtering by the aperture and phase transformation
introduced by a lens. Step 3: propagation to the detector domain, transforming the diffracted
field back into the spatial domain. Step 4: image detection, resulting in loss of phase infor-
mation.
O(kx, ky) represents the diffracted sample spectrum











which will be the focus of FPM reconstruction algorithms.
2.4.2 Phase transformation of a lens
After propagation to the lens plane, the wavefront will interact with a lens, which in the
paraxial approximation will apply a phase transformation [1]









where f is the focal length. The lens will have finite physical dimensions (cropping the
frequencies) and can contain optical aberrations — all of which can be defined by the pupil
function P (kx, ky) in reciprocal space coordinates. Wave passage through the lens can be
mathematically expressed by a multiplication with the lens phase transformation and the
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pupil function





































O(kx, ky)P (kx, ky) (2.51)
2.4.3 Propagation to the image plane



























































































The exponent inside the Fourier transform defines a well known rule in geometrical optics










By placing the sample and imaging sensor at distances u and v with respect to the lens the
lens law will be satisfied and exponent will become zero. Moreover, factors in front of the
integral will not contribute to the image formation process because sensors cannot detect
rapidly oscillating phase and can be neglected.
Lastly, Fresnel diffraction performs a transformation from spatial domain (xl, yl) to recipro-
cal coordinates (xd, yd) via a coordinate change from Eqn. 2.32. In this case it is desirable
to transform from reciprocal coordinates (kx, ky) into spatial coordinates (xd, yd), which re-
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quires the reverse transformation
xd = vkx/k = v(kxl/u)/k = xlv/u = xl/M = xs/M
yd = vky/k = v(kyl/u)/k = ylv/u = yl/M = ys/M,
(2.54)
where the quantity M = v/u is referred to as optical system magnification. This means
that detector coordinates are equal to demagnified sample plane coordinates. Using newly
defined coordinates, the propagated wavefront can be expressed as







= F {O(kx, ky)P (kx, ky)} (2.55)
Here the constant phase factors in front of the integral in Eqn. 2.52 were removed, the rea-
son why will become clear in the next section. What remains now is to demonstrate how
ψ(xd, yd) will be converted into an image by the imaging sensor.
2.4.4 Image formation
Detectors used in conventional imaging can not detect optical phase oscillations and are only
able to measure intensity of the incident wavefront |ψ(xd, yd)|2
I(r) = |F {O(k)P (k)} |2 (2.56)
The image formation process derived in this section is both temporally and spatially coher-
ent. Temporal coherence assumes monochromatic illumination, which is satisfied only by
lasers, whereas standard illumination sources used in microscopy are either fully or partially
incoherent. An example of partially coherent illumination is LED illumination (commonly
used in FPM) which has a narrow spectral bandwidth. In addition, spatial coherence is de-
scribed by the Van Cittert–Zernike theorem [1], which states that for sufficiently long prop-
agation distances partially coherent illumination can be considered coherent across a given
FOV area. The thin-sample approximation was also used, which requires the sample to be
thinner than the microscope depth-of-field. In this thesis, samples will be assumed to be thin
and illumination will be considered to be coherent, unless explicitly stated.
2.4.5 Wavefront sampling
The image recorded by a detector will provide a discrete representation of a continuous
wavefront. Whether the digital image is a faithful representation of the actual physical signal
depends on the detector ability to resolve the optical fields. Provided that the signal being
detected is “bandwidth-limited” by a maximum frequency fmax, we can obtain the optimal
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The sample plane pixel size ∆x can be computed as the demagnified detector pixel size δ
via ∆x = δ/M . Moreover, since the physical aperture determines the maximum detectable








Combination of Eqn. 2.57 and Eqn. 2.58 yields a useful relationship for the detector pixel




If this condition is not satisfied, then the digital images will suffer from aliasing artefacts due
to insufficient sampling.
2.5 Conclusion
In this chapter, theory relating to classical image formation was introduced to provide context
for further discussion, since Fourier ptychography abides to the principles of conventional
image formation and wave propagations. The image formation will be extended further to
include non-standard imaging configurations, such as using shifted/tiled detectors or angular
plane-wave illumination. These theoretical models will play a crucial role in experimental
system design and will be required for phase retrieval algorithm derivations. It was shown
that a classical imaging system not only is incapable of phase recording, but also has a
limited resolution due to low-pass filtering by an imaging system. During ptychographic




In the previous chapter, we saw that the complicated theory of wave diffraction can be dra-
matically simplified by the Fresnel approximation. The approximation holds for conven-
tional microscopy, where wave propagation distances are relatively large compared to the
wavelength of light. With this approximation we obtained a simple mathematical expression
for the image formation, (Eqn. 2.56)
I(r) = |F {P (k)O(k)} |2. (3.1)
The equation states that the image will be a filtered representation of the object o(r). Filtering
will be performed by the pupil function P (k) in the frequency domain k = (kx, ky). The loss
of high-frequencies leads to the reduction of sharp features in the observed image, which is
associated to resolution loss. The filtering process is visually shown in Fig. 3.1. To improve
the resolution, lost frequencies must be recovered. While larger lenses can increase the
resolution, this will result in the inevitable field-of-view reduction. The main reason for
such inverse relationship is the previously mentioned (Sec. 1.1) space-bandwidth-product
conservation.
Fourier ptychography was developed to enhance the SBP of a conventional microscope by
collecting multiple images for a given FOV, each representing different frequencies. This
is done by exploiting the fact that angular sample illumination from LEDs at position ki =
(kx,i, ky,i) will result in frequency translation
I(r) = |F {P (k)O(k− ki)} |2. (3.2)
By collecting multiple images, each illuminated from a different angle, an image stack cov-
ering a large frequency area will be collected. While each individual image represents only
a narrow band of frequencies, computational reconstruction algorithms can be used to syn-
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Figure 3.1: The principle of Fourier ptychographic microscopy is based on angular illu-
mination to translate the diffracted fields. Upon propagation through the low-pass filter of
an optical system, the recorded images will represent unique diffracted fields to be stitched
in the Fourier domain.Since Fourier ptychography is a coherent imaging technique, only a
single quasi-monochromatic LED is used for illumination. Compared to on-axis illumina-
tion, using all LEDs in parallel would produce an image with equivalent image content and
two times higher resolution (see [1] for a nuanced discussion on coherent and incoherent
imaging).
thesize them together. The aim of such synthesis is to obtain a better representation of the
full frequency spectrum of the sample Orecon(k) ≈ O(k). In doing so, image resolution and
SBP will be improved computationally from multiple low-resolution images, illustrated by
Fig. 3.1.
Unfortunately, combination of these diffracted fields is non-trivial since the image detection
process is incoherent (due to | · |2). The consequence of detecting intensity-only images
is the loss of quickly oscillating wavefront phase. To combine complex diffracted fields
(containing amplitude and phase) we must recover the missing phase as well. The missing
phase problem has been address many years ago by Gerchberg, Saxton and Fienup [14,
15] who noticed that by imposing constraints in Fourier and spatial domains it is possible
to recover the phase. Fienup extended this concept to include an iterative phase-retrieval
algorithm, which was eventually developed further for ptychographic reconstruction. Phase
retrieval is an inverse problem, where for a given measurement and model (which lead to
that measurement), we can recover the true source distribution. Hence, to perform FPM
reconstruction a mathematical model is required to describe the relationship between the
captured data and our desired wide-field, high-resolution image.
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The chapter will start by introducing the mathematical model of angular illumination used
for diffracted field manipulation (i.e., translation) in Sec. 3.1. The typical plane-wave illu-
mination assumption will be used, followed by a new spherical-wave model derivation. The
need for a spherical-wave model will be demonstrated in Sec. 5.4 to correct for severe phase-
curvature artefacts not accounted for by the idealized plane-wave illumination. Afterwards,
multiple image formation models will be introduced, starting with the FPM forward model
in Sec. 3.2, which assumes that all optical components are parallel to each other and lie along
a common optical axis. Such idealistic model will not be sufficient for the newly designed
multi-camera FPM microscope in Ch. 8 requiring tilted, off-axis optical components (due to
Scheimpflug configuration). To obtain the tilted, off-axis image FPM forward model, incre-
mental steps will be taken. First, it will be demonstrated that diffracted fields can be sampled
not only with angular illumination, but also by scanning an aperture in the Fourier plane
of a microscope (Sec. 3.3). This will naturally lead to the off-axis image formation model,
which requires careful arrangement of lenses and sensors for frequency sampling (Sec. 3.4).
Lastly, the off-axis forward model will be modified to accommodate a tilted imaging geome-
try (Sec. 3.5) which will form the underlying principle of the multi-camera microscope from
Ch. 8.
3.1 Illumination model
In the conventional image formation model, it was shown that an illuminated sample will
diffract light, where diffracted wavefronts represent frequencies in Fourier domain (Fig. 3.2(a)).
Illumination angle used for image capture will determine which frequencies will reach the
detector (Fig. 3.2(b)). This section will introduce the conventional plane-wave illumination
model and a more realistic spherical-wave illumination model. Also, the sample was as-
sumed to be illuminated with coherent collimated illumination. If angular illumination is
used instead, then different frequencies can reach the sensor. It will be assumed that the
sample o(rs) is illuminated by plane waves originating from ri = (xi, yi) with respect to the
sample rs = (xs, ys).
To simplify the analysis of wave interaction with matter, it will be assumed that the sample is
thin, allowing us to neglect the effects of multiple-scattering. For optical wavelengths, such
approximation holds for samples up to a thickness of ∼ 50µm [6]. We will also assume that
wave diffraction within the sample can be neglected, which is referred to as the projection
approximation [68]:
o′(rs) = p(rs)o(rs). (3.3)
The exit-wave expression o′(r) states that the propagation path of the illumination wavefront
p(r) was undisturbed by the sample o(r).
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Figure 3.2: Diffracted fields being sampled by the optical system when the sample is illumi-
nated with (a) on-axis and (b) off-axis illumination.
3.1.1 Plane-wave illumination
The simplest illumination model is a plane-wave defined as a “phase ramp”
p(rs) = exp (ikirs) = exp (i(kx,ixs + ky,iys)) . (3.4)
The unique feature of a plane-wave is a transverse phase shift for a given k-vector ki. Math-
ematically, a phase ramp will become a translation after a Fourier transformation. This
concept is heavily exploited by FPM, in which k-vectors are manipulated by changing the
angle of illumination for diffracted spectrum shifting. To show this effect, we start by prop-
agating a diffracted wavefront o′(r) to the lens plane. Such propagation can be computed by
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This expression is the same as the one derived for conventional image formation in Eqn. 2.47,
with the only difference of frequency spectrum translation by ki











It should be noted that if the propagation distance u is not long enough with respect to
the sample area (xs, ys), then the quadratic phase will appear as an artefact during sample
spectrum reconstruction (see Sec. 5.4).
3.1.2 Spherical-wave illumination
Plane waves are idealized mathematical objects which do not exist in the real world, but the
plane-wave assumption will hold for sufficiently small enough FOV. If the approximation is
broken, one can no longer expect linear translation of frequencies for a given illumination
angle. The use of non-planar illumination requires a more general description which can be
provided by spherical waves [1], defined as
p(rs) = exp (ikr) . (3.7)
Distance r defines propagation distance between source ri = (xi, yi) and destination rs =
(xs, ys) planes given by the previously introduced geometry in Fig. 2.1(b)
r = |rs − ri| =
√
(xs − xi)2 + (ys − yi)2 + z2 = z
√
1 +
(xs − xi)2 + (ys − yi)2
z2
, (3.8)
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where z defines the distance from the LED array to the sample plane. To simplify the ex-










































Using approximated r, spherical-wave expression in Eqn. 3.7 can be written as






























are constant for each point in the sample plane and can






















exp (−i(kx,ixs + ky,iys)) ,
(3.11)
where Fourier domain wave vectors were introduced by the following substitution
kx,i = kxi/z, ky,i = kyi/z. (3.12)
Comparing plane-wave expression from Eqn. 3.4 to spherical waves in Eqn. 3.11 the only










Following derivations used for plane-wave illumination, the additional quadratic phase factor
will be absorbed by the diffracted spectrum in Eqn. 3.6

















To appreciate the differences between spherical and plane-wave illumination, we will com-
pare frequency spectrum expressions in Eqn. 3.14 and Eqn. 3.6. With spherical-wave illu-
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mination, not only is the spectrum translated by ki, but there is also an additional quadratic
phase term multiplying the sample o(r). In summary, both plane-waves and spherical-waves
result in equivalent frequency sampling. This explains why FPM works with non-plane-wave
illumination sources (e.g., LED arrays) without complications.
3.1.3 Diffracted field sampling
It was shown in Eqn. 3.14 that diffracted spectrum will be translated by ki, but not how
these vectors should be computed. For plane waves originating from a source located at








Every plane-wave will have the same k-vector magnitude defined by k = |k| = 2π
λ
for a























The precision with which the k-space vectors must be known is crucial for FPM reconstruc-
tion success, since they define where each diffracted field must be positioned with respect to
each other. If assumed ki values deviate from the actual k-vectors, then severe artefacts can
be expected in the reconstructed images. Hence, a large area of research has been devoted to
computational calibration of ki such that the illumination model given by Eqn. 3.17 matches
experimental reality. This topic will be discussed in greater details in Ch. 5.
3.1.4 Illumination phase curvature
In both plane-wave and spherical-wave models, the frequency spectrumO(k) contains quadratic
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This quadratic phase term defines the phase curvature, whose significance will depend on
experimental conditions. If sample to lens distance u is large, then the phase curvature
introduced by the Fresnel integral will vanish. Such a condition is called the Fraunhofer ap-
proximation and describes far-field diffraction commonly assumed in Fourier ptychography.
The phase curvature severity is also directly proportional to the FOV area defined by the term
(x2s+ y
2
s). Hence, for wide-FOV imaging or short propagation distances, the quadratic phase
term will be significant. Moreover, spherical illumination will result in a non-linear phase
shift across the FOV, proportional to z (LED array to sample distance).
This quadratic phase will only become apparent when the reconstructed spectrum O(k) is
propagated to the sample plane. Typically, an inverse Fourier transform is used to obtain the
reconstructed sample
F−1 {O(k)} = o(r), (3.19)
but in the presence of quadratic phase distortion the following result will be obtained instead
F−1 {O(k)} = o(r)Q(r). (3.20)
If quadratic phase distortion is not expected it might come as a shock to see a severely dis-
torted phase from a well performed experiment. Unexpected phase distortion is actually the
best-case scenario one could expect. Worst-case is that phase curvature will be too far from
the optimal solution, resulting in a failed reconstruction. A similar issue has been observed
in off-axis digital holography [69], where quadratic factors due to Fresnel propagation are
corrected computationally. These quadratic phase factors have been observed in FPM, but
no correction method has been previously reported. I will introduce a new computational
correction method in Sec. 5.4.
3.2 FPM Forward model
Light scattered by the sample will propagate to the Fourier plane, where a lens will interact
with the diffracted field and propagate it towards the sensor. Such image formation process
requires all optical components (lens, sensor etc.) to be parallel to each other and posi-
tioned along a single axis perpendicular to the sample under inspection. For conventional
microscopy such a model was derived in the previous chapter and is given by Eqn. 2.56
I(r) = |F {P (k)O(k)} |2. (3.21)
The use of angular illumination in Fourier ptychography will result in a diffracted spectrum
shifting O(k−ki) by ki with respect to the imaging lens. The remaining wave propagations
towards the sensor will be equivalent to the ones derived in conventional imaging. Without
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Figure 3.3: Image formation model for a conventional microscope with on-axis (a) and angu-
lar illumination (b) resulting in frequency translation. Angular illumination enables different
frequencies to pass through the optical pass-band (aperture), which is a cornerstone of FPM
system design.
loss of generality, the FPM image formation model can be obtained by replacing O(k) in
Eqn. 2.56 with O(k− ki) resulting in
Ii(r) = |F {P (k)O(k− ki)} |2 (3.22)
In such case, each captured image Ii(r) will represent different frequencies due to angular
illumination.
3.3 Aperture scanning forward model
In Ch. 8 an experimental prototype will be introduced where the diffracted fields will be in-
tercepted by multiple translated lenses/apertures in the Fourier domain. Theoretically, both
methods of either moving the aperture/lens or sweeping the illumination can be used equiv-
alently for diffracted field sampling. To understand how, we will begin by introducing aper-
ture scanning FPM [48, 12, 57, 58, 70]. In conventional microscopy, the most common way
to access the Fourier plane is by using a 4f system, where two lenses are positioned in a
configuration shown in Fig. 3.4. Space between the two lenses is infinite-conjugate, which
provides access to the Fourier plane [1], where phase masks or other frequency modulators
can be positioned.
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Figure 3.4: Angular illumination can be also used for a 4f optical system (a) which provides
direct access to the Fourier plane. (b) Rather than using angular illumination it is also pos-
sible to sample the diffracted fields by a scanning aperture. This method is referred to as
aperture scanning FPM.
By using a scanning aperture in the Fourier plane, frequencies can be manually selected.
In doing so, the low-pass filtered spectrum (after passing through all of the lenses) can be
defined as
ψ(k) = O(k)P (k+ kc) = O(k− kc)P (k). (3.23)
Here the spectrum O(k) is scanned by an aperture P (k + kc) located at kc in the Fourier
domain. Given the physical aperture position with respect to the sample rc = (xc, yc) (e.g.,
from a motorised translation stage), the k-vector kc = (kx,c, ky,c) can be computed by a
typical reciprocal coordinate conversion from Eqn. 2.32
kc = (kx,c, ky,c) = (kxc/u, kyc/u) . (3.24)
Via an appropriate coordinate change of k it can be assumed that either the spectrum or the
pupil moves with respect to each other. A 4f system obeys the conventional image formation
model, hence, the forward model of aperture scanning FPM can be written as
Ic(r) = |F {P (k)O(k− kc)} |2 (3.25)
Here, the only difference from conventional FPM model, is that frequencies are sampled
with a scanning aperture rather than angular illumination. However, to reach the scanning
aperture, the diffracted field O(k) must initially pass through the first lens of a 4f system.
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Figure 3.5: Compared to on-axis optical system (a) an off-axis imaging system (b) will have
the lens translated with respect to the sample. In addition to lens translation, the imaging
sensor also has to be translated, as demonstrated by off-axis forward model derivation.
In doing so, the frequency spectrum will be low-pass filtered before the scanning aperture
can interact with it. Hence, the first aperture will define the maximum frequency spectrum
which can be recorded by aperture scanning FPM, providing no resolution improvement
compared to conventional microscopy. However, aperture scanning FPM can still recover
sample phase information and enable digital refocusing. The only advantage compared to
conventional FPM (using illumination scanning) is the ability to image thick samples. Under
the thin sample approximation (Eqn. 3.3) it is assumed that each illumination angle can be
uniquely mapped to different bands of the sample spectrum O(k − ki). If the sample is
not thin, then light will scatter within the sample itself, violating the one-to-one mapping
relationship between illumination angle and frequency spectrum translation [57].
3.4 Off-axis imaging forward model
The previous section showed that a scanning aperture can be used instead of angular illumi-
nation to sample the diffracted fields. However, aperture scanning in the Fourier plane of a
4f imaging system provides no resolution improvement compared to conventional imaging.
To avoid this resolution loss, in the proposed multi-camera microscope (Ch. 8) frequen-
cies will be intercepted directly by moving the whole optical system as shown in Fig. 3.5.
Compared to aperture scanning FPM, the whole diffracted frequency spectrum is accessible.
However, if a conventional imaging system moves with respect to the sample, then this is
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simply equivalent to imaging a different FOV of the sample. In order to scan the frequencies
by moving the aperture/lens, the imaging sensor itself must be translated with respect to the
lens. While this concept is known from geometrical optics, in this section it will be derived
using diffraction theory.
We begin by assuming that a lens is laterally translated with respect to the sample by rc =
(xc, yc) or kc = (kx,c, ky,c) in reciprocal coordinates, as shown in Fig. 3.5. Subscript c
refers to “camera” and kc represents off-axis camera displacement with respect to the on-
axis coordinate system. Coordinates reciprocal to rc can be defined by the typical coordinate
transformation from Fresnel diffraction in Eqn. 2.32
kc = (kx,c, ky,c) = (kxc/u, kyc/u) (3.26)













If the lens is shifted by rc with respect to the sample then coordinates in ψ(rl) will appear
translated by rc (or equivalently by kc in Fourier domain). As a result, diffracted field inci-


































































Compared to the expression from on-axis imaging Eqn. 3.5 the frequency spectrum is trans-
lated by kc due to aperture translation rather than ki due to angular illumination. There is
















Looking at Qc(k) itself, two phase effects can be seen. Firstly, exponent proportional to
(x2c + y
2
c ) introduces a constant phase offset and can be neglected. The more important
exponential term is the one proportional to (xlxc+ ylyc) which will produce a “phase ramp”,
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equivalent to the one observed previously in Eqn. 3.4 with a unique property of coordinate
translation after a Fourier transformation. Qc(rl) can also be written in the same form as a
plane-wave (based on Eqn. 3.4), by converting to reciprocal coordinates using Eqn. 3.26 and
removing the constant phase offset:
Qc(k) = exp (−i (kxxc + kyyc)) . (3.30)
To show the effect of Qc(k) during image formation, notice that diffracted field in the lens
plane ψ(rl) has the same form for both off-axis (Eqn. 3.28) and on-axis (Eqn. 3.5) imaging
(apart from the quadratic phase term Qc). Without loss of generality, the forward model for
off-axis imaging can be written using previously defined FPM forward model (Eqn. 3.22) as
Ii(r) = |F {P (k)O(k− ki − kc)Qc(k)} |2
= |F {P (k)O(k− ki − kc)} |2r→r+rc
(3.31)
What this model shows is that an off-axis imaging system will follow on-axis imaging prin-
ciples if and only if the sensor is appropriately positioned with respect to an off-axis lens.
This translation is the result of image plane coordinate transformation from r to r + rc due
to Qc(k) (see Fig. 3.5). The off-axis FPM forward model has been validated experimentally
in [59, 71], where the prototype was built using arguments obtained from geometrical optics.
Here we were able to rigorously derive principles known from geometrical optics and apply
them to FPM.
However, there are several drawbacks inherent to off-axis imaging. Compared to the conven-
tional image formation model, the wavefront in the image plane will represent the demag-
nified sample (xs/M, ys/M) (from Eqn. 2.55), where M = v/u is the magnification. With
the paraxial approximation, the propagation distances u and v are assumed constant across
the whole FOV. However, in an off-axis imaging configuration u and v will vary across the
FOV asymmetrically, resulting in perspective distortion of the captured images Ii(r). More-
over, uneven propagation distances are likely to induce additional off-axis aberrations. To
avoid these issues, we used the Scheimpflug configuration for our multi-camera prototype in
Sec. 8. However, in this configuration the lenses and sensors will be tilted with respect to the
sample, requiring further modification of the image formation model discussed in the next
section.
3.5 Tilted off-axis imaging forward model
To mitigate the issue of perspective distortion, uneven magnification and off-axis aberrations,
the sample/lens/detector planes can be tilted with respect to each other. One specific exam-
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ple is the Scheimpflug configuration where all of the tilted planes must intercept at a single
point [72]. Such an optical configuration is crucial for the proposed multi-camera FPM pro-
totype in Ch. 8, where off-axis imaging is unavoidable. In such optical arrangement, each
tilted lens-camera pair will be recording different parts of the frequency spectrum O(k). It
was shown in Sec. 2.3.4 that wave propagation between non-parallel planes can be performed
by parallel-plane Fresnel diffraction followed by a non-linear coordinate transformation. In
other words, the consequence of having tilted planes within the optical design can be de-
scribed by a non-linear coordinate transformation. Fourier transforms are the computational
back-bone of FPM reconstruction used for wave propagations. However, Fourier transforms
can propagate fields only between uniformly sampled planes. Hence, it is essential to re-map
all of the images captured by tilted cameras onto a uniformly sampled coordinate grid.




P (k∠)O(k∠ − k∠i − k∠c )
}
|2 (3.32)
where r∠ and k∠ correspond to tilted plane coordinates. The goal is to transform into uni-
formly sampled coordinates r and k using some transformation matrix T based on Sec. 2.3.2.
Assume that tilt between the sample and the lens planes is described by some general trans-
formation matrix Tk→k∠
k∠ = Tk→k∠k. (3.33)
Similarly, assume that tilt between the lens plane and the detector plane is described by Tr→r∠
r∠ = Tr→r∠r. (3.34)
Using these coordinate transformations, the tilted off-axis forward model can be written as
Ii(r) =Tr→r∠Tk→k∠|F {P (k)O(k− ki − kc)} |2
= T |F {P (k)O(k− ki − kc)} |2
(3.35)
where the combined transformation matrix T was introduced. If this transformation matrix
is known, then experimental images Ii can be re-mapped onto a new coordinate grid during
image pre-processing. Once that is done, images from tilted cameras can be treated as if
captured by a conventional parallel plane optical configuration. This result will dramatically
simplify the reconstruction process for the multi-camera prototype and will be validated in
Ch. 8.
3.6. Generalized forward model 47
3.6 Generalized forward model
To conclude, the diffracted sample spectrum O(k) will be produced by illuminating the




























Depending on the illumination model being used additional quadratic phase terms will ap-
pear, which will only vanish under appropriate experimental conditions. Computational
phase curvature correction strategies will be introduced in Sec. 5.4.
Which frequencies O(k) will pass through the optical pass-band P (k) can be controlled
either by changing the illumination angle or by translating the aperture. The translated spec-
trum O(k − ki − kc) position will depend on the illumination k-vector ki and aperture
translation k-vector kc. Illumination k-vectors will depend on the spatial illumination source
coordinates ri, while aperture k-vectors will depend on spatial aperture position rc. Both ri
and rc will be known from experimental design (or computational calibration) and will be
used to compute the k-vectors (using Eqn. 3.17 and Eqn. 3.26)















kc = (kx,c, ky,c) = (kxc/u, kyc/u)
ki,c = ki + kc
(3.37)
A combined k-vector ki,c was introduced to simplify the notation. Diffracted fields will
then propagate to the image plane and become encoded within intensity measurements. To
perform FPM reconstruction, it is required to extract the diffracted fields based on a forward
model describing an appropriate experimental setup. Various models were derived in this
section with increasingly more complicated experimental conditions
Ii(r) = |F {P (k)O(k− ki)} |2 (Conventional FPM)
Ic(r) = |F {P (k)O(k− kc)} |2 (Aperture scanning FPM)
Ii(r) = |F {P (k)O(k− ki,c)Qc(k)} |2 (Off-axis FPM)
Ii(r) = T |F {P (k)O(k− ki,c)} |2 (Tilted off-axis FPM)
(3.38)
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Subscripts i and c refer to images captured either by illumination or aperture scanning. The
presence of k-vectors kc within the forward models also enables the possibility of off-axis
imaging. All of these forward models will be used as tools for experimental system design
and reconstruction algorithm derivations in the following chapters. In general — unless ex-
plicitly stated — the following generalized FPM forward model will be used in the majority
of cases
Ii(r) = |F {P (k)O(k− ki,c} |2 (3.39)
Even when all planes are aligned along a common optical axis, the aperture translation k-
vectors kc will be used during segmentation-based reconstruction in Sec. 5.1.2. Since each
FOV segment will be translated with respect to the lens, an off-axis forward model must be
used. We believe that is the first time when the concept of off-axis FPM was formally derived
and applied for commonly used segmentation-based reconstruction.
3.7 Conclusion
Forward models derived in this section provide a rigorous mathematical treatment of diffracted
field interaction with optical components and their dependence on illumination source. We
showed that angular illumination and translated optical components define which diffracted
frequencies of the sample will be detected by the imaging system. Our models also work
with optical arranged at various angles and distances with respect to the sample. These for-
ward models are essential not only for experimental design, but will also form the theoretical






Fourier ptychographic reconstruction involves fusion of multiple low-resolution measure-
ments to recover the high-resolution, complex wavefront of the sample. Such synthesis
requires phase information, which is lost during detection. In this chapter, the missing phase
problem will be introduced and solved by computational optimisation algorithms. Con-
ventionally, in Fourier ptychography the ill-posed nature of phase retrieval is mitigated by
ensuring that captured images overlap in the Fourier domain. Such redundancy is sufficient
not only for phase retrieval, but also for pupil aberration recovery and experimental incon-
sistency corrections. Optimisation robustness is compromised by noise, experimental mis-
alignment, coherence issues, to name a few examples. All of these issues will be addressed
in this chapter with new and improved computational optimisation methods.
4.2 Missing phase problem
As was shown in earlier chapters, the image formation process describes diffracted wave
propagation through the imaging system. Firstly, the diffracted field O(k) will be low-pass
filtered by the aperture, defined by the pupil function P (k). Secondly, the filtered spec-
trum ψ(k) = P (k)O(k) will propagate to the image plane, which is described by a Fourier
transform
F {ψ(k)} = Ψ(r) = |Ψ(r)|eiφ(r) =
√
I(r)eiφ(r). (4.1)
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The complex field Ψ(r) represents light, scattered by the sample under a microscope. There
are two parts to this complex field: the amplitude
√
I(r) defines attenuation of light after
passing through a sample, while the phase φ(r) describes how light was “slowed down” in
proportion to the sample thickness and changes in refractive index. The equation states, that
given amplitude and phase information in the Fourier domain k, the image formation model
can be used to obtain sample amplitude
√
I(r) and phase φ(r). However, once phase is lost
during the detection, the reverse mathematical operation is not possible. In such a case, the
Fourier transform can assign a random phase to each pixel of the low-pass-filtered sample
spectrum. This is a classic inverse problem, where doing the forward calculation is simple,
while doing the reverse is not [11].
4.2.1 Phase retrieval from intensity measurements
To recover phase from intensity measurements, the problem must become mathematically
tractable. One approach would be to use the transfer of intensity equation (TIE) [73], where
the phase information can be obtained from the gradient along the optical axis of several
defocused intensity images. One major advantage of TIE compared to holography or in-
terferometry is the ability to work with partially coherent illumination. Despite the elegant
and simple mathematical theory, TIE is limited to thin sample imaging and requires high-
stability during image capture [73]. Ultimately, TIE suffers from the same small SBP as
other microscopy techniques, limiting it either to low-resolution or narrow-FOV imaging.
Another iterative approach was proposed by Gerchberg, Saxton and Fienup [15, 17], who
demonstrated that the phase can be recovered from one or two intensity images by imposing
constraints in Fourier and spatial domains. A quick glance at the image formation model
reveals that diffracted fields in Fourier domain are bounded by the transfer function (i.e.,
the aperture) of an imaging system. Such boundary defines a well-known object support
constraint. Another constraint is the detector support, which states that the intensity of the
reconstructed complex wavefront must be equivalent to the experimental intensity. Both of
these constraints have been proven sufficient for phase retrieval to become mathematically
tractable [15, 17].
In conventional ptychography, the object support is equivalent to the illuminating probe, e.g.,
an X-ray beam, whereas in FPM it is equivalent to the pupil function. The pupil typically
contains optical aberrations, which are difficult to know prior to the experiment, making con-
ventional phase retrieval difficult. To avoid the need for precise support constraint knowl-
edge, Rodenburg and Faulkner [29, 74] introduced the idea of using multiple overlapping
intensity measurements in the spatial domain (for ptychography) or in the Fourier domain
(for FPM) to solve the missing phase problem. In FPM, each captured intensity image repre-
sents a specific frequency band from the full diffracted spectrum. Overlap between adjacent
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Figure 4.1: Illustration of the phase retrieval process, where phase converges to a solution
by imposing spatial and Fourier domain constraints at each iteration.
frequency areas (due to adjacent illumination angles) is directly proportional to the success
of the iterative phase retrieval. Since lenses and apertures are typically circular, the frequen-
cies will also be bounded within a circular region. In simulation, the overlap area percentage
of two neighbouring diffracted fields should be at least 30% [75, 76]. In practice, exper-
imental imperfections such as vibrations, noise, pupil/probe instabilities etc., will require
higher redundancy to account for errors. In such case, overlap of at least 60% is desired for
both Fourier and conventional ptychography [75, 76]. Once sufficiently redundant data is
captured, phase can be successfully recovered.
4.2.2 Phase retrieval as an optimisation problem
Phase retrieval can be cast as an optimisation problem [18, 19, 20, 21] where pupil function
P (k) and object O(k) are iteratively solved for a given FPM forward model. Starting from
estimates of P (k) andO(k), the low-pass filtered spectrum P (k)O(k−ki,c) can be computed
for illumination angle i. Propagation of this spectrum to the detector plane would yield the
expected intensity
Iei (r) = |F {P (k)O(k− ki,c)} |2. (4.2)
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To recover the unknown spectrum O(k) and pupil P (k) from experimental intensity mea-










The intensity-based cost-function L will be well-optimised if and only if correct values of
O(k−ki,c) and P (k) can be reconstructed well while also being consistent with all intensity
measurements i. Fortunately for phase retrieval, cost-function optimisation is a broad topic
with various techniques readily available for implementation. In this chapter, new optimi-
sation methods will be introduced for FPM, together with robust cost-function formulations
and other reconstruction novelties. Before delving into the details of Fourier ptychographic
reconstruction, the basics of optimisation will be briefly introduced.
4.3 Introduction to optimisation
Any cost-function can be optimised using so-called gradient descent (GD) method, which
determines the search directions towards the optimal solution. Optimal solution refers to the
argument x which minimises a cost-function L(x). With gradient descent, any initial guess
of x can be iteratively updated to a new value x′ by taking small steps t towards the optimum
x′ = x+ t. (4.4)
The step t is a potentially high-dimensional vector defining both direction and magnitude of
a step. To proceed, one first needs to find a good value of t. A good estimate of the step
can be obtained by a Taylor expansion of the cost-function at the newly updated solution
L(x+ t)






where the higher-order terms were truncated. Since the goal is cost-function minimisation,
it can be done by finding t for which cost-function derivative is zero
d
dt





t = 0. (4.6)
Solving for the step size gives the gradient descent update rule
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The search direction towards the global optimum can be computed by taking first and second
order cost-function derivatives with respect to x.






, which contains all partial derivative pairs. For example, x is a 2D array,
then the first order derivative will be an N × N matrix and the Hessian will be an N × N
matrix where each entry is an N × N matrix itself. Storage of the Hessian requires huge
amounts of memory (especially for GPU calculations) and calculation of the inverse is a
resource-intensive process. Due to these reason, most applications neglect the structure of
the Hessian matrix and assume it to be an identity matrix. The first order gradient is used to
compute the search directions, giving the following gradient descent update rule:
x′ = x− α∂L(x)
∂x
, (4.8)
where a scalar quantity α was introduced to control the step size. The assumption that the
Hessian matrix is equal to the identity matrix is justified only for convex functions, where
second order gradients are constants (e.g., second order gradient of a convex parabola is a
constant function). In such case, first-order gradients are sufficient to locate the global min-
ima. Unfortunately, in ptychography or any other inverse problem, the optimisation land-
scape is usually non-convex, making removal of the Hessian hard to justify. Nevertheless, in
most non-convex problems, first order methods are used [36].
Quasi second-order optimisation While full computations of the Hessian are expen-
sive, it is possible to approximate it. The quasi Gauss-Newton method in FPM [20] used the
squared Jacobian—rather than the full Hessian—which contains only the diagonal values of
the Hessian (equal to the first order squared derivatives)






The addition of the heuristic scalar regularisation parameter µ to the Hessian approximation,
referred to as the Levenberg-Marquardt method, avoids the problems of indefinite Hessian
matrix [77]. Such formulation of the Hessian is still strongly approximated, but it will be
shown that this approximation is useful for FPM optimisation.
Momentum acceleration An alternative to including a computationally costly Hessian
computation is to complement the first order optimisation with momentum acceleration [78].
Commonly used explanation of momentum is given by the following statement: “gradient
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descent is a man walking down the hill, gradually making progress, whereas momentum is
a heavy ball rolling down the hill which accumulates speed as it goes down-hill” [36, 78].
Mathematically, momentum provides a modified/improved search directionm′(x), based not
only on the current gradient (like in typical gradient descent) but also on the past gradients
x′ = x+m′(x),





If the gradient ofL points towards the correct search direction, the momentum will accelerate
towards the solution. While this works well for problems with relatively smooth optimisation
landscapes, momentum tends to overshoot the solution or oscillate around it since it lacks
“brakes” to stop it.
Adaptive momentum acceleration To improve robustness of the momentum acceler-
ation, adaptive momentum (ADAM) optimiser [35] was proposed 7 years prior to the publi-
cation of this thesis and has already amassed 70,000 citations. Success of the paper reflects






m′(x) = β1m(x) + (1− β1)
∂L(x)
∂x







It was shown that m(x) represents the first moment (mean) and v(x) is the second moment
(variance) of the gradient L′(x). Despite computational simplicity, it will be shown that
ADAM is a powerful optimisation tool in FPM.
Optimisation example An optimisation example of Beale’s function is demonstrated
in Fig. 4.2, which was used to simulate and benchmark various optimisation methods. The
function is commonly used to benchmark optimisation algorithms due to its non-convex na-
ture and difficulties to locate the global minima. The function itself defines a 2D optimisation
landscape
f(x, y) = (1.5− x+ xy)2 + (2.25− x+ xy2)2 + (2.625− x+ xy3)2. (4.12)
In addition to gradient descent, simpler search algorithms are also shown for comparison.
The most basic search algorithm is the random search method where, as the name implies,
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Figure 4.2: Optimisation landscape based on Beale’s model to mimic a non-convex cost-
function. Simulations were performed to benchmark optimisation methods. Only the mo-
mentum based methods were able to reach the global minima, while more primitive opti-
misation methods got stuck in local minima. Adaptive momentum acceleration (ADAM)
was much faster than regular momentum due to dampened oscillations in the wrong search
directions.
the search direction is computed randomly. If taking a step in a random direction results in
function minimisation, the step is taken, otherwise the algorithm tries again. This is similar
to a blind person trying to navigate in space, since the situation can be assessed only after the
step was taken. A more advanced blind algorithm is called grid search, where all possible
step directions on a grid are evaluated. While being similar to random search, grid search
has multiple options to make the right choice.
It is clear from Fig. 4.2 that random search, grid search and gradient descent got stuck in a
local minimum and failed to reach the global solution. Momentum acceleration was able to
successfully locate the global minima, but oscillations can be seen around the optimal path.
Adaptive momentum (ADAM) was able to suppress these oscillations, resulting in a smooth
optimisation path. Compared to the rest, ADAM reached the global optimum fastest with
the smallest deviations from the shortest possible path. Superior convergence properties of
ADAM will also be demonstrated in FPM.
Cost-function construction In all of the previous optimisation methods, search direc-
tions were based on the cost-function gradients. As a result, the cost-function construction
itself will have a strong influence on the optimisation convergence properties. Generally, we
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can define any optimisation problem in a matrix form
Ax = b, (4.13)
where x are the missing parameters, b are the experimental measurements and matrix A is
some general mapping/transformation of the initial parameters. In imaging, A can repre-
sent an image formation model producing a low resolution measurement b of the sample x.
To recover the actual sample function x, it can be done by minimising some distance d(·)
between the model and the data
L(x) = d (Ax,b) . (4.14)















The most commonly used ones are the L1-norm (sum of absolute values) and the squared
L2-norm (sum of squared values). L2-norm is a metric in Euclidean space (the shortest
path between points in Euclidean space) whereas L1-norm is the “taxi-cab” distance. It is
preferable to use L2-norm since it enables analytical derivation of the cost-functions (this is
more complicated with L1-norm) and the solution is unique (there is only one shortest path
between points in Euclidean space using L2-norm, while there are many satisfying L1-norm).
If L2-norm is used, then cost-function optimisation becomes a least-squares problem
L(x) = ||Ax− b||22 =
∑
i
|Axi − bi|2. (4.15)
Unfortunately, such cost-function formulation can be unstable in the presence of noise and
regularisation should be used to avoid optimisation divergence.
Cost-function regularisation To improve optimisation convergence, a regularisation
term can be added within the cost-function. Most commonly used is Tikhonov regularisa-
tion [79]
L(x) = ||Ax− b||22 + ||Γx||
2
2 , (4.16)
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where Γ is the Tikhonov matrix. By modelling matrix Γ various constraints can be intro-
duced into the cost-function as will be shown in the following sections. For example, if
Γ = I (identity matrix), then the cost-function will be minimised when two conditions are
satisfied: reconstructed x matches the assumed model (||Ax− b||22 term) and x is relatively
small (||x||22 term) which avoids algorithmic instabilities. Another commonly used formula-
tion is [79]
L(x) = ||Ax− b||22 + Γ ||x− x0||
2
2 , (4.17)
where x0 is the desired solution. In such case, the cost-function will ensure that updates x
remain close to the desired/expected result x0. Cost-function regularisation will be critical
to FPM reconstruction.
4.4 Fourier ptychographic optimisation
It was mentioned in Sec. 4.2 that phase retrieval can be cast as an optimisation problem,
where the goal is to minimise the difference between measurements (captured intensity im-
ages) and the forward FPM model (estimated intensity images) for a given illumination angle
Li =
∣∣∣∣Ii(r)− |F {P (k)Oi,c(k)}|2∣∣∣∣22 . (4.18)
The shifted sample spectrum O(k − ki − kc) was written as Oi,c(k) to simplify notation
throughout this chapter. Since we will have more than a single measurement i, the full











∣∣∣∣Ii(r)− |F {P (k)Oi,c(k)}|2∣∣∣∣22 . (4.19)
To obtain updated values of O(k) and P (k) all we have to do is to minimize the cost-
functions Li, but this can be done in several ways. One approach is to use a family of
“sequential” optimisation algorithms, where the object and pupil functions are updated after
each minimisation of Li for a given measurement [11, 20]. During “global” optimisation,
the object and pupils functions are updated in a single step based on the optimisation results
from all of the measurements [11, 20]. Both sequential and global methods have to perform
the same number of cost-function optimisation tasks, the main difference being whether the
solutions are incorporated as soon as they are available (sequential) or in batches (global).
Sequential algorithms are most commonly associated with the ptychographic iterative engine
(PIE) family of algorithms (PIE [29], ePIE [31], mPIE [30], rPIE [30]) or the quasi-Newton
method [20] — most of which will be described in Sec. 4.6. Compared to global optimisation
methods such as difference map (DM) [80, 22], PhaseLift [81], relaxed average alternating
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reflections (RAAR) [82] or alternating direction method (ADM) [83], it was shown that both
sequential and global algorithms perform equally well [11, 20]. However, if model mismatch
errors (e.g., data misalignment) are present, then sequential methods tend to outperform
global ones in FPM [20], which is why only sequential optimisation will be considered
within this thesis. Furthermore, rather than referring to Eqn. 4.19 we will only consider the
minimisation and construction of cost-functions for a single measurement as in Eqn. 4.18.
Finally, rather than minimising Eqn. 4.18 directly, it is easier to split the problem into two op-
timisation sub-tasks: optimisation within the spatial domain followed by an optimisation in
the Fourier domain. Each sub-task will not only have an individually tailored cost-function,
but also can be optimised in different ways. In both spatial and Fourier domains, an object
called the exit wave can be constructed. In Fourier domain it will be defined as a low-pass
filtered sample spectrum:
ψi(k) = P (k)Oi,c(k). (4.20)
In spatial domain, the exit wave will be equal to the propagated exit wave from Fourier
domain (or any other appropriate propagator if necessary):
Ψi(r) = F {ψi(k)} . (4.21)
Intensity of the exit wave in the spatial domain can be defined as:
Iei (r) = |Ψi(r)|2. (4.22)
Based on the image formation model, Iei (r) must be as close as possible to the measured
intensity Ii(r), which will be referred to as spatial domain consistency constraint. Such
consistency constraint enables a cost-function to be constructed and minimised to calculate
updated exit waves Ψ ′i(r). The unitary property of the propagator guarantees that the optimal
solution of the exit wave in the spatial domain Ψ ′i(r) will also be the optimal solution in
Fourier domain ψ′i(k) [21]. The Fourier domain consistency constraint is based on the fact
that the reconstructed spectrumOi,c(k) must be bounded by the pupil function P (k). Usually
the pupil function will not be known and must be reconstructed together with O(k).
By satisfying both consistency constraints in Fourier and spatial domains, both sub-optimisation
problems can be summarised as follows:
• Spatial domain optimisation. Minimise the difference between captured Ii(r) and
expected Iei (r) intensities, to obtain the updated exit wave Ψ
′
i(r).
• Fourier domain optimisation. Minimise the difference between low-pass filtered
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spectrum P (k)Oi,c(k) and exit wave ψ′i(k), to obtain the updated spectrum and pupil
functions P (k)′, O(k)′.
4.5 Spatial domain optimisation
Any optimisation problem begins with a cost-function formulation. In the spatial domain
two similar formulations can be used







Using maximum-likelihood-estimation methods it has been shown [18, 19, 20, 21] that an
amplitude-based cost function performs better in the presence of Poisson noise, which will
dominate in images captured with highly illumination angles. Using exit-wave notation, the









The exit wave can be updated iteratively using first order gradient descent (see Appendix A.2
for details)








This expression is the classic detector support constraint used in conventional iterative phase
retrieval [15, 17], ptychography [11], and FPM [8, 12, 48]. While the support constraint is a
result of cost-function optimisation, it could also be obtained by intuitive ad hoc arguments
to ensure that the reconstructed amplitude is the same as the experimental measurements.
Note that more complicated cost-function formulations could be derived using maximum-
likelihood estimation methods [18, 19, 20, 21].
4.6 Fourier domain optimisation
Once the exit wave is updated in the spatial domain, it will be propagated to the Fourier
domain by ψ′i(k) = F−1 {Ψ ′i(r)} (or other appropriate propagator instead of F {·}). Op-
timisation in the Fourier domain aims at minimising the difference between the expected
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low-pass-filtered spectrum and ψ′i(k) using the following cost-function
Lk = ||P (k)Oi,c(k)− ψ′i(k)||
2
2 . (4.25)
This formulation considers Oi,c(k) and P (k) as separate physical quantities, hence, their
search directions are mutually orthogonal [19, 21], enabling two separate updates for a given
illumination angle i.
Depending on the optimisation method used, various update rules—referred to as the recon-
struction engines—for O and P can be derived. In this section, second-order quasi-Newton
engine [29, 63, 20] will be derived, which is commonly used in FPM and will also be the en-
gine of choice within this thesis. In conventional ptychography, commonly used engines such
as ePIE or mPIE [31, 30] are typically derived using first-order methods, where the ill-posed
nature of ptychography is alleviated through cost-function regularisation. Connections will
be made between first-order and second-order methods to motivate the introduction of better
optimisation methods. Comparison between all of them will be performed in Sec. 4.10.1 to
justify the inclusion of yet another engine.
4.6.1 Second-order, quasi-Newton engine
As the name implies, the search direction will be computed using second-order gradient de-
scent, which is more accurate compared to first-order methods. The term “quasi” refers to
Hessian matrix approximation by a Jacobian matrix, which reduces computational complex-
ity. The quasi-second-order update rules have been derived in Eqn. 4.9, and can be used to
update O(k) and P (k):


















Here α is the step-size controlling the magnitude of the gradient direction and δ refers to
Levenberg-Marquardt regularisation to avoid the problems of indefinite Hessian matrix [77,
20, 21]. Using the cost-function from Eqn. 4.25, search directions can be obtained by com-
puting the partial derivatives
∂Lk
∂O∗i,c(k)
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producing the following update rule
O′i,c(k) = Oi,c(k)+α
P ∗(k)(ψ′i(k)− P (k)Oi,c(k))
|P (k)|2 + δ
. (4.28)
To improve robustness, the step-size α is replaced by α |P (k)|
max(|P (k)|) [20, 63] such that larger
steps are taken when P is close to the maximum value (i.e., the signal is high). Using
modified α and applying the same principles to derive updates of P , the quasi-Newton engine





|P (k)|2 + δ
∆







with ∆ = ψ′i(k) − P (k)Oi,c(k). While the quasi-Newton engine is widely used for FPM,
the derivation is based on a non-rigorous Hessian approximation together with ad hoc step
size inclusion. In the next section, it will be demonstrated that the quasi-Newton engine can
be derived as a first-order method from a regularised cost-function. In doing so, it will be
explained why this engine performs so well in FPM compared to others.
4.6.2 First-order, regularised engines
To improve convergence, cost-function regularisation can be used. One commonly used reg-
ularisation is to ensure that steps between current and updated objects are not too large [30,
37]
Lk,O =
∣∣∣∣P (k)O′i,c(k)− ψ′i(k)∣∣∣∣22 + ΓO ∣∣∣∣O′i,c(k)−Oi,c(k)∣∣∣∣22
Lk,P = ||P ′(k)Oi,c(k)− ψ′i(k)||
2
2 + ΓP ||P
′(k)− P (k)||22 ,
(4.30)
where matrix Γ defines the strength of regularisation and is applied by an element-wise
multiplication of each pixel. Based on the choice of regularisation matrix Γ , various con-
straints/conditions can be imposed to stabilize the optimisation. Using first-order optimisa-
tion, the following update rules can be obtained (see Appendix A.3 for derivation)
O′i,c(k) = Oi,c(k) +
P ∗(k)
|P (k)|2 + ΓO
∆





with ∆ = ψ′i(k)− P (k)Oi,c(k). What remains is to define the penalisation function Γ .
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Γ = 0 In such case, the regularisation term will be eliminated, resulting in the following
update rule




For small values in the denominator (low signal intensity) the steps sizes will become large,
quickly diverging from a solution. Hence, non-regularised cost-function optimisation is un-
stable using first order methods.
Γ = δ This penalisation term states that each object update must be regularised by the
same step-size δ, giving
O′i,c(k) = Oi,c(k) +
P ∗(k)
|P (k)|2 + δ
∆. (4.33)
Surprisingly, the update rule is equivalent to the second-order quasi-Newton engine in Eqn. 4.28,
which seems to suggest that once the Hessian was approximated by a Jacobian matrix, the
engine should no longer be refereed to as “second-order”. However, in Eqn. 4.33 there is no
step-size which could be controlled. In Eqn. 4.29 a heuristic scaling factor α |P (k)|
max(|P (k)|) was
added to penalize low-intensity signals which are likely to be noisier. It will be shown that




max (|P (k)|2)− |P (k)|2 With this penalisation the regu-
larisation term will approach zero when the object is close to the
maximum value (see Fig. 4.3). This means that for data with good
signal-to-noise ratio, regularisation is not essential and larger step
sizes can be taken. When the signal-to-noise ratio is low, Γ will
increase the amount of regularisation resulting in severely reduced
step-sizes. Such regularisation is commonly used in ptychography
and is referred to as the extended ptychographic iterative engine
(ePIE) [31, 30]:




The same principles used to arrive at Eqn. 4.34 can be used for pupil updates as well, giving
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Compared to Γ = 0, the denominator in this case is stable since it never goes to zero. How-
ever, what makes this engine a success in ptychography, unfortunately, makes it sub-optimal
for Fourier ptychography: object reconstruction in the Fourier domain spans a wide-range of
frequencies, hence the pupils will be penalised heavily if the reconstructed spectrum deviates
from the maximum frequency max (|O(k)|2) (DC term). As a result, such regularisation will







|P (k)|+ δ|P (k)|
)
− |P (k)|2 This formula-
tion of Γ enables mid-range values to be penalised less (see
Fig. 4.4) compared to ePIE (see Fig. 4.3). Therefore, it is more
suitable for object reconstruction spanning a wide-dynamic range,
since values further away from the maximum will not be penalised
severely. Object updates using this Γ are exactly the same to
the quasi-Newton formulation (with a weighted step-size) from
Eqn. 4.29:




|P (k)|2 + δ
∆. (4.36)
Surprisingly, these object updates are also identical to the original (first) ptychographic iter-
ative engine (PIE) [29, 30].
Γ = α (max (|P (k)|2)− |P (k)|2) So far we have shown that despite similar appearance,
all of the update rules presented in this section have specific properties such as being suit-
able for wider dynamic range imaging (qNewton) or larger noise suppression (ePIE). Rather
than using a specific engine for a given application, an attempt has been made to introduce
generalized update rule called the regularized PIE (rPIE) [30]. For completeness, the rPIE
update can be formulated using the proposed penalisation function Γ
O′i,c(k) = Oi,c(k) +
P ∗(k)∆
(1− α)|P (k)|2 − αmax (|P (k)|2)
, (4.37)
Generalization comes as a result of the scalar quantity α, which can be tuned to get the
desired engine properties. For example, α = 0 would yield updates from Eqn. 4.32 while
α = 1 would yield the ePIE updates from Eqn. 4.34.
4.6.3 Which engine to use?
Algorithmic preference for PIE or ePIE can be reduced to different experimental implemen-
tations of both ptychographic techniques. In FPM, the high illumination angles produce
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darkfield images which have a reduced signal-to-noise ratio compared to brightfield images
from lower illumination angles. Nevertheless, darkfield images should not be mistaken with
noisy images (despite the seemingly similar appearance) because they contain crucial in-
formation required for smallest sample feature reconstruction. Once converted to Fourier
domain, darkfield and brightfield images will span a disproportionately different frequency
range, requiring PIE engine to be used. In ptychography, the illuminating beam is always
aligned with the detector, resulting in images with identical signal-to-noise ratio. In such
case, if intensity is significantly reduced in some areas, it is likely caused by low-intensity
signal and can be excluded. Unfortunately, if these arguments are correct, then the price
for using PIE (or quasi-Newton) is that of lesser noise penalisation. Hence, quasi-Newton
should be sub-par to ePIE when noise is a problem.
As a brief reminder, in FPM the reconstructed object O(k) is in the Fourier domain whereas
in ptychography O(r) is in the spatial domain. While the contents of both objects O are
significantly different, the pupil P (k) in FPM and the illuminating probe in ptychography
P (r) are very much alike. Both objects P exhibit similar properties in terms of scene
content, intensity range, etc. If that is the case, then, arguably, ePIE regularisation Γ =
1
α







− |Oi,c(k)|2 should be used for the frequency spec-
trum. In other words, a combination of PIE and ePIE could possibly provide better conver-
gence in some cases than PIE alone.
4.7 Iterative reconstruction framework
So far it was shown how to perform optimisation in spatial and Fourier domains. Computa-
tion of iterative updates in both domains will form the Fourier ptychographic reconstruction
framework (simply referred to as ”reconstruction”). The goal of FPM reconstruction is syn-
thesis of all experimental measurements in the Fourier domain to reconstruct the full-field
frequency spectrum O(k), such that the high-resolution object o(r) can be obtained via a
propagation from Fourier to spatial domain o(r) = F−1 {O(k)}. In most cases the pupil
function P (k) will also be recovered since it is not known a priori. This section will show
how all of the measurements and constraints must be combined together, while Fig. 4.5 and
Alg. 1 will be used as a reference.
Initialisation Reconstruction starts from an estimate of the object and pupil function.
While it is possible to start the reconstruction from randomly initialised arrays it is con-
sidered sub-optimal since the closer one is to the global minima, the faster/better the con-
vergence will be. Raw intensity measurements can provide a good initial estimate of the
4.7. Iterative reconstruction framework 65
Figure 4.5: Iterative ptychographic phase retrieval from multiple measurements, all of which
are jointly optimised and combined coherently to increase the frequency area. In doing so,
the wide-band Fourier space can be transformed into the spatial domain, resulting in a wide-
field, high-resolution reconstructed image. Any propagator can be used instead of a Fourier
transform. Steps 1-5 are defined in Alg. 1.
object being reconstructed, because experimental images contain important low-frequency
information. Hence, taking the mean intensity of the captured image stack is a good starting
point. Since reconstruction is performed in the Fourier domain, the initial frequency spec-
trum estimate will be obtained by Fourier transforming the high-resolution spatial domain
estimate. To initialize the pupil function P (k), the coherent transfer function (computed as a
binary circular aperture) will provide a good estimate. If aberrations are known from optical
modelling (e.g., using optical ray tracing software or from previous reconstructions) they can
be used instead for initialisation.
Since P (k) represents the optical transfer function of the imaging system, its dimensions on
a computer will be the same as those of the raw images. On the other hand, the reconstructed
spectrum O(k) dimensions will be significantly larger since it must accommodate all the
experimental measurements during ptychographic synthesis (see 4.5). The actual size will
depend on the number of experimental measurements and their overlap. Typically, O(k)
dimensions will be at least 2-3 times larger than raw images or P (k). The simplest method
to expand dimensions of initialised O(k) is to simply pad the Fourier domain.
K-space sampling vectors The k-space sampling vectors for each illumination ki must
be computed from Eqn. 3.37. At this step, calibration of misaligned illumination k-vectors
should be performed based on the algorithm introduced in Sec. 5.3. This will ensure that
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Algorithm 1 FPM optimisation framework
1: Initialize: O(k), P (k), ki, kc
2: for jth iteration do
3: for ith illumination do
4: Create a cropped and shifted spectrum: Ocrop(k) = Oi,c(k)
5: Compute estimated exit wave: ψi(k) = Ocrop(k)P (k)
6: Propagate to spatial domain: Ψi(r) = F {ψi(k)}




8: Propagate to Fourier domain: ψ′i(k) = F−1 {Ψ ′i(r)}
9: Fourier domain optimisation: O′crop(k), P
′(k)





any experimental errors due to poor alignment are minimised during iterative reconstruction.
Lastly, one must select the order in which the illuminations will be synthesised. In conven-
tional ptychography random order is preferred within each iteration, which helps to avoid
stagnation in local minima. However, unlike ptychography where all measurements have the
same signal-to-noise ratio, in FPM images captured with highly angular illumination will
have lower signal-to-noise ratio. Hence, it is crucial for FPM reconstruction to start iterating
from the lowest illumination angles and finishing with the highest.
Iterative reconstruction Updates for the object and the pupil are computed iteratively,
either for a desired number of iterations or till the algorithm converges to a solution. Within
a given iteration, either all or a sub-set of illumination angles are used to update O(k) and
P (k). The updates themselves are performed in two domains: one in the spatial domain to
calculate Eqn. 4.24 and another in the Fourier domain to calculate Eqn. 4.29 (or with another
reconstruction engine). How to link both optimisation problems together will be shown in
the following paragraphs. Whether reconstruction begins from the spatial domain or Fourier
domain is arbitrary.
Exit wave computation The first step is to compute the estimated exit wave ψi =
Oi,c(k)P (k) for a given illumination angle i. Since Oi,c(k) will have larger dimensions (due
to upsampling) compared to P (k), a decision has to be made how to perform the multipli-
cation. Rather than upsampling P (k), it is much more computationally efficient to perform
computations using the cropped spectrum Ocrop(k). The cropping is done to match the pupil
dimensions at the k-space position k − ki,c . Once the exit wave ψi(k) = Ocrop(k)P (k) is
computed, it will be propagated to the spatial domain via Ψi(r) = F {ψi(k)}.
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Spatial domain optimisation At this point experimental measurements are used to up-
date the exit wave based on the update derived in Eqn. 4.24





Once updated the exit wave is propagated back to the Fourier domain usingψ′i(k) = F−1 {Ψ ′i(r)}.
It should be noted that various more complicated detector updates could be used at this point
rather than the one derived in this thesis.
Fourier domain optimisation In the Fourier domain, optimisation is performed by up-
dating O′crop(k) and P
′(k) using one of the ptychographic reconstruction engines. While
there are various engines in the literature, the quasi-Newton engine will be used here as an





|P (k)|2 + δ
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The cropped object is then used to update the full-field spectrum O(k) at a location defined
by k − ki,c. Afterwards, all of the previously introduced steps are performed for each illu-
mination angle i and a given iteration number j.
Error calculation To understand how well the reconstruction is progressing, it is useful
to have a quantitative error metric. If the error stops changing between consecutive iterations,
then it would imply that the algorithm either converged or got stuck in a local minimum. The
error can be computed as the absolute difference between experimental and reconstructed
intensity images Ii and Iei respectively, for a given illumination angle i. If the object spectrum
and the pupil are correctly recovered, then their combination should produce intensity images







where for each measurement, error Ei is normalised with respect to the total image stack
intensity
∑
i Ii(r). Once errors for each illumination angle are obtained, the total detector
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This metric will be used as a reconstruction performance metric.
4.8 Momentum accelerated reconstruction
Momentum acceleration can be used to complement the optimisation of a given engine, pro-
viding a further improvement of the convergence speed. This way object updating becomes
a two step-process, where a reconstruction engine is used to compute intermediate updates
P ′′(k) and O′′i,c(k) followed by a momentum acceleration step





HereM(k) defines a new search direction, proportional to the gradient between current and
past object updates P (k) and Oi,c(k)






Basic momentum In ptychography, the commonly used momentum accelerated engine
mPIE [30] is based on momentum definition from Eqn. 4.10
M(k) = m′(k) = βm(k) +G(k) (4.44)
where momentum update m′ is based on the past momentum updates m. Constant β defines
how heavily past momentum terms should influence momentum acceleration.
Adaptive momentum (ADAM) An improvement over conventional momentum is pro-




m′(k) = βmm(k) + (1− βm)G(k)
v′(k) = βvv(k) + (1− βv)|G(k)|2.
(4.45)
In this case, the basic momentum is dampened “adaptively” by the term v(k), which includes
the absolute value of the squared gradient. Since
√
v(k) is a matrix, each pixel is supposed
to be appropriately weighted, but in FPM and ptychography, such formulation is unstable.
The main source of instability is the presence of noise and near-zero values. The preferred
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m′(k) = βmm(k) + (1− βm)G(k)
v′(k) = βvv(k) + (1− βv) ||G(k)||22
(4.46)
In doing so, scaling of each momentum pixel is done by a single scalar value. Typical values
for the momentum scaling constants are set to βm = 0.5 and βv = 0.5. The use of the
L2-norm of the gradient is based on an ad hoc formulation, which works well in practice, as
will be shown in Sec. 4.10.1.
Momentum accelerated Quasi-Newton engine An improved reconstruction engine
called mqNewton can be introduced as a combination of the quasi-Newton engine (qNewton)
with adaptive momentum (ADAM). Here, updates produced by the qNewton engine from
Eqn. 4.29 will be further accelerated by the adaptive momentum term m√
v
from Eqn. 4.46:






















Because momentum uses intermediate object updates O′′i,c(k) and P
′′(k) to compute the
gradients, two sequential steps are required. It will be shown in Sec. 4.10.1 that qNewton
engine provides superior performance compared others.
4.9 Optimisation “Tips and tricks”
In FPM, pupil and object spectrum are updated simultaneously within each iteration and
are used to update each other, as illustrated in Fig. 4.5. If either the object or the pupil
diverge from the optimal solution during iterative reconstruction, then all of the objects being
reconstructed will diverge due to mutual co-dependence. This is especially true when dealing
with highly aberrated and noisy data, because the initial object/pupil estimates are not known.
If the starting point is too far from the optimal solution, then it is possible that the algorithm
will not be able to proceed.
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4.9.1 Warm restarts
One approach to avoid stagnation is to re-initialize some of the objects after several itera-
tions. In optimisation, such a concept is formerly known as a “warm restart”, where the
optimisation is scheduled to re-initialize some of the parameters. Counter-intuitively, warm
restarts have been shown to not only increase robustness, but also decrease the iteration num-
ber required to reach the global minima [84]. Warm restarts work extremely well in FPM
when neither the spectrum nor the pupil are known, especially in noisy or highly aberrated
conditions.
Most of the time, both the object and the pupil will be reconstructed in parallel. Since both
of their solutions are mutually dependent, if one starts to deviate from the optimum, then the
other can try to compensate. After several iterations the algorithm can get stuck in a local
minimum, with partially reconstructed spectrum and pupil. If one of them is re-initialised,
the reconstruction starts with a vastly improved estimate. In the worst case, the warm restart
will increase the reconstruction time if an otherwise stable reconstruction was interrupted
prematurely. However, it is typically worth to schedule one or two warm restarts during
reconstruction to ensure a robust algorithmic convergence. It will be shown in Sec. 4.10 that
Vladimir Lenin was correct by saying “It is sometimes necessary to take one step backward
to take two steps forward” [85].
4.9.2 Adaptive optimisation
A very useful trick in FPM and ptychography is using two subsequent reconstructions for er-
ror removal. For example, if the updated spectrum Ou(k) is translated slightly with respect
to the non-updated spectrum O(k), then it is likely that translational t errors are present
between the model and experimental data. To calculate misplacement between two consec-
utive reconstructions, algorithms such as cross-correlation [86] can be used [25, 26, 87, 45].
Model-mismatch errors can also be corrected by using spatial rather than Fourier domain
information. By analysing differences between experimental images Ii(r) and reconstructed
intensity estimates Iei (r), experimental errors can be computed. One of the biggest and ever-
present error sources is noise.
Typically, noise (together with the signal) is attenuated during data pre-processing, but know-
ing the exact amount of noise is difficult, especially when it changes with the photon flux
(each illumination angle has different noise conditions). Fortunately, a computationally ef-
ficient trick is to perform adaptive denoising during iterative reconstruction. The proposed
idea of noise estimation is similar to the one in [88], where a 2D noise matrix is estimated
using Iei (r) and Ii(r). However, it requires fine-tuning of a threshold to distinguish between
noise and signal in the recovered 2D noise matrix. Instead, the proposed method in Eqn. 4.48
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is fully automatic and requires no user input. The adaptive denoising strategy proposed in






Afterwards, a noise attenuation step is performed during spatial domain optimisation in
Eqn. 4.24:







The function clip refers to clipping of negative values and setting them to 0, to ensure that
intensities remain positive.
4.9.3 Expanding search space
Lastly, machine/deep learning algorithms are used on small subsets of the data (called batches),
rather than full datasets. This is done not only to limited computational resources, but also
to improve convergence [89]. The use of batches is similar to what Fienup referred to as
“sneaking up” onto the solution [15], by reconstructing lower-order data first before moving
to high-orders. As an example, in wavefront sensing it can be better to reconstruct lower
Zernike polynomials first, and use them as initial estimates for higher order recovery. Inclu-
sion of progressively higher orders to the iterative reconstruction algorithm will be referred
to as an “expanding search space” method.
Search space expansion is particularly suitable for FPM where a mixture of brightfield and
darkfield images is captured, where darkfield (high-frequency) images will have significantly
lower signal-to-noise ratio, compared to brightfield images (low-frequencies). Hence, with
increasingly larger illumination angles, it is expected for image noise to increase. Further-
more, in FPM the number of darkfield images is typically significantly larger than brightfield.
To avoid adding too much noisy data at once, it is desirable to use the best data available first
(brightfield images), followed by inclusion of progressively more noisy measurements (dark-
field images). The expanding search space technique works well because higher-order recov-
ery begins with a good initial estimate, starting much closer to the global minima. Similar
methods have been used in FPM. E.g., in [10] differential-phase-contrast was used to recon-
struct a low-resolution phase of a weakly scattering sample prior to FPM reconstruction. In
Sec. 4.10, we will demonstrate significant improvements compared to basic reconstruction.
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Figure 4.6: Simulated data of a Siemens Star resolution target with 49 illumination angles
(a) and 441 illumination angles (b), each enabling different resolution improvements as a
result of FPM reconstruction. Simulated pupils were highly aberrated, resulting in severely
distorted raw simulated data (averaged image stacks are shown)
4.10 Validation of optimisation methods
Here, we will validate the discussed reconstruction engines, methods and optimisation “tricks”
using simulated data. A Siemens Star target will be used as the simulation sample, since the
arrangement of spokes requires all of the frequencies to be reconstructed well. For a given
illumination angle, each image was simulated using steps described in Sec. A.5.2. Detector
area was assumed to be 128× 128 pixels and the optical design parameters of an actual pro-
totype from Ch. 8 were used. To mimic real-world experimental conditions, Poisson noise
and minor LED intensity fluctuations (up to 10%) were added. Lastly, severe aberrations
were added to make reconstructions more challenging (see Fig. 4.6).
For reconstruction engine and adaptive denoising, a small dataset consisting of 49 images
was simulated. However, to test the need of warm restarts and expanding search space, a
much larger optimisation space is required. The main reason for that being, the noise and
aberrations become more problematic when signal-to-noise ratio of an image is reduced,
which is especially prominent for high illumination angles. Therefore, for validation of
these optimisation methods, the number of illuminations was increased to 441. It should
be noted that such a number of images is not uncommon in real-world experiments. To
test warm restarts, expanding search space and adaptive denoising, the conventional quasi-
Newton engine was used to perform the reconstructions without the addition of momentum.
This choice was made on purpose because after re-initialisation or search space expansion,
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Figure 4.7: (a) Engine analysis of: (a1) (unstable) qNewton with ADAM, (a2) qNewton with
ADAM, (a3) qNewton with momentum, (a4) qNewton, (a5) mPIE, (a6) ePIE. (b) shows it-
erative convergence of each engine. The unstable ADAM implementation was shown as an
example that significant convergence speed is possible if robustness issues can be addressed.
Overall, the proposed implementation of qNewton with ADAM is superior compared to
others. Compared to typical ePIE engine in ptychography, qNewton provides superior re-
construction quality, because its regularisation is more suitable for experimental conditions
in microscopy.
the algorithm tends to rapidly converge to a solution. Hence, to avoid suspicion that this
sudden convergence is a result of momentum, it was not used.
In Fig. 4.6(a) and Fig. 4.6(b), the ideal object refers to the simulated spokes target in the
sample plane. An ideal reconstruction object was produced by filtering the Fourier domain
of the simulated object. Filter area was equivalent to the combined Fourier domain coverage
of all illumination angles. Since more illumination angles were used for image simulation
in Fig. 4.6(b), the expected reconstruction resolution is significantly higher compared to
Fig. 4.6(a). Simulated raw data refers to the averaged image stack of all illumination angles,
in which severe distortions are seen due to pupil aberrations.
4.10.1 Engine comparison
For the engine comparison and the remaining reconstructions throughout the thesis, engine
parameters were set as α = 1 and δ = 1. While α is commonly referred to as the step-
size, the engine formulation itself defines the step-size and search direction. For example,
all reconstruction engines take the form
O′i,c(k) = Oi,c(k) + αU∆, (4.50)
where U of each engine provides the “scaling” (similar to α) of the estimated and updated
exit wave difference ∆. Hence, having the tunable parameters equal to unity allows the en-
gines to operate in their “natural”, unaltered form for a fair comparison. However, setting
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Figure 4.8: (a) Reconstructed objects and pupils indicate that expanding search space and
warm restart methods provide vastly improved reconstruction quality, compared to basic
FPM reconstruction. Based on convergence plots in (b) both optimisation methods were
executed midway during reconstruction. As a result of re-initialisation and expansion, re-
constructions started further away from the local minima, but was able to rapidly converge
beyond the stagnation point and reach global minima.
momentum acceleration parameters βm and βv to unity would switch-off momentum updat-
ing (see Eqn. 4.46). Instead, having βm = 0.5 and βv = 0.5 is the middle ground between
aggressive or passive momentum updates. Unlike conventional update rules, the momentum
step-sizes were dampened by αm = 0.25 to avoid overshooting the solution. Lastly, using
α = 1 makes the rPIE engine equivalent to ePIE (see Sec. 4.6.2), which is why rPIE will not
feature in the comparison.
Results in Fig. 4.7 justify the inclusion of yet another reconstruction engine (mqNewton from
Sec. 4.46), because the use of adaptive momentum dramatically improves reconstruction per-
formance compared to other widely used engines. Moreover, convergence of quasi-Newton
is much better than ePIE, corroborating the discussion of Sec. 4.6.2 on regularisation used in
ePIE being insufficient for FPM. There are two adaptive momentum implementations shown
in Fig. 4.7: the one referred to as “unstable” uses the formulation of ADAM from Eqn. 4.45,
while the other uses the proposed formulation from Eqn. 4.46. While the “unstable” imple-
mentation of ADAM offers near instantaneous convergence, it tends to be unstable, espe-
cially for experimental data reconstruction. Nevertheless, it seems that a better formulation
of ADAM is possible.
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4.10.2 Validation of warm restarts
Here, we consider two simulations, namely with and without warm restarts. Without warm
restarts, the basic reconstruction was left unaltered for the whole duration, whereas recon-
struction with warm restarts had the spectrum re-initialised midway (at the 50 iterations
mark). Based on Fig. 4.8(a,b), basic FPM reconstruction stagnated in a local minimum for
the full duration of 100 iterations, whereas with warm restarts, the solution “climbed” out of
the local minima and rapidly converged to the optimal one. Once the object spectrum was
re-initialised, poorly reconstructed aberrations provided sufficiently good initial estimate,
enabling rapid convergence.
4.10.3 Validation of expanding search space
Expanding search space method began with initialisation of the reconstruction using only
49 images. Once improved, object and pupil estimates were obtained after 50 iterations, the
remaining reconstruction was performed using all 441 images. In doing so, the algorithm
was able to rapidly converge to a global minimum, resulting in high-resolution spoke target
reconstruction together with pupil aberrations shown in Fig. 4.8(a). Like warm restarts, the
expanding search method demonstrates dramatic convergence improvement midway during
reconstruction, see Fig. 4.8(b). While the use of more images should improve convergence
(due to inclusion of more data), it is not necessarily the case in FPM, since high-illumination
angles are difficult to reconstruct: most of the images have poor signal-to-noise ration and
can quickly compromise reconstruction convergence.
4.10.4 Validation of adaptive denoising
The proposed adaptive denoising strategy is computationally efficient and will be used through-
out this thesis by default. An example of adaptive denoising effectiveness is shown in
Fig. 4.9, where simulated data was contaminated with zero-mean Gaussian noise (at most
0.05% of maximum signal intensity). Simulated object, pupil aberrations, and expected re-
construction quality can be seen in Fig. 4.6(a). When noise was added to raw images, the
algorithm struggled to converge (Fig. 4.9(a)), despite using the same experimental data and
reconstruction methods from Sec. 4.10.1, where reconstructions converged well. The noise
caused the reconstruction to stagnate in a local minimum ((Fig. 4.9(b)). Fortunately, adap-
tive denoising mitigated the noisy image issues, leading to improved reconstruction quality
and convergence speed. The reason why denoising is essential becomes clear by inspecting
darkfield images in Fig. 4.9(a).
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Figure 4.9: (a) Object reconstructions, performed with and without adaptive denoising, in-
dicate the need for noise removal for data heavily contaminated with noise. (b) Quantitative
error analysis demonstrates dramatically improved convergence when denoising is used.
4.11 Conclusion
In this chapter, FPM reconstruction was posed as an optimisation problem, split into spatial
and Fourier domain cost-function minimisation tasks. Once minimised, analytical expres-
sions for iterative update rules were derived such that a broad-band frequency spectrum could
be synthesised from multiple low-resolution measurements. In Sec. 4.6 Fourier domain re-
construction engines were derived, and I made an attempt to explain why quasi-Newton
(also known as PIE) is the preferred reconstruction engine, compared to others used in con-
ventional ptychography. We also introduced adaptive momentum accelerated quasi-Newton
engine (Sec. 4.8) with superior algorithmic performance. Once spatial and Fourier domain
optimisation was formally introduced, Fourier ptychographic iterative reconstruction frame-
work was defined in Sec. 4.7. Lastly, I introduced various optimisation tricks in Sec. 4.9 to
significantly improve reconstruction convergence. All newly introduced methods were vali-
dated with simulations in the penultimate section. The next step is to apply and extend these
computational strategies for real data processing.
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Chapter 5
Fourier ptychography “in the wild”
A common scenario in FPM of an experiment performed in ideal conditions, followed by
appropriate pre-processing, calibration, and reconstruction of the data. Surprisingly, despite
extreme care taken to ensure the perfect conditions, the reconstruction either fails completely
or the phase of the sample is severely distorted. If a small FOV area is reconstructed instead
(rather than a full-field), the reconstruction quality becomes vastly improved. Such behaviour
is not an exception, but the norm in FPM. Why is that?
The image formation model used in Fourier ptychography assumes spatial-invariance, where
the pupil function is constant and irrespective of field coordinates. Spatial variance, on the
other hand, means that the pupil function will vary across the FOV, breaking assumptions
used within the image formation model. For a sufficiently narrow FOV, the forward model
can be assumed spatially-invariant. Hence, a commonly used method in FPM is the “crop
and reconstruct” introduced in Sec. 5.1. There the FOV is divided into multiple small seg-
ment, each is reconstructed individually, and all individual reconstructions are stitched at
the end. It is possible to rewrite the forward model as a convolution with a spatially vary-
ing impulse-response, but in doing so the computational reconstruction speed would become
impractical. Therefore, reconstruction of small image segments is still the norm in FPM.
However, aberrations become more severe further away from the optical axis, and they can
become large enough to cause a failure of the segmentation-based reconstruction. Fortu-
nately, it is possible to co-ordinate aberration reconstruction, which ensures convergence.
In this chapter, two novel full-field aberration reconstruction methods will be introduced in
Sec. 5.2.
Even if spatial variations in aberration can be assumed constant within the sample FOV, there
will be other effects which become increasingly prominent with FOV area or distance from
the optical axis. Recall, that the sample will contain significant phase curvature due to spher-
ical illumination and Fresnel diffraction (see Sec. 3.1.4). Quadratic phase will be minimal
for small FOV areas (proportional to xs, ys), or when propagation distances approach infinity
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Figure 5.1: (a) Example of the segmentation-based reconstruction framework. Step 1: divide
FOV into small segments. Step 2: reconstruct each FOV segment. Step 3: stitch all recon-
structed segments into a single wide-field, high-resolution image. (b) Geometry required for
full-FOV segmentation-based reconstruction. Each segment represents a “mini-experiment”
with its own unique spatial-frequency sampling k-vectors and pupil function.
(proportional to u and z). I will show in Sec. 5.4, that in practical experiments—even for
extremely small FOV areas—the phase curvature will be visible in the reconstructed images
and must be accounted for. In addition, k-space sampling vectors ki can also appear distorted
due to focal plane curvature, discussed in Sec. 5.3.2. To account for both of these spatially
varying effects, new computational models and correction algorithms will be introduced.
5.1 Segmentation-based FPM reconstruction
In segmentation-based reconstruction, the image FOV is divided into small segments. Each
segment will be slightly displaced with respect to the illumination source, requiring adjust-
ment of frequency sampling vectors. Segments will also be displaced with respect to the lens,
requiring off-axis rather than on-axis FPM forward model. Lastly, each segment will have a
unique pupil function P (k) to account for field-varying aberrations. In principle, each FOV
segment can be regarded as a “mini-experiment” with its own unique aberrations, positions,
and forward model.
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5.1.1 Segmentation-based reconstruction model
Recall that a microscope will capture only a fraction of light diffracted by the sample, given
by the following FPM image formation model from Eqn. 3.39
Ii(r) = |F {P (k)O(k− ki − kc)} |2. (5.1)
Capture of missing diffracted fields can be done in time-sequence by using either angular il-
lumination or aperture scanning to control which frequencies pass the optical system. In both
cases, the captured frequencies represent a subset of the overall sample spectrum translated
by ki and kc with respect to the centre. While the concept of kc was introduced for off-axis
imaging systems, it is also relevant for on-axis imaging, since each FOV segment can be
regarded as an individual off-axis imaging experiment. The geometry shown in Fig. 5.1(b)
demonstrates this principle, where the sample is translated with respect to the illumination
source and also with respect to the lens.
Based on Eqn. 3.37, the k-vectors can be calculated using illumination and lens coordinates















In segmentation-based reconstruction, each FOV segment will be translated with respect to
the sample centre by r(s)t = (xt, yt). Since aperture and illumination positions are also de-
fined with respect to the sample centre, they will appear translated by r(s)t for each individual
segment, resulting in the following k-space vectors
k
(s)
i =ki − k
(s)
t = k
(xi − x(s)t , yi − y
(s)
t )√

















Firstly, dimensions of each segment must be chosen, such that spatially varying effects can
be neglected. In the presence of spatially varying aberrations, segment size should be small
enough that aberrations remain constant, but these dimensions are unknown, unless optical
modelling is performed. If segmentation is done to mitigate issues of partially-coherent
illumination, segment size must be smaller than the spatial coherence length lc, given by Van






where z is the propagation distance and w is the spatial width of the illumination source.
For a typical LED dye (∼ 100µm wide) the coherence length is ∼ 150µm, which is gen-
erally much smaller than the FOV being imaged. For a sensor with 3.45µm pixel size and
magnification of 1.5, the coherence length will be around 50 pixels in the sample plane.
However, FOV segments in FPM are typically larger than 50 pixels. In fact FPM is relatively
insensitive to spatial decoherence which will be explored in Ch. 6. In this thesis, segment
dimensions will be either 128× 128 or 256× 256 pixels to ensure reconstruction robustness.
Once reconstructed, all of the segments have to be combined into a single wide-FOV im-
age. However, each reconstructed segment will typically appear misplaced with respect to
its neighbours and will exhibit amplitude and phase offsets. Such artefacts arise due to am-
biguities of the reconstruction process, since we are solving for both the object spectrum and











which will result in the same minimisation irrespective of what the scalar scaling factor
c is. In FPM, reconstruction ambiguities include amplitude scaling, global phase offsets
and phase-ramps [53]. The latter is especially problematic, since a phase-ramp of the re-
constructed spectrum will result in a translation of the reconstructed amplitude and phase
images. Because of this, neighbouring image tiles need to be carefully aligned with respect
to each other during image stitching. One approach is to segment the FOV into overlapping
segments of around 30-50 pixels and use the overlapping regions of the neighbouring tiles to
perform intensity normalisation and cross-correlation based image alignment [8, 90].
5.1.3 Segmentation-free vs segmentation-based reconstruction
To demonstrate the need for segmentation-based reconstruction, data from a low-cost mi-
croscope was used (see Ch. 7). The prototype utilizes a mobile phone camera lens to re-
duce instrumentation cost, at the expense of highly aberrated images. A FOV area, equal to
1024×1024 pixels (0.8mm×0.8mm), of a lung carcinoma sample was selected for the vali-
dation. Two reconstructions were carried out: with and without FOV segmentation. Without
segmentation, the reconstruction is good at the image centre, but it quickly deteriorates to-
wards the edges based on Fig. 5.2(a). These results indicate that recovered pupil aberrations
can account only for the aberrations at the image centre.
In segmentation-based reconstruction, the FOV was divided into 128 × 128 image seg-
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Figure 5.2: Data from a lung carcinoma sample captured by the low-cost microscope in
chapter 7. (a) Full-field reconstruction assumes spatial-invariance, leading to poor qual-
ity reconstruction at FOV edges. (b) With segmentation-based reconstruction, high-quality
through the whole FOV is maintained due to aberration recovery for each field-segment.
ments, each with its own frequency k-vectors k(s) and pupil aberrations P (k). Compared
to segmentation-free method, good reconstruction quality is obtained throughout the whole
FOV (Fig. 5.2(b)) as a result of spatially varying aberration recovery. Pupil aberrations
change significantly across the FOV area, shown in Fig. 5.2(b), where pupils from each
FOV segment were stacked into a single image for visualization. Aberrations seem to be
radially symmetric around the optical axis and increase in strength with distance from the
centre. Modelling such variations with a single pupil function is not possible, which is why
segmentation-free reconstruction failed.
Unfortunately, pupils at the corners of Fig. 5.2(b) were not recovered well, indicating the re-
construction failed. This can be expected for highly aberrated systems where the reconstruc-
tion is performed with poor initial estimates. Since no prior information about the aberrations
was known, the pupils were initialized as a binary aperture. While segmentation-based re-
construction works well when aberrations are small, additional improvements are needed in
the case of severe aberrations. In the next section, I will introduce methods to account for
spatially varying aberrations.
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5.2 Spatially varying aberrations in FPM
Poor quality optical components suffer from severe optical aberrations, which become even
worse for off-axis imaging systems (where examples of the latter are: increased astigmatism,
coma and distortion) [12, 59, 71]. Robust aberration recovery is also important for wide-FOV
imaging, since aberrations tend to increase with distance from the optical axis [5, 47, 23].
Hence, it is likely that for highly aberrated systems, reconstruction will fail for segments fur-
ther away from the optical axis, where aberrations are the highest. Moreover, segmentation-
based reconstruction fails to consider the field-dependent nature of the optical pupil. If spa-
tial location of the segment can be included into aberration modelling, then it is possible
to increase aberration reconstruction robustness [47]. In this section, I will introduce new
methods for robust full-field aberration recovery.
5.2.1 Neighbour-based pupil initialisation
Reconstruction of highly aberrated wavefronts is a complicated optimisation task. Care is
required to ensure that reconstruction does not get stuck in a local minimum. Fortunately,
reconstruction convergence can be improved with a good initial estimate of the aberrations.
One way is to model them computationally (e.g., using optical ray-tracing software), but such
methods require expertise and expensive software. A better approach is to extract as much
information as possible from available data. Since optical aberrations increase in strength
further away from the optical axis, an intuitive approach would reconstruct aberrations close
to the optical axis, and use them as initial estimates for neighbouring sections. In doing so,
full-field aberrations can be recovered without requiring any a priori information.
The proposed reconstruction method groups FOV segments into concentric shells, illustrated
in Fig. 5.3(a), and reconstructs each shell one at a time. Once one shell is reconstructed, the
next shell can use aberrations from the previous one during initialisation. This method has
proven robust for highly aberrated data as shown in Fig. 5.3(b,c) and for low-cost prototype
data reconstruction in Ch. 7. A drawback of such approach is the limited number of recon-
structions which can be parallelized. Moreover, while initialisation can dramatically improve
convergence, it does not ensure that pupils will be reconstructed in a predictable way, since
no physical knowledge of how aberrations evolve has been included.
5.2.2 Orthogonal pupil relaxation
Although neighbour-based initialisation method works well, they can be further improved
if underlying physics of optical aberrations is taken into account. It is well known that
full-field aberrations can be modelled as a linear combination of several orthogonal basis
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Figure 5.3: (a) Neighbour-based pupil initialisation scheme uses pupils, reconstructed near
the optical axis, as initial estimates for others that are further away. The FOV is subdi-
vided into shells, each shell separated by a distance of one pupil from the next. (b) Typical
segmentation-based reconstruction without pupil initialisation fails at the edges, whereas the
proposed method provides high-quality pupil reconstruction throughout the given FOV.
functions (such as Zernike polynomials) [47, 51]. “How much” each basis vector contributes
to the overall aberration model will depend on the FOV coordinate. It has been demonstrated
in [51] that by reconstructing 13 scalar coefficients, aberration basis across the whole FOV
can be characterized. Since only coefficients are reconstructed, rather than the complete
aberration wavefronts (for each FOV segment), the computational complexity is dramatically
reduced. However, the assumption that only 13 coefficients are required to model full-field
aberrations can be easily broken for a highly-aberrated system.
Here, I will introduce a new method called orthogonal pupil relaxation (OPR) to obtain an
aberration basis without any prior assumptions or models. The technique is an adaptation
of orthogonal probe relaxation from ptychography [52, 54], used to account for slow probe
variations during imaging. Since temporal probe variations (similar to spatial pupil varia-
tions in FPM) violate the assumption of a stationary probe, this has to be accounted for.
To do so, a separate probe is reconstructed for each scan position (equivalent to separate
pupils for each FOV segment). During iterative reconstruction, probes from all scan posi-
tions are projected into a low-dimensionality space, deduced from truncated singular value
decomposition (SVD) [91]. Such truncation provides a low-rank basis which removes un-
necessary/noisy probe modes and yields an improved probe estimation.
Application of OPR to FPM is similar to the previously introduced concept [51] where full-
field aberrations were modelled by a low-rank aberration basis. However, OPR requires no
prior knowledge or model of aberrations, because matrix factorization can provide a com-
plete orthogonal basis whereas low-rank truncation is a fully automated process. To see OPR
in action, assume that each FOV segment s has pupil aberrations defined by P (s)(k) and all
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To obtain a low-rank representation of the full-field pupil functions, P has to be reshaped into
a 2D array of size N × S. Here, S is the total number of segments and for each segment the
pupil function is flattened into a 1D array of length N . Once reshaped, the truncated SVD
algorithm can be used, factorizing the pupil functions into three matrices
[U ,S,V∗] = SVD(P, r). (5.7)
Here U ∈ CN,r and V ∈ Cr,S are complex-valued orthonormal matrices, whereas S ∈ Cr,r is
a diagonal matrix. The value r describes matrix truncation, from length S into r. The matrix
U contains truncated orthonormal basis functions, which is a low-rank approximation of the
full-field aberrations. The matrix V describes the basis coefficients for each FOV segment s,
and the matrix S contains singular values describing the fraction of the total energy contained
by a given basis function in U . Matrix multiplication of the truncated matrices will yield the
low-rank approximation of the pupil functions P̂:
P̂ = USV∗. (5.8)
Pupils for each FOV segment can be extracted by reshaping the matrix P̂.
The process of OPR is illustrated in Fig. 5.4(a), where reconstruction errors were artificially
added by replacing some of the pupils inP with random noise (see top-right pupil panel).
During step 1, matrix factorization is performed to obtain the full-field orthonormal basis
V . The matrix V has the same number of basis functions as the there are FOV segments,
most of which represent image noise. In step 2, truncation is performed to obtain a low-rank
approximation (automated process), which shows how the first 9 orthonormal pupil basis
matrices look like. In step 3, the low-rank basis is used to reconstruct the pupils, which
was referred to as “orthogonal pupil relaxation”. The noisy pupils (top right) were replaced
with some improved pupil estimate. The algorithm outlined in Fig. 5.4(a) demonstrates
the effect of a single iteration. If OPR is applied at every iteration (or less frequently),
the combined effect is more significant. Effect of OPR on real data (see Sec. 5.2.1 for data
description) can be seen in Fig. 5.4(b). With OPR, the failures of conventional segmentation-
based reconstruction were corrected by reconstructing the failed pupils at the corners.
Despite the seemingly complicated mathematical operations, SVD computations are ex-
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Figure 5.4: (a) Orthogonal pupil relaxation scheme. In step 1, the reconstructed pupils at
a given iteration are factorized using SVD to produce an orthogonal full-field aberration
basis. In step 2, the low-rank representation is obtained by eliminating modes with low-
contributions to actual aberrations. This way, noise and errors are eliminated. In step 3, the
low-rank full-field aberration reconstruction is performed from the low-rank basis. In this
example, it can be seen that noisy pupils (top right corner) were replaced with a better pupil
estimate. The whole process ensures that pupil aberrations remain well conditioned. (b)
Experimental validation of pupil initialisation using data from Fig. 5.2 where the use of OPR
resulted in stable pupil reconstruction at the corners (indicated by red boxes).
tremely efficient and can be implemented with several lines of code. With this approach,
noise and reconstruction artefacts will not contribute to the low-rank basis and will be elimi-
nated during truncation, enabling improved pupil aberrations reconstruction. Unfortunately,
in some cases, failure of pupil reconstruction can manifest itself by setting the whole pupil
area to zero. Then OPR will not be effective, because failed pupils will be assumed to be
pure noise and lost during truncation. One solution is to pair OPR together with a neighbour-
based pupil initialisation scheme, such that instabilities during pupil reconstruction can be
avoided. Moreover, more sophisticated implementations are possible by using segment posi-
tions to obtain the best possible pupil approximation from a given aberration basis via matrix
factorization or matrix completion [92, 93]. These methods were famously used to estimate
what people would like to watch on Netflix (here: how a missing pupil should look like),
from an incomplete viewing history (here: from a low-rank pupil basis). Further implemen-
tations are left for future work.
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5.3 Illumination position calibration
In all previous discussions, illumination k-vectors ki,c were assumed to be known. If the
expected illumination angles do not match experimental reality (e.g., due to a displaced LED
array), then the forward model will be inaccurate due to incorrect k-vectors. What follows is
severely compromised algorithmic convergence, requiring position correction. Positions can
be modified iteratively during FPM reconstruction. There is a plethora of various iterative
position calibration algorithms such as local grid search algorithms [26, 28], simulated an-
nealing search algorithms [24, 87] or cost-function optimisation [21]. At best, computational
correction will be time-consuming. At worst, the search algorithms will fail when positions
are severely misplaced.
An alternative approach is k-vector correction prior to the reconstruction, using an illumina-
tion angle calibration method from [28]. This technique is based on the idea that the Fourier
transform of an experimental intensity image Ii(r) is equivalent to the auto-correlation of the




Here ψ(k) = O(k− ki)P (k) is the low-pass filtered spectrum, which has a large zero-order
(DC) term at (k−ki). The auto-correlation scans this DC term (via integration over k′) across
the conjugate spectrum ψ∗(k), resulting in high-values when both ψ(k) and ψ∗(k) overlap.
Since the spectrum is bounded by the pupil area P (k) (typically, a circular aperture) the
auto-correlation creates two distinct circles centred at (k−ki,c) and−(k−ki,c), as shown in
Fig. 5.5. Since the low-pass filter is circular, the centroid can be calculated to yield illumina-
tion positions with sub-pixel accuracy for every brightfield illumination angle [28].However,
given data imperfections such as noise or partially coherent illumination, circular fitting
accuracy would be reduced due to having blurred, lower contrast edges. Hence, in noisy
experimental condition, the theoretical sub-pixel alignment accuracy can no longer be ex-
pected. Nevertheless, given the low computational cost of the calibration algorithm, its use
is recommended irrespective of data quality.
5.3.1 Automatic self-calibration algorithm
Position calibration based on circle fitting is fully automated and computationally efficient,
enabling calibration to be quickly performed prior to the reconstruction. This technique only
works for brightfield images, whereas in Fourier ptychography the majority of images are
darkfield (obtained with illumination angles outside the NA of the lens). Brightfield and
darkfield images can be distinguished either manually or with readily available algorithms
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Figure 5.5: (a) In FPM, angular illumination is swept across the sample to capture a diverse
image stack composed of brightfield and darkfield images. (b) Brightfield image spectrum
will have two circular cross-correlation terms in the Fourier domain, whose centre represents
the true illumination k-vectors. (c) Once the expected k-vectors are created, (d) circular
edge detection is performed to find the true position of each illumination angle. Since this
method works only for brightfield images, the resulting k-vectors must be extrapolated to
non-brightfield images using a fitted model. Parts of the image were taken from [28].
such K-means clustering. The brightfield images are then transformed to the Fourier domain,
where circular edge detection will be performed using grid search algorithms. It is also
recommended to multiply all brightfield images with a Hanning window prior to the Fourier
transformation. This will minimize spectral leakage in Fourier domain and improve contrast,
resulting in improved fitting accuracy.
Once circular region centres are identified for each brightfield image, error vectors for all
illumination angles can be extracted by finding a suitable coordinate transformation matrix
between “corrected coordinates” ki − kei and “initial coordinates” ki:
min (T ki − (ki − kei )) (∀i ∈ brightfield). (5.10)
Fitting can be done using widely-available computational routines such as RANSAC [94]
due to outlier robustness. Pseudo-code of the calibration routine is outlined in Alg. 2. Since
this algorithm only works on brightfield images, corrections for darkfield images—which
form the majority of illumination angles— must be extrapolated by using a transformation
matrix (T ). While this is suitable for global error estimation (e.g., LED array translation)
it fails to take local errors into account (individual LED misalignment on the LED array).
Refinements for each individual ki can be done by a simple grid-search algorithm. Since the
bulk of the errors will be calibrated using brightfield images, the remaining refinements can
be done efficiently compared to search methods alone.
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Algorithm 2 Circular edge detection position calibration
1: Obtain brightfield images from the image stack (e.g., using K-means)
2: Pre-process each image and transform to Fourier domain
3: for i, ∀i ∈ brightfield do
4: Circular edge detection (see [28] for details)
5: Compute error vector kei
6: end for
7: Compute transformation matrix T minimizing: (T ki − (ki − kei ))
8: Extrapolate correction to every illumination k-vector: k′i = T ki
5.3.2 Spatially varying, full-field position correction
In the presence of field curvature or other distortions, the image plane will become curved.
Unfortunately, most sensors are flat, which means that points further away from the centre
will appear progressively more distorted due to deviations from the ideal focal plane. If




c . These errors
can be corrected during pre-processing by a modified position calibration algorithm from
Sec. 5.3. Once errors for each segment are obtained, a robust non-linear error model can be
extrapolated.
Error k-vectors for each segment will be defined by k(s,e) for a total number of segments





























It is expected for the error vectors to progressively increase/decrease with field position and
distance from the sample origin. Once k-vector errors for each segment are obtained, a rigid
transformation model can be obtained between initial and corrected coordinates Kt and Kt−
K(e)t respectively. In this thesis k-vector distortion was modelled by a rigid transformation








An example of non-linear distortion is shown in Fig.5.6 where positions get progressively
more distorted with distance from the origin rt. In the absence of spatially varying distortion,
full-field position correction is still encouraged to increase fitting robustness. Remember that
circular edge detection fitting performed during pre-processing is based on brightfield image
analysis, whose number is relatively low (∼10). Hence, the increased data diversity by using
multiple FOV segments can also improve fitting robustness of single-segment-based position
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Figure 5.6: (a) In the presence of field curvature, the image plane will also be curved. Hence,
points on a flat imaging sensor will appear distorted in proportion to the distance from the
optical axis. (b) Field-curvature will cause each segment positions (defined by k(s)t ) to appear
displaced by k(s,e)t . By calibrating positions for each FOV segment, a non-linear distortion
model can be extrapolated from individual calibration values. This way, distortion can be
modelled by as a k-space coordinate transformation. These results were obtained from the
low-cost microscopes in Ch. 7.
calibration algorithm from Sec. 5.3.1.
5.4 Phase curvature in FPM
If spatially varying aberrations can be assumed constant within the sample FOV, then segmentation-
based reconstruction can be avoided. However, another factor breaking the spatial-invariance
is the non-plane-wave illumination, which has been corrected experimentally by placing a
telecentric lens between the LED array and the sample [49]. In doing so, segmentation-
free reconstruction was possible, provided that spatially varying aberrations are minimal.
However, one of the benefits of FPM compared to other high-SBP imaging modalities is
experimental minimalism. The use of additional optical instrumentation such as telecentric
lenses makes FPM impractical for low-cost applications, which is where FPM truly shines.
Lastly, in this section it will be shown that even with segmentation-based reconstruction,
aberrations can still be present. I will introduce a new phase curvature model together with
computational correction.
The need for additional experimental equipment can be avoided by using the spherical-wave
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illumination model, which is a more general and realistic assumption for LED arrays. Plane-
waves have the unique property of diffracted field shifting, such that different frequencies
can be captured by an optical system. As was shown in Sec. 3.1.2, spherical-waves have
the same property of diffracted field shifting, but it induces phase curvature Q(r) onto the
sample o(r), which gets absorbed by the frequency spectrum O(k) (Eqn. 3.36)

































In addition to illumination phase curvature there is also curvature due to Fresnel diffraction
(term proportional to 1/u). The origin of Qill and Qp is illustrated in Fig. 5.7(a) as a result
of wavefront propagation. Propagator P is used during reconstruction to propagate between
spatial and Fourier domains. Once the spectrum O(k) is reconstructed, the high-resolution
sample o(r) can be extracted from the spectrum by an inverse Fourier transform
orecon(r) = F−1 {O(k)} = o(r)Q(r). (5.14)
While phase curvature will be relatively low for narrow-FOVs (Fig. 5.7(b)), the same cannot
be said for wider FOVs (Fig. 5.7(c)). Phase curvature due to diffraction is part of the con-
ventional image formation model and appears in all FPM model derivations. However, we
are not aware that Fresnel phase curvature correction has been proposed for FPM. Moreover,
the addition of a spherical illumination phase curvature into the FPM model has not been
reported prior and will be significant for real experimental data processing.
5.4.1 Phase curvature correction
Since optimisation landscape in FPM is non-convex, poor initialisation can result in slow
convergence or stagnation in local minimum. To push the algorithm closer towards global
minimum, a good initialisation is crucial. Since the analytical model of phase curvature
is known from Eqn. 5.13, it can be used during spectrum O(k) initialisation. First, oup(r)
can be initialized by taking the mean of the captured image stack and upsampling it via
interpolation. Secondly, the quadratic phase terms can be computed using experimental
design parameters from Eqn. 5.13 and included into oup(r). Finally, the frequency spectrum
can be initialized by
O(k) = F {oup(r)Q(r)} . (5.15)
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Figure 5.7: (a) The origin of the phase curvature is due to Fresnel diffraction and spherical-
wave illumination. Phase curvature severity will ultimately depend on the propagation dis-
tance and FOV area. When using segmentation-based reconstruction, the narrow-FOV of
each segment will contain minimal phase curvature, as shown in (b). However, the same can-
not be told about wide-FOVs where phase curvature becomes extremely warped, as shown
in (c). The FOV shown here, is only half of the total sensor area, hence the actual phase
curvature in our experiments is even greater.
Once reconstructed, O(k) will be propagated to the sample plane, where the quadratic phase
can be multiplied out
orecon(r) = F−1 {Orecon(k)}Q∗(r). (5.16)
Hence, the proposed method is based on the correct initialisation, followed by removal post
reconstruction. The proposed technique is simple and computationally efficient, requiring
only two multiplications prior and after the reconstruction. Such approach is similar to
quadratic phase correction strategies used in digital holography [69, 95]. The correction
will not only remove the unwanted phase curvature, but will also improve algorithmic con-
vergence, since phase curvature reconstruction is no longer required. Moreover, if image
formation can be assumed spatially-invariant, segmentation-free reconstruction can be per-
formed without visible phase curvature, which is crucial for quantitative phase imaging. In
summary, this method bypasses the need to adjust experimental conditions or to deploy time-
consuming stitching of multiple fields of view with computational phase synchronization
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Figure 5.8: FPM data was simulated for FOV sizes of (a) 128 × 128 and (b) 1024 × 1024
pixels. While phase curvature varies with FOV size, it is significant even for the small FOV.
For wide-field reconstruction, phase curvature is large enough that severe phase wrapping
occurs. In both cases, the computational correction method was able to reconstruct images
free of phase curvature compared to basic FPM reconstructions without the proposed cor-
rection method. The root-mean-square (RMS) values were given to quantify reconstructed
image deviations from the ideal phase.
between multiple regions. Compared to previously proposed method in [49], the telecentric
lens can be replaced with a simple computational correction method. The significance of
quadratic phase correction will be validated by simulations and demonstrated on experimen-
tal data using segmentation-based and segmentation-free reconstructions.
5.4.2 Validation of phase curvature correction
To validate the correction strategy, simulations were performed using the diffraction-based
method from Appendix A.5.2. This simulation method enables the inclusion of phase cur-
vature due to Fresnel diffraction to the lens plane and point source illumination assumption
(spherical-waves). Simulation parameters modelled an actual experimental prototype de-
scribed in Ch. 8 using 49 illumination angles for data acquisition. A Siemens star target
was simulated for a FOV size of 128 × 128 pixels (Fig. 5.8(a)) and 1024 × 1024 pixels
(Fig. 5.8(b)) to demonstrate quadratic phase curvature variability with FOV size. Quadratic
phase correction in both cases was able to remove severe phase curvature, affecting quantita-
tive phase recovery. Even for modest FOV size of 0.3mm (128× 128 pixel FOV) significant
phase curvature can be seen. When FOV size increased to∼ 2mm (1024× 1024 pixel FOV)
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Figure 5.9: Different FOV sizes (raw data) of 128×128 and 1024×1024 were used to demon-
strate that phase curvature can be visible in (a) segmentation-based and (b) segmentation-free
reconstructions. Lung Carcinoma sample was reconstructed with and without curvature cor-
rection. While curvature is small for narrow-field imaging, it is still visible in uncorrected
reconstructions. For wide-FOVs the curvature makes quantitative phase unusable.
phase curvature was extreme, resulting in severe phase wrapping. In both cases, propagation
distances were u = 60mm (Fresnel diffraction) and z = 120mm (LED illumination), which
are relatively large for a microscope experiment. Hence, these curvatures are not uncommon
and should be observed in most FPM experiments.
Since simulations mimicked a real-world experimental prototype from Ch. 8 equivalent re-
sults should be expected from real data (single camera, 441 illumination angles). Indeed,
results from Fig. 5.4.2 show that the proposed phase curvature model is present in experi-
mental data and can be removed computationally for both narrow-field (a) and wide-field
(b) reconstructions. In the absence of spatially-varying aberrations, wide-spread use of
segmentation-based reconstruction in FPM could be a result of the proposed phase curva-
ture model. For narrow-FOVs the phase curvature is small and can be removed during post-
processing, whereas the same cannot be done for wide-field reconstruction due to significant
phase wrapping. Even if the exact curvature model is known, post-reconstruction removal
(without the proposed method) requires ideal phase curvature reconstruction. Otherwise, the
removal process itself will introduce artefacts.
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5.5 Conclusion
In this chapter, I introduced various techniques to account for experimental deviations from
idealized image formation theory. These deviations mostly manifest themselves as spatially-
varying aberrations, requiring segmentation-based reconstruction algorithms described in
Sec. 5.1. In the presence of severe spatially-varying aberrations, pupil reconstruction was im-
proved in Sec. 5.2 with the inclusion of new aberration reconstruction algorithms. Efficient
computational position calibration was described with a novel extension for segmentation-
based position calibration to account for the possibility of focal plane curvature. I also in-
troduced and validated a new computational phase curvature correction method in Sec. 5.4.
To avoid heavily distorted quantitative sample phase, simulation and experimental results
demonstrated, that phase curvature due to illumination and diffraction must be accounted
for when using either segmentation-based or segmentation-free reconstructions. All of these




In previous chapters, spatially and temporally coherent image-formation model was as-
sumed. However, commonly used off-the-shelf LED arrays in FPM produce partially-coherent
illumination, violating the coherent image formation assumption. The concept of mixed-
states is extensively used in ptychography where illumination is modelled as a mixture of
mutually incoherent modes [37]. The mixed-state model is able to account for various de-
coherence effects such as partially coherent illumination [37, 38, 39, 40], sample move-
ment [41, 42, 43], and detector imperfections [44, 45]. Despite success in conventional
ptychography the mixed-state model has seen little attention in FPM.
Reconstruction algorithms in FPM are designed to recover phase of diffracted fields, lost
during incoherent image detection. Fortunately, the missing phase can be recovered com-
putationally by capturing multiple intensity measurements overlapping in the Fourier do-
main. Phase reconstruction from intensity measurements can be thought of as solving an
over-determined system of equations (multiple intensities) with one unknown (single phase).
When decoherence starts to creep into experiments, the captured intensity will be a sum of
multiple mutually incoherent waves, each with its own unique amplitude and phase. In this
case, not one, but multiple phases have to be reconstructed for each pixel. Even worse, wave
amplitudes are no longer known as well, only the fact that they must add up to the captured
intensity, making ptychographic reconstruction more complicated [11].
In this chapter, I will formally introduce the mixed-state model and include it into FPM for
the first time. Links between LED-multiplexing and mixed-states will be made, followed by
derivation of the reconstruction algorithms. It will be shown that second-order optimisation
methods derived for LED-multiplexed FPM can be also used for mixed-state FPM. How-
ever, there are some inconsistencies within the LED-multiplexed derivation method, which
will be mitigated by using regularised cost-function optimisation used in conventional pty-
chography [37, 30]. Lastly, simulations and experimental result will be used to demonstrate
the potential use of mixed-state reconstruction to account for partially-coherent illumination.
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6.1 Mixed-state FPM model
The mixed-state model introduced by P. Thibault and A. Menzel [37] was derived for pty-
chography, but the same principles can be also used for FPM. The model says that the exit









where p and o define pupil and object modes respectively. In mixed-state reconstruction,
these modes are not defined explicitly, rather they are allowed to evolve freely during it-
erative reconstruction. For example, it will be shown in Sec. 6.4 that partially-coherent
illumination can be modelled by several mutually orthogonal pupil modes P (p)(k). When
experimental conditions deviate from assumed coherence, the measured intensity Ii(r) will




|Ψ (p,o)i (r)|2, (6.2)











where the short-hand notation O(o)i (k) = O
(o)(k − ki) was introduced. While this model
looks confusingly abstract, the practical implementation within the reconstruction algorithms
is extremely simple. If coherence issues are expected, then several modes can be initialised
(as empty arrays on the computer) and allowed to evolve freely. In doing so, complicated
physical phenomena will be reconstructed as a linear combination of several mutually or-
thogonal basis functions (see Sec. 6.4 ).
6.2 Mixed-state reconstruction
So far, all of the previous chapters assumed that the image formation model is spatially-
coherent. If experimental images are instead formed incoherently (e.g., due to partial spatial
coherence of the illumination source) then the captured intensity will be modelled as a mix-











|Ψ (p,o)i (r)|2 (6.4)
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One application of mixed-states is for partial-coherence correction as will be shown in
Sec. 6.4 and also for high-speed LED-multiplexed data reconstruction required for prototype
in Ch. 8. Compared to single-state FPM model, spatial and Fourier domain optimisations
from Sec. 4.4 will need to accommodate multiple mutually incoherent modes.
Spatial domain optimisation Spatial domain optimisation can be done by minimizing
the difference between experimental amplitude
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[37, 63] producing the following spatial domain optimisation update rule
Ψ
′(p,o)






∣∣∣Ψ (p,o)i (r)∣∣∣2 . (6.6)
Based on this expression all reconstructed modes must incoherently sum to the experimental
intensity image.
Fourier domain optimisation Summation over multiple modes will also appear in the




∣∣∣∣∣∣P (p)(k)O(o)i (k)− ψ′(p,o)i (k)∣∣∣∣∣∣2
2
. (6.7)
To include mixed-states into FPM, two Lk minimisation methods will be proposed in this
section. Firstly, it will be shown that second-order gradient descent can be used, based on the
derivation in the LED-multiplexed manuscript [63]. However, there are apparent inconsis-
tencies with the proposed derivation method. To mitigate these issues, a second method will
be proposed using cost-function regularisation to rigorously include mixed-states for Fourier
domain optimisation. Lastly, it will be shown that LED-multiplexed reconstruction is just a
special case of mixed-state Fourier ptychography.
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6.2.1 Mixed-state reconstruction engine
Following the same arguments as in Sec. 4.6.1 second-order gradient descent updates can be
used to update each object mode
O
′(o)










































Since we are updating each spectrum mode individually, the summation over o can be re-
moved leaving only the summation over p. Applying the same derivation principles for the
pupil, mixed-state reconstruction engine for each mode can be written as
O
′(o)
i (k) = O
(o)




p |P (p)(k)|2 + δ
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i (k)|2 + δ
(6.10)
with ∆ = ψ
′(p,o)
i (k) − P (p)(k)O
(o)
i (k). This expression was derived based on methods
presented in the appendix of the LED-multiplexed manuscript [63]. However, the actual
implementation within the main text and online codes [63] takes the following form (new
terms are shown in red)
O
′(o)
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.
(6.11)
Comparing Eqn. 6.10 and Eqn. 6.11 it appears that additional step-sizes |P |/max(|P |),
|O|/max(|O|) were included similarly to Sec. 4.6.1. However, such inclusion seems to
be neither mathematically correct nor consistent with the proposed derivation method, be-
cause the terms should remain outside the summation over modes o and p. Nevertheless,
LED-multiplexing seems to work in practice and is the only FPM model resembling the
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mixed-state model from conventional ptychography. In the following sections, regularised
FPM optimisation will be used to motivate a new and more rigorous inclusion of multiple
modes. Lastly, this section used the derivation methods from [63] to arrive at a general ex-
pression in Eqn. 6.10, where modes o and p are defined abstractly. It will be shown how
to remove these abstract modes by including experimental priors to obtain the exact LED-
multiplexed model commonly seen in literature.
6.2.2 Mixed-state regularised engine
























which were modified by including the summation over all modes p and o. Based on deriva-









p |P (p)(k)|2 + ΓO
. (6.13)
What remains is the inclusion of the regularisation term Γ . Previously in Sec. 4.6.2 the
following regularisation was used for a single-state quasi-Newton derivation





− |P (k)|2. (6.14)
For mixed-states, the pupil amplitude |P (k)| can be expressed as an incoherent sum of mul-
tiple pupil mode intensities |P (k)| =
√∑
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(6.16)
where pupil updates were obtained equivalently as for the spectrum. Despite the complicated
appearance, the search directions are the same as for the previously derived quasi-Newton
engine, with the additional summation over all the modes within numerator and denomi-
nator. Assuming a single-state model, the updates would become equivalent to previously
derived quasi-Newton expressions in Eqn. 4.29. Lastly, compared to Eqn. 6.11, the regu-
larised derivation method was able to rigorously include the weighted steps |P |/max(|P |)
and |O|/max(|O|).
6.2.3 Reconstruction framework
The iterative reconstruction framework for mixed-states is identical to the one used for con-
ventional FPM. The main difference is that multiple pupils and objects are initialised for
each mode. As iterations progress, each mode will try reconstructing some part of the deco-
herence. Fortunately, the problem is easier than it seems, since only a few orthogonal modes
are able to fully represent complicated physical phenomena. Orthogonality is a strong prior
which can be imposed onto the mixed-state spectrum/pupil during reconstruction [53, 54].
To obtain an orthogonal pupil basis U , all pupil modes (N in total) can be flattened, stacked
together into a single column vector P = [P (0), P (1)...P (N)] and factorised using singular-
value-decomposition (SVD) [91]
[U ,S,V∗] = SVD(P). (6.17)
SVD will return the best approximation of the orthogonal basis U , hence, pupil orthogonality
can be imposed by
P′ = US. (6.18)
Here the orthogonal basis is scaled by the eigenvalues S, while the normalised eigenvalues
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Figure 6.1: (a) LED-multiplexed illumination scheme uses multiple illumination angles in
parallel to improve image acquisition speed. Due to incoherent image detection in (b) fre-
quency spectrum reconstruction requires multiple independent frequencies to be decompo-
sition from a single Fourier image illustrated by (c).
While the pupil was used here as an example, the same principles apply to the spectrum as
well. It will be shown in Sec. 6.4 that multiple orthogonal pupil modes can be recovered to
correct for partially-coherent illumination.
6.3 LED-multiplexed FPM model
In LED-multiplexed FPM, each image is captured by using multiple LEDs in parallel [63],
illustrated by Fig. 6.1(a). In doing so, fewer time-sequential illuminations are required to
cover the same frequency spectrum area. Since light waves from LEDs are both temporally
and spatially incoherent with each other, the measured intensity Ii(r) must be modelled with
the mixed-state model. It is also known that during multiplexed illumination, each LED o
will sample a unique frequency spectrum band O(k− ko). LED multiplexed forward model
from [63] can be obtained by assuming single mode pupil
(
P (p)(k) = P (k)
)
and replacing




|F {P (k)O(k− ko)} |2 (6.20)
While image capture becomes faster, it is at the expense of computational complexity due
to incoherent detection shown in Fig. 6.1(b). Here, each incoherent measurement encodes
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a particular frequency band associated with ko, all of which must be decomposed from the
mixed-state spectrum shown in Fig. 6.1(c).
LED multiplexed data can be reconstructed by performing spatial and Fourier domain op-
timisation based on the general mixed-state model described in Sec. 6.2. With the newly
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For the Fourier domain optimisation, we propose the regularised quasi-Newton engine from
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(6.22)
with ∆ = ψ
′(o)
i (k)−P (k)Oo(k). It is likely that once experimental imperfections creep into
the data, more advanced reconstruction algorithms will be required. Extensive comparison
between our proposed derivation with the one in [63] is left for future work. We hope that
the regularised derivation method will serve as a useful tool for both LED-multiplexed FPM
and more general mixed-state FPM.
6.4 Partial spatial coherence in FPM
It was briefly mentioned in Sec. 5.1.2 that illumination can be assumed coherent after suffi-
ciently long propagation distances or for narrow FOV areas. Even if illumination coherence
length is shorter than the FOV being imaged, segmentation-based reconstruction can be used
to mitigate coherence issues. Instead, it will be shown that the proposed mixed-state model
can be used to account for spatial coherence. As a result, arbitrarily large FOVs can be recon-
struction without any regard to coherence issues. Other effects decreasing coherence length
are extended illumination sources (e.g., large LEDs) or small illumination wavelengths. The
latter is especially prominent for X-ray radiation, which have been also used for FPM exper-
iments [96].
For this demonstration we will simulate partial spatial coherence in FPM with the following
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Figure 6.2: Compared to spatially coherent illumination in (a) partially coherent illumination
in (b) can be assumed to originate from an extended source, composed of multiple mutually
incoherent sources. As a result, the extended source will sample multiple frequencies, which
will interfere incoherently during image formation. Moreover, the pupil in (c) assumed by





|F {P (k− kp)O(k− ki)} |2. (6.23)
To explain why, recall that fully-coherent illumination of the sample will produce the diffracted
spectrum O(k − ki), shown in Fig. 6.2(a). The spectrum will then be low-pass filtered
by the pupil P (k). However, an extended illumination source can be treated as a “mini”
LED array consisting of multiple closely packed, mutually-incoherent light sources, shown
in Fig. 6.2(b). As a result, each point of an extended source will induce diffracted spec-
trum translation, similar to typically used angular illumination. Instead, it will be assumed
(without loss of generality) that an extended source will manifest itself as pupil (rather than
spectrum) translations by kp.
While k-vectors ki can be computed based on the experimental design parameters, the same
cannot be done for kp. To make the problem computationally tractable, mixed-state recon-
struction can be used instead. Assuming that the spectrum has a single mode o and the
translated pupil represents some abstract mode P (k− kp) = P (p)(k), the partially-coherent










This equation takes the familiar form of the mixed-state forward model, allowing mixed-state
reconstruction methods to be used from Sec. 6.2.
6.5 Partial temporal coherence
In addition to spatial coherence, the FPM image formation model also assumes that the
illumination source is temporally coherent, leading to monochromatic light emission. If
the illumination is broadband, then the FPM image formation model in Eqn. 3.38 will be
violated, resulting in a blurred transmission function (i.e., aperture) similar to Fig. 6.2(b).
Like partial spatial coherence in Eqn. 6.24, partial temporal coherence can also be described







|Pλ {P (k)O(k− ki)} |2. (6.25)
Here each wavelength mode λ will require a wavelength dependent wave propagator Pλ to
produce an intensity image Iλi (r). To understand why, recal (from Eqn. 2.48) that the Fourier
domain coordinates of the pupil (kx, ky) are given by the scaled real-space coordinates (x, y)
in the sample plane
kx = kx/u, ky = ky/u. (6.26)
This expression shows that waves diffracted by the sample O(k) will have a wavelength
dependent pixel size in the Fourier domain due to k = 2π/λ. This fact explains why smaller
illumination wavelengths produce higher resolution images, since the captured diffraction
patterns have ”finer” features. The wave propagator Pλ will also map optical fields onto a
plane with a wavelength dependent pixel size. Hence, all images associated with a given






The need for optical field resampling due to pixel size changes is the reason why the mixed-
state model can not account for temporal coherence artefacts, requiring other methods [97,
98, 99]. In practice, no source is able to produce monochromatic illumination with an in-
finitely narrow temporal bandwidth ∆λ, especially using LEDs where ∆λ is on the order of
1 − 20nm [6, 8]. Fortunately, quasi-monochromatic assumption is typically valid for LED
illumination, which has been proven time and time again by numerous FPM research papers
utilizing commercial off-the-shelf LED arrays and is the reason why temporal coherence has
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Figure 6.3: (a) Coherent simulated data reconstruction where both single-state and mixed-
state reconstruction produce equivalent results. (b) Once partial-coherence is introduced,
single-state reconstruction fails to recover the object well. Fortunately, the use of mixed-
states recovers orthogonal pupil modes representing translations. Moreover, the main pupil
aberration represents only ∼ 25% of total pupil energy, while the rest is used to account for
partial-coherence.
been neglected throughout this thesis.
6.6 Partially-coherent model validation
For validations, data will be simulated using Eqn. 6.23 In this model, each image i will be
an incoherent combination of multiple translated low-pass filtered spectra. Rather than us-
ing unrealistic experimental conditions to produce partial-coherence, the optical parameters
mimicked the prototype from Ch. 8. Parameters influencing coherence were: illumination
wavelength of 630nm, FOV size of 128 × 128 pixels, pixel size of 3.45µm, magnifica-
tion of 1.5 and sample-to-illumination plane distance of 120mm. Pupil was translated by
(kx,p, ky,p) ∈ [−3,−2, ..., 2, 3] pixels, with each pixel in the Fourier domain equal to 256µm
in the spatial domain (using Eqn. 3.37). Hence, a total extent of 6 pixels in k-space is equal
to an extended illumination source being ∼ 1.5mm wide. Compared to an LED-dye size of
∼ 100µm, the simulated source is large to ensure spatial coherence is violated.
Reconstruction of simulated data assuming spatially coherent illumination (no pupil trans-
lation) is shown in Fig. 6.3(a). Here, both mixed-state (9 pupil modes) and single-state (1
pupil mode) reconstructions are identical. In the spatially-coherent case, all energy is con-
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Figure 6.4: Spatial-coherence analysis was carried out using wide-field and narrow-field ex-
perimental data reconstructions. Wide-field data is supposed to violate the transverse coher-
ence length, resulting in degraded reconstruction quality. Instead, the reconstruction quality
seems largely unchanged irrespective of FOV size or the number of modes being used.
centrated in a single pupil mode as expected. Once partial-coherence is introduced, other
pupil modes start to appear in Fig. 6.3(b). As a result, single-state reconstruction becomes
degraded compared to mixed-states, where the main pupil aberration represents only 25%
of the total energy, while the remainder is used to account for partial-coherence. It should
be also noted that simulated pupil aberrations were used to initialise the reconstructions to
ensure that poor single-state reconstruction quality is purely the result of partial-coherence.
One surprising result from the simulations is that the pupil modes vanish once pupil aberra-
tions are removed, even though an extended illumination source is being used.
To test partial-coherence using real experimental data, we tried reconstructing a larger FOV
area than the partial-coherence length. It was shown in Sec. 5.1.2 that transverse coherence
length in the sample plane will be around ∼ 50 pixels (assuming LED-dye size of 100µm).
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These calculations were based on the experimental prototype shown in Ch. 8, which means
that reconstruction of FOVs larger than 50 pixels should produce artefacts due to partial co-
herence. To demonstrate this, two FOV sizes were reconstructed: wide-field 512× 512 pixel
FOV and narrow-field 64 × 64 pixel FOV shown in Fig. 6.4. In both cases, the same exact
FOV area was compared, containing the smallest features of the USAF target. If spatial-
coherence is an issue, then reconstruction quality and/or resolution should be reduced for the
wide-FOV. However, reconstruction quality for narrow and wide FOVs is identical and group
9 element 6 is resolved in both cases. In mixed-state, wide-field reconstruction, the primary
pupil accounts only for 65% of the total energy, while the rest appears in the remaining
modes.
6.7 Where are the spatial coherence artefacts?
Given such pupil mode distribution (shown in Fig. 6.4) and a FOV area ∼ 10× larger than
the transverse coherence length, then the obvious question is: where are the spatial coherence
artefacts? For some reason, FPM reconstruction quality appears immune to spatial coherence
violation, whereas the same cannot be told about conventional ptychography. In Fig. 6.2, it
was shown that due to partially-coherent illumination, the frequency area coverage will be
wider (equivalent to a wider transfer function). It is a well-known fact that incoherent illu-
mination will change the image formation process by making the transfer function (pupil)
appear wider compared to coherent image formation [1]. We also observed (in simulations)
that the inclusion of the defocus aberration will increase partial-coherence artefacts, but once
defocus is removed the artefacts vanish. The theory of Fourier optics tells us that during co-
herent image formation, optical aberrations only affect the phase of the transfer function
(pupil), resulting in optical wavefront distortions without changes in overall image resolu-
tion. However, the impact of aberrations during incoherent image formation is more signif-
icant since the transfer function can undergo severe changes such as attenuated frequency
transfer (resulting in reduced image resolution) or negative frequency transfer, which causes
certain image features to undergo intensity reversal [1]. The transfer functions are depicted
in Fig. 6.5 to illustrate diffracted field frequency attenuation in response to illumination co-
herence and aberrations. Given these differences between the coherent and incoherent image
formation, it is likely that a more sophisticated analysis must be carried out to establish the
link between partially-coherent illumination, optical aberrations and their effect on the FPM
image reconstruction.
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Figure 6.5: Frequency transfer (contrast) is attenuated more due to reduced coherence and
aberrations.
6.8 Conclusion
In this section, I introduced the mixed-state model into FPM, to account for experimental
decoherence effects such as partially-coherent illumination. Connection between mixed-
states and LED-multiplexing was made, and a new reconstruction engine was derived from
a regularised cost-function. Problems associated with partially-coherent illumination were
introduced together with mixed-state reconstruction validation using simulated data. Lastly,
reconstructions of experimental data were carried out for varying FOV sizes to see whether
coherence violation will produce reconstruction artefacts. Surprisingly, it was concluded
that FPM reconstruction appears immune to spatial-coherence artefacts, requiring a more






Low-cost, high-performance portable microscopes are essential tools for disease diagnosis
in remote and resource-limited communities [100]. A fundamental requirement is to com-
bine wide field of view (FOV) with the high resolution necessary for imaging of sub-cellular
features of biological samples. This underpins efficient inspection of extended, statistically-
significant areas for screening of, for example, cancer, malaria, or sickle cell anaemia [101].
In conventional imaging, the number of pixels in the detector array constitutes a hard limit
on the space-bandwidth product (SBP — the number of pixels in a Nyquist-sampled im-
age) [59, 4] so that increased FOV can be achieved only at the expense of reduced spatial res-
olution. SBP can be increased using larger detector arrays coupled with higher-performance,
wide-field aberration-corrected optics, or by mechanical scanning, but these approaches add
complexity, cost and bulk [102, 103].
Several low-cost portable microscopes have been proposed [104, 105, 106, 107, 108, 109],
but they all suffer from the problem of small SBP. Early progress towards low-cost mi-
croscopy has involved the use of a high-cost microscope objective lens coupled to a mobile-
phone camera [104] and such instruments tend to suffer from a higher system cost, vi-
gnetting, short working distance, small depth of field (DOF) and narrow FOV. Lower-cost
implementations have been reported in which the microscope objective is replaced by a
camera lens from a mobile phone [105], or a ball lens [106], but their resolving power is
limited by the small numerical aperture (NA) and high aberrations. Of these implemen-
tations, the use of mobile-phone camera lenses as objectives places an upper limit on the
SBP: for example a 4µm spatial resolution across 9mm2 FOV corresponding a SBP of 2.25-
megapixels [105]. The 4µm resolution is insufficient for observing sub-cellular features and
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while a higher NA can be obtained using ball lenses, providing a resolution around 1.5µm,
they suffer from small SBP [105, 106, 107, 109, 108, 110].
In this chapter I will introduce a low-cost, wide-field, high-resolution Fourier ptychographic
microscope (FPM) [8], implemented with 3D-printed opto-mechanics and a Raspberry Pi
single-board computer for data acquisition as shown in Fig. 7.1(a). High-SBP images are
constructed from multiple low-resolution, detector-SBP limited images, captured in time-
sequence using oblique illumination angles, yielding a SBP that is much greater than that of
the detector. We demonstrate 25-megapixel microscopy using a 4-megapixel detector array.
The tilted illuminations provide translations of higher spatial-frequency bands into the pass-
band of the objective lens [1]. Stitching of images in the frequency domain is implemented
using an iterative phase-retrieval algorithm to recover high-resolution amplitude and phase
of the sample image [23, 20], as well as aberrations due to the objective [8]. Recovery of
phase information enables imaging of unstained transparent samples [10] and computational
calibration of illumination angles during image reconstruction is able to correct errors aris-
ing from misalignment of various components [25, 28], which is of particular importance for
microscopy using low-cost 3D-printed devices.
In previous demonstrations of a low-cost 3D-printed FPM, the SBP was limited by the severe
off-axis aberrations of the mobile-phone camera lens (1.5µm resolution across 0.88mm2
FOV giving a SBP of 1.56-megapixels), and employed a science-grade, high-cost monochrome
sensor [55]. Exploiting the mass market for consumer colour sensors in mobile phone cam-
eras, we demonstrate the first use of a low-cost consumer colour camera in FPM, to gain
more than an order-of-magnitude cost reduction for an equivalent SBP. The main difference
between the two sensor types is the spatial-spectral filtering provided by the Bayer filter ar-
ray, which encodes recorded images into sparse red, green, and blue channels. While the
decoding processes follows a standard demosaicing procedure (individual RGB channels are
interpolated and stacked into a 3D matrix), the loss in image information due to sparse sam-
pling requires special treatment within the FPM reconstruction algorithm. We address the
sparse sampling problem and present new robust algorithms for calibrating the 3D printed
system for high-quality image reconstruction. In addition, the Raspberry Pi single-board
computer used for controlling the camera and illumination LEDs performs autonomous data
acquisition, providing portability and compactness, such as is required for use inside incu-
bation systems.
I will introduce the forward model modification in the presence of a sparsity-inducing Bayer
matrix. Sampling and reconstruction methods will be discussed followed by experimental
data reconstruction. The method section includes descriptions of the experimental setup,
data-acquisition, data processing and calibration procedures. Implications of the results and
future directions are discussed in the later sections.
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Figure 7.1: (a) Experimental setup next to a quarter US dollar for scale. Raspberry Pi 3
single-board computer board (placed at the bottom) enables wireless image acquisition and
data transfer without the need for a PC. (b) Bayer colour filter array indicating RGGB pixel
arrangement. (c) Frequency spectra of monochrome and colour sensor images, showing
frequency replicates introduced by the Bayer filter and how it distorts the circular boundary.
The boundary becomes undistorted only for a sampling factor of 3.
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7.1 Colour sensors in FPM
7.1.1 Bayer FPM forward model
The Raspberry Pi camera (a low-cost device that complements the Raspberry Pi computer)
employs a low-cost CMOS sensor, such as is typically found in mobile phones. It employs
a Bayer filter (red, green and blue filters arranged on a 2D matrix in a 2 × 2 RGGB pat-
tern [111](Fig. 7.1(b))). This divides pixels on the sensor between the three colour-filters,
resulting in sparsely sampled images: red channel — 75% empty pixels, green channel —
50% empty pixels and blue channel — 75% empty pixels. The empty pixels are typically
demosaiced (using bilinear interpolation) to produce a perceptually acceptable photographic
image. The image intensity for a colour channel can be written from the image formation
model Eqn. 3.39 as
Ii(r) = |F {P (k)O(k− ki,c)} |2 ·B(r), (7.1)
where k = (kx, ky) are coordinates in frequency space, r = (x, y) are coordinates in real
space, P (k) is the pupil function,O(k−ki,c) is the translated sample frequency spectrum and
B is a binary mask corresponding to the colour channel’s filter arrangement on the RGGB
Bayer matrix. Image sparsity induced by B will requires special considerations regarding
image sampling and reconstruction methods.
7.1.2 Sampling requirements
In an imaging system, the image-sampling frequency is defined as fs =M/PS, where M is
the magnification and PS is the pixel size. This sampling frequency must satisfy the Nyquist
sampling criterion [1], defined as twice the optical cut-off frequency, to avoid aliasing:
fs > fNyquist = 2fcut−off = 2(NAobj)/λ (7.2)
The image-sampling frequency can be controlled in the experimental design by modify-
ing the magnification since the pixel size is fixed by the camera sensor characteristics. To
achieve the widest FOV possible without aliasing, the sampling factor (fs/fNyquist) must be
unity. For Bayer sensors, intuitively the effective pixel width is 2× larger due to the empty
pixels in each colour channel of the Bayer filter array, hence, the magnification needs to be
increased by a factor of two compared to a monochrome detector array to compensate, i.e.,
the required sampling factor will be two. The frequency spectrum due to Nyquist sampling
is shown in Fig. 7.1(c1-c3), where Bayer images appear distorted compared to monochrome.
We demonstrated in [9] that artefacts introduced by the Bayer matrix require the sampling
factor to be around three (see Fig. 7.1(c4-c6)) to produce an undistorted circular boundary,
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regardless of demosaicing. The Bayer pattern can be treated as a periodic grating; hence,
it produces frequency replicas (similar to diffraction orders), a type of aliasing artefact. By
increasing the sampling frequency, the separation between these frequency replicas is in-
creased to preserve the circular boundaries. Such preservation is especially important for
illumination calibration algorithms discussed in Sec. 5.3.
7.1.3 Reconstruction method
During FPM reconstruction, spatial domain optimisation (Sec. 4.5) is used to update the
reconstructed amplitude with experimental measurements. In colour cameras, the experi-
mental image has empty pixels (due to the Bayer filter) whose values are unknown. We have
considered two approaches for mitigation of the sparse sampling due to the Bayer filter. The
first, a sparsely-sampled reconstruction (SSR) algorithm [112], updates only the non-empty
image pixels, relying on the FPM reconstruction to estimate the empty image pixels. This
approach increases the number of unknowns in the system and can have slower convergence
or failure to converge. In a second approach, the empty pixels are estimated instead from
demosaicing enabling the use of a conventional FPM recovery; we refer to this approach
as demosaiced reconstruction (DR). With DR the interpolation errors introduced in demo-
saicing can introduce artefacts in the reconstruction. In [9] we concluded with simulations
that DR has better convergence properties despite both reconstruction techniques resulting
in similar reconstruction quality given enough iterations. Both techniques will be used to
reconstruct experimental data in the next section.
7.2 Methods
7.2.1 Experimental setup
To minimize the cost of our microscope, we used easily accessible off-the-shelf, low-cost
components. We chose a finite-conjugate microscope design because it requires only a single
lens. Sample and focusing stages were custom designed and 3D-printed using an Ultimaker
2+ 3D printer. A Raspberry Pi V2 NOIR camera module was used (8-megapixels, 1.12µm
pixel size) which contains a 3mm focal-length camera lens, which was remounted and dis-
placed from the sensor to achieve ∼ 1.5× magnification. Frequency overlap of ∼ 70% was
obtained by placing the Unicorn HAT HD 16 × 16 LED array (3.3mm pitch) 60mm be-
low the sample stage. The RGB LED array has peak illumination wavelengths of 623nm,
530nm, and 470nm. The low-resolution microscope has 0.15 NA (providing 5µm resolution
at 470nm), 2.42×1.64mm2 FOV, and a 7mm working distance. The synthetic NA achieved
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after FPM reconstruction was 0.55. Since the lens is used away from the intended infinite-
conjugate position, the aberrations become progressively more severe toward the edges of
the FOV. This could be mitigated be use of two back-to-back, co-aligned lenses [105] with
the penalty of reduced working distance and added experimental complexity.
7.2.2 Data acquisition
Experimental low-resolution images were obtained using all 256 LEDs in the LED array.
The “Python 3.6” programming language was used for the image acquisition via PiCamera
package [113], which enables the capture of raw 10-bit Bayer images [114]. Adaptive in-
tegration times for individual LEDs (longer for the off-axis LEDs towards the edges of the
array) enabled enhancement of the dynamic range and image signal-to-noise ratio. We chose
to transfer all 256 images obtained by the microscope from the Raspberry Pi 3 computer onto
a desktop Windows computer to speed up the reconstruction. Reconstruction could also be
performed on the Raspberry Pi with necessary optimisation of recovery algorithms.
7.2.3 Image reconstruction
Recorded images were demosaiced using bilinear interpolation from the OpenCV processing
package [115] within the Python 3.6 programming language. In this case, the pixels for a
given colour channel were extrapolated using only the nearest neighbours pixels of the same
colour (i.e., the red channel only uses the red existing pixels). Before the reconstruction,
the images were pre-processed by subtracting dark-frames to remove fixed pattern noise
and all images were normalized according to their exposure times. Moreover, our system
is implemented using 3D-printed components and intended to be portable; hence, it may
become easily misaligned, affecting the illumination angles (LED positions). In addition,
image distortion and field curvature change the relative LED positions distinctly across the
FOV [116]. We have implemented a recently-developed self-calibration algorithm for LED
position misalignment correction from Sec. 5.3.1 and Sec. 5.3.2, solving the issues of image
distortion and misaligned components.
The pre-processed images were divided into 256× 256 pixel sub-images with an overlap of
40 pixels between adjacent image segments to aid in seamless stitching of the high-resolution
reconstructions. The whole FOV was split into 11 × 15 (165) FOV segments in total. The
reconstructions were done on a table-top computer equipped with NVIDIA GeForce 1080 Ti
GPU card. Given the memory limitations of the GPU ∼ 1GB, we were only able to process
∼ 20 segments in parallel. Reconstructions of each segment were performed for 150 itera-
tions in total using warm-restarts from Sec. 4.9.1, with a total image reconstruction time of
4 hours. In addition to sample spectrum reconstruction, we also performed a joint recovery
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of the spatially-varying pupil aberrations for each FOV segment using neighbour-based ini-
tialisation Sec. 5.2.1. If the pupil aberrations are known for consecutive reconstructions, the
number of iterations required are only 10 − 20, resulting in an order of magnitude reduced
image reconstruction time.
All reconstructed sections were stitched together to produce a full-FOV reconstructed im-
age. Alignment and contrast variations were corrected prior to stitching. Histogram equal-
isation with the central section is performed to remove contrast variations across the FOV
for both amplitude and phase. Finally, all sections are blended together using ImageJ (us-
ing the Fiji plugin package) [117] to produce full-FOV images with seamless stitching. All
steps described above were performed for each of the red, green and blue channels inde-
pendently and the final colour image was assembled using linear image alignment with the
scale-invariant feature transform (SIFT, part of the Fiji plugin package within ImageJ) [117]
for each channel and mapping them into RGB colour panes.
7.3 Experimental results
Our FPM device (Fig. 7.1(a)) achieves high performance at low cost by use of mass-produced
consumer electronics: a conventional mobile-phone-type colour camera (with the lens dis-
placed from the normal infinite-conjugate imaging position to enable short-range imaging), a
Raspberry Pi single-board computer for data acquisition and an off-the-shelf LED array (Pi-
moroni Unicorn Hat HD) for synthesis of a programmable illumination that enables synthesis
of a higher NA. The total component cost is about $150, but mass production of such a de-
vice would further reduce the component cost. The FPM yields a 25-megapixel SBP: that is,
870nm resolution (0.55NA) — sufficient for subcellular imaging across a 4mm2 FOV. FPM
also enables multiple imaging modalities, including phase-contrast and darkfield imaging,
combined with extended DOF and computational aberration correction [118, 119]. Compu-
tational correction of errors due to imperfect calibration (such as component misalignment
and aberrations) is highly dependent on image quality, which is compromised by the Bayer
matrix due to optical attenuation and spectral overlap and spectral leakage between the RGB
channels. While signal-to-noise ratio was maximized by independent optimisation of inte-
gration times for each illumination angle, the spectral overlap of the Bayer spectral filters was
mitigated by each red, green and blue LED in a time sequence rather than simultaneously.
We used a standard USAF resolution test chart (Fig. 7.2(a)) to quantitatively assess the per-
formance and resolution improvement. Analysis of the reconstructed images shows a resolu-
tion improvement from group 8 element 4 (Fig. 7.2(a3)) to group 10 element 3 (Fig. 7.2(b6))
(using 470nm (blue LED) illumination), which corresponds to a three-fold resolution im-
provement from 2.8µm (incoherent-sum) to 780nm. This resolution improvement is the
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Figure 7.2: Reconstructions of a USAF resolution chart. (a1-a4) Incoherent raw images.
(b1-b9) Demosaiced reconstructions and (c1-c9) sparsely-sampled reconstructions together
with line profiles of the smallest resolved USAF target bars. The maximum achieved reso-
lution using the blue LED was 780nm based on group 10 element 3. (d1-d3) Reconstructed
images with RGB LEDs used in parallel for illumination, demonstrating the reduced recon-
struction quality due to the spectral overlap between the colour channels. The respective
colour channels are indicated by the red, green and blue borders of the left, middle and right
images.
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Figure 7.3: (a) Reconstructed and (b) raw lung carcinoma images. (c1, d1) are the captured
raw, low-resolution images and (c2-c3, d2-d3) intensity and phase reconstructions for two
different segments of the FOV. (c4, d4) Recovered pupils with aberrations.
result of the large synthetic NA offered by FPM, which is defined as
NAFPM = NAill +NAobjective. (7.3)
Experimental results agree with the theoretical predictions, which give an increase in NA
from NAcoherent = 0.15 (NAill = 0,NAobjective = 0.15) to NAFPM = 0.55 (NAill =
0.4,NAobjective = 0.15). While reconstruction quality shown in Fig. 7.2(b1-b9, c1-c9) is
nearly identical for both the DR and SSR, the DR offers faster convergence, since the SSR
needs to iteratively recover the missing pixels that are readily available through demosaicing
in DR. The impact of spectral overlap was demonstrated by illuminating the sample using
RGB LEDs simultaneously (white light) and reconstructing each colour channel. Artefac-
tual reconstructions (Fig. 7.2(d1-d3)) are a result of the broken assumption of monochro-
matic light that is implicit in FPM and could be mitigated by a spectral multiplexing algo-
rithm [120].
Lastly, we have demonstrated experimentally that our reconstruction algorithms can compen-
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sate for high-levels of optical aberrations associated with the simple, low-cost objective lens.
Reconstructed images of a lung carcinoma (Fig. 7.3(a,b)) show high-quality reconstruction
across the full FOV despite the presence of off-axis aberrations, which are recovered and
corrected within the reconstruction procedure without requiring additional data. It can be
observed clearly in Fig. 7.3(d1), that the raw image is severely aberrated compared to (c1),
but the reconstruction (d2) is of similar quality to the central FOV section (c2). The phase
images shown in Fig. 7.3(c3, d3) demonstrate the capability of imaging unstained samples.
It can be seen from Fig. 7.3(a) that without aberration correction the FOV is limited by
aberrations to a central area of ∼ 1mm2, while the FPM correction of imaging aberrations
increases the usable area of the FOV by a factor of four.
7.4 Discussion
We have described a demonstration of low-cost FPM, enabled by implementation using
consumer-grade colour cameras. We achieved a 4mm2 FOV and 780nm resolution (NA=0.55),
giving 25-megapixel SBP recovered from 256, 8-megapixel images. Compared to previous
reports of low-cost, mobile microscopes [105] the resolution of our system is a factor of 5-
times better with the added advantage of a 4-times longer working distance (due to the low-
NA lenses). Compared to systems where mobile-phone cameras are equipped with expensive
microscope objectives [109] our microscope offers 100-fold wider FOV without sacrificing
resolution. Compared to a previously demonstrated 3D-printed FPM [55], we have demon-
strated an increase in the FOV area by a factor 5 and resolution by almost a factor of 2, while
the use of a colour sensor instead of a more specialist monochrome sensor reduced the cost
by 1 − 2 orders of magnitude. The improved performance of our system is made possible
by improved aberration correction and calibration strategies capable of coping with simple,
low-cost components [55]. It should be noted that (1) due to the additional magnification
required by the Bayer filtering, the effective SBP achieved from each 8-megapixel image
is only 2-megapixels and (2) the 25-megapixel SBP corresponds to the number of pixels in
the image, but each pixel in the reconstructed image contains both amplitude and phase in-
formation. Although the recording of 256 images may seem a high number, this degree of
redundancy is typical and necessary with FPM [8], but can be reduced by a factor of up to
10 by using illumination multiplexing [63].
Our stand-alone microscope weighs only 200 grams and has external dimensions of 6cm ×
9cm × 11cm. Data acquisition is autonomous, offering major cost-savings, and is ideal
for applications such as cell-culture studies or point-of-care-testing applications that require
field-portable devices. The Raspberry Pi 3 computer-board enables wireless image acquisi-
tion, data transfer, and has potential for on-board FPM-based image reconstruction. Since
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image reconstruction is currently a computationally-intensive process, we transferred the
data to an external PC for processing, but in practice it would be possible to transfer the
data onto a server network to perform the computations. Data transfer can be done in a few
minutes during image capture itself, because it is not a CPU intensive process. The image
reconstruction time depends on the computer being used. In FPM, the image is divided into
small segments and each of them is processed individually. A powerful workstation could
process each segment in parallel, taking less than a minute. Also, the use of a trained neu-
ral network for image recovery has been shown to improve image reconstruction speed by
up to 50 times [121], which is particularly attractive for systems with lower computational
power. However, neural network use for medical applications requires an investigation into
the availability of training datasets, or data overfitting [122].
Total data acquisition time is determined by the integration times required to achieve a sat-
isfactory signal-to-noise ratio, and also by the number of frames required to achieve the re-
quired resolution and total number of pixels. To produce reconstructed images with 780nm,
850nm or 950nm resolution we record 256, 196 and 144 images respectively. Capturing
images using exposure times optimized for highest signal-to-noise ratio (rather than speed
of image acquisition) took approximately 45 minutes (for 256 images), 30 minutes (196 im-
ages) and 15 minutes (144 images). The non-linear relationship is due to the use of longer
exposure times for less-intense darkfield images. If a single exposure time is used for all
images, the total acquisition time for 256 images could be reduced from 45 to 7 minutes,
but with some reduction in image quality. An increase in the intensity of darkfield images,
and consequent improvement in image quality, could however be achieved by use of a dome-
shaped array [123], where orientation of all LEDs towards the sample improves illumination
efficiency, or by use of more intense LEDs.
Several additional refinements provide good scope for further reduction of image acquisition
time. In our implementation, the readout of the Raspberry Pi image takes six times longer
than the image integration time. Removal of this latency would reduce total image acquisi-
tion time to a little more than a minute. In addition, two parallelisation techniques can each
provide an order-of magnitude reduction in data acquisition time. LED multiplexing [63]
enables acquisition with simultaneous illumination by LEDs at different angles. By multi-
plexing 8 LEDs, only 32 images need to be captured instead of 256. Secondly, multi-camera
Fourier ptychography (see Ch. 8) enables parallel and simultaneous acquisition over an ex-
tended object-space numerical aperture, reducing acquisition time in proportion to the num-
ber of cameras used. It is therefore possible to reduce data acquisition times to significantly
below a minute using the single-camera FPM architecture described here. By additional
use of multi-camera techniques, acquisition times as short as one second could be possible.
This would enable imaging of fast biological processes or rapid sampling of large biological
samples, such as, for blood screening.
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While conventional high-resolution microscopy requires a high-stability microscope struc-
ture to prevent relative motion between the sample and objective during data acquisition,
our use of Fourier ptychography enables calibration of significant image shifts during data
capture. Shifts are corrected as equivalent errors in LED positions during image reconstruc-
tion, and this has enabled the use of a low-cost low-stability structure. We have compensated
typical image drifts of about one pixel during the 256 image acquisition, but we have demon-
strated reconstruction of high-quality images for shifts as large as 10 pixels.
7.5 Conclusion
We have demonstrated that Fourier ptychography can be performed by using low-cost commercial-
grade Bayer colour sensors, off-the-shelf consumer components and 3D-printed parts. This
is enabled by robust pre-processing and reconstruction strategies. Moreover, we used a Rasp-
berry Pi 3 single-board computer for image acquisition and image transfer. The result is a
highly compact, stand-alone microscope, with a component cost of $150, that is capable of
wide-FOV, high-resolution imaging. The proposed microscope is suitable for cell-culture
studies (its compactness enables it to fit inside an incubating chamber) and point-of-care
diagnostics. Due to the simplicity of our setup, it is suitable for use as a teaching tool for






So far it was shown in Ch. 5 and Ch. 7 that FPM is extremely effective for wide-field, high-
resolution imaging using low-NA optics. However, images with similar resolution and FOV
can also be constructed by stitching together a mosaic of images recorded while stepping
the sample through the small field of view of a high-resolution microscope objective. FPM
can be considered to be an analogue of image stitching, except that it is the image spectrum
that is aggregated in time sequence rather than the image itself. For high-resolution image
mosaicing, it is also common to continually refocus, or assemble z-stacks of images, to
account for the wide-field variation in the thickness and axial location of the sample and also
to enable the extraction of the three-dimensional morphology of cells. This reduces the speed
of image acquisition and also requires high-cost precision optomechanics for focusing and
sample translation. The underlying advantage of FPM is therefore that image aggregation
in the spectral domain transfers the burden from high-precision optics and optomechanics to
low-cost computation. Scanning in frequency space is achieved without moving parts, and
the low cost of LED arrays benefits from the same cost advantage of high-volume electronic
manufacture that underpins the computation. However, it is not uncommon for FPM data
acquisition to take anywhere from 10′s of seconds to multiple minutes, which is too slow for
high-speed in vitro imaging [10].
There are important requirements to record images with very large space-bandwidth-product
(SBP, see Eqn. 1.7) at high frame rates that are not achievable by either conventional mi-
croscopy or Fourier ptychography. Examples include sub-cellular imaging of rare and dy-
namic events, such as cell divisions in large in vitro cultures of HeLa cancer cells. Such ap-
plications require not only high-SBP but also high-temporal resolution, that is, a high space-
bandwidth-time-product (SBTP). The speed at which high SBP images can be recorded, for
both spatial scanning and Fourier ptychographic scanning, is limited by their time-sequential
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nature and by the limited SBP of each recorded image. Notably a high SBP is more easily
achieved using long focal-length lenses [4, 124, 5] and this has underpinned traditional ap-
proaches to high-SBTP imaging. Fan et al. described a so-called macroscope that employed
a custom 13-element, long-focal lens objective and 35 sCMOS detectors to demonstrate
video rate imaging with 170-megapixel SBP and a resolution of 0.9µm [125]. McConnell
et al. developed a custom 15-element mesolens objective within a confocal microscope to
achieve a SBP of 400-megapixels [103] and a resolution in confocal mode of 0.6µm. The
slow acquisition speed associated with a single detector makes this mode suitable only for
fixed samples. In contrast, the low-NA lenses employed in FPM achieve diffraction-limited
imaging with a SBP of 3-megapixels and a resolution of around 9µm using a simple achro-
matic doublet lens. Such low-NA lenses have a long working distance, low-aberrations and
can cost 100− 1000× less than high-performance, high-NA optics.
This chapter will introduce the culmination of my PhD work, which is a new Fourier pty-
chography technique utilizing multiple cameras to record multiple spatial-frequency bands in
parallel. The technique will be referred to as the multi-camera FPM (MCFPM), which is able
to provide a scaleable architecture for implementing Fourier ptychography with an arbitrarily
high SBP and an arbitrarily high time-resolution, while also retaining the low-cost advantage
of conventional FPM. Generally, the synthesis of angular illumination in FPM can be con-
sidered as an attempt to increase the illumination NA, whereas the detection NA is fixed
by the physical aperture of the imaging system. By utilizing multiples apertures/lenses, the
detection NA is increased instead, enabling equivalent frequency band capture as does angu-
lar illumination (see Sec. 3.5). The proposed technique is currently the only method where
both illumination and detection numerical apertures are synthesised parallelly via angular
illumination and multiple apertures.
An example of the multi-camera FPM prototype is shown in Fig. 8.1, where for each tilted
illumination angle we employ multiple cameras for simultaneous capture of diffracted fields.
In such case, when N cameras are used, the number of time-sequential illuminations, and
hence the image-acquisition time, is reduced by a factor of N . The mathematical framework
introduced in this chapter provides a generalised reconstruction and experimental design
strategy, enabling flexible system design for given spatial and temporal resolution require-
ments. Moreover, unlike other high-speed FP implementations, MCFPM does not sacri-
fice reconstruction quality or SBP. We also introduce computational self-calibration methods
which do not require precise camera alignment, making MCFPM suitable for low-cost imag-
ing systems where errors and aberration severely degrade image quality. The self-calibration
can also account for frame-to-frame camera drifts of tens-of-microns during video-data cap-
ture. Trading experimental complexity for computational power enables the use of low-cost
off-the-shelf components such as 3D-printed parts. With the experimental design, recon-
struction and calibration outlined in this chapter, we hope to provide a bridge between gi-
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Figure 8.1: In ptychographic imaging, the goal is to collect multiple images encoding various
spatial frequencies of the sample. Which spatial frequencies go through the pass-band of
the optical sensor and get detected depend either on the illumination angle or the position
of the aperture. In multi-camera Fourier ptychography clever combination of illumination
angles and aperture positions are used to design an optical system. The addition of multiple
apertures enables reduction of illuminations angles used without loss of reconstructed image
quality/resolution. Order of magnitude image capture speed improvements can be achieved
through parallelised image capture, enabling an experimental configuration providing near-
snapshot gigapixel imaging. A picture of our nine-camera experimental prototype is shown
on the left with a CAD design on the right.
gapixel and snapshot imaging.
There is a family of single-shot FPM imaging techniques [60, 70, 126, 61, 127], which
enable snapshot imaging of the sample and increase the resolution through FPM reconstruc-
tions. The goal is to illuminate the sample and collect all of the diffracted light in parallel
rather than in time-sequence as is done in conventional FPM. The underlying theme of all
single-shot FPM techniques is to split the diffracted light into multiple beams before they go
through the pass-band of the optical system (otherwise they would be lost). Each individual
beam is then focused onto a single detector, which enables instantaneous data collection.
The drawback, though, is that each beam is collected by a unique segment on the sensor, i.e.,
a single sensor is subdivided into multiple “smaller sensors”. The main cause of poor recon-
structed image SBP is the use of a single imaging sensor. If multiple cameras were used like
in MCFPM then each diffracted beam can be focused onto a separate sensor, increasing the
overall SBP of the system.
Another paper demonstrated parallelised multi-camera FPM imaging [62], where each of
96-cameras captured FPM data from different sample regions. Such a method is analogous
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to using multiple microscopes to image different sample areas, which can then be stitched
together in post-processing. hence, the resolution or the SBP of the reconstructed images
does not change with the number of cameras used. MCFPM is different since each camera
is capturing diffracted spectra originating from the same sample area, which is more similar
to LED multiplexed FPM.
LED multiplexed FPM [10, 63] is the current fastest FPM demonstration where a complete
dataset for the reconstruction was collected in 1 second. Multiple LEDs are lit up simultane-
ously, leading to reduced image acquisition time while also providing the same reconstructed
image SBP as in convention FPM. However, the reconstruction algorithm has to recover
amplitude and phase associated with all the LEDs lit up in parallel from a single image.
Therefore, only a limited number of LEDs can be used in parallel, otherwise the complexity
of spatial frequency decoupling will be too great. Nonetheless, LED multiplexing can be
successfully combined with MCFPM as will be demonstrated in this chapter.
The advantage of MCFPM is that the same spatial frequencies can be sampled as in LED
multiplexed FPM, but they are encoded in separate images captured by individual cameras.
This way the computational burden is removed because spatial frequency decomposition is
performed in analogue rather than digital way. Moreover, there are no limits to the number
of cameras that can be parallelised. Most importantly, LED multiplexing does not work well
with weakly scattering samples, since darkfield and brightfield signals get mixed together
within a single image. In such case, the weak darkfield signals get overwhelmed with Poisson
noise required more complicated techniques to be used such as DPC in conjunction to LED
multiplexing. MCFPM does not suffer from this limitation.
Fortunately, MCFPM and LED multiplexing are complimentary to each other, as will be
demonstrated in Sec. 8.5. In fact, MCFPM is complementary with any Fourier ptycho-
graphic implementation demonstrated previously. We can group FPM modalities aimed at
optimising either the illumination or the detection side, overcoming the limitations imposed
by the use of a single sensor and/or lens. Therefore, MCFPM image formation model should
be considered as a generalised FPM model which can be integrated for the design of various
optical systems.
In this chapter, I will introduce a new image formation model to accommodate the use of
tilted, off-axis optical components. These models will then be used to derive slightly mod-
ified FPM reconstruction algorithms. Finally, all of the newly and also previously intro-
duced methods will be tested during experimental reconstruction. Once validations will be
shown, a final demonstration of high-speed longitudinal cell-imaging and reconstruction will
be demonstrated.
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Figure 8.2: In MCFPM the frequency spectrum can be intercepted by multiple cameras in
parallel, where each captured image will encode a unique frequency band of the sample.
As a result, such image acquisition method provides scaleable image acquisition speed im-
provement proportional to the number of cameras. While each spectrum represents a unique
frequency band of the sample, the sensors are mutually-incoherent with each other, requiring
modifications of conventional FPM forward model and reconstruction methods.
8.1 Multi-camera FPM forward model
In MCFPM frequency bands are intercepted by multiple cameras as can be seen in Fig. 8.2,
where each captured intensity image encodes a unique frequency spectrum. In FPM, the
phase recovery of the high-bandwidth diffraction pattern at the aperture-plane involves the
correct phasing of all diffracted fields recorded with each illumination angle. In MCFPM,
the co-phasing requirement also applies to diffracted fields captured by each camera. To
perform ptychographic reconstruction in MCFPM the forward image formation model must
be introduced first. The proposed multi-camera prototype will use the so-called Scheimpflug
configuration [128, 72] where sample, lens and detector planes are tilted with respect to each
other (see Sec. 8.4.1). Hence, the tilted, off-axis FPM image formation model from Sec. 3.5
will be used
Ii(r) = T |F {O(k− ki − kc)P (k)} |2. (8.1)
However, it must be modified to accommodate the use of multiple cameras since each of
them will have dissimilar pupil functions P (k), image distortion T and camera shifts kc.
Hence, each image captured by each individual camera can be modelled by
Ii,c(r) = Tc|F {O(k− ki − kc)Pc(k)} |2, (8.2)
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where each camera c has a unique pupil function Pc(k) and captures diffracted fields O(k)
translated with respect to the aperture by kc. The indices i correspond to the illumination
source producing diffracted field, shifted by ki. Each camera will have a unique coordinate
distortion, defined by the matrix Tc. It was shown in Sec. 3.5 that this matrix will define the
combined effect of coordinate distortion with respect to the parallel plane image formation
model.
The central camera in MCFPM prototype is based on the conventional FPM image formation
model, since all optical planes are parallel in this case. Therefore, the central camera will
act as a “guide star” for other tilted, off-axis cameras. Using this concept, each off-axis
camera c will be assumed to have its image distorted with respect to the central camera by
some coordinate transformation matrix Tc. It will be assumed in this thesis that images are
appropriately re-mapped onto the same coordinate grid as the central camera during image
pre-processing. This way Tc can be eliminated to simplify the image formation expressions
and allowing each camera to be treated using parallel-plane off-axis image formation model
Ii,c(r) = |F {O(k− ki − kc)Pc(k)} |2 (8.3)
With the simplified forward model, reconstruction engines derived for conventional FPM can
be used.
Unlike in single-camera FPM, the diffracted fields must be accurately positioned in the
Fourier domain with respect to each camera. We developed a robust automatic calibration
strategy to account for various forward-model mismatch errors. By using image-registration
based algorithms, not only sensor tilts (leading to perspective distortions), but also field-of-
view mismatches of hundreds of pixels between the cameras can be corrected. We can also
correct for LED-array and aperture/lens displacements of each camera prior to the recon-
struction process by using a position-misalignment correction algorithm from Sec. 5.3. Cali-
bration algorithms outlined in the next section will enable high-quality reconstruction quality
to be achieved using relatively crude optical component positioning by hand and the use of
low-cost, low-precision 3D printed components. Hence, despite the seemingly complicated
experimental design, the actual experimental implementation of MCFPM is simple since the
need for high-precision alignment can be easily mitigated computationally, enabling flexible
integration of the multi-camera system with existing FPM systems.
8.2 Computational calibration
In this section, I will outline an automatic self-calibration framework to enable the use of
the forward model from Eqn. 8.3. Calibration algorithms will require several brightfield
8.2. Computational calibration 127
Figure 8.3: The image registration procedure is demonstrated by (a) and (b) containing sim-
ulated brightfield images for each camera. (a) shows distorted data caused by misaligned
cameras with respect to the central by the actual homography matrices Tc from our experi-
mental setup. Distortion correction using SIFT image registration can recover the homog-
raphy transformation and produce aligned data in (b). The second calibration step corrects
positions kc and ki from the initial model in (c). The correction algorithm first corrects the
LED array induced translation using the central camera data (b) and then aperture misalign-
ment for each camera is corrected in (e).
images to be captured during typical data acquisition. these images will be used to perform
image registration of the tilted off-axis cameras with respect to the central camera. Note that
no special calibration targets need to be imaged. Instead, the natural scene of the sample is
sufficient to provide all of the necessary information. In fact, calibration of weakly-scattering
cell data in Sec. 8.5.3 was calibrated using poor contrast images of the cells itself.
8.2.1 Image resampling and distortion correction
The use of cameras in a configuration where sample, lens and detector planes are non-parallel
will result in distorted images of the sample under investigation, as illustrated in Fig. 8.3(a).
For the image formation model to be correct, we must re-sample the images Ic(r) captured
by the off-axis Scheimpflug cameras, such that k-space vectors r are uniformly sampled for
all of the cameras. It is possible to avoid re-sampling of the raw data, but non-uniform FFT
algorithms must be used instead during iterative reconstruction, which is not computationally
efficient. Image transformation will not only result in uniform sampling, but will also correct
for FOV misalignment, since each camera should point to the exact same FOV.
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Geometrical distortions in Scheimpflug cameras are typically corrected by imaging a cal-
ibration target with known dimensions — such as a dot-grid — and then estimating the
geometrical image transformations [129, 72]. However, this is undesirable, because addi-
tional experiments are required to calibrate the imaging system. Not only, this becomes
more complicated when multiple cameras are used, but also any minor displacement of one
of the cameras will require re-calibration. While deviations are not a problem for robust
commercial systems, it might not be the case for hand made 3D printed microscopes.
Instead, we propose a computational self-calibration method, where the central camera c = 0
is used as a reference for off-axis cameras c 6= 0. Central camera is chosen, because sample,
lens and detector planes are parallel to each other, hence, the central camera captures non-
distorted, uniformly sampled images. The goal of the self-calibration is two-fold:
• Distortion removal from off-axis camera images Ic(r) to account for coordinate trans-
formation Tc from Eqn. 8.3. In doing so, conventional FPM reconstruction algorithms
from Ch. 4 can be used.
• Camera alignment to account for FOV mismatch between the sensors due to poor
camera alignment of experimental setup.
Coordinate transformation between two planes can be described by a 3 × 3 homography
matrix Tc, such that captured image in the tilted plane coordinates can be re-mapped onto a
uniformly sampled coordinates associated to the central reference camera [72, 129, 130]. To
compute the homography matrices, scale-invariant-feature-transform (SIFT) [131] was used.
The algorithm computes images across a wide range of scales and extracts image features
which do not unchanged during scaling. Matching features are identified within both source
and reference images, which are then used to compute the transformation matrix Tc. SIFT
was used due to its availability within existing coding languages and robust performance
compared to other methods. However, other image registration techniques could be used
as well. Once matrices Tc are obtained, all captured images can be transformed during the
image loading before the reconstruction with negligible computational cost. The amount of
distortion present in our experimental prototype is shown in Fig. 8.3(b). The unfortunate ef-
fect visible in the figure is image cropping post-registration, which leads to a minor omission
of frequency contributions to peripheral parts of the image.
8.2.2 Position calibration
Looking at the forward model expression Eqn. 8.3 there are two k-vectors ki and kc used
to translate the frequency spectrum O(k − ki − kc). Illumination misalignment of ki has
been addressed in Sec. 5.3 where efficient self-calibration algorithm is applied during image
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pre-processing. However, the algorithm cannot distinguish whether errors are a result of
illumination misalignment (ki) or lens/aperture misalignment (kc). The proposed correction
is based on a two-step process. Firstly, the central camera is assumed to have kc = 0, hence
the remaining source of k-vector errors will be due to illumination ki. Therefore, position
correction from Sec. 5.3 can be applied onto data from the central reference camera to obtain
illumination source errors kEi , shown in Fig. 8.3(c-d). These errors can then be extrapolated
to the off-axis cameras, removing the ambiguity associated with multiple error sources. The
next step is to apply the same k-space calibration algorithm from Sec. 5.3 onto data from
each off-axis camera to obtain correction values kEc for kc, indicated by Fig. 8.3(e).
8.2.3 Calibration data
It should be noted that the position calibration algorithm described in Sec. 5.3 requires bright-
field images, whereas off-axis cameras only capture darkfield images. Moreover, typical im-
age registration algorithms like SIFT were designed for photography (e.g., panorama stitch-
ing) for images with good contrast. Hence, darkfield images do not work well and brightfield
images are preferred. The solution to these issues is to capture brightfield calibration data.
We capture ∼ 9 brightfield images only once prior to longitudinal-imaging for position cal-
ibration. Moreover, in longitudinal imaging, the data is captured in intervals rather than
continuously due to slowly changing scene and data storage requirements. Hence, during
this time when cameras are idle a single snapshot is taken with all of the LEDs lit up, pro-
ducing a fully brightfield image for each of the cameras in less than a second. This image
is used during image registration prior to the reconstruction process. Since cameras in our
prototype are suspended on springs, they are sensitive to vibrations. Therefore, to ensure
stability registration was done for each reconstruction, but for a well aligned system this is
not necessary.
8.2.4 Calibration summary
To summarise, the calibration procedure shown in Fig. 8.3 can be performed by capturing
several brightfield images for each camera prior to the imaging procedure. Firstly, homog-
raphy matrices Tc are computed using SIFT image registration algorithms to undistort/align
the raw data with respect to the central camera (reference). Secondly, global LED array mis-
alignment error is computed from the central camera data, producing corrected illumination
k-vectors ki + kEi . Lastly, once the LED error is decoupled from the off-axis cameras, the
residual error will be primarily due to the aperture/lens misalignment. Applying the same
self-calibration onto off-axis camera data, the following corrected k-vectors will be obtained
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kc + kEc . The whole process has negligible computational cost and is performed once prior
to image reconstruction.
8.3 Optimisation methods
This section will introduce algorithms and optimisation methods required to jointly synthe-
size data from all of the cameras in a robust way.
8.3.1 Multi-camera reconstruction
In MCFPM, each camera can be considered as a standalone FPM experiment with its own
experimental images, illumination positions, errors, pupil aberrations etc. Comparing con-
ventional FPM model from Eqn. 3.39
Ii(r) = |F {O(k− ki − kc)P (k)} |2 (8.4)
with MCFPM model from 8.3
Ii,c(r) = |F {O(k− ki − kc)Pc(k)} |2 (8.5)
the only difference is the pupil Pc associated with each camera. Hence, without loss of
generality previously derived spatial domain updates can be used from Eqn. 4.24 to update
data from each camera





together with Fourier domain updates from Eqn. 4.29 based on the quasi-Newton engine













where ∆ = ψ′i,c(k)− Pc(k)Oi,c(k). Note that frequency spectrum notation O′i,c(k) is short-
hand for O′(k − ki − kc). This means that all of the cameras will be reconstructing the
same frequency spectrum O, but only at specific locations defined by kc. If pupil aberra-
tions were identical between all cameras, then the reconstruction process becomes identical
to conventional single camera FPM. As a result, all of the previously defined optimisation
methods are directly applicable, such as adaptive momentum acceleration from Eqn. 4.46 or
LED-multiplexed engines from Eqn. 6.21.
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For completeness, the LED-multiplexed multi-camera reconstruction rules will be stated ex-
plicitly and referred to in the result section. Without loss of generality, spatial domain up-
dates using LED multiplexed illumination from Eqn. 6.21 can be modified to update exit
waves using data from each camera c
Ψ
(u,o)
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(8.9)
All of the optimisation robustness improvements from Sec. 4.9 and Ch. 5 can be directly
applied for multi-camera reconstruction as well.
8.3.2 Optimisation framework
It was mentioned in Sec. 8.2 that the central camera will act as a “guide star” for off-axis
camera calibration. The same principles will be used for the MCFPM reconstruction as well,
since the central camera in the proposed MCFPM prototype will be the only one captur-
ing brightfield images, whereas off-axis cameras will capture darkfield images exclusively.
Combine the lack of brightfield images with higher aberrations and larger misalignment er-
rors of off-axis cameras, and reconstruction becomes intractable once the central camera
data is removed from the reconstruction process. This section will discuss how to utilise
experimental MCFPM data in the best possible way for a stable and robust reconstruction.
Central camera acts as a rich source of information which will be crucial for off-axis cam-
era initialization. Firstly, the central camera can be regarded as a standalone conventional
FPM experiment which is well aligned and calibrated compared to off-axis cameras. As a re-
sult, the central camera alone can be used to reconstruct pupil aberrations and the frequency
spectrum. While the synthetic image resolution will not be equivalent to that possible by
MCFPM, it will be much closer to the global minima than starting completely from scratch.
Furthermore, aberrations associated to each lens will be similar between all the cameras, the
only difference being that off-axis cameras will contain additional aberrations. Therefore,
both reconstructed pupil P (k) and reconstructed spectrum O(k) by the central camera can
be used to initialize reconstructions for off-axis cameras. This is similar to the expanding
search space method validated in Sec. 4.10.3, which is extremely important for MCFPM
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Algorithm 3 Multi-camera FPM optimisation framework
1: Initialize: O(k), P (k), ki, kc
2: for jth iteration do
3: for cth camera do . Start from central camera
4: for ith illumination do . Start from lowest spatial frequencies
5: Create a cropped and shifted spectrum: Ocrop(k) = Oi,c(k)
6: Compute estimated exit wave: ψi,c(k) = Ocrop(k)Pc(k)
7: Propagate to spatial domain: Ψi,c(r) = F {ψi,c(k)}








10: Fourier domain optimisation: O′crop(k), P
′
c(k)







Once initialised well, MCFPM reconstruction can be performed. The optimisation will have
to perform multiple iterations, for multiple experimental images and also for multiple cam-
eras. It has been observed in practice that for a given iteration it is best to start iterations
from the central camera, because it contains data with the highest signal-to-noise ratio. Once
the Fourier spectrum is updated, then all of the illuminations should be added from another
camera. At this step, some of the frequency bands will overlap with those from other cam-
eras already reconstructed. The typical role of frequency band overlap is to constraint the
reconstruction such that O and Pc can be recovered from intensity only measurements.
In MCFPM, however, frequency band overlap between different cameras requires data con-
sistency. It has been well documented [25] that intensity variation between the LEDs can
heavily degrade image reconstruction quality. While there is a minor chance that illumina-
tion intensity fluctuates during image capture, it is almost certain that there will be inten-
sity mismatch between the sensors due to the complicated nature of tilted camera imaging
(e.g., sensor light reflectivity with respect to tilt angle). To ensure consistency, the recon-
struction algorithm will try modulating intensity of the low-pass filtered spectrum estimate
Oi,c(k)Pc(k). Since Oi,c(k) is the object requiring consistency, camera-to-camera intensity
variations will be accommodated by changing the transmissivity of the pupil Pc(k) instead.
To avoid this, the changes in pupil intensity can be measured by calculating the intensity





,∀c /∈ 0. (8.10)
Correction term Cc is then iteratively updated and being used for experimental image re-
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scaling
Ii,c(r) = Ii,c(r) · Cc. (8.11)
To summarise, both the frequency spectrum and off-axis camera pupils should be obtained
prior to MCFPM reconstruction by using central camera reconstruction as an initialization
step. Other computational tricks can be used to improve reconstruction robustness.
8.4 Methods
8.4.1 Optical design
In a regular camera, the lens and image planes are parallel to each other, resulting in the fo-
cal plane also being parallel. If the optical components are titled, so will be the focal plane.
To ensure that the sample is in-focus in multi-camera FPM we decided to use the so-called
Scheimpflug configuration [72], which states that sample-lens-detector planes must meet at
a single point called the Scheimpflug intersection illustrated in Fig. 8.4. This imaging tech-
nique was designed for aerial photography to remove perspective distortions and also for
corneal imaging, because in both cases either the lens or the imaging sensor is tilted with re-
spect to the sample. Scheimpflug configuration was also suggested for off-axis FPM imaging
due to minimised off-axis aberrations [128, 12, 59]. While it is possible to correct aberra-
tions computationally (e.g., coma and defocus), such experimental arrangement reduces the
burden placed on the reconstruction algorithms. Other reasons include minimised spatially
varying magnification and the ability to use a curved lens array (for multi-camera systems)
which increases the maximum attainable resolution compared to a planar lens array.
Our experimental prototype based on the Scheimpflug configuration was shown in Fig. 8.1,
where we chose to utilize 9-imaging sensors with a curved lens array. However, tilted off-axis
camera alignment and focusing requires more advanced experimental equipment compared
to planar camera alignment. Such control was provided by a three-axis kinematic stages
capable of tip-tilt-zoom, increasing the complexity of the system. Initially the whole optical
setup was 3D-printed apart from metal posts used to hold our parts in place. All cameras were
attached to 3D printed camera boxed and suspended on a 3D printed camera array. However,
the sensors dissipate heat during operation which was high enough to distort the plastic
sensor holders. To mitigate the issue, camera holders were manufactured out of aluminium.
Based on the diagram in Fig. 8.4 the following set of equations can be derived, to satisfy the
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Figure 8.4: (a) Diagram illustrating geometrical Scheimpflug principle used for our exper-
imental design. The sample-lens-detector planes must intersect at a single point to satisfy
the criterion. This causes the lens and detector planes to be tilted with respect to the sam-
ple plane. (b) Illustration of how the sample spectrum is covered by a single and multiple
cameras during conventional and ptychographic imaging. (c-d) Illustration of the reciprocal
relationship between the LED and lens positions.
Scheimpflug criteria for a given constant magnification between the cameras:
Lsep = (1 +M)f sin(θL)/M





(1 +M) cos(θL) sin(θL)










which depend on the choice of a lens with focal length f , magnification of the systemM and
by the tilt of the lenses by θL.
Lens tilt θL depends on the position of the lenses rc, which in turn will define the frequency
sampling of each camera. With this prototype we wanted to synthesize an aperture equivalent
to 441 LEDs and 1 camera, but using 9 cameras instead to get an improved image acquisition
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speed. Since illumination angles (LEDs) define the total frequency coverage, each camera
must cover frequencies equivalent to 441/9 = 49 LEDs (or 7x7 LED array regions). An ex-
ample of the spectrum coverage by a single and multiple cameras is illustrated by Fig. 8.4(b).
Hence, one method to construct a high-speed system is to select a desired frequency coverage
by a given LED array and use the reciprocal relationship from Fig. 8.4(c-d) to compute the
lens position rc (based on the desired LED positions ri). This will define separation between
the lenses. The next step is to compute how to tilt them (and as a result the cameras) using
Eqn. 8.12. The following experimental parameters were selected for our final prototype:
• Magnification M = 1.5. This was achieved by using sample-to-lens distance as u =
60mm and lens-to-detector distance as v = 90mm.
• Neighboring spatial frequency region overlap percentage 60%. This was achieved by
placing the LED array D = 120mm away from the sample.
• The lenses have an aperture diameter of 8mm and focal length 36mm.
• LED array being used has separation between neighbouring LEDs of 5mm and con-
tains 1024 LEDs in total. The illumination wavelengths available are 630nm, 525nm, 470nm
(red, green, blue).
• Sensors used to obtain the data shown the following subsection were able to capture 5-
megapixel images and had a pixel size of 3.45µm. The actual SBP of captured images
was 2-megapixels.
• θL = 16.8◦ for side cameras and θL = 22.4◦ for diagonal cameras.
• θD = 40◦ for side cameras and θD = 54◦ for diagonal cameras.
• Lsep = 16.8mm for side cameras and Lsep = 22.9mm for diagonal cameras.
• Dsep = 42mm for side cameras and Dsep = 57mm for diagonal cameras.
8.4.2 Experimental setup
Each camera of our setup was equipped with a 9mm diameter and 36mm focal length achro-
matic lenses from ”Edmund optics”. For image recording, we used DMM 37ux264-ML
2448×2048 5-megapixel monochrome sensor boards with a 3.45µm pixel size capable of 38
FPS imaging from “The Imaging Source”. Trigger cables for all the cameras were connected
with the LED arrays such that image captured would be initiated immediately once an LED
is turned on. Two LED arrays were used to capture the data: 32×32 Adafruit LED array and
Tindie 384-well RGB LED microplate light panel. A comparison dataset using a single cam-
era requires 21× 21 (441 total) LEDs to be used, for which the 32× 32 Adafruit LED array
was chosen. However, Adafruit LED array only allows serial signals to be passed, which is
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not suitable for LED multiplexing where LEDs at various rows and columns must be turned
on simultaneously. For this task, the Tindie LED array was used to carry out all the exper-
iments. Both LED arrays provide the same light intensity, and they were positioned such
that the spatial frequency overlap (60%) remains the same, providing equivalent illumination
conditions in both experiments.
8.4.3 Image acquisition
For the experiments presented in this chapter, a complete dataset required for the recon-
struction (captured in time-sequence) constitutes a single frame. The single frame captured
for the reconstruction contains 51 images captured for each of the 9-cameras: 49 images
captured using 49 LEDs, 1 image captured without any LEDs (darkframe) and 1 brightfield
image used for image registration to account for possible camera movement with respect to
the sample during imaging. Also, a one-off LED position misalignment correction requires
brightfield images to be captured for each camera. About 9 images were captured for each
camera once, prior to longitudinal imaging. However, only the 49 brightfield/darkfield im-
ages must be captured in quick succession, whereas the rest can be obtained while cameras
are idle. Lastly, all colour images were obtained by capturing three separate frames, each
captured with either red, green or blue LEDs. Stacking these greyscale reconstructions into
a single 3-channel image, colour images were produced.
The total image acquisition time was limited by the hardware allowing imaging at a frame-
rate of 10 FPS rather than the maximum 35 FPS, when all 9 cameras are used in parallel.
This can be solved by upgrading the USB PCIe cards and using specialised software. For
our experiments, we connected 2 − 3 cameras per USB PCIe card on a standard tabletop
computer and used Python scripts for image acquisition. Writing image acquisition codes in
the native camera language would provide a faster and more stable image acquisition, which
will be demonstrated in future experiments. All images were captured at the maximum
available frame-rate of 10 FPS.
8.4.4 LED multiplexed image acquisition
We also demonstrate that LED multiplexing can also be used with MCFPM to further in-
crease speed of image acquisition, subject to several constraints: captured diffracted fields
should not overlap in spectrum and LEDs within the objective NA (resulting in brightfield
images) should not be mixed together with LEDs outside the NA (resulting in darkfield im-
ages). In our system only the central camera can capture brightfield images whereas off-axis
cameras capture only darkfield. In total, 49 LEDs are used for data acquisition, 9 of which
result in brightfield images within the central camera. Since all of the 9 brightfield LEDs
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overlap in the spectral domain, they could not be multiplexed. Hence, brightfield images
were captured in time-sequence, while the remaining 40 darkfield images were captured us-
ing either 2-LED multiplexing or 4-LED-multiplexing. Total number of captured images
was reduced in half from 49 to 29 (2 LEDs in parallel) or 19 (4 LEDs in parallel), leading to
3s and 2s image capture times respectively. However, reconstruction quality requirements
were satisfied only for 2 LED multiplexing, which was used for data reconstruction.
8.5 Experimental results
In this section, we describe the performance of our nine-camera MCFPM prototype. A
single frame is regarded as a complete data set captured using all 49 illumination angles. For
each illumination angle, the parallelised image capture using all nine-cameras will produce
9 images. Hence, a complete frame using 49 illumination angles, will yield 441 unique
diffracted spectral bands. This image acquisition is equivalent to conventional acquisition
using a single camera and 441 illumination angles, but is a factor nine faster. The image
quality will only be as high as conventional FPM if the image reconstruction is not degraded
during the fusing of the spectra from the nine dissimilar cameras. Thus, we will use slow,
single-camera FPM reconstructed images as a gold standard reference to evaluate the newly
proposed MCFPM method. We show that we can achieve 9-times faster image acquisition
speed of 5s, without the loss of resolution or reconstruction quality. We also demonstrate the
feasibility of LED-multiplexed MCFPM producing 3s image acquisition for a single frame
and highlight that further speed improvement is possible by ab initio optimisation of optical
design for multiplexing.
8.5.1 Quantitative resolution improvement
It will be shown in this section using a USAF test target that our multi-camera FPM system
captures images with equivalent bandwidth to standard FPM, but with a nine-fold greater
SBTP. In Fig. 8.5(a) we show the raw image that would be expected from a single-camera mi-
croscope with incoherent illumination, which has ∼ 8µm resolution. To achieve 1.1µm res-
olution, conventional FPM system would require synthesis of 441 images Fig. 8.5(b) whose
acquisition would take 45s (using 10 FPS). Reducing image acquisition time to 5s would be
long enough to capture only 49 images, resulting in significantly reduced reconstructed im-
age resolution (Fig. 8.5(c)). With MCFPM we can combine the best of both worlds: 1.1µm
reconstructed image resolution using only 49 illumination angles (Fig. 8.5(d)). Resolution
improvement is quantified based on group 9 element 6 resolution, which is also confirmed by
theoretical calculations using 430nm illumination wavelength. LED multiplexing can fur-
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Figure 8.5: USAF target (a) was imaged for quantitative resolution assessment of the
MCFPM method. Conventional FPM reconstructions using 441 LEDs (b) and 49 LEDs
(c) indicate a trade-off between image acquisition speed and reconstructed image resolu-
tion. With MCFPM (d) we can achieve resolution of 1.1µm — same as using 441 LEDs
in conventional FPM, but requiring only 5s for data capture (equivalent to 49 LEDs) due to
parallelization. Image acquisition time can be reduced even further by LED multiplexing to
< 3s while maintaining the same reconstructed image resolution (e).
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Figure 8.6: High-SBP 85-megapixel MCFPM reconstruction of a lung carcinoma sample
(a) with zoomed in sections (b1,c1,d1). The reconstruction quality is significantly improved
compared to raw data with 2-megapixel SBP (b2,c2,c3). We also demonstrate compatibility
with LED multiplexing (c3) and the possibility of quantitative phase imaging (c4).
ther decrease the number of captured images from 49 to 29, providing the same quantitative
resolution improvement (Fig. 8.5(e)).
8.5.2 Histology sample imaging
In this section, we demonstrate MCFPM suitability for wide-field imaging, where we recon-
structed 5.63mm × 4.71mm = 26mm2 Lung Carcinoma FOV (Fig. 8.6). Given quantita-
tive reconstructed image resolution of 1.1µm the SBP of the reconstructed image is 88.5-
megapixels. MCFPM provides a 40× improved SBP, compared to raw image SBP of 2-
megapixels (Fig. 8.6(b2,c2,d2)). We also show that with LED multiplexing, we can achieve
equivalent reconstructed image quality (Fig. 8.6(c3)). Considering a 3s image acquisition
for the multiplexed data and the SBP of 88.5-megapixels, our prototype is currently capable
of∼ 30-megapixels per second SBP. Given the maximum possible sensor FPS of 30 (limited
by tabletop computer hardware to 10), the SBPT would be ∼ 90-megapixels per second.
Lastly, we also show quantitative phase reconstruction (QPI) in Fig. 8.6(c4), correspond-
ing to 630nm illumination. Apart from high-SBP, QPI is desirable for digital pathology for
multispectral, stain-free imaging.
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Figure 8.7: (a) Full-FOV Dictyostelium cell reconstruction (phase only). (b1-c1) show low-
contrast raw data captured with a single LED. With incoherent illumination, no contrast
would be seen. (b2-c2) show reconstructed phase, indicating dramatically improved im-
age contrast and resolution. A time-lapse over 84 minutes shows individual cells undergo
streaming, during which they aggregate into large slugs up to 2mm in size. Video link.
Thanks to the reconstruction and calibration algorithms outlined in the Supplementary mate-
rial, the MCFPM reconstruction was able to converge successfully, demonstrating robustness
in the presence of experimental deviations from the forward model. Deviations include chro-
matic aberration (the blue LED data was defocused), spatially varying illumination intensity
and spatially varying aberrations. Moreover, MCFPM does not require optical aberration
knowledge, instead, they are recovered iteratively together with the complex fields. This is
especially useful for an optical system where each camera contains different pupil aberra-
tions.
8.5.3 Longitudinal cell imaging
For live-cell imaging using FPM, image acquisition time becomes crucial when trying to
resolve temporal cell dynamics. For longitudinal imaging of dynamic biological events, the
imaging system must be stable over multiple hours. In Fourier ptychography, the sensor,
sample and the illumination source must remain stable with respect to each other during
image capture. Illumination angle stability ensures that the spatial frequencies can be posi-
tioned accurately for synthetic image fusion, while sample and sensor stability ensures the
spectral content being sampled matches the theoretical model. Furthermore, the sample can
move out-of-focus during image capture due to various reasons, such as cell growth media
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evaporation. Our self-calibration algorithms can correct movement of all mechanical com-
ponents, and the reconstruction algorithm itself provides digital re-focusing through defocus
aberration recovery.
Most live cells, such as Dictyostelium cells, are weakly scattering samples and have no
contrast under brightfield illumination. The reason is that the phase transfer function of an
optical system is ∼ 0 for on-axis illumination [132] and increases with higher illumination
angles. Hence, the lack of low-frequency information makes reconstructing phase-only sam-
ples much more difficult compared to amplitude [10]. Because of the additional complexity,
we did not use the LED-multiplexed illumination scheme for weakly-scattering imaging to
reduce the computational burden.
We demonstrate our MCFPM technique on Dictyostelium cells because for such experiments
high-SBP imaging is desirable. The individual cells are around 5− 15µm in size, requiring
high resolution for individual cell tracking. These cells are used to study various biological
models such as macropinocytosis, where dynamics of large cell volumes are necessary, hence
the wide-FOV requirement. When cells begin to starve, a chemical is released (chemoattrac-
tant cyclic adenosine monophosphate), signalling for the neighbouring cells to stream into
large slugs several millimetres in length. Dictyostelium imaging is usually performed using
100× magnification, corresponding to a FOV of ∼ 2mm, which is barely wide enough to
capture whole slug motion.
Longitudinal cell reconstruction in Fig. 8.7 contains a 84 minute time-lapse (see link in the
figure caption) which shows cells undergoing streaming (total imaging time took 10 hours).
Since these cells are weakly scattering, we are only showing quantitative phase (rather than
amplitude). Raw images in Fig. 8.7(b1-c1) were obtained using coherent single LED illumi-
nation to produce some contrast. If incoherent illumination was used instead, there would
be no contrast of the cells. With our technique it is possible to resolve individual cells and
their interactions shown in Fig. 8.7(b2-c2)). Not only is the contrast improved, but also im-
age resolution and overall quality. Since our FOV is 26mm2, we can also easily track the
movement of large slugs. However, during cell aggregation, the sample violates the thin
sample approximation. To reconstruct individual slug structure, 3D Fourier ptychographic
reconstruction is required, which we have not implemented for this demonstration. In sum-
mary, with our technique, we were able to successfully demonstrate algorithmic robustness
and stability of our calibration algorithms over long timeframes. In future work we hope to
use this multi-camera prototype for biological sample imaging where resolution, wide-FOV
and high-speed imaging is crucial.
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8.6 Discussion
In this chapter, LED-multiplexing was difficult to utilise on experimental data, either with a
single-camera (conventional FPM) or multiple-cameras. It is suspected that a small number
of illuminations could have caused reconstruction issues. Another issues could be due to
experimental imperfections and image noise. Unlike applications in [63, 10], here low-cost
sensors were used, which issues for LED-multiplexed reconstruction. By using multiple-
cameras, frequency spectrum decomposition is no longer required, reducing computational
complexity. As a result, multi-camera reconstruction seems to be more robust compared to
LED-multiplexing, not only in real experiments but even in simulation data. Further research
should be done to identify the exact cause to produce the fastest possible FPM prototype.
Moreover, there will be camera-to-camera inconsistencies, such as brightness variations be-
tween raw intensity images, which will be problematic for Fourier domain image synthesis.
While algorithms were able to account for these disparities, it came at the cost of increased
algorithmic convergence time. We believe that improved reconstruction convergence is pos-
sible by inclusion of appropriate regularization or additional adaptive correction strategies.
Nonetheless, the reconstructed image quality was validated by experiments to match theo-
retical expectations.
When designing a multi-camera system, additional hardware considerations must be taken
into account, regarding maximum camera frame-rates that can be utilised. Since a table-
top computer was used for this prototype, all of the cameras could only be run at 10FPS
rather than the maximum possible 35FPS, limiting image acquisition speed of our system.
Otherwise, sub-second capture would be possible. Other considerations involve data transfer
speeds, since each image is around 10-megabytes in size. When capturing ∼ 450 images
for a single FPM frame, nearly 5-gigabytes of data will need to be transferred onto the
hard-drive. Despite extremely fast USB3.1 data transfer-speeds, the actual bottleneck was
the hard-drive write speed. To mitigate this issues, solid-state-drive (SSD) should be used
instead. Lastly, to reduce the data storage requirements, lossless compression can be used,
which for our prototype was able to reduce the data down to 1-gigabyte. Data-transfer speed
was not significant since we were capturing frames every 3-minutes.
Lastly, the multi-camera prototype can be also useful for thick-sample imaging. Once a
thick sample is illuminated with angular light, we can no longer assume a linear relationship
between k-space vectors ki and illuminator position ri. To mitigate this issue, aperture-
scanning FPM was used (see Sec. 3.3), where the diffracted field is instead sampled by a
movable aperture rather than angular illumination. This way, the frequency sampling k-
vectors ki are no longer affected by sample thickness. Multi-camera FPM can be regarded
as a combination of both illumination and aperture scanning techniques. For thin samples,
conventional reconstruction approach can be used. For thick samples the multi-lens arrange-
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ment can be used to deduce the scattering geometry similar to tomographic imaging. These
novel adaptations are left as future work.
8.7 Conclusion
We present for the first time a computational microscope where multiple-cameras were used
for wide-field, high-resolution phase microscopic imaging. Not only are we able to im-
prove the image acquisition speed of the system, but our method is also compatible with
most FPM modalities. With constantly increasing computational power and sensor becom-
ing cheaper than ever before, MCFPM can be used to improve all of the previously published
FPM demonstrations. We developed robust self-calibration and reconstruction algorithms
to enable low-resolution data synthesis from multiple mutually incoherent detectors and
demonstrated that our prototype can reconstruct a wide-field (85-megapixel), high-resolution
(1.1µm) image, captured in 3 seconds. This is a dramatic improvement compared to raw im-




Work presented in this thesis focused on the development of new theoretical, computational,
and experimental concepts for a computational imaging technique called Fourier ptychog-
raphy. This technique is attractive for its ability to convert several low-resolution measure-
ments into a wide-field, high-resolution gigapixel image. Till now, most practical demonstra-
tions used Fourier ptychography as an add-on for conventional microscopes, despite unique
opportunities for novel imaging devices. In this thesis, I wanted to take Fourier ptychogra-
phy out of the idealised lab conditions and place it into the real world. Despite all the chaos
and problems inevitably encountered in experiments, the need for better computational and
theoretical models for imaging has never been greater. With my work, I aimed to advance
our knowledge in this direction.
The final chapter demonstrated the culmination of my work, where a multi-camera high-
speed FPM prototype was constructed and validated for longitudinal cell imaging. To achieve
this, a multitude of novel experimental, computational and theoretical developments had
to be developed and interleaved together into a single unified imaging platform. The path
towards this goal was full of obstacles, which were overcome by the introduction of new and
improved reconstruction techniques, efficient and fully-automated calibration algorithms,
new image formation models, and custom-built experimental imaging devices. Both devices
presented in this thesis heavily relied on 3D-printed components, dramatically reducing the
overall cost and enabling replication by others.
In chapter 3, we introduced the conventional Fourier ptychographic image formation model,
which assumes on-axis, parallel-plane imaging. However, in the proposed multi-camera
prototype, the sample is imaged from multiple directions using tilted and displaced opti-
cal components. While such configuration is not uncommon in practical experiments, it is
usually designed using principles of geometrical optics. However, these principles are insuf-
ficient for FPM as a computational imaging technique, which requires a theoretical image
formation model to derive the reconstruction algorithms. We generalised the stringent FPM
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forward model to accommodate tilted, off-axis optical geometry and also included an ex-
tremely efficient and simple method to mitigate the issue of coordinate distortions due to
non-planar imaging.
Forward model generalisation was also complemented by removing the need for idealis-
tic plane-wave illumination. While such illumination provides a simple treatment of light
diffraction in FPM, violation of it introduces severe phase curvature in the reconstructed im-
ages. It is well known that a point-like illumination source will produce spherical waves,
which can be approximated as plane waves only after long propagation distances or narrow
FOV imaging. If either of these conditions is violated, then the illumination wavefronts will
appear curved. We showed for the first time that spherical waves have the same frequency
band shifting property as plane waves, modified only by an additional quadratic phase term.
This model is crucial for quantitative phase imaging, since its inclusion enables the removal
of phase curvature.
In chapter 4, we cast Fourier ptychographic reconstruction as an optimisation problem to
recover complex fields associated with each low-resolution measurement. In doing so, mul-
tiple low-resolution intensity measurements can be fused coherently in the Fourier domain.
We drew inspiration from a mature lensless imaging technique called ptychography and took
popular optimisation concepts used in machine learning. The outcome of this chapter was
a new reconstruction method superior to prior implementations, additional optimisation im-
provements, and novel insights of FPM reconstruction algorithms.
While multitudes of reconstruction methods (called engines) have been derived for lensless
ptychography, unfortunately, they are not optimally designed for Fourier ptychography. The
main reason is that experimental images, captured using angular illumination, will span a
broad range of the frequency spectrum and varying signal-to-noise conditions. This is not
the case in ptychography, where the sensor is always aligned with the illuminating probe,
producing similar image content for each scan position. To include prior knowledge of ex-
perimental conditions, the inverse-problem solved by optimisation algorithms can be regu-
larised. Borrowing methods from ptychography, we derived a general reconstruction engine
and demonstrated how to appropriately design the regularisation term. In doing so, we gave
novel insights of the FPM reconstruction and provided a powerful tool for flexible and mod-
ular engine derivation by non-experts.
Moreover, by treating Fourier ptychography as a general optimisation problem, various tools
from machine/deep learning communities can be incorporated. We improved the exist-
ing reconstruction engines by complementing them with adaptive momentum acceleration
(ADAM), which gave unprecedented performance compared to conventional reconstruction.
We also showed how general properties of the optimisation landscape necessitate the use of
“tricks” to make the problem more tractable. By gradually including more and more data dur-
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ing iterative reconstruction, or through reinitialisation of some of the reconstructed parame-
ters, algorithmic robustness can be dramatically improved without sacrificing reconstruction
convergence speed. We also introduced a new and efficient noise attenuation method, remov-
ing the need for noise removal during data pre-processing. Application of these methods as
a whole, minimises the need for parameter tuning, since the optimisation itself will adapt
to the experimental imperfections. It is my hope that with the combined regularisation and
optimisation approach, I was able to explain and demystify the optimisation process itself,
while also including significantly improved computational methods.
In chapter 5, we demonstrated issues which will be undoubtedly encountered by Fourier
ptychography once taken out of the ideal lab environment and placed into the “wilderness”.
Issues such as partial-coherence, phase-curvature, optical component misalignment, spatially
varying aberrations or field-curvature will severely affect reconstructed image quality. This
is because the image formation model defined by
Ii = |PkOk−ki |2 (9.1)
is assumed to be spatially invariant. Fortunately, most of the model-mismatch errors will be
minimal for narrow-FOV areas. To utilise this fact, we introduced a widely used segmentation-
based reconstruction method where FOV is divided into small segments and each is recon-
structed individually. The remaining chapter introduced the shortcomings of this approach
and proposed novel solutions that improve the chances of reconstruction success.
If the pupil Pk contains spatially varying aberrations, then each FOV segment will require
the reconstruction of progressively worse aberrations towards FOV edges. If they become
severe enough, the reconstruction can fail altogether, an outcome that can be avoided with a
good initial estimate. Since aberrations are difficult to known prior to the reconstruction, we
proposed two blind aberration reconstruction methods. The first one recovers minimal aber-
rations first (close to image centre) and uses progressively better estimates for neighbouring
FOV segment initialisation further away from the optical axis. Another newly introduced
method is an adaptation of the so-called “orthogonal probe relaxation” from ptychography.
With this method, we are able to recover a low-rank aberration basis via matrix factorisation,
without any prior assumptions. In doing so, the matrix basis can be imposed for each FOV
segment, constraining the optimisation problem and ensuring that no individual segment re-
construction fails due to severe aberrations.
Another quantity requiring attention is the frequency spectrum Ok−ki , which can suffer from
previously mentioned phase curvature due to spherical wave illumination and/or Fresnel
diffraction. Both of these effects scale with the size of image’s FOV, which suggests that
by using segmentation-based reconstruction, phase curvature can be minimised. Phase cur-
vature causes not only undesirable cosmetic artefacts, but they also increase the likelihood of
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segmentation-based reconstruction failure. The situation is even worse once wider FOVs are
considered. To ensure smooth computational convergence and a faithful phase reconstruc-
tion, our newly proposed technique is based on appropriate initialisation, followed by post
reconstruction removal. While phase curvature artefacts have been documented in literature,
neither the origin nor the correction has been proposed for both propagation and illumination
induced effects.
The last parameter which we have not discussed yet are the frequency k-vectors ki, which
define where each frequency band must be positioned during Fourier domain fusion. In prac-
tical experiments, it is likely that the illumination source will be misaligned, especially for
3D-printed microscopes proposed in this thesis. Since illumination angles are directly pro-
portional to ki, the reconstruction quality will be severely affected if misalignments are not
accounted for. This will be even more difficult if positions are also distorted non-linearly
due to effects such as focal plane curvature. To mitigate these effects, we applied the pre-
viously reported calibration routine [28] onto each FOV segment. Once k-vectors of each
FOV segment are calibrated, a robust model is fitted to obtain a global transformation matrix
describing coordinate distortion across the image FOV. In such a way, we correct both: the
spatially varying effects and the typical displacements due to misaligned components.
In chapter 6, we introduced the popular mixed-state reconstruction method from conven-
tional ptychography. There, the reconstructed objects are assumed to be composed of multi-
ple modes, each accounting for some part of experimental decoherence. The abstract nature
of this method is a feature rather than a bug, since no prior knowledge of decoherence is
required. The closest representation of it in FPM is LED-multiplexing, used to mitigate the
use of multiple mutually incoherent illuminations in parallel. Instead, we reported the first
implementation of the mixed-state model in FPM and demonstrated that LED-multiplexing
is a special case of it. The generalisation was used to rigorously derive the first mixed-state,
quasi-Newton reconstruction engine. We also showed how to rigorously include mixed states
from a regularised optimisation perspective to correct for theoretical and mathematical in-
consistencies within the proposed derivation method in LED-multiplexed FPM [63].
In conventional ptychography, the most common application of the mixed-states model is for
partial coherence correction. The lack of mixed-states in Fourier ptychography is surprising,
considering that most experiments use partially coherent light (from LEDs) while recon-
structions are performed based on a fully coherent image formation model. Application of
the newly derived mixed-state models was put to the test for partial spatial-coherence correc-
tion using both simulated and experimental data. In simulations, we were able to demonstrate
that by using an extended illumination source, the violation of spatial-coherence introduces
artefacts within the reconstructed images. By using the mixed-state model, multiple orthog-
onal pupil modes were recovered to account for partially coherent illumination, resulting in
aberration free reconstruction.
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The next step was to demonstrate partial-coherence violation in experimental data by recon-
structing FOV area wider than the transverse coherence length. Surprisingly, both narrow
and wide FOV reconstructions gave equivalent results, despite one of them violating the
spatial coherence assumption. It appears that Fourier ptychography is largely immune to
coherence issues, which would explain the lack of research interest over the years. We did
notice that if simulated images were generated by using either a broad PSF or an extended
illumination source, then coherence artefacts will not be observed. Instead, it seems that
coherence issues appear only when both a broad PSF and an extended illumination source
are used together. The exact reason is not known yet, and further work is required, especially
using large illumination sources.
In the penultimate chapter, the reconstruction robustness was pushed to its limitations by a
$150, 3D-printed microscope based on Fourier ptychography. With this project, we wanted
to demonstrate potential applications of Fourier ptychography for resource-limited areas in
need of high imaging performance. Despite using a lens and a sensor, each costing∼ $10 and
∼ $30 respectively, we were able to reconstruct a wide-field sub-micron resolution image ri-
valling the performance of commercial-grade microscopes. However, this device suffered
from every imaginable spatially-varying artefact, such as severe spatially-varying aberra-
tions, field curvature, misaligned optical components, large image noise, etc. Moreover, most
low-cost sensors are mass-produced for commercial applications, requiring colour sensing.
This is achieved by placing a sparsity-inducing Bayer filter onto a monochrome sensor. We
demonstrated that Bayer sparsity can be addressed either by reconstruction of demosaiced
images or by using sparsely-sampled reconstruction. At the time of publication, this was
the only low-cost FPM implementation using low-cost colour sensors and 3D-printed com-
ponents. However, to improve the signal-to-noise ratio, we used longer exposure times,
resulting in a rather slow image acquisition speed. To improve image acquisition speed of
FPM we focused our work onto parallelised FPM imaging.
In the last chapter we introduced the concept of multi-camera Fourier ptychography which
was validated using a 3D printed, low-cost, nine-camera prototype. With this system, we
validated the off-axis, tilted camera image formation model introduced earlier. While the
optical setup and the model itself is complicated, the actual implementation is not. It can
be seen from the raw images that by using 3D-printed components and manual assembly
by hand, our system deviated from the ideal alignment. Not only did each camera suffered
from a unique distortion, but the FOVs were also misaligned by up to several hundred pixels.
To deal with these issues, we introduced extremely powerful automatic calibration methods,
where the central camera is used as a “guide star” for other off-axis cameras. In doing so,
off-axis optical components can be potentially arranged at arbitrary positions with respect to
the sample, giving a flexible and scaleable optical design for FPM. The remaining model-
mismatch errors and camera-to-camera variations were addressed with previously introduced
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calibration and reconstruction algorithms.
So far, this is the only multi-camera non-interferometric microscope presented in literature,
where the phase between all mutually incoherent detectors was recovered using intensity-
only images. The reconstructed images contained nearly 100-megapixels and 1µm resolu-
tion. A full data-set was captured in 5s using a table-top computer and non-specialised hard-
ware. If cameras could have been used at the maximum frame rates, then sub-second image
capture would have been possible. We also implemented LED-multiplexed reconstruction
to demonstrate that our technique can be used to complement existing high-speed FPM
implementations. Lastly, our microscope was put to the test for live-cell imaging over 24
hour timeframe. Despite flimsy optical construction (which is somewhat inevitable using 3D
printed, low-cost parts), the automatic calibration algorithms maintained stability through-
out the whole imaging duration. I argue, that this experiment encapsulates the strength of
Fourier ptychography technique as a whole.
In general, given the young age of FPM we are yet to see the full potential of the technique
and practical implementations. One likely direction is towards multi-modal imaging where
a single compact device will be able to perform a multitude of tasks such as gigapixel, am-
plitude, phase and multi-spectral imaging. The latter application is very attractive for digital
pathology, where the use of multi-spectral illumination sources can be used to perform “dig-
ital staining”. In doing so, differing light absorption properties of biological structures can
be enhanced or suppressed through illumination wavelength selection. Combined with wide-
FOV and high-resolution, the microscopes will be able to provide high-throughput sample
screening with a focused of specific feature detection. Adding in the ability of machine
learning based segmentation / identification, would further reduce the need for highly trained
personnel to perform routine tasks such as cell counting or cancerous tissue identification.
In spite of the impressive FPM imaging performance, I believe it will see wide-spread prac-
tical implementation only if it can produce results fast enough. This includes not only the
aforementioned high-speed image acquisition schemes (e.g., multi-camera imaging), but also
the ability of fast image reconstruction. Performing Fourier transforms on gigapixel-sized
images is extremely computationally costly, which combined with the need for multi-spectral
imaging would result in very demanding computational requirements. A way to circumvent
these requirements is to design “smart reconstruction” strategies, such as identifying fea-
tures of interest within a wide-field, low-resolution image and reconstructing small segments
where high-resolution is required. Such fusion of identification and reconstruction will likely
require machine-learning type algorithm enhancement with FPM reconstruction techniques.
In summary, I hope that the methods presented in this thesis will be useful for faster, better,




A.1 Fresnel diffraction between titled planes
Given two parallel planes the Rayleigh-Sommerfeld diffraction integral can be used from





ψ(x′, y′) exp (ikr) dx′dy′. (A.1)
As was done for Fresnel diffraction, the integral can be simplified with the paraxial ap-
proximation of r and as a result exp (ikr). Before doing that two additional terms will be
introduced to simplify the length of the expressions. Firstly, the term x′′2 + y′′2 + z′′2 can be
expanded and simplified
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Distance r is defined as distance from r′′ to r which will be simplified via Taylor expansion
r =
√
(x− x′′)2 + (y − y′′)2 + (z − z′′)2
=
√
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(A.4)



















To obtain previously derived propagators in terms of Fourier transforms two additional mod-
ifications will be introduced. Firstly, the exponent in front of the integral can be rewritten by
Taylor expanding r0 (as was done previously)







Secondly, the term xx′′ + yy′′ + zz′′ can be rewritten using the tilted plane coordinates and
collecting terms linear in x′ and y′
xx′′ + yy′′ + zz′′ = xx′ cosαx + y(x
′ sinαx sinαy + y
′ cosαy)+
+ z(−x′ cosαy sinαx + y′ sinαy)
= x′(x cosαx + y sinαx sinαy − z cosαy sinαx)+
+ y′(y cosαy + z sinαy).
(A.7)
Thirdly, to obtain a Fourier transform relationship from the Fresnel diffraction integral the
following frequencies must be introduced
kx =
k(x cosαx + y sinαx sinαy)
r0
















(xx′′ + yy′′ + zz′′)
)
= exp (−i(kxx′ + kyy′)) . (A.9)
Lastly, using the paraxial approximation, the propagation distance can be approximated by
r0 ≈ z which can be regarded as the mean propagation distance.



















This expression is equivalent to the one in Eqn. 2.33 describing propagation between parallel
planes. However, plane rotations will distort the k-space vectors, requiring non-uniform
sampling.
A.2 Spatial domain optimisation derivation




∣∣∣2√Ii(r)−√Ψi(r)Ψ ∗i (r)∣∣∣2 . (A.11)
Since the function is separable in r, the summation over r can be removed to simplify the
notation
Lr =
∣∣∣√Ii(r)−√Ψi(r)Ψ ∗i (r)∣∣∣2 . (A.12)
Minimization was done using first-order gradient descent from Eqn. 4.8
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Inserting the gradient into Eqn. A.13, spatial domain optimization becomes








A.3 Regularised engine derivation
This section will derive the Fourier domain update rule by minimizing the cost-function from
Sec. 4.6.2
Lk,O =
∣∣∣∣P (k)O′i,c(k)− ψ′i(k)∣∣∣∣22 − ΓO ∣∣∣∣O′i,c(k)−Oi,c(k)∣∣∣∣22
Lk,P = ||P ′(k)Oi,c(k)− ψ′i(k)||
2
2 − ΓP ||P
′(k)− P (k)||22
(A.16)
Since updated objects O′ and P ′ appear within the cost-functions, the update rules can be
obtained directly by taking the derivative of Lk with respect to the complex conjugate of the









i,c(k)−Oi,c(k)) = 0 (A.17)
To obtain an expression for updated objectO′ a mathematical trick is to include P ∗(k)(Oi,c(k)P (k)−[
ψ′i(k))− P ∗(k)(Oi,c(k)P (k)− ψ′i(k))
]
= 0
P ∗(k)(O′i,c(k)P (k)− ψ′i(k)) + ΓO(O′i,c(k)−Oi,c(k))+
+
[




Collecting terms with respect to updated object O′i,c(k) and current estimate Oi,c(k)
|P (k)|2O′i,c(k)− |P (k)|2Oi,c(k) + ΓOO′i,c(k)− ΓOOi,c(k)+
+ P ∗(k)(Oi,c(k)P (k)− ψ′i(k)) = 0
(|P (k)|2 + ΓO)O′i,c(k)− (|P (k)|2 + ΓO)O′i,c(k)
+ P ∗(k)(Oi,c(k)P (k)− ψ′i(k)) = 0
(|P (k)|2 + ΓO)(O′i,c(k)−O′i,c(k))
+ P ∗(k)(Oi,c(k)P (k)− ψ′i(k)) = 0.
(A.19)
Diving the whole expression by (|P (k)|2 + ΓO) finally provides the familiar update rule
shown in Sec. 4.6.2
O′i,c(k) =Oi,c(k) +
P ∗(k)∆
|P (k)|2 + ΓO
(A.20)






A.4 Mixed-state engine derivation














Following same arguments as before in Appendix A.3, the cost-function can be minimised























Setting it to zero (to obtain the minima) and solving for the O′(o) will produce the update
rules for each object mode o [37]. To obtain the desired update rules the following term
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(A.23)
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Collecting terms with respect to updated object O
′(o)
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(A.24)
In the last equation the summation over p and o was separated, since spectrum depends
only on the summation over o whereas pupil and Γ terms depend on p only. Diving the
whole expression by
∑



























. This expression gives the update rules of the
mixed-state spectrum O =
∑
oO
(o). Computationally, each mode o will be updated sepa-
rately, which can be done by removing the summation over o to produce the final regularised













Regularization term selection Γ was discussed in the main text.
A.5 Data simulation methods
To perform analysis of new optimization methods in a controlled way, data must be simu-
lated. Two simulation methods will be introduced: one based on the pre-derived forward
model and another based on general principles of diffraction.
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Figure A.1: (a) Forward-model simulation starts from a theoretical model. Based on FPM
forward model, the simulation starts from the simulated spectrum O(k) which is shifted,
low-pass filtered and propagated to the detector plane. (b) Simulation can also be done using
diffraction, where simulations start from a physical object o(r). Once illuminated by p(r) a
phase shift is induced, which will result in diffracted field shifting (in (a) shifting must be
performed manually). Propagators P use Fresnel diffraction to travel between the optical
planes. In addition a phase transformation by a thin lens is also added to counter-act the
Fresnel diffraction quadratic phases.
A.5.1 Forward-model based simulation
The simplest simulation methods is to take an existing image formation model and use it
obtain a simulated image. For FPM the following forward model can be used from Eqn. 3.39
Ii(r) = |F {P (k)O(k− ki)}|2 . (A.27)
It simply states that an image can be simulated by taking the squared absolute value of
Fourier transformed low-pass filtered spectrum, illustrated by Fig. A.1(a). An image stack
for multiple illumination angles can be produced by following steps in Alg. 4. This method
simply requires optical design parameters to compute the frequency sampling vectors ki,
simulated object o(r) and pupil aberrations P (k). However, if the same image formation
model is used for data simulation and data reconstruction, then the reconstruction will be
biased to succeed.
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Algorithm 4 Forward-model based simulation
1: Initialize frequency shifts, sample and pupil: ki, o(r), P (k)
2: Create sample spectrum: O(k) = F {o(r)}
3: for i, ∀i ∈ [1, ..., I] do
4: Compute the shifted low-pass filtered spectrum: ψ(k) = O(k− ki)P (k)
5: Propagate to the detector plane: Ψ(r) = F {ψ(k)}
6: Compute and save the image: Ii(r) = |Ψ(r)|2
7: end for
A.5.2 Diffraction based simulation
To avoid bias, a more rigorous approach is to use Fresnel diffraction to propagate scattered
light from the sample plane to the detector plane. With such approach the simulated data can
be used not only to test optimization algorithms, but also to validate new forward models.
Such simulation method will follow steps used during conventional image formation model
derivation in Sec. 2.4, summarised by the following operations:
• Create a scattered wavefront as a result of sample illumination, which will also impart
a phase shift resulting in Fourier domain spectrum translation (due to angular illumi-
nation).
• Propagate from sample to lens plane, which transforms the diffracted field into the
frequency domain.
• Perform frequency filtering and apply a phase transformation due to interaction with
the lens.
• Propagate to the detector domain, transforming the diffracted fields back into the spa-
tial domain.
• Perform image detection by | · |2.
Complete outline of the simulation algorithm is shown in Alg. 5.
Algorithm 5 Diffraction-based simulation
1: Initialize spatial illumination coordinates, sample and pupil: ri, o(r), P (k)
2: for i, ∀i ∈ [1, ..., I] do
3: Create illuminating wavefront: p(r)
4: Compute a scattered wavefront: o′(r) = o(r)p(r)
5: Propagate to the lens plane: O(k) = Pz(o′(r))
6: Low-pass filter: O′(k) = O(k)P (k)Plens
7: Propagate to the detector plane: o′′(r) = Pz(O′(k))
8: Compute and save the image: Ii(r) = |o′′(r)|2
9: end for
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Illumination Angular sample illumination in FPM will result in spectrum translation
within the Fourier domain. This can be performed by simulating either plane-wave or
spherical-wave illumination from Eqn. 3.4 or Eqn. 3.11
p(r) = exp (ikir) Plane-wave
p(r) = exp (ikr) Spherical-wave
Propagations All scattered light propagations between optical components will be car-




















which can be used to propagate any arbitrary 2D field by a distance z from the plane (x′, y′)
to (x, y). The use of the Fast-Fourier-Transform makes Fresnel propagator computationally
efficient.
Lens transformation In lens-based imaging the lens will interact with incident wave-









For a perfect optical design, the simulated data will be equivalent to the forward-model
based simulations image formation model, quadratic phase terms introduced by Pz will be
cancelled out by Plens. However, if a given optical design has tilted or displaced optical
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