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AN INVERSE PROBLEM FOR THE p-LAPLACIAN:
BOUNDARY DETERMINATION
MIKKO SALO AND XIAO ZHONG
Abstract. We study an inverse problem for nonlinear elliptic
equations modelled after the p-Laplacian. It is proved that the
boundary values of a conductivity coefficient are uniquely deter-
mined from boundary measurements given by a nonlinear Dirichlet-
to-Neumann map. The result is constructive and local, and gives
a method for determining the coefficient at a boundary point from
measurements in a small neighborhood. The proofs work with the
nonlinear equation directly instead of being based on linearization.
In the complex valued case we employ complex geometrical optics
type solutions based on p-harmonic exponentials, while for the real
case we use p-harmonic functions first introduced by Wolff.
1. Introduction
This article concerns inverse boundary value problems for nonlinear
elliptic equations. In the case where the underlying equation is linear, a
standard example is the inverse problem of Caldero´n [13]. This problem
is related to Electrical Impedance Tomography, a method proposed for
medical and industrial imaging, where the objective is to determine
the electrical conductivity of a medium by making voltage to current
measurements on its boundary. There is an extensive theory concerning
inverse boundary value problems for linear elliptic equations. We refer
to [41] for a recent survey.
We recall the mathematical statement of the Caldero´n problem. Let
Ω ⊆ Rn, n ≥ 2, be a bounded open set with C1 boundary. We consider
Ω as a medium which conducts electricity, with conductivity given by
a positive function γ ∈ L∞(Ω). Assuming that there are no sources or
sinks of current in Ω, a voltage f on the boundary induces a potential
u in the domain which (by Ohm’s law) solves the Dirichlet problem{
div(γ(x)∇u) = 0 in Ω,
u = f on ∂Ω.
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The boundary measurement corresponding to f , denoted by Λγf , is
the current at the boundary given by
Λγf = γ
∂u
∂ν
∣∣∣
∂Ω
.
We assume that one can prescribe many different voltages f on the
boundary, and then measure the corresponding boundary currents Λγf .
The map Λγ is called the Dirichlet-to-Neumann map (DN map for
short). Using a suitable weak formulation, Λγ becomes a bounded
linear operator from W 1/2,2(∂Ω) to W−1/2,2(∂Ω) (where W s,p denotes
the Lp based Sobolev space with smoothness index s). The Caldero´n
problem asks to determine the conductivity function γ from knowledge
of the operator Λγ.
There are several aspects of the Caldero´n problem that have been
studied. We mention the following particular questions:
1. Boundary uniqueness. If Λγ1 = Λγ2, then γ1|∂Ω = γ2|∂Ω.
2. Interior uniqueness. If Λγ1 = Λγ2 , then γ1 = γ2 in Ω.
3. Stability. If Λγ1 and Λγ2 are close, then γ1 and γ2 are close.
4. Reconstruction. Algorithm for determining γ from Λγ.
5. Partial data. If Λγ1|Γ = Λγ2|Γ for some Γ ⊆ ∂Ω, then γ1 = γ2.
As a rule, rather precise results for the above questions are available
in the case n = 2 [11], [8], [9], [7], [17]. Also in dimensions n ≥ 3
many results have been obtained [11], [39], [1], [31], [26], however sharp
conditions such as optimal regularity of the conductivity are in general
not known. We refer again to the survey [41] for more details.
In contrast with the linear case, less is known about variants of the
Caldero´n problem for nonlinear elliptic equations. In this paper we
consider a particular nonlinear model based on the p-Laplace operator
∆pu = div(|∇u|
p−2∇u), 1 < p <∞.
The corresponding p-Laplace equation ∆pu = 0, whose solutions are
called p-harmonic functions, is a prototypical nonlinear equation in di-
vergence form. It arises as the Euler-Lagrange equation for minimizing
the p-Dirichlet energy
Ep(u) =
∫
Ω
|∇u|p dx
over all u ∈ W 1,p(Ω) with fixed boundary values. For more details on
p-Laplace type operators we refer to the book [15] and lecture notes
[14], [30]. Applications in fluid mechanics, plastic moulding, and image
processing are discussed in [4], [5], [28].
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Given a bounded open set Ω ⊆ Rn, n ≥ 2, having C1 boundary, and
for a positive function γ ∈ L∞(Ω), we consider the Dirichlet problem{
div(γ(x)|∇u|p−2∇u) = 0 in Ω,
u = f on ∂Ω.
This is also called the weighted p-Laplace equation [15]. The nonlinear
DN map is formally defined by
Λγ : f 7→ γ(x)|∇u|
p−2∇u · ν|∂Ω
where u is the unique solution with boundary values f and ν is the
outer unit normal to ∂Ω. The precise definition of the DN map is
given in Appendix A.
Since the equation is nonlinear, one needs to make a distinction
between real and complex valued solutions. We denote by ΛRγ and Λ
C
γ
the DN maps acting on real and complex boundary values, respectively.
Our main theorem is the following boundary uniqueness result.
Theorem 1.1. Let Ω ⊆ Rn, n ≥ 2, be a bounded open set having
C1 boundary, and let γ1, γ2 be positive continuous functions on Ω. If
ΛRγ1 = Λ
R
γ2, then γ1|∂Ω = γ2|∂Ω.
The proof is constructive and local in the sense that we construct
a sequence of explicit functions fM on the boundary, supported in an
arbitrarily small neighborhood of a boundary point x0, such that
lim
M→∞
∫
∂Ω
Λγ(fM)f¯M dS = γ(x0).
In fact, this result is true if γ is in L∞(Ω) and continuous near x0. The
map ΛCγ determines Λ
R
γ trivially, and we obtain the following conse-
quence for the complex valued case.
Theorem 1.2. Let Ω ⊆ Rn, n ≥ 2, be a bounded open set having
C1 boundary, and let γ1, γ2 be positive continuous functions on Ω. If
ΛCγ1 = Λ
C
γ2, then γ1|∂Ω = γ2|∂Ω.
The reason for stating the theorems separately is that we actually
first prove Theorem 1.2 by employing solutions based on p-harmonic
complex exponentials, and then establish Theorem 1.1 by isolating the
properties of complex exponentials needed for the proof and by making
use of suitable real valued p-harmonic functions.
There are many works concerning boundary determination in the
linear case where p = 2. It was proved in [27] that the Taylor series
at a boundary point of a smooth conductivity in a smooth domain is
determined by the DN map. Another proof, based on pseudodiffer-
ential calculus and valid in many situations, was given in [40]. For
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nonsmooth domains and conductivities there are boundary uniqueness
results based on singular solutions [2], [3] and direct methods involving
explicit oscillating boundary values [11], [25], [32], [33].
Let us describe earlier results on nonlinear variants of the Caldero´n
problem. One can consider the Dirichlet problem involving a more
general nonlinear conductivity a = a(x, z, q),{
div(a(x, u,∇u)∇u) = 0 in Ω,
u = f on ∂Ω.
Examples include
1. (linear case) a(x, z, q) = γ(x) for a positive γ ∈ C2(Ω),
2. (nonlinearity depending on x and u) a(x, z, q) = γ(x, z) where
γ ∈ C2(Ω× R) is positive,
3. (derivative nonlinearity) a(x, z, q) = γ(x, q) for suitable γ.
In all these cases, the equation is uniformly elliptic and there is a unique
solution in a suitable Sobolev space for any suitable boundary value f .
We can then define the nonlinear DN map formally by
Λγ : f 7→ a(x, u,∇u)∇u · ν|∂Ω.
As explained above, many results are known for the linear case. Also
the case where the nonlinearity depends on x and u is well understood.
In fact, it was shown by Sun [34] that this case reduces to the linear
theory (the linearization idea is due to [18]). If 1 < p < ∞, if z ∈ R,
and if γz(x) = γ(x, z), then one can prove that for any f ∈ C2,α(∂Ω)
lim
t→0
Λγ(z + tf)− Λγ(z)
t
= Λγz(f)
in W 1−1/p,p(∂Ω). As a consequence, if Λγ1 = Λγ2 for two conductivities
γj = γj(x, u), then Λγz
1
= Λγz
2
for all z ∈ R and the interior uniqueness
result in the linear case shows that γ1 = γ2 everywhere. Related results
for other equations with nonlinearity depending on x and u appear in
[18], [19], [21], [22], [37], [38].
For derivative nonlinearities it is possible to obtain some information
from linearizations, see [16], [24], [36] for conductivity type equations
and [20], [29], [35] for related equations. These results are still based on
linearizing the nonlinear DN map and applying the known uniqueness
results for the linear case, and they apply to derivative nonlinearities
of certain form. To deal with stronger nonlinearities one could hope
for a method which works with the nonlinear equation directly. In this
paper we introduce such a method, at least for the purposes of proving
boundary determination results for p-Laplace type equations.
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In the linear case most uniqueness results are based on special solu-
tions of the conductivity equation, so called complex geometrical optics
solutions, which look like harmonic exponentials eρ·x where ρ ∈ Cn
and ρ · ρ = 0. The first important observation is that also for the
p-Laplacian there exist special complex solutions of the form eρ·x (see
Lemma 2.1). We prove Theorem 1.2 by showing that one can per-
turb these p-harmonic complex exponentials to become solutions of
the equation involving γ, concentrating near a boundary point. The
proof is similar to the arguments of [11], [12] in the linear case and is
actually not that difficult, making use of basic facts such as wellposed-
ness for the Dirichlet problem, inequalities for pth powers of vectors,
and Hardy’s inequality. We then show Theorem 1.1 by replacing the
p-harmonic complex exponentials with certain real valued p-harmonic
functions, introduced by Wolff [42], having similar properties as expo-
nentials which allow the proof to go through.
It is an interesting question whether one can make progress on other
aspects of inverse problems for p-Laplace type equations (such as inte-
rior uniqueness, stability, reconstruction, partial data) besides bound-
ary uniqueness. Our results seem to suggest the possibility of a com-
plex geometrical optics construction based on p-harmonic complex ex-
ponentials, or a corresponding construction in the real case using the
functions of Wolff. One also expects the cases n = 2 and n ≥ 3 to
be different. (In particular, when n = 2 the p-harmonic equation is
related to quasiregular mappings [6] and also unique continuation for
p-Laplace is known when n = 2 [10] but it is not known for n ≥ 3.)
Another interesting direction would be to study more general equations
modelled after the p-Laplacian, or to see if methods of this type are
available for other physically relevant nonlinear equations. This paper
is mainly intended to highlight a particular strongly nonlinear model
for which Caldero´n type problems can be studied, and to give a first
result in this setting.
This paper is organized as follows. Section 1 is the introduction.
The complex valued case is considered in Section 2 where Theorem 1.2
is proved, while Section 3 discusses the real valued case and proves
Theorem 1.1. For the sake of completeness, there is an appendix con-
taining standard material on inequalities for pth powers of vectors and
on wellposedness and the Dirichlet-to-Neumann map for the equations
considered in this paper. In the appendix we also make the observa-
tion that linearization of the DN map at constants does not give useful
information of the conductivity, thus partly justifying the nonlinear
methods used to prove the theorems.
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Notation. If z, w ∈ Cn we write z ·w =
∑n
j=1 zjwj for the dot product
and |z| = (z ·z¯)1/2 = (|Re(z)|2+|Im(z)|2)1/2 for the norm. If 1 ≤ p ≤ ∞
the conjugate exponent is denoted by p′, so that 1/p + 1/p′ = 1. We
write W s,p for the standard Sobolev spaces and W 1,p0 for the closure of
smooth compactly supported functions in W 1,p. The notation A . B
means that A ≤ CB for some constant C > 0 which is independent
of asymptotic parameters (it typically only depends on n, p, and some
choices of test functions). Similarly, A ∼ B means that 1
C
A ≤ B ≤ CA
for some constant C > 0.
Acknowledgements. M.S. is supported in part by the Academy of
Finland, and is grateful to the Department of Mathematics and Statis-
tics of the University of Jyva¨skyla¨ where part of this work was carried
out. X.Z. is supported by the Academy of Finland.
2. Complex case
We now prove Theorem 1.2 concerning boundary determination from
the DN map with complex boundary values. To convey the main idea
without unnecessary complications, we will consider the case where Ω
is a bounded open set in Rn with C1 boundary and x0 is a point in
∂Ω such that ∂Ω is flat near x0. (The non-flat case is covered when
proving Theorem 1.1 in Section 3.) By a translation and rotation, we
may assume that x0 = 0 and Ω ∩ B(0, r) = {x ∈ B(0, r) ; xn > 0} for
some small r > 0.
If γ = γ(x) ∈ C(Ω) is a positive function, consider the Dirichlet
problem {
div(γ(x)|∇u|p−2∇u) = 0 in Ω,
u = f on ∂Ω.
The nonlinear DN map, acting on complex valued functions, is defined
in the weak sense (see Appendix A) by∫
∂Ω
Λγ(f)g¯ dS =
∫
Ω
γ|∇u|p−2∇u · ∇v¯ dx, f, g ∈ W 1,p(Ω)
where v is any function in W 1,p(Ω) with v − g ∈ W 1,p0 (Ω).
The main idea in the proof is to use a special solution to the non-
linear equation with coefficient γ frozen at the boundary point 0. This
equation is just the p-Laplace equation, and the special solution is the
following p-harmonic complex exponential.
Lemma 2.1. Let h(x) = eρ·x where ρ = α + iβ with α, β ∈ Rn. Then
h satisfies div(|∇h|p−2∇h) = 0 iff (p− 1)|α|2 = |β|2 and α · β = 0.
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Proof. Since ∇h = ρeρ·x, we have
div(|∇h|p−2∇h) = div(|ρ|p−2e(p−2)α·xρeρ·x)
= div(|ρ|p−2ρe(p−1)α·x+iβ·x)
= |ρ|p−2ρ · ((p− 1)α + iβ)e(p−1)α·x+iβ·x.
Here ρ · ((p− 1)α+ iβ) = (p− 1)|α|2− |β|2+ ipα · β, which proves the
result. 
We wish to convert the p-harmonic function eρ·x into an exact solu-
tion of div(γ|∇u|p−2∇u) = 0 in Ω which concentrates near the bound-
ary point 0. To this end, define the function
(2.1) u0(x) = ηM(x)hN (x)
where ηM(x) = η(Mx), hN(x) = h(Nx) where M and N are large
positive numbers, η ∈ C∞c (R
n) is a nonnegative cutoff function with
η = 1 for |x| ≤ 1/2 and η = 0 for |x| ≥ 1, and
h(x) = e(iβ−en)·x
with β ∈ Rn satisfying |β|2 = p − 1 and β · en = 0. We will choose
N = N(M) so that M/N → 0 as M →∞. The idea is that with these
choices, since hN solves the equation with γ frozen at 0 and since u0 is
supported in the ball B(0, 1/M), u0 becomes an approximate solution
to the nonlinear equation in Ω when M is large. Lemma 2.4 below
gives a precise meaning to this statement.
We obtain an exact solution u by solving the Dirichlet problem with
boundary values u0,{
div(γ(x)|∇u|p−2∇u) = 0 in Ω,
u = u0 on ∂Ω.
Let f = u0|∂Ω. Then we have∫
∂Ω
Λγ(f)f¯ dS =
∫
Ω
γ|∇u|p−2∇u · ∇u¯0 dx.
We write this as
(2.2)
∫
∂Ω
Λγ(f)f¯ dS =
∫
Ω
γ|∇u0|
p dx
+
∫
Ω
γ(|∇u|p−2∇u− |∇u0|
p−2∇u0) · ∇u¯0 dx.
Note that since f is an explicit function, the left hand side is determined
by the nonlinear DN map. We will recover the value of γ at 0 by taking
the limit of this identity as M → ∞. To analyze the limit, we need a
simple lemma.
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Lemma 2.2. Let ζ ∈ C∞c (B(0, 1)) and let a ≥ 0. Then as M →∞
Mn−1N
∫
Ω
ζ(Mx)e−pNxn dx→
1
p
∫
Rn−1
ζ(x′, 0) dx′,∫
Ω
xanζ(Mx)e
−pNxn dx = O(M1−nN−1−a).
Proof. Follows from a direct computation. 
We compute the limit of the first term on the right hand side of
(2.2).
Lemma 2.3. We have as M →∞
Mn−1N1−p
∫
Ω
γ|∇u0|
p dx→ cpγ(0)
where cp = p
p−2
2
∫
Rn−1
η(x′, 0)p dx′. We also have∫
Ω
|∇u0|
p dx = O(M1−nNp−1),∫
Ω
|ηM∇hN |
p dx = O(M1−nNp−1),∫
Ω
|∇u0 − ηM∇hN |
p dx = O(M1−nNp−1(M/N)p).
Proof. Since u0 = ηMhN , we compute
∇u0 = M∇η(M · )hN + ηM∇hN .
Since∇hN = N(iβ−en)e
N(iβ−en)·x = N(iβ−en)hN , we have by Lemma
2.2
‖M∇η(M · )hN‖
p
Lp(Ω) = O(M
1−nN−1Mp),
‖ηM∇hN‖
p
Lp(Ω) = O(M
1−nN−1Np).
This shows the last three estimates since M/N = o(1) as M →∞.
For the first statement, we use the inequality (A.6) to conclude that∣∣∣∣
∫
Ω
(|∇u0|
p − |N(iβ − en)ηMhN |
p) dx
∣∣∣∣
≤ p
∫
Ω
|M∇η(M · )hN |(|∇u0|
p−1 + |N(iβ − en)ηMhN |
p−1) dx
≤ p‖M∇η(M · )hN‖Lp(Ω)(‖∇u0‖
p−1
Lp(Ω) + ‖N(iβ − en)ηMhN‖
p−1
Lp(Ω))
= O(M1−nNp−1(M/N)).
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Using that |iβ − en|
2 = p, we have by Lemma 2.2
lim
M→∞
Mn−1N1−p
∫
Ω
|∇u0|
p dx = lim
M→∞
Mn−1Npp/2
∫
Ω
|ηMhN |
p dx
= p
p−2
2
∫
Rn−1
η(x′, 0)p dx′.
The result follows by writing γ = γ(0) + (γ − γ(0)) and by using the
continuity of γ. 
We now move to the analysis of the second term on the right hand
side of (2.2). Writing u = u0+u1, the next result shows that ‖∇u1‖Lp(Ω)
is asymptotically smaller than ‖∇u0‖Lp(Ω). This may be interpreted
so that u1 is a small correction term which corrects the approximate
solution u0 into an exact solution u. The important facts for the proof
are that ∆ph = 0 and that u0 is supported near the boundary which
makes it possible to use Hardy’s inequality: if δ(x) = dist(x, ∂Ω) then
‖v/δ‖Lp(Ω) ≤ C‖∇v‖Lp(Ω), v ∈ W
1,p
0 (Ω).
Lemma 2.4. As M →∞∫
Ω
|∇u1|
p dx = o(M1−nNp−1).
Proof. We will prove that
I =
∫
Ω
(|∇u|+ |∇u0|)
p−2|∇u1|
2 dx
≤ o(M1−nNp−1) + o(1)
∫
Ω
|∇u1|
p dx.(2.3)
To prove (2.3), we start with
I .
∫
Ω
γ(|∇u|+ |∇u0|)
p−2|∇u1|
2 dx,
since γ is positive on Ω. Then we invoke the inequality (A.8). Since
u1 = u− u0 ∈ W
1,p
0 (Ω) and since u is a solution, we obtain that
I . Re
[∫
Ω
γ(|∇u|p−2∇u− |∇u0|
p−2∇u0) · (∇u¯−∇u¯0) dx
]
= −Re
[∫
Ω
γ|∇u0|
p−2∇u0 · ∇u¯1 dx
]
.
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The function u0 is supported in the ball B(0, 1/M). Consequently,
writing γ = γ(0) + (γ − γ(0)), we have
I .
∣∣∣∣
∫
Ω
|∇u0|
p−2∇u0 · ∇u¯1 dx
∣∣∣∣
+
∫
B(0,1/M)∩Ω
|γ − γ(0)||∇u0|
p−1|∇u1| dx
=I1 + I2.
Integral I2 is bounded by ‖γ − γ(0)‖L∞(B(0,1/M)∩Ω)‖∇u0‖
p−1
Lp ‖∇u1‖Lp,
which implies by Lemma 2.3, the continuity of γ and Young’s inequality
that
I2 ≤ o(M
1−nNp−1) + o(1)
∫
Ω
|∇u1|
p dx.
Then we estimate integral I1 as follows. At this point it is convenient
to replace ∇u0 with ηM∇hN by writing∫
Ω
|∇u0|
p−2∇u0 · ∇u¯1 dx =
∫
Ω
|ηM∇hN |
p−2ηM∇hN · ∇u¯1 dx
+
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇hN |
p−2ηM∇hN ) · ∇u¯1 dx.
Integrating by parts, we obtain that
I1 .
∣∣∣∣
∫
Ω
div(|ηM∇hN |
p−2ηM∇hN )u¯1 dx
∣∣∣∣
+
∣∣∣∣
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇hN |
p−2ηM∇hN ) · ∇u¯1 dx
∣∣∣∣ .
In the first term on the right, we multiply and divide by δ (the distance
to the boundary) and use the Ho¨lder and Hardy inequalities so that∣∣∣∣
∫
Ω
div(|ηM∇hN |
p−2ηM∇hN )u¯1 dx
∣∣∣∣
. ‖δ div(|ηM∇hN |
p−2ηM∇hN)‖Lp′‖∇u1‖Lp.
The second term on the right can be estimated by (A.7), and we have∣∣∣∣
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇hN |
p−2ηM∇hN) · ∇u¯1 dx
∣∣∣∣
.
∫
Ω
(|∇u0|+ |ηM∇hN |)
p−2|∇u0 − ηM∇hN ||∇u1| dx,
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which, by the Ho¨lder inequality, is bounded by
(‖∇u0‖Lp + ‖ηM∇hN‖Lp)
p−2‖∇u0 − ηM∇hN‖Lp‖∇u1‖Lp
= O((M1−nNp−1)
p−1
p M/N)‖∇u1‖Lp,
when p ≥ 2, and by
‖∇u0 − ηM∇hN‖
p−1
Lp ‖∇u1‖Lp
= O((M1−nNp−1)
p−1
p (M/N)p−1)‖∇u1‖Lp,
when 1 < p < 2. In both cases, we used Lemma 2.3. Since M/N =
o(1), we obtain that
∣∣∣∣
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇hN |
p−2ηM∇hN) · ∇u¯1
∣∣∣∣
. o(M1−nNp−1) + o(1)
∫
Ω
|∇u1|
p dx.
Collecting these estimates together, we have proved that
I . ‖δ div(|ηM∇hN |
p−2ηM∇hN)‖Lp′‖∇u1‖Lp
+ o(M1−nNp−1) + o(1)
∫
Ω
|∇u1|
p dx.
We claim that as M →∞,
(2.4) ‖δ div(|ηM∇hN |
p−2ηM∇hN)‖
p′
Lp′
= o(M1−nNp−1),
from which estimate (2.3) follows by Young’s inequality. So, it remains
to prove (2.4). Since ηM and hN are explicit functions, this follows
from a direct computation. Noting that div(|∇hN |
p−2∇hN) = ∆phN =
Np∆ph = 0, we have
div(|ηM∇hN |
p−2ηM∇hN) = ∇(η
p−1
M ) · |∇hN |
p−2∇hN
= (p− 1)ηp−2M M∇η(M · )N
p−1(|∇h|p−2∇h)(N · ).
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Consequently, since δ(x) = xn,
‖δ div(|ηM∇hN |
p−2ηM∇hN)‖
p′
Lp′
.M
p
p−1Np
∫
B(0,1/M)∩Ω
x
p
p−1
n |∇h(Nx)|
p dx
≤M
p
p−1Np−1−
p
p−1
∫ ∞
0
∫
|x′|≤1/M
x
p
p−1
n |∇h(Nx
′, xn)|
p dx
.M
p
p−1Np−1−
p
p−1
∫ ∞
0
∫
|x′|≤1/M
x
p
p−1
n e
−pxn dx′ dxn
= O(M
p
p−1
−n+1Np−1−
p
p−1 ).
This is O(M1−nNp−1(M/N)
p
p−1 ) = o(M1−nNp−1) as required. This
finishes the proof of (2.4), and hence that of (2.3). Now the lemma
follows easily from (2.3). When p ≥ 2, we have
I =
∫
Ω
(|∇u|+ |∇u0|)
p−2|∇u1|
2 dx ≥
∫
Ω
|∇u1|
p dx,
which, together with (2.3), implies the desired estimate in the lemma.
When 1 < p < 2, we have by Ho¨lder’s inequality
∫
Ω
|∇u1|
p dx ≤ I
p
2
(∫
Ω
(|∇u|+ |∇u0|)
p dx
) 2−p
2
,
which implies the lemma. 
We now prove the following result, which immediately implies Theo-
rem 1.2 in the case where the boundary is flat near the point of interest.
Proposition 2.5. If Ω is as above, there exists a sequence of explicit
functions (vM) ⊆ C
∞
c (R
n) such that their boundary values fM = vM |∂Ω
satisfy supp(fM) ⊆ B(0, 1/M) ∩ ∂Ω and
lim
M→∞
∫
∂Ω
Λγ(fM)f¯M dS = γ(0).
Proof. If f = u0|∂M where u0 is as in (2.1), then (2.2) holds true. By
Lemma 2.3, we have
Mn−1N1−p
∫
Ω
γ|∇u0|
p dx→ cpγ(0)
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where cp = p
p−2
2
∫
Rn−1
η(x′, 0)p dx′. By (A.7),∣∣∣∣
∫
Ω
γ(|∇u|p−2∇u− |∇u0|
p−2∇u0) · ∇u¯0 dx
∣∣∣∣
.
∫
Ω
(|∇u|+ |∇u0|)
p−2|∇u−∇u0||∇u0| dx
If p ≥ 2 then the Ho¨lder inequality and Lemmas 2.3 and 2.4 imply that
the last expression is bounded by
. (‖∇u‖Lp + ‖∇u0‖Lp)
p−2‖∇u1‖Lp‖∇u0‖Lp
= o(M1−nNp−1).
If 1 < p < 2 we obtain the same estimate from∫
Ω
(|∇u|+ |∇u0|)
p−2|∇u−∇u0||∇u0| dx
≤
∫
Ω
|∇u−∇u0|
p−1|∇u0| dx
. ‖∇u1‖
p−1
Lp ‖∇u0‖Lp
= o(M1−nNp−1).
Thus, if we define
vM =
(
Mn−1N1−p
cp
)1/2
u0
then the result follows. 
3. Real valued case
Theorem 1.1 concerning the nonlinear DN map acting on real val-
ued functions is proved in this section. When proving Theorem 1.2 we
made use of p-harmonic complex exponentials. If p = 2 there is little
difference between real and complex solutions, since the real and imag-
inary parts of a complex solution can be used as real valued solutions.
However, in the nonlinear case when p 6= 2 it is not clear how to obtain
real valued solutions from complex ones. Therefore we cannot directly
use the complex exponentials to establish Theorem 1.1, and the proof
will require a real valued replacement for these functions.
Inspecting the proof of Theorem 1.2 carefully, we see that the exact
form of the exponential h(x) is not essential. Rather, one needs that h
has certain properties, and it turns out that there exist real valued p-
harmonic functions enjoying these properties. The following oscillatory
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solutions which decay exponentially in the xn variable were used by
Wolff [42, Section 3].
Lemma 3.1. The function h(x) = e−xna(x1) satisfies ∆ph = 0 in R
n
+
if a satisfies
a′′(x1) + V (a, a
′)a = 0,
where
V (a, a′) =
(2p− 3)(a′)2 + (p− 1)a2
(p− 1)(a′)2 + a2
.
Any solution a is smooth and periodic with period λ = λ(p), and satis-
fies
∫ λ
0
a(x1) dx1 = 0.
Note that
|h(x)| = e−xn|a(x1)|,
|∇h(x)| = e−xn(a(x1)
2 + a′(x1)
2)1/2.
We denote hN(x) = h(Nx) for N > 0.
We begin the proof of Theorem 1.1. Assume that Ω ⊆ Rn is a
bounded open set with C1 boundary, and x0 ∈ ∂Ω. After a translation
and rotation, we can assume that x0 = 0 and the outer unit normal
to ∂Ω at 0 is the nth coordinate vector −en. We let ρ be a boundary
defining function for Ω, that is, ρ : Rn → R is a C1 function such that
Ω = {x ∈ Rn ; ρ(x) > 0},
∂Ω = {x ∈ Rn ; ρ(x) = 0}.
After scaling if necessary, we may assume that ρ(0) = 0 and ∇ρ(0) =
en. We define a map f : Ω→ R
n
+ as
f(x) = (x′, ρ(x)), x = (x′, xn) ∈ Ω.
This map is invertible and close to the identity map in B(0, 1/M) ∩ Ω
for M large since ρ is a C1 function, which implies that as M →∞
(3.1) sup
x∈B(0,1/M)∩Ω
|∇ρ(x)−en| = o(1), sup
x∈B(0,1/M)∩Ω
|Df(x)−I| = o(1),
where I is the identity matrix.
Similarly as in Section 2, we employ an approximate p-harmonic
function
u0(x) = ηM(x)h˜N (x)
where ηM(x) = η(Mx) is the same cutoff function as in Section 2, and
h˜N(x) = hN(f(x)) = e
−Nρ(x)a(Nx1),
where a is as in Lemma 3.1 and is not identically zero.
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Note that u0 ∈ C
1
c (R
n). We choose a solution u by requiring that
{
div(γ(x)|∇u|p−2∇u) = 0 in Ω,
u = u0 on ∂Ω.
Writing f = u0|∂Ω, we observe that the following real valued analogue
of (2.2) holds:
(3.2)
∫
∂Ω
Λγ(f)f dS =
∫
Ω
γ|∇u0|
p dx
+
∫
Ω
γ(|∇u|p−2∇u− |∇u0|
p−2∇u0) · ∇u0 dx.
As in Section 2, will recover the value of γ at 0 by taking the limit of
this identity as M →∞. To estimate the limits, we need the following
lemmas, Lemma 3.2 and Lemma 3.3, which are analogous to Lemma
2.2 and Lemma 2.3, respectively. As in Section 2, M/N = o(1) as
M →∞ and δ(x) = dist(x, ∂Ω).
Lemma 3.2. Let ζ ∈ C∞c (B(0, 2)) and β ≥ 0. Let g : R → R be a
bounded periodic function with period λ > 0. Then as M →∞
Mn−1N
∫
Ω
ζ(Mx)e−pNρ(x)g(Nx1) dx→
c
p
∫
Rn−1
ζ(x′, 0) dx′,∫
Ω
δ(x)βζ(Mx)e−pNρ(x) dx = O(M1−nN−1−β),
where c = 1
λ
∫ λ
0
g(t) dt.
Proof. We make the change of variables x = f−1(y), and (3.1) together
with easy computations shows that it is enough to prove these claims
when Ω is flat near 0. We only prove the first claim and compute
Mn−1N
∫
Rn
+
ζ(My)e−pNyng(Ny1) dy
=
∫ ∞
0
(∫
|y′|≤2
ζ(y′,
M
N
yn)g(
N
M
y1) dy
′
)
e−pyn dyn
=
∫ ∞
0
(∫
|y′|≤2
(ζ(y′, 0) +O(
M
N
yn))g(
N
M
y1) dy
′
)
e−pyn dyn.
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Writing R = N/M and ψ(y1) =
∫
Rn−2
ζ(y1, y
′′, 0) dy′′, we have∫
Rn−1
ζ(y′, 0)g(Ry1) dy
′ =
1
R
∫ ∞
−∞
ψ(t/R)g(t) dt
=
1
R
∞∑
k=−∞
∫ (k+1)λ
kλ
ψ(t/R)g(t) dt
=
1
λ
∫ λ
0
[
∞∑
k=−∞
ψ((t+ kλ)/R)
λ
R
]
g(t) dt
where the expression in brackets is a Riemann sum converging uni-
formly to
∫
Rn−1
ζ(y′, 0) dy′ as M →∞. The result follows. 
Lemma 3.3. We have as M →∞
Mn−1N1−p
∫
Ω
γ|∇u0|
p dx→ cpγ(0)
where
cp =
K
p
∫
Rn−1
η(x′, 0)p dx′, K =
1
λ
∫ λ
0
(
a(t)2 + a′(t)2
)p
2 dt.
We also have ∫
Ω
|∇u0|
p dx = O(M1−nNp−1),∫
Ω
|ηM∇h˜N |
p dx = O(M1−nNp−1),∫
Ω
|∇u0 − ηM∇h˜N |
p dx = O(M1−nNp−1(M/N)p).
Proof. Noting that ∇u0 = M∇η(M · )h˜N + ηM∇h˜N , the last three
estimates follow from Lemma 3.2. For the first claim we observe that
∇h˜N(x)−∇hN(f(x)) = −Ne
−Nρ(x)(∇ρ(x)−∇ρ(0))a(Nx1).
Thus by the inequality (A.6), when computing the limit of
∫
Ω
γ|∇u0|
p dx
as M → ∞ we may replace γ by γ(0) and ∇u0 by ηM( · )∇hN(f( · )).
Lemma 3.2 gives the required expression for the limit. 
Next we write u = u0 + u1 and show that ∇u1 is asymptotically
smaller than ∇u0 in the L
p norm.
Lemma 3.4. As M →∞∫
Ω
|∇u1|
p dx = o(M1−nNp−1).
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Proof. The proof is analogous to the proof of Lemma 2.4. We start
with
I =
∫
Ω
(|∇u|+ |∇u0|)
p−2|∇u1|
2 dx
.
∫
Ω
γ(|∇u|+ |∇u0|)
p−2|∇u1|
2 dx
.
∫
Ω
γ(|∇u|p−2∇u− |∇u0|
p−2∇u0) · (∇u−∇u0) dx
= −
∫
Ω
γ|∇u0|
p−2∇u0 · ∇u1 dx
= −γ(0)
∫
Ω
|∇u0|
p−2∇u0 · ∇u1 dx+ o((M
1−nNp−1)
p−1
p )‖∇u1‖Lp.
In the last step we used Lemma 3.3, the continuity of γ and the fact
that u0 is supported in B(0, 1/M).
We continue by writing∫
Ω
|∇u0|
p−2∇u0 · ∇u1 dx =
∫
Ω
|ηM∇h˜N |
p−2ηM∇h˜N · ∇u1 dx
+
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇h˜N |
p−2ηM∇h˜N ) · ∇u1 dx.
For the last term, we can apply Lemma 3.3 and proceed in the same
way as in the proof of Lemma 2.4 to obtain that∣∣∣∣
∫
Ω
(|∇u0|
p−2∇u0 − |ηM∇h˜N |
p−2ηM∇h˜N ) · ∇u1 dx
∣∣∣∣
= o((M1−nNp−1)
p−1
p )‖∇u1‖Lp.
For the first term in the right hand, we estimate in the following way.
Note that h˜N (x) = hN(f(x)). We make a change of variables and use
that ∇h˜N(x) can be replaced by ∇hN (f(x)) up to small error to obtain∫
Ω
|ηM∇h˜N |
p−2ηM∇h˜N · ∇u1 dx
=
∫
Rn
+
ηp−1M (f
−1(y))|∇hN |
p−2∇hN · ∇u1(f
−1(y)) dy
+ o((M1−nNp−1)
p−1
p )‖∇u1‖Lp.
Here we also used (3.1). Then we can estimate the first term in the
right hand side by Hardy’s inequality in the same way as in the proof
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of Lemma 2.4. Eventually we obtain the required estimate for I,
I = o((M1−nNp−1)
p−1
p )‖∇u1‖Lp = o(M
1−nNp−1) + o(1)
∫
Ω
|∇u1|
p dx.
We can conclude the proof as in Lemma 2.4. 
Theorem 1.1 now follows from the next result.
Proposition 3.5. If Ω is as above, there exists a sequence of explicit
real valued functions (vM) ⊆ C
1
c (R
n) such that their boundary values
fM = vM |∂Ω satisfy supp(fM) ⊆ B(0, 1/M) ∩ ∂Ω and
lim
M→∞
∫
∂Ω
Λγ(fM)fM dS = γ(0).
Proof. As in the proof of Proposition 2.5, we set
vM =
(
Mn−1N1−p
cp
) 1
2
u0,
where the constant cp is the same as in Lemma 3.3. Then the result
follows. 
Appendix A. Inequalities and wellposedness
We first record some standard inequalities for pth powers of vectors.
The first set of inequalities is valid for 1 < p <∞ and for all ξ, η ∈ Rn.
|η|p ≥ |ξ|p + p|ξ|p−2ξ · (η − ξ),(A.1)
||ξ|p − |η|p| ≤ p(|ξ|p−1 + |η|p−1)|ξ − η|,(A.2)
||ξ|p−2ξ − |η|p−2η| . (|ξ|+ |η|)p−2|ξ − η|,(A.3)
(|ξ|p−2ξ − |η|p−2η) · (ξ − η) ∼ (|ξ|+ |η|)p−2|ξ − η|2.(A.4)
These results easily imply similar inequalities for complex vectors upon
separating real and imaginary parts. If z, w ∈ Cn and 1 < p < ∞ we
have
|w|p ≥ |z|p + p|z|p−2Re[z · (w¯ − z¯)],(A.5)
||z|p − |w|p| ≤ p(|z|p−1 + |w|p−1)|z − w|,(A.6)
||z|p−2z − |w|p−2w| . (|z|+ |w|)p−2|z − w|.(A.7)
(|z|+ |w|)p−2|z − w|2 ∼ Re
[
(|z|p−2z − |w|p−2w) · (z¯ − w¯)
]
.(A.8)
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Assume that Ω ⊆ Rn is a bounded open set, and that γ ∈ L∞(Ω)
is a positive function. Let K be either R or C. We consider the well-
posedness of the Dirichlet problem for the p-Laplace equation,{
div(γ(x)|∇u|p−2∇u) = 0 in Ω,
u = f on ∂Ω.
We look for a weak solution u ∈ W 1,p(Ω;K), so that∫
Ω
γ|∇u|p−2∇u · ∇ϕdx = 0 for all ϕ ∈ W 1,p0 (Ω;K).
Here f ∈ W 1,p(Ω;K), and the boundary condition is interpreted so that
u−f ∈ W 1,p0 (Ω;K). We think of f belonging to the abstract trace space
W 1,p(Ω;K)/W 1,p0 (Ω;K), and also write u|∂Ω = f . If Ω has sufficiently
nice (say Lipschitz) boundary, the trace space can be identified with
the Besov space [23]
W 1,p(Ω;K)/W 1,p0 (Ω;K) ≈ B
1−1/p
pp (∂Ω;K).
Proposition A.1. Given any f ∈ W 1,p(Ω;K) the above Dirichlet prob-
lem has a unique solution u ∈ W 1,p(Ω;K) satisfying
‖u‖W 1,p ≤ C‖f‖W 1,p
with C independent of f .
Proof. The proof is completely standard and is usually given for the
case K = R [30]. We show that the same proof works for K = C.
We will show the solution is obtained as the unique minimizer of the
energy functional
E(v) =
∫
Ω
γ|∇v|p dx
among all v in the set A = {v ∈ W 1,p(Ω;C) ; v − f ∈ W 1,p0 (Ω;C)}. In
fact, let u be a minimizer. Then for any ϕ ∈ W 1,p0 (Ω;C)
E(u+ tϕ) =
∫
Ω
γ(|∇u+ t∇ϕ|2)p/2 dx
=
∫
Ω
γ(|∇u|2 + 2tRe(∇u · ∇ϕ) + t2|∇ϕ|2)p/2 dx
and
d
dt
E(u+ tϕ)
∣∣∣
t=0
= p
∫
Ω
γ|∇u|p−2Re(∇u · ∇ϕ) dx.
Since u is a minimizer the last expression is zero, and choosing ϕ purely
real or purely imaginary gives that u is a solution,
div(γ|∇u|p−2∇u) = 0.
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Conversely, if u is a solution with u − f ∈ W 1,p0 (Ω;C) then for any
v ∈ A we have by (A.5)
E(v) =
∫
Ω
γ|∇v|p dx
≥
∫
Ω
γ
(
|∇u|p + p|∇u|p−2Re [∇u · (∇v¯ −∇u¯)]
)
dx.
Since v − u ∈ W 1,p0 (Ω;C) one has E(v) ≥ E(u) and u is a minimizer.
It is thus enough to show that the energy functional has a unique
minimizer in A. We begin with uniqueness, and suppose that u1, u2 ∈
A are two distinct minimizers. Then ∇u1 6= ∇u2 in a set of positive
measure (since otherwise u1 − u2 ∈ W
1,p
0 (Ω;C) is constant on each
component and thus zero by the boundary condition). The function
u1+u2
2
also belongs to A, and the strict convexity of x 7→ |x|p implies
that ∣∣∣∣∇u1 +∇u22
∣∣∣∣
p
≤
|∇u1|
p + |∇u2|
p
2
where the inequality is strict in a set of positive measure. We obtain
E(u1) =
∫
Ω
γ|∇u1|
p dx ≤
∫
Ω
γ
∣∣∣∣∇u1 +∇u22
∣∣∣∣
p
dx
<
∫
Ω
γ
|∇u1|
p + |∇u2|
p
2
dx.
This implies E(u1) < E(u2) ≤ E(u1), which is a contradiction.
To show the existence of a minimizer, we let (vj) ⊆ A be a sequence
such that E(vj) → E0 where E0 = infv∈AE(v). Since f ∈ A, we have
E0 <∞ and ∫
Ω
|∇vj| dx ≤ C <∞.
Using that vj − f ∈ W
1,p
0 (Ω;C), the Poincare´ inequality implies
‖vj − f‖W 1,p ≤ C‖∇(vj − f)‖Lp ≤ C <∞.
By weak compactness there exists u ∈ W 1,p(Ω;C) with vj ⇀ u and
∇vj ⇀ ∇u weakly in L
p(Ω;C), and sinceW 1,p0 is closed we have u−f ∈
W 1,p0 (Ω;C). The function u is a minimizer: by (A.5)
E(vj) =
∫
Ω
γ|∇vj |
p dx
≥
∫
Ω
γ
(
|∇u|p + p|∇u|p−2Re [∇u · (∇v¯j −∇u¯)]
)
dx
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and by weak convergence E0 = limj→∞E(vj) ≥ E(u). The norm bound
for u follows from the fact that E(u) ≤ E(f) and from the Poincare´
inequality. 
Finally, we discuss a nonlinear Dirichlet-to-Neumann map (DN map)
for the equation considered above. Write X = W 1,p(Ω)/W 1,p0 (Ω) and
X ′ for the dual of X . If f ∈ X , the DN map is formally defined by
Λγ(f) = γ|∇uf |
p−2∇uf · ν|∂Ω
where uf ∈ W
1,p(Ω) is the unique solution of div(γ|∇u|p−2∇u) = 0 in
Ω with u− f ∈ W 1,p0 (Ω), and ν is the outer unit normal vector of ∂Ω.
A formal integration by parts gives that
〈Λγ(f), g〉∂Ω =
∫
∂Ω
Λγ(f)g dS =
∫
Ω
γ|∇uf |
p−2∇uf · ∇g dx.
The last identity can be taken as the weak definition of the DN map
for f ∈ X . One has
|〈Λγ(f), g〉∂Ω| ≤ C‖∇uf‖
p−1
Lp ‖∇g‖Lp ≤ C‖f‖
p−1
W 1,p‖g‖W 1,p.
Consequently Λγ maps X to X
′ and
‖Λγ(f)‖X′ ≤ C‖f‖
p−1
X .
Some earlier results for Caldero´n type inverse problems for nonlinear
equations have been based on studying the Gaˆteaux derivatives of the
nonlinear map Λγ at boundary values f = z where z is a constant.
However, for the equation above the solution with boundary values
z + tf (where t > 0) is uz+tf = z + tuf , and
Λγ(z + tf) = γ|∇(z + tuf)|
p−2∇(z + tuf) · ν|∂Ω = t
p−1Λγ(f).
Consequently the Gaˆteaux derivatives of Λγ at z do not even exist if
1 < p < 2, and also when p > 2 all the higher order Gaˆteaux derivatives
which exist are either 0 or equal to Λγ. Thus for the p-Laplace type
equation considered in this paper, arguments based on linearizing the
map Λγ at constants do not yield any information and one needs other
methods.
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