or that only the very strong-coupling regime is relevant. 
The corresponding Fermi surface is plotted in Fig. 2 III A).
We will be mostly interested in the imaginary part of the magnetic susceptibility y"(q,~), as measured by magnetic neutron scattering. In two dimensions, this quantity is particularly sensitive to band-structure effects as noted before. ' In the zero-temperature noninteracting 
Given the importance of the noninteracting limit in determining the position of the peaks, we consider it first. It is also instructive to rewrite (8) for the structure factor as
for min( T, co ) « max( T, co ) (&~p~. (10) In this form, it is apparent that the structure factor will depend on how the condition g(k+q . (n. , m) increases, as shown by the dotted line in Fig. 8(a In (a) there is also a dotted line, computed for p = -0.58, which is also in the open-orbit case. This is closer to the Van Hove singularity so that weight starts to build up at (m, m Fig. 2(a) ). In an extended zone scheme, sections of the Fermi surfaces are actually closed around all points in k space equivalent to (m, m (0,~) (Appendix C) and for q=QA", which has been extensively studied experimentally. ' ' ' In the latter case we find 6 (a ) yo'(m. ,
where K(p) and F(8, p) The zero-frequency low-temperature limit of the magnetic structure factor (25) We summarize the important results as follows: (a) The presence of t' has led to a small energy scale ( the kinetic gap appears in the imaginary part. Thus, as long as U""&I/yii(Q"), the vertex corrections represented by the denominator of (17) only enhance the incommensurate peaks that appear as square-root singularities in the bare structure factor in the zero-frequency limit.
When U""=I/yo(Q"), a phase transition to magnetic order occurs.
For t'(0 and p) 4t', a numerical study of the real part of the susceptibility reveals that as long as t ' ) -0.25t, y'( q",q = m, cu = 0) has a broad maximum at Q~F = (m, ir ) with a half-width roughly equal to 2 cos ( p/2t ). -Th, is is illustrated in Fig. 10(a) for various t' at half filling. Results for fixed t' at different fillings are also shown in Fig. 10(b) . In the open orbit regime, iM) 4t ', illustrated in Fig. 8(a) , vertex corrections will enhance those features of the zero-frequency bare structure factor which are close to Q~". Since most of the interesting features of So(q ) (Fig. 11) . For t ' = 0, the first mode has been identified by Bulut and Scalapino. ' ' In Fig. 13(a) shows for x =0.075 that 5=0. 18 for t'= -0. 16t, a value of 5 slightly larger than the required 5=0.14. Since the lattice-2k~anomaly is holelike, convolution of the experimental resolution will this time move the peak towards (rr, rr) an eff'ect which tends to make the peak position agree with experiment. However, we see that the rigidband model fails when we plot the x =0. 14 case (solid line) since then the maximum is near (m, rr) experimental resolution, we see that this time it is the x =0.075 compound whose peak position I6=0.24 from the dotted line in Fig. 13 (m, m) and nested Fermi-liquid theory may describe the behavior of the structure factor. As shown in Fig. 1, experimentally ' ' Preliminary experimental results seem to indicate an increase in the intensity of the neutron scattering for smaller doping. This would be consistent with the increase in intensity which occurs as the overdamped mode softens. This is seen in Fig. 11 as a function of U,"but similar behavior occurs as a function of doping. Clearly, however, if one remains strictly within our approach, one needs to be unrealistically close to the instability to see the decrease in frequency of the magnetic structure factor.
C. Suggestions for further experiments
Within the MFL approach, it is argued that one is far from any magnetic instability and that the peaks seen in neutron scattering are purely band-structure efFects with large self-energy corrections (which vanish In the following plots we take m;=1 without loss of generality. co is measured in units of the Fermi energy.
In Fig. 14 the one-dimensional y"(q, co) is plotted as a function of q for several frequencies. It is seen that when co is small y"(q, co) has sharp features in two separate regions of q space, one near the origin and the other near 2kF. As co increases, the peak around 2kF broadens faster than the peak close to (0,0). If co is increased even further the peak near the origin disappears, leaving only one (0,0) peak tailing away at 2k~.
In Fig. 15 , the top panel shows y"(q, co) for twodirnensional free fermions. There are still two peaks at small frequencies, one near the origin and the other near 2kF. The latter is considerably weakened in contrast with one dimension. As in Sec. II, one can show for small co that y" (q, co) CC &co at the peak positions. Therefore, any linear expansion of y"(q, co) for small co fails close to these two peaks. It is worthwhile to emphasize again that the peak around 2kF exists in two dimensions even without nesting. Similar to the one-dimensional case, as co increases the peak near the origin disappears leaving only a single broad feature. The bottom panel of Fig. 15 shows g"(q, co) for three-dimensional free fermions. In contrast with the other two cases, there is no sharp peak around 2kF except a "kink" for small frequencies. At larger frequency the behavior is similar to the two-dimensional case. [(q"rr) ,co] =I3(q",co) I3-(q", -ro) .
(A37) Figure 7 shows g"(q, co) along these highly symmetric o. ' Fig. 18 for various fillings. The overall shape is qualitatively similar to the t =0 case illustrated in Fig. 5(a) (peak no. 2) . The main qualitative difference is in the doping dependence of the position of the umklapp peak. This doping dependence, in principle, allows one to bracket the doping at which the Fermi surface just closes. Indeed, when t %0, the peak moves towards the origin as we hole dope from half filling until the orbits just close [ Fig. 18(b) ]. The peak then moves away from the origin as the system is doped further, as in the t'=0 case. This is easy to understand from the shape of the Fermi surface illustrated in Fig. 3(a) . In the open-orbit case, the peak corresponds to the shortest vector, along the edges of the zone, which links two disconnected sections of the Fermi surface.
The more interesting result is along the diagonal. We obtain So(q, q ) Fig.   20 , allowing the existence of the two lattice-2k+ vectors shown by arrows. The shortest one is an umklapp vector. These two vectors lead to the two well-separated peaks in Fig. 19(a) . This should be contrasted with the t'=0 case where a single peak appears. The two peaks tail towards large q because of the holelike curvatures of the sections of Fermi surface they join. If the system is su%ciently electron doped, the Fermi surface does not cross the dotted line in Fig. 20 , and we recover the case of a single peak (not shown in Fig. 19 ).
Returning to hole doping, when the Fermi surface just closes, as in Fig. 19(b) , the (vr, vr) vector joins the Van Hove singularity points and, as in the case of the (q", vr) direction in Fig. 8 , the vanishing of the Fermi velocities leads to a huge intensity at (rt, m ).
When the Fermi surface is closed a bit more by doping, it exhibits changes in curvature. This leads to three possible singular wave vectors, defined by Q&=(q&, q& ) to Q3 = (q3, q3 ) above. One of these, while involving no umklapp processes, has no free-electron analog. This is the large, almost symmetrical, peak in Fig. 19(c) . It comes from the Q3 vector in Fig. 21 . We are in the situation lead to a stronger temperature dependence than for the usual case, but it occurs in a regime where even the 1/ b, q peaks strongly depend on temperature because of the smallness of co, +. This is illustrated in Fig. 22 . Returning to Fig. 19(c) , note that, in general, the relative position of the three peaks may change and that in the specific case illustrated, the two peaks nearest (m,~) would, in practice, be impossible to resolve. The last situation is when the Fermi surface has a single curvature, namely, when p (p"with~0
. Fig. 19(a) .
FICx. 2 R. 22. (a) Temperature dependence along the (q",~) direction see also Fig. g(c (see Appendix C) 
In the last two regions, I4(q, co) =0 when eo) -St' The other c.ases within these two regions must be considered separately. In the third region, delimited by 8t' & 4t -co + - St' and 
