Appendix C Details on the Estimation and the Scalability of the Proposed Model
In this appendix, we provide a guideline for the estimation of the proposed model. The estimation follows the general steps of simulated maximum likelihood estimation. Below we outline each step of the procedure.
Determine initial values for all model parameters
2. Draw H random values for each of ψ h , υ h , φ h , and ν h from the standard normal distribution. Note that H is the number of panel members in the data. Statistical packages usually provide random number generators and these can be used. However, we use the Halton draws to generate random numbers because it is known to improve the simulation performance. See Chapter 9 of Train (2009) for detailed discussion on this.
3. Using the parameter values and random numbers drawn in the previous step, calculate the following:
Note that this is the integrand in (10).
4. Repeat steps 2 and 3 many times and take averages of computed integrands. This average is the simulated likelihood for the given parameter values. In the model estimation, we repeat the process 100 times using the Halton draws to obtain the simulated likelihood.
5. Maximize the simulated likelihood value (computed through step 1 to step 4) by updating model parameters. GAUSS package is used for this numerical maximization. Specifically, we use a quasi-Newton numerical optimization algorithm developed by Broyden, Fletcher, Goldfarb, and Shanno (BFGS). The BFGS algorithm is an iterative method for solving unconstrained nonlinear optimization problems. The BFGS method is one of the most popular quasi-Newton numerical optimization algorithms. Moreover, this algorithm is suited to problems with large numbers of variables and has proven to have good performance even for non-smooth optimization problems.
We have 23,222 observations (1366 users × 17 weeks) and 363 parameters to be estimated. The computation time of likelihood value (step 1 through step 4) is 6.82 seconds with a desktop PC running at 2.8 GHz. Note that, like many other packages, GAUSS supports multi-thread computing and we calculate the likelihood using eight threads with eight-core processor. Multi-threading can reduce the computing time almost linearly. If one use 16 thread with a 16-core processor running at the same speed, the computation time will be reduced by a half.
To see how computation time changes as the number of observations changes in our model, we reduce the number of observation by a half (n = 11,611). We find that the computation time is 2.97 second (44% of 6.82 seconds).
Currently, we consider 15 alternatives in the main model. The total estimation time of this model is about seven days. If the number of alternatives increases, the model parameters will increase almost linearly and we can expect the similar increase in the likelihood computation time. However, the number of iterations needed for the numerical optimization (step 5) will increase due to the elevated problem complexity, resulting in substantial increase in total estimation time. It seems that there are no general results specifying the relationship between the number of alternatives (or model parameters) and nonlinear optimization time.
We also want to direct interested researchers to Chandra Bhat's web page (http://www.caee. utexas.edu/prof/bhat/FULL_CODES.htm) where his GAUSS and R codes for MDCEV model and its variants are available along with technical notes.
Appendix D Model Estimation Results in Mobile Competitive Analysis
The results in Table D1 show that mobile users' baseline utility for Kakao Talk (a communication app) is the highest and that their baseline utility for Rule the Sky (a game app) is the lowest among the top nine apps. Consistent with the descriptive findings, the baseline utility for Kakao Talk is the highest. Demographic variables account for the substantial heterogeneity in the baseline utilities for all mobile users. For example, older users exhibit a lower intrinsic preference for Kakao Talk (a communication app), Facebook (a social network app), Mellon (a music/radio app), and Naver (a portal search app). Moreover, although users exhibit inertia in their app choices in all apps, they show stronger tendencies of inertial use of game apps (Rule the Sky and TinyFarm). Finally, the baseline utilities for Naver, Kakao Story, and YouTube significantly increase over the sample period.
The results in Table D2 show that the satiation level is the highest for YouTube and the lowest for Tiny Farm among the popular apps. A game app (TinyFarm) shows the lowest satiation, and this finding is consistent with our results based on the app category-level data. We find that there is a substantial user heterogeneity in terms of satiation levels. For example, older users show significantly lower satiation levels for TinyFarm, but exhibit a significantly higher satiation level for Kakao Talk and Mellon. The state dependence coefficients are all significantly negative and this indicates that users show notably lower satiation levels (or longer usage time) this week if the app was used last week. This can be arguably interpreted as the learning reinforcement effect, and/or habituation in app use. The estimated time trend coefficient of TinyFarm is significant and positive, capturing mobile users' decreasing time allocation for TinyFarm over time. This might be explained by boredom with the same game over time. Note: Standard errors in parentheses. Bold: significant at the .05 level. The state dependence parameter of "Others" cannot be separately identified from its constant because the "Others" option is always selected by all users.
