Abstract. We give simple homological conditions for a rational homology 3-sphere Y to have infinite order in the rational homology cobordism group Θ 3 Q , and for a collection of rational homology spheres to be linearly independent. These translate immediately to statements about knot concordance when Y is the branched double cover of a knot, recovering some results of Livingston and Naik. The statements depend only on the homology groups of the 3-manifolds, but are proven through an analysis of correction terms and their behavior under connected sums.
Introduction
The simplest obstruction to a rational homology 3-sphere Y being trivial in the rational homology cobordism group Θ 3 Q is the following: if Y bounds a rational homology ball then the order of its first homology must be a square. One of our goals is to provide similarly simple obstructions to a rational homology sphere having finite order in Θ 3 Q (in the smooth category). Note that the order of the first homology of # 2m Y will always be a square, and so the above obstruction is of little help. Nonetheless there do exist obstructions depending only on the homology of Y . More generally, we can give a statement about linear independence in Θ For example, a simple special case is when H 1 (Y i ) ∼ = Z/p i Z for each i. While the hypotheses of the theorem only depend on the homology of Y , the proof depends on some non-vanishing results for correction terms (in Seiberg-Witten or Heegaard Floer theory). In fact we show that certain correction terms are nonvanishing modulo 2, and this will explain why we get obstructions to being trivial in Θ contains subgroups isomorphic to Z ∞ , a fact first shown in [KL14] following work in [HLR12] . Another proof appears in [AL16] using the description of the subgroup of Θ 3 Q generated by lens spaces from [Lis07] . Instead of focusing only on the homology of a rational homology sphere Y , we can add the geometric condition that Y is obtained by integral surgery on a knot in S 3 . Then we get the following slightly different obstruction to being of finite order in Θ 3 Q . Theorem 1.2. Let Y be a rational homology 3-sphere and n and odd integer. If Y is n-surgery on a knot in S 3 and |n| ≡ 1 (mod 8), then Y has infinite order in Θ 3 Q . 1.1. Applications to knot concordance. Since the double cover of S 3 branched over a slice knot bounds a rational homology ball, the above results translate into statements concerning the knot concordance group C. For a knot K in S 3 , let Y K denote the double cover of S 3 branched over K. From Theorem 1.1 we immediately obtain the following corollary, recovering results of Livingston and Naik.
satisfies the conditions of Theorem 1.1. Then {K i } i≥1 is a linear independent set in C, and in particular, K i has infinite order in C for each i.
In fact we get linear independence in C/C 1 , where we use C 1 to denote the subgroup of C generated by knots with determinant 1. In the same spirit, Theorem 1.2 gives a corollary about knot concordance.
Note that this can be used to show certain knots (e.g. the knot 5 1 ) have infinite order in C for which the Livingston-Naik obstruction does not apply. (That the knot 5 1 has infinite order follows more simply from the fact that its signature is non-zero.)
Livingston and Naik proved their results by studying the Casson-Gordon invariants of a knot and the potential metabolizers of H 1 (Y K ). In their argument they use the Casson-Gordon invariant associated to a character χ : H 1 (Y K ) → S 1 . Since they make crucial use of the information coming from the knot to work with the 0-surgery along the lift of K in Y K , their arguments do not directly give statements about Θ 3 Q . However, our work will make essential use of their study of metabolizers (see Section 2.2).
Notation. Throughout all manifolds will be smooth and compact, and unless otherwise stated all homology groups will be calculated with integer coefficients. We will also use the shorthand mY := # m Y = Y # · · · #Y , where there are m copies of Y on the right. Note that m can be negative, where we interpret −|m|Y = |m|(−Y ), and −Y is Y with reversed orientation. We will use a similar notation for connected sums of knots.
Organization of the paper. In Section 2 we recap some properties of metabolizers and linking forms, and prove Proposition 2.6, the algebraic core of the paper. In Section 3, we prove Theorems 1.1 and 1.2 as well as their corollaries, as a consequence of a slightly more general result, Theorem 3.2.
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Correction terms and metabolizers
This section comprises a recap on linking forms, ρ-invariants, and correction terms, and a long algebraic detour; the latter is the technical core of the paper.
2.1. Linking forms, metabolizers, ρ-invariants, and correction terms. The discussion here follows closely [OS05] . In what follows, given a rational homology 3-sphere Y , we will identify H 2 (Y ) with H 1 (Y ) using Poincaré duality, leaving the isomorphism implicit.
Recall that if Y is a closed, oriented 3-manifold, then Spin c (Y ) is an affine space over
where (W, s) is any spin c 4-manifold whose boundary is (Y, t). 
Since one can always find a 4-manifold W such that 
For convenience, we will now work only with Z/2Z-homology spheres, usually named Y . The advantage of working with a Z/2Z-homology sphere Y is that the unique conjugation-invariant spin c structure, i.e. the unique spin structure on Y , serves as an origin for the affine identification of Spin c (Y ) with H 2 (Y ); we will denote the spin c structure associated to the class x ∈ H 2 (Y ) under this identification as t x ; note that c 1 (t x ) = 2x. (Since 2 is invertible, the first Chern class induces an isomorphism.)
The linking pairing is always determined by the ρ-invariant via a polarization formula: 
(This is more algebraic in nature than what appears from this exposition; see [OS05] for more details.) Now observe that if we chose a different x ′′ in H 2 (W ) mapping to x, with corresponding extension
Since W is spin, h · h is an even integer, and therefore the quantity
is indeed well-defined modulo 2, rather than modulo 1. In fact, since every non-degenerate linking pairing λ : H × H → Q/Z admits an even presentation [Wal63, Theorem 6], the argument above shows that the associated quadratic form ρ(x) := λ(x, x) is well defined as a map H → Q/2Z. Example 2.1. Let K be a knot in S 3 , and let Y = S 3 n (K) be the 3-manifold obtained as n-surgery along K, for n > 0 odd. For instance, when K is the unknot, S 3 n (K) = L(n, n − 1) = −L(n, 1). Then, using the surgery handlebody X n (K) obtained by attaching a single 2-handle to B 4 along K, with framing n, one easily computes that ρ Y (t 0 ) = n−1 4 . The formula also holds true when n is even, provided we choose the spin structure t 0 to be the one that extends to a spin c structure s on X p (K), such that c 1 (s), A = n, where A is a generator of H 2 (X n (K)).
Translating in terms of the ρ-invariant the metabolizer condition, we see that if W is a rational homology ball bounding Y , then ρ Y (t x ) = 0 for each x ∈ M W . (Here we are using the identification Spin c (Y ) = H 2 (Y ) as above; M W corresponds to the set of spin c structures on Y that extend to W .) Letρ be a lift of ρ that is invariant under rational homology spin c cobordism. Namely, we viewρ as a map from spin c 3-manifolds to the Q; it assigns to each spin c rational homology 3-sphere (Y, t) a rational numberρ(Y, t), such that:
, and (h) if W is a rational homology cobordism from Y to Y ′ , and s is a spin c structure on
(The labels 'e', 'c', 'a', and 'h' stand for 'lift', 'conjugation', 'additivity', and 'homology cobordism', respectively.) 
Proof. Both properties follow easily from the last two conditions imposed onρ:
( 
Such lifts do indeed exist. They are provided by correction terms: these were introduced in the context of Seiberg-Witten theory by Frøyshov [Frø96] , and in the context of Heegaard Floer by Ozsváth and Szabó [OS03] . (While it is now known that Frøyshov's and Ozsváth-Szabó's invariants agree [Ram18] , this is not relevant for this paper.) From now on, we choose to adopt the Heegaard Floer setup, and use the liftρ(Y, t) = d(Y, t); however, we remark that we are only using properties (e), (c), (a), and (h) above, rather than a specific lift.
We now give a lemma about extensions of spin structures. (Y ) .) Moreover, the restriction map is conjugation-equivariant, and so M W is invariant under conjugation; since M W has odd cardinality, there is a fixed point under conjugation; that is, M W contains a spin structure. Since Y is a Z/2Z-homology sphere, there is a unique spin structure t 0 , which therefore belongs to M W . This proves that t 0 extends to all rational homology ball fillings of Y , as claimed.
We summarize the previous discussion in the following catch-all statement, where we have applied Poincaré duality so as to now state things in terms of homology. We will be interested in applying Theorem 2.4 to connected sums 2mY with Y satisfying certain homological conditions. In Section 2.2 we will show that the existence of such a metabolizer for 2mY puts strong restrictions on the functiond :
The notation is borrowed from [HLR12] .) Then we will show that for the 3-manifolds under consideration these restrictions ond are not satisfied.
We conclude this recap with an algebraic lemma on non-degenerate quadratic forms (i.e. linking forms).
Lemma 2.5. Let p be an odd prime and n an odd integer, and H = Z/p n Z; let ρ : H → Q/2Z be a quadratic form associated to the bilinear, non-degenerate form λ : H × H → Q/Z. Then ρ identically vanishes on the subgroup of order p (n−1)/2 , but not on the subgroup of order p (n+1)/2 .
Indeed, it is well-known well-known that, under the assumptions of the lemma, there are only two non-degenerate pairings λ on Z/p n Z up to (pairing-preserving) homomorphism (for instance, see [Wal63] ). In fact, when p ≡ 3 (mod 4), the two non-degenerate pairings are λ ± (x, y) = ±xy/p n ∈ Q/Z.
Proof. From now on we identify the set of elements in Q/Z killed by p n with Z/p n Z. Note that the image of λ falls in this subgroup.
Since H is cyclic, λ is determined by its value on (1, 1). Since the pairing is nondegenerate, c := λ(1, 1) is invertible in Z/p n Z, and in particular λ(x, y) = cxy. Let s = (n − 1)/2; recall that the subgroup of H of order p s consists of all elements of the form p s+1 x, and that the subgroup of order p s+1 consists of elements of the form p s x. We have:
since c is invertible.
2.2. Algebraic detour. In this section we give a purely algebraic result adapted from an argument of Livingston and Naik [LN01, Section 3]. We also borrow the algebraic formalism from the Appendix of [HLR12] , which contains a proof of the analogue of Proposition 2.6 for the case n = 2 (their argument is essentially Lemma 2.9 below). While we are most interested in the behavior of correction terms under connected sums, we consider more generally arbitrary functions f : Z/p n Z → Q that satisfy some of the properties of correction terms (when thought of as the functiond : H 1 (Y ) → Q defined above). Hence we will impose the assumptions that f (0) = 0 and f (−g) = f (g) for g ∈ Z/p n Z. We extend such an f to a function
, for g i ∈ Z/p n Z. We will restrict to the case when p is a prime congruent to 3 modulo 4, n is odd, and m ′ = 2m is even. We will also assume that G = (Z/p n Z) ⊕2m is equipped with a non-degenerate pairing λ, compatible with f (in the sense of the previous section, in terms of compatibility of the linking form withd).
Proposition 2.6. Let f : Z/p n Z → Q be a function as above. If f (2m) vanishes on a metabolizer M for (G, λ), then f is identically zero on the subgroup of Z/p n Z generated by p (n−1)/2 .
Note that if n = 1 this means that f is identically zero on the whole group Z/pZ. The proof will be by induction on the order of the subgroup of Z/p n Z. Namely, we will first prove that the assumptions above force the vanishing of f on the subgroup of order p, and we will then show that if it vanishes on a subgroup of order p r < p (n+1)/2 , then it also vanishes on the subgroup of order p r+1 . We begin with two preparatory lemmas, and with some notation.
Lemma 2.7. After perhaps permuting the order of the summands of (Z/p n Z) ⊕2m , M is generated by ℓ elements of the form Proof. This is a corollary of the Gauss-Jordan elimination algorithm.
We establish the following notation: let M p i = {x ∈ M | p i x = 0}, and let k j denote the number of generators ω i with leading term p j . Note that ℓ = n−1
Lemma 2.8. The sequence (k j ) is symmetric, i.e. k j = k n−j for 0 ≤ j ≤ n, and moreover 2m = ℓ + k.
Proof. In this proof, indices in all direct sums, all products, and all sums run from 0 to n.
Note that M is isomorphic to j (Z/p n−j Z) ⊕k j , and that G/M is isomorphic to
Since M is a metabolizer for the linking form, G/M ∼ = M, and by the classification of finite abelian groups we obtain the first property for each 0 < j < n. Since we defined k n = k 0 , this holds also for j = 0, n.
From the previous paragraph, we see that the order of M is j p (n−j)k j , and the order of G/M is j p jk j . Since their product of the orders of M and G/M is the order of G, which is p 2nm , taking logarithms (in base p) one gets:
The next lemma is the basis of the induction. For convenience, we label subgroups of Z/p n Z by their order: we let H j be the subgroup of order p j , i.e. the subgroup generated by p n−j .
Lemma 2.9. Under the assumptions of Proposition 2.6, f vanishes on
Proof. Consider the element
This element is engineered so that its first ℓ entries are all p n−1 , and its remaining k = 2m − ℓ entries are all divisible by p n−1 . That is, z ∈ H ⊕2m 1 ⊂ G. Since z ∈ M, we also have that z ∈ M p , and that f (2m) (z) = 0.
Since p ≡ 3 (mod 4), we can write p = 2q+1 for q odd. The quotient (Z/pZ) * /{±1} is a cyclic group of order q, generated by, say, a; then (Z/pZ) * /{±1} = {a 0 , . . . , a q−1 }. Using the property that f (−g) = f (g), we can define f i := f (±a i p n−1 ) for each 0 ≤ i ≤ q − 1. We consider the following set R = (α 0 , . . . , α q−1 ) ∈ Q q :
where we think of the coordinates on Q q as indexed by the exponents 0, . . . , q − 1. The relevance of the set R will now become apparent. Define ψ : M p → R as
where α i is the number of indices j such that
Note that multiplication by a in (Z/pZ) * /{±1} gives a cyclic permutation of {1, . . . , q}; in the exponential notation, this is just the shift by 1 on Z/qZ; this induces an action on Q q . Multiplication by a also induces an action on M p . By an abuse of notation let τ denote both of the actions. This is justified since ψ is τ -equivariant (see Claim 2.10 below).
Therefore the image of ψ is a τ -invariant subspace of Q q , and Q q with the action of τ gives an identification Q q ∼ = Q[t]/(t q − 1). Indeed, this makes im(ψ) an ideal in Q[t]/(t q − 1). We will show that this ideal is in fact all of Q[t]/(t q − 1), and so by Claim 2.11 below we must have f i = 0 for all 1 ≤ i ≤ q, and hence f vanishes on the subgroup of Z/p n Z generated by p n−1 , H 1 . If z = (p n−1 , . . . , p n−1 , a 1 , . . . , a k 0 ) is the element in M p constructed earlier, then ψ(z) = (β 0 , . . . , β q−1 ) ∈ Q q , where β 0 ≥ ℓ is the number of coordinates equal to p n−1 , and
can be viewed as a polynomial h z (t) = β 0 + β 1 t + · · · + β q−1 t q−1 , with
and each β i non-negative. The ideal (h z ) generated by h z (t) will be all of Q[t]/(t q − 1) unless h z (t) vanishes at a q-th root of unity. Let ζ be such a root. However, by considering the real part of h z (t), and using the fact that β 0 is at least as large as the sum of the remaining coefficients, we see that this is only possible if β i ζ i = −β i for all 1 ≤ i ≤ q − 1 and at least one β i is non-zero. This then implies that ζ is an even root of unity, but q is odd.
Before turning to the proof of the inductive step, we give the proofs of the two claims referenced above.
Proof. Suppose ψ(x 1 , . . . , x 2m ) = (α 0 , . . . , α q−1 ) as above. Then ψ(ax 1 , . . . , ax 2m ) = (α ′ 0 , . . . , α ′ q−1 ), where α ′ i is the number of indices j such that ax j = ±a i p n−1 (mod p n ). But this is precisely the number of indices such that x j = ±a i−1 p n−1 (mod p n ), and so α ′ i = α i−1 . Hence ψ(ax 1 , . . . , ax 2m ) = (α q−1 , α 0 , . . . , α q−2 ) as required. Claim 2.11. R is a (q − 1)-dimensional subspace unless all f i = 0.
Proof. This follows immediately from the observation that R is the kernel of the linear map
Proof of Proposition 2.6. As announced, the proof will be by induction on the order of the subgroup H j in Z/p n Z. The basis of the induction is given by Lemma 2.9, where we prove vanishing on H 1 . If n = 1, we are done.
The inductive step is as follows: if f is identically zero on the subgroup H n−r of Z/p n Z generated by p r , for some r ≥ (n + 1)/2, then f is identically zero on the subgroup H n−r+1 (generated by p r−1 ). For convenience, let ℓ ′ = k 0 + · · · + k r−1 , and k ′ = 2m − ℓ ′ . These are going to play the same roles as ℓ and k in the proof of Lemma 2.9.
We now iterate the above argument, but starting with the elements ω i from Lemma 2.7 whose leading terms are less than or equal to p r−1 , i.e. those for which a i ≤ r − 1. In the notation above, these are the elements ω 1 , . . . , ω ℓ ′ .
Multiply ω i by p r−1−a i , so that the leading term of p r−1−a i ω i is p r−1 , and add them to obtain
and is going to play the same role as z in the proof Lemma 2.9. Since k j = k n−j by Lemma 2.8, and since n − r ≤ r − 1 by assumption, we have
By construction we have z ′ ∈ M p n−r+1 and f (2m) (z ′ ) = 0. Consider the subgroup H n−r+1 of Z/p n Z generated by p r−1 , and the subgroup H n−r generated by p r . Now H n−r+1 has order p n−r+1 , and H n−r is a subgroup of index p in H n−r+1 . By the inductive hypothesis, we know that f vanishes on H n−r , and we want to show that f is zero on all of H n−r+1 . Therefore, it is enough to prove that f vanishes on H n−r+1 \ H n−r .
We identify H n−r+1 with Z/p n−r+1 Z; under this identification H n−r is the subgroup of Z/p n−r+1 Z generated by p. The group of multiplicative units (Z/p n−r+1 Z) * of Z/p n−r+1 Z consists exactly of those elements not in the subgroup generated by p, i.e. H n−r+1 \ H n−r ; it has order p n−r+1 − p n−r = p n−r (p − 1) = p n−r (2q), where p = 2q + 1 as before. For convenience, call q ′ = p n−r q; as the reader will have probably already guessed, q ′ will play the same role as q in the proof the basis of the induction. Therefore (Z/p n−r+1 Z) * /{±1} is a cyclic group of order q ′ , an odd number. Choose a generator a ′ for this group, so that
Similarly as in the proof of Lemma 2.9, we can define f
We consider a relation space
As in Claim 2.11, R ′ will be a (q
is the number of coordinates j such that x j = ±(a ′ ) i p r−1 (mod p n ). Note that here the generator a ′ of (Z/p n−r+1 Z) * /{±1} acts on Q q ′ by shifting the indices by 1, and acts on M p n−r+1 by multiplication by a ′ . As in Claim 2.10, the map ψ ′ is equivariant with respect to these actions. Hence we have an identification of Q q ′ with Q[t]/(t q ′ − 1) such that the image of ψ ′ is an ideal. Furthermore, under this identification
′ is the number of coordinates in z ′ equal to p r−1 , all the β ′ i are non-negative, and
To complete the inductive step, we show that the ideal (h
, which is the case unless h ′ z ′ vanishes at a q ′ -th root of unity. The argument is the same as in Lemma 2.9. Let ζ ′ be such a root. Considering the real part of h ′ z ′ , and using the fact that β ′ 0 is at least as large as the sum of the remaining coefficients, we see that this is only possible if β
is nonzero. This implies that ζ ′ is an even root of unity, but q ′ is odd. In conclusion, we must have that all of the f ′ i are zero, and so f vanishes on H n−r+1 \ H n−r , as required.
3. Proofs of Theorems 1.1 and 1.2, and their corollaries
We adopt the notation and conventions of Section 2.1; in particular, we label spin c structures on a Z/2Z-homology sphere Y by classes in H 1 (Y ); for instance, the spin structure on Y will always be t 0 .
As a warm-up, we start with the proof of Theorem 1.2. Recall that we need to prove that S 3 n (K) has finite order if |n| ≡ 1 (mod 8) is an odd integer. Proof of Theorem 1.2. As in the statement, let Y = S 3 n (K), and suppose that mY bounds a rational homology ball W . Up to changing the orientation of Y , we can assume that n is positive; then, by Example 2.1, we know that ρ Y (t 0 ) = n−1 4
. Therefore, ρ Y (t 0 ) = 0 ∈ Q/2Z if and only if |n| ≡ 1 (mod 8).
Since # m t 0 is the spin structure t 0 on mY , we know that it extends to W , by Lemma 2.3, and hence m ·ρ(Y, t 0 ) =ρ(mY, t 0 ) = 0. From this we get that ρ Y (t 0 ) = 0, which implies n ≡ 1 (mod 8).
The following is our key computation of correction terms.
Proposition 3.1. Let Y be a Z/2Z-homology 3-sphere such that the p-primary part
where n is odd and p is a prime congruent to 3 modulo 4. Then the correction terms associated to ap (n−1)/2 ∈ H for 0 ≤ a ≤ (n + 1)/2 are not constant modulo 2.
Proof. By Lemma 2.5, the linking form λ Y does not vanish identically on the subgroup of H generated by x = p (n−1)/2 ∈ H. As we saw in Section 2, this also means that
But this, in turn, implies that d is not constant modulo 2 along H.
We give the following technical statement; it will underpin the proof of Theorem 1.1.
Theorem 3.2. Let Y be a Z/2Z-homology 3-sphere such that the p-primary part of Under the assumptions of Theorem 3.2, the p-primary part of H 1 (mY #N) is identified with H ⊕m , where H is the p-primary part of H 1 (Y ). Analogously, the p-primary part of any subgroup of H 1 (mY #N) is identified with a subgroup of H ⊕m .
Proof. Suppose Y = mY #N bounds a rational homology ball for some Y and N as in the statement of the theorem. Up to reversing the orientation of Y , we can assume that m is positive. For convenience, let H denote the p-primary part of H 1 (Y ), viewed as a subset of H 1 (Y ). By Theorem 2.4, m is even, and there is a metabolizer M of (H 1 (Y ), λ Y ) on which d (and henced) vanishes identically. Let M be the p-primary part of M . As seen above, this is a subgroup of the p-primary part G of H 1 (Y ), which is H ⊕m ; the latter is, in turn, isomorphic to (Z/p n Z) ⊕m . In fact, M is a metabolizer for (G, λ), where λ is the restriction of λ Y to G × G. Proof of Theorem 1.1. Consider Y = a 1 Y 1 #a 2 Y 2 # . . . #a n Y n #Z for Z an integral homology sphere and some non-zero integers a 1 , . . . , a n (and some reindexing of the Y i ). The statement is equivalent to proving that Y is non-zero in Θ Theorem 3.2 translates into the following corollary about knot concordance, which is slightly more general than Corollary 1.3. Note that det K denotes the determinant of K, and recall that |H 1 (Y K )| = |det K|.
Corollary 3.3 ([LN99, LN01]). Let K be a knot in S
3 such that the p-primary part of H 1 (Y K ) is Z/p n Z, where n is odd and p is a prime congruent to 3 modulo 4. If J is any other knot such that p does not divide det J, then mK#J is nonzero in C for any m.
Proof. Suppose such a knot K = mK#J is slice. Then the double cover of B 4 branched over the slice disk for K is a rational homology ball with boundary Y K = mY K #Y J , which contradicts Theorem 3.2.
