Abstract.-Substitution rates are one of the most fundamental parameters in a phylogenetic analysis and are represented in phylogenetic models as the branch lengths on a tree. Variation in substitution rates across an alignment of molecular sequences is well established and likely caused by variation in functional constraint across the genes encoded in the sequences. Rate variation across alignment sites is important to accommodate in a phylogenetic analysis; failure to account for across-site rate variation can cause biased estimates of phylogeny or other model parameters. Traditionally, rate variation across sites has been modeled by treating the rate for a site as a random variable drawn from some probability distribution (such as the gamma probability distribution) or by partitioning sites to different rate classes and estimating the rate for each class independently. We consider a different approach, related to site-specific models in which sites are partitioned to rate classes. However, instead of treating the partitioning scheme in which sites are assigned to rate classes as a fixed assumption of the analysis, we treat the rate partitioning as a random variable under a Dirichlet process prior. We find that the Dirichlet process prior model for across-site rate variation fits alignments of DNA sequence data better than commonly used models of across-site rate variation. The method appears to identify the underlying codon structure of protein-coding genes; rate partitions that were sampled by the Markov chain Monte Carlo procedure were closer to a partition in which sites are assigned to rate classes by codon position than to randomly permuted partitions but still allow for additional variability across sites. [Across-site rate variation; Bayesian estimation; Dirichlet process prior; Markov chain Monte Carlo.] Sequence substitution rates depend upon the rate at which new alleles enter a population through mutation and the rate at which these alleles are fixed, replacing the other alleles that were previously present in the population. Importantly, the substitution rate can vary across an alignment of molecular sequences for a number of biological reasons. Functional constraints, for one, can differ on an alignment site-by-site basis, causing variation in the rate of substitution; sites that are more constrained by natural selection show fewer substitutions than sites that are less constrained or for which natural selection favors a nucleotide that is different than the one most frequently found in the population. Moreover, because the substitution rate depends upon two processthe mutation process and the fixation process-the substitution rate can vary across a sequence if the mutation rate varies. Finally, substitution rates can vary across an alignment of sequences for the simple reason that coalescence histories can vary across the sequences. Under a population genetics model such as the coalescence process with recombination, the history of coalescence can vary across sequences, with recombination events marking the boundaries between sites with different histories. If the amount of time represented by each coalescent history varies (e.g., if the time to the most recent common ancestor for each history varies), then substitution rates can vary across the sequences even if no selection is acting on the sequences and even if the mutation rate remains constant across the sequences.
Sequence substitution rates depend upon the rate at which new alleles enter a population through mutation and the rate at which these alleles are fixed, replacing the other alleles that were previously present in the population. Importantly, the substitution rate can vary across an alignment of molecular sequences for a number of biological reasons. Functional constraints, for one, can differ on an alignment site-by-site basis, causing variation in the rate of substitution; sites that are more constrained by natural selection show fewer substitutions than sites that are less constrained or for which natural selection favors a nucleotide that is different than the one most frequently found in the population. Moreover, because the substitution rate depends upon two processthe mutation process and the fixation process-the substitution rate can vary across a sequence if the mutation rate varies. Finally, substitution rates can vary across an alignment of sequences for the simple reason that coalescence histories can vary across the sequences. Under a population genetics model such as the coalescence process with recombination, the history of coalescence can vary across sequences, with recombination events marking the boundaries between sites with different histories. If the amount of time represented by each coalescent history varies (e.g., if the time to the most recent common ancestor for each history varies), then substitution rates can vary across the sequences even if no selection is acting on the sequences and even if the mutation rate remains constant across the sequences.
For phylogenetic problems, the consensus of biologists favors variation in functional constraint across sequences as the main cause of among-site rate variation. The concern that the coalescence history can vary across the sequence is usually discounted for most phylogenetic studies. Indeed, a basic assumption of almost all phylogenetic analyses is that the same phylogeny underlies all of the sequences, so variation in rates caused by differences in coalescence histories is discounted a priori as a major cause of among-site rate variation. The assumption that the phylogenetic history, at least, is common to all of the sites in a phylogenetic analysis is probably a good one in most cases, because most phylogenetic analyses operate on different species that are separated by enough time that processes such as lineage sorting can be discounted. Variation in mutation rates, although documented in population studies (e.g., Arndt et al., 2005) , is also thought to play a back-seat role to varying functional constraint as a cause of among-site variation in substitution rate. In this study, we concentrate on among-site variation in substitution rate that is caused by variation in functional constraints or, to the extent that it might occur, systematic variation in mutation rate. The types of among-site rate variation models we are concerned with affect all of the species at a particular site in the same way. We do not consider models such as the covariotide model, in which functional constraints can change over the evolutionary history for a particular site (Fitch and Markowitz, 1970; Tuffley and Steel, 1998; Galtier, 2001; Huelsenbeck, 2002) . In this study, a high-rate site is always a high-rate site, remaining so over the entire history represented by the phylogeny.
Regardless of the cause of among-site variation in rates of substitution, it is critical to account for such variation in a phylogenetic analysis. Failure to do so can result in incorrect inference of phylogeny (Huelsenbeck and Hillis, 1993) as well as biased estimates of other model parameters (Wakeley, 1994) . Along with the topology of the phylogeny, substitution rates are a critical component of all model-based phylogenetic analyses and appear as the branch lengths on a phylogenetic tree. Among-site rate variation is accommodated by assuming that the relative rate for the ith site, r i , varies across the sequences according to some underlying parametric model. The ultimate effect of among-site rate 975 976 SYSTEMATIC BIOLOGY VOL. 56 variation models is to multiply all of the branches of a tree for site i by the rate parameter r i . In this manner, the branch length proportions are maintained on a site-bysite basis; a high-rate site, for example, has a tree with branch lengths that are all proportionally larger than a low-rate site.
Two general approaches have been pursued to model among-site rate variation. The first approach treats the relative rate for site i as a random variable drawn from a common across-sites gamma probability distribution (Uzzell and Corbin, 1971; Nei et al., 1976; Jin and Nei, 1990; Yang, 1993) , a log normal probability distribution (Olsen, 1987) , an inverse Gaussian probability distribution (Waddell and Steel, 1997) , or a probability distribution in which some proportion of the sites remain invariable (Hasegawa et al., 1987) . Mixtures of both invariant sites and randomly distributed rates are also successful. Gu et al. (1995) provide the first example of phylogenetic analysis using a mixture of a proportion of invariable sites and gamma-distributed rates model. Waddell and Steel (1997) consider extensions of the Gu et al. (1995) approach, including inverse Gaussian distributed rates. Yang (1995) considered a hidden Markov model of among-site rate variation in which the marginal rate at a site is gamma distributed but in which adjacent sites have potentially correlated rates, accounting for the observation that some genes harbor regions of high or low substitution rate. Finally, Kosakovsky-Pond and Frost (2005) considered a general discrete distribution for among-site rate variation and considered methods for allowing the parameters of such a model to be reliably estimated. This model is perhaps the most flexible model of among-site rate variation considered to date. The second approach for modeling among-site rate variation groups sites into classes and estimates the relative rate of substitution independently for each class. For proteincoding DNA sequences, sites are commonly grouped by codon position. The relative substitution rates are then estimated for the first-, second-, and third-codon position categories. Typically, one finds that third position sites have the highest substitution rate and second position sites have the lowest substitution rate; because of the redundancy of the genetic code, third position sites are more able to vary without changing the function of the protein. Although site-specific models like the one just described are usually applied to protein-coding DNA with partitioning being first-, second-, and third-codon positions, other ways of grouping sites into classes can also be applied. The most extreme partitioning scheme is to assign each site its own rate class (see Swofford et al., 1996; Nielsen, 1997) ; this means that the relative rate of substitution is independently estimated for each site in the sequences. Although on first inspection, such a model seems ideal-after all, each site probably does differ from other sites, at least slightly, in its overall rate of substitution-a site-specific model in which each site has an independently estimated rate parameter has poor statistical properties (Felsenstein, 2004) . One must remain vigilant of the bias-variance trade-off that adding and removing parameters from statistical models engenders; completely independent site rates is one example of model overfitting. Occam's Razor suggests that the optimal model contains the fewest parameters requisite to appropriately account for the variation in the data.
We describe an alternative model of among-site rate variation that is akin to the site-specific model with different rates at each site but employs Occam's Razor as a guiding principle to randomly construct a parsimonious description of the rate variation process. Specifically, we consider the partitioning scheme, in which sites are assigned to rate categories, to be a random variable with a prior probability distribution that is described by the Dirichlet process prior model. The Dirichlet process prior has been used with increasing frequency in a Bayesian framework for modeling cases in which the data elements are drawn from a mixture of an unknown number of probability distributions. The Dirichlet process prior model allows the number of mixture components as well as the assignment of individual data elements to mixture components to vary. In the context of rate variation across sites, the Dirichlet process prior model places non-zero probability on an equal rates model (which occurs when all of the sites are assigned to the same rate class), some probability on the extreme case in which each site is placed in a rate class by itself, as well as probability on all of the other possible partitioning schemes that assign sites to rate classes. A priori, we can analytically calculate these weights and then compare them to a posteriori estimates to select among different rate variation models in a formal statistical framework.
The Dirichlet process prior is often described in context to the "Chinese restaurant problem," a description that provides an intuitive explanation of the process using a hypothetical example of seating patrons in a restaurant. One imagines a queue of patrons waiting outside the entrance of a Chinese restaurant. The restaurant, besides serving wonderful Chinese cuisine, has a countably infinite number of tables (and each . (η k is the number of people currently sitting at table k.) After all of the patrons have entered the restaurant, the patrons will occupy some number of tables K , and the occupancy of the tables can be noted. Importantly, the probability of the number of tables and the specific pattern of people sitting at tables can be calculated, and this probability does not depend upon the order in which patrons entered the restaurant. For the purposes of this paper, we replace "patrons" with the word alignment "site." Sites that "sit at the same table" all share a common relative substitution rate. There are other ways to describe the Dirichlet process prior (e.g., a stickbreaking description for the proportion of data elements 2007 HUELSENBECK AND SUCHARD-DIRICHLET PROCESS PRIOR FOR RATE VARIATION 977 that are assigned to each cluster). Besides being used on a limited basis in phylogenetics (Lartillot and Philippe, 2004; Huelsenbeck et al., 2006) and population genetics, where the sampling procedure underlies the Ewens' sampling formula (Ewens et al., 1998) , the Dirichlet process prior has been of general use in Bayesian analysis of mixture models.
METHODS
Our description of the Dirichlet process prior model for among-site rate variation involves many parameters. We provide a list of most of the parameters used in this paper in Table 1 . Throughout, we use f (·) or g(·) to de- Bell number for x elements S 1 ( · , · ) Stirling number of the first kind S 2 ( · , · ) Stirling number of the second kind ψ 1
Tuning parameter used in modified LOCAL proposal mechanism ψ 2 Tuning parameter used in Dirichlet proposal mechanism for base frequencies ψ 3 Tuning parameter used in Dirichlet proposal mechanism for substitution rates ψ 4 Tuning parameter used when modifying the rate of a rate class κ Number of auxiliary rate classes used when updating the allocation vector scribe a probability or probability density/mass function. The identity of the probability distribution should be clear from its arguments.
Data
We assume that the biologist has properly aligned DNA sequences from S species. The alignment is represented as an S × N matrix of nucleotides, Y, where N is the length of the sequences in the alignment.
The following provides an example of an alignment of S = 4 sequences, each N = 10 nucleotides in length:
Species 1 TTTTCTGATG Species 2 TTTTCTGATG Species 3 TCTTCAGACG Species 4 TGTTCAGAAA (1) Each column of the alignment is called a site; this example alignment has N = 10 sites, which can be represented as the column vectors:
Phylogenetic Model
Our phylogenetic model consists of a tree representing the genealogical relationships of the species and a model of character change that describes how the characters (nucleotides in this case) change over evolutionary time on the phylogenetic tree to produce the observed data Y at the tree's S tips. We imagine that all of the possible phylogenetic trees have been labeled, τ 1 , τ 2 , τ 3 , . . . , τ B(S) , where B(S) is the number of possible trees for S species. In this study, we use a time-reversible model of character change (which will be described in more detail below); as a consequence, we consider only unrooted phylogenetic trees. The unrooted trees that are inferred in this paper can be rooted using other criteria, such as the outgroup criterion. There are a total of B(S) = (2S − 5)!! possible unrooted phylogenetic trees for S species (Schröder, 1870) .
Every unrooted phylogenetic tree has 2S − 3 branches. Ideally, the lengths of the branches are represented in terms of real time; for instance, the time between speciation events on the tree. However, because it is difficult to infer the branch lengths on a phylogenetic tree in terms of time, these lengths are usually measured in terms of the number of substitutions per site that are expected to occur along each branch. We denote the collections of branch lengths as t = (t 1 , . . . , t 2S−3 ). The tree length is the sum of the branch lengths: T = 2S−3 b=1 t b . We assume that nucleotides change along the tree according to a continuous-time Markov chain. This is a typical assumption of phylogenetic analysis. A continuous-time Markov chain can be completely described by knowledge of the instantaneous rates of change between nucleotides. Here, we assume that substitutions occur according to the general timereversible (GTR) model of DNA substitution, which has 978 SYSTEMATIC BIOLOGY VOL. 56 instantaneous rates:
and was first described by Tavaré (1986) . The entry in the uth row and vth column of the matrix specifies the infinitesimal rate of change from nucleotide u to nucleotide v. The diagonal entries of Q, here shown with a dash, are specified such that each row sums to zero. The frequency of nucleotide u under stationarity of the substitution process is denoted π u . The commonly used DNA substitution models all have the unusual feature that the stationary frequencies of the nucleotides are built directly into the rate matrix. The sum of the four base frequencies must, of course, equal one. We also impose the constraint that the sum of the six rate parameters equals one:
To ensure that branch lengths on the tree are expressed in terms of expected number of substitutions per site, the substitution rate matrix must be rescaled such that the expected substitution rate is one for a unit branch length. This is achieved by
It also means that we cannot estimate the absolute rates of substitution, only their relative rates. The substitution rate parameters are contained in the vector
. Similarly, the nucleotide frequency parameters are contained in the vector
Likelihood
With the addition of two more assumptions-that substitutions at different sites and along different branches are independent of one another-we can calculate the likelihood. The likelihood is proportional to the probability of the observed data, Y, conditional on the unknown parameters of the model (τ , t, θ, π). We use the pruning algorithm described by Felsenstein (1981) to analytically calculate the likelihood f (y i |τ, t, θ, π) of each site i in the alignment.
Assuming that substitutions are independent across sites, the likelihood of the complete alignment is the product of the site likelihoods:
With the likelihood function in hand, parameter estimation can be performed using the method of maximum likelihood or using Bayesian inference.
Across-Site Rate Variation
To this point, our description of the phylogenetic model assumed that substitution rates were equal across sites. Rate variation across sites has been introduced into phylogenetic models using two general strategies. The first method a priori partitions the sites into different categories, and then estimates the rates independently for each partition. Such a priori partitioned models are often called site-specific models. We identify these models by appending "+SS" to the substitution model name (e.g., GTR+SS). For a quintessential example of a sitespecific model, imagine that the sequence alignment derives from protein-coding DNA. A common partitioning scheme for protein-coding DNA is to categorize sites by codon position. All of the first position sites are assumed to share a rate multiplier r 1 . Similarly, all second position sites share a rate multiplier r 2 and third position sites have the rate multiplier r 3 . To ensure that branch lengths on the tree remain expressed in terms of expected number of substitutions per site, the rate multipliers are constrained such that their mean rate is one; that is, the rates follow the constraint that (r 1 n 1 + r 2 n 2 + r 3 n 3 )/n = 1, where n k for k = 1, 2, 3 is the number of sites assigned to partition k. The likelihood under a site-specific model is straightforward to calculate. In essence, the branch lengths are all multiplied by the rate parameter r σ (i) , where σ (i) is the fixed mapping from site i to partition σ (i) = 1, 2, or 3 depending on whether i is at a first-, second-, or third-codon position, respectively. The likelihood for the site i becomes f (y i |τ, t × r σ (i) , θ, π). The rate multiplier r σ (i) functions as a scaling factor for all of the branch lengths: t × r σ (i) = (t 1 r σ (i) , . . . , t 2S−3 r σ (i) ). Under the site-specific model, all branches are affected in the same way; all branches for a given site expand or contract proportionally. This proportional effect on all branches is also true for other models for among-site rate variation.
The other general strategy for accommodating rate variation across sites is to treat the rate at a given site as a random variable drawn from some common across-sites parameteric probability distribution. Two models are commonly used-the proportion of invariable sites model and the gamma model. For the proportion of invariable sites model, the rate multiplier is r = 0 with probability p and is r = 1/(1 − p) with probability 1 − p (Hasegawa et al., 1987) . The likelihood for site i is then integrated over the two possibilities:
For the gamma model, the rate multipliers r i are assumed to be drawn independently and identically distributed (iid) from a gamma probability distribution (Yang, 1993 ). Each rate multiplier, then, has prior probability density
for r i > 0. The gamma function (z) = ∞ 0 t z−1 e −t dt. For natural numbers, (z) = (z − 1)! The probability distribution f (·|α, β) has mean α/β and variance α/β 2 . Again, to ensure that the branch lengths remain expressed in terms of expected number of substitutions per site, the probability distribution is chosen such that the mean rate 979 of substitution is one. This is achieved by fixing α = β. The likelihood for site i is calculated by marginalizing over all possible rate multiplier values
In practice, it is difficult to calculate the integral necessary to average over all rates for the gamma model. Instead, the gamma distribution is arbitrarily discretized into an a priori fixed number of categories, and the mean or median realized value for each category is used to represent all of the possible rates in that category (Yang, 1994) . Hence, the integration over all possible rates simplifies to a practical summation over the rate categories. Similar to the nomenclature for the site-specific model, we specify the proportion of invariable sites and gamma among-site rate variation models by appending "+I" and "+ ," respectively, to the substitution model name. Many phylogenetic studies use a mixture of the site-specific, proportion of invariable sites, and gamma rate variation models. Using mixtures often provides a significant improvement of the fit of the phylogenetic model to the observed data.
Bayesian Inference of Phylogeny
Bayesian inference of phylogeny is based upon the posterior probability distribution of the model parameters. The posterior distribution is the probability mass function of the model parameter conditional on the data. Via Bayes theorem,
where f (·|Y) is the posterior probability distribution of the parameters, f (Y|·) is the likelihood, f (·) is the prior probability distribution, and f (Y) is the marginal likelihood of the data (Mau, 1996; Li, 1996; Rannala and Yang, 1996; Mau and Newton, 1997; Yang and Rannala, 1997; Larget and Simon, 1999; Mau et al., 1999; Newton et al., 1999) . We have already described how the likelihood is calculated. Bayesian analysis introduces a prior probability distribution on the parameters of the phylogenetic model. The prior probability distribution represents the biologist's beliefs about the parameter(s) before collecting the observations. The following represent commonly assummed priors on the phylogenetic parameters and is the default condition in the program MrBayes (Huelsenbeck and Ronquist, 2001; Ronquist and Huelsenbeck, 2003) : 1, 1, 1, 1, 1) , and π ∼ Dirichlet (1, 1, 1, 1 ).
That is to say, all phylogenetic trees are assumed to be equally probable a priori. Moreover, the branch lengths on each tree are assumed to be iid exponentially distributed random variables with mean 1/λ (here, we set λ = 10), the nucleotide frequencies are assumed to be drawn from a flat Dirichlet probability distribution, and the rate parameters of the substitution model are assumed to be random variables also drawn from a flat Dirichlet probability distribution. In the above specification, we have not included among-site rate variation model parameters, such as the proportion of invariable sites parameter p or the gamma shape parameter α. We consider these priors further after the development of an alternative parameteriation that naturally lends itself to our novel among-site rate variation model formulation.
A Dirichlet Process Model for Across-Site Rate Variation
There is an alternative parameterization of the phylogenetic model that is exactly equivalent to the scheme given above. This alternative parameterization relies on the following facts about exponential, gamma, and Dirichlet probability distributions. First, the sum of M exponential(λ) random variables is a gamma probability distribution with parameters α = M and β = λ. To see this, the exponential distribution has probability density f (x|λ) = λe −λx . Summing M exponential random variables generates an analytically tractable convolution integral, leading to
where y = x 1 + x 2 + . . . + x M . Second, imagine dividing each of the M exponential random variables by their gamma-distributed sum. Doing this for the mth exponential random variable with realized value x m generates φ m = x m /y, where y is the realized sum of the M exponential random variables. Random variable φ m is the proportion of the sum represented by x m . The joint probability distribution for (φ 1 , . . . , φ M ) follows a flat Dirichlet probability distribution. Hence, an alternative parameterization of our prior model in Equation (7) is τ ∼ Uniform over trees,
θ ∼ Dirichlet(1, 1, 1, 1, 1, 1), and
where φ b is the proportion of total tree length T allocated to branch b: specifically, t b = φ b × T. To complete the specification, let φ = (φ 1 , . . . , φ 2S−3 ). Building upon the parameterization in Equation (9), let T i equal the site-specific tree length for site i. A model without rate variation restricts T 1 = · · · = T N = T. Here, we nonparametrically relax this assumption and allow 980 SYSTEMATIC BIOLOGY VOL. 56 the tree lengths to differ across sites according to a Dirichlet process prior model. Each site i exists in one of K rate categories, where K is a priori unknown and each rate category differs in its tree length T [k] for k ∈ {1, . . . , K }. To inform the assignment of sites to rate categories, we return to the vector of mappings σ = (σ (1), . . . , σ (N) ); however, under the Dirichlet process prior, the mappings are random with σ (i) ∈ {1, . . . , K }. For example, for N = 10 sites, one possible assignment vector is σ = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) .
This mapping vector assigns all sites in the same rate category and represents a model with equal rates across sites. For illustration, some other possible mapping vectors include σ = (1, 2, 1, 2, 1, 3, 1, 1, 3, 1), σ = (1, 2, 3, 1, 2, 3, 1, 2, 3, 1), σ = (1, 2, 1, 2, 2, 1, 1, 2, 1, 1), and σ = (1, 2, 3, 4, 5, 6, 7, 8, 9, 10).
The final partitioning, above, shows the least parsimonious partitioning scheme, in which each site falls into a different rate class. These vectors represent a very small minority of all possible partitionings. For example, N = 10 sites yields a total of 115,975 ways to partition sites to rate classes. In this paper, we label partitions according to the restricted growth function notation of Stanton and White (1986) ; elements are sequentially numbered with the constraint that the index numbers for two sites are the same if they are found in the same rate category. If K is fixed, then the total number of ways to partition N sites among K categories is given by the Stirling numbers of the second kind:
Under the Dirichlet process prior model, K is random and can range from one to N. Therefore, the total number of ways to partition N sites among rate categories is a sum of the Stirling numbers of the second kind. This sum is called the Bell number (Bell, 1934) :
The number of possible ways to assign sites to rate categories can become very large. For example, for sequences of length N = 1000, there are a total of B 1000 ≈ 3 × 10 1927 possible ways to assign sites to rate categories! The Dirichlet process prior treats both the number of rate clases (K ) and the assignment of sites to rate classes (σ) as random variables (Antoniak, 1974; Ferguson, 1973) . With this in mind, the Dirichlet process prior model for rate variation across sites can be formally described as follows. First, K and σ are both drawn a priori from the probability distribution
where η k is the number of sites assigned to rate category k and χ is the "concentration" parameter for the Dirichlet process prior model. After the sites have been assigned to K rate classes, a tree length T [k] is assigned to each category k by drawing T [k] from a gamma probability distribution with shape 2S − 3 and scale λ. The paramount parameter of the Dirichlet process prior model is its concentration parameter χ . Generally speaking, χ determines how clumpy the process becomes. If χ is small, then the Dirichlet process prior model tends to favor fewer classes. In fact, the prior probability of K categories is
where S 1 (·, ·) is the absolute value of the Stirling numbers of the first kind. One obtains Equation (15) by integrating Equation (14) over all possible partitions σ for K categories. The prior probability of two sites i 1 and i 2 finding themselves grouped together into the same rate class is
This formulation clearly shows that when χ is small, two sites are more likely to find themselves in the same rate class than when χ is large.
Markov Chain Monte Carlo
We wish to infer the parameters of the phylogenetic model in a Bayesian framework. We cannot feasibly calculate the posterior probability distribution of the parameters analytically, because doing so involves large summations and integrals that cannot be solved analytically. We resort to Markov chain Monte Carlo (MCMC) to approximate the posterior probability distribution of the phylogenetic model parameters (Metropolis et al., 1953; Hastings, 1970) . The general goal is to construct a Markov chain whose state space reflects the parameter space of the phylogenetic model and has a stationary distribution that is the posterior probability distribution of interest. Samples then taken from this Markov chain at stationarity are valid, albeit dependent, samples from the posterior probability distribution of the phylogenetic parameters (Tierney, 1994) . We base inference on the samples taken from the Markov chain. For example, the fraction of the time a specific phylogenetic tree is sampled estimates the marginal posterior probability of that tree.
We implement a variant of MCMC employing the Metropolis-Hastings algorithm. The general idea is to (1) propose a new state (combination of model parameters) for the Markov chain; (2) calculate the probability of accepting the proposed state as the next state of the Markov chain; and (3) accept or reject the proposed state according to the acceptance probability calculated in step 2. This procedure is repeated many times. Green (2003) describes a flexible method for constructing complex proposal mechanisms that keeps the calculation of the acceptance probability simple. Specifically, a new state x is proposed as the next state of the Markov chain. The generation of the new state involves the generation of possibly many random numbers u from an arbitrary probability distribution g (u) . The new state is a deterministic function of the random numbers and the original state x of the Markov chain, x = h(x, u) . The reverse move from x to x-a move that is not actually made in computer memory-is imagined through another set of random numbers u drawn from a possibly different probability distribution g (u ) , where x = h (x , u ). The probability of accepting the proposed state x as the next state of the Markov chain is
The last factor is called the Jacobian J of the transform to x and u with respect to x and u; it is introduced to balance the change of variables that may occur when proposing new states for the Markov chain. In Appendix 1, we provide details on our parameter proposals. Of particular interest are the proposals to update the number of rate categories K and site rate class assignments σ. We make available source code for the DPP rate-variation model by request to interested readers.
Data Analysis
We analyzed four alignments of protein-coding DNA sequences: (1) an alignment of β-globin sequences sampled from S = 17 vertebrates (N = 432; Yang et al., 2000) ; (2) an alignment of cytochrome oxidase I (COI) sequences sampled from S = 15 gopher species (N = 379; Hafner et al., 1994) ; (3) an alignment of COI sequences sampled from S = 17 louse species (N = 379; Hafner et al., 1994) ; and (4) an alignment of cytochrome b sequences sampled from S = 31 mammalian species (N = 1140; Larget and Simon, 1999) .
All analyses were performed under the general timereversible (GTR) model of DNA substitution. We analyzed the data under five different rate models; we implemented an equal rates GTR, GTR+SS, and GTR+ models for among-site rate variation, as well as a mixture model (GTR+SS+ ) and the Dirichlet process prior model (GTR+DPP). The Dirichlet process prior requires that the concentration parameter χ realizes some value. One approach, not pursued here, is to place a hyperprior TABLE 2. Concentration parameters χ of the Dirichlet process prior. For four prior expected number of rate categories E(K ), we report the requisite χ .
Vertebrate on the concentration parameter. Often, a gamma prior is placed on χ . The approach we pursue is to choose χ such that the prior mean of the number of rate categories is E(K ) = 3, E(K ) = 5, E(K ) = 10, and E(K ) = 20. Doing this allows us to investigate the robustness of results to choice of χ . The specific values of χ used to achieve these expectations are shown in Table 2 .
We analyzed each alignment two times, running a Markov chain for a total of one million cycles for each analysis. Updates of the allocation vector were attempted about 10% of the time. Each update of the allocation vector involved scanning all sites, attempting to reassign each site to a rate class. Hence, the total number of MCMC updates was much larger than one million (e.g., there were over 100 million updates performed for each analysis of the mammalian cytochrome b alignment). We discarded samples taken during the first half of a million cycles as the burn-in for the Markov chain before it reaches stationarity.
RESULTS AND DISCUSSION

Model Choice
We compared the fit of the Dirichlet process prior model for among-site rate variation to several alternative models for accommodating rate variation. For the four data sets examined in this study, the Dirichlet process prior model fitted the data substantially better than the alternative models. Table 3 shows the estimated log marginal likelihoods for five rate-variation models (Equal, + , +SS, +SS+ , and +DPP) for all four TABLE 3. The log marginal likelihoods for the different ratevariation models examined in this study. The subscript in DPP i indicates the prior mean of the number of classes for the Dirichlet process prior model for among-site rate variation. alignments. The marginal likelihood for model M is obtained by integrating the model likelihood over all possible combinations of model parameters, weighing each combination by its prior probability under model . In a Bayesian framework, model choice is guided by comparing marginal likelihoods. The marginal likelihood of a model is the likelihood of the data integrated against all possible parameter values under the prior distribution. Specifically, their ratio is the Bayes factor (BF) in favor of the model in the numerator against the model in the denominator. We estimated the marginal likelihoods using the harmonic mean estimator of Newton and Raftery (1994) . This estimator is consistent, although it can be adversly affected by rare posterior samples with small likelihood values. In situations where the differences between marginal likelihoods are more modest, more efficient BF estimation techniques are available; these include the Savage-Dickey ratio for nested models (Suchard et al., 2001 ), reversible-jump Markov chain Monte Carlo to sample the joint parameter space for competing models (Green, 1995) , and bridge sampling via thermodynamic integration (Lartillot and Philippe, 2006) . We obtain the log BFs by taking the differences between log marginal likelihoods in Table 3 . In this light, BFs 1 or 1 still offer strong conclusions, whereas BFs ≈ 1 should be viewed with caution. After the DPP models, the next best model for all four data sets is either the SS or SS+ model.
Marginal Posterior Probability Distribution of Rates
To examine the nonparametric behavior of rate variation, we examined the marginal posterior probability density of the rates for each alignment site. Figure 1 shows the marginal posterior probability distribution of the tree length T for five arbitrarily chosen sites taken from the vertebrate β-globin alignment. The column vectors containing the information at sites 5, 30, 66, 156, and 341 are y 5 = (C,C,C,C,C,C,C,C,C,C,C,C,C,C,C,C,C) t , y 30 = (T, T, T, T, T, C, C, C, C, T, T, T, T, C, C, T, T) t , y 66 = (T, T, T, T, T, T, T, T, T, T, T, C, T, A, G, C, C) t , y 156 = (T, T, T, T, T, T, T, C, T, C, C, C, C, C, C, T, C) t , and y 341 = (A,A,A,A,A,G,G,G,G,A,A,A ,A,C,C,C,C) t (18) and are variant for all sites except site 5. The sequence characters in these data columns fall in the order: human, tarsier, bushbaby, hare, rabbit, cow, sheep, pig, elephant seal, rat, mouse, hamster, marsupial, duck, chicken, Xenopus laevis, and Xenopus tropicalis. The marginal posterior probability distribution of T is often multimodal. For example, for site 30, the probability distribution of T has two or three modes under the Dirichlet process prior model. These multiple modes are real; they are repeatably obtained from MCMC analyses that start from different random combinations of parameters. The marginal distribution is unimodal for the equal-rate and site-specific-rate models; in fact, under the equal-rate model, the probability distribution for all sites is identical (as it must be under an equal-rate model). Similarly, the marginal probability distribution of T is identical for all sites of the same codon position for the site-specific model. We implemented the gamma model for amongsite rate variation with four discrete rate categories. This implementation detail is reflected in the marginal probability distribution of rates under the models that assume gamma-distributed rate variation (i.e., the + and +SS+ models), where there are four modes, reflecting the mean rate for each rate category.
Similar to the gamma model, the Dirichlet process prior model for among-site rate variation also relies on discrete classes of rates. However, the assignment of sites to specific classes is now a random variable, as are the realized rate values for each class. Which rate class a site finds itself in depends not only upon the distribution of nucleotides among species for that site (e.g., the pattern of nucleotides at the site) but also upon the details of the tree and branch lengths.
Although the marginal posterior probability distribution for rates under the Dirichlet process prior model, and indeed for the other rate variation models, appears to be reliably approximated using the MCMC procedure, one should take care not to overinterpret the distributions. The marginal posterior probability distribution of rates is likely to be strongly influenced by details of the prior model and implementation. For example, the four modes in the marginal distribution of rates under the gamma model results because we implemented the gamma model with exactly four discrete categories (Yang, 1994) , not for any biological reason. Similarly, the Dirichlet process prior model has a discrete number of rate classes to describe how rates vary across the sequences. The multiple modes in the marginal posterior probability distribution for rates under the Dirichlet process prior is likely caused by the fact that the model has a discrete number of rate classes; the rate class a site finds itself assigned to is a compromise between the optimal rate for that site and how well the rate for other sites can be explained by the rate class.
Codon Structure
All of the alignments examined in this study were of protein-coding DNA sequences. Common practice a priori partitions these data by codon position. Our modeling representation for codon partitioning is 1, 2, 3, 1, 2, 3, 1, 2, 3, . . .) .
A comparison of the marginal likelihoods (Table 3) shows that a model with rates partitioned according to codon position (the +SS model in this paper) does not explain the data as well as a model in which the partition is considered a random variable (the +DPP model of this paper). Although the codon partition does not fit as well as other partitions that were sampled during the course of the MCMC analysis, one can ask whether the codon partition is in some sense closer to the sampled partitions than, say, a random partition of the sites. We explore the possibility that the partitions sampled under the Dirichlet process prior model are "closer" to the traditional codon partition than a random partitioning of the sites. We use a distance on partitions described by Gusfield (2002). Gusfield's distance between two partitions d(σ 1 , σ 2 ) is the minimum number of elements that need to be deleted from the partitions to make the induced partitions equal. Equivalently, the distance between partitions is the minimum number of elements that must be moved from one cluster to another to make 984 SYSTEMATIC BIOLOGY VOL. 56 the partitions the same. During the course of the MCMC analysis under the Dirichlet process prior model, a large number of partitions are sampled. These sampled partitions represent the current state of the Markov chain, describing how sites at that chain step are partitioned to rate classes. We will label the sampled partitions σ ( p) for p = 1, . . . , P, the total number of sampled partitions. For each sampled partition, we also create a randomly permuted version, in which the elements are randomly assigned to clusters. This permutation procedure maintains the number of rate categories for the partition, but randomly assigns sites to rate classes. For example, consider the sampled partition σ = (1, 2, 1, 1, 2, 3, 1, 4, 1, 2) .
Possible permutations of this partition include σ = (1, 2, 1, 2, 2, 3, 4, 2, 1, 2), σ = (1, 2, 2, 2, 2, 3, 2, 4, 1, 1), 
We label σ ( p) as a permutation of the original sample σ ( p) . For each of the four alignments, we calculate the statistic
where I(·) is the indicator function. This statistic is the fraction of the time the sampled partition is closer to the codon partition than a random permutation of the partition; for a long MCMC chain, this fraction converges to the probability that the data partitioning is closer to codon partitioning than random. Table 4 shows the results of our analysis. The sampled partitions are closer to the codon partition than are random permutations of the sampled partitions. For example, about 97% to 99% of the sampled partitions for the alignments of COI for gophers and lice are closer to the codon partition than a random partition of the sites. This suggests that the Dirichlet process prior model we implemented appropriately captures the codon structure present in the data without a priori specification. In addition to codon partitioning, the Dirichlet process prior model also appropriately identifies the differences in rates across codon sites. Table 5 summarizes the mean of the marginal posterior probability distribution of tree length T for first-, second-, and third-codon positions. As expected, the second position sites have the lowest rate of substitution and the third position sites have the highest rate.
Nonparametric Across-Site Rate Variation The Dirichlet process prior model for among-site rate variation is similar in many ways to the site-specific model. The main difference between the Dirichlet process prior and the site-specific models concerns how the sites are partitioned to rate classes. For the site-specific model, the biologist must determine the partitioning scheme before the analysis; the partitioning scheme that is chosen, whether it partitions sites by codon position or some other biologically relevant aspect of the data, becomes an inescapable assumption of the analysis. Under the Dirichlet process prior model, on the other hand, the partitioning scheme is considered to be a random variable. Our method is also similar to the mixture models proposed by Meade (2004, 2005) , with the main difference being the question addressed (substitution rate variation versus variation in the rate matrix of the continuous-time Markov chain model of character change) and the prior probability distribution on partitions.
Our MCMC implementation of the Dirichlet process prior model for among-site rate variation depends upon algorithm 8 of Neal (2000) . The MCMC appears to perform well for the four data sets we explore. However, the potential space of partitioning schemes which the MCMC chain explores is huge; for any particular data set, our implementation may fail. Other proposal mechanisms can be implemented for this problem, including some that involve split-and-merge proposals, or "sweetened" split-and-merge proposals, in which sites in a cluster are either split into two clusters or the elements in two clusters are merged into one Neal, 2004, 2005) .
The Dirichlet process prior model for among-site rate variation explains the pattern of rate variation in the four data sets we analyzed better than any other existing model. We do not know, of course, whether this will remain true for other data sets. However, we are hopeful that the Dirichlet process prior model will continue to do well for future data sets, as the Dirichlet process prior is very flexible. Importantly, the Dirichlet process prior allows sites with similar rates to be grouped together into the same rate class. This is not true for commonly used models for among-site rate variation. For example, consider a site-specific model, with sites partitioned by codon position. All sites at the same codon position are treated the same, regardless of any additional patterns of variation at the sites (Buckley et al., 2001) ; an invariant third-codon site is grouped together with third-codon position sites for which all four nucleotides are observed. This problem can be reduced if one used a mixture of the site-specific and gamma rate-variation models. However, even under the SS+ model, considerable structure remains in the position rates. The Dirichlet process prior model captures this additional variation easily.
The Dirichlet process prior model we describe can be improved in a number of ways. For example, under the current model, the tree length for a rate class is a random variable drawn from a gamma(2S − 3, λ) probability distribution. However, the current implementation makes it difficult to accommodate sites that have very low rates (e.g., invariant sites). It should be possible to augment tree lengths with a strictly invariant class. Here, we consider the tree length as a random variable with length equal to zero with probability p and drawn from a gamma(2S − 3, λ) probability distribution with probability 1 − p. This would represent a mixture of the proportion of invariable sites and Dirichlet process prior models. Employing a Dirichlet process mixture model may allow a better fit to patterns of among-site rate variation (MacEachern and Müller, 1998) .
