Abstract-Tables are presented of good ternary and quaternary codes and they are used in the construction of dense sphere packings. Results include 1) tables of the best ternary and quaternary constacyclic codes (including cyclic codes) up to block length 50, 2 ) a class of optimal [ n , 21 codes over GF(q), 3) the ( U + U + w I2u + U I U ) construction, a new ternary code construction technique that can be used to construct the ternary Reed-Muller codes (and others), and 4) tables of linear ternary and quaternary codes obtained by modifying and combining various codes discovered here and in the literature. Using these codes and a sphere-packing construction, packings are generated in even dimensions up to 100. In dimensions 36 and 60, new record densities appear to have been achieved.
I. INTRODUCTION
HE AIM of this paper is to generate tables of good T ternary and quaternary codes and to use these codes in the construction of dense sphere packings. The problem of designing dense sphere packings in Euclidean space has a long history. (Indeed, the comprehensive volume of Conway and Sloane [l] contains a bibliography running to some 68 pages .) There are many connections between coding theory and sphere packing (see, e.g., [l, chs. 5, 71 and the references contained therein), and this paper exploits the connection between ternary and quaternary codes and a particular property of the three-way and four-way partitions of the hexagonal lattice A , shown in Fig. 1 . These partitions have the important property that the inter-subset distance (i.e., the smallest distance between elements drawn from different subsets) is a constant. We call such a configuration a Hamming space [2] . Hamming spaces permit us to map block codes with large minimum Hamming distance into coset codes [3] -[5] with large minimum Euclidean distance using a hierarchical construction technique [2] , [6] - [8] . This forms the basis of our sphere-packing construction, which is a generalization of Sloane's Constructions A , and B, for complex lattices [l, ch. 71. Before being able to apply the construction, however, we need tables of good ternary and quaternary block codes, and Manuscript received October 31, 1989; revised August 6, 1991 . This work was supported in part by the Natural Sciences and Engineering Research Council of Canada. This work was presented in part at the IEEE Pacific Rim Conference on Communications, Computers, and Signal Processing, Victoria, BC, Canada, June 1989.
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much of this paper describes our efforts in producing such tables. Our results are presented in four sections.
Section II describes an algorithm that was used to generate the best ternary and quaternary constacyclic codes [9, p. 3031 with block lengths up to 50. Constacyclic codes form a class of codes that include cyclic codes and negacyclic codes [9, ch. 91 as proper subclasses. Isomorphisms among constacyclic codes allow us to reduce the size of the tables somewhat. Section 111 describes a simple method of generating optimal [ n, 21 codes over GF( 4).
Section IV describes the ternary ( U + U + w 12 U + U 1 U )
construction. This construction allows us to combine three ternary codes of block length n to form a ternary code of block length 3n. The construction can be used to generate all the ternary Reed-Muller codes, as well as many other codes. Section V collects the results of the previous sections, along with some results presented in the literature, in the form of a table of best known codes. Following the method of Verhoeff [lo] , the table is generated using an automated procedure that involves construction of new codes using various code-modification and code-combining techniques.
Finally, in Section VI, our sphere-packing construction technique is described and the codes of Section V used to generate sphere packings. In dimensions 36 and 60, new record densities appear to have been achieved.
TABLES OF TERNARY AND QUATERNARY CONSTACYCLIC CODES
The main results presented in this section are tables of the best ternary and quaternary constacyclic codes with block lengths up to 50. Constacyclic codes form a class of codes 0018-9448/92$03.00 0 1992 IEEE containing cyclic codes as a proper subclass. The definition of these codes is presented, along with a discussion of isomorphisms among constacyclic codes. These isomorphisms allow us to reduce the size of the tables, since, e.g., every ternary negacyclic code of odd block length is equivalent to some ternary cyclic code of the same length. The algorithm used to generate the tables is also described.
A . Code Description
Constacyclic codes are defined by two properties: they are linear and they are closed under constacyclic shifts of codewords. A constacyclic shift of the n-tuple (a,, a , , . * * , a,, -*, a,-,) yields the n-tuple (can_ ,, a,, a , , . . * , a n -2 ) , where c is a fixed nonzero field element. In polynomial notation, a constacyclic shift of the polynomial a, + a , x + ... + c~, -~x " -~ + a n -, x n -l yields the polynomial can-, + a,x + + a , -3 x " -2 + C I , -~X " -' . Evidently, a constacyclic shift of the polynomial f ( x ) is the polynomial x f ( x ) reduced modulo x" -c. Fig. 2 illustrates a "constacyclic shifter. " The multiplying constant c, a nonzero field element, determines the code type. For example, cyclic codes are obtained when c = 1 and negacyclic codes [9, ch. 91 are obtained when c = -1.
Constacyclic codes share many of the well-known algebraic properties of cyclic codes [ 11, ch. 71 . In particular, one way of describing a constacyclic code $7 is as an ideal in the ring of polynomials F [ x ] / ( x " -c), closed under polynomial addition and multiplication modulo X " -c. It can be shown that %? is a principal ideal, and as such, it contains a unique monic polynomial of minimum degree, denoted g ( x ) , that generates 27, i.e., $7= ( g ( x ) ) . The generator polynomial g ( x ) must be a divisor of x" -c, and the degree r of g ( x ) determines the redundancy of V, i.e., ( g ( x ) ) is an [ n , n -r ] code. Any n -r consecutive positions in the code may be taken to be information positions. If x" -c is irreducible over GF( q ) , then the only constacyclic code of length n and type c over GF(q) is the trivial [ n , n , 11 code.
B. Isomorphisms Among Constacyclic Codes
Among the results to be presented in this section is the fact that, for odd block lengths, ternary negacyclic codes and ternary cyclic codes are equivalent. To prove this result, we introduce the following ring automorphism.
Let R = F [ x ] be the ring of polynomials in x with coefficients from some field. Let the map Pb:
be defined by the substitution Pbf( x ) = f( bx), where b is some fixed nonzero field element. We will usually write f ( bx) for Pbf( x ) . The map Pb is a ring automorphism of
, and since Pb is multiplicative. Another important property is that application of P, does not change the weight (the number of nonzero coefficients) of a polynomial, i.e., wt ( f ( b x ) ) = wt ( f ( X ) ) .
Because Pb is a ring automorphism of F [ x ] , many of the properties of a polynomial f ( x ) carry over to f( bx). For 
The map P, is also an isomorphism from an
). This latter property will be used to obtain isomorphisms among constacyclic codes.
Recall that, if g ( x ) is a factor of X " -c, where c is some nonzero field element, then, as previously described, g ( x)
generates a constacyclic code of type c and block length n under polynomial multiplication modulo x" -c. Now g ( bx) is a factor of Pb[ x" -c ] = b"(x" -c/b") and, hence, g(bx) generates a constacyclic code of type c/b". The constacyclic code ( g ( x ) ) (of type c) is isomorphic to the constacyclic code ( g ( b x ) ) (of type c / b " ) and because P, does not change polynomial weights, the two codes are equivalent. Thus, a constacyclic code of type c is equivalent to a constacyclic code of type d if there exists a nonzero field element b such that d = c / b" where n is the block length.
For example, over GF(3), cyclic codes (type 1) of block length n are equivalent to negacyclic codes (type -1 ) of block length n whenever 1 = ( -l ) / ( -l ) " , i.e., for all odd n. More generally, over GF(q) cyclic codes (type 1) are equivalent to constacyclic codes (type c) if there exists a nonzero field element b satisfying b" = c, i.e., if c has an nth root in GF(q). Over GF(4), every element has an nth root for all n that are not multiples of 3, and hence constacyclic codes are equivalent to cyclic codes for all n that are not multiples of 3.
C. Algorithm Description
The algorithm used to generate the constacyclic code tables given next was apparently first used by Chen [12] and later by Promhouse and Tavares [13] to generate tables of binary cyclic codes. In this section, we describe how this algorithm may be generalized to handle nonbinary constacyclic codes. An [n, k] constacyclic code is linear; hence, determining its minimum distance is equivalent to determining the smallest weight of its nonzero codewords. In systematic form, the weight of a codeword is the sum w = wI + wc, where wI and w, denote respectively the weight of its k information symbols and the weight of its n -k check symbols. The minimum weight d of the code may be found by examining, in turn, codewords with wI = 1 , 2 ; -, d. Clearly, it is unnecessary to examine codewords having wI > d. Let d, denote the minimum weight of all codewords with wI = j , and Uj denote min (dk}h= Then, after step j , i.e., after having determined d,, the inequality j I d I U, holds, provided the algorithm stops as soon as the upper bound and the lower bound coincide. To determine dj, we need to examine only codewords whose first nonzero information symbol is unity', because other codewords can be obtained by a scalar multiplication without changing the codeword weight. Using this algorithm, at most
w/= 1 codewords need to be examined to determine the minimum distance of any linear code over GF( 4).
This general algorithm may be improved upon by exploiting the constacyclic property of the codes. Specifically, we shall show that it is possible to replace the lower bound j with a better bound L, at each step of the algorithm, hence, making it possible for the algorithm to arrive at the minimum distance without examining as many codewords. Before presenting the specific property to be exploited (see Theorem l), we require the following concept.
Definition: A k-window on an n-tuple v is a k-tuple of consecutive elements from U or any cyclic shift of U , k E { 1, 2 , * * e , n} . Fig. 3 illustrates this concept.
Theorem I : An n-tuple of weight w has a k-window of weight kw/n or less.
Proofi Since each nonzero element of the n-tuple is contained in exactly k different k-windows, the sum of all k-window weights is kw. There are exactly n different k-windows; thus, the average k-window weight is k w l n . At least one k-window must have a weight not exceeding the Theorem 1 allows us to improve upon the general algorithm. Henceforth, let us assume that we are dealing with constacyclic codes and recall that any k consecutive positions can be taken to be information positions in an [ n , k] constacyclic code. Through constacyclic shifting, which does not change the weight of a codeword, or the relative position of its nonzero elements, this k-window can be shifted into positions corresponding to information symbols and, hence, the codeword is
Proof:
Only the lower bound is nontrivial. Suppose some nonzero codeword has weight less than L j . Then by Theorem 2 , a constacyclic shift of this codeword would have been examined in computing and, 
0
The algorithm proceeds in the same way as with the general case, only now the algorithm stops when L j meets or exceeds U,. Clearly, some constacyclic shift of a minimum weight codeword is examined before or during step j * = kd/n] so that U,. = d. Furthermore, it is easily seen that L,, > d. Thus, using this method, at most codewords need to be examined to determine the minimum distance d of any [n, k ] constacyclic code over GF(q).
To determine the minimum distance of all constacyclic codes of length n over GF(q), it is first necessary to factor xn -c into a product of irreducible monic factors. This may be done using, for example, the algorithm of Berlekamp [9, ch. 61. Then, for each combination of irreducible factors, a generator polynomial g ( x) is obtained. The minimum distance of the constacyclic code generated by g(x) may be obtained by reducing the code's generator matrix to systematic form and then applying this algorithm. Tables   Two codes VI brackets, and appears as a list of coefficients (a,a,-, * -a,), corresponding to the polynomial a,x" + a , _ , x " -' + ... +a,. The coefficient list is sometimes given in a "compressed" format, wherein repeated patterns in the list are enclosed in brackets and assigned an exponent that represents the number of times that pattern is repeated. For example, (132) expands to (1112) and the corresponding polynomial is x3 + x 2 + x + 2. Similarly, ((103)*2) expands to (100010002) and the corresponding polynomial is x8 + x4 + 2. Each irreducible factor is also assigned an identifying subscript, used in Part B of the table. When a factor of xn -c occurs with multiplicity greater than one, it is assigned a superscript indicating the multiplicity. For example, in Table I -A, the notation x6 -1 = (12);(11): indicates that, over GF(3), x6 -1 factors into the product of ( x + 2)3 and ( x + 1)3, these factors being assigned the identifying labels of "0" and " l " , respectively. In Tables I  and 11 Tables I and I1 list ternary cyclic and negacyclic codes, respectively, while Table 111 lists the best quaternary cyclic codes. Only the ternary negacyclic codes of even block length are listed since, as shown above, the ternary negacyclic codes of odd block length are isomorphic to cyclic codes of the same length. The trivial [ n , n -1, 21, [ n, 1, nl and [ n , n, 11 cyclic codes are not listed; these have generator polynomials x -1, ( x " -l)/(x -I), and 1, respectively. The codes in Tables I-III are all as good as (or better than) any comparable codes of the same type. The quaternary constacyclic codes with c = w are largely unnoteworthy except for the codes listed in Table IV in the sense that, for many sets of parameters, there are comparable cyclic codes that are as good or better.
D. Constacyclic Code
Note that, since we are using the single parameter of minimum distance as the criterion of code quality, it is not necessarily true that the constacyclic codes listed are better than other codes of the same type in the sense of achieving the smallest probability of error in a discrete memoryless channel. Such a characterization would require a thorough determination of coset leader weights and this has not been carried out in this paper.
A CLASS OF OPTIMAL [ n , 21 CODES
In this section, an infinite class of codes over GF(q) with parameters [ m( q + l), 2, mq] is described. These codes are optimal because they meet the Plotkin bound [9, p. 3151 and hence 1) they have the largest possible minimum distance for any code with q2 codewords and 2) no code with the same length and minimum distance could have more codewords.
Punctured versions of these codes, with parameters [ m(q + 1) -r , 2, mq -r ] , 1 I r 5 q , also have the largest possible minimum distance of any code with q2 codewords, although there may be nonlinear codes with the same minimum distance and more codewords.
Let VI be a [ q + 1, 2, q] code over GF(q), obtained, for example, by extending a Reed-Solomon code [ l l , p.
3031. Since VI is maximum distance separable [l 1 , ch. 111, its weight distribution is constrained so that e, has one codeword of weight zero and q2 -1 codewords of weight q , i.e., 9, is equidistant [9, p. 3151. If GI is a generator matrix for VI, let G, be the generator matrix obtained by pasting together m copies of G,, i.e., m times Clearly, G, generates an [ m( q + l), 2, mq] code V, and since g, is equidistant (i.e., constant weight) so is q,.
According to the Plotkin bound [9, p. 3151 the minimum distance d of any code of block length n defined over GF(q) and having q2 codewords satisfies d I n q / ( q + 1).
(1) Thus, every code C , satisfies this bound (1) with equality. For 1 5 r I q , these codes can be punctured r times to codes with parameters [ m ( q + 1) -r , 2, mq -r ] , and since mq -r = l ( m ( q + 1) -r ) q / ( q + l ) ] , no code with q2 codewords could have a greater minimum distance, though in some cases it is possible that a nonlinear code might have more than q2 codewords with the same minimum distance.
One interesting observation to be made from Table I1 is that the [4, 2, 31 ternary tetracode is negacyclic. In fact, the nonzero codewords consist of all negacyclic shifts of the codeword 01 12, i.e., the tetracode is a maximal-length shiftregister code [9, p. 31.51.
A class of constant weight [4m, 2, 3m] ternary codes can be obtained by repetition of the codewords in the tetracode as (02)220103102(20)21) (12), (101121101), (102101201), (11)1(101) (12)0(11)1(10(01)2021121)2 (io (02) 
In this section, we present a method of combining three ternary codes of length n to form a ternary code of length
combines two ternary codes of length n to form a ternary code of length 3n. The ( U + U + w 12u + U I U ) construction appears to be the ternary analog of the ( U I U + U) construction in the sense that the ternary Reed-Muller codes of Massey et al. [14] can be generated recursively using 
(2)
In Appendix A it is proved that is a (3n, KuK,K,, min for details). The (U + U + w 12 U + U 1 U ) construction does not require this nesting. Furthermore, the ( U + U + w 12u + U I U ) construction is applicable to nonlinear ternary codes, i.e., codes that are not groups, so in this sense is more general than the cubing construction. On the other hand, the cubing construction is not limited to ternary codes, so in this sense is more general than the ( U + U + w I 2 U + U I U ) construction.
Forney [5] describes a code construction technique called the cubing construction that also generates codes of length 3n from those of length n. Forney's construction combines three groups %, V, W with minimum distance d,, d , , d , , respectively, to form a group with minimum distance (3d,, 2 d , , dw). In this respect, Forney's construction is similar
Reed-MUller codes
We now show that the ternary Reed-Muller codes of Massey et al. [14] can be generated recursively using ( U + U + w ) 2 u + U 1 U ) , just as the binary Reed-Muller codes can be generated recursively using ( U 1 U + U). (103201)1((10)2201), x '~ + 1 = (101)0(103(20)31)1(1(02)3031)2 x24 + 1 = ( (10)22); (1(02)2): (120(02 1)22( 120)202 1)2 x40 + 1 = (10012)0 (10022)1(10102)2(10202), ( 1 1002)4(1322)5(112 3)6(12002) The jth row in G, corresponds to the jth row of Pascal's triangle, reduced modulo 3, i.e., G, is a table of binomial coefficients reduced modulo 3.
Massey et al. [14] have shown that G,,, has the property that a code generated by some subset of the rows of G,,, having weights { w,, w2; e . , wk} has a minimum distance equal to min ( wl, w 2 , 9 -, wk). Hence, including all rows of G, with weight w z d yields a code with minimum distance d . Such a code is called a ternary Reed-Muller code. We now show by induction that any ternary Reed-Muller code (or indeed any code generated from the rows of 13,) can be generated recursively using a (U + U + w ) 2 u + U 1 U) con- 
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where G , , G , , and G , consist of some combination of the rows of G,-,. Clearly, setting @, Y, and W equal to the codes generated by G,, G , , and G,, respectively, and applying the (U + U + w 12 U + U 1 U) construction yields the code generated by G . By induction it follows that any code generated from the rows of G, may be obtained recursively from the (U + U + w 12 U + U I U) construction, using the [ 1, 1, 11 and [I, 0, w] codes as building blocks.
C. Main Sequence Codes
An infinite family of ternary codes with length, minimum distance, dimensions, nesting, and duality properties akm to the binary Reed-Muller codes can be constructed recursively (1101), (1 wo1 Let [l, 1, 11 and [l, 0, 001 be defined as before. Let and define g 3 ( r + 1, m + 1) by
This recursion (3) defines an infinite family of codes as displayed in Fig. 4 . The parameters of g 3 ( r , m) are denoted [n(r, m ) , k ( r , m ) , d(r, m ) ] .
We now summarize some of the properties of the ternary "main sequence" codes. 
Proof: 1) and 2 ) These properties follow immediately from the properties of the ( U + U + w 12u + U 1 U ) construction by induction on m.
3) The number of information symbols k ( r , m) satisfies the difference equation 
D. Generalizations to GF(p)
Although we have not done so in this paper, we may construction is obtained. We conjecture that infinite families of codes over GF( p ) having properties similar to those of the binary Reed-Muller codes can be obtained recursively from the [l, 1, 11 and [l, 0, w ] codes in the same manner as previously described.
V. TABLES OF TERNARY AND QUATERNARY LINEAR CODES
Tables V and VI list the parameters of various ternary and quaternary linear codes. The tables have a structure similar to Verhoeffs table of bounds for binary linear codes [ l o ] but, unlike Verhoeff, no upper bounds are given. However, since each set of parameters is derived from an actual code, the values given in Tables V and VI may be considered to be lower bounds on the achievable minimum distance for each value of n and k .
The tables give the minimum distance of ternary and quaternary codes for each value of n 5 50 and k d n and include some of the constacyclic codes presented in Section I1 as well as many codes presented in the literature and elsewhere (see Table VII ). In addition to these, the tables include many codes derived by applying various construction tech- 
T e m a r y ( u + u + w 1 2 u + Pasting construction Tables I and I11  Table I1  Table IV 
Application of the techniques has been automated with the help of a computer program and Tables V and VI are invariant under the application of the above rules in the sense that application of the rules does not yield any codes with a minimum distance greater than that listed in the tables. Some minimum distance values in Tables V and VI are labeled with an alphabetic suffix identifying the code type. The different types of codes are displayed in Table VI1 where references are given. It was not possible to include all literature references to ternary and quaternary codes; there were simply too many. Codes derived by applying the puncturing, shortening, expurgating, and extending constructions determine how they were derived.
Some codes with n = 50 in Table V were derived from codes with n > 50; these codes are labeled with the suffix "t". We explain here how they are derived.
are not given a label but it is a straightforward procedure to 50, 20, 181, [50, 21, 171, [50, 22, 161, [50, 25, 131, [50, 26, 121, [50, 27, 111, and [50, 28, 101 codes.
Similarly, in Table VI This section describes a sphere-packing construction based on ternary and quaternary block codes. These packings can be described in terms of "coset code formulas" and, hence, are "decomposable" (see [4] ). Recent work [6] , [ 181 - [20] suggests that such packings can be decoded using algorithms based on soft-decision decoding of the constituent block codes. The resultant ''multistage decoder, " while not maximum likelihood, may achieve acceptable performance with considerably lower complexity than the maximum likelihood decoder.
A . Coset Codes
Coset codes are based on a generalization of the usual notion of a symbol alphabet. In traditional coding theory, it is generally assumed that each symbol of the code alphabet corresponds directly to a channel input. During any particular signaling interval, the transmitter sends the channel input selected by the encoder at that time. Calderbank and Sloane [3] generalized this notion by introducing codes defined on alphabets in which each symbol corresponds to a set of channel inputs. Their "generalized encoders" produce sequences of such sets. The sets are usually chosen to be the cosets of sublattice A' in a lattice A; as such, they contain an infinite number of points. To generate a finite bit rate signaling scheme, the coset sequence generated by the encoder C is passed through a signal point selector 13, Fig. 21, [4, Fig.  11 that selects a point to transmit from each coset. When %7 is a block code of length n and A is an N-dimensional lattice, the coset code is an infinite set of nN-tuples. Combined with a signal point selector, such a coset code yields an nN-dimensional signal constellation, or lattice code. We denote a coset code with generalized encoder C and coset alphabet A /A' by G(A /A'; C).
In this paper, the "generalized codes" are all ternary or quaternary block codes. The channel input sets are the three or four cosets of a sublattice of the two-dimensional hexagonal lattice A , , as illustrated in Fig. 1 where the notation C[A/A'I is used to signify that C is defined on the alphabet [A / A l . In many cases, the (sub)lattice A' will itself have a sublattice A". It is possible to define a coset code over the chain A /A'/A in the following way. Let
G(A/A'/A";C,,C,) = C,[A/A'] + C,[A'/A"] + (A")"
using an obvious notation. Such definitions may be extended to chains of any finite depth.
As just discussed, a coset code defined over a lattice partition chain yields an infinite set of points in Euclidean space. If the points are all separated by a distance of at least 2 p , then spheres of radius p may be located at these points to form a sphere packing. This is the essence of our sphere packing construction. In this paper, we are using partitions of A 2 , so all packings obtained are 2 n-dimensional.
B. Fundamental Coding Gain
The objective in our design of coset codes is to maximize the fundamental coding gain of the sphere packing. The fundamental coding gain y(G) of an N-dimensional sphere packing G is defined as [4] 
where d 2 ( Q is the minimum squared Euclidean distance between the sphere centers and V(G) denotes the (average) Voronoi cell volume2 in G. The center density 6, [I, p. 131 of a packing in N dimensions may be computed from the fundamental coding gain y using the formula 6, = (y /4) ,I2. Physically, the fundamental coding gain (6) measures one component of the power gain that can be achieved using a signal constellation 0 based on the packing G relative to a cubic signal constellation based on Z N , the "hypercube" lattice in N-dimensions. Another component, the shaping * The Voronoi cell of a sphere center in a packing consists of all points in space that lie closer to this sphere center than any other sphere center [I] .
gain [21] , depends on the shape of the constellation, with spherical constellations having the best possible shaping gain. The shaping gain usually represents a smaller component of the total gain than the fundamental coding gain, being limited to a maximum of n e/6 or 1.53 dB. (See [21] for details.) As discussed in [22] , a good approximation to the total asymptotic gain G achieved by a signaling scheme with coding gain yc and shaping gain ys is
where / 3 is the normalized bit rate, given by /3 = (2/N) log2
The actual, nonasymptotic (i.e., finite signal-to-noise ratio) gain is more difficult to obtain, in that it depends on the precise geometry of the maximum likelihood decision regions in Euclidean N-space. A union bound approximation suggests that No, the average nearest neighbor multiplicity, has an error-multiplying effect that reduces the effective coding gain obtained when signaling schemes based on these packings are used in practice. We have not attempted to compute No for signaling schemes based on the packings to be presented. The reader is cautioned to note that the gains we quote are for the fundamental coding gain only; they do not include any shaping gain or other adjustments.
C. Sphere Packing Construction
As pointed out in the Introduction, the cosets of 8, A , and 2 A, form Hamming spaces with inter-coset distance used as the distance measure. It thus becomes a simple matter to transform a ternary or quaternary code C into a coset code: simply label the three (four) cosets with the elements of and it is always possible to find two points c, and c, for which the bound is met with equality. This construction is identical to Sloane's complex lattice construction A, [l, pp. 197-2021 when applied to the Eisenstein integers. We now extend the construction to lattice partition chains.
All the lattice partition chains in this paper may be represented by a path through the diagram in 
Using an argument similar to that above, we can bound the distance between any two points in the code. Let 6; denote the inter-coset distance between the cosets of A$) in A $ -' ) . With the constraint that the coset representatives [ A $ -' ) / A$)] be minimum norm, it is always possible to find two points c1 and c2 for which the bound is met with equality PI.
To compute the fundamental coding gain, it remains to find V(C), the average Voronoi cell volume. Suppose that t 2 is given by (7) , that A$") is a lattice (as is always the case in this paper), and that C; is a code with K i codewords, i.e., a linear or nonlinear ( n , K ; ) code. We see that C is periodic, i.e., it is invariant under shifts of integer multiples of the basis vectors of (A$,))". Consider a single period, corresponding to a region congruent to the fundamental parallelotope [ I , p. 41 of (Ai")". This region contains K , x K , x ... x K , sphere centers; since the Voronoi cells of these centers cover this region, the average Voronoi cell volume is Squared distance from the origin.
From (6) and using the fact that the dimension N = 2n we obtain
D. Results
Using the tables of ternary and quaternary linear codes presented in Section V, this construction technique was applied to generate many sphere packings, the best of which are displayed in Table VIII . The fundamental coding gain of these packings is plotted against dimension in Fig. 6 . The fundamental coding gain of some of the best packings given in [l] is also plotted in Fig. 6 . As can be seen from the figure, in low dimensions some of the best known packings may be derived from ternary and quaternary partitions of A , : these are the lattices E,, E,, and K,,, in 6, 8, and 12 dimensions, respectively (see [l, pp. 120-1291) .
In dimensions 36 and 60, the packings obtained in Table  VI11 Note that, in the range of dimensions shown in Fig. 6 , the ternary and quaternary packings usually provide a fundamental coding gain that is within a fraction of a dB from the best known. Note also that the packings depend on the codes presented in Tables V and VI . Improvements to the tables may lead to improvements in the packings.
VII. CONCLUSION
We have presented a sphere packing construction that uses ternary and quaternary codes and three-and four-way partitions of the hexagonal lattice to form even-dimensional sphere packings. Much of our effort was devoted to finding good ternary and quaternary codes. To this end, we have 1) generated tables of the best ternary and quaternary constacyclic codes, 2) presented a class of optimal [n, 21 codes, 3) presented the ( U + v + w 12u + U I U ) construction, a new ternary code construction technique that can be used to generate good ternary codes, and 4) generated tables of linear ternary and quaternary codes obtained by modifying and combining various codes discovered here and in the literature. Although, for the most part, the sphere packings obtained are not as dense as the best known, we appear to have achieved new record densities in dimensions 36 and 60. New ternary and quaternary codes that improve upon the codes in our tables may lead to very dense packings in other dimensions as well.
The basic method used in our construction-partitioning a lattice into q cosets forming a q-ary Hamming space and applying block codes over GF(q)-can be applied to other lattices. Indeed, in 1231, it is shown that other partitions of simple one-and two-dimensional lattices lead to 2-, 3-, 4-, 5-, and 7-ary Hamming spaces. Partitions of higher dimensional lattices may also yield Hamming spaces and it would be interesting to investigate the sphere packings obtained from these.
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Applying Property 2) to the first two terms and recognizing (by Property 1)) that w t ( X + Y ) = w t ( x ) + w t ( Y ) -f ( X * Y ) , where x * y is the n-tuple ( xl y l , x, y , , . . , x, y n ) . Note that wt (U) 5 f ( u ) 5 2 wt (U).
f ( ( A u + A u ) * A w ) 5 2 w t ( ( A u + A u ) * A w )
In the proof of the construction, the following properties of the wt Property I : For n-tuples x and y, wt ( x * y ) 5 wt (x). We are now ready for the main theorem.
Theorem 3: Let @, V', and W be ternary ( n , K , , du), ( n , K , , d,), and ( n , K , , d,) codes, respectively. Let
APPENDIX B SOME PROPERTIES OF TF
In Section IV, TF was defined as the coefficient multiplying xk '= { ( U + u + w 1 2 U + u l U ) : u E * " V ' ' w E W ) . 
(
The bound is met with equality for some pair of U and U' in W . McGraw-Hill, 1968.
[6] Fig, 7. triangle,. displaying the numbers T;. Each number in the figure is obtained as the sum of the three numbers directly above, directly above and to the left, and directly above and to the right. Zero entries are not shown.
subject to the boundary condition [lo] T. Verhoeff, "An updated table of minimum-distance bounds for binary linear codes," IEEE Trans. Inform. Theory, vol. IT-33, pp. 665-680, Sept. 1987. This can be 2) and the order of the terms is significant. Other interpretations are possible.
