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ABSTRACT
MACHINE LEARNING METHODS OF MATERIAL DECOMPOSITION
IN SPECTRAL COMPUTED TOMOGRAPHY USING
PHOTON COUNTING DETECTORS
Kevin C. Zimmerman, B.S.
Marquette University, 2019

Energy-resolved photon counting detectors have potential improvements over
conventional scintillating x-ray detectors and can be used for spectral computed tomography (CT) applications such as material decomposition. However, photon counting detector are difficult to model because they have many non-ideal physical phenomena. We
developed machine learning algorithms to model the spectral measurements of energyresolved photon counting detectors for the purposes of material decomposition and image
reconstruction.
A feed-forward neural network was used to estimate path lengths of different materials that the x-ray path traversed from spectral measurements of a photon counting detector using calibration measurements on an experimental bench-top CT system. The neural network relied only on calibration measurements and no prior knowledge of the source
spectrum, material attenuation coefficients, or detector response. The neural networks
decomposed each ray in the measured sinograms into material separated sinograms and
reconstructed into basis material images. The capabilities of the machine learning algorithm were evaluated experimentally with a rod phantom with calculated biases of 0.3%
to 7.6% compared to biases of 1.3% to 16% of a previously proposed empirical decomposition algorithm.
A special case of material decomposition occurs when materials with high atomic
numbers are in the measured ray path. These materials have K-absorption edges in their
linear attenuation coefficients in the relevant x-ray energy range. In a separate study, the
neural network mode was extended for K-edge imaging to separate contrast agents and
nanoparticles, such as iodine and gadolinium, from other materials in the image. Transfer
learning was used to further train the neural networks between detector pixels and from
simulated calibration data to improve the qualitative and quantitative image quality in a
rod phantom and an ex-vivo rat leg specimen.
Similarly, a neural network was developed to model the forward spectral measurement from basis material parameters of the object. The forward model was able to fit the
calibration measurements to within 6% of all measurement and was used with an optimization algorithm for material decomposition. Such a model could be used for iterative
reconstruction algorithms and iterative material decomposition algorithms to optimize the
estimates using the noise properties of the measurement.

i
ACKNOWLEDGMENTS

Kevin C. Zimmerman, B.S.
Foremost, I would like to thank my research committee, especially my research
advisor, Dr. Taly Gilat-Schmidt, for continued support and patience throughout my research studies. She has been an incredible mentor to me over the years and I will always
look up to her because of her knowledge, integrity, and care.

I’m thankful for my wife and best friend, Abby, for her never ending love and
support. You have been an incredible source of encouragement and without you and our
children, I may not have ever typed this dissertation.

I would like to thank my parents, Randy and Judith Zimmerman, for believing in
me and instilling in me the importance of education.

This work was supported by the National Institutes of Health Grant number
R21EB015094.

The success of this work was only possible through the never ending grace of Jesus Christ.

“The heart of man plans his way, but the Lord establishes his steps.”
Proverbs 16:9 ESV

ii

TABLE OF CONTENTS
ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

i

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

iv

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

v

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1

1.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

1.3 Purpose . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

2

2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

5

2.1 Fundamentals of Computed Tomography . . . . . . . . . . . . . . . . . . . .

5

2.2 Scintillating Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

7

2.3 The Hounsfield Unit and Non-Uniqueness . . . . . . . . . . . . . . . . . . .

7

2.4 Basis Decomposition of Attenuation Coefficients . . . . . . . . . . . . . . . .

9

2.5 Basis Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.6 Spectral Computed Tomography Technologies . . . . . . . . . . . . . . . . . 11
2.7 Energy-Resolved Photon-Counting Detectors . . . . . . . . . . . . . . . . . . 13
2.8 Machine Learning with Multi-Layer Perceptrons . . . . . . . . . . . . . . . . 18
3 Machine Learning for Two Material Decomposition of Photon Counting Projection Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

iii

4 Machine Learning for K-edge Imaging of Photon Counting Projection Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5 A Forward Measurement Model of a Photon Counting Detector Using Machine
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6 Summary and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

iv
List of Tables

3.1 The percent bias and standard deviation of linear attenuation coefficient
estimates of Teflon, LDPE, and PMMA regions in the 70-keV-equivalent
CT image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
4.1 A summary of the compared methods and their abbreviated names. . . . . . 61

v
List of Figures

2.1 Material attenuations vary with x-ray energy. Different materials with
different attenuation curves can have the same attenuation at a specific
x-ray energy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

8

2.2 Mass attenuation coefficients of aluminum, acrylic, bone, water, and Teflon. 12
2.3 The count rate behavior of a paralyzable photon-counting detector. The
experimental measurements were compared to an ideal linear count rate
behavior and a parameterized paralyzable model with a τ

=

600ns

dead-time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 A two-layer neural network estimator diagram shown with three hidden processing elements. The neural network was trained by acquiring
spectral projections of known basis material thicknesses. After training,
material decomposition was performed by estimating basis material thicknesses from acquired spectral projections through an arbitrary object.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.2 This plot represents the decomposition space used throughout this study.
The circles represent basis material thicknesses used for calibration. The
X’s represent combinations of materials used to test the estimators and to
determine the number of hidden processing elements. . . . . . . . . . . . . 27
3.3 Cylindrical PMMA rod phantom (6.35-cm diameter) consisting of
PMMA, LDPE, and Teflon inserts (1.9-cm-diameter) that was used in
the experimental CT study. . . . . . . . . . . . . . . . . . . . . . . . . . . 31

vi

3.4 The absolute error in the neural network basis material thickness estimates
using varying numbers of hidden processing elements in (a) simulations,
(b) collimated experiments, and (c) uncollimated experiments. The absolute errors reached their minimum when nH = 3 in simulations, nH = 5
in collimated experiments, and nH = 3 in uncollimated experiments. . . . . 33
3.5 Estimated PMMA and aluminum thicknesses for test combinations of
PMMA and aluminum for (a) simulations, (b) experiments with beam
collimation, and (c) experiments without beam collimation. The depicted
test data points were not used to calibrate the estimators. . . . . . . . . . . 34
3.6 Estimated thicknesses of PMMA and aluminum basis materials for test
thicknesses of Teflon, Delrin, and neoprene in (a) simulations (n = 100),
(b) experiments with beam collimation (n

=

5), and (c) experiments

without beam collimation (n = 5). This data was not used for calibration
of the estimator methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.7 Percent bias and standard deviation of the estimated 70 keV linear attenuation coefficient calculated from basis material thickness estimates in (a)
simulations, (b) experiments with beam collimation, and (c) experiments
without beam collimation. . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.8 Thicknesses of PMMA and aluminum basis materials estimated from
the experimental Teflon data using a maximum likelihood algorithm that
assumed an ideal detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.9 Estimated thicknesses of PMMA and aluminum basis materials for test
thicknesses of Teflon, Delrin, and neoprene in experiments (n

=

5),

acquired approximately one hour after acquiring the projections in Figure
3.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

vii

3.10 PMMA and Aluminum basis material CT images reconstructed basis
sinograms decomposed using the A-table method (left) and the neural
network method (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.11 The 70-keV equivalent CT image calculated as a weighted sum of the
PMMA and aluminum basis images estimated with the A-table (left) and
neural network (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1 Mass attenuation coefficients of the basis materials used in this study:
gadolinium, aluminum, and acrylic. The discontinuity above 50 keV
in the gadolinium attenuation is the K-absorption edge and is a unique
characteristic of gadolinium. . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Mean absolute error of the test sample for varying numbers of hidden
processing elements with an L2 regularization of 0.001. . . . . . . . . . . . 50
4.3 Feed-forward neural network architecture with four energy-bin inputs
from a single spectral measurement, three scaled basis material outputs,
and one hidden layer. The network outputs are scaled back based on scaling parameters determined from the training dataset. The network used in
this study had 100 processing elements in the hidden layer (the illustration
only shows four). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Simulated detector response function, R(E, U ) for a few incident energies.

54

4.5 An illustration of the step wedge phantom consisting of aluminum (white)
and acrylic (black) path length variations at each step and the gadolinium
foil (red) in the beam path. The step wedge phantom is translated so the
beam path goes through each step incrementally. . . . . . . . . . . . . . . . 56
4.6 An illustration of the rod phantom imaged in this study. The rod phantom
consists of a 6.35cm diameter acrylic body with a 1.9cm Teflon rod insert
and 3 glass vials containing low, medium, and high densities of gadolinium oxide nanoparticles of 2.72, 5.44, 10.88 mg/mL Gd, respectively. . . . 58

viii

4.7 A photon-counting image of the rat leg specimen. The tibia and fibula
bones are visible as a hyperattenuation compared to the surrounding tissue. The Gd2O3 gel can be seen as a slight hyperattenuation compared to
the tissue. (WL/WW 500/3000 HU) . . . . . . . . . . . . . . . . . . . . . 59
4.8 Reconstructed basis material images of the rod phantom using the various
decomposition methods described in Table 4.1. The Baseline method
trains individual neural networks for each pixel using calibration data
from each pixel. The M1 method trains a network using the calibration
data aggregated from all pixels and uses transfer learning from the single
network to train individual networks for each pixel using calibration data
from each pixel. The M2 method first trains a network from simulated
data and then uses the method M1. The SimOnly method trains a network
using only simulated data. The Atable method is the method developed by
Alvarez. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.9 A comparison of the ROI sample means from the various decomposition
methods described in Table 4.1. The dotted line represents the ground
truth values. The error bars represent one sample standard deviation. The
Baseline method trains individual neural networks for each pixel using
calibration data from each pixel. The M1 method trains a network using
the calibration data aggregated from all pixels and uses transfer learning
from the single network to train individual networks for each pixel using
calibration data from each pixel. The M2 method first trains a network
from simulated data and then uses the method M1. The SimOnly method
trains a network using only simulated data. The Atable method is the
method developed by Alvarez. . . . . . . . . . . . . . . . . . . . . . . . . 64

ix

4.10 A comparison of the ROI root mean squared error in the gadolinium rods
and the Teflon rods from the various decomposition methods described in
Table 4.1. The dotted line represents the ground truth values. The error
bars represent one sample standard deviation. The Baseline method trains
individual neural networks for each pixel using calibration data from each
pixel. The M1 method trains a network using the calibration data aggregated from all pixels and uses transfer learning from the single network to
train individual networks for each pixel using calibration data from each
pixel. The M2 method first trains a network from simulated data and then
uses the method M1. The SimOnly method trains a network using only
simulated data. The Atable method is the method developed by Alvarez. . . 65
4.11 Reconstructed basis material images of the rat leg specimen using the
various decomposition methods described in Table 4.1. The nanoparticle
injection is visible in the gadolinium basis image as the area of hyper
attenuation. The Baseline method trains individual neural networks for
each pixel using calibration data from each pixel. The M1 method trains
a network using the calibration data aggregated from all pixels and uses
transfer learning from the single network to train individual networks for
each pixel using calibration data from each pixel. The M2 method first
trains a network from simulated data and then uses the method M1. The
SimOnly method trains a network using only simulated data. The Atable
method is the method developed by Alvarez. . . . . . . . . . . . . . . . . . 67

x

4.12 A photon counting image of the rat leg specimen compared with synthesized virtual monochromatic images of the rat leg specimen at an energy
of 50 keV using the various decomposition methods described in Table
4.1. (WL/WW 500/3000 HU). The Baseline method trains individual
neural networks for each pixel using calibration data from each pixel. The
M1 method trains a network using the calibration data aggregated from
all pixels and uses transfer learning from the single network to train individual networks for each pixel using calibration data from each pixel. The
M2 method first trains a network from simulated data and then uses the
method M1. The SimOnly method trains a network using only simulated
data. The Atable method is the method developed by Alvarez. . . . . . . . 68
5.1 Fitting error of the calibration measurements with different network complexity specified by hidden processing elements. The average percent
error did not noticeably change but the maximum and minimum training
errors are reduced until around 18 hidden processing elements. . . . . . . . 76
5.2 Various combinations of basis material path lengths divided into calibration and testing sets of the simulation feasibility study. The calibration
combinations were used to train the neural network estimators and the test
combinations were used to evaluate the neural network estimators. . . . . . 79
5.3 The bias (a) and the variance (b) of the basis material estimates
(n

=

1000) from measurements of the test basis material path lengths

in Figure 5.2 for both the Forward and Inverse neural network methods.
The variance of the estimators are compared to the CRLB. The variances
are plotted on a semi-log scale. . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4 The measured energy-bin counts for different step wedge positions and
the trained forward model estimates of the energy-bin counts. . . . . . . . . 83

xi

5.5 Basis material estimates of the step wedge compared between the forward
model with maximum likelihood and the inverse neural network model. . . 85
5.6 Basis material images of the rod phantom for the inverse network model
and forward model with maximum likelihood. . . . . . . . . . . . . . . . . 86
5.7 Sample means and standard deviations of the Teflon ROIs in the basis
images for the inverse network model and the forward model with ML. . . . 86

1
CHAPTER 1
Introduc on

1.1 Mo va on

Computed tomography has a remarkable history and continues to be a dominant
medical imaging modality. The first realization of x-ray tomographic reconstruction dates
back as far as 1940 [1]. At the time, computers did not assist in reconstructing images
from projection measurements but they are an integral component in the scanners of today. Modern computed tomography (CT) relies on sophisticated computer algorithms
to reconstruct cross sectional images of patient anatomy from a set of x-ray projections
at various angles. CT has a broad range of clinical applications in areas such as cardiac,
abdominal, perfusion, fluoroscopy, colonography, cancer screening, and radiation therapy [2]. The use of CT in the past decade has continued to grow, especially in the areas of
emergency medicine [3, 4].
Spectral CT is an enhancement of traditional CT which provides more information from a patient scan [5–7]. The additional information makes it possible to uniquely
identify the materials within an image, referred to as material decomposition. The use of
the additional information from spectral CT is continuously finding new, emerging applications [8]. Using spectral CT, material decomposition can be used to differentiate uric
acid, magnesium, or calcium kidney stones [9–11] and differentiate iodine and calcium
during CT angiograms [12].
Radiation dose to the patient is a constant consideration in computed tomography [13] and has a natural trade-off with the amount of noise in an image. X-ray photons
and their interaction with the human body is what is measured to infer patient anatomy.
The more photons that interact and are measured, the better the image quality. Therefore,
it is desirable to detect as many of the transmitted photons as possible with the minimum
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amount of measurement noise. Photon-counting detectors use semiconductor detectors
and fast electronics to detect every individual photon that interacts with the sensor and
discretely quantize the photon energy [14]. This increases the detective quantum efficiency and lowers the contribution of electronic noise.
1.2 Problem Statement

Photon-counting detectors are complicated measurement systems which utilize
state of the art solid-state sensor materials and specialized high-speed electronics. Theoretically, they offer an improvement over conventional x-ray detectors in detection efficiency, signal-to-noise ratio, contrast-to-noise ratio, and they acquire multiple spectral
measurements in a single acquisition which contain information capable of uniquely identifying scanned materials. However, there are a plethora of physical phenomena within
both the sensors and electronics which make modeling their behavior difficult. There is
a need for the accurate modeling of these detectors so that their inherent advantages over
conventional detectors can be realized. In this work, we set out to address the following
two research questions:
1) Can a machine learning algorithm be developed to decompose energy-resolved
photon-counting detector measurements into basis material path lengths or K-edge
contrast concentrations?
2) Can a machine learning algorithm be developed to model the spectral measurement
associated with a given object?
1.3 Purpose

The research performed throughout this dissertation is aimed at developing techniques to perform material decomposition from experimental data acquired using photon counting detectors. This work advances the field by developing methods to process
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photon-counting measurements thereby realizing the benefits of the new technology. The
developed methods can be used to overcome some of the challenges inherent in the measurements due to the non-ideal behaviors of the sensor and electronics.
The two research questions posed in this dissertation were addressed through the
following three aims:
1.3.1 Aim 1: Develop a Machine Learning Method to Es mate Basis Material Path Lengths
From Spectral Data Measured Using a Photon Coun ng Detector

In this study, a feed-forward neural network is experimentally compared to a previously proposed empirical material decomposition algorithm using phantoms for twomaterial decomposition. The neural network may be advantageous for material decomposition because the model is learned from an iterative training procedure using calibration measurements rather than making assumptions about the imaging system. The study
investigates the model accuracies on the calibration data and test data in the projectiondomain and uses region-of-interest (ROI) analysis of a rod phantom in the image-domain.
1.3.2 Aim 2: Develop a Machine Learning Method to Es mate K-Edge Material Density
From Spectral Data Measured Using a Photon Coun ng Detector

We continue the development of the neural network algorithm to estimate the
density of K-edge contrast agents in addition to path lengths of aluminum and acrylic.
Three-material decomposition that includes a K-edge basis material poses additional challenges compared to two-material decomposition. Adding a third basis function increases
the instability of the estimation problem, increasing the susceptibility to noise and inaccuracies in the decomposed values. Also, the signal from the K-edge signature of the contrast agent is small, due to low concentrations of the contrast material. In addition, three
material decomposition theoretically increases the number of required calibration mea-
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surements, which could pose practical challenges for empirical material decomposition.
Machine learning techniques such as data standardization and transfer learning were used
to improve the image quality. The algorithm was experimentally compared to a previously proposed empirical K-edge imaging algorithm using an energy-resolved bench-top
CT system. An ex-vivo rat leg specimen and a rod phantom were used to evaluate the algorithms in the image-domain.
1.3.3 Aim 3: Develop a Predic ve Forward Measurement Model of a Photon Coun ng
Detector Using Machine Learning

In this study, we investigate using a neural network to model the physical measurement process rather than inverting the measurement process. The developed forward
model was demonstrated for material decomposition and compared to the previously
developed methods. Such a model can be used for efficient material decomposition and
model-based iterative reconstruction.
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CHAPTER 2
Background

2.1 Fundamentals of Computed Tomography

Computed tomography is a medical imaging modality that utilizes ionizing xray radiation to visualize the internal structure of the human body. The patient lies on
the scanner table and is inserted into an opening in the scanner. During a scan, an x-ray
source and an x-ray detector rotate around the patient on either side within the scanner.
The x-rays emitted from the source side are directed at the patient, some pass through the
patient while some are absorbed or scattered. The x-rays that are transmitted through the
patient are absorbed and measured by the detector on the other side of the scanner opening. The detectors acquire images, called projections, at many different angles around the
patient. The angled projections are often concatenated into a dataset called a sinogram.
The sinogram is processed with a reconstruction algorithm to create cross-sectional images of the patient on the table. The process of inferring the cross-sectional images from
angular projections is called tomography.
The imaging process starts in the x-ray tube. The x-ray tube consists of a filament
and a spinning tungsten disk, the cathode and anode, respectively. The filament and anode are usually in a vacuum. An electric current is induced through the filament, heating
the filament to the point that the electrons ”boil off”, creating a cloud of electrons around
the filament. A large voltage potential is created between the anode and cathode which
accelerates the electrons in the cloud toward the tungsten disk. The electrons collide with
the atoms of the anode generating mostly heat but also x-ray photons. The x-ray photons
are emitted isotropically but are collimated by the x-ray tube exit window. Some of the
emitted x-rays are partially absorbed by the anode before exiting the anode material leading to the heel effect.

6

Once the x-ray photons are generated and emitted toward the detector, they interact with the patient before being detected. The x-ray photons used in medical imaging
have energies such that the primary mechanisms of interaction are photoelectric absorption and Compton scattering. During photoelectric absorption, the x-ray photon is completely absorbed by an atom and the kinetic energy of the photon is given to an electron
within the atom in the form of kinetic energy. The x-ray photon may instead interact by
Compton scatter where part of the kinetic energy of the x-ray photon is absorbed by the
atom and the x-ray photon changes direction. The energy lost to the atom is related to direction of scatter. These mechanisms of interaction are probabilistic and no interaction is
possible also. The interactions cause the x-rays that come out of the matter to be different
in number and energy than the x-rays that entered the matter. This is referred to as x-ray
attenuation. Different types of matter attenuate x-rays differently and it is the attenuation
of x-rays that yields information about the patient anatomy used throughout the imaging
process.
The x-rays that pass through the patient matter are finally detected and measured.
The types of detectors and how they work are discussed in Sections 2.2 and 2.7. Measurements of line integrals through the patient are taken from many angles around the patient.
The process of image reconstruction is to infer the cross-sectional attenuation distribution
of the patient based on the angular line integrals. Filtered backprojection is an analytical
reconstruction algorithm that applies a ramp filter in the frequency domain to suppress the
low frequency component inherent in repeated angular measurements. The backprojection step distributes the line integral across the image where the ray was measured. This
process is repeated for all angular measurements to produce the final reconstructed image.
This is the basic process of computed tomography.
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2.2 Scin lla ng Detectors

Conventional CT scanners have scintillating detectors to measure the incident xray intensity, i.e. the energy-weighted sum of photons. Scintillating materials absorb the
x-ray photon energy and convert it into optical light photons with an intensity related to
the energy of the absorbed x-ray. These materials are turned into pixelated detectors by
sawing a thin two-dimensional grid into the planar side and filling the slits with a light
reflective material. The reflective material causes the visible light photons from absorbed
x-ray photons to stay within the pixel of absorption. Then, the light photons are sensed
by an attached photo-diode which conducts a current related to the intensity of the light
photons.
2.3 The Hounsﬁeld Unit and Non-Uniqueness

Conventional CT images do not uniquely represent a material because they acquire a single measurement of the intensity of the x-ray beam. A CT image is comprised
of gray-scale pixels (or voxels) in measurement units known as Hounsfield units. A
Hounsfield unit is related to the x-ray attenuation of the material in the pixel (or voxel)
and is referenced to the x-ray attenuation of water. A material attenuates x-rays differently depending on the energy of the x-ray passing through the material. The mechanism
of generating x-rays that is used in medical x-ray imaging devices results in x-rays with
a distribution of energies, sometimes referred to as a polychromatic spectrum of x-rays.
The non-uniqueness of the Hounsfield unit is a consequence of material and energydependent x-ray attenuation and the fact that x-rays of various energies are used in the
imaging process. Simply, it is possible for two different materials to appear in a CT image at the same gray-scale value because conventional CT scanners only acquire a single
spectrum (See Figure 2.1). For example, during a contrast scan, the iodine contrast and
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Figure 2.1: Material attenuations vary with x-ray energy. Different materials with different attenuation curves can have the same attenuation at a specific x-ray energy.

atherosclerotic plaque in coronary arteries can be indistinguishable. Also, uric acid and
non-uric acid kidney stones can be indistinguishable although their treatments are different. The medical diagnosis and treatment may depend on knowing the material composition in a CT image [15] but that is not possible for certain materials in conventional CT
because conventional CT does not acquire multiple spectral measurements.
Linear attenuation coefficients (usually written mathematically as µ(E)) describe
how a material attenuates x-ray photons depending on their energy. The Beer-Lambert
law of attenuation uses the linear attenuation of a material to predict the intensity, I, of
the x-ray beam after passing through the material:
∫

I=

dE N (E)Ee−µ(E)L ,

(2.1)

where N (E) is the number of photons of energy, E, before going through the material
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and L is the thickness of the material (or path length through the material). As mentioned
previously, it is possible for two different materials, A and B, with different attenuation
coefficients, µA and µB , and different path lengths, LA and LB , to have the same output
x-ray beam intensity,
∫

I=
∫

I=

dE N (E)Ee−µA (E)LA
dE N (E)Ee−µB (E)LB .

(2.2)

When only a single measurement of x-ray intensity is acquired, it may be impossible to
differentiate certain materials.
2.4 Basis Decomposi on of A enua on Coeﬃcients

A material attenuates x-ray photons by the physical mechanisms of photoelectric absorption, Compton scattering, and coherent scattering, at least in the range of x-ray
energies used in medical imaging. Those physical mechanisms of attenuation occur in
varying degrees, depending on the material. Therefore, the attenuation can be represented
as the sum of the contributions of the attenuation mechanisms [16],

µ(E) = afphoto (E) + bfCompton (E) + cfcoherent (E)

(2.3)

where fphoto (E), fCompton (E), and fcoherent (E) represent the attenuation corresponding to
each physical mechanism and a, b, and c represent the contributions due to photoelectric
absorption, Compton scattering, and coherent scattering, respectively. Usually, coherent
scattering is neglected because its contribution is significantly less than Compton scattering and photoelectric absorption. A material’s attenuation can then be approximated by
the contributions of photoelectric absorption and Compton scattering (two scalar values
a and b) instead of the linear attenuation function, µ(E). At material-specific energies,
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the photoelectric absorption contribution to attenuation exhibits sharp discontinuities at
the binding energies of the atomic shells. The discontinuities are referred to as absorption
edges in the attenuation curve because it is significantly less likely that photoelectric absorption will occur. For x-ray energies used in radiography, these edges are mostly from
the atomic k-shell of materials and are therefore further referred to as K-edges. For example, the K-edge of iodine (a common CT contrast agent) is 33.1 keV and can be seen
in Figure 2.1. When a K-edge is present, the attenuation is represented with an additional
term from the previous equation,

µ(E) = afphoto (E) + bfCompton (E) + dfK−edge (E)

(2.4)

A material’s attenuation can then be approximated by the contributions of photoelectric
absorption, Compton scattering, and K-edge absorption (three scalar values a, b, and d)
instead of the linear attenuation function, µ(E).
A material’s attenuation can be approximated by the summation of attenuations of
two other materials (referred to as basis materials) rather than contributions of photoelectric absorption and Compton scattering. The attenuation, µ(E), of an arbitrary material
(without a K-edge in the energy range of interest) can be approximated as,
(

xµ(E) = L1 ρ1

)

(

)

µ
µ
(E) + L2 ρ2
(E)
ρ1
ρ2

(2.5)

where x is the thickness of the arbitrary material, L1 and L2 are the thicknesses of the
other two materials (referred to as basis materials), ρ1 and ρ2 are the densities of the basis
materials, and

(

µ
ρ1

)

(E) and

(

µ
ρ2

)

(E) are the mass attenuations profiles of the basis ma-

terials. The basis expansion can be generalized to M basis materials to include materials
with k-absorption edges,

xµ(E) =

M
∑
m=1

(

Lm ρm

)

µ
(E).
ρm

(2.6)
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The process of expressing the attenuation in terms of contributions of basis materials is
referred to as material decomposition. Material decomposition is made possible by acquiring x-ray measurements using at least two spectra, i.e. two different energy measurements.
2.5 Basis Materials

Often in spectral imaging, clinically relevant materials such as bone and water are
chosen as basis materials to produce water equivalent images and bone equivalent images.
A different set of basis materials may be chosen for convenience and through a transfer
of bases, be transformed into water and bone bases [2]. It is necessary for the two basis
materials to be sufficiently different in their effective electron density and their atomic
numbers so that the contributions of photoelectric absorption and Compton scattering are
different. For example, due to manufacturability and availability, aluminum and acrylic
can be used as basis materials. If necessary, aluminum equivalent and acrylic equivalent
images can be transformed into water equivalent and bone equivalent images. Figure 2.2
shows the mass attenuation coefficients of these materials. The acrylic and water mass
attenuations are substantially different than the bone and aluminum mass attenuation coefficients making them similarly adequate basis materials.
2.6 Spectral Computed Tomography Technologies

Spectral computed tomography is a fairly recent technological advancement in CT
that acquires projection measurements with different energy spectra which can be used
for material decomposition. Clinical CT scanner manufacturers have developed different spectral CT technologies by either making modifications to the x-ray source, detector,
or both. Currently, the different spectral CT technologies are dual-source/dual-detector,
fast-kV switching, dual-layer detectors, and energy-resolved photon-counting detectors.
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Figure 2.2: Mass attenuation coefficients of aluminum, acrylic, bone, water, and Teflon.

The dual-source/dual-detector scanner has, as the name implies, two x-ray sources and
detectors which acquire x-ray projections at different energies [17]. The sources and detectors are located 90 degrees apart from one another so the images acquired from each
much be registered and there is a temporal lag of one quarter of the rotation speed. The
fast-kV switching scanner modulates the x-ray tube voltage to produce a high and a lowenergy x-ray spectrum that alternates every projection view angle [18]. This places demanding specifications on the high-voltage generator and the scintillating material. The
high-voltage generator needs to move from typically 80,000 volts to 140,000 volts and
back on the order of 100µs and the scintillating material must have a fast and stable response to the changing spectra. The dual-layer detector relies on the physical fact that
x-ray photons absorbed in the first half of the detector are likely of lower energies than xray photons absorbed in the second half of the detector [19]. The dual-layer detector has
a specific spectral separation that is intrinsic to the detector itself and cannot be increased
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with filtration as in the dual source method. Dual source/dual detector, fast kV switching,
and dual layer detectors are clinically available spectral CT methods and are referred to
as Dual Energy CT. These spectral CT methods rely on conventional scintillating detector
technologies.
Energy-resolved photon-counting detectors use direct-conversion semiconductor
sensors to attenuate the x-rays, convert the induced electrical current into a voltage, and
use a series of analog comparators and digital counters to count and bin x-ray photons
into specific energy windows [20]. Physical processes within the semiconductor sensor
material occur which degrade the original signal. Subsequently, the measuring electronics bonded to the sensor material perform additional processing which can further degrade the signal. Energy-resolved photon-counting detectors, are capable of binning x-ray
photons into many energy windows for each projection view angle and are therefore in a
class of spectral CT, known as multi-energy CT. Applications such as quantitative K-edge
imaging require more than two spectral measurements. Dual energy technologies do not
obtain enough independent spectral measurements and therefore multi-energy technologies such as photon counting would be required. In addition to being multi-energy, photon
counting detectors have the ability to obtain higher signal-to-noise (SNR) and contrastto-noise (CNR) ratios over conventional CT due to the mechanisms they use to generate a
signal [14].
2.7 Energy-Resolved Photon-Coun ng Detectors

2.7.1 Direct-Conversion Semiconductor Sensors

Direct-conversion detectors fundamentally differ in signal generation compared
to scintillating detectors. Direct-conversion semiconductors, such as cadmium-telluride
(CdTe) or cadmium-zinc telluride (CZT), absorb x-ray photons that exceed the ionization
energy of the material by liberating valence band electrons, creating a cloud of electron-
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hole pairs. The clouds of charge drift through the bulk material due to an applied electric
potential. In addition to the electromotive force, the charge carriers experience forces due
to electric repulsion and thermal diffusion. Eventually, the hole cloud expands and moves
towards the common cathode and the electron cloud expands and moves towards the pixelated anodes. If the charge cloud size becomes large relative to the anode pixel pitch,
signals are induced on more than just the pixel where the deposition occurred resulting in
charge sharing and cross-talk. As the charges are transported through the crystal, a current
signal, i, is induced on each electrode according to the Shockley-Ramo theorem [21–23],
⃗ 0 (⃗x),
i = q⃗v · E

(2.7)

⃗ 0 is the weighting field dewhere q is a point charge at position ⃗x moving at velocity ⃗v . E
fined as the electric field with all electrodes grounded except for the electrode of interest,
which is at unit potential.
The pixelated anode pattern of the sensor ensures that the device measures electrons over holes due to the small pixel effect [24], where charge carriers that are drifting
close to the pixelated electrodes induce a signal. In the case of a negatively biased sensor,
electrons are the charge carriers drifting towards the pixelated electrodes. This is advantageous due to the relatively poor transport properties of holes in CdTe and CZT materials.
2.7.2 Electronics

The anode electrodes of photon counting detectors are connected to a series of
electronic stages. The induced current signal is an input into a charge-sensitive amplifier (CSA) which converts the current signal into a voltage signal where the voltage is
proportional to the energy of the deposited x-ray photon [20]. The voltage signal typically proceeds through a series of shaping filters which convert the integrated signal back
into a pulse through differentiation. The output voltage of the shaping filter is fed into the
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inputs of a series of voltage comparators with predefined voltage thresholds. When the
input voltage exceeds that of the threshold voltages, a digital counter associated with each
voltage comparator is incremented. These electronic processing stages count individual
photons and discretely bin them by energy according to the threshold voltages configured.
Clinical CT can have photon flux in excess of 108 photons/second/mm2 . This
requires the electronics to process the count information quickly. The bandwidth of the
CSA has trade-offs with power consumption and electronic noise resulting in poorer energy resolution.
Electronics that cannot count photons faster than they arrive exhibit pileup, a phenomenon where multiple incident photons are measured as one in the incorrect energy-bin
counter. Pileup affects both the total number of measured counts and the energy distribution in a non-linear way. There are two classic models of the pileup count-rate behavior
depending on how photons interact with the measured signal [20]. A paralyzable detector model assumes that the time required to measure a photon is reset for each subsequent
photon that occurs while one is being measured. A non-paralyzable detector model assumes that the time required to measure a photon is fixed regardless of the number of
photons that occur while one is being measured. The time it takes for the detector to
process a single photon is referred to as the detector dead-time, τ . The detector used for
some of the following aims of this dissertation is an example of a detector which exhibits
a paralyzable count rate behavior and its count rate behavior can be seen in Figure 2.3.
The figure illustrates the measured output count rate for various tube currents. An ideal
detector would have an output count rate proportional to the input count rate.
There is a fundamental trade-off between charge sharing and pulse pileup. Charge
sharing can be reduced by making the pixels large but pileup occurs more often due to
the increased incident flux. Charge shared signals are lower in energy and increase the
number of total measured photons while pileup decreases the number of total measured
counts and causes measured counts to be of higher energy. The choice of detector pixel
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Figure 2.3: The count rate behavior of a paralyzable photon-counting detector. The experimental measurements were compared to an ideal linear count rate behavior and a
parameterized paralyzable model with a τ = 600ns dead-time.
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pitch and detector dead-time are intimately related.
2.7.3 Poten al Advantages of Energy-Resolved Photon Coun ng Detectors

Fluctuations in x-ray measurements come from quantum noise and electronic
noise [25]. Conventional and energy-resolved photon counting detectors have contributions of each, however they impact the measured signal differently. Energy-resolved
photon counting detectors count photons that exceed a predefined energy threshold which
means the total measured counts is impacted by the quantum noise only. This is in contrast to the conventional scintillating detectors that have both quantum and electronic
noise in the measured intensity signal. The electronic noise does affect the discretized
energy-bin at which a photon is registered for photon counting detectors, however. This
results in energy-resolved photon counting detectors having less electronic noise than
conventional detectors.
Solid-state semiconductor detectors are pixelated with the anode pattern, not by
crystal material itself as in scintillating detectors. This results in the detector having more
detective quantum efficiency because the entire surface area is actively absorbing and
sensing incident x-ray photons with no reflector material between pixels.
Beam-hardening is a phenomena that occurs due to the effective energy of the
polychromatic spectrum becoming higher as it passes through materials in the patient.
When the signal is log-normalized by an air measurement, the effective energy between
the incident spectrum from the air and patient scans are different, resulting in artifacts.
Materials attenuate lower energy photons more so than higher energy photons and so
the severity of beam-hardening is energy dependent. Energy-resolved photon counting
detectors can utilize the higher energy-bin measurements to reduce the effects of beamhardening compared to conventional detectors.
The different spectral CT technologies were explained in Section 2.6. The DualEnergy technologies such as fast-kV switching and dual-source/dual-detector systems
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require that you choose a spectral imaging scan technique which acquires multiple spectral measurements. The dual-layer detectors and the energy-resolved photon counting
detectors simultaneously acquire multiple spectral measurements for every scan.
Photon counting CT enables lower dose and higher spatial resolution than conventional CT and provides spectral information [26]. The higher DQE of solid-state detectors and lower electronic noise allows a lower dose scan protocol for the same amount
of image noise. Photon-counting detectors use smaller detector pixels than conventional
detectors increasing the spatial resolution [27].
2.8 Machine Learning with Mul -Layer Perceptrons

Machine learning is a field that has seen tremendous growth and interest in recent
years, especially when applied to the medical imaging domain [28]. Machine learning is
a class of algorithms that try to predict some output for a given input. The field of machine learning can be roughly divided between supervised and unsupervised learning and
into classifiers and regressors [29]. Supervised learning is a process of taking example
inputs with known outputs and allowing the algorithm to generalize a set of rules for predicting outputs from the inputs. Unsupervised learning is done without prior examples
and known outputs. Rather, the algorithm is meant to infer the relationships between the
inputs. Classifiers are algorithms that output categorical labels based on the input. Regressors predict a continuous output from a given input. Training a machine learning algorithm refers to modifying the algorithms parameters to achieve better performance. In
the medical imaging field, machine learning algorithms have been applied to computeraided diagnosis (CAD), image segmentation, and automated assessment of image quality [30–32].
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CHAPTER 3
Machine Learning for Two Material Decomposi on of Photon Coun ng Projec on
Measurements

3.1 Introduc on

Photon-counting x-ray detectors with pulse height analysis provide spectral information, which can be used to estimate material composition [33]. In the ideal case,
the mathematical relationship between material composition and detected spectral data is
known and can be inverted to estimate composition of an unknown material [16, 34]. Photon counting detectors exhibit non-ideal behaviors such as charge-sharing, k-escape, and
pulse-pileup [14]. These detector effects distort the detected spectrum, which can cause
material decomposition errors. In the presence of nonideal effects, additional information is needed to accurately decompose a material from the acquired spectral information.
One approach is to explicitly model the individual non-ideal detector effects [35–37] and
incorporate them into the decomposition methods such as maximum likelihood estimation (MLE). Model parameters may be determined from synchrotron or isotope measurements [33, 37]. An alternative approach uses system data to train or calibrate an empirical material decomposition estimator [38–40]. The estimator learns the behavior of the
system-specific detector without explicitly modeling the individual detector effects.
This work compared the performance of two empirical material decomposition
methods: a neural network estimator [41] and the A-table method (linearized MLE + correction) [39] through simulations and experiments. The empirical methods were previously investigated through simulations assuming ideal photon-counting detectors, without consideration of spectral degradations that occur in realistic photon-counting detectors [39, 41]. This study will compare the methods on an experimental photon-counting
system. The two investigated methods differ in how they model the nonlinear relation-
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ship between the spectral measurements and material decomposition estimates. The neural network attempts to directly model the nonlinear relationship. The A-table method
assumes a linear relationship, followed by an empirical correction. The purpose of this
work was to compare the bias and standard deviation of two approaches for ideal simulated data and experimental data with a photon-counting detector. The nonlinearity in the
relationship between spectral measurements and material decomposition estimates is expected to increase in the presence of non-ideal detector effects. The experimental study
will investigate whether directly modeling the nonlinear relationship using neural networks improves material decomposition estimates in the presence of non-ideal detector
effects.
3.2 Methods

3.2.1 Theory

When an x-ray photon strikes a photon-counting detector, the photon is converted
to electrical charge proportional to the energy of the incoming photon. The charge is converted to a voltage using charge-integrating amplifiers. Analog comparators increment a
digital counter when the voltage of the accumulated charge exceeds a set threshold level.
At the end of an acquisition, a counter measures the number of photons detected with energy above the threshold. Energy bin data corresponding to the number of photons detected between two threshold levels can be obtained by subtracting consecutive counter
measurements.
We consider the case of an x-ray measurement through a material of thickness x
and attenuation coefficient µ(E). The x-ray attenuation through this material is equivalent to the attenuation of a unique combination of any two other materials (in the absence of K-edges), as expressed in Equation 3.1, where µ1 (E) and µ2 (E) are the energydependent attenuation coefficients of each basis material and a1 and a2 are the path
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lengths of each basis material [16]. This decomposition is possible because there exist
two primary attenuation phenomena in the diagnostic x-ray energy range: Compton scattering and photoelectric absorption.

xµ(E) = a1 µ1 (E) + a2 µ2 (E)

(3.1)

Using the basis expansion in Equation 3.1, the number of photons detected in the ith energy bin, ni , of an ideal photon-counting detector can be calculated as,

∫ Ei+1

ni (A) =

Ei



S(E)exp −

M
∑



aj µj (E) dE

(3.2)

j=1

where S(E) is the x-ray source spectrum and aj , the elements of A, are the thicknesses
of M basis materials having attenuation coefficients functions, µj . The spectral measurements are represented as a vector of detected photon counts, N = [n1 , n2 , . . . , nK ]T ,
where K is the number of energy measurements.
Material decomposition involves estimating the basis material thicknesses, A,
from the acquired spectral data, N. One method of estimating the basis material thicknesses, A, from the number of detected photons, N is to numerically invert Equation 3.2,
for example using statistical estimation algorithms such as MLE [34]. In the case of an
ideal detector, MLE provides minimum variance, unbiased material decomposition estimates [34]. However, in the presence of realistic detector effects, such as pulse pileup and
charge sharing, MLE will introduce decomposition errors unless the effects are accurately
modeled in Equation 3.2 [33].
This work investigated two empirical material decomposition methods that were
trained or fitted to approximate the relationship between the log-normalized energy-bin
data vector, L = [l1 , l2 , . . . , lK ]T , and the basis material thickness vector, A, which is
expressed in Equation 3.3,
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li (A) = −ln

ni (A)
ni (0)

(3.3)

where 0 is the zero vector and ni (0) is the number of photon counts through air in energy
bin, i.
Neural Network Es mator

One decomposition approach studied in this work used a neural network to approximate the functional relationship between the log-normalized energy-bin data, L, and
the basis material thicknesses A, as illustrated in Figure 3.1. The motivation for using a
neural network was to directly model the nonlinear relationship between the spectral measurements and basis material thicknesses. A feed-forward neural network using one hidden layer can approximate a continuous function arbitrarily well, according to the universal approximation theorem [42]. In this work, the neural network architecture consisted of
an input layer, a hidden layer, and an output layer. The hidden processing elements used
sigmoid activation functions and the output processing elements used linear activation
functions. The outputs of the two output-layer processing elements were the basis material thickness estimates.
The neural network estimates the basis material thicknesses from the spectral
measurements through non-iterative mathematical operations consisting of additions,
multiplications, and function evaluations as described in Equation 3.4,

Â = flinear (Wo fsigmoid (Wh L + bh ) + bo )

(3.4)

where flinear and fsigmoid are linear and sigmoidal functions, Wh and Wo are matrices of
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Figure 3.1: A two-layer neural network estimator diagram shown with three hidden processing elements. The neural network was trained by acquiring spectral projections of
known basis material thicknesses. After training, material decomposition was performed
by estimating basis material thicknesses from acquired spectral projections through an
arbitrary object.

network weights for the hidden and output layers, and bh and bo are vectors of network
biases for the hidden and output layers, respectively. The matrices and vectors, Wh , Wo ,
bh , and bo , are calculated during the training process in which the neural network is given
log-normalized energy bin data from known thicknesses of the basis materials. During
training, the Levenberg-Marquardt backpropogation algorithm iteratively calculates the
network weights and biases (Wh , Wo , bh , and bo ) that minimize the mean square error
between the estimated basis material thicknesses and the known calibration thicknesses
[43].
The complexity of the neural network model is parameterized by the number of
processing elements in the hidden layer. As the number of hidden processing elements
increases, the bias is expected to decrease while the variance in the estimates is expected
to increase due to overfitting to the training data. This tradeoff and the selection of hidden
processing elements will be investigated in Section 3.2.3.
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A-table Es mator

The second decomposition method investigated in this work was the A-table
method, which was previously found to have better noise performance than the wellknown polynomial approximation [39]. The A-table method is based on a linear approximation to the relationship between the log-normalized energy-bin data and the basis material thicknesses (Equation 3.3). Using a first-order Taylor series expansion, the approximate linear relationship is:

L(A) ≈ MA + w

(3.5)

where M is referred to as the effective linear attenuation coefficient matrix and w is
multivariate white noise. In the A-table method, the M matrix is estimated through a
calibration procedure that is similar to the neural network calibration, in which lognormalized energy-bin data is obtained from measurements through known basis material thicknesses. The effective linear attenuation coefficient matrix M is estimated as the
least squares approximate linear solution relating the calibration vectors Lcalibration and
Acalibration . Once the linear attenuation coefficient matrix M has been estimated from the
calibration data, the basis material thicknesses of an unknown material can be estimated
from log-normalized energy data using the linearized maximum likelihood estimate,
−1
−1
ALMLE = (MT RL|A
M)−1 MT RL|A
L

(3.6)

−1
where ALMLE are the estimated basis material thicknesses, and RL|A
is the inverse of co−1
variance matrix between log-normalized energy bins. Both M and RL|A
are estimated

from calibration data.
The linear approximation expressed in Equation 3.5 introduces errors in the esti-
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mated basis material thicknesses. As part of the published A-table calibration, the estimated basis material thicknesses ALMLE are compared to the known true material thicknesses used for calibration. The errors in the estimated basis material thicknesses are
stored in look-up tables, for each basis material. The error data are fit to a smooth surface
over the entire calibration region. Using Equation 3.6, the log-normalized energy data,
L, is used to calculate ALMLE . The errors, δ(ALMLE ), in ALMLE are determined from the
look up tables and used to correct ALMLE and produce the final basis material thickness
estimates, Â.

Â = ALMLE + δ(ALMLE )

(3.7)

3.2.2 Calibra on

Both the neural network and A-table decomposition methods require calibration
data that consist of varying combinations of known basis material thicknesses and their
corresponding energy-bin measurements. The basis material thicknesses used for calibration should span the range of attenuation expected in the imaged object. Polymethyl
methacrylate (PMMA) and aluminum were used as basis materials throughout this study
because their chemical compositions span a large range of materials. These materials are
also easily obtainable and machinable for experimental studies. For both the simulation
and experimental studies, the calibration data consisted of projections through combinations of PMMA (0 to 4 bars; 2.54 cm each) and aluminum (0 to 4 bars; 1.27 cm each),
as depicted by the circle markers in Figure 3.2. Calibration is required for each detector
element, due to variations in energy responses across detector elements. For the A-table
implementation, the calibration data generated an 133 × 529 look-up table for each detector element. For the neural network method, the calibration data was used to train a neural
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network for each detector element.
3.2.3 Determining the Number of Hidden Processing Elements

The number of hidden processing elements in the neural network, nH , is related to
the number of free parameters used to fit the input/output relationship. Complex features
and nonlinearities in the functional mapping can be fitted using a large number of hidden
processing elements. An excessive number of hidden processing elements in the neural
network has a potential to overfit the calibration data causing poor generalization in the
estimates.
To select the number of hidden processing elements, the neural network was first
trained using the calibration dataset. Training was performed with the number of hidden
processing elements, nH , varied from 1 to 20. The neural network resulting from each nH
setting was used to decompose projection measurements of different thickness combinations of the two basis materials. The test data consisted of projections through thicknesses
of PMMA (1.27 cm to 8.89 cm in 2.54 cm increments) and aluminum (0.318 cm to 2.22
cm in 0.635 cm increments). The test data interlaced the calibration data, as plotted in
Figure 3.2. For each number of hidden processing elements, the mean absolute error in
the neural network basis material thickness estimates was calculated. The number of hidden processing elements, nH , was selected as the smallest number of hidden processing
elements that minimized the mean absolute error of the two basis material estimates.
3.2.4 Quan fying Es mator Performance

To evaluate the performance of the estimators, two different types of tests were
performed. The first test quantified how well the methods estimated the thicknesses of
the two basis materials for basis material combinations not seen during calibration. This
test quantified the ability of the decomposition methods to approximate the functional
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Figure 3.2: This plot represents the decomposition space used throughout this study. The
circles represent basis material thicknesses used for calibration. The X’s represent combinations of materials used to test the estimators and to determine the number of hidden
processing elements.
relationship between the basis material thicknesses and the log-normalized energy bin
data. The same test data was used as in the study for determining the number of hidden
processing elements (Figure 3.2). For both the neural network and A-table estimators a
total of 41 projection measurements were used as the calibration data and 40 projection
measurements were used as the test data. For this test, the ground truth was the true basis
material thicknesses used in the experiments.
The second test quantified how well the estimators decomposed new materials
into basis material thicknesses. This test quantified the ability of an estimator to generalize to materials other than the basis materials. For both the simulation and experimental
study, the test materials were Teflon (1 to 4 bars; 1.27 cm each), Delrin (1 to 4 bars; 1.27
cm each), and neoprene (2 to 5 bars; 0.635 cm each). These test material thicknesses were
chosen because they spanned the PMMA / Aluminum calibration region. For this test,
the ground truth basis material thicknesses of these test materials were the thicknesses
estimated by MLE using noise-free simulations that assumed the material attenuation coefficients and densities from the NIST XCOM database.
Our goal was to compare the bias and standard deviation of the two estimators
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(neural network and A-table). The bias, relative to the ground truth, and standard deviation of the estimated basis material thicknesses could be used as evaluation metrics.
However these evaluation metrics are problematic for both estimates of bias and standard
deviation. The bias or percent bias does not take into account the relative contribution
of the two basis materials. For example, if a test material is similar to one basis material
(large contribution of one basis material), small bias in the estimated thickness of that material could introduce large error in how well the decomposition coefficients represent the
attenuation of the test material. Conversely, a large bias in the basis material with smaller
contribution may not impact the overall estimated attenuation function. Comparing the
standard deviation of the estimated basis material thicknesses does not consider the covariance between the two basis material estimates [35]. To overcome these evaluation
issues, a metric of total attenuation was used in this study, which was the bias and standard deviation of the linear attenuation coefficient at one energy as estimated using the
basis material thicknesses. To calculate this metric, the estimated basis material thicknesses were first converted to basis coefficients c1 and c2 by dividing the estimated basis
material thickness, Â, by the known thickness of the test material slabs (x in Equation
3.1). Using Equation 3.8, the linear attenuation coefficient at 70 keV was estimated for
each test material using the estimated basis coefficients and the basis material attenuation
curves from the NIST XCOM database [44].

µ(E) = c1 µ1 (E) + c2 µ2 (E)

(3.8)

The energy of 70 keV was selected because it was found to optimize monoenergetic image noise for smaller phantoms in a previous dual energy study [45]. The metrics used to
compare the material decomposition methods were the bias relative to the ground-truth 70
keV attenuation coefficient obtained from the XCOM database, and the percent standard
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deviation, which were calculated as follows:

bias(Â) =

√

std(Â) =

1
m

∑m
i=1

[c1,i µPMMA (70) + c2,i µAl (70)] − µtest (70)

(3.9)

µtest (70)

1
m−1

∑m
i=1

[c1,i µPMMA (70) + c2,i µAl (70) − µ(70)]2
µtest (70)

(3.10)

where m was the number of trials, c1,i and c2,i were the estimated basis material coefficients for each trial (Equation 3.8) and µPMMA , µAl , and µtest were the linear attenuation
coefficient functions from the XCOM database.
3.2.5 Simula on Study

Simulations were performed to compare the neural network and A-table methods for a detector with an ideal energy response. The simulations modeled acquisitions
with an ideal five-bin detector, 100 kV spectrum, Poisson noise, and 2 × 106 photons per
measurement, which is comparable to the number of photons detected through air in the
experimental study. The detector energy thresholds were set to 25, 40, 50, 60, and 70 keV
and measurements from adjacent thresholds were subtracted to create two-sided energy
bins of [25-40], [40-50], [50-60], [60-70], and [70-100] keV. These energy thresholds
were determined empirically and were not optimized. One hundred trials were simulated
for each test condition.
3.2.6 Experimental Design

The performance of the neural network and A-table estimators was also quantified
by experiments using a photon counting detector with realistic non-ideal energy response.
The bench-top energy-resolved CT system consisted of a cadmium zinc telluride (CZT)
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detector (NEXIS, Nova R&D, Riverside, CA), with two rows of 128, 1x1 mm detector elements and a Hamamatsu L9181-02 x-ray source. The detector can sort detected photons
into five bins at a maximum rate of 2 × 106 counts/s/mm2 . The methods were evaluated
at 100kV and 40 µA for 11 seconds (3 × 105 counts/s/mm2 ). For all studies, the detector
energy thresholds were set to 25, 40, 50, 60, and 70 keV and measurements from adjacent
thresholds were subtracted to create two-sided energy bins of [25-40], [40-50], [50-60],
[60-70], and [70-100] keV.
The same thicknesses of PMMA, aluminum, Teflon, Delrin, and neoprene used
in simulations were used experimentally. There were five trials of individual thicknesses
of Telfon, Delrin and neoprene to assess the performance of the estimators. Another five
trials of individual thicknesses of Teflon, Delrin, and neoprene were acquired after a duration of approximately one hour to evaluate the effect of system instability on the estimator performance. A representative detector element in the middle of the detector was
used for the analysis of the estimators. The covariance matrix used in the A-table method,
RL|A , was calculated from 100 trials measured at the center of the calibration grid (5.08
cm PMMA and 1.27 cm aluminum).
In order to investigate the effects of scatter on the material decomposition methods, calibration projections and test projections were acquired with the beam collimated
to the two-row detector (low scatter) and without beam collimation (high scatter).
The spectral response of photon-counting detectors is degraded by effects such as
pulse-pileup and charge sharing, which can introduce error in material decomposition estimates [14, 37]. To investigate how much the experimental measurements deviated from
ideal measurements, the experimental Teflon measurements were also decomposed using a maximum likelihood estimator that assumed an ideal detector [34]. In practice, the
non-ideal effects would be incorporated into the maximum likelihood estimator to reduce
error [33, 37]. This work used a maximum likelihood estimator that assumed an ideal detector to quantify the potential error due to non-ideal effects, which was then compared to
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Figure 3.3: Cylindrical PMMA rod phantom (6.35-cm diameter) consisting of PMMA,
LDPE, and Teflon inserts (1.9-cm-diameter) that was used in the experimental CT study.
the performance of the neural network and A-table estimators.
The neural network and A-table estimators were also compared with respect to
decomposed basis material CT images. Analyzing the basis images and reconstructed
70 keV monoenergetic image provided a means for comparing the estimator across numerous detector elements. CT data were experimentally acquired of a 6.35-cm-diameter
cylindrical phantom containing rods of PMMA, low-density polyethylene (LDPE), air,
and Teflon, as seen in Figure 3.3. CT data were acquired with the 2-mm beam collimation. Two CT trials were performed, each with two hundred projections acquired over
360◦ with 0.019 mAs per projection angle. The five energy-bin sinograms were decomposed into basis sinograms using both the neural network and A-table estimators, where
the basis sinogram values represented the estimated path length through the basis materials. The basis sinograms were reconstructed into basis material images using filtered
backprojection, where the pixel values were the unit-less coefficients representing the
contribution of the basis material to the overall linear attenuation (the c’s in Equation 3.8).
A custom implementation of the filtered backprojection algorithm was used with a Hanning windowed ramp filter with a cutoff frequency at 80% of the nyquist frequency.
A 70 keV equivalent image was calculated as a weighted sum of the basis material
images, where each basis image was weighted by the linear attenuation coefficient of the
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respective basis material at 70 keV, as described in Equation 3.8.
A circular region of interest (ROI) was extracted from the Teflon, LDPE, and
PMMA regions of the rod phantom large enough to obtain sufficient statistics (n = 514).
The bias of mean values estimated in each ROI was calculated relative to the true linear
attenuation coefficient of the material at 70 keV, as expressed in Equation 3.11, where the
true attenuation coefficient, µmaterial , was obtained from the NIST XCOM database [44].

bias(ROImaterial ) =

|µ̄ROI − µmaterial |
µmaterial

(3.11)

In addition to the nonuniformities that cause ring artifacts in conventional CT, photoncounting spectral CT images contain increased ring artifacts due to detector element
threshold variations and instability of the photon counting detector [46, 47]. To prevent
the ring artifacts from affecting the estimation of noise standard deviation, the 70 keV images resulting from the two trials were subtracted to create noise-only images. The stan√
dard deviation in each ROI of the noise-only image was calculated and divided by 2 to
adjust for the increased standard deviation due to subtraction.
3.3 Results

3.3.1 Number of Hidden Processing Elements

The absolute error in the neural network basis material thickness estimates using
varying numbers of hidden processing elements is shown in Figure 3.4. The absolute error in both PMMA and aluminum reached a minimum at nH = 3 in simulations and,
nH = 5 in collimated experiments, and nH = 3 in uncollimated experiments.
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Figure 3.4: The absolute error in the neural network basis material thickness estimates
using varying numbers of hidden processing elements in (a) simulations, (b) collimated
experiments, and (c) uncollimated experiments. The absolute errors reached their minimum when nH = 3 in simulations, nH = 5 in collimated experiments, and nH = 3 in
uncollimated experiments.
3.3.2 Es mator Performance

Figure 3.5 presents the performance of the estimators in decomposing previously
unseen combinations of the two basis materials, PMMA and aluminum. Figure 3.5 displays the 2D space spanned by the basis material thicknesses used in this study, with each
point in this space representing a unique combination of basis material thicknesses. Figure 3.5 plots the true thicknesses of the basis material test points as well as the thicknesses
estimated by the neural network and A-table estimators. In the case of simulations assuming an ideal detector, both estimators demonstrated similar performance and good agreement to the true values. For the experimental data, the estimated thicknesses had greater
deviation from the true thicknesses at thicker combinations of basis material. Figure 3.5c
demonstrates the error between the estimated and true thicknesses increased for the highscatter case, with greater error for the A-table method.
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Figure 3.5: Estimated PMMA and aluminum thicknesses for test combinations of PMMA
and aluminum for (a) simulations, (b) experiments with beam collimation, and (c) experiments without beam collimation. The depicted test data points were not used to calibrate
the estimators.
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Figure 3.6: Estimated thicknesses of PMMA and aluminum basis materials for test thicknesses of Teflon, Delrin, and neoprene in (a) simulations (n = 100), (b) experiments with
beam collimation (n = 5), and (c) experiments without beam collimation (n = 5). This
data was not used for calibration of the estimator methods.
Figure 3.6 plots the performance of the estimators for decomposing thicknesses
of Teflon, Delrin, and neoprene into equivalent PMMA and aluminum thicknesses. This
experiment investigated how well the calibrated estimators generalized to new materials.
The percent bias and standard deviation of the Delrin, Teflon, and neoprene material decomposition estimates are plotted in Figure 3.7 for both simulations and experiments. The
bias and standard deviation were calculated for the metric of the estimated linear attenuation coefficient at 70 keV, as described in Section 3.2.6. Both estimators demonstrated
similar performance for the simulated data, with less than 3% bias and 2% standard deviation. The experimental results demonstrated larger error than the simulation results,
likely due to numerous effects such as the non-ideal spectral response, system instability,
and errors in the assumed true material composition and densities. In the 2mm collimated
experimental data (low scatter), the neural network method demonstrated lower standard
deviation (0.1% - 0.35%) compared to the A-table method (0.3% to 2.4%) In the uncollimated experimental data (high scatter), the neural network method demonstrated lower
standard deviation (0.1% - 0.5%) compared to the A-table method (0.3% to 2.6%).
As described in Section 3.2.6, additional experiments were performed to under-
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Figure 3.7: Percent bias and standard deviation of the estimated 70 keV linear attenuation coefficient calculated from basis material thickness estimates in (a) simulations, (b)
experiments with beam collimation, and (c) experiments without beam collimation.
stand the potential sources of error in the experimental material decomposition estimates.
Figure 3.8 plots the basis material thicknesses corresponding to various thicknesses of
Teflon that were estimated from the experimental data using maximum likelihood estimation assuming an ideal detector. As seen in Figure 3.8, assuming an ideal detector caused
increased error in the material decomposition estimates with bias ranging from 11-28%,
suggesting that the experimental data were affected by non-ideal detector effects.
Figure 3.9 plots the estimated basis material thicknesses of Teflon, Delrin, and
neoprene for data acquired approximately 1 hour after calibration. The effects of system
instability are evident when comparing the data acquired immediately after calibration
(Figure 3.6b) with the data acquired after one hour (Figure 3.9).
3.3.3 Rod Phantom CT Images

Figure 3.10 displays the PMMA and aluminum basis images reconstructed from
the basis sinograms estimated using the neural network and A-table methods. Figure 3.11
displays the 70 keV equivalent image that was calculated as a weighted sum of the basis
material images. Table 3.1 displays the percent bias and standard deviation measured in
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Figure 3.8: Thicknesses of PMMA and aluminum basis materials estimated from the
experimental Teflon data using a maximum likelihood algorithm that assumed an ideal
detector.
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Figure 3.9: Estimated thicknesses of PMMA and aluminum basis materials for test thicknesses of Teflon, Delrin, and neoprene in experiments (n = 5), acquired approximately
one hour after acquiring the projections in Figure 3.6.
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Figure 3.10: PMMA and Aluminum basis material CT images reconstructed basis sinograms decomposed using the A-table method (left) and the neural network method (right).
Table 3.1: The percent bias and standard deviation of linear attenuation coefficient estimates of Teflon, LDPE, and PMMA regions in the 70-keV-equivalent CT image.
Neural Net

A-table

Bias (%)

Std. Dev (%)

Bias (%)

Std. Dev (%)

Teflon

0.335

2.478

1.342

1.380

LDPE

7.603

2.044

16.43

1.656

PMMA

4.980

2.234

9.909

1.532

ROIs in the 70-keV image. The bias in the neural network reconstruction ranged from
0.3% to 7.6%, compared to bias of 1.3% to 16% for the A-table method. The neural network resulted in 2.5% noise standard deviation compared to 1.7% for the A-table method.
3.4 Discussion

This work compared the performance of two empirical material decomposition
methods, neural network and the A-table method, through simulations and experiments.
In simulations which assumed an ideal detector, both methods demonstrated similar performance, with bias less than 3% and standard deviation below 2% for all cases. The bias
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Figure 3.11: The 70-keV equivalent CT image calculated as a weighted sum of the
PMMA and aluminum basis images estimated with the A-table (left) and neural network
(right).
and standard deviation was higher for the experimental measurements than simulations
(bias 0.1%-11%, standard deviation <3%), which was expected due to non-ideal detector
effects such as charge sharing, k-escape, and pulse pileup. In the experimental results, the
neural network method demonstrated lower standard deviation (0.1%-0.5%) compared to
the A-table method (0.3%-2.6%) and lower bias for some material test cases (Figure 3.6).
For the CT experiments, the neural networks demonstrated reduced bias compared to the
A-table method (0.3% - 7.6% compared to 1.3% - 16%, but increased noise (2.5% compared to 1.7%). While the results suggest potential benefits of the neural network method,
additional studies with different detector configurations and detectors with improved temporal stability (Figure 3.9) are required to fully compare the two methods.
Figures 3.5 and 3.6 demonstrated increased material decomposition error under
conditions of increased scatter. The bias and standard deviation of the estimated attenuation coefficient at 70 keV was generally unaffected by the increased scatter (Figure 3.7).
This result may be due to the limitations of evaluating the material decomposition estimates at one energy. Overall, the results demonstrate that scatter can reduce material
decomposition accuracy of the empirical methods. Future work is required to investigate
potential scatter compensation techniques in conjunction with empirical decomposition.
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When the experimental data of the Teflon bars was decomposed assuming an ideal
detector, the bias ranged from 11-28%, demonstrating the potential error due to non-ideal
effects. The empirical neural network and A-table methods reduced this error to <11%.
The remaining error may be due to errors in the assumed composition and density of the
test materials and limitations in how well the empirical methods account for non-ideal
effects. The accuracy of the empirical methods could potentially be improved by using
calibration materials with higher purity. Error in the estimates may also be due to system instability between the time the calibration projections and the test projections were
acquired, which is evident in Figure 3.9.
Alternative decomposition methods are currently under development that use
statistical estimators, such as maximum likelihood, while modeling the incident spectrum, energy-bin thresholds, and flux-independent and flux-dependent spectral responses
[36, 37]. The issues of detector instability demonstrated in this work may also be an issue
for these methods. Future studies are required to compare the empirical estimators investigated in this work to the alternative approach of explicit modeling of non-ideal effects.
This work compared material decomposition methods for spectral CT with a
photon-counting detector. Both methods could potentially be applied to dual-kV methods
using a similar calibration procedure. This work focused on two-material decomposition.
Decomposing into more than two materials is possible when imaging K-edge materials
such iodine and gadolinium, where the additional basis materials represent attenuation
of the K-edge materials [33]. The neural network method can be expanded to accommodate additional basis materials by adding an output processing element for each additional
material. The number of input processing elements depends on the number of acquired
energy-bin measurements. The optimal number of hidden processing elements would be
calculated as presented in Section 3.2.3 and may increase with the number of basis materials. The required calibration data would increase to an N -dimensional grid consisting
of combinations of the N basis materials (e.g., PMMA, aluminum, concentrations of io-
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dine and/or gadolinium). The A-table method could also be expanded to more than two
materials by storing an N -dimensional look-up table for each detector element.
3.5 Conclusion

Material decomposition was performed using an artificial neural network method
and a linearized maximum likelihood estimator method (A-table method) through simulations and experiments using a photon-counting x-ray detector. The neural network
method estimated basis material thicknesses with standard deviation less than 0.5%, compared to standard deviations less than 2.5% for the A-table method. In the experimental study, non-ideal detector effects demonstrated a potential bias of 7-25%, which was
reduced to 0.1-11% using the proposed empirical methods. Overall, the results demonstrated preliminary experimental feasibility of empirical material decomposition for
photon-counting detectors.
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CHAPTER 4
Machine Learning for K-edge Imaging of Photon Coun ng Projec on Measurements

4.1 Introduc on

Artificial intelligence and machine learning have been growing at a rapid pace
in many industries, especially in the medical imaging field. Several medical imaging
fields of study have had machine learning methods applied to them including computeraided diagnosis, reconstruction, image denoising, preprocessing, among others [48–51].
The broad deployment of machine learning techniques in medical imaging has given researchers a new perspective on solving the complicated problems in the field.
Energy-resolved photon counting detectors enable spectral computed tomography
(CT) and continue to show promising developments [26]. Several research prototypes
have been developed, and studies comparing photon-counting CT scanners to those with
conventional energy integrating detectors have been performed [52,53]. As the sensor and
electronic technologies continue to advance, the clinical advantages of photon-counting
CT, such as lower dose and increased contrast and material separability, may surpass that
of scanners with conventional detectors.
An important application of energy-resolved photon counting X-ray or CT acquisition is material decomposition, i.e. the ability to estimate the thickness and mass length
of certain materials that the x-rays traveled through before being detected [16]. This is
possible due to the multiple spectral measurements acquired simultaneously by the detector. In contrast, conventional detectors measure the integrated energies of the incident
spectra creating the possibility for different materials and thicknesses to have the same
measured value. Spectral CT with conventional detectors can be performed with multiple spectral measurements by repeated acquisitions, modifications to the x-ray source and
generator, modifications to the detector, or some combination thereof. Photon-counting
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detectors can benefit spectral CT applications by simultaneously acquiring more than two
spectral measurements with potentially higher signal-to-noise ratio compared to conventional detectors due to improved detection efficiency [14].
K-edge imaging, or the detection and quantification of contrast agents with heavy
elements, is made possible with photon-counting detectors due to their ability to acquire
more than two spectral measurements and the ability to tune the energy-bin content.
Nanoparticles with gold, iodine, or gadolinium have been investigated for tumor detection [54, 55], cardiovascular imaging [56, 57], and theranostic applications [58].
Material decomposition from photon-counting CT data can be performed from
either the acquired spectral projection measurements or from the reconstructed spectral
images [34, 59]. Decomposition from the projection measurements has the benefit of
compensating for beam hardening effects. If the measurement model and statistics are
known, projection-domain decomposition can be performed using an optimization-based
algorithm, such as maximum likelihood [33]. However, it is difficult to accurately model
the detector response and pulse pileup effects, especially with pixel variations associated
with the semiconductor crystal heterogeneity and electronics.
Empirical material decomposition methods utilize actual system measurements
that tune model parameters for improved estimation [60–63]. These methods require a
model of the relationship between the basis material path lengths and the spectral measurements and also require calibration measurements to estimate the model parameters.
It can be difficult for a parametric model to accurately represent the complex photoncounting measurement process, therefore additional correction steps have been proposed [61]. Practically, the number of measurements for empirical calibrations should
be minimal. Feed-forward neural networks are a highly parameterized model that can
approximate any continuous function [64]. Our previous work developed a neural network estimator for two-material decomposition from photon-counting CT data [60]. The
method provided accurate decomposition values, but resulted in prominent ring artifacts
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due to each detector channel having an independently trained neural network with varying
bias for different basis material path lengths.
Three-material decomposition that includes a K-edge basis material poses additional challenges compared to two-material decomposition. Adding a third basis function
increases the instability of the estimation problem, increasing the susceptibility to noise
and inaccuracies in the decomposed values. Also, the signal from the K-edge signature of
the contrast agent is small, due to low concentrations of the contrast material. In addition,
three material decomposition theoretically increases the number of required calibration
measurements, which could pose practical challenges for empirical material decomposition. Our previous study of neural network material decomposition did not investigate
this more challenging case of three-material decomposition.
In this study, we used machine learning techniques such as data standardization
and transfer learning to develop a neural network that can perform three-material, Kedge imaging from photon-counting data. The network was evaluated experimentally
on a bench-top photon-counting CT scanner using a rod phantom containing varying dilutions of gadolinium-oxide nanoparticles and a rat leg specimen with a nanoparticle gel
injection.
4.2 Methods

4.2.1 Theory

A photon-counting measurement consists of a set of photon counts nk in each
energy-bin, k, along a ray path, l, that terminates on a detector element. When neglecting the effect of pileup, the photon-counting measurement model can be represented as,

[∫
Uk+1

∫

nk,l = nk,0

S(E)
Uk

]

[

R(E, U )dU exp −

∫

]

µ(E, ⃗r)dl dE
l

(4.1)
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where nk,0 is the number of photons in the k th energy-bin for an air scan, µ(E, ⃗r)
are the spatially (⃗r spatial vector) and energy varying linear attenuation coefficients of
the object being scanned, R(E, U ) is the probability a photon of energy E is measured
at energy U , [Uk , Uk+1 ) are the thresholds that define the k th energy bin window, S(E) is
the energy distribution of the source spectrum, and nk,l is the number of photons in the
energy-bin window along the ray l through the object.
The detector deviates from its ideal behavior at both the sensor and electronic
level. The detector response, R(E, U ), incorporates different semiconductor and electronic effects such as finite energy resolution, charge trapping, fluorescence, K-edge absorption, etc.
A line integral through an object,

∫
l

µ(E, ⃗r)dl, can be approximated as the unique

path lengths of some basis materials [16]. Suppose the line integral through an object
contains a contrast agent, such as gadolinium, which has a unique k-absorption edge,
as shown in Figure 4.1. When Compton scatter, photoelectric absorption, and the kabsorption edge contribute to the attenuation, the approximation contains three basis functions,
∫
l

µ(E, ⃗r)dl ≈ f1 (E)x1 + f2 (E)x2 + f3 (E)x3 .

(4.2)

Projection-domain decomposition is the process of estimating the basis function
coefficients, ⃗x = [x1 , x2 , x3 ], from each spectral measurement, nk,l . When all spectral
CT measurements are decomposed, the result are three basis sinograms. In this work, we
assume f1 and f2 are the linear attenuation coefficients of two basis materials without Kedges in the scanned energy range, for example acrylic and aluminum. We assume f3 is
the mass attenuation coefficient of the contrast agent element with the K-edge signature,
such as gadolinium. By assuming linear attenuation coefficients for the first two basis
materials and mass attenuation coefficient for the K-edge material, the estimated basis

mass attenuation (cm2 /g)
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Figure 4.1: Mass attenuation coefficients of the basis materials used in this study:
gadolinium, aluminum, and acrylic. The discontinuity above 50 keV in the gadolinium
attenuation is the K-absorption edge and is a unique characteristic of gadolinium.
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material components are ⃗x = [x1 , x2 , ρ3 x3 ], where x1 and x2 represent the pathlength
through the two basis materials, and ρ3 x3 is the mass length of the K-edge contrast agent.
Because we expect the density of the K-edge contrast agent to vary, we must use the mass
length to estimate the K-edge material. The mass length sinogram is reconstructed into
a basis image in units of density (concentration). The other basis sinograms are reconstructed into unitless basis images representing the contribution of each material in each
voxel. The process of estimating an image representing the density of a K-edge material
(e.g. gadolinium) in each image pixel (or voxel) is referred to as K-edge imaging.
Material decomposition can be considered a transformation from a measurement
space, ⃗n ∈ N , to a basis material space, ⃗x ∈ R, and is an inverse problem. In this work,
we use a neural network for K-edge material decomposition, specifically, a feed-forward
fully-connected shallow multi-layer perceptron. The neural network is trained to learn the
inverse transformation between the spectral measurements, ⃗n, and basis material components, ⃗x.
4.2.2 Counts data preprocessing

There is an exponential relationship between the basis material components to
be estimated, ⃗x, and the photon counts measurements, nk . Rather than have the neural
network learn this exponential relationship, log-normalization with an air measurement is
performed on each energy-bin measurement, similar to conventional detector processing.
Therefore,
pk = −ln

nk
= ln (nk,0 ) − ln (nk )
nk,0

(4.3)

where pk are the components of the vector p⃗, which is the log-transformed measurement,
and nk,0 is the number of photons counted by bin k for a measurement through air.
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4.2.3 Training data standardiza on

The neural network undergoes a supervised training process whereby known spectral measurements, p⃗i , resulting from known basis parameters, ⃗xi , are used as the network
inputs and targets, respectively. Training is an iterative process that starts by evaluating
each spectral input using the initial network weights and compares the network prediction to the specified target. The error is calculated between the network prediction and
the specified target value and is used to update the network weights, thereby creating a
network that will produce a smaller error in a future prediction. This iterative process
continues through the input/target pairs of the training data until convergence criteria are
satisfied. The neural network training process should consider errors in each component
of the output as being equally undesirable. Data standardization by mean removal and
variance scaling achieves this goal.
The outputs of the neural network estimator are basis material parameters, ⃗x,
which consist of the path lengths of aluminum and acrylic and the mass length of gadolinium. Depending on the data used for training, the range of the magnitude of each component is likely to be different. For example, this study measures training data from acrylic
up to 10.16 cm, aluminum up to 2.54 cm, and gadolinium mass length up to 79 mg cm−2 .
When the magnitudes of the components are different, the larger basis parameters will
dominate the cost function during training, and the network will preferentially favor accuracy of that basis parameter. Therefore, the mean is subtracted and the variance of the
training data is scaled to unity for training. The network estimates are then scaled back to
their original range for predictions after training. This is effective in giving equal treatment to all basis materials during training.
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4.2.4 Network architecture and parameter selec on

Neural networks have several hyper-parameters which must be chosen as part of
the design. These hyper-parameters can include the optimization algorithm, the number of
hidden processing elements, the number of hidden layers, etc. A fully-connected network
with a single hidden layer was chosen because it has previously shown promising results
in material decomposition [60, 65] and the universal approximation theorem [64] suggests
this neural network model may be sufficient for the material decomposition problem. The
network architecture is illustrated in Figure 4.3. The inputs to the network are the lognormalized energy-bin measurements, pk , and the outputs are the estimated scaled basis
material components, ⃗xscaled . The neural network outputs, ⃗xscaled , are scaled back to their
original ranges to produce the final estimate of the basis material components, ⃗x.
The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [66] was chosen
for training because it is more suited for smaller datasets and the training dataset used
in this study was relatively small, see Section 4.2.6. A leave-one-out cross validation
method [66] was used to help determine the number of hidden processing elements and
the magnitude of network weight regularization penalty. The mean absolute error on the
test sample was calculated for hidden processing elements between 5 and 200 and for L2
regularization values of 0.1, 0.01, 0.001, and 0.0001. Figure 4.2 illustrates the mean absolute error across hidden processing elements for an L2 regularization of 0.001. The cross
validation determined that 100 hidden processing elements and L2 regularization penalty
of 0.001 provided good accuracy without overfitting effects in the validation data.
The cost function that is minimized during training is non-convex and multimodal. The training algorithm does not guarantee global convergence and is sensitive to
the initial network weights. Using the same training data, a neural network may perform
differently with different random initial weights.

50

mean absolute error

0.15
0.14
0.13
0.12
0.11
0.10
0

50
100
150
hidden processing elements

200

Figure 4.2: Mean absolute error of the test sample for varying numbers of hidden processing elements with an L2 regularization of 0.001.
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Figure 4.3: Feed-forward neural network architecture with four energy-bin inputs from
a single spectral measurement, three scaled basis material outputs, and one hidden layer.
The network outputs are scaled back based on scaling parameters determined from the
training dataset. The network used in this study had 100 processing elements in the hidden layer (the illustration only shows four).
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4.2.5 Transfer learning

Neural network material decomposition previously demonstrated sensitivity to
ring artifacts due to variations across photon-counting detector pixels [60]. Another practical challenge of applying neural network material decomposition to K-edge imaging is
the need for additional calibration measurements containing the K-edge basis material.
There is a trade-off between the number of calibration measurements and the acquisition time and complexity of the calibration phantom. This study investigates whether two
machine learning transfer learning techniques can overcome these challenges of neural
network K-edge material decomposition.
Transfer learning is a machine learning technique in which a neural network is
pre-trained on a different set of data prior to training on the intended dataset. Therefore,
the initial network parameters are the result of a previous training rather than random values. Transfer learning can reduce the training time, can accommodate fewer and noisier training data, and can result in more consistent network performances. Two types of
transfer learning are proposed in this study: transfer learning from aggregated pixel data
and transfer learning from a simulated detector.
Transfer learning from aggregated to individual pixels (M1)

The detector response varies between detector pixels due to effects such as sensor
heterogeneity, pixel variations in electronic dead time, and non-ideal energy-bin threshold
calibration. Therefore, each pixel will have a different spectral measurement for the same
basis material parameters. For this reason, a separate neural network should be trained for
each detector pixel. However, variations in the bias of the networks across pixels can lead
to ring artifacts.
The magnitude of the ring artifacts depend on the difference between estimates
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from one pixels network and its neighbor’s. For example, if all pixels returned the same
biased estimate, the image would be free of ring artifacts but quantitatively inaccurate.
Pixels that have the same magnitude of bias but different polarity of bias could introduce
ring artifacts even if the bias was small. Here, we propose a transfer learning method to
promote similar biases across pixels by starting each individual pixels training with a network that has already been trained to the average pixel response.
More specifically, we investigated a transfer learning method to overcome the
challenges of a small calibration dataset and pixel to pixel variations. The calibration
measurements from all detector pixels were aggregated to train a neural network from
random initial weights. This network learns the average response of the detector pixels.
The learned network parameters are used as the initial weights when training specific networks using the calibration data for the individual pixels. This transfer learning promotes
neural network models that are similar in characteristics (i.e. biases) but are fine-tuned for
the given pixel’s unique detector response inferred from the calibration data. We refer to
this approach of transfer learning from the aggregated pixel data to individual pixel data
as method M1.
The method of transfer learning from the aggregated pixel data to individual pixel
data is compared to a baseline approach (referred to as Baseline) which consists of training a neural network for each pixel from random initial weights using only the calibration
measurements measured by the pixel.
Transfer learning from simula ons (M2)

The additional dimension representing the K-edge material requires more calibration measurements, increasing the acquisition time and complexity of the calibration
phantom. Depending on the calibration phantom used, the number of unique basis material combinations sampled may be limited. Transfer learning from simulated data is proposed to enable good network performance from a relatively small experimental training
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data size. A simple detector response, illustrated in Figure 4.4 was simulated and used in
Equation 4.1 to generate many simulated measurements from known basis material parameters. The detector response model is similar to those in other studies [33, 51]. The
detector response consists of the fluorescence escape and capture peaks of cadmium and
tellurium, an energy resolution of 3 keV full-width at half-maximum (FWHM) for all incident energies, and a constant background to model charge sharing and cross-talk effects.
Using simulations, a large training dataset can be generated to more extensively sample
the three-material decomposition space compared to the experimental training dataset.
However, the simulated detector response is only an approximate model for the detector, and does not include pixel-to-pixel variations or pulse-pileup effects. The simulated
model does not accurately represent the experimental detector but has similar characteristics. Therefore, we propose an initial training step to learn the approximate model from
a large set of simulated calibration data, followed by additional training from the limited
experimental calibration measurements.
More specifically, a network is first trained using the simulated data only. Then
transfer learning is used to update the network through additional training using the experimental calibration measurements from the aggregation of all pixel data, which transfers the network from the simulated detector response to the average experimental detector response. During this additional training, the network learns the differences between
the simulated and an actual detector. Finally, the network is customized for each detector pixel by additional training using only that pixel’s calibration measurements (method
M1), to accommodate the additional variations across pixels. We refer to this approach of
combining transfer learning from simulations and from the aggregated pixel data to the
individual pixel data as method M2.
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Figure 4.4: Simulated detector response function, R(E, U ) for a few incident energies.
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4.2.6 Experimental study

Photon-coun ng CT system

The bench-top energy-resolved CT system consists of a microfocus X-ray tube
(L9181-02, Hamamatsu), and a CdTe photon counting detector (DxRay Inc., Northridge
CA) with 1mm detector elements in a 4 × 64 array located approximately 73 cm from the
source. The detector has four programmable energy-bin thresholds, which were placed at
25, 51, 57, 65 keV. The x-ray source was operated at a tube voltage of 90 kVp. Every CT
projection or X-ray calibration transmission measurement was acquired at a tube setting
of 0.6mAs with a count-rate of approximately 140 kcps/mm2 through air. CT acquisitions
were performed by acquiring 120 view angles over 360 degrees. Data from the fourth row
of the detector was used in this study, though all rows yielded similar results.
Step wedge phantom

The network must be trained from data acquired using known basis material components that cover the extent of components that will be encountered within the scanned
objects. For this study, the non-K-edge basis materials (µ1 and µ2 ) were chosen to be aluminum and acrylic because they are readily available, easy to machine, and their effective
atomic numbers and electron densities are significantly different.
Training data was obtained by acquiring energy-bin transmission measurements
through a step wedge phantom that consisted of 25 combinations of aluminum (0 cm to
2.54 cm in steps of 0.635 cm) and acrylic (0 cm to 10.16 cm in steps of 2.54 cm).
Each of the 25 steps was imaged with and without a 0.1 mm thick gadolinium foil
in the x-ray beam path, for a total of 50 combinations of basis material parameters. An
illustration of the step wedge phantom with the gadolinium foil is shown in Figure 4.5.
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Figure 4.5: An illustration of the step wedge phantom consisting of aluminum (white)
and acrylic (black) path length variations at each step and the gadolinium foil (red) in the
beam path. The step wedge phantom is translated so the beam path goes through each
step incrementally.

The training data did not have repeated measurements in order to reduce calibration time.
Synthesis of Gd2 O3 :Nd Nanopar cles

A modified protocol based on prior literature was employed to synthesize Gd2 O3
nanoparticles doped with 1%Nd Nanoparticles for NIR emission [67, 68]: 1 mL Gadolinium(III) nitrate hexahydrate (1 M) containing 1% of Neodymium(III) nitrate hexahydrate
and 10 g Polyvinylpyrrolidone (MW=2000) was dissolved in 2 L water, heated at 80 ◦ C
for 30 min and then urea (200 mM) was added. The reaction was continued for 1h via
further heating and then the reaction mixture was allowed to cool to room temperature.
Particles were collected by centrifugation and then allowed to dry at room temperature.
Resulting particles were then annealed at 600 ◦ C for 1h [67]. Finally, Gd2 O3 nanoparticles ( 300 mg) were ground using an agate mortar pestle and dispersed by sonication
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in 100 mL of NaOH (5 mM) solution for 10 min followed by neutralization with HCl.
These particles further diluted 10-fold and sonicated for 1 h, followed by centrifugation
at 600 g for 5 min to eliminate the large aggregates. The suspension was then centrifuged
at 3,000 g for 15 min [68]. The size and charge of Gd2 O3 nanoparticles were characterized using Malvern Zetasizer Nano ZS (Malvern Instruments Ltd.). The hydro dynamic
size and zeta potential of the particles was found to be 144 nm and -42 mV, respectively.
NPs demonstrated strong NIR emission at 1064 nm under 808 nm excitation. The synthesis was performed and the samples of the gadolinium nanoparticles were provided by Dr.
Amit Joshi’s lab at the Medical College of Wisconsin.
Rod phantom

A rod phantom was used to evaluate the neural network estimator performance for
different densities of Gd2 O3 nanoparticles. The phantom consisted of a 6.35 cm diameter acrylic body and four, 1.9 cm diameter rods of different materials. One rod consisted
of Teflon, with the other three rods consisting of 3.125, 6.25, 12.5 mg/mL dilutions of
Gd2 O3 in glass vials. Figure 4.6 illustrates the rod phantom components. The rod phantom was placed 47 cm from the source. During CT acquisition, the detector was translated to two positions for each view to image the full phantom extent.
Ex vivo tumor model

An ex-vivo bone-adjacent tumor mimicking phantom was generated from an excised hind limb from a Wistar rat. The tumor like scaffold on the rat leg adjacent to the
femur was prepared by composite hydrogels (alginate and gelatin). The alginate solution
(8%, w/v) and gelatin solution (6%, w/v) were dissolved in phosphate buffered saline.
The final homogenous composite hydrogel was prepared by mixing the hydrogels in final concentration of alginate solution (7%, w/v) and gelatin solution (3%, w/v) with 0.1
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glass

Figure 4.6: An illustration of the rod phantom imaged in this study. The rod phantom
consists of a 6.35cm diameter acrylic body with a 1.9cm Teflon rod insert and 3 glass
vials containing low, medium, and high densities of gadolinium oxide nanoparticles of
2.72, 5.44, 10.88 mg/mL Gd, respectively.

mL of Gd2O3:Nd nanoparticles. This mixture was then loaded into a sterilized syringe
with 18 gauge needle and injected in the rat leg. After injection the scaffold was allowed
to settle for 10 min and then used for further imaging experiments. A reconstructed image showing the anatomy of the hind limb can be seen in Figure 4.7. The ex-vivo phantom
was provided by Dr. Amit Joshi’s lab at the Medical College of Wisconsin.
Data processing and analysis

For all CT acquisitions, the count sinograms were log-normalized (Section 4.2.2)
and decomposed ray-by-ray using the decomposition methods specified in Table 4.1. After estimation by the neural networks, the basis material sinograms were reconstructed
into basis material images using a filtered backprojection algorithm (same as in Chapter
3).
To evaluate the performance of the proposed method, regions of interest (ROIs)
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Gd2O3 gel

fibula
tissue

tibia
Figure 4.7: A photon-counting image of the rat leg specimen. The tibia and fibula bones
are visible as a hyperattenuation compared to the surrounding tissue. The Gd2O3 gel can
be seen as a slight hyperattenuation compared to the tissue. (WL/WW 500/3000 HU)
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were placed within the three nanoparticle rods in the gadolinium image and the Teflon
rod large enough to get sufficient statistics but not to have influence from the glass vials
in the gadolinium rods. The sample means of the nanoparticle rods were compared to
the nominal gadolinium density which is approximately 87% of the gadolinium-oxide
density. The ROI placed within the Teflon rod in each of the three basis images was
compared to the ground truth acrylic, aluminum, and gadolinium contributions obtained
from a least squares fitting of their linear attenuation coefficients provided by the NIST
database [69]. The ROI sample means (n = 498) between different neural network methods were compared using two-sample t-tests with a level of significance of 5%. The null
hypothesis tested was the equivalence of population means. Also, the root mean squared
error (RMSE) of the ROIs were calculated as an additional metric.
The simulated training data set consisted of 8000 combinations of aluminum (0
cm to 2.54 cm in steps of 0.134 cm) and acrylic (0 cm to 10.16 cm in steps of 0.535 cm)
and gadolinium mass lengths (0 g/cm2 to 79 mg/cm2 in steps of 4.16 mg/cm2 ).
The approaches in this study were then compared to another empirical decomposition algorithm, the Atable method, proposed by Alvarez [61]. The method assumes a linear approximation between basis material parameters and spectral measurements. The errors in the linear approximation using the calibration data are stored in multi-dimensional
look-up tables and interpolation of the errors are subtracted from the linearly approximated basis material parameters to compute the final estimates.
4.3 Results

Figure 4.8 displays the reconstructed aluminum, acrylic, and gadolinium rod
phantom basis material images from the decomposition methods described in Table
4.1. The Baseline, M1, and M2 methods produced similar qualitative images of the rod
phantom. Method M1 did not reduce the ring artifact as expected. The SimOnly method
(fourth row) incorrectly distributed the glass vials and Teflon across the basis material
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Table 4.1: A summary of the compared methods and their abbreviated names.
Abbreviation

Summary

Baseline

Train individual neural networks for each pixel using calibration data from each pixel

M1

Train a network using the calibration data aggregated from
all pixels and use transfer learning from the single network
to train individual networks for each pixel using calibration
data from each pixel.

M2

First train a network from simulated data only. Then use
transfer learning to further train a network from the aggregated pixel data and finally to the individual pixel using
method M1.

SimOnly

Train a single neural network using calibration data from a
simulated detector.

Atable

A linear model approximating the basis material parameters
and the spectral measurements. The basis material parameter estimates are corrected by interpolating error look-up
tables created from the calibration measurements [61].

images, demonstrating the approximate nature of the simulation model.
The gadolinium rod estimates in the Baseline and M2 methods were similar,
with no significant difference in their means (low density: p = 0.589; medium density:
p = 0.342; high density: p = 0.123). However, there were differences in the accuracy
of the Teflon rod decomposition between the Baseline and M2 methods. The Baseline
method was more accurate in estimating the contribution of acrylic (p < 0.05) but the
M2 method was more accurate in estimating the aluminum (p < 0.05) and gadolinium
(p < 0.05) contributions.
Similarly, the ROI sample means were compared between the transfer learning
from simulations (M2) and the Atable method. Although the Atable method has more
image artifacts, the ROI sample means were significantly lower and closer to the ground
truth than the transfer learning method for all concentration nanoparticle rods (p < 0.05).
The sample means of the Teflon rod for the M2 method were significantly closer to
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the ground truth in the acrylic and aluminum images compared to the Atable method
(p < 0.05). However, the sample mean of the Teflon rod for the Atable method in the
gadolinium image was significantly closer to the ground truth compared to method M2
(p < 0.05). The ROI sample means and standard deviations of the compared methods can
be seen in Figure 4.9.
Each method has varying amounts of bias and variance and there is an inherent
trade off between the two. For that reason, the RMSE of the ROI pixel values compared
to the ground truth were also evaluated. The RMSE is a single metric that effectively
combines the bias and the various of the estimates. Figure 4.10 illustrates the RMSE metric for the nanoparticle rods and the Teflon rod. Interestingly, the SimOnly method had
the lowest RMSE for the nanoparticle rods. The M2 method with transfer learning from
simulations and from the aggregated pixel data had the lowest RMSE in the Teflon rod
across the basis material images.
The acrylic, aluminum, and gadolinium basis images of the rat leg specimen are
displayed in Figure 4.11. The enhanced region in the gadolinium image of the neural
network method represents the injected Gd2 O3 gel. Transfer learning from combined
pixel data (M1) reduced the ring artifacts in the rat leg images compared to the Baseline
method. Transfer learning from simulations (M2) further reduced the ring artifacts at the
center of the image and in the gadolinium basis image compared to method M1. The Atable method did not depict bone contribution in the aluminum image or nanoparticle contribution in the gadolinium image, demonstrating material decomposition error.
A photon counting image, which is the image reconstructed from the sum of all
detected counts, is compared to virtual monoenergetic images (VMI) synthesized at 50
keV for the neural network and Atable methods and is illustrated in Figure 4.12. The
transfer learning methods appear to remove the ring artifacts in the rat monoenergetic image. The SimOnly method is able to depict the rat anatomy in the VMI despite the material decomposition errors in Figure 4.11. Due to the material decomposition errors shown
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Figure 4.8: Reconstructed basis material images of the rod phantom using the various
decomposition methods described in Table 4.1. The Baseline method trains individual
neural networks for each pixel using calibration data from each pixel. The M1 method
trains a network using the calibration data aggregated from all pixels and uses transfer
learning from the single network to train individual networks for each pixel using calibration data from each pixel. The M2 method first trains a network from simulated data and
then uses the method M1. The SimOnly method trains a network using only simulated
data. The Atable method is the method developed by Alvarez.
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Figure 4.9: A comparison of the ROI sample means from the various decomposition
methods described in Table 4.1. The dotted line represents the ground truth values. The
error bars represent one sample standard deviation. The Baseline method trains individual
neural networks for each pixel using calibration data from each pixel. The M1 method
trains a network using the calibration data aggregated from all pixels and uses transfer
learning from the single network to train individual networks for each pixel using calibration data from each pixel. The M2 method first trains a network from simulated data and
then uses the method M1. The SimOnly method trains a network using only simulated
data. The Atable method is the method developed by Alvarez.
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Figure 4.10: A comparison of the ROI root mean squared error in the gadolinium rods
and the Teflon rods from the various decomposition methods described in Table 4.1.
The dotted line represents the ground truth values. The error bars represent one sample
standard deviation. The Baseline method trains individual neural networks for each pixel
using calibration data from each pixel. The M1 method trains a network using the calibration data aggregated from all pixels and uses transfer learning from the single network
to train individual networks for each pixel using calibration data from each pixel. The
M2 method first trains a network from simulated data and then uses the method M1. The
SimOnly method trains a network using only simulated data. The Atable method is the
method developed by Alvarez.
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in Figure 4.11, the Atable VMI has a dark area of hypo-attenuation in the region where
the nanoparticle gel is located. The photon counting image is not a monoenergetic image
and is therefore expected to have a different contrast level compared to the VMIs. It is
included as a reference for the expected cross sectional anatomy of the rat leg specimen.
4.4 Discussion

The ability to detect Gd2 O3 :Nd nanoparticles via spectral CT will have a direct
impact on interventional radiology (IR) based procedures for tumor treatment with theranostic nanoparticles which include multiple contrasts such as NIR luminescence and T1weighted MR imaging provided by rare-earth doped Gd2 O3 [70]. NIR and MR imaging
can be utilized for therapy planning and optimization studies on small animals, while the
CT contrast can be included in standard IR workflows for image guided thermal ablation
procedures by clearly visualizing Gd-contrast accumulating lesions during IR procedures.
Further extension of the proposed methods in identifying other elements such as Au, will
enable clinical translation of emerging therapies such as image guided plasmonic photothermal ablation [70–72].
This study proposed two transfer learning techniques to address the challenges of
pixel variations in photon-counting detectors and the challenges of acquiring large training datasets in practice. Transfer learning from the aggregated pixel data effectively reduced ring artifacts in the rat-leg specimen images but not rod phantom images (Figures
4.8 and 4.11). The rat-leg specimen, with an approximate diameter of 1 cm, contains a
small range of basis material path lengths compared to the larger extent of the calibration step wedge phantom. Transfer learning from simulations provided more training data
at the smaller path lengths relevant to the rat-leg specimen, which likely caused the improved gadolinium identification in Figure 4.11. The rat leg specimen results suggest that
transfer learning from simulations and from aggregated pixel data can be a beneficial supplement to an experimental training data set for objects for which relevant calibration data
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Figure 4.11: Reconstructed basis material images of the rat leg specimen using the various decomposition methods described in Table 4.1. The nanoparticle injection is visible
in the gadolinium basis image as the area of hyper attenuation. The Baseline method
trains individual neural networks for each pixel using calibration data from each pixel.
The M1 method trains a network using the calibration data aggregated from all pixels and
uses transfer learning from the single network to train individual networks for each pixel
using calibration data from each pixel. The M2 method first trains a network from simulated data and then uses the method M1. The SimOnly method trains a network using
only simulated data. The Atable method is the method developed by Alvarez.
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Figure 4.12: A photon counting image of the rat leg specimen compared with synthesized
virtual monochromatic images of the rat leg specimen at an energy of 50 keV using the
various decomposition methods described in Table 4.1. (WL/WW 500/3000 HU). The
Baseline method trains individual neural networks for each pixel using calibration data
from each pixel. The M1 method trains a network using the calibration data aggregated
from all pixels and uses transfer learning from the single network to train individual networks for each pixel using calibration data from each pixel. The M2 method first trains a
network from simulated data and then uses the method M1. The SimOnly method trains
a network using only simulated data. The Atable method is the method developed by
Alvarez.
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is limited.
The Atable had statistically lower and closer sample ROI means to the ground
truth concentration in the nanoparticle rods than the neural network method M2. The
Teflon rod was less accurately decomposed into the acrylic, aluminum, and gadolinium
images compared to the neural network methods. The Atable method had noticeable artifacts in the rod phantom and was unable to separate the bone and gadolinium in the rat
phantom. The Atable method is most accurate when the basis material parameters are
close to the ones in the calibration data. The rat specimen results suggest that the Atable
method has limitations in generalizing away from the calibration points, while the neural
networks have the benefit of improved generalization when experimental calibration data
are limited.
Quantitative photon-counting K-edge imaging was previously demonstrated using
a projection-domain maximum likelihood algorithm and a detector response model developed from synchrotron measurements [33]. This previous study imaged higher concentrations of gadolinium (11-40 mg/mL) compared to the current study and demonstrated errors of around 9 mg/mL. In contrast, the neural network methods developed in this study
used a set of 50 calibration transmission measurements and was able to estimate gadolinium concentrations as low as 3 mg/mL with errors less than 1 mg/mL. One benefit of the
neural network approach, compared to maximum likelihood or other optimization-based
material decomposition algorithms, is that the decomposition requires a small number of
arithmetic operations.
One limitation of this study is that calibration data was only acquired at one noise
realization, which occurred because of practical limitations with this specific experimental bench-top system. The quantitative accuracy and ring artifacts may be further
improved with more calibration datasets. The improvement provided by transfer learning may be reduced as more calibration data is acquired. There may be cases in practice
where calibration time is limited. The results of this study demonstrate accurate K-edge
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material decomposition despite the limited calibration dataset.
The gadolinium-oxide nanoparticles in the rod phantom were diluted from a 50
mg/mL solute with distilled water. The nominal densities were shown in Figure 4.6 but
there is some uncertainty in the dilution process. In addition, the nanoparticles may have
settled in the glass vials during the imaging process, causing inhomogeneities within the
vials. For these reasons, there is some uncertainty in the ground truth concentrations of
the rod phantom nanoparticles, which may contribute to the bias in the ROI estimates.
Scattered radiation can affect material decomposition but was neglected in this
study. The imaging system did not utilize a post-object anti-scatter grid. A pre-object lead
slit collimator was used to collimate the beam in the cone direction only, effectively illuminating only the four rows of the detector. The fan angle was not collimated. However,
scatter in the fan direction is believed to be small because of the small extent of the imaged objects.
This study did not use a bowtie filter in the imaging system. However, the methods presented in this paper should be effective in the presence of a bowtie filter because
each pixel is trained individually using calibration measurements and because the bowtie
filter is smoothly varying in thickness resulting in similar incident spectra from one pixel
to the next.
The measured spectrum for a given detector element is a result of the spectra incident on that detector element and its neighbors [24]. However, the neural network developed in this study estimates the basis material components for each ray independently.
Furthermore, the neural network was trained from step wedge data where all detector elements imaged the same object simultaneously resulting in a similar number of counts
detected in all pixels. When acquiring data of an arbitrary object, neighboring pixels at an
object boundary will be exposed to different numbers of photons, changing the amount
of charge sharing between the two pixels. In the future, a more robust neural network estimator could be developed to compensate for charge sharing effects by considering the
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measurements of the detector element of interest as well as its neighbors.
The neural network was both trained on step wedge data and evaluated with phantom and rat specimen data acquired using the same scanning parameters (tube voltage,
tube current, integration time, etc.). The neural network model implicitly learns the relationship between the measurements and the basis material parameters. Therefore, the
network is specific to the scanning parameters used in training and requires retraining
for a different set of scan parameters. An interesting area of future work is to investigate
whether a single network model could be generalized to estimate basis material parameters from many different scanning parameters provided sufficient data for training. The
ability to have a general neural network decomposition model for many typical tube output and filter combinations would be beneficial in a clinical product. Theoretically, an
accurate physics-based model could overcome this limitation, if one could be developed.
This limitation is the focus of future work.
4.5 Conclusion

This study investigated neural network methods using transfer learning for Kedge imaging of gadolinium-oxide nanoparticles. The networks were trained using data
acquired from a step wedge phantom containing path lengths of aluminum, acrylic, and
gadolinium basis materials. The transfer learning techniques did not result in significant
quantitative improvement for the rod phantom. Transfer learning from aggregated pixel
data and from simulations improved the qualitative image quality of the rat specimen,
for which representative calibration data was limited. The results of rod phantom and
rat specimen experiments demonstrate that quantitative K-edge imaging using machine
learning is possible with photon-counting x-ray detectors.
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CHAPTER 5
A Forward Measurement Model of a Photon Coun ng Detector Using Machine Learning

5.1 Introduc on

Computed tomography (CT) scanners are complex systems that produce, transmit, and detect x-ray photons for the purpose of inferring information about the internal
anatomy of a patient. Modern reconstruction algorithms use models of the measurement
process to iteratively reconstruct images [73, 74]. These simulated models can include the
finite focal spot size, the system geometry, the detector pixel size, the detective quantum
efficiency, detector afterglow, electronic noise, etc. Including an accurate forward model
into the iterative reconstruction process has been shown to improve image quality [75,76].
Photon-counting detectors are fundamentally different from conventional scintillating detectors by the way they detect and measure x-ray photons. With the increasing
adoption of spectral CT and its applications, photon-counting detectors are an active area
of research [53, 77, 78].
Iterative or optimization-based material decomposition and reconstruction algorithms have been developed to improve spectral CT material decomposition [79]. Since
material decomposition is an unstable inverse problem, these iterative methods can impose constraints to regularize the inversion [80]. Also, these iterative methods can theoretically include models of the noise properties to further reduce noise. However, iterative
reconstruction methods require accurate models relating the object path lengths to the xray measurement. Developing accurate models for photon-counting detectors is challenging because photon-counting detectors have a more complicated measurement process
than conventional scintillating detectors.
The detector response of a photon-counting detector is energy-dependent. This
dependency makes the detector response difficult to measure without using synchrotrons
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[33]. Monte Carlo methods of predicting the detector response of energy-resolved detectors have been studied but are computationally expensive [81, 82]. In addition, it is
difficult for a variety of reasons within the sensor and electronics for the response of one
detector pixel to be uniform across the entire detector [47]. The pixel variations further
make synchrotron measurements of the detector response impractical because it may be
required for each individual system.
There is a need for the capability to model the measurement process of a photoncounting for each detector pixel in system taking into account the variation and complexity of the measurement process. Such a model can be used for iterative reconstruction
or material decomposition. In this study, we propose and investigate the use of machine
learning to model the forward measurement process of a photon-counting detector using
calibration measurements for training in experiments. We evaluate the algorithm by using it for material decomposition to determine if the algorithm models the measurement
process accurately and if the noise properties of the measurement can be used efficiently.
5.2 Methods

5.2.1 Theory

An object is uniquely described by its distribution of spectral attenuation coefficients, µ(E, r), which can be well approximated by a weighted sum of M basis material
attenuation functions [16],
µ(E, r) ≈

M
∑

µm (E)cm (r)

(5.1)

m=1

where r is a spatial position vector and cm (r) are the spatially dependent basis material
weights. A line integral through the object can be written in terms of M basis material
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path lengths, xm ,
∫

dl µ(E, r) =

M
∑

µm (E)xm .

(5.2)

m=1

A general expression for the poly-energetic forward measurement process can be modeled
as,
∫

nk = f (xm ) = n0

E

[

dE S(E)Dk (E)exp −

M
∑

]

µm (E)xm

(5.3)

m=1

where nk are the number of detected photons in energy-bin, k, n0 is the total number of
emitted photons for a particular ray path, S(E) is the source spectrum after filtration, and
Dk (E) are the detector response functions. There are many limitations to the model presented in Equation 5.3. For example, it does not account for pulse pileup. The functions,
Dk (E), can incorporate phenomena such as charge sharing, cross-talk, finite energyresolution, charge trapping, and fluorescence, but are difficult to estimate and can vary
between detector pixels, as previously described.
5.2.2 Forward Model

A feed-forward neural network was used to model the forward spectral measurement process to estimate nk from xm . However, the neural network does not learn the
relationship between xm and nk directly. Rather, we recognize the exponential relationship between the basis material parameters and the energy-bin measurements due to BeerLambert’s law of attenuation and we precondition the data by using a log transformation.
The log transformation reduces the network complexity by removing the exponential relationship between the network inputs and targets. Also, we use the data standardization
technique described in Section 4.2.3 to precondition the data before training. The data
standardization increases the training accuracy by applying equal importance to accuracy
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in all network targets.
The neural network model can be written functionally as,

f (⃗x) = ln (Φ (nk )) = t

(5.4)

where ⃗x is a vector of basis material parameters, xm , Φ(·) is an operation that maps the
energy-bin counts, nk , to a standard normal distribution, and t are the network targets.
Given a set of known basis material parameters, xm , and associated spectral measurements, nk , the neural network is trained to estimate the calculated network targets, t,
from xm . Once the network is trained, the complete forward model relating xm and the
expected value of the energy-bin counts, λk , can be written as,
−1 (f (⃗
x))

λk (⃗x) = eΦ

(5.5)

5.2.3 Network Architecture

A fully-connected network with a single hidden layer was used with sigmoid activation functions. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [66] was
chosen for training because it is more suited for smaller datasets and the training dataset
used in this study contained only 50 samples due to acquisition time, see Section 5.2.6.
The BFGS algorithm minimizes the mean squared error between the network estimates
and the target values.
The number of hidden processing elements is a design parameter which depends
on the complexity of the desired model. To determine the number of hidden processing
elements, the neural network was trained with many different numbers of hidden processing elements. For each configuration, the errors between the estimated energy-bin counts
and the measured counts were calculated. The maximum, minimum, and mean errors for
various hidden processing elements were plotted. Figure 5.1 illustrates the network fit-
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Figure 5.1: Fitting error of the calibration measurements with different network complexity specified by hidden processing elements. The average percent error did not noticeably
change but the maximum and minimum training errors are reduced until around 18 hidden
processing elements.

ting improvement on the calibration measurements as the network complexity increases.
The average percent error did not noticeably change as the network complexity increases.
However, the maximum and minimum error in the training data is reduced until around
18 hidden processing elements. Beyond 18 hidden processing elements, the maximum
and minimum errors appear to no longer decrease in magnitude. For this reason, a neural
network with 18 hidden processing elements was selected for subsequent evaluation. In
addition, a leave-one-out cross validation method [66] confirmed that 18 hidden processing elements provided good accuracy without overfitting effects in the validation data.
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5.2.4 Material Decomposi on Methods

Forward Model Cost Func on

Once trained, the neural network forward model can be combined with an iterative
or optimization-based algorithm to perform material decomposition from measurements
of an unknown object. More specifically, the forward model can be used to estimate the
basis material parameters, ⃗xˆ, from any given spectral measurement, nk . For example, if
nk ∼ Poisson(λk ), then ⃗x can be estimated by optimizing the following cost function
which maximizes the likelihood [33],
⃗xˆ = arg min
⃗
x

∑

λk (⃗x) − nk ln λk (⃗x).

(5.6)

k

In this study, Equation 5.6 was minimized using a gradient-free minimization algorithm
[83]. The algorithm does not guarantee convergence to the global minimum and can even
converge to non-stationary points [84, 85]. For simplicity, the gradient-free algorithm
was chosen over gradient-descent or Newton-based algorithms to avoid calculating the
gradient and hessian of the cost function in Equation 5.6, despite the known convergence
issues.
Inverse Neural Network Model

The forward model described in Section 5.2.2 was used for material decomposition and was compared to the neural network that models the inverse relationship between spectral measurements and basis materials described in Section 4.2.4. This model
was used as a comparison to evaluate the utility and performance of the proposed forward
model with maximum likelihood (ML) material decomposition.
The inverse model directly decomposes the spectral measurement into basis ma-
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terial parameters. In contrast, the forward model predicts the spectral measurement from
the basis material parameters and is evaluated iteratively to produce basis material estimates (Equation 5.6).
5.2.5 Preliminary Feasibility Study

A preliminary feasibility study was done to investigate if a neural network could
model a simple, simulated detector and improve material decomposition estimation variance by utilizing the noise properties of the measurements. Two-material decomposition was investigated using an ideal energy-resolving photon counting detector in simulations [86]. The basis materials investigated were polymethyl methacrylate (PMMA)
and aluminum (Al). Combinations of 10 PMMA path lengths from 0 to 10 cm and 10 aluminum path lengths from 0 to 2.5 cm were used for calibration and can be seen in Figure
5.2. Simulations of the calibration and testing measurements were performed using a 120
kVp source spectrum and an ideal energy-resolved photon counting detector with five
energy-bins. The energy-bin thresholds were not optimized and were at 25, 40, 50, 60,
and 70 keV. Each ray was simulated with 5 × 106 photons per ray. Material decomposition performance was evaluated by calculating the bias and variance of the estimates of
9 test combinations of basis material path lengths each with 1000 Poisson noise realizations. The method was compared to the inverse neural network model.
The bias and variance of the estimators in the simulation were compared and
shown in Figure 5.3. The bias of the proposed neural network estimator (Forward) is
consistently less than 2% for all tests and the variance achieved the Cramèr-Rao lower
bound (CRLB) indicating that it is an efficient estimator. The previously proposed neural
network estimator (Inverse) that models the inverse of the measurement process did not
achieve the CRLB over all the test points.
The preliminary study demonstrated that the neural network forward model with
maximum likelihood estimation had superior decomposition noise properties because it
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Figure 5.2: Various combinations of basis material path lengths divided into calibration and testing sets of the simulation feasibility study. The calibration combinations
were used to train the neural network estimators and the test combinations were used to
evaluate the neural network estimators.

(a)

(b)

Figure 5.3: The bias (a) and the variance (b) of the basis material estimates (n = 1000)
from measurements of the test basis material path lengths in Figure 5.2 for both the Forward and Inverse neural network methods. The variance of the estimators are compared
to the CRLB. The variances are plotted on a semi-log scale.
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efficiently utilized the noise distribution of the measurements.
5.2.6 Experimental Study

The proposed forward model and maximum likelihood decomposition were evaluated with K-edge materials in experiments. The experimental study was done to confirm
that a neural network could be used to accurately model an actual energy-resolved photon
counting detector and be used for material decomposition. The experimental study used
the same experimental step wedge and rod phantom data as Section 4.2.6.
The experimental data for the forward model was corrected for threshold variations using a threshold variation compensation algorithm [47]. The algorithm uses the
calibration data to develop an affine transformation for each pixel measurement to equalize the response of the pixels across the detector array for uniform illumination.
Photon-coun ng CT system

The experimental setup used was the same as Chapter 4. The bench-top energyresolved CT system consisted of a microfocus X-ray tube (L9181-02, Hamamatsu), and a
CdTe photon counting detector (DxRay Inc., Northridge CA) with 1mm detector elements
in a 4 × 64 array located approximately 73 cm from the source. The detector had four
programmable energy-bin thresholds, which were placed at 25, 51, 57, 65 keV. The x-ray
source was operated at a tube voltage of 90 kVp. Every CT projection or X-ray calibration transmission measurement was acquired at a tube setting of 0.6mAs with a count-rate
of approximately 140 kcps/mm2 through air. CT acquisitions were performed by acquiring 120 view angles over 360 degrees. Data from the fourth row of the detector was used
in this study, though all rows yielded similar results.
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Step wedge phantom

The step wedge phantom was the same as Chapter 4. The network must be trained
from data acquired using known basis material components that cover the extent of components that will be encountered within the scanned objects. For this study, the non-Kedge basis materials (µ1 and µ2 ) were chosen to be aluminum and acrylic because they
are readily available, easy to machine, and their effective atomic numbers and electron
densities are significantly different.
Training data was obtained by acquiring energy-bin transmission measurements
through a step wedge phantom that consisted of 25 combinations of aluminum (0 cm to
2.54 cm in steps of 0.635 cm) and acrylic (0 cm to 10.16 cm in steps of 2.54 cm).
Each of the 25 steps was imaged with and without a 0.1 mm thick gadolinium foil
in the x-ray beam path, for a total of 50 combinations of basis material parameters. An
illustration of the step wedge phantom with the gadolinium foil is shown in Figure 4.5.
The training data did not have repeated measurements in order to reduce calibration time.
Rod phantom

The rod phantom used was the same as Chapter 4. A rod phantom was used to
evaluate the neural network estimator performance for different densities of Gd2 O3
nanoparticles. The phantom consisted of a 6.35 cm diameter acrylic body and four, 1.9
cm diameter rods of different materials. One rod consisted of Teflon, with the other three
rods consisting of 3.125, 6.25, 12.5 mg/mL dilutions of Gd2 O3 in glass vials. Figure 4.6
illustrates the rod phantom components. The rod phantom was placed 47 cm from the
source. During CT acquisition, the detector was translated to two positions for each view
to image the full phantom extent.
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Data processing and analysis

For all CT acquisitions, the count sinograms were log-normalized (Section 4.2.2)
and decomposed ray-by-ray using the decomposition methods specified in (Table 4.1).
After estimation by the neural networks, the basis material sinograms were reconstructed
into basis material images using a filtered backprojection algorithm (same as in Chapter
3).
To evaluate the performance of the proposed method, regions of interest (ROIs)
were placed within the three nanoparticle rods in the gadolinium image and the Teflon
rod (same as in Chapter 4). The sample means of the nanoparticle rods were compared to
the nominal gadolinium density which is approximately 87% of the gadolinium-oxide
density. The ROI placed within the Teflon rod in each of the three basis images was
compared to the ground truth acrylic, aluminum, and gadolinium contributions obtained
from a least squares fitting of their linear attenuation coefficients provided by the NIST
database [69].
5.3 Results

After the neural network was trained with 18 hidden processing elements, the
model fit was evaluated in Figure 5.4. The forward model estimates of the energy-bin
counts in the calibration data are compared to the measured energy-bin counts.
Figures 5.5 compares the forward model with ML estimates compared to the
inverse network estimates. The last calibration point did not converge for the forward
model with ML and the estimate error was too large to show in the figure. This is due
to the known convergence issues of the gradient-free optimization algorithm used to
solve Equation 5.6. The forward model in Figure 5.4 was able to accurately estimate the
energy-bin measurement of the last calibration point but the decomposition estimate is
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Figure 5.4: The measured energy-bin counts for different step wedge positions and the
trained forward model estimates of the energy-bin counts.
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inaccurate.
The reconstructed rod basis images are shown in Figure 5.6 for both the forward
model with ML and the inverse network models. The forward model with ML has a reduced ring artifact at the center of the phantom but more ring artifacts elsewhere. The
forward model with ML has a bias in the air of the gadolinium image but more accurately
estimates the acrylic in the gadolinium image.
The gadolinium rod concentrations were estimated from ROIs and the sample
means and standard deviations between the forward model with ML and the inverse network model can be seen in Figure 5.7a. The forward model with ML had less bias for the
low, medium, and high concentrations than the inverse network model. The decomposition accuracy of the Teflon rod can be seen in Figure 5.7b. The inverse model sample
means were closer to the ground truth in the Teflon rod acrylic (p < 0.05) and gadolinium (p < 0.05) basis images but the forward model with ML was closer in the aluminum
image (p < 0.05).
5.4 Discussion

The forward model with ML used for material decomposition relies on an optimization algorithm. The one used in this study was a gradient-free method for the convenience of not needing to compute the gradient and hessian of the forward model. However, the gradient-free method has known convergence issues in certain circumstances
which can lead to inaccurate basis material estimates.
The cost function used in the forward model decomposition assumed that the
energy-bin counts are Poisson random variates. This is a good approximation for lowflux measurements and when the energy resolution of the detector is small relative to the
bin width. When the energy-bin counts are correlated, the covariance of the counts can be
estimated and used in a weighted least-squares cost function.
The forward model needs an iterative optimization algorithm for decomposition as
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Figure 5.5: Basis material estimates of the step wedge compared between the forward
model with maximum likelihood and the inverse neural network model.
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opposed to the inverse network model which directly estimates the basis material parameters in one step. This leads to an increase in the computational time for the forward model
material decomposition estimator. The inverse neural network method decomposed the
sinograms in 14 seconds compared to 758 seconds for the iterative maximum likelihood
method on a MacBook Air with a 1.3Ghz Intel Core i5 processor and 4 GB 1600 MHz
DDR3 system memory. However, the cost function can utilize information regarding the
noise properties of the measurements whereas the inverse network estimator cannot.
The experimental results showed comparable results between the forward model
with ML basis material decomposition and the inverse network decomposition method.
Our previous simulation work [86] showed that the forward model with ML had superior
noise performance using an ideal, simulated detector with Poisson noise when the basis
path lengths were large. The addition of estimating the K-edge basis material parameter
and the deviation of the experimental spectral measurements from independent, Poisson
random variates may have removed the improvement of the forward model with ML compared to the inverse network model.
5.5 Conclusion

This study developed a forward measurement model of an energy-resolved photon
counting detector using machine learning. The forward model was calibrated from experimental measurements and trained to within an accuracy of 6% of the energy-bin counts.
The forward model was used in an iterative optimization algorithm to compute the maximum likelihood basis material parameters and compared to the previously proposed inverse model. The forward model had similar image quality as the inverse model and is
capable of utilizing information about the energy-bin noise properties. However, the forward model basis material estimator was more computationally intensive because of the
iterative optimization algorithm. This work shows that machine learning can be used to
model the forward spectral measurement process of an energy-resolved photon counting
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detector. Such a model can be used for material decomposition, as demonstrated, or can
be used for model-based iterative reconstruction algorithms.
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CHAPTER 6
Summary and Future Work

The overall objective of this dissertation was to develop machine learning algorithms to model the spectral measurements of energy-resolved photon counting detectors
for the purposes of material decomposition and reconstruction. These objectives were
achieved by developing two material and K-edge decomposition algorithms in aims 1 and
2 and by developing a forward spectral measurement model of the detectors using machine learning in aim 3.
In aim 1, a neural network was developed to estimate two material path lengths
from spectral measurements using only calibration measurements. The neural network
had less bias than a previously proposed empirical decomposition algorithm and demonstrated that machine learning could be used instead of physics-based models of the detector and imaging system.
In aim 2, a more advanced neural network was developed for K-edge imaging of
gadolinium nanoparticles. Transfer learning was used to train the neural network between
detector pixels and from simulated calibration measurements to improve the qualitative
and quantitative image quality of a rod phantom and an ex-vivo rat leg specimen.
In aim 3, a neural network was developed to model the forward spectral measurement from basis material parameters of the object. The model can be used in model-based
image reconstruction for spectral CT systems with energy-resolved photon counting detectors.
A limitation of the studies performed in this dissertation is that in every development, a ray was decomposed or estimated independent of the neighboring rays and detector pixels. In photon counting detectors, the measured signal for a particular detector
pixel depends on the incident x-ray spectrum of the pixel of interest and the incident spectra of the neighboring pixels. The detectors used in this study may have been less suscep-
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tible to errors due to this limitation because of their relatively large size. But as detector
pixels get smaller to combat pulse pileup affects, this limitation will be more consequential. Therefore, it is an interesting topic for future work to investigate the estimation of
basis material parameters using the spectral measurements of a neighborhood of pixels.
Deep convolutional neural networks could be investigated for this task.
The experiments performed in this dissertation had relatively low tube current
resulting in low amounts of pulse pileup. Future work could include evaluating the presented machine learning algorithms for material decomposition under conditions with a
greater magnitude of pulse pileup which will result in a more distorted measured spectrum. The forward measurement model developed in Aim 3 assumed the energy-bin measurements were independent, Poisson random variates. As the magnitude of pulse pileup
increases, the covariance of the energy-bin will change. The change in the noise properties of energy-bin measurements with varying degrees of pulse pileup could be studied
and used to modify the cost function for material decomposition using the neural network
forward model.
The machine learning algorithms developed in this dissertation are trained to perform using the particular scanning condition that the calibration measurements were acquired from. An algorithm that can generalize to a number of different scan parameters
such as tube voltage and current and bowtie wedge would be beneficial in clinical applications.
Overall, we demonstrated in this dissertation that the complexities unique to
energy-resolved photon counting detectors can be modeled with machine learning algorithms using only calibration measurements. These algorithms were used for material
decomposition and for modeling the forward spectral measurement which can be used for
model-based iterative reconstruction and iterative material decomposition algorithms.
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