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1. Introduction
Equivalence and containment are two fundamental problems that have been investigated extensively over the years for
a wide variety of automata. These two problems are not only of interest and importance theoretically, they play equally
critical roles in various application areas, including formal verification of hardware/software systems, supervisory control
of discrete event systems, among many others.
For finite transducers, it is known that the equivalence problem for two-way deterministic finite transducers (2DFTs,
for short) is decidable [5]. However, if nondeterminism is allowed, the problem becomes undecidable even for one-way
nondeterministic finite transducers (1NFTs, for short) [4]. Such an undecidability result was shown to hold even for 1NFTs
operating on a unary input (or output) alphabet [10]. For single-valued 1NFTs, the problem becomes decidable [7], and the
decidability result was later extended to finite-valued 1NFTs in [3]. A complexity bound of deterministic double exponential
time was subsequently derived in [13] for finite-valued 1NFTs, yielding an improvement over the result of [3].
In this paper,we generalize the result of [5] for somemodels of two-way transducerswith auxiliarymemory.We consider
two-way transducers, i.e., two-way finite automata (with input end markers # and $) augmented with reversal-bounded
counters and a one-way output tape. Call the nondeterministic (resp., deterministic) version 2NCMT (resp., 2DCMT). The
relation defined by such a transducer A is R(A) = {(x, y) | A, when started in its initial state on the left end marker of #x$,
outputs y and falls off the right endmarker in an accepting state}. The transducer is finite-crossing if there is some fixed k such
that in every accepting computation on any input #x$, the number of times the input head crosses the boundary between
any two adjacent symbols of #x$ is at most k. Note that the number of turns (i.e., changes in direction from left-to-right and
right-to-left and vice-versa) the input head makes on the input may be unbounded. Also note that the requirement is only
for accepting computations. So if R(A) = ∅, then A is finite-crossing and, in fact, k-crossing for any k. We assume that when
we are given a finite-crossing machine, the integer k for which the machine is k-crossing is also specified. Unfortunately, as
we will see, it is undecidable to determine if a 2DCMT is finite-crossing, or k-crossing for a given k.
Clearly, every 2DFT is finite-crossing because, by definition, a valid computationmust always fall off the right endmarker
in an accepting state. So no input cell can be visited twice in the same state; otherwise, the machine will never fall off the
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right end marker. Hence, a 2DFT is a special case of finite-crossing 2DCMT. But the latter is more powerful. Consider the
relation T = {(xdk, y) | x ∈ Σ+, k > 0, |x| ≥ 2k, x = x1x2x3, |x1| = |x3| = k, y = x3x2x1}, where d is a symbol not
in alphabet Σ . T can be implemented on a finite-crossing 2DCMT using two reversal-bounded counters (in fact, the head
need only make finite-turn on the input tape), but cannot be implemented on a 2DFT. On the other hand, for 2NFT, we can
no longer say it is finite-crossing since the machine can always decide to fall off the right end marker, even though a cell
has been visited more than once in the same state; e.g., {(x, xn)|x ∈ Σ+, n > 0} can be implemented on a 2NFT. However,
a finite-crossing 2NCMT is more powerful than a finite-crossing 2NFT, as T cannot also be implemented on a finite-crossing
2NFT.
We show that the following problems are decidable:
1. Given a finite-crossing 2NCMT A1 and a finite-crossing 2DCMT A2, is R(A1) ⊆ R(A2)?Hence, equivalence of finite-crossing
2DCMTs is decidable.
2. Given a one-way nondeterministic pushdown transducer with reversal-bounded counters (1NPCMT) A1 and a finite-
crossing 2DCMT A2, is R(A1) ⊆ R(A2)?
3. Given a finite-crossing 2NCMT A1 and a 1DPCMT A2 (the deterministic version of 1NPCMT), is R(A1) ⊆ R(A2)?
4. Given a finite-crossing 2DCMT A1 and a 1DPCMT A2, is R(A1) = R(A2)?
We believe that these results are the strongest known to date concerning containment and equivalence of transducers.
We note that in the above results, the ‘‘finite-crossing’’ assumption is necessary, since when the two-way input is
unrestricted, the equivalence problem becomes undecidable, as we shall see. We also note that the 1NPCMT and 1DPCMT
in (2), (3) and (4) above cannot be generalized to be two-way, since we can show that it is undecidable to determine, given
a 2DPCMT A, whether R(A) = ∅, even when Amakes only two turns on the input. However, we show:
5. It is decidable to determine, given two finite-crossing 2DPCMTs whose inputs come from a bounded language (i.e.,
from w∗1 · · ·w∗k for some non-null strings w1, . . . , wk) A1 and A2, whether R(A1) ⊆ R(A2). (Hence, equivalence is also
decidable.)
The proofs for the results above use the decidability of emptiness for a large class of acceptors, called 3-phase finite-
crossing 2NPCMs,whichwe introduce in Section 3.We show that it is decidable to determine, given a 3-phase finite-crossing
2NPCMM , whether the language it accepts is empty.
It should also be noted that, as we shall see later, the assumption of A2 being ‘‘deterministic’’ in (1)–(4) above is required.
In fact, the equivalence problem is known to be undecidable even for one-way nondeterministic finite transducers (1NFTs)
[4,10].
As ‘‘single-valuedness’’ is a natural extension of the notion of determinism and equivalence of single-valued 1NFTs (i.e.,
1NFTs that output atmost one value for every input) is decidable [3,13],we also study containment and equivalence between
single-valued finite-crossing two-way nondeterministic finite transducers (2NFTs) and various finite-crossing two-way
transducers with auxiliary memory. We show the following to be decidable:
6. Given a finite-crossing 2NCMT (or a 1NPCMT) A1 and a single-valued finite-crossing 2NFT A2, is R(A1) ⊆ R(A2)?
7. Given a single-valued finite-crossing 2NFT A1 and a finite-crossing 2DCMT (or a 1DPCMT) A2, is R(A1) ⊆ R(A2)?
8. Given a single-valued finite-crossing 2NFT A1 and a finite-crossing 2DCMT (or a 1DPCMT) A2, is R(A1) = R(A2)?
2. Preliminaries
A one-way nondeterministic reversal-bounded multicounter machine (1NCM) M is a one-way NFA augmented with
multiple 1-reversal counterswhich are initially set to zero. At each step, every counter can be incrementedby1, decremented
by 1, or left unchanged, and can be tested for zero. A zero counter cannot be decremented.M is 1-reversal in that it has the
property that once a counter is decremented, it can no longer be incremented. A 1NCM augmented with a pushdown stack
is called a 1NPCM. The deterministic versions are called 1DCM and 1DPCM, respectively. A machine has reversal-bounded
counters if there is a given r such that each counter makes at most r reversals during the computation. Clearly, a counter
that makes r reversals can be simulated by ⌈ r+12 ⌉ counters each of which makes 1 reversal [9]. Hence, in this paper, when
the number of reversal-bounded counters is not a parameter in the problem being investigated, we may assume that the
counters are 1-reversal.
Theorem 1 ([9]). The emptiness problem (given M, is L(M) = ∅?) for 1NPCMs (hence, also for 1NCMs) is decidable.
A 2NCM (2DCM) is a two-way NCM (DCM) with input left and right endmarkers # and $. A 2NCMT (2DCMT) A is a 2NCM
(2DCM) with outputs. Let k be a positive integer. Transducer A is said to be k-valued if for every input x, the cardinality of
the set {y | (x, y) ∈ R(A)} is ≤ k. A is finite-valued if it is k-valued for some k. A 2NFT (2DFT) is a 2NCMT (2DCMT) with no
reversal-bounded counters. The one-way versions (with no input endmarkers) are denoted by 1NCMT, 1DCMT, 1NFT, 1DFT.
For machines with reversal-bounded counters, we write the suffix ‘‘(k)’’ to denote the fact that there are k counters. So, e.g.,
2DCM(k)means a 2DCM with k reversal-bounded counters.
It is known that the emptiness problem for 2DCM(2)s is undecidable [9], even for machines operating on letter-bounded
languages (i.e., subsets of a∗1 · · · a∗k for some k and distinct symbols a1, . . . , ak). Since a 2DCM can trivially be made a 2DCMT
by having it output ε at each step, it follows that it is undecidable to determine, given a 2DCMT(2) A, whether R(A) = ∅.
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Proposition 1. The containment and equivalence problems for 2DCMT(2)s (even on letter-bounded language inputs) are
undecidable.
Because of the following undecidability result, we assume that when given a finite-crossing machine, we are also given
the integer k for which the machine is k-crossing.
Proposition 2. It is undecidable to determine, given a 2DCMT(2) A, whether it is finite-crossing (or whether it is k-crossing for a
given k).
Proof. Let A be a 2DCMT(2) with input alphabet Σ . Let d be a new symbol not in Σ . We construct a 2DCMT(2) A′, which
when given xdn, where x ∈ Σ∗ and n ≥ 1, simulates the computation of A on x. When A accepts, then A′makes n left-to-right
and right-to-left turns on x and accepts. Clearly, A′ is k-crossing for any k if and only if R(A) = ∅, which is undecidable by
Proposition 1. It should be noted that the finite crossing condition involves only accepting computations. 
We will need the following result which was shown in [6]. However, the proof in [6] was lacking in details. For
completeness, we give a more detailed proof here.
Theorem 2. We can effectively construct, given a finite-crossing 2NCM M, a 1NCM M ′ such that L(M ′) = L(M). Hence, the
emptiness problem for finite-crossing 2NCMs is decidable.
Proof. Let M be k-crossing. Every accepting computation of M can be described by a time-input graph which shows the
sequence of transition rules used during the computation (see Fig. 1(a)). A node is at coordinate (ζ , µ) in the graph if and
only if it corresponds to the transition rule associated with the ζ -th move in the computation and just before this move, the
input head ofM was at the µ-th symbol of the string.
Now consider any accepting computation of M . Then a linear tree, say, T , which describes the computation, can also be
constructed (see Fig. 1(b)). Each move in T corresponds to an ordered set of at most k transition rules. The i-th node in T is
associated with the i-th symbol of the input string, say ai, where the ordered set of transition rules are exactly those used to
move the input head from ai (in the given order).
Thus, in simulating an accepting computation ofM , the 1NCMM ′ need only nondeterministically determine a sequence
of ordered sets of transition rules, where the sequence (of these sets) corresponds to the linear tree which describes the
desired computation. Clearly, the number of distinct nodes in T does not exceed sk, where s is the number of transition rules
ofM .
Note that if on an input symbol, e.g., on input a3 in Fig. 1(a), the input head stays on the symbol a finite (but an unbounded)
number of times before moving, e.g., in the figure, when the head returns to a3 from the right, it stays on a3 with associated
transition rule α9, and stays on this symbol and finally moving right of symbol a3 with transition rule α10, M ′ need only
guess and keep α10 in the ordered set. This is becauseM ′ can nondeterministically guess and verify that α10 is a successor of
(i.e., came from) some α9 and can simulate the changes in the states and in the counters (in a backward simulation) before
guessing the next ordered set of transition rules and when it does, it verifies that α9 is compatible with the new ordered set.
So, for example, when M ′ first reaches input symbol a3, it guesses the ordered set of transition rules α =
(α3, α10, α14, α16). Before it can move to the next input symbol a4, M ′ needs to stay on input symbol a3 and
nondeterministically simulate backwards the computation ofMwhile on symbol a3 (guessing the predecessors and verifying
and updating the appropriate counters as it goes from predecessors to predecessors). Thus, the second component of α will
keep on changing until M ′ guesses to stop the backward simulation at transition rule α9. (Note that the number of ‘‘stay’’
moves on input symbol a3 from α9 to α10 can be unbounded.) When α9 is reached, α becomes α′ = (α3, α9, α14, α16) and
the simulation can proceed to symbol a4, checking the compatibility of α′ with the new guessed ordered set of transition
rules β = (α4, α8, α11, α13, α17) on input symbol a4.
Corresponding to each counter, say C , ofM , the 1NCMTM ′ uses two counters C1 and C2. Counter C1 is used to record the
increases in C while C2 is used to record the decreases in C .M ′ makes sure that in the simulation ofM of the increases and
decreases associated with an ordered set (αi1 , . . . , αin), all increases come before the decreases. Thus once M
′ completes
the simulation of an accepting computation ofM both C1 and C2 must contain the same value (whichM can check). 
As was observed in [6], Theorem 2 does not hold for deterministic machines. Consider the language L = {x |x in
{a, b, c, d}+, the sum of the lengths of all runs of c ’s occurring between symbols a and b (in this order) equals the number of
d’s }. L can be accepted by a 5-crossing 2DCMwith only one 1-reversal counterM as follows: on input x (with end markers),
M moves its input head right looking for the first occurrence of a substring ayb for some y in {c, d}∗. Then it moves the head
left to a of ayb and then increments the counter storing the sum of the runs of c ’s in y as it moves right on the input. It
then moves right of b and repeats the process. Clearly, when the head reaches the right end marker, M would have made
no more than 3-crossing. Finally, M moves its head to the left end marker and checks (by decrementing the counter) that
the number of d’s in the input is equal to the number stored in the counter. M is then 5-crossing. However, as noted in
[6], L cannot be accepted by any 1DCM or by a 2DCM which makes a fixed number of turns on the input. Clearly, we can
construct a 5-crossing 2DCMT A from the 5-crossing 2DCM which outputs ε on every move. The relation defined by A is
then R(A) = L×{ε}, which cannot be defined by any 1DCMT. Hence, finite-crossing 2DCMTs can define more relations than
1DCMTs. Note that L can easily be accepted by a 1NCM (with one 1-reversal counter) by just guessing and verifying, as it
moves left-to-right on the input x, the locations of the substrings of the form ayb in x.
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Fig. 1. A description of an accepting computation of a 2NCM by (a) a time-input graph, and (b) a linear tree.
Corollary 1. It is decidable to determine, given a finite-crossing 2NCM M1 and a 1NPCM M2, whether L(M1) ∩ L(M2) = ∅.
Proof. From Theorem 2, we construct a 1NCM M ′1 from finite-crossing 2NCM M1 such that L(M
′
1) = L(M1). Then we
construct a 1NPCM M which, on a given input, simulates M ′1 and M2 in parallel. Then L(M1) ∩ L(M2) = ∅ if and only if
L(M) = ∅, which is decidable by Theorem 1. 
3. 3-phase finite-crossing 2NPCMs
We can generalize Theorems 1 and 2. Define a 3-phase finite-crossing 2NPCMM which operates in three phases: in the
first phase,M operates as a finite-crossing 2NCMwithout using the stack. In the second phase, with the configuration (state,
input head position, and counter values) the first phase left off,M operates as a 1NPCMwhere the head can only move right
on the input. Finally, in the third phase with the configuration (state, head position, counter values but not the stack) the
second phase left off, M operates again as a finite-crossing 2NCM without using the stack. It is possible that the machine
has only one or two phases. So, e.g.,M can accept with only Phase 1, or with only Phases 1 and 2. A 3-phase finite-crossing
2DPCM is one in which all phases are deterministic.
We will need the following result for the proofs in the next section.
Theorem 3. It is decidable to determine, given a 3-phase finite-crossing 2NPCM M, whether L(M) = ∅.
Proof. Assume thatM has disjoint state set and input alphabet. SupposeM has n counters. Let 0, 1 be new symbols. Define
the following languages:
1. L1 = {q1i01j10 · · · 01jnxp1s01k10 · · · 01kn | in Phase 1, M on input x ends the phase in state q with the input head on
position i of x and the 1-reversal counters with values j1, . . . , jn}.
2. L2 = {q1i01j10 · · · 01jnxp1s01k10 · · · 01kn | in Phase 2, M when started in state q with the input head on position i of x
and the counters with values j1, . . . , jn, ends the phase in state pwith the input head on position s of x and the 1-reversal
counters with values k1, . . . , kn}.
3. L3 = {q1i01j10 · · · 01jnxp1s01k10 · · · 01kn | in Phase 3, M when started in state p with the input head on position s of x
and the counters with values k1, . . . , kn, accepts}.
We construct a finite-crossing 2NCMM1 which, when given input q1i01j10 · · · 01jnxp1s01k10 · · · 01kn , simulates Phase 1 of
M on x and at the end of Phase 1, checks that the state is q and, using additional counters, checks that the head is on position
i and the counters have values j1, . . . , jn. Similarly, we can construct a 1NPCMM2 and a finite-crossing 2NCMM3 accepting
L2 and L3, respectively. One can easily verify that L(M) = ∅ if and only if L(M1) ∩ L(M2) ∩ L(M3) = ∅. We then construct
a finite-crossing 2NCM M4 such that L(M4) = L(M1) ∩ L(M3). Then L(M) = ∅ if and only if L(M4) ∩ L(M2) = ∅, which is
decidable by Corollary 1. 
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Theorem 3 seems to be the strongest result that we can prove in the sense that we cannot generalize the 1NPCM in the
second phase to be a finite-crossing 2NPCM. In fact, as wewill see in the next section, a 2DPDAwhichmakes only 3 reversals
on the stack and 2-turns on the input has an undecidable emptiness problem. However, for machines accepting bounded
languages, we have the following:
Theorem 4. It is decidable to determine, given a finite-crossing 2DPCMM accepting a bounded language (i.e., L(M) ⊆ w∗1 · · ·w∗k
for some given k ≥ 1 and stringsw1, . . . , wk), whether L(M) = ∅.
Proof. It was recently shown in [12] that the set Q = {(i1, . . . , ik) | wi11 · · ·wikk is in L(M)} is a semilinear set effectively
constructable fromM . The theorem then follows since emptiness of semilinear sets is decidable. 
4. Proofs of the main results
Lemma 1. We can effectively convert a finite-crossing 2DCM M1 to an equivalent finite-crossing 2DCM M2 such that on every
input, M2 eventually falls off the right end marker in either an accepting state or a rejecting state.
Proof. Let M1 be a k-crossing 2DCM with s transition rules and d 1-reversal counters. Suppose x = a1 · · · an is an input
(where a1 and a2 denote the end markers) accepted by M1 (hence M1 halts on x). Denote by v(i), the number of times the
head ofM1 moves to the right or to the left of symbol ai during the computation.We do not count (i.e., v(i) does not include)
the timeswhen the head remains on symbol ai , which can be unbounded. Clearly, v(1)+· · ·+v(n) ≤ kn, since the boundary
between any two input symbols can be crossed no more than k times.
We construct a halting finite-crossing 2DCM M2 simulating M1 as follows. M2 will have a new counter C , in addition to
the d counters of M1. M2 starts by moving its head on the input incrementing C by k for each symbol (thus, M2 remains on
each symbol k times, since it can only increment the counter by 1 at each step).When kn has been stored in C ,M2 increments
C by 1 (hence C will have value kn+1) andmoves the input head back to the left endmarker. ThenM2 simulatesM1 keeping
track of the following situations:
1. If the input head remains on a symbol more than s steps without a counter being decremented, thenM1 is in an infinite
loop.M2 moves the input head to the right and falls off the right end marker in a rejecting state.
2. If the input head remains on a symbol more than k steps but with at least one counter getting decremented during this
time period, the simulation continues.
3. Every time the input head moves right of a symbol or left of a symbol (different from the left end marker a1), M2
decrements C .
4. If during the simulation C becomes zero, thenM1 is in an infinite loop.M2 moves the input head to the right and falls off
the right end marker in a rejecting state.
5. IfM1 attempts to move left of a1 (the left end marker) or enters a configuration where there is no next move,M2 moves
the input head to the right and falls off the right end marker in a rejecting state.
Since the counters are 1-reversal, when a counter becomes zero, it remains zero. It follows that only the 5 situations above
can happen. 
Theorem 5. The following problems are decidable:
1. Given a finite-crossing 2NCMT A1 and a finite-crossing 2DCMT A2, is R(A1) ⊆ R(A2)?
2. Given two finite-crossing 2DCMTs A1 and A2, is R(A1) = R(A2)?
Proof. Clearly, we only need to prove (1). We may assume (by adding extra states if necessary) that A1 and A2 output ε or a
single symbol permove. LetM1 be the underlying finite-crossing 2NCMof A1 andM2 be the underlying finite-crossing 2DCM
of A2. Thus, L(M1) = domain(R(A1))1 and L(M2) = domain(R(A2)). By Lemma 1, we may assume that M2 always accepts
or rejects a given input. Clearly, R(A1) * R(A2) if and only if there exists an x such that the following two conditions are
satisfied:
(a) For some y, (x, y) is in R(A1), and
(b) x is not in domain(R(A2)), or x is in domain(R(A2)) and the only z such that (x, z) is in R(A2) is different from y.
Given A1,M1, A2,M2, we construct a finite-crossing 2NCM M such that L(M) ≠ ∅ if and only if the conditions above are
satisfied.
1. M stores a nondeterministically chosen number r in two special counters C1 and D1. (Thus,M increments these counters
simultaneously r times.) Then M simulates an accepting computation of A1 (suppressing the outputs) and determines
the r-th symbol, say a, of output y of the computation as follows: At each step, M decrements counter D1 whenever A1
outputs a symbol. When D1 becomes zero,M has located the symbol. Note that a = ε if r > |y|.
1 For a binary relation R, domain(R) = {x | (x, y) is in R for some y}.
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2. M then simulates M2 on x. If M2 rejects x (thus x is in domain(R(A1)) but not in domain(R(A2))), then M accepts. If M2
accepts x (thus, x is in domain(R(A1)) and in domain(R(A2))), then, as in (1), M stores a nondeterministically chosen
number s in another set of counters C2 and D2. M then simulates A2 and determines the s-th symbol, say b, of z. M uses
counter D2 for this purpose. Again, b = ε if s > |z|. Then M verifies that a ≠ b and C1 = C2 (by decrementing these
counters to check that they become zero at the same time), and accepts.
The result follows since we can decide if L(M) = ∅ by Theorem 2. 
The following suggests that A2 being deterministic in Theorem 5 is necessary.
Proposition 3. There is a fixed single-valued real-time 1-reversal 1NCMT(1) A (thus the transducer has one 1-reversal counter
and the input head moves right at every step and only outputs one value for every input string) over some input alphabetΣ such
that it is undecidable to determine, given a positive integer d, whether R(Ad) = Σ∗×{ε}, where Ad denotes A with initial counter
value d. (Note that d is the only parameter in the decision problem.)
Proof. Theorem 1 in a recent paper [11] showed that there is a fixed nondeterministic real-time machine M with one 1-
reversal counter over some input alphabetΣ such that it is undecidable to determine, given an arbitrary positive integer d,
whether L(Md) = Σ∗ (whereMd denotesM with initial counter value d.) We construct fromM a fixed real-time 1-reversal
1NCMT(1) that outputs ε at every step. Hence, R(Ad) = L(Md)×{ε}, and R(Ad) = Σ∗×{ε} if and only if L(Md) = Σ∗, which
would be undecidable. 
Proposition 3 contrasts the decidability of equivalence for finite-valued 1NFTs (i.e., when transducers have no counter)
[7,3,13]. However, the following result (which we will need later) shows that we can decide if a finite-crossing 2NCMT is
k-valued for a given k.
Theorem 6. It is decidable to determine, given a finite-crossing 2NCMT A and a positive integer k, whether A is k-valued.
Proof. First consider k = 1. Given a finite-crossing 2NCMT A, we construct a finite-crossing 2NCM M , which on input
#x$, simulates A and uses two additional counters C1 and C2. M simulates A suppressing the output and storing in
counter C1 a position (which is nondeterministically selected) on the output in this accepting computation where another
accepting computation may differ. It also remembers the output symbol a in this location. When A accepts,M resets all the
counters (except C1) to zero and simulates another accepting computation of A and stores in counter C2 a position (again
nondeterministically selected) of a symbol b in this second accepting computation and makes sure that a ≠ b. When A
accepts,M checks that counters C1 and C2 have the same values by decrementing C1 and C2 simultaneously.
Clearly the above idea generalizes for any k. In this case,M nondeterministically simulates k+1 accepting computations,
say T1, . . . , Tk+1 of A on input #x$ and verifies that these computations produce pair-wise distinct outputs (without actually
generating the outputs).M uses two 1-reversal counters to check that two computations give different outputs (i.e., disagree
on the output symbols in some position). Thus,M uses a total of k(k+ 1) 1-reversal counters. Then A is not k-valued if and
only if L(M) ≠ ∅, which is decidable by Theorem 2. 
We also note that Theorem 5 cannot be generalized to the case when A1 or A2 has an unrestricted counter, even when
the input head is constrained to make only 2 turns, as the following result shows:
Proposition 4. There is a fixed 2DCAT (i.e., a 2DFA transducer with one unrestricted counter) A which makes only 2 input head
turns such that it is undecidable to determine, given an arbitrary positive integer d, whether R(Ad) = ∅, where Ad is A with initial
counter value d. (Thus, d is the only parameter to the decision problem.)
Proof. It was shown in [11] (Theorem 9) that there is a fixed deterministic real-time counter machine M and a fixed
deterministic real-time counter machine M ′ such that it is undecidable to determine, given an arbitrary positive integer
d, whether L(Md) ∩ L(M ′) = ∅, where Md is M with initial counter value d. (M ′ always starts with counter value 0.) The
counters of the machines are unrestricted.
Clearly, we can construct a fixed 2DCAT A that outputs ε at every step which, with initial counter value d, simulates
A and when it accepts, zeros out the counter, returns the head to the left end marker and simulates M ′. Then R(Ad) =
(L(Md) ∩ L(M ′))× {ε}. It follows that it is undecidable to determine, given Ad, whether R(Ad) = ∅. 
We can generalize Theorem 5. A finite-crossing 2UDCMT A is a finite union of finite-crossing 2DCMTs. Thus, R(A) =
R(A1)∪ · · · ∪ R(An) for some n, where Ai is a finite-crossing 2DCMT. We assume that the state sets of A1, . . . , An are disjoint.
Note that A is a special case of a 2NCMT in that the only nondeterministic move of A is at the start of the computation: with
its input head on the left end marker, A outputs ε, remains on the end marker, and has a choice of entering the initial state
qi0 of A
i, i = 1, . . . , n.
Theorem 7. The following problems are decidable:
1. Given a finite-crossing 2NCMT A1 and a finite-crossing 2UDCMT A2, is R(A1) ⊆ R(A2)?
2. Given two finite-crossing 2UDCMTs A1 and A2, is R(A1) = R(A2)?
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Proof. Again,weonly need to prove (1). LetM1 be theunderlying finite-crossing 2NCMofA1 (hence L(M1) = domain(R(A1)))
and let n finite-crossing 2DCMTs A12, . . . , A
n
2 (for some n) be such that R(A2) = R(A12)∪ . . .∪ R(An2). LetM i2 be the underlying
finite-crossing 2DCM of Ai2 (hence L(M
i
2) = domain(R(Ai2))) for 1 ≤ i ≤ n. Then R(A1) * R(A2) if and only if there exists an
x such that the following two conditions are satisfied:
(a) For some y, (x, y) is in R(A1).
(b) For 1 ≤ i ≤ n: x is not in domain(R(Ai2)), or if x is in domain(R(Ai2)), then there is a zi such that (x, zi) is in R(Ai2) and
y ≠ zi. (Note that zi is unique.)
We construct from finite-crossing 2NCMT A1 and its underlying finite-crossing NCM M1, finite-crossing 2DCMTs
A12, . . . , A
n
2 and their underlying finite-crossing 2DCMs M
1
2 , . . . ,M
n
2 , a finite crossing 2NCM M , which when given an input
x, accepts if conditions (a) and (b) of the Claim above are satisfied. Hence L(M) ≠ ∅ if and only if R(A1) * R(A2).
The construction of M generalizes the idea in the construction in the proof of Theorem 5. Since xmay be in the domain
of all the Ai2’s (i.e., accepted by all theM
i
2’s), andM needs to check that y is different from all the zi’s,M may need to use 4n
1-reversal counters for this purpose. Note that M i2 is used to determine if there exists a zi such that (x, zi) is in R(A
i
2). We
omit the details. 
Lemma 2. We can effectively convert a 1DPCM M1 to an equivalent 1DPCM M2 that always accepts or rejects a given input.
Proof. Let s and t be the number of states and the size of the stack alphabet (Γ ) ofM1, respectively. SupposeM1 is equipped
with m 1-reversal counters. Let r be the maximum number of stack symbols that can be written in one transition step of
M1. For a sequence of moves involving only ε-transitions, a configuration (ignoring the input head position) can be captured
by [q, α, c1, . . . , cm], where q is a state, α (∈ Γ ∗) is the stack content with its leftmost symbol representing the top of
the stack symbol, and c1, . . . , cm(≥ 0) represent the values of the m counters. In what follows, we show that any infinite
sequence of ε-moves byM1 must exhibit the following periodic form as its suffix computation: · · ·
∗⊢ [q, Xα, c1, c2, . . . , cm]∗⊢ [q, Xβα, c1 + ∆1, c2 + ∆2, . . . , cm + ∆m]
∗⊢ · · · ∗⊢ [q, Xβkα, c1 + k∆1, c2 + k∆2, . . . , cm + k∆m]
∗⊢ · · · , where X ∈ Γ ,
α, β ∈ Γ ∗, and ci,∆i ≥ 0,∀1 ≤ i ≤ m. Also, none of the above ε-moves involves decrementing a counter. To see this, it
is clear that along an infinite sequence of ε-moves there must be a point beyond which none of the moves decrements a
counter, for all the counters are 1-reversal bounded. Let σ : z1 ⊢ z2 ⊢ · · · be such an infinite suffix computation comprising
of only ε-moves and
(i) none of the moves decrements a counter, and
(ii) z1 has the smallest stack height among all configurations in σ .
With respect to σ , consider the following two cases.
1. (Case 1):M1’s stack grows unbounded. In this case, consider a subsequence along which the height of the stack increases
by at least r ·s · t symbols. Then a sub-computation σ ′ : [q, Xα, c1, c2, . . . , cm]
∗⊢ [q, Xβα, c1+∆1, c2+∆2, . . . , cm+∆m]
must exist, along which the stack never falls below Xα. If test-for-zero is never applied to a counter with a positive gain
in its counter value along σ ′, then the transition sequence of σ ′ will repeat forever, witnessing an infinite sequence of
ε-moves.
2. (Case 2): M1’s stack remains bounded. As explained in Case 1, the increase in stack height between two configurations
along σ cannot exceed rst; otherwise, M1’s stack grows unbounded. With t stack symbols, s states, and the starting
configuration z1 of σ having the smallest stack height, from z1 any sequence of length longer than s(1+ t+ t2+· · ·+ t rst)
(≤ s(t + 1)rst ) must contain a sub-computation σ ′ : [q, Xα, c1, c2, . . . , cm]
∗⊢ [q, Xα, c1 + ∆1, c2 + ∆2, . . . , cm + ∆m],
whose transition sequence can repeat forever provided that test-for-zero is never applied to a counter with a positive
gain in its counter value.
In view of Cases 1 and 2 above, an infinite sequence of ε-moves is guaranteed if from configuration z1 one witnesses (i) the
difference in stack height exceeds rst (i.e., Case 1), or (ii) the length of the computation is longer than s(t + 1)rst (i.e., Case
2). The new 1DPCM M2 incorporates two finite counters X and Y (initially set to rst and s(t + 1)rst , resp.) in its finite state
control to keep track of the difference in stack height as well as the computation length, resp. The values of X and Y are
updated as the computation proceeds. During the course of the computation, X and Y are ‘‘reset’’ back to their initial values
rst and s(t+1)rst , resp., if one of the following takes place: (1) a real input symbol is read, (2) a counter is decremented, (3) a
test-for-zero and subsequently an increment are applied to the same counter, and (4) the stack height decreases. The above
‘‘resetting’’ is to ensure that checking the presence of the condition in Case 1 or 2 begins with the proper suffix computation
σ . If either X or Y becomes zero, an infinite loop of ε-moves is detected.M2 then enters a designated ‘‘dead’’ (rejecting) state
to consume the rest of the input symbols before halting.
The above strategy is similar to that of showing the class of languages accepted by deterministic pushdown automata
(DPDA) to be closed under complementation (see pp. 235–239 in [8] for a proof). To complete our proof, one also has to take
care of the case when M1 gets stuck (i.e., without any legal next moves) before consuming the entire input string, or after
reading the input string,M1 takes several ε-moves some of which reach accepting states while others reach non-accepting
states. Either case is easy to handle. 
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Lemma 3. We can effectively convert a 3-phase finite-crossing 2DPCM M1 to an equivalent 3-phase finite-crossing 2DPCM M2
that always accepts or rejects a given input.
Proof. By definition, the computation of a 3-phase finite-crossing 2DPCM consists of three phases: a finite-crossing 2DCM
phase, followed by a 1DPCM phase, and by a finite-crossing 2DCM phase. We need only make sure that each of these
phases can be made halting. This can be done using the constructions in the proofs of Lemmas 1 and 2 by noting that the
constructions there do not depend on the initial position of the input head, the initial values of the counters, and the initial
content of the stack (for the case of Lemma 2). 
Define a 3-phase finite-crossing 2NPCMT to be a 3-phase finite-crossing 2NPCMwith outputs. The deterministic version
is called a 3-phase finite-crossing 2DPCMT. Our next result generalizes Theorem 5:
Theorem 8. The following problems are decidable:
1. Given a finite-crossing 2NCMT A1 and a 3-phase finite-crossing 2DPCMT A2, is R(A1) ⊆ R(A2)?
2. Given a 3-phase finite-crossing 2NPCMT A1 and a finite-crossing 2DCMT A2, is R(A1) ⊆ R(A2)?
3. Given a finite-crossing 2DCMT A1 and a 3-phase finite-crossing 2DPCMT A2, is R(A1) = R(A2)?
Proof. Clearly, part (3) follows from parts (1) and (2). For part (1), letM1 be the underlying finite-crossing 2NCM of A1 and
M2 be the underlying 3-phase finite-crossing 2DPCM of A2. Thus, L(M1) = domain(R(A1)) and L(M2) = domain(R(A2)). By
Lemma 3, we may assume thatM2 always accepts or rejects a given input. Clearly, R(A1) * R(A2) if and only if there exists
an x such that the following two conditions are satisfied:
(a) For some y, (x, y) is in R(A1).
(b) x is not in domain(R(A2)), or x is in domain(R(A2)) and there is a z such that (x, z) is in R(A2) and y ≠ z.
GivenA1,M1, A2,M2, we construct a 3-phase finite-crossing 2NPCMM such that L(M) ≠ ∅ if and only if the conditions above
are satisfied. The details of the operation ofM generalize the construction given in Theorem 5. The result then follows, since
emptiness of 3-phase finite-crossing 2NPCMs is decidable by Theorem 3.
The proof for part (2) is similar to that of part (1) by simply ‘‘switching’’ the roles of A1 andM1 with those of A2 andM2. 
Next we show that Theorem 7 part 1 also holds when A1 is a 1NPCMT.
Theorem 9. The following problems are decidable:
1. Given a 1NPCMT A1 and a finite-crossing 2UDCMT A2, is R(A1) ⊆ R(A2)?
2. Given a finite-crossing 2NCMT A1 and a 1DPCMT A2, is R(A1) ⊆ R(A2)?
3. Given a finite-crossing 2UDCMT A1 and a 1DPCMT A2, is R(A1) = R(A2)?
Proof. Again, (3) follows from (1) and (2). The proof of (1) is similar to the proof of part 1 of Theorem 7, but nowM would be
a 3-phase finite-crossing 2NPCM operating only with phases 2 and 3, and noting that emptiness of 3-phase finite-crossing
2NPCM is decidable (Theorem 3). A similar construction applies to (2), noting that, according to Lemma 2, the underlying
1DPCM of a 1DPCMT can always be converted to one that always accepts or rejects a given input. The finite-crossingM will
be a 3-phase finite-crossing 2NPCM operating only with phases 1 and 2. We omit the details. 
Parts (2) and (3) of Theorem 9 cannot be strengthened by generalizing the 1DPCMT to be a finite-crossing 2DPCMT as
the following shows.
Proposition 5. There is a fixed 3-reversal 2DPDT (i.e., the stack makes only 3 reversals) which makes only 2 input head turns
such that it is undecidable to determine, given an arbitrary non-null string z, whether R(Az) = ∅, where Az is A with initial stack
content z. (Thus, the only parameter to the decision problem is the initial stack content z.)
Proof. Theorem 5 in [11] showed that there is a fixed deterministic real-time 1-reversal 1DPDA M (i.e., the stack makes 1
reversal) and a fixed deterministic real-time 1-reversal 1DPDAM ′ such that it is undecidable to determine, given an arbitrary
non-null string z, whether L(Mz) ∩ L(M ′) = ∅, where Mz is M with initial stack content z. (M ′ always starts with a fixed
stack symbol.) As in Proposition 4. we can construct a fixed 3-reversal 2DPDA which with initial stack content z, simulates
M and when it accepts returns the head to the left end marker and simulates M ′. Then R(Az) = (L(Mz) ∩ L(M ′)) × {ε}. It
follows that is undecidable to determine, given Az , whether R(Az) = ∅. 
However, Theorem 9 generalizes for the case when the pushdown transducers are 3-phase finite-crossing:
Theorem 10. The following problems are decidable:
1. Given a 3-phase finite-crossing 2NPCMT A1 and a finite-crossing 2UDCMT A2, is R(A1) ⊆ R(A2)?
2. Given a finite-crossing 2NCMT A1 and a 3-phase finite crossing 2DPCMT A2, is R(A1) ⊆ R(A2)?
3. Given a finite-crossing 2UDCMT A1 and a 3-phase finite-crossing 2DPCMT A2, is R(A1) = R(A2)?
Proof. Part (3) follows from parts (1) and (2). Part (2) has already been shown in Theorem 8. Part (1) follows the ideas in
the proof of part 1 of Theorem 9 (which, in turn, uses the ideas in the proof of part (1) of Theorem 7). 
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5. Finite-crossing 2NFTs
Recall from Theorem 6 that it is decidable to determine, given a finite-crossing 2NCMT A and a positive integer k, whether
A is k-valued; hence this result applies to the special case when A is a finite-crossing 2NFT. Here we show that containment
(hence, also equivalence) of single-valued finite-crossing 2NFTs is decidable.
Theorem 11. The following problems are decidable:
1. Given a finite-crossing 2NCMT A1 and a single-valued finite-crossing 2NFT A2, is R(A1) ⊆ R(A2)?
2. Given a single-valued finite-crossing 2NFT A1 and a finite-crossing 2DCMT A2, is R(A1) ⊆ R(A2)?
3. Given a single-valued finite-crossing 2NFT A1 and a finite-crossing 2DCMT A2, is R(A1) = R(A2)?
Proof. Part (3) follows from (1) and (2). Part (2) is a special case of (1) of Theorem 5. Part (1) is similar to the proof of (1)
of Theorem 5 by noting the fact that we can effectively construct from the underlying 2NFA M2 of the 2NFT A2 a 1DFA M ′2
accepting the (regular) language L(M2) and, therefore, M ′2 always accepts or rejects any given input. Hence, we can decide
if L(M1) * L(M2), whereM1 is the underlying finite-crossing 2NCM of A1, as described in the proof of Theorem 5. 
The next theorem generalizes the above result. The proof is similar, using Theorem 8.
Theorem 12. The following problems are decidable:
1. Given a 3-phase finite-crossing 2NPCMT A1 and a single-valued finite-crossing 2NFT A2, is R(A1) ⊆ R(A2)?
2. Given a single-valued finite-crossing 2NFT A1 and a 3-phase finite-crossing 2DPCMT A2, is R(A1) ⊆ R(A2)?
3. Given a single-valued finite-crossing 2NFT A1 and a 3-phase finite-crossing 2DPCMT A2, is R(A1) = R(A2)?
6. Conclusion
We have looked at the containment and equivalence problems for various two-way transducers augmented with
auxiliary memory from the decidability viewpoint. In recent articles [1,2], deterministic and nondeterministic versions of
the so-called streaming string transducers (SSTs, for short) were investigated. An SST uses a finite set of variables ranging over
strings from the output alphabet in the process ofmaking a single pass through the input string to produce the output string.
It was shown in [1] that deterministic SSTs and two-way deterministic finite transducers (2DFTs) are equally expressive.
For nondeterministic SSTs, they are incomparable with 2-way nondeterministic finite transducers (2NFTs) in terms of the
expressiveness, although they are more expressive than 1-way nondeterministic finite transducers (1NFTs).
As ‘‘variables’’ used in SSTs can be regarded as a form of auxiliary memory, it would be of interest to further investigate
the relationship between two-way (finite-crossing) transducers augmented with auxiliary memory and SSTs with respect
to the expressiveness as well as various decision problems. As was pointed out earlier, the relation T = {(xdk, y) | x ∈
Σ+, k > 0, |x| ≥ 2k, x = x1x2x3, |x1| = |x3| = k, y = x3x2x1}, where d is a symbol not in alphabetΣ can be implemented
on a finite-crossing 2DCMT, but cannot be implemented on a 2DFT. Hence, finite-crossing 2DCMTs aremore expressive than
deterministic SSTs, as the latter are equivalent to 2DFTs. The relationship between nondeterministic SSTs and various 2-way
(finite-crossing) transducers with auxiliary memory remains unknown.
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