Abstract-In this paper, a novel multi-source transfer learning method based on multi-similarity ((MS) 2 TL) is proposed. First, we measure the similarities between domains at two levels, i.e., "domain-domain" and "sample-domain". With the multisimilarities, (MS) 2 TL can explore more accurate relationship between the source domains and the target domain. Then, the knowledge of the source domains is transferred to the target based on the smoothness assumption, which enforces the requirement that the target classifier shares similar decision values with the relevant source classifiers on the unlabeled target samples. (MS) 2 TL can increase the chance of finding the sources closely related to the target to reduce the "negative transfer" and also imports more knowledge from multiple sources for the target learning. Furthermore, (MS) 2 TL only needs the pre-learned source classifiers when training the target classifier, which is suitable for large datasets. We also employ a sparsity-regularizer based on the ε-insensitive loss to enforce the sparsity of the target classifier with the support vectors only from the target domain such that the label prediction on any test sample is very fast. We also use the ε-insensitive loss function to enforce the sparsity of the decision function for fast label prediction. Validation of (MS) 2 TL is performed with toy and real-life datasets. Experimental results demonstrate that (MS) 2 TL can more effectively and stably enhance the learning performance. Finally, (MS) 2 TL is also applied to the communication specific emitter identification task and the result is also satisfying.
I. INTRODUCTION
Transfer learning [1] - [2] can effectively exploit and transfer the knowledge from different but similar source domains for target domain learning. Recently, transfer learning has been applied to many real-world applications, such as text processing [3] , computer vision [4] - [5] , network identification [6] , automatic control [7] , etc.
For the single-source domain setting, much work has been developed [1] . In general, the effectiveness of the knowledge transfer from a source domain to the target domain depends on how well they are related. The stronger the relationship, the more usable will be the Manuscript received January 5, 2016 ; revised June 20, 2016 . This work was supported by the National High-tech R&D Program (863 Program) of China, and Anhui Provincial Natural Science Foundation (NO.1308085QF99, NO.1408085MKL46).
Corresponding author email: ahulz@163.com. doi:10.12720/jcm.11.6.539-549 source knowledge. Often in practice, one may be offered more than one source domain for learning. If we only use one source domain for learning, it is wasteful and we also can't ensure that the selected source domain is well related with the target domain. Brute force transferring in case of weak relationships may lead to performance deterioration of the target domain learning, i.e., "negative transfer". In this paper, we propose a novel multi-source transfer learning method called (MS) 2 
TL (MultiSimilarity based Multi-Source Transfer Learning). (MS)
2 TL explores the relationships between the source domains and the target domain by multi-similarity metric. Then, the knowledge of the source domains is transferred to the target based on the smoothness assumption, which enforces that the target classifier shares similar decision values with the relevant source classifiers on the unlabeled target samples.
We summarize the main contributions of this paper as follows: We propose a novel multi-source transfer learning method called (MS) 2 TL, which can not only improve the ability to avoid the problem of "negative transfer" but also explore more knowledge from the source domains for the target domain learning. In (MS) 2 TL, we measure the similarities between domains at two levels, i.e., "domain-domain" and "sampledomain". With the multi-similarities, we then define a multi-source transfer manifold regularizer and add it into the optimal function of (MS) 2 TL for knowledge transfer. We also use the ε-insensitive loss function to enforce the sparsity of the decision function for fast label prediction. Furthermore, (MS) 2 TL only needs the pre-learned source classifiers when training the target classifier, which is suitable for large datasets. (MS) 2 TL can be readily introduced to many kernel methods and extend these methods to the corresponding transfer learning methods [8] . In this paper, we give our method under the framework of least square SVM (LS-SVM) [9] . We evaluate our method in two multiple transfer learning related applications, i.e., target recognition and document retrieval. Experimental results demonstrate that (MS) 2 TL can more effectively and stably enhance the learning performance. Finally, the proposed algorithm is applied to the communication specific emitter identification task and the result is also satisfying.
The rest of the paper is organized as follows: In Section II, we briefly review the related work; In Section III, the proposed method (MS) Section IV, extensive experiments are performed; Some conclusions are given in Section V.
II. R
Chattopadhyay et al. [10] proposed a weighting scheme which gives higher weights to those source domains with similar conditional probability distributions to the target. Based on [10] , Sun et al. [11] proposed a two-stage transfer methodology in which the source samples are first weighted based on the marginal probability differences and then re-weighted by the weighting scheme in [10] .
Ref. [10] and [11] use the source domain samples to train a target classifier whenever a new task is conducted. It is not efficient when the size of dataset is large. A more efficient way is to train a classifier in each source domain and combine these source classifiers based on the relationships between the source domains and the target domain. Schweikert et al. [12] proposed a multi-source transfer learning algorithm by combining the pre-learned source classifiers and target classifier through a so-called multiple convex combination. Yang et al. [13] proposed adaptive support vector machine (A-SVM) to learn a new SVM classifier for the target domain, which is adapted from the existing classifiers trained with the source domain samples.
However, in [13] , equal weights were used for all source classifiers without considering the differences among the source domains. Besides, numerous unlabeled samples in the target domain are also not exploited in A-SVM. Duan et al. [14] proposed the data-dependent regularizer and proposed a multi-source transfer learning method called Domain Adaptation Machine (DAM). DAM could assign different weights based on the similarities between the source domains and the target domain and use all the samples for learning. [14] proposed DAM which simultaneously minimizes the loss of the labeled training data from the target domain as well as a data-dependent regularizer defined on the unlabeled data. The proposed framework DAM is then formulated as follows:
where () In DAM, the key of knowledge transfer is the data-
where s  is the similarity weight of the sth source s D and is computed as follows 
the maximum mean discrepancy (MMD) [15] for measuring the data distributions between the sth source domain and the target domain. MMD is an effective nonparametric distance metric for comparing data distributions in the reproducing kernel Hilbert space. whole. The similarity measurement is not enough detailed and accurate. As we know, it is important to find and measure the relationships between the source domains and the target domain for transfer learning. To explore the relationships between domains better, we give a multi-similarity measurement at two levels, i.e., "domaindomain" and "sample-domain". With the defined multisimilarity weights, we modify the regularizer in (2) and then give our method (MS) 2 TL under the framework of DAM.
A. Multi-Similarity
In Fig. 1 , the triangles and the circles represent one class respectively. Fig. 1 shows that the classification model learned in the biased source domain is not reliable Firstly, we concern the overall similarities between the source domains and the target domain, i.e., the similarity at the level of "domain-domain". Here, we use the similarity weight s  in (3) as the measurement.
Since the samples in the target domain are different, their relevancies to a source domain are also different. To describe the relationship between the target domain and the source domains further in detail, we concern the similarities at the level of "sample-domain". Here, two kinds of distance are first given: the average distance in the neighborhood (i.e., (3) and (6), we defined the similarities between the source domains and the target domain at the two levels of "domain-domain" and "sample-domain". The multi-similarities can measure the distribution relevance in more detail, which is in favor of the transfer learning.
B. Multi-Source Transfer Manifold Regularizer
Belkin et al. [16] proposed the manifold assumption which enforces the decision function to be smooth on the data manifold, namely, the two samples in a high-density region should share similar decision values. Motivated from the manifold assumption, we similarly assume that the target domain classifier T f should have similar decision values on the unlabeled target samples with the pre-learned classifiers from the relevant source domains. Based on the similarities defined in section III.A, the multi-source transfer manifold regularizer ()
where s
 and is
A are the similarity weights defined in (3) and (6) respectively. As shown in x will be similar. Thus, we can transfer the knowledge from the sources to the target under this assumption of "domain relevance-decision constraint".
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C. The Solution
The minimizer of the optimization problem in (1) admits a form of ( ) ( )
and then the
modeled as the square error of the target domain classifier T f on the labeled target samples, which is analogous to the LS-SVM [9] . Under the framework of DAM in (1), the optimal function of (MS) 2 
TL is then formulated as follows
To solve (8) efficiently, the ε-insensitive loss function in SVR [17] is introduced into (8) . Then, we rewrite (8) as follows 2 ,, 1
where the ε-insensitive loss function
Since ()  is non-smooth, (9) is usually transformed as a constrained optimization problem * 2 * , , ,
. . ( ) , 0 
Setting the derivatives of (13) 
where
Since the dual form of (15) is similar to the dual of ε-SVR [18] , the objective function of (MS) 2 TL in (9) can be solved efficiently by using state-of-the-art SVM solvers such as LIBSVM [19] . For any test sample x , the decision value of the target classifier (16) which is a linear combination of ( , )
T i k xx's without involving any base classifiers. According to the KarushKuhn-Tucker (KKT) conditions in (14) , if the target sample 
IV. EXPERIMENTS AND DISCUSSIONS
If we only concern the similarity at the level of "domain-domain", namely, set all the is A equal to 1, (MS) 2 TL would change to be similar to the DAM algorithm [14] . Considering their relations, we compare our method (MS) 2 TL with DAM in the experiments. To show the improvement by the transfer leaning progress, we also compare our (MS) 2 TL with a non-transfer learning classification strategy represented as "Base" in the experiments. The Base means that the source domain classifiers s f 's are used to predict the unlabeled target samples directly and the average accuracy is the final result.
To demonstrate that (MS) 2 TL can use different type of classifier as source classifiers s f , we also conduct experiments with three types of source classifiers respectively, i.e., LS-SVM, C4.5, and Naï ve Bayes.
In the experiments, we need to fix some parameters empirically, i.e., the number of neighbors (i.e., In order to fully evaluate the algorithm performance, we evaluate (MS) 2 TL for two multi-source transfer learning related applications: 1) target recognition, and 2) document retrieval. Finally, (MS) 2 TL is also applied to the communication specific emitter identification task.
A. Experiments on Target Recognition
The experiments on target recognition use three datasets as the sources [21] : Amazon (images downloaded from online merchants), Webcam (lowresolution images by a web camera), and DSLR (highresolution images by a digital SLR camera). We regard each dataset as a source domain. Caltech-256 [22] In Table I, (MS)   2 TL can effectively improve the classification accuracy regardless of source classifiers and the number of the labeled target samples. The experimental results demonstrate that (MS) 2 TL could better explore the relevant relationship between the source domains and the target domain, and transfer more knowledge from the source domains to promote the target domain learning. As the Base method uses the source classifiers directly without considering the difference between domains, its classification results are always bad. Besides, the average accuracies of (MS) 2 TL are also higher than Base and DAM (last row in each table). In addition, it is can be found that the accuracies of (MS) 2 TL and DAM generally increase along with the increasing of the number of the labeled target domain samples.
B. Experiments on Document Retrieval
In this section, the experiments are conducted for the application of document retrieval. The experimental dataset is the 20 Newsgroups dataset [24] which contains 18774 documents, and has a hierarchical structure with 6 main categories and 20 subcategories. To use the dataset for the purpose of multi-source transfer learning experiments, we regard the subcategories per main category as the samples of the common class in different domains. We choose the samples from three main categories with at least four subcategories and generate three settings to evaluate the algorithms (see Table II for the detailed settings). In every setting, we consider one main category as the positive class and use another one as the negative class, and employ all the samples from two subcategories to construct one domain. In the 20 Newsgroups dataset, each document is represented by the 61188 dimensional word-frequency features. Since the feature dimension is very high, we only perform the experiments with one kind of source classifier (i.e. LS-SVM). The classification accuracies of the methods under different number of the labeled target domain samples are recorded in Table III . The highest accuracy among different methods is highlighted in bold. Table III shows that our method (MS) 2 TL outperforms other algorithms in most cases except that it performs slightly worse than DAM in two cases when setting n=0, and 2 (see setting "comp vs. rec" and "comp vs. sci" in Table III ). When the number of lab`eled samples per class (i.e., n) from the target domain increases, the performances of (MS) 2 TL and DAM both improve. We observe that the Base method also achieves good results by only using the source domain classifiers directly, possibly because the source domains are highly relevant to the target domain. This conjecture is also supported by measuring the similarities between the sources and the target according to section III.A.
C. Parameter Analysis
For further studying the performance of the proposed (MS) 2 TL, the influences of the parameters are considered. In this section, we evaluate the performance variations with respect to the regularization parameters C , L  , L  , and the number of neighbors k N by using the datasets of target recognition described in Section IV.A. When evaluating the performance variations with respect to one parameter, we fix the other parameters as their default values (see the beginning of the Section IV).
First, we consider the performance variations w.r.t. the regularization parameter C . We choose the LS-SVM as the source domain classifier since it also has the parameter C . In the experiments, C is tuned in the range [10 ] is recommended. have a bigger influence on (MS) 2 TL since k N is a key parameter for the knowledge transfer. In most cases, it is observed that the learning performance will be badly hurt if the value of k N is too high or too low. The reason can be concluded as: if the value of k N is set too small, the local scope can not cover all the affinitive examples; on the contrary, if the value is fixed beyond normal scope, the similarity measure may suffer interfere from the false distribution of the irrelevant data. Thus, fixing the value of k N at [6, 10] is recommended. In addition, the influence of k N is small when C4.5 is used as the source classifier. 
D. Application to Communication Specific Emitter
Identification Communication specific emitter identification [25] - [26] is widely used in applications such as spectrum management, cognitive radio, network intrusion detection, intelligence gathering, etc. This system discerns wire-less radio emitters of interest only based on the external signal feature measurements. However, in the real-world application, the feature of the emitter signal always changes along with different operation modes, different times and other conditions. It is difficult to make sure that the training data collected previously is suitable for the current target task. Here, the proposed transfer learning algorithm (MS) 2 TL is applied to this application. Digital radios with the same type and same modulation mode are selected as the specific emitters, whose transmitting signal bandwidth is 25 KHz. The signal is sampled at the sampling frequency of 204.8 KHz under different conditions, e.g., different work frequencies (160MHz or 410MHz), different speakers (speaker 1, speaker 2 or speaker 3), and different receive distances (short distance with direct wave or long distance without direct wave). After the raw data of emitter signal are obtained, we extract the widely adopted emitter features such as envelope box dimension, envelope information dimension, Lempel-Ziv complexity, high-order spectrum, and Hilbert spectrum. Fig. 7 shows the instantaneous envelope and the extracted features of one radio emitter's signal. To validate the performance of transfer learning, we select data sets under various conditions as the source domains and target domain. Information on these datasets is tabulated in Table IV. Table IV as the target domain. The other datasets in Table IV are used as the source domains. In the target domain, we also choose n samples per emitter as the labeled target samples for experiments. n is also tuned in the range [0, 2, 4, 6, 10, 15, 20] . For each source domain, we choose a certain number of samples per emitter for experiments. The number is set as 10, 50, and 100. All the other parameters are set as the default values described at the beginning of Section IV. The experiments are also repeated for 20 times with different source samples and target samples. The average classification accuracies are recorded in Table V to Table  VII 
V. CONCLUSIONS
In this paper, a novel multi-source transfer learning method called (MS) 2 TL is proposed. The method explores the relationships between the source domains and the target domain by multi-similarity metric. Then, the knowledge of the source domains is transferred to the target domain based on the smoothness assumption, which enforces that the target classifier shares similar decision values with the relevant source domain classifiers on the unlabeled target samples. The method can import more knowledge from multiple sources for the target learning and also increase the chance of finding the source domains closely related to the target domain to reduce the "negative transfer". Furthermore, the proposed method only needs the pre-learned source domain classifiers when training the target domain classifier, which is suitable for large datasets. We also use the ε-insensitive loss function to enforce the sparsity of the decision function for fast label prediction. Extensive experiments on the target recognition and document retrieval clearly demonstrate the effectiveness of our method. For further showing the practicality, (MS) 2 TL is also applied to the task of communication specific emitter identification and the result is also satisfying.
