In this paper, we obtain a general expression for the entries of the rth power of a certain n × n complex pentadiagonal Toeplitz matrix where n, r ∈ N.
Introduction
Arbitrary integer powers of special matrices have many applications in some research areas such as numerical analysis, difference equations, differential and delay differential equations, boundary value problems and high order harmonic filtering theory.
Recently, the calculations of the eigenvalues and integer powers of special matrix families have been well studied in the literature. In [1, 2] Rimas obtained the positive integer powers of certain symmetric pentadiagonal matrices of odd and even order in terms of the Chebyshev polynomials. The powers of even order symmetric pentadiagonal matrices are calculated in [3] . Hadj and Elouafi [4] derived the general expression of the characteristic polynomial and eigenvectors for pentadiagonal matrices. Salkuyeh [5] obtained positive integer powers of the tridiagonal Toeplitz matrices. Köken and Bozkurt [6] the derived positive integer powers for certain circulant matrices and skew circulant matrices. Duru and Bozkurt [7] calculated the general expression of the power of some tridiagonal matrices.
In this paper, we present a general expression for the entries of the rth power of a certain n × n complex pentadiagonal Toeplitz matrix where n, r ∈ N.
Eigenvalues and eigenvectors of A n
Theorem 1 Let A n be n × n (n = 2t, 2 ≤ t ∈ N) pentadiagonal Toeplitz matrix as the following form
where a and b are nonzero complex numbers. Then the eigenvalues and eigenvectors of the matrix A n are
and
and U n (.) is the nth degree Chebyshev polynomial of the second kind.
with initial conditions p 0 (x) = 1 and p 1 (x) = x (see [2] , p. 583, 585,586). The solution of the difference equation in (3) is
where U n (.) is the nth degree Chebyshev polynomial of the second kind [8] :
here x = cos(θ). All the roots of U n (x) are included in the interval [−1, 1]. Let
Then we have
The eigenvalues of A n obtained as
The multiplicity of all the eigenvalues λ k (k = 1, 2, . . . , n 2 ) of the matrix A n are 2. Since rank(λ k I n − A n ) = n − 2, for each eigenvalue λ k correspond two Jordan cells J k (λ k ) in the matrix J. That is
Using the well known equality A n P = P J we have to obtain the matrix P . Let us denote j-th column of P by P j (j = 1, . . . , n). Then
From Eq. (6), we have the system of linear equations as follows:
A n P n−3 = P n−3 λ n−2
Solving the set of the system of linear equations in (7), we obtain
where
Theorem 2 Let A n be n × n (n = 2t + 1, t ∈ N) pentadiagonal Toeplitz matrix in (1) .Then the eigenvalues and eigenvectors of the matrix A n are
and U n (.) is the nth degree Chebyshev polynomial of the second kind. Proof. Let n is positive odd integer. Similarly Eq. (5), we have
(see [1] , p. 121, 123, 124). Then the eigenvalues of A n (n = 2t + 1, t ∈ N) as
The multiplicity of all the eigenvalues β m (m = 1, 2, . . . , n) of the matrix A n are simple. Since rank(β m I n − A n ) = n − 2, for each eigenvalue β m correspond Jordan cells J † m (β m ) in the matrix J † . That is
Using the well known equality T −1 A n T = J † we have to obtain the matrices T and T −1 . Let us denote j-th column of T by T j (j = 1, . . . , n). Then
We have the system of linear equations as the following
Solving the set of the system of linear equations in (12), we get
The integer powers of the matrix A n
Let we assume that n is positive even integer (n = 2t, 2 ≤ t ∈ N). Using the well known equality A r n = P J r P −1 (r ∈ N) we have to obtain the matrices P and P −1 . From Eqs. (8) and (9), we have the transforming matrix P as:
Now let us find the inverse matrix P −1 of the matrix P . If we denote ith row of the inverse matrix P −1 by P −1
i , then we obtain
and µ k :=
. Therefore, we have
Now, let us compute the power of the matrix A n [9] A r n = P J r P −1 = W (r) = (w ij (r)) .
where ν = 1 + (−1)
, and
are the eigenvalues of the matrix A n (n = 2t, 2 ≤ t ∈ N).
Example 3 Setting n = 4 in Theorem 1, we have
and For r = 6
For r = 7
Example 4 Setting r = 6, n = 6, a = 2 and b = i + 1 in Theorem 1, we get
Let we assume that n is positive odd integer (n = 2t + 1, t ∈ N). From Eqs. (13) and (14), we can write up T matrix as in i , then we get for m = 1, 2, . . . , n. Then we have
Let us derive the expression of the matrix A r n (r ∈ N) as [9] The well-known Fibonacci polynomials F (x) = {F n (x)} ∞ n=1 are defined in [10] by the recurrence relation F n (x) = xF n−1 (x) + F n−2 (x) where F 0 (x) = 0 , F 1 (x) = 1 and n ≥ 3.
Corollary 8
Let the matrix A n be n × n (n = 4t, t ∈ N) pentadiagonal matrix as in (1) 
where F 2 is 2th Fibonacci polynomial.
