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Abstract. This paper is concerned with a nonholonomic system with
parametric excitation — the Chaplygin sleigh with time-varying mass
distribution. A detailed analysis is made of the problem of the existence
of regimes with unbounded growth of energy (an analogue of Fermi’s ac-
celeration) in the case where excitation is achieved by means of a rotor
with variable angular momentum. The existence of trajectories for which
the translational velocity of the sleigh increases indefinitely and has the
asymptotics τ
1
3 is proved. In addition, it is shown that, when viscous fric-
tion with a nondegenerate Rayleigh function is added, unbounded speed-
up disappears and the trajectories of the reduced system asymptotically
tend to a limit cycle.
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Introduction
1. The Chaplygin sleigh on a plane is one of the best-known model systems
in nonholonomic mechanics. According to S. S. Chaplygin [19], the sleigh can
be designed to have a knife edge and two absolutely smooth legs attached to
a rigid body. In this case, the nonholonomic constraint is achieved by means
of the knife edge: the translational velocity at the point of contact of the knife
edge is orthogonal to its plane (that is, to the body-fixed direction). A similar
constraint can also be obtained by using a wheel pair [7] instead of a knife edge.
The free dynamics of the Chaplygin sleigh on a horizontal plane was studied
by C.Carathe´odory [18]. Depending on the position of the center of mass rel-
ative to the knife edge, the sleigh moves in a circle or asymptotically tends to
rectilinear motion. In the latter case, we have the classical scattering problem,
for which the scattering angle was found in [53]. It is calculated explicitly, since
the free motion of the sleigh is integrable and regular [18]. The dynamics of
the Chaplygin sleigh on an inclined plane is no longer integrable and exhibits
random asymptotic behavior depending on initial conditions [11].
The recent paper [36] investigates the motion of the Chaplygin sleigh under
the action of random forces which model a fluctuating continuous medium. It
turns out that in this case the sleigh exhibits complex intricate behavior, which,
according to the authors, resembles random walks of bacterial cells with some
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diffusion component. Similar behavior is exhibited by the sleigh under the
action of periodic pulsed torque impacts, which depend on the orientation of
the sleigh, and in the presence of viscous friction [10]. In [43, 44], the motion of
the Chaplygin sleigh with servoconstraints is explored. Other generalizations of
the Chaplygin sleigh problem are discussed in [2, 14].
2. In this paper, we consider various aspects of the dynamics of a nonau-
tonomous Chaplygin sleigh (i.e., with time-varying mass distribution). A de-
tailed analysis is made of the sleigh with a gyrostatic momentum periodically
changing with time. In practice this can be achieved by means of a rotor placed
inside the body.
The possibility of self-propulsion of a rigid body in a fluid by means of
an oscillating rotor was predicted in [60]. The authors of [60] assert that the
Kutta-Zhukovsky condition is equivalent to a nonholonomic constraint, which
is, generally speaking, incorrect from the viewpoint of physical principles of
mechanics. By the way, a nonholonomic model is also used in [23, 24, 27] to
describe the motion of a plate in a fluid. It should be noted that, when it comes
to describing the motion of a rigid body in an ideal fluid, the equations with
nonintegrable constraints arise within the framework of vakonomic mechanics.
A detailed treatment of the problems concerning the scope of applicability of
various models with nonintegrable constraints is presented in [15].
Our investigation of the dynamics of the Chaplygin sleigh with periodically
time-dependent parameters is closely related to the control problem. Since the
sleigh can be designed to be a two-wheeled robot [7], it is of great practical
importance, since the regimes arising at fixed values of the angular velocities of
eccentrics can be taken as basic regimes (called gaits), which the body reaches
after various maneuvers initiated by the control system. We note that periodic
changes in control functions were also considered in optimal control problems
[47, 52].
3. In this paper, we examine in detail the dynamics of a reduced system
which decouples from a complete system of equations and governs the evolution
of the translational and angular velocities of the sleigh. From known solutions of
a reduced system the dynamics of the point of contact is defined by quadratures.
A reduced system is a system of two (nonlinear) first-order equations with
periodic coefficients which govern the evolution of the translational and angular
velocities of the sleigh. However, in contrast to Hamiltonian systems with one
and a half degrees of freedom, the reduced system possesses no smooth invariant
measure [11] and can have different attractors (including strange ones) typical
of dissipative systems. In this sense, it is similar to various Duffing and Van der
Pol type oscillators with parametric periodic excitation [58] and to the nonlinear
Mathieu equation [35, 34]. However, as noted in many publications, “nonholo-
nomic dissipation”, which arises due to the divergence being sign-alternating,
possesses specific features that require additional research. Starting with [12],
strange attractors of different nature [6, 30, 5] are detected in nonholonomic
systems. A strange attractor for the Chaplygin sleigh with a material point,
which executes periodic oscillations in the direction transverse to the plane of
the knife edge, is found in [1, 3].
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4. The most interesting problem in the dynamics of the nonautonomous
Chaplygin sleigh is that of its speed-up (acceleration). From a physical point
of view, interest in it stems from the fact that unbounded growth of energy
and hence unbounded speed-up is achieved by means of a mechanism executing
small, but regular oscillations.
As noted above, the system considered in this paper differs from Hamiltonian
systems with one and a half degrees of freedom. This difference is particularly
pronounced in the situation with speed-up.
Fig. 1:
The Hamiltonian speed-up model began to be discussed in the physical lit-
erature in connection with the prediction of Fermi’s acceleration [26] in the
Ulam model [62]. We recall that in this model the particle (in the absence of
a gravitational field) is located between two walls, with the lower wall moving
periodically in the vertical direction (see Fig. 1a). This problem reduces to in-
vestigating an area-preserving two-dimensional Poincare´ point map. As shown
numerically in [62] and then proved analytically in [65, 17, 51], acceleration
in different variations of the Ulam model is prevented by an invariant curve
existing at large velocities and predicted by KAM theory (see also [49]).
If we remove the upper wall in the Ulam model and place the system in a
gravitational field, then we obtain the so-called gravitational machine (see Fig.
1b). In this problem there exist trajectories for which the particle gathers speed
without bound. For a particular case of motion of the lower wall, the book [64]
proposes the model of some random process for description of the dynamics.
Analysis of this process shows that the velocity increases as a function of time
t
1
3 . In the general case, the presence of accelerating trajectories is proved by
Pustylnikov in [56], where it is also shown that the velocity of the particle at
instants of collisions increases as a function of time t
1
2 . Causes of the absence
of an invariant curve at large velocities in a gravitational machine are discussed
in [50].
Thus, in Hamiltonian systems with one and a half degrees of freedom the
problem of acceleration reduces to investigating the conditions under which
the KAM curves existing in the general case at large energies are destroyed.
Among modifications of the Ulam model in which acceleration is observed, we
mention generalizations associated with random [37, 33] and piecewise smooth
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[21] motion of the wall and a relativistic generalization [57].
Acceleration in (nonlinear) natural Hamiltonian systems for two and a half
and more degrees of freedom is closely related to Arnold’s diffusion. A detailed
discussion of these issues can be found in [29]. We note that there are already a
number of systems in which acceleration is shown numerically [46, 55] or using
analytical methods, which make it possible to prove the presence of trajectories
with increasing energy [4, 41, 28]. An insightful example, which has been inten-
sively discussed recently, is the two-dimensional periodically pulsating Birkhoff
billiard. When pulsation is introduced, different degrees of growth of energy of
the particle are possible depending on the shape of the boundary determining
the dynamical (stochastic, ergodic or regular) behavior of the “frozen system”.
We note that the possibility of speeding up the particle by rotating the billiard
is numerically investigated in [20]. It is shown that, if there is a region on the
boundary of the billiard in which the curvature changes sign, acceleration is
observed.
5. As noted above, nonholonomic systems possess no invariant measure
in the general case. Consequently, in the general case, KAM theory cannot
be applied to them. This is particularly clearly seen in the problem of the
Chaplygin sleigh with periodically changing gyrostatic momentum. It turns
out that all solutions of the reduced system are accelerating and have identical
asymptotics of the growth of the translational velocity as a function of time τ
1
3 .
In the gravitational machine it is assumed that the particle collides abso-
lutely elastically with the wall. If one introduces dissipation into this system,
assuming the impact to be not absolutely elastic, then acceleration disappears
in the gravitational machine [31]. A similar situation is observed in the system
considered in this paper. If one introduces the force of viscous friction in the
Chaplygin sleigh with variable gyrostatic momentum, then unbounded speed-
up disappears also. In this paper we show that all trajectories of the reduced
system tend to a limit cycle.
The problem dealt with in this paper shows that in nonholonomic mechanics
acceleration is characteristic even of small dimensions. We mention the recent
paper [1], in which the speed-up of the Chaplygin sleigh is studied using the
averaging method and the asymptotics of the degree of speed-up as a function
of time is obtained. We note that the absence of an invariant measure turns
out to be essential and necessary for the presence of speed-up. These issues are
very important for developing the control of various mechanical devices.
The problem we consider here is a model problem, but its analysis allows
one to pose the problem of the possibility of speed-up in nonholonomic robots
with a more complex control mechanism. In particular, the control of spherical
robots is discussed in [40, 8, 9]. The investigation of speed-up in such systems
is a complicated and interesting problem.
In conclusion, we note that the Hamiltonian modification of the Chaplygin
sleigh (the vakonomic sleigh) can be implemented by means of a plate moving in
a fluid. If the mass distribution of the plate depends on time, then the problem
reduces to investigating the Hamiltonian system with one and a half degrees of
freedom. In this case, it turns out impossible to speed up the plate indefinitely
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by periodically changing the gyrostatic momentum. This is prevented by an
invariant curve existing at large velocities of motion [16].
5
1 Equations of motion
The Chaplygin sleigh is a platform (rigid body) moving on a horizontal plane
with a nonholonomic constraint: at some point the velocity is always orthogonal
to a fixed direction. This constraint can be obtained by means of a knife edge
rigidly attached to the platform [19] or by means of a wheel pair [7].
Fig. 2: The Chaplygin sleigh with moving points.
To describe the motion of the sleigh, we define two coordinate systems:
— a fixed (inertial) coordinate system Oxy;
— a moving coordinate system Rx1y1 attached to the platform.
We specify the position of the sleigh by the coordinates (x, y) of point R in
the fixed coordinate system Oxy, and the orientation by the rotation angle ϕ.
Thus, the configuration space of the system N = {q = (x, y, ϕ)} coincides with
the motion group of the plane SE(2).
Let v = (v1, v2) denote the projections of the velocity of point R relative to
the fixed coordinate system Oxy onto the moving axes Rx1y1 and let ω be the
angular velocity of the body. Then
x˙ = v1 cosϕ− v2 sinϕ, y˙ = v1 sinϕ+ v2 cosϕ, ϕ˙ = ω. (1.1)
The constraint equation in this case reads
v2 = 0. (1.2)
Suppose that n material points P (i), i = 1, .., n move on the platform in a
prescribed manner. In this case the kinetic energy of the entire system can be
represented in the following form [3]:
T =
1
2
mv2 +mω(c1(t)v2 − c2(t)v1) + 1
2
(I(t) +mc22(t))ω
2 +
+m
(
v1c˙1(t) + v2c˙2(t)
)
+ k(t)ω,
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where m is the mass of the entire system, I(t) is its moment of inertia, c =
(c1(t), c2(t)) is the position of the center of mass, and k(t) is the gyrostatic
momentum arising from the motion of the points.
For this system the Lagrange equations with undetermined multipliers have
the form
d
dt
(
∂T
∂ω
)
= v2
∂T
∂v1
− v1 ∂T
∂v2
,
d
dt
(
∂T
∂v1
)
= ω
∂T
∂v2
,
d
dt
(
∂T
∂v2
)
= −ω ∂T
∂v1
+N,
(1.3)
where N is an undetermined multiplier which is the reaction force at the point
of contact R. This force is directed transversely to the plane of the knife edge.
In this case it is more convenient to represent this system in the variables
(p, ω), where p is the momentum given by the relation
p =
∂T
∂v1
∣∣∣∣
v2=0
= m
(
v1 − c2(t)ω + c˙1(t)
)
.
From the last equation of (1.3) we find an expression for the reaction force:
N =
(
1− mc21(t)I(t)
)
ωp+
(
c˙1(t)− c1(t)I(t)
(
I˙(t)−mc1(t)c˙1
))
mω−
−mc1(t)
I(t)
(
mc2(t)c¨1(t) + k˙(t)
)
+mc¨2(t).
(1.4)
Finally, from (1.1) and (1.3) we obtain equations of motion in the following
form:
p˙ = mc1(t)ω
2 +mωc˙2(t),
I(t)ω˙ = −c1(t)ωp−
(
I˙(t)−mc1(t)c˙1(t)
)
ω −mc2(t)c¨1(t)− k˙(t),
ϕ˙ = ω, mx˙ =
(
p+ c2(t)ω − c˙1(t)
)
cosϕ, my˙ = (p+ c2(t)ω − c˙1(t)) sinϕ.
(1.5)
In (1.5), the nonautonomous reduced system governing the evolution of (p, ω)
can be considered as a separate set. Of great interest is the question of whether
this system has trajectories unbounded on the plane (p, ω). In this case the sleigh
is observed to accelerate, that is, the kinetic energy and hence the velocity of
the platform must increase indefinitely with time.
As for acceleration of the sleigh, one should distinguish between cases where
the reaction force N is a bounded and an unbounded function of time. Phys-
ically, unbounded increase in the reaction force N implies that, at a certain
instant of time, slipping will start in the direction transverse to the plane of the
knife edge (i.e., the constraint (1.2) will be violated).
What is of interest from a practical point of view is acceleration for which
the reaction force N is a bounded function of time.
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We consider separately several particular cases where the position of the
center of mass c(t), the moment of inertia I(t) and the gyrostatic momentum
k(t) depend on time.
Balanced case. If the system is balanced relative to the knife edge c1 = 0
(i.e., the center of mass of the system lies on the axis Ry1), then the reduced
system reduces to a linear one. In this case the equations of motion possess an
additional integral [3]:
F = I(t)ω + k(t). (1.6)
If we fix the level set of the integral F = f , then the equation describing the
momentum can be represented as
p˙ =
mc˙2(t)
I(t)
(
f − k(t)).
In [3], attention is given to the case in which the functions I(t), k(t), c2(t)
periodically depend on time. Then, according to (1.6), the angular velocity ω is
also a periodic function of time, and momentum p depends periodically on time
or grows linearly with time. In the latter case, acceleration is observed and,
as follows from (1.6), the reaction force N is an unbounded function of time.
Moreover, as numerical experiments show, the trajectory of the point of contact
in this case has no directed motion [3].
Transverse oscillations. In [3, 1], a detailed analysis is made of the case
in which the center of mass of the platform (point C) lies in the plane of the
knife edge and the material point executes oscillations transverse to this plane
(see Fig. 3). Its position in the moving coordinate system Rx1y1 is defined by
the radius vector
ρ =
(
a, b sin(Ωt)
)
.
In this case we obtain
I(t) = Is +mb
2µ(1− µ) sin2(Ωt), k(t) = mbaµΩcos(Ωt),
c1 = const, c2(t) = µb sin(Ωt),
(1.7)
where Is is the moment of inertia of the platform and µ ∈ (0, 1) is the ratio of
the mass of the point to that of the entire system.
In this case, the reduced system can be represented as
p˙=mc1ω
2 +mbµΩcos(Ωt)ω,
ω˙=−c1ωp+mb
2µ(1 − µ)Ω sin(2Ωt)ω −mbaµΩ2 sin(Ωt)
Is +mb2µ(1− µ) sin2(Ωt)
.
(1.8)
Consider the quadratic function [3]:
F = ac1p
2 +
(
(Is +mb
2µ(1 − µ) sin2(Ωt))ω +mbaµΩcos(Ωt))2.
The derivative of this function along the system (1.8) has the form
F˙ = −2c1pω2
(
mb2µ(1 − µ) sin2(Ωt) + Is −mac1
)
.
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Fig. 3: The Chaplygin sleigh with transversely oscillating mass.
The conditions for which F˙ in the half-planes p > 0 and p < 0 is sign-definite
are defined by the following relations:
ac1 < 0, or Is −mac1 > 0. (1.9)
In [3] it is noted that, for parameters satisfying (1.9), one always observes accel-
eration during which only momentum p grows indefinitely with time (numerical
experiments show that it grows in proportion to τ
1
3 ). The first relation of (1.9)
has a clear physical interpretation — the center of mass of the system and the
oscillating point lie on different sides from the knife edge.
If relations (1.9) are not satisfied, then one observes chaotic oscillations and
multistability for which all trajectories of the reduced system (1.8) are bounded.
Also, on the Poincare´ map one observes a strange attractor which can coexist
with invariant curves.
However, the conclusion on acceleration is not rigorously proved in this case.
The question of the behavior of the reaction force N remains also open. In
addition, numerical experiments show that the point of contact has directed
motion.
A sleigh with a rotor. In this paper we consider the motion of the Chap-
lygin sleigh only with gyrostatic momentum, that is, I, c1, c2 = const. In this
case, gyrostatic momentum can be generated, for example, by two point masses
rotating about the common center (see Fig. 4).
Assuming c1 6= 0, we define dimensionless variables and parameters:
α = c1pIΩ , u =
ω
Ω , τ = Ωt, X =
x
c1
, Y = yc1 ,
A =
mc21
I
∈ (0, 1), a = c2
c1
, λ =
k˙
ΩI
,
(1.10)
where Ω is some constant that has dimension inverse to time. The equations of
motion in terms of these variables become
dα
dτ
= Au2,
du
dτ
= −αu− λ(τ), (1.11)
dϕ
dτ
= u,
dX
dτ
=
(α
A
+ au
)
cosϕ,
dY
dτ
=
(α
A
+ au
)
sinϕ. (1.12)
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Fig. 4: The Chaplygin sleigh with gyrostatic momentum.
We represent the relation for the reaction force in dimensionless variables in
the form
Λ =
N
maΩ2
=
(
1
A
− 1
)
αu− λ(τ).
Remark 1. Let the gyrostatic momentum k(t) and the moment of inertia I(t)
depend on time and let the center of mass be fixed, c = const. We show that in
this case the reduced system can be represented in the form (1.11), where A is
a positive function of time.
Indeed, the reduced system has the form
p˙ =
mc1
I(t)2
M2, M˙ = − c1
I(t)
Mp− k˙,
where M = I(t)ω.
Using the fact that the moment of inertia I(t) is a positive function, we
rescale time as
τ = Ω
∫
mc21
I(t)
dt
and introduce new variables
α =
p
mc1Ω
, u =
M
mc21Ω
.
The equations of motion in this case can be represented as
dα
dτ
= A(τ)u2,
du
dτ
= −αu− λ(τ),
λ(τ) =
dk
dτ
, A(τ) =
mc21
I(τ)
.
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2 Proof of the existence of nonlinear accelera-
tion
Consider in more detail the question of “constant” acceleration of the sleigh
by means of a rotor. This question reduces to investigating the possibility of
existence of unbounded trajectories for the reduced system (1.11). We note that
parameter A in this system can be eliminated by the transformation
u→ 1√
A
u, λ(τ)→ 1√
A
λ(τ), (2.1)
after which the equations of motion can be represented as
α′ = u2, u′ = −αu− λ(τ), (2.2)
where the prime denotes the derivative with respect to τ .
The right-hand sides of the system of differential equations (2.2) contain
quadratic terms. Solutions of such systems can go to infinity in finite time. The
simplest example of a system with this property is x′ = x2, x ∈ R.
We show that all solutions of the system (2.2) are defined on the whole axis
of new time R = {τ}. For this purpose we consider the function
V =
1
2
(u2 + α2).
By virtue of (2.2) the derivative of this function is
V ′ = −uλ(τ).
Hence,
|V ′| = |u||λ| 6 √2
√
V |λ|.
Since V > 0 and
√
V > 0, it follows that
|V − 12 V ′| 6
√
2|λ|,
or
|2(V 12 )′| 6 √2|λ|.
Integrating the inequalities
− 1√
2
|λ(τ)| 6 −|(V 12 )′| 6 (V 12 )′ 6 |(V 12 )′| 6 1√
2
|λ(τ)|
in the interval from 0 to τ , we find that
|V 12 (τ)− V 12 (0)| 6 1√
2
∫ τ
0
|λ(s)|ds.
Consequently, the function V (τ) (along with the function α(τ) and u(τ)) can
tend to +∞ only as |τ | → ∞, which is the required result.
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Theorem 1. Assume that the functions λ(τ) and λ′(τ) are bounded and the
function λ(τ) does not tend to zero as τ → +∞. If at the initial instant of time
α > 0, then for any initial value of the variable u
1) α(τ) tends to +∞ as τ → +∞,
2) u(τ)→ 0 as τ → +∞,
3) the function α(τ)u(τ) is bounded,
4) u′(τ)→ 0 as τ → +∞.
In particular, under these conditions α′(τ) → 0 as τ → +∞ and the con-
straint reaction Λ is bounded. The conditions of Theorem 1 for the function λ
hold if k(τ) is a periodic or (more generally) conditionally periodic nonconstant
function of time.
Proof of Theorem 1. Conclusion 1 is proved using the following lemma.
Lemma 1 (Hadamard [32]). If the function f(τ) tends to the limit as τ → +∞
and the functions f ′(τ) and f ′′(τ) are bounded, then f ′(τ)→ 0 as τ → +∞.
The monotone growth of the function α(τ) follows from the fact that the
derivative α′ is positive for u 6= 0 and that u = 0 is not an invariant submanifold
of the system (2.2).
Assume that the function α(τ) is bounded. Then
lim
τ→∞
α(τ) = α¯ > 0.
The positiveness of the limit follows from the assumption that α(0) > 0.
We show that in this case the function u(τ) is bounded. Indeed, it satisfies
the linear differential equation
du
dτ
= −α(τ)u − λ(τ). (2.3)
We solve it by the method of variation of constants. The solution of the homo-
geneous equation is
u = Ce
−
τ∫
0
α(s)ds
.
Now, assuming C to be a function of τ , we obtain
C′ = −λ(τ)e
τ∫
0
α(s)ds
.
Let us introduce a new function C˜ by the following formula:
C˜′ = −µe
τ∫
0
α(s)ds
, µ = sup |λ(τ)|.
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It is clear that |C˜′| > |C′|. Consequently, if C(0) = C˜(0), then
|C(τ)| 6 |C˜(τ)| (2.4)
for all τ > 0.
Let us calculate
lim
τ→+∞
C˜(τ)e
−
τ∫
0
α(s)ds
= lim
τ→+∞
C˜(τ)
e
τ∫
0
α(s)ds
.
Since α(s)→ α¯ > 0, the denominator of this fraction tends to +∞ (as does the
absolute value of the numerator). Therefore, one can use L’Hoˆpital’s rule: this
limit is
lim
τ→+∞
C˜′
α(τ)e
τ∫
0
α(s)ds
= −µ
α¯
.
Thus (according to (2.4)), the function |u(τ)| =
∣∣∣C(τ)e− τ∫0 α(s)ds∣∣∣ 6 ∣∣∣C˜(τ)e− τ∫0 α(s)ds∣∣∣
is bounded.
Further, according to (2.2),
α′′ = 2uu′ = −2αu2 − 2uλ(τ)
is also bounded. Therefore (by Hadamard’s lemma), α′(τ) → 0. But then
(according to (2.2)) u(τ)→ 0 as τ → +∞.
We now consider the second derivative
u′′ = −α′u− αu′ + λ′(τ).
This derivative is bounded since (according to (2.2)) u′ is bounded. Since
u(τ) → 0 and the derivatives u′(τ) and u′′(τ) are bounded,(again according
to Hadamard’s lemma) u′(τ)→ 0 as τ → +∞. But this contradicts the second
equation of (2.2), since α(τ) → α¯ (by assumption), u(τ)→ 0, and the function
λ(τ) does not tend to zero as τ → +∞.
The resulting contradiction proves conclusion 1. Next, the following lemma
is needed.
Lemma 2. Under the conditions of Theorem 1 the relation
τ∫
0
f(p)dp
f(τ)
, where f(p) = e
p∫
0
α(s)ds
, (2.5)
tends to zero as τ → +∞.
Proof. Since the denominator of (2.5) tends to infinity as τ → +∞, one can
use L’Hoˆpital’s rule and the statement (already proved) that α(τ) → +∞ as
τ → +∞.
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We now prove conclusion 2. The function u(τ) as a solution of the linear
inhomogeneous differential equation
u′ = −α(τ)u − λ(τ)
is the sum of two functions
u(0)e
−
τ∫
0
α(s)ds
(2.6)
and
− e−
τ∫
0
α(s)ds
τ∫
0
λ(p)e
p∫
0
α(s)ds
dp. (2.7)
The function (2.6) tends superexponentially fast to zero as τ → +∞. Since λ(τ)
is bounded, the function (2.7) also tends to zero according to Lemma 2.
To prove conclusion 3, we make use of formulae (2.6) and (2.7), the sum of
which is the function u(τ). The product of α(τ) and the function (2.6) tends
to zero as τ → +∞. Indeed, according to L’Hoˆpital’s rule, the limit of this
product is equal to
u(0) lim
τ→+∞
α′(τ)
α(τ)e
τ∫
0
α(s)ds
= 0,
since α′(τ)→ 0 (according to conclusion 2) and α(τ)→∞ as τ → +∞.
Since the function λ(τ) is bounded, the product of α(τ) and the function (2.7)
is estimated from above by the function
α(τ)
τ∫
0
f(p)dp
f(τ)
, where f(p) = e
p∫
0
α(s)ds
.
According to L’Hoˆpital’s rule, the limit of this function as τ → +∞ is equal to
lim
τ→+∞
α′
τ∫
0
f(p)dp+ α(τ)f(τ)
α(τ)f(τ)
= 1
(by Lemma 2). Consequently, the product α(τ)u(τ) is indeed bounded.
According to the second equation of (2.2), the derivative u′(τ) is bounded.
We prove that u′(τ)→ 0 as τ → +∞.
Indeed, according to (2.6) and (2.7),
− u′ = αu + λ =
α
[
u(0)−
τ∫
0
λ(p)f(p)dp
]
+ λ(τ)f(τ)
f(τ)
, (2.8)
where f is given by formula (2.5). It is clear that
u(0)
α(τ)
f(τ)
→ 0
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as τ → +∞. We calculate the limit of the two remaining terms in (2.8) again
by L’Hoˆpital’s rule. It is equal to
lim
τ→+∞
−α′
τ∫
0
λfdp+ λ′f
αf
. (2.9)
Taking into account the assumption about boundedness of the functions λ(τ)
and λ′(τ), as well as the already established properties α(τ)→ +∞, α′(τ)→ 0
and Lemma 2, we find that the limit (2.9) is zero. This proves conclusion 4.
Theorem 2. Suppose that the conditions of Theorem 1 hold and there exists
the average
〈λ2〉 = lim
τ→+∞
1
τ
τ∫
0
λ2(p)dp. (2.10)
Then, as τ → +∞,
α3(τ)
3
= 〈λ2〉τ + o(τ). (2.11)
The average value of (2.10) exists if λ is a periodic or conditionally peri-
odic function of time. If λ does not vanish, then, obviously, 〈λ2〉 is positive.
Formula (2.11) can be represented in the following equivalent form:
α = 3
√
3〈λ2〉τ 13 + o
(
τ
1
3
)
.
Proof of Theorem 2. Since u′(τ)→ 0 as τ → +∞ (conclusion 4 of Theorem 1),
according to the second equation of (2.2) we have
αu = −λ(τ) + f(τ),
where f(τ) = o(1). Hence,
u =
−λ+ f
α
.
Since α′ = u2, it follows that[1
3
α3
]′
= λ2 − 2λf + f2. (2.12)
Let g(τ) be one of the functions
−2λ(τ)f(τ) or f2(τ).
It is clear that g(τ)→ 0 as τ → +∞. Consequently,
τ∫
0
g(s)ds = o(s).
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Indeed, since g(τ) = o(1), we have
lim
τ→+∞
1
τ
τ∫
0
g(s)ds = 0.
Integrating (2.12), we obtain the required formula:
α3
3
= 〈λ2〉τ + o(τ).
Theorem 3. Suppose that the conditions of Theorem 1 hold, u(0) = 0 and the
analytic function k(τ) is such that for any a > 0 one can find the root of the
equation
k(τ) = k(a),
which is strictly larger than a. Then the function u(τ) has infinitely many zeros
as τ → +∞.
Proof of Theorem 3 uses the formula
u(τ) = − 1
f(τ)
τ∫
0
λ(p)f(p)dp, (2.13)
and the property of strict monotone growth of the function f . The infinity of
the number of zeros of the function (2.13) follows from the following general
result [42, Sec. 6].
Lemma 3. Let τ1 be the first positive zero of the analytic function
τ∫
a
λ(t)dt (2.14)
and let f be a positive nondecreasing function. Then the integral
τ∫
a
λ(t)f(t)dt
vanishes on the interval (a, τ1].
In our case, in view of (1.10) and (2.1), the integral (2.14) is
B(k(τ) − k(a)), B = 1√
AIΩ
,
and therefore the conclusion of Theorem 3 follows from formula (2.13) and
Lemma 3.
Corollary 1. Suppose that the conditions of Theorem 1 hold, u(0) = 0, and
the analytic function k(τ) is periodic with period T . Then the function u(τ)
has infinitely many zeros as τ → +∞, and the distance between its neighboring
zeros does not exceed T .
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3 Dynamics in configuration space
As shown in the previous section for solutions to the reduced system, in view of
the transformation (2.1) we have
α(τ) = στ
1
3 + o(τ
1
3 ), u(τ) = −λ(τ)σ τ−
1
3 + o(τ−
1
3 ),
σ =
(
3A〈λ2〉) 13 , (3.1)
where 〈λ2〉 is defined by (2.10).
From the given solutions of the reduced system the orientation of the Chap-
lygin sleigh and the motion of the point of contact are defined by quadra-
tures (1.12). If we restrict ourselves to the asymptotics (3.1), we obtain
dϕ
dτ
= −λ(τ)
σ
τ−
1
3 ,
dX
dτ
=
σ
A
τ
1
3 cosϕ,
dY
dτ
=
σ
A
τ
1
3 sinϕ.
(3.2)
We let τ = τ0 > 0 denote time from which the asymptotics (3.1) describes
“well” the solution of the reduced system, and supplement the system (3.2) with
the following initial conditions:
ϕ(τ0) = X0, X(τ0) = Y0, Y (τ0) = Z0. (3.3)
Consider the system (3.2) in more detail in two cases:
1) constantly accelerating rotor — the angular velocity of the rotor is a linear
function of time, in this case λ(τ) = λ0 = const;
2) periodically oscillating rotor — the angular velocity of the rotor is a pe-
riodic function of time. As an example we consider the function λ(τ) =
λ0 sin τ .
Constantly accelerating rotor (λ(τ) = λ0 > 0). Explicitly integrating
the system (3.2), we find
ϕ(τ) = −s1(τ 23 − τ
2
3
0 ) + ϕ0, s1 =
(
9λ0
8A
) 1
3
, (3.4)
X(τ) = 2
(
cosϕ(τ) − s1τ 23 sinϕ(τ)
) − 2( cosϕ0 − s1τ 230 sinϕ0)+X0,
Y (τ) = 2
(
sinϕ(τ) + s1τ
2
3 cosϕ(τ)
) − 2( sinϕ0 + s1τ 230 cosϕ0)+ Y0. (3.5)
As we see, the trajectory of the point of contact is an untwisting spiral (Fig.
5) and in this case there is no directed motion of the sleigh.
Periodically oscillating rotor (λ(τ) = λ0 sin τ). A typical behavior of
the solutions to the system (1.11) and (1.12) in this case is presented in Fig. 6.
As numerical experiments show, the following statement holds.
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Fig. 5: The curve (3.5) with fixed A = 1, λ0 = 1, ϕ0 = 0, X0 = 0, Y0 = 0,
τ0 = 1.
Fig. 6: Functions α(τ), u(τ), ϕ(τ), Y (X) plotted numerically for fixed param-
eters λ0 = 1, A = 1 and initial conditions τ = 0, α = 1, u = 2, ϕ = 0, X = 0,
Y = 0.
In the case of a periodically oscillating rotor the angle of rotation of the
sleigh ϕ tends to a finite limit, and the “limit” motions of the point of contact
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are oscillations (with constant amplitude) in a neighborhood of a straight line.
In order to show the validity of this statement, we consider the system (3.2)
in the approximation (3.1) and make use of the relation [54, p.401]∫ ∞
τ
sin ξ
ξ
1
3
dξ =
cos τ
τ
1
2
+O(τ−
4
3 ).
This yields
ϕ(τ) = ϕ˜+ s2
cos τ
τ
1
3
+O(τ−
4
3 ), s2 =
(
2λ0
3A
) 1
3
,
ϕ˜ = ϕ0 − s2 cos τ0
τ
1
3
0
+O(τ
−
4
3
0 ),
that is, the angle of rotation of the sleigh tends to a fixed value of ϕ˜ as t→ +∞.
We substitute the function ϕ(τ) obtained into the equations for the evolution
of the point of contact and expand the resulting expressions in powers of τ−
1
3 .
Neglecting terms of order O(τ−
4
3 ) and O(τ
−
4
3
0 ), we represent the equations of
motion for the point of contact in the form
dX
dτ
=
σ
A
(
τ
1
3 cos ϕ˜+ s2 cos τ sin ϕ˜
)
,
dY
dτ
=
σ
A
(
τ
1
3 sin ϕ˜− s2 cos τ cos ϕ˜
)
.
If we rotate the fixed coordinate system through angle ϕ˜:
X˜ = X cos ϕ˜+ Y sin ϕ˜, Y˜ = −X sin ϕ˜+ Y cos ϕ˜,
then the equations of motion become
dX˜
dτ
=
σ
A
τ
1
3 ,
dY˜
dτ
= −s2 σ
A
cos τ.
Explicitly integrating this system, we find
X˜(τ) = X˜0 +
3
4
σ
A
(τ
4
3 − τ 430 ),
Y˜ (τ) = Y˜0 − σ
A
s2(sin τ − sin τ0),
(3.6)
where X˜0 and Y˜0 are initial conditions calculated using (3.3). Thus, along the
axis X˜ the sleigh moves away in proportion to τ
4
3 , and along the axis Y˜ it
executes oscillations with constant amplitude
σs2
A
=
λ0
A
.
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Let us compare relation (3.6) with the numerical solution of the system (1.11)–
(1.12). To do so, we calculate the angle:
ϕ˜n =
ψ1 + ψ2
2
, ψ1 =
1
2pi
τ0+2pin∫
τ0
ϕ(τ)dτ,
ψ2 =
1
2pi
τ0+pi(2n+1)∫
τ0+pi
ϕ(τ)dτ, n ∈ N,
(3.7)
where the function ϕ(τ) is a numerical solution of the initial system. The angle
of rotation is defined by
ϕ˜ = lim
n→∞
ϕn,
that is, the larger n, the more exactly ϕn approximates ϕ˜.
A typical view of the trajectory of the point of contact is shown in Fig. 7. As
we see, the relation obtained for the amplitude agrees well with the numerical
experiments. However, a rigorous proof of this fact requires investigating more
detailed estimates for the functions α(τ) and u(τ) (than that considered in this
section (3.1)).
Fragment Fragment
Fig. 7: Trajectory of the point of contact plotted numerically for fixed param-
eters λ0 = 1, A = 1 and initial conditions τ = 0, α = 0, u = 0, ϕ = 0, X = 0,
Y = 0. In this case ϕ˜ = 4.638 (n = 10) and Y˜0 = −1.068.
20
4 Viscous friction
We assume that the motion of the sleigh occurs in the presence of viscous friction
force with a dissipative Rayleigh function of the form
F =
1
2
(
ν1v
2
1 + ν2ω
2
)
.
For the system of Lagrange equations with undetermined multipliers we
write
d
dt
(
∂T
∂v1
)
= ω
∂T
∂v2
− νv1, d
dt
(
∂T
∂ω
)
= v2
∂T
∂v1
− v1 ∂T
∂v2
− ν2ω,
d
dt
(
∂T
∂v2
)
= −ω ∂T
∂v1
+N.
In the presence of friction force the reduced system can be reduced, after a
transformation similar to (2.1), to the form
α′ = Au2 − σ1α, u′ = −αu− λ(τ) − σ2u,
dϕ
dτ
= u,
dX
dτ
=
(α
A
+ au
)
cosϕ,
dY
dτ
=
(α
A
+ au
)
sinϕ,
(4.1)
where σ1 and σ2 are the coefficients of friction. As numerical experiments show
(see Fig. 8), there is no acceleration in (4.1) in this case.
Fig. 8: A typical view of a periodic solution and of trajectories tending to it for
the system (4.2) with λ(τ) = sin τ , µ = 0.3.
Let us perform normalizing transformations of the variables, functions and
time
α→ σ1α, u→ σ1√
A
u
λ→ σ
2
1√
A
λ, σ2 → σ1µ, σ1dτ → dτ,
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and represent the system as
α′ = u2 − α, u′ = −αu− λ(τ) − µu. (4.2)
We now apply the Brower theorem to this system (see Appendix ). To do so,
we consider a closed region Dµ,λm on the plane (α, u) bounded by four straight
lines (see Fig. 9)
Fig. 9:
γ1 : α = 0, γ2 : α =
√
λm
µ
,
γ3 : u =
λm
µ
, γ4 : u = −λm
µ
,
(4.3)
where λm = max |λ(τ)|.
We show that this region is invariant under the flow. Indeed, according to
the second equation in (4.2), the vector field on the curves γ3 and γ4 is directed
into the region Dµ,λm (since the inequalities u˙ 6 0 and u˙ > 0 are satisfied for all
t on the upper straight line γ3 and on the lower straight line γ4, respectively).
Similarly, on the straight line γ1 the vector field is also directed into the region
(since on this straight line α˙ > 0), on the other hand, on the straight line γ2 the
vector field is also directed inside (since the segment under consideration gets
into the parabola α = u2, where α˙ 6 0).
Hence, on the basis of Theorem A.1 of Appendix we obtain the following
theorem.
Theorem 4. In the system (4.2) with µ 6= 0 there exists at least one periodic
solution in the region Dµ,λm .
Now, in order to clarify the conditions for uniqueness of the periodic solution
in the region Dµ,λm , we find a region on the plane (α, u) where the map for a
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period of the system (4.2) is compressing. According to Appendix , this requires
ascertaining the region of negative definiteness of the symmetric part of the
Jacobian of the right-hand side of the system (4.2):
B =
( −1 u2
u
2 −α− µ
)
.
Its eigenvalues b± are given by
b± = −1
2
(
α+ µ+ 1±
√
u2 + (α+ µ− 1)2).
We thus find that the “compression region” (i. e., the region where b± < 0) is
given by
4(α+ µ) > u2.
Using the equations of the upper and lower boundaries (4.3) of the regionDµ,λm ,
we obtain
Theorem 5. If in the system (4.2)
2µ3/2 > λm, (4.4)
then in the region Dµ,λm there exists the only periodic orbit to which all other
trajectories in Dµ,λm tend exponentially.
We note that in this section we obtain an estimate of the region of existence
of the limit cycle Dµ,λm from the point of view of its localization. Generally
speaking, one can pose the problem of more exact localization of the limit cycle,
that is, the problem of finding the smallest possible region D′ ⊂ Dµ,λm con-
taining this cycle. On the other hand, under the conditions of Theorem 5 one
can also pose the problem of finding the largest possible region D′′ ⊃ Dµ,λm in
which all trajectories tend to the only limit cycle.
The system (4.1) in the case σ2 = 0 and λ(τ) = sin τ was considered in [25].
In this case, inequality (4.4) does not hold. However, numerical experiments
show that Theorem 5 remains valid.
Dynamics in configuration space. A typical behavior of solutions to the
system (4.1) is shown in Fig. 10. We see that the “limit” motions of the point
of contact, as in the absence of friction force, are oscillations (with constant
amplitude) in a neighborhood of a straight line. In this case, in a neighborhood
of the limit cycle the rotation angle and the translational and angular velocities
of the sleigh change periodically with time (i. e., there is no unbounded increase
in the translational velocity).
The trajectory of the point of contact in the variables1 of Section 3 is pre-
sented in Fig. 11. This implies that, as the friction coefficient increases, the
oscillation amplitude decreases.
1 Since the angle ϕ(τ) in a neighborhood of the limit cycle changes periodically with time,
it suffices to set n = 1 in (3.7).
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Fig. 10: Functions α(τ), u(τ), ϕ(τ), Y (X) plotted numerically for fixed param-
eters λ0 = 1, A = 1, σ1 = 0.1, σ2 = 0 and initial conditions τ = 0, α = 1, u = 2,
ϕ = 0, X = 0, Y = 0.
Fig. 11: Trajectory of the point of contact plotted numerically for fixed param-
eters λ0 = 1, A = 1, σ2 = 0 and initial conditions τ = 0, α = 0, u = 0, ϕ = 0,
X = 0, Y = 0 for different σ1.
5 The problem of acceleration in nonholonomic
systems
We discuss a number of problems that can be investigated by the methods pre-
sented in this paper. The hydrodynamical model of the Chaplygin sleigh was
proposed in [23]. Although this model requires additional justification from
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the hydrodynamical point of view, it would be interesting to explore a nonau-
tonomous analogue of this model. The same can be said of the problem of a
sleigh with a constraint inhomogeneous in the velocities, which has been inves-
tigated recently in [13].
Further we consider several systems of nonholonomic mechanics with para-
metric excitation which is achieved by a given periodic motion of some structural
elements. Their common feature is that the system of equations has a subsystem
that governs the evolution of (generalized) velocities with coefficients periodi-
cally depending on time and can be considered as a separate set (the dimension
of this subsystem does not exceed 2).
The simplest case is the Roller Racer [45]. We recall that the Roller Racer
consists of two coupled bodies with a pair of wheels attached on each of the
bodies (see Fig. 12). The distinctive feature of the Roller Racer is that the user
moves forward by oscillating the front handlebars in the transverse direction
from side to side. As a rule, when investigating this system one assumes that,
as a result of external action, the angle between the two coupled bodies is a
given function of time (kinematic control).
Fig. 12:
In this case, one can decouple a linear equation with periodic coefficients
which governs the evolution of the translational velocity of one of the bodies:
w˙ = A(t)w +B(t), A(t) = A(t+ T ), B(t) = B(t+ T ). (5.1)
For some particular mass distribution of the coupled bodies equation (5.1)
has been obtained in [45], where it is shown that in this case acceleration is
observed. However, this has not been rigorously proved as yet.
In a more complicated situation, namely, the Suslov problem with moving
masses, we have a special two-dimensional (nonlinear) system that generalizes
the system dealt with in this paper:(
G(t)w +K(t)
)
·
= Φ(w)Jw,
w = (w1, w2), J =
(
0 −1
1 0
)
, G(t) =GT (t)
Φ(w) = a1(t)w1 + a2(t)w2 + k3(t),
(5.2)
where all functions of time T are periodic and the symmetric matrix G(t) is
positive definite for all t.
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In the case where all coefficients of the system (5.2) are constant, its tra-
jectories on the plane (w1, w2) are very simple. First, there is an invariant
submanifold — the straight line
a1w1 + a2w2 + k3 = 0, (5.3)
which is filled with fixed points. The other trajectories lie on ellipses which are
level lines of the energy integral
E =
1
2
(
w,Gw
)
= const. (5.4)
The level lines (5.4) that intersect the straight line (5.3) consist of two asymp-
totic trajectories connecting a pair of equilibrium points, whereas the level lines
that do not intersect the straight line (5.3) define the periodic orbits of the
system (5.2). Moreover, in this case, by a natural linear transformation
u = a1w1+a2w2, α = A
(
(a1G12−a2G11)w1+(a1G22−a2G12)w2
)
, A = const
the system (5.2) is brought to the simple form
α˙ = Au(u+ k3), u˙ = −α(u + k3)
AdetG
. (5.5)
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Appendix A. The principle of compressing maps
1. In this section, we briefly formulate in a form convenient for our purposes
some results on the periodic solutions of the system which depend periodically
on time. Let the following system be given in the Euclidean space En =
{
x =
(x1, . . . , xn)
}
:
x˙ = v(x, t), v(x, t+ T ) = v(x, t). (A.1)
We first define the notion of an invariant subset D ⊂M.
Definition 1. If for all initial conditions t0 ∈ [0, T ] and x0 ⊂ D the trajectories
x(t) ⊂ D, t > t0, then D is said to be an invariant subset.
If the vector field (A.1) has no singular points inside D, then a natural family
of maps for a period is defined:
Πt0 : D → D, (A.2)
which assigns to each point x0 point x at time t0 + T , on the trajectory of the
system with initial conditions x(t0) = x0. The existence and uniqueness theo-
rem and the theorem of continuous dependence on initial conditions guarantee
that the maps Πt0 are continuous and biunique on their image.
If the set D is homeomorphic to a closed ball, then, according to the Brower
theorem, any map (A.2) has a fixed point inside D:
Πt0(x
∗) = x∗.
In the flow (A.1) this fixed point corresponds to the periodic solution
xp(t) = xp(t+ T ), xp(t0) = x
∗.
Thus, the following theorem holds.
Theorem A.1. Suppose that the system (A.1) admits an invariant set D that
is homeomorphic to a closed ball and does not contain any singular points of the
vector field. Then in D there is at least one periodic solution.
2. Now assume that the flow (A.1) admits a closed invariant set D inside
which it possesses the property of uniform compression, namely: the following
inequality is satisfied for any two trajectories x1(t), x2(t) inside D at all instants
of time t:
|x1 − x2|· =
(
x1 − x2, v(x1, t)− v(x2, t)
)
|x1 − x2| 6 −h|x1 − x2|, (A.3)
where h > 0 is some constant.
In this case the maps (A.2) are also compressing
|Πt0(x1)−Πt0(x2)| 6 λ|x1 − x2|, λ = e−hT < 1. (A.4)
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Indeed, let ∆(t) = |x(1)(t) − x(2)(t)|, where x(k)(t), k = 1, 2 are trajectories
of the system (A.1) that satisfy the initial conditions x(k)(t0) = xk, k = 1, 2.
Then ∆(t0) = |x1−x2| and ∆(t0+T ) = |Πt0(x1) − Πt0(x2)|. From the above
inequality (A.3) and the condition ∆(t) > 0 we obtain(
ln∆(t)
)
·
6 −h.
Integrating this relation for a period, we obtain (A.4).
Thus, we apply to Πt0 the principle of compressing Banach maps [66], ac-
cording to which Πt0 has a unique fixed point x
∗ in D to which the trajectory
of any other point tends exponentially. Thus, the following theorem holds.
Theorem A.2. Suppose that the system (A.1) possesses the property of uniform
compression inside some closed invariant set D. Then in D there exists a unique
periodic solution and all other trajectories in D tend to it exponentially.
We now give the simplest criterion for uniform compression as presented
in [22]. Define the Jacobian of the right-hand side of (A.1):
J(x, t) =
∥∥∥∥∂vi(x, t)∂xj
∥∥∥∥.
Proposition 1. ([22]) Suppose that the quadratic form given by the matrix J
is uniformly negative definite for all x ∈ D and t:(
x,J(x, t)x
)
6 −h(x,x),
where h > 0 is some constant. Then the flow of the system possesses the property
of uniform compression.
Finally, we obtain the following result.
Theorem A.3. If the eigenvalues of the matrix
B(x, t) =
1
2
(
J(x, t) + JT (x, t)
)
, x ∈ D
are negative and separated from zero, then the system (A.1) possesses a unique
limit cycle in D to which all other trajectories tend exponentially.
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