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An HDG Method for Distributed Control of Convection Diffusion
PDEs
Weiwei Hu∗ Jiguang Shen† John R. Singler‡ Yangwen Zhang‡ Xiaobo Zheng§
Abstract
We propose a hybridizable discontinuous Galerkin (HDG) method to approximate the solu-
tion of a distributed optimal control problem governed by an elliptic convection diffusion PDE.
We derive optimal a priori error estimates for the state, adjoint state, their fluxes, and the
optimal control. We present 2D and 3D numerical experiments to illustrate our theoretical
results.
1 Introduction
We consider the following distributed control problem: Minimize the functional
min J(u) =
1
2
‖y − yd‖2L2(Ω) +
γ
2
‖u‖2L2(Ω), γ > 0, (1)
subject to
−∆y + β · ∇y = f + u in Ω,
y = g on ∂Ω,
(2)
where Ω ⊂ Rd (d ≥ 2) is a Lipschitz polyhedral domain with boundary Γ = ∂Ω, f ∈ L2(Ω), and
the vector field β satisfies
∇ · β = 0. (3)
It is well known that the optimal control problem (1)-(2) is equivalent to the optimality system
−∆y + β · ∇y = f + u in Ω, (4a)
y = g on ∂Ω, (4b)
−∆z −∇ · (βz) = yd − y in Ω, (4c)
z = 0 on ∂Ω, (4d)
z − γu = 0 in Ω. (4e)
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Optimal control problems for convection diffusion equations arise in applications [21] and are
also an important step towards optimal control problems for fluid flows. Therefore, researchers have
developed many different numerical methods for this type of problem including approaches based
on finite differences [3], standard finite element discretizations [14–16], stabilized finite elements
[2, 19], the symmetric stabilization method [4], the SUPG method [13, 17], the edge-stabilization
method [5,28], mixed finite elements [16,29,31], and discontinuous Galerkin (DG) methods [17,20,
26,27,30,32,33].
DG methods are well suited for problems with convection, but they often have a higher computa-
tional cost compared to other methods. Hybridizable discontinuous Galerkin (HDG) methods keep
the advantages of DG methods, but have a lower number of globally coupled unknowns. HDG meth-
ods were introduced in [9], and now have been applied to many different problems [6,8,10–12,22–25].
HDG methods have recently been successfully applied to two PDE optimal control problems.
Zhu and Celiker [34] obtained optimal convergence rates for an HDG method for a distributed
optimal control problem governed by the Poisson equation. The authors have also studied an HDG
method for a difficult Dirichlet optimal boundary control problem for the Poisson equation in [18].
We proved an optimal superlinear convergence rate for the control in polygonal domains. Despite
the large amount of work on this problem, a superlinear convergence result of this type had only
been previously obtained for one other numerical method on a special class of meshes [1].
Due to these recent results and the favorable properties of HDG methods, we continue to
investigate HDG for optimal control problems for PDEs in this work. Specifically, we consider the
above distributed control problem for the elliptic convection diffusion equation, and apply an HDG
method with polynomials of degree k to approximate all the variables of the optimality system (4),
i.e., the state y, dual state z, the numerical traces, and the fluxes q = −∇y and p = −∇z. We
describe the HDG method and its implementation in Section 2. In Section 3, we obtain the error
estimates
‖y − yh‖0,Ω = O(hk+1), ‖z − zh‖0,Ω = O(hk+1),
‖q − qh‖0,Ω = O(hk+1), ‖p− ph‖0,Ω = O(hk+1),
and
‖u− uh‖0,Ω = O(hk+1).
We present 2D and 3D numerical results in Section 4 and then briefly discuss future work.
2 HDG scheme for the optimal control problem
We begin by setting notation.
Throughout the paper we adopt the standard notation Wm,p(Ω) for Sobolev spaces on Ω with
norm ‖ · ‖m,p,Ω and seminorm | · |m,p,Ω . We denote Wm,2(Ω) by Hm(Ω) with norm ‖ · ‖m,Ω and
seminorm | · |m,Ω. Specifically, H10 (Ω) = {v ∈ H1(Ω) : v = 0 on ∂Ω}. We denote the L2-inner
products on L2(Ω) and L2(Γ) by
(v, w) =
∫
Ω
vw ∀v, w ∈ L2(Ω),
〈v, w〉 =
∫
Γ
vw ∀v, w ∈ L2(Γ).
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Define the space H(div,Ω) as
H(div,Ω) = {v ∈ [L2(Ω)]d,∇ · v ∈ L2(Ω)}.
Let Th be a collection of disjoint elements that partition Ω. We denote by ∂Th the set {∂K :
K ∈ Th}. For an element K of the collection Th, let e = ∂K ∩ Γ denote the boundary face of K if
the d− 1 Lebesgue measure of e is non-zero. For two elements K+ and K− of the collection Th, let
e = ∂K+ ∩ ∂K− denote the interior face between K+ and K− if the d− 1 Lebesgue measure of e
is non-zero. Let εoh and ε
∂
h denote the set of interior and boundary faces, respectively. We denote
by εh the union of ε
o
h and ε
∂
h. We finally introduce
(w, v)Th =
∑
K∈Th
(w, v)K , 〈ζ, ρ〉∂Th =
∑
K∈Th
〈ζ, ρ〉∂K .
Let Pk(D) denote the set of polynomials of degree at most k on a domain D. We introduce the
discontinuous finite element spaces
Vh := {v ∈ [L2(Ω)]d : v|K ∈ [Pk(K)]d, ∀K ∈ Th}, (5)
Wh := {w ∈ L2(Ω) : w|K ∈ Pk(K),∀K ∈ Th}, (6)
Mh := {µ ∈ L2(εh) : µ|e ∈ Pk(e), ∀e ∈ εh}. (7)
Let Mh(o) and Mh(∂) denote the subspaces of Mh containing each e ∈ εoh and e ∈ ε∂h, respectively.
Note that Mh consists of functions which are continuous inside the faces (or edges) e ∈ εh and
discontinuous at their borders. In addition, for any function w ∈ Wh we use ∇w to denote the
piecewise gradient on each element K ∈ Th. A similar convention applies to the divergence ∇ · r
for all r ∈ Vh.
2.1 The HDG Formulation
The mixed weak form of the optimality system (4a)-(4e) is given by
(q, r1)− (y,∇ · r1) + 〈y, r1 · n〉 = 0, (8a)
(∇ · (q + βy), w1) = (f + u,w1), (8b)
(p, r2)− (z,∇ · r2) + 〈z, r2 · n〉 = 0, (8c)
(∇ · (p− βz), w2) = (yd − y, w2), (8d)
(z − γu, v) = 0, (8e)
for all (r1, w1, r2, w2, v) ∈ H(div,Ω)× L2(Ω)×H(div,Ω)× L2(Ω)× L2(Ω). Recall we assume β is
divergence free; this allows us to rewrite the convection term β · ∇y in (4a) as ∇ · (βy) in (8b).
To approximate the solution of this system, the HDG method seeks approximate fluxes qh,ph ∈
Vh, states yh, zh ∈ Wh, interior element boundary traces ŷoh, ẑoh ∈ Mh(o), and control uh ∈ Wh
satisfying
(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h = −〈g, r1 · n〉ε∂h , (9a)
−(qh + βyh,∇w1)Th + 〈q̂h · n, w1〉∂Th
+〈β · nŷoh, w1〉∂Th\ε∂h − (uh, w1)Th = −〈β · ng, w1〉ε∂h + (f, w1)Th (9b)
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for all (r1, w1) ∈ Vh ×Wh.
(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h = 0, (9c)
−(ph − βzh,∇w2)Th + 〈p̂h · n, w2〉∂Th
−〈β · nẑoh, w2〉∂Th\ε∂h + (yh, w2)Th = (yd, w2)Th , (9d)
for all (r2, w2) ∈ Vh ×Wh.
〈q̂h · n+ β · nŷoh, µ1〉∂Th\ε∂h = 0, (9e)
〈p̂h · n− β · nẑoh, µ2〉∂Th\ε∂h = 0, (9f)
for all µ1, µ2 ∈Mh(o), and the optimality condition
(zh − γuh, w3)Th = 0, (9g)
for all w3 ∈Wh. The numerical traces on ∂Th are defined as
q̂h · n = qh · n+ τ1(yh − ŷoh) on ∂Th\ε∂h, (9h)
q̂h · n = qh · n+ τ1(yh − g) on ε∂h, (9i)
p̂h · n = ph · n+ τ2(zh − ẑoh) on ∂Th\ε∂h, (9j)
p̂h · n = ph · n+ τ2zh on ε∂h, (9k)
where τ1 and τ2 are positive stabilization functions defined on ∂Th. We specify these functions in
the next section.
2.2 Implementation
For the numerical implementation, we follow a similar procedure to our earlier work [18]. First, we
perform some basic manipulations to the above system (9a)-(9k) to find that
(qh,ph, yh, zh, ŷ
o
h, ẑ
o
h) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)
is the solution of the following weak formulation:
(qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h = −〈g, r1 · n〉ε∂h , (10a)
(ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h = 0, (10b)
(∇ · qh, w1)Th − (βyh,∇w1)Th + 〈τ1yh, w1〉∂Th
−(γ−1zh, w1)Th + 〈(β · n− τ1)ŷoh, w1〉∂Th\ε∂h = −〈(β · n− τ1)g, w1〉ε∂h
+ (f, w1)Th , (10c)
(∇ · ph, w2)Th + (yh, w2)Th + (βzh,∇w2)Th
+〈τ2zh, w2〉∂Th − 〈(τ2 + β · n)ẑoh, w2〉∂Th\ε∂h = (yd, w2)Th , (10d)
〈qh · n, µ1〉∂Th\ε∂h + 〈τ1yh, µ1〉∂Th\ε∂h
+〈(β · n− τ1)ŷoh, µ1〉∂Th\ε∂h = 0, (10e)
〈ph · n, µ2〉∂Th\ε∂h + 〈τ2zh, µ2〉∂Th\ε∂h
−〈(β · n+ τ2)ẑoh, µ2〉∂Th\ε∂h = 0, (10f)
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for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o).
Note that we have used the optimality condition (9g) to eliminate uh from the discrete equations.
Once the above system (10) is solved numerically, uh can be easily found using the optimality
condition: uh = γ
−1zh.
2.3 Matrix equations
Assume Vh = span{ϕi}N1i=1, Wh = span{φi}N2i=1, Moh = span{ψi}N3i=1. Then
qh =
N1∑
j=1
qjϕj , yh =
N2∑
j=1
yjφj , ŷ
o
h =
N3∑
j=1
αjψj ,
ph =
N1∑
j=1
pjϕj , zh =
N2∑
j=1
zjφj , ẑ
o
h =
N3∑
j=1
γjψj .
(11)
Substitute (11) into (10a)-(10f) and use the corresponding test functions to test (10a)-(10f), respec-
tively, to obtain the matrix equation
A1 0 −A2 0 A15 0
0 A1 0 −A2 0 A15
AT2 0 A12 −γ−1A4 A16 0
0 AT2 A4 A13 0 A17
AT14 0 A18 0 A20 0
0 AT15 0 A19 0 A21


q
p
y
z
ŷ
ẑ
 =

−b1
0
−b5
b4
0
0
 , (12)
where q, p, y, z, ŷ, ẑ are the coefficient vectors for qh,ph, yh, zh, ŷ
o
h, ẑ
o
h, respectively, and
A1 = [(ϕj ,ϕi)Th ], A2 = [(φj ,∇ ·ϕi)Th ], A3 = [(ψj ,ϕi · n)Th ],
A4 = [(φj , φi)Th ], A5 = [(βφj ,∇φi)Th ], A6 = [〈τ1φj , φi〉∂Th ],
A7 = [〈β · nφj , φi〉∂Th ], A8 = [〈τ1ψj , ϕi〉∂Th ], A9 = [〈β · nψj , ϕi〉∂Th ],
A10 = [〈τ1ψj , ψi〉∂Th ], A11 = [〈β · nψj , ψi〉∂Th ], A12 = A6 −A5
A13 = A5 +A6 −A7, b1 = [〈g,ϕi · n〉ε∂h ], b2 = [〈(β · n− τ1)g, φ〉ε∂h ],
b3 = [(f, φi)Th ], b4 = [(yd, φi)Th ], b5 = b3 − b2.
The remaining matrices are constructed by extracting the corresponding rows and columns from
linear combinations of A3, A8, A9, A10, and A11.
2.4 Local solver
Next, we use the discontinuous nature of the approximation spaces Vh and Wh to eliminate all
unknowns except the coefficient vectors of the numerical traces.
The matrix equation (12) can be rewritten as B1 B2 B3−BT2 B4 B5
B6 B7 B8
 αβ
γ
 =
 b1b2
0
 , (13)
where α = [q; p], β = [y; z], γ = [ŷ; ẑ], b1 = [−b1; 0], and b2 = [−b5; b4], and also {Bi}8i=1 are the
corresponding blocks of the coefficient matrix of (12).
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In the appendix, we show how the first two equations of (13) can be used to eliminate both α
and β in an element-by-element fashion. We obtain[
α
β
]
=
[
G1 H1
G2 H2
] [
γ
b
]
(14)
and
B6α+B7β +B8γ = 0, (15)
where G1, G2, H1, H2 are sparse. This gives a globally coupled equation for γ only:
Kγ = F, (16)
where
K = B6G1 +B7G2 +B8 and F = B6H1 +B7H2.
Once γ is computed, α and β can be quickly and easily computed using (14).
3 Error Analysis
Next, we provide a convergence analysis of the above HDG method for the optimal control problem.
Throughout this section, we assume β ∈ [W 1,∞(Ω)]d, Ω is a bounded convex polyhedral domain,
h ≤ 1, and the solution of the optimality system (4) is smooth enough.
3.1 Main result
For our theoretical results, we require the stabilization functions τ1 and τ2 are chosen to satisfy
(A1) τ1 is piecewise constant on ∂Th.
(A2) τ1 = τ2 + β · n.
(A3) For any K ∈ Th, min (τ1 − 12β · n)|∂K > 0.
We note that (A2) and (A3) imply
min (τ2 +
1
2
β · n)|∂K > 0 for any K ∈ Th. (17)
Theorem 1. We have
‖q − qh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1),
‖p− ph‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1),
‖y − yh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1),
‖z − zh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1),
‖u− uh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1).
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3.2 Preliminary material
Next, we introduce the projection operators ΠV and ΠW defined in [7] that we use frequently in
our proof. The value of the projection on each element K ∈ Th is determined by requiring that the
components satisfy the equations
(ΠV q + βΠW y, r)K = (q + βy, r)K , (18a)
(ΠW y, w)K = (y, w)K , (18b)
〈ΠV q · n+ β · nPMy + τ1ΠW y, µ〉e = 〈q · n+ β · ny + τ1y, µ〉e, (18c)
for all (r, w, µ) ∈ Pk−1(K) × Pk−1(K) × Pk(e) and for all faces e of the simplex K. Here, PM
denotes the L2-orthogonal projection from L2(εh) into Mh satisfying
〈PMy − y, µ〉e = 0, ∀e ∈ εh, ∀µ ∈Mh. (19)
The following lemma from [7] provides the approximation properties of the projection operator
(18).
Lemma 1. Suppose k ≥ 0, and τ1 satisfies (A3). Then the system (18) is uniquely solvable for
ΠV q and ΠW y. Moreover, we have the following approximation properties
‖ΠV q − q‖K ≤ Chk+1|q|k+1,K + Chk+1|y|k+1,K , (20a)
‖ΠW y − y‖K ≤ Chk+1|q|k+1,K + Chk+1|y|k+1,K , (20b)
where C is a constant depending on the polynomial degree and the shape-regularity parameters of
the elements.
For the convection diffusion optimal control problem, we introduce another projection opera-
tor associated to the dual problem. The projection Π˜V and Π˜W is determined by the following
equations
(Π˜V p− βΠ˜W z, r)K = (p− βz, r)K , (21a)
(Π˜W z, w)K = (z, w)K , (21b)
〈Π˜V p · n− β · nPMz + τ2Π˜W z, µ〉e = 〈p · n− β · nz + τ2z, µ〉e, (21c)
for all (r, w, µ) ∈ Pk−1(K)× Pk−1(K)× Pk(e) and for all faces e of the simplex K.
Again, results from [7] give the following estimates.
Lemma 2. Suppose k ≥ 0, and τ2 satisfies (17). Then the system (21) is uniquely solvable for
Π˜V p and Π˜W z, and
‖Π˜V p− p‖K ≤ Chk+1|p|k+1,K + Chk+1|z|k+1,K , (22a)
‖Π˜W z − z‖K ≤ Chk+1|p|k+1,K + Chk+1|z|k+1,K , (22b)
where C is a constant depending on the polynomial degree and the shape-regularity parameters of
the elements.
Next, we present a basic approximation of the function β. Let P0 be the vectorial piecewise-
constant L2 projection. We have the following estimate:
‖β − P0β‖0,∞,Ω ≤ Ch‖β‖1,∞,Ω.
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Lemma 3. For any e ∈ ∂K, define τ˜2|e = τ1|e − P0β|K · ne, we have
‖τ2 − τ˜2‖0,∞,∂Th ≤ Cβh‖β‖1,∞,Ω.
Proof.
‖τ2 − τ˜2‖0,∞,∂Th =
∑
K∈Th
‖τ2 − τ˜2‖0,∞,∂K
=
∑
K∈Th
‖τ1 − β · n− τ1 + P0β · n‖0,∞,∂K
=
∑
K∈Th
‖β · n− P0β · n‖0,∞,K
≤ ‖β − P0β‖0,∞,Ω
≤ Ch‖β‖1,∞,Ω.
We define the following HDG operators B1 and B2.
B1(qh, yh, ŷ
o
h; r1, w1, µ1)
= (qh, r1)Th − (yh,∇ · r1)Th + 〈ŷoh, r1 · n〉∂Th\ε∂h
− (qh + βyh,∇w1)Th + 〈qh · n+ τ1yh, w1〉∂Th + 〈(β · n− τ1)ŷoh, w1〉∂Th\ε∂h
− 〈qh · n+ β · nŷoh + τ1(yh − ŷoh), µ1〉∂Th\ε∂h ,
B2(ph, zh, ẑ
o
h; r2, w2, µ2)
= (ph, r2)Th − (zh,∇ · r2)Th + 〈ẑoh, r2 · n〉∂Th\ε∂h
− (ph − βzh,∇w2)Th + 〈ph · n+ τ2zh, w2〉∂Th − 〈(β · n+ τ2)ẑoh, w2〉∂Th\ε∂h
− 〈ph · n− β · nẑoh + τ2(zh − ẑoh), µ2〉∂Th\ε∂h .
(23)
By the definition in (23), we can rewrite the HDG formulation of the optimality system (9) as
follows: find (qh,ph, yh, zh, uh, ŷ
o
h, ẑ
o
h) ∈ Vh × Vh ×Wh ×Wh ×Wh ×Mh(o)×Mh(o) such that
B1(qh, yh, ŷ
o
h; r1, w1, µ1) = (f + uh, w1)Th
− 〈g, (β · n− τ1)w1 + r1 · n〉ε∂h , (24a)
B2(ph, zh, ẑ
o
h; r2, w2, µ2) = (yd − yh, w2)Th , (24b)
(zh − γuh, w3)Th = 0, (24c)
for all (r1, r2, w1, w2, w3, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Wh ×Mh(o)×Mh(o).
Next, we present a basic property of the operators B1 and B2, and show the HDG equations
(24) have a unique solution.
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Lemma 4. For any (vh, wh, µh) ∈ Vh ×Wh ×Mh(o), we have
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
+ 〈(τ1 − 1
2
β · n)wh, wh〉ε∂h ,
B2(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(τ2 +
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
+ 〈(τ2 + 1
2
β · n)wh, wh〉ε∂h .
Proof. We only prove the first identity; the second can be obtained by the same argument.
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th − (wh,∇ · vh)Th + 〈µh,vh · n〉∂Th\ε∂h
− (vh + βwh,∇wh)Th + 〈vh · n+ τ1wh, wh〉∂Th
+ 〈(β · n− τ1)µh, wh〉∂Th\ε∂h
− 〈vh · n+ β · nµh + τ1(wh − µh), µh〉∂Th\ε∂h
= (vh,vh)Th − (βwh,∇wh)Th + 〈τ1wh, wh〉∂Th
+ 〈(β · n− τ1)µh, wh〉∂Th\ε∂h − 〈β · nµh + τ1(wh − µh), µh〉∂Th\ε∂h .
Moreover,
(βwh,∇wh)Th = (∇ · (βwh), wh)Th = 〈β · nwh, wh〉∂Th − (βwh,∇wh)Th ,
which implies
(βwh,∇wh)Th =
1
2
〈β · nwh, wh〉∂Th .
Then we obtain
B1(vh, wh, µh;vh, wh, µh)
= (vh,vh)Th + 〈(τ1 −
1
2
β · n)(wh − µh), wh − µh〉∂Th\ε∂h
+ 〈(τ1 − 1
2
β · n)wh, wh〉ε∂h −
1
2
〈β · nµh, µh〉∂Th\ε∂h .
Since µh is single-valued across the interfaces, we have
−1
2
〈β · nµh, µh〉∂Th\ε∂h = 0.
This completes the proof.
Next, we give a property of the HDG operators B1 and B2 that is critical to our error analysis
of the method.
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Lemma 5. If (A2) holds, then
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh) = 0.
Proof. By the definition of B1 and B2,
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= (qh,ph)Th − (yh,∇ · ph)Th + 〈ŷoh,ph · n〉∂Th\ε∂h
+ (qh + βyh,∇zh)Th − 〈qh · n+ τ1yh, zh〉∂Th − 〈(β · n− τ1)ŷoh, zh〉∂Th\ε∂h
+ 〈qh · n+ β · nŷoh + τ1(yh − ŷoh), ẑoh〉∂Th\ε∂h
− (ph, qh)Th + (zh,∇ · qh)Th − 〈ẑoh, qh · n〉∂Th\ε∂h
− (ph − βzh,∇yh)Th + 〈ph · n+ τ2zh, yh〉∂Th − 〈(β · n+ τ2)ẑoh, yh〉∂Th\ε∂h
− 〈ph · n− β · nẑoh + τ2(zh − ẑoh), ŷoh〉∂Th\ε∂h .
Integration by parts gives
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= 〈(τ2 + β · n− τ1)yh, zh〉∂Th + 〈(τ2 + β · n− τ1)ŷoh, ẑoh〉∂Th\ε∂h .
The proof is complete by assumption (A2).
Proposition 1. There exists a unique solution of the HDG equations (24).
Proof. Since the system (24) is finite dimensional, we only need to prove the uniqueness. Therefore,
we assume yd = f = g = 0 and we show the system (24) only has the trivial solution.
Take (r1, w1, µ1) = (ph,−zh,−ẑoh), (r2, w2, µ2) = (−qh, yh, ŷoh), and w3 = zh − γuh in the HDG
equations (24a), (24b), and (24c), respectively, and sum to obtain
B1(qh, yh, ŷ
o
h;ph,−zh,−ẑoh) +B2(ph, zh, ẑoh;−qh, yh, ŷoh)
= γ(yh, yh)Th + (zh, zh)Th
Since γ > 0, Lemma 5 implies yh = uh = zh = 0.
Next, take (r1, w1, µ1) = (qh, yh, ŷ
o
h) and (r2, w2, µ2) = (ph, zh, ẑ
o
h) in the HDG equations (24a)-
(24b). Lemma (4) and (A2) and (A3) give qh = ph = 0 and ŷ
o
h = ẑ
o
h = 0.
3.3 Proof of Main Result
To prove the main result, we follow the strategy of our earlier work [18] and split the proof into
five steps. We consider the following auxiliary problem: find
(qh(u),ph(u), yh(u), zh(u), ŷ
o
h(u), ẑ
o
h(u)) ∈ Vh × Vh ×Wh ×Wh ×Mh(o)×Mh(o)
such that
B1(qh(u), yh(u), ŷh(u); r1, w1, µ1) = (f + u,w1)Th
− 〈g, (β · n− τ1)w1 + r1 · n〉ε∂h , (25a)
B2(ph(u), zh(u), ẑh(u); r2, w2, µ2) = (yd − yh(u), w2)Th , (25b)
for all (r1, r2, w1, w2, µ1, µ2) ∈ Vh × Vh ×Wh ×Wh ×Mh(o) ×Mh(o). We begin by bounding the
error between the solutions of the auxiliary problem and the mixed form (8a)-(8d) of the optimality
system.
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3.3.1 Step 1: The error estimates for ‖q − qh(u)‖Th and ‖y − yh(u)‖Th.
The auxiliary HDG equation (25a) is precisely the standard HDG discretization of the convection
diffusion PDE (4a)-(4b) for y since the exact optimal control u is fixed in (25a). The HDG error
estimates for this problem have already been obtained in [7]:
Lemma 6 ( [7]). If conditions (A1) and (A2) hold, we have
‖y − yh(u)‖Th + ‖q − qh(u)‖Th ≤ Chk+1(|q|k+1 + |y|k+1). (26)
3.3.2 Step 2: The error equation for part 2 of the auxiliary problem (25b).
Next, we bound the error between the solution of the dual convection diffusion equation (4c)-(4d)
for z and the auxiliary HDG equation (25b). We split the errors in the variables using the HDG
projections. Define
δp = p− Π˜V p, εph = Π˜V p− ph(u),
δz = z − Π˜W z, εzh = Π˜W z − zh(u),
δẑ = z − PMz, εẑh = PMz − ẑh(u),
δ̂2 = δ
p · n+ τδz, ε̂2 = εph · n+ τ(εzh − εẑh).
(27)
where ẑh(u) = ẑ
o
h(u) on ε
o
h and ẑh(u) = 0 on ε
∂
h. This gives ε
ẑ
h = 0 on ε
∂
h.
Lemma 7. We have
B2(ε
p
h, ε
z
h, ε
ẑ
h; r2, w2, µ2)
= (δp, r2)Th + (yh(u)− y, w2)Th + 〈(τ2 − τ˜2)δẑ, w2 − µ2〉∂Th . (28)
Proof. By the definition of operator B2 (23), we have
B2(Π˜V p, Π˜W z, PMz; r2, w2, µ2)
= (Π˜V p, r2)Th − (Π˜W z,∇ · r2)Th + 〈PMz, r2 · n〉∂Th\ε∂h
− (Π˜V p− βΠ˜W z,∇w2)Th + 〈Π˜V p · n+ τ2Π˜W z, w2〉∂Th
− 〈(β · n+ τ2)PMz, w2〉∂Th\ε∂h
− 〈Π˜V p · n− β · nPMz + τ2(Π˜W z − PMz), µ2〉∂Th\ε∂h .
By properties of the HDG projections Π˜V and Π˜W in (21c) and the L
2 projection PM in (19), we
have
〈Π˜V p · n+ τ2Π˜W z, w2〉∂Th = 〈p · n+ β · nPMz − β · nz + τ2z, w2〉∂Th ,
〈Π˜V p · n− β · nPMz + τ2Π˜W z, µ〉∂Th\ε∂h = 〈p · n− β · nz + τ2z, µ〉∂Th\ε∂h .
By (21a)-(21b), we have
B2(Π˜V p, Π˜W z, PMz; r2, w2, µ2)
= (p, r2)Th − (δp, r2)Th − (z,∇ · r2)Th + 〈z, r2 · n〉∂Th\ε∂h
− (p− βz,∇w2)Th + 〈p · n− β · nz, w2〉∂Th + 〈β · nPMz + τ2z, w2〉∂Th
− 〈(β · n+ τ2)PMz, w2〉∂Th\ε∂h − 〈p · n− β · nz, µ2〉∂Th\ε∂h
− 〈τ2z − τ2PMz, µ2〉∂Th\ε∂h .
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Note that the exact solution p and z satisfies
(p, r2)Th − (z,∇ · r2)Th + 〈z, r2 · n〉∂Th = 0,
−(p− βz,∇w2)Th + 〈p · n− β · nz, w2〉∂Th = (yd − y, w2)Th ,
〈p · n− β · nz, µ2〉∂Th\ε∂h = 0,
for all (r2, w2, µ2) ∈ Vh ×Wh ×Mh(o). Since z = 0 on ε∂h, we have
B2(Π˜V p, Π˜W z, PMz; r2, w2, µ2)
= −(δp, r2)Th + (yd − y, w2)Th + 〈τ2δẑ, w2 − µ2〉∂Th .
By the definition of PM in (19) and since τ˜2 from Lemma 3 is piecewise constant on ∂Th, we have
〈τ2δẑ, w2 − µ2〉∂Th = 〈(τ2 − τ˜2)δẑ, w2 − µ2〉∂Th .
This gives
B2(Π˜V p, Π˜W z, PMz; r2, w2, µ2)
= −(δp, r2)Th + (yd − y, w2)Th + 〈(τ2 − τ˜2)δẑ, w2 − µ2〉∂Th .
Subtract part 2 of the auxiliary problem (25b) from the above equality to obtain the result.
3.3.3 Step 3: Estimates for εph and ε
z
h by an energy and duality argument.
Lemma 8. We have
‖εph‖Th + ‖εzh − εẑh‖∂Th ≤ E+ κ‖εzh‖Th , (29)
where
E = C‖δp‖Th +
C
κ
‖yh(u)− y‖Th + C‖τ2 − τ˜2‖0,∞,∂Th‖δẑ‖∂Th
and κ is any positive constant and C does not depend on κ.
Proof. Taking (r2, w2, µ2) = (ε
p
h, ε
z
h, ε
ẑ
h) in (28) in Lemma 7 gives
B2(ε
p
h, ε
z
h, ε
ẑ
h; ε
p
h, ε
z
h, ε
ẑ
h)
= (δp, εph)Th + (yh(u)− y, εzh)Th + 〈(τ2 − τ˜2)δẑ, εzh − εẑh〉∂Th
≤ ‖δp‖Th‖εph‖Th + ‖yh(u)− y‖Th‖εzh‖Th
+ ‖τ2 − τ˜2‖0,∞,∂Th‖δẑ‖∂Th‖εzh − εẑh‖∂Th .
Lemma (4) gives
‖εph‖Th + ‖εzh − εẑh‖∂Th
≤ C‖δp‖Th +
C
κ
‖yh(u)− y‖Th + C‖τ2 − τ˜2‖0,∞,∂Th‖δẑ‖∂Th + κ‖εzh‖Th ,
where κ is any positive constant.
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Next, we introduce the dual problem for any given Θ in L2(Ω) :
Φ−∇Ψ = 0 in Ω,
−∇ ·Φ + β · ∇Ψ = Θ in Ω,
Ψ = 0 on ∂Ω.
(30)
Since the domain Ω is convex, we have the following regularity estimate
‖Φ‖1,Ω + ‖Ψ‖2,Ω ≤ Creg ‖Θ‖Ω , (31)
Before we estimate εph and ε
z
h, we introduce the following notation, which is similar to the earlier
notation in (27):
δΦ = Φ− Π˜V Φ, δΨ = Ψ− Π˜WΨ, δΨ̂ = Ψ− PMΨ. (32)
Lemma 9. We have ∥∥εph∥∥Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (33a)
‖εzh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (33b)
Proof. Consider the dual problem (30) and let Θ = εzh. Take (r2, w2, µ2) = (Π˜V Φ, Π˜WΨ, PMΨ) in
(28) in Lemma 7. Since Ψ = 0 on ε∂h we have
B2(ε
p
h, ε
z
h, ε
ẑ
h; Π˜V Φ, Π˜WΨ, PMΨ)
= (εph, Π˜V Φ)Th − (εzh,∇ · Π˜V Φ)Th + 〈εẑh, Π˜V Φ · n〉∂Th
− (εph − βεzh,∇Π˜WΨ)Th + 〈εph · n− β · nεẑh + τ2(εzh − εẑh), Π˜WΨ− PMΨ〉∂Th
= (εph,Φ)Th − (εph, δΦ)Th − (εzh,∇ ·Φ)Th + (εzh,∇ · δΦ)Th
− 〈εẑh, δΦ · n〉∂Th\ε∂h − (ε
p
h − βεzh,∇Ψ)Th + (εph − βεzh,∇δΨ)Th
− 〈εph · n− β · nεẑh + τ2(εzh − εẑh), δΨ − δΨ̂〉∂Th
= −(εph, δΦ)Th + ‖εzh‖2Th + (εzh,∇ · δΦ)Th − 〈εẑh, δΦ · n〉∂Th
+ (εph − βεzh,∇δΨ)Th − 〈εph · n− β · nεẑh + τ2(εzh − εẑh), δΨ − δΨ̂〉∂Th .
Here, we used 〈εẑh,Φ · n〉∂Th = 0, which holds since εẑh is single-valued function on interior edges
and εẑh = 0 on ε
∂
h.
Next, integration by parts gives
(εzh,∇ · δΦ)Th = 〈εzh, δΦ · n〉∂Th − (∇εzh, δΦ)Th = 〈εzh, δΦ · n〉∂Th − (∇εzh,βδΨ)Th ,
(εph,∇δΨ)Th = 〈εph · n, δΨ〉∂Th − (∇ · εph, δΨ)Th = 〈εph · n, δΨ〉∂Th ,
(βεzh,∇δΨ)Th = 〈β · nεzh, δΨ〉∂Th − (β∇εzh, δΨ)Th .
We have
B2(ε
p
h, ε
z
h, ε
ẑ
h; Π˜V Φ, Π˜WΨ, PMΨ)
= −(εph, δΦ)Th + ‖εzh‖2Th + 〈εzh, δΦ · n〉∂Th − 〈εẑh, δΦ · n〉∂Th\ε∂h
− 〈β · nεzh, δΨ〉∂Th − 〈−β · nεẑh + τ2(εzh − εẑh), δΨ − δΨ̂〉∂Th .
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Remembering that εẑh is single-valued function on interior edges and ε
ẑ
h = 0 on ε
∂
h gives
〈β · nεẑh, PMΨ〉∂Th = 0 = 〈β · nεẑh,Ψ〉∂Th .
This implies
B2(ε
p
h, ε
z
h, ε
ẑ
h; Π˜V Φ, Π˜WΨ, PMΨ)
= −(εph, δΦ)Th + ‖εzh‖2Th + 〈εzh − εẑh, δΦ · n〉∂Th
− 〈β · n(εzh − εẑh), δΨ〉∂Th\ε∂h − 〈τ2(ε
z
h − εẑh), δΨ − δΨ̂〉∂Th
= −(εph, δΦ)Th + ‖εzh‖2Th + 〈εzh − εẑh, δΦ · n− β · nδΨ − τ2(δΨ − δΨ̂)〉∂Th .
On the other hand,
B2(ε
p
h, ε
z
h, ε
ẑ
h; Π˜V Φ, Π˜WΨ, PMΨ)
= (δp, Π˜V Φ)Th + (yh(u)− y, Π˜WΨ)Th + 〈(τ2 − τ˜2)δẑ, Π˜WΨ− PMΨ〉∂Th .
Comparing the above two equalities gives
‖εzh‖2Th = (εph, δΦ)Th − 〈εzh − εẑh, δΦ · n− β · nδΨ − τ2(δΨ − δΨ̂)〉∂Th
+ (δp, Π˜V Φ)Th + (yh(u)− y, Π˜WΨ)Th + 〈(τ2 − τ˜2)δẑ, Π˜WΨ− PMΨ〉∂Th
=
7∑
i=1
Ri.
Let C0 = max{C, 1}, where C is the constant defined in Lemma 2. For the terms R1 and R2,
Lemma 8 gives
R1 = −(εph, δΦ)Th ≤ ‖εph‖Th‖δΦ‖Th ≤ (E+ κ‖εzh‖Th)C0(‖Φ‖1 + ‖Ψ‖1)
≤ C0Creg (E+ κ‖εzh‖Th) ‖εzh‖Th ,
R2 = −〈εzh − εẑh, δΦ · n− β · nδΨ − τ2(δΨ − δΨ̂)〉∂Th
≤ ‖εzh − εẑh‖∂Th(‖δΦ‖∂Th + ‖τ1‖0,∞,∂Th‖δΨ‖∂Th + ‖τ2‖0,∞,∂Th‖δΨ̂‖∂Th)
≤ 3 (E+ κ‖εzh‖Th) (1 + ‖τ1‖0,∞,∂Th + ‖τ2‖0,∞,∂Th)C0(‖Φ‖1 + ‖Ψ‖1)
≤ 3C0Creg (E+ κ‖εzh‖Th) (1 + ‖τ1‖0,∞,∂Th + ‖τ2‖0,∞,∂Th)‖εzh‖Th .
For the terms R3, R4 and R5, we use the triangle inequality, the regularity estimate (31), and the
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assumption h ≤ 1 to give
R3 = (δ
p, Π˜V Φ)Th ≤ ‖δp‖Th(‖Π˜V Φ−Φ‖Th + ‖Φ‖Th)
≤ C0‖δp‖Th(‖Φ‖1,Ω + ‖Ψ‖1,Ω + ‖Φ‖Th)
≤ 2C0Creg‖δp‖Th‖εzh‖Th ,
R4 = (y − yh(u), Π˜WΨ)Th ≤ ‖y − yh(u)‖Th‖Π˜WΨ‖Th
≤ ‖y − yh(u)‖Th(‖Π˜WΨ−Ψ‖Th + ‖Ψ‖Th)
≤ C0‖y − yh(u)‖Th(‖Ψ‖1,Ω + ‖Φ‖1,Ω + ‖Ψ‖Th)
≤ 2C0Creg‖y − yh(u)‖Th‖εzh‖Th ,
R5 = 〈(τ2 − τ˜2)δẑ, Π˜WΨ− PMΨ〉∂Th
≤ ‖τ2 − τ˜2‖0,∞,∂Th‖δẑ‖∂Th‖δΨ − δΨ̂‖∂Th
≤ Cβ‖β‖1,∞,Ωh1/2‖δẑ‖∂ThC0(‖Ψ‖1,Ω + ‖Φ‖1,Ω + ‖Ψ‖1,Ω)
≤ 2C0CregCβ‖β‖1,∞,Ωh1/2‖δẑ‖∂Th‖εzh‖Th .
Summing R1 to R5 gives
‖εzh‖Th ≤ C(E+ κ‖εzh‖Th) + C(‖δp‖Th + ‖y − yh(u)‖Th + h1/2‖δẑ‖∂Th),
where
C = 4C0Creg(1 + ‖τ1‖0,∞,∂Th + ‖τ2‖0,∞,∂Th).
Choose κ = 12C gives
‖εzh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1).
Finally, (29) and (33b) imply (33a).
As a consequence, a simple application of the triangle inequality gives optimal convergence rates
for ‖p− ph(u)‖Th and ‖z − zh(u)‖Th :
Lemma 10.
‖p− ph(u)‖Th ≤ ‖δp‖Th + ‖εph‖Th
. hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (34a)
‖z − zh(u)‖Th ≤ ‖δz‖Th + ‖εzh‖Th
. hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (34b)
3.3.4 Step 4: Estimate for ‖u− uh‖Th, ‖y − yh‖Th and ‖z − zh‖Th.
Next, we bound the error between the solutions of the auxiliary problem and the HDG discretization
of the optimality system (24). We use these error bounds and the error bounds in Lemmas 6 and
10 to obtain the main result.
For the remaining steps, we denote
ζq = qh(u)− qh, ζy = yh(u)− yh, ζŷ = ŷh(u)− ŷh,
ζp = ph(u)− ph, ζz = zh(u)− zh, ζẑ = ẑh(u)− ẑh.
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Subtracting the auxiliary problem and the HDG problem gives the following error equations
B1(ζq, ζy, ζŷ; r1, w1, µ1) = (u− uh, w1)Th (35a)
B2(ζp, ζz, ζẑ; r2, w2, µ2) = −(ζy, w2)Th . (35b)
Lemma 11. We have
γ‖u− uh‖2Th + ‖yh(u)− yh‖2Th
= (zh − γuh, u− uh)Th − (zh(u)− γu, u− uh)Th . (36)
Proof. First, we have
(zh − γuh, u− uh)Th − (zh(u)− γu, u− uh)Th
= −(ζz, u− uh)Th + γ‖u− uh‖2Th .
Next, Lemma 5 gives
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ) = 0.
On the other hand, using the definition of B1 and B2 gives
B1(ζq, ζy, ζŷ; ζp,−ζz,−ζẑ) +B2(ζp, ζz, ζẑ;−ζq, ζy, ζŷ)
= −(u− uh, ζz)Th − ‖ζy‖2Th .
Comparing the above two equalities gives
−(u− uh, ζz)Th = ‖ζy‖2Th .
This completes the proof.
Theorem 2. We have
‖u− uh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (37a)
‖y − yh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (37b)
‖z − zh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (37c)
Proof. Recall the continuous and discretized optimality conditions (4e) and (24c) gives γu = z and
γuh = zh. These equations and the previous lemma give
γ‖u− uh‖2Th + ‖ζy‖2Th
= (zh − γuh, u− uh)Th − (zh(u)− γu, u− uh)Th
= −(zh(u)− z, u− uh)Th
≤ ‖zh(u)− z‖Th‖u− uh‖Th
≤ 1
2γ
‖zh(u)− z‖2Th +
γ
2
‖u− uh‖2Th .
By Lemma 10, we have
‖u− uh‖Th + ‖ζy‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (38)
Then, by the triangle inequality and Lemma 6 we obtain
‖y − yh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1).
Finally, since z = γu and zh = γuh we have
‖z − zh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1).
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3.3.5 Step 5: Estimate for ‖q − qh‖Th and ‖p− ph‖Th.
Lemma 12. We have
‖ζq‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (39a)
‖ζp‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (39b)
Proof. By Lemma 4, the error equation (35a), and the estimate (38) we have
‖ζq‖2Th . B1(ζq, ζy, ζŷ; ζq, ζy, ζŷ)
= (u− uh, ζy)Th
≤ ‖u− uh‖Th‖ζy‖Th
. h2k+2(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1)2.
Similarly, by Lemma 4, the error equation (35b), Lemma 10, and Theorem 2 we have
‖ζp‖2Th . B2(ζp, ζz, ζẑ; ζp, ζz, ζẑ)
= −(ζy, ζz)Th
≤ ‖ζy‖Th‖ζz‖Th
≤ ‖ζy‖Th(‖zh(u)− z‖Th + ‖z − zh‖Th)
. h2k+2(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1)2.
The above lemma along with the triangle inequality, Lemma 6, and Lemma 10 complete the
proof of the main result:
Theorem 3. We have
‖q − qh‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1), (40a)
‖p− ph‖Th . hk+1(|q|k+1 + |y|k+1 + |p|k+1 + |z|k+1). (40b)
4 Numerical Experiments
In this section, we present three numerical examples to confirm our theoretical results. We consider
two 2D problems on a square domain Ω = [0, 1]× [0, 1] ⊂ R2, and a 3D problem on a cubic domain
Ω = [0, 1]× [0, 1]× [0, 1] ⊂ R3. For the three examples, we take γ = 1 and specify the exact state,
dual state, and function β. The data f , g, and yd is generated from the optimality system (4).
Also, we chose τ1 = 1 and set τ2 using (A2). For all three examples, conditions (A1)-(A3) are
satisfied.
Numerical results for k = 0 and k = 1 for the three examples are shown in Table 1–Table 6.
The observed convergence rates exactly match the theoretical results.
Example 1. We take β = [1, 1], state y(x1, x2) = sin(pix1), and dual state z(x1, x2) = sin(pix1) sin(pix2).
Example 2. We take β = [x2, x1], state y(x1, x2) = sin(pix1), and dual state z(x1, x2) = sin(pix1) sin(pix2).
Example 3. We take β = [1, 1, 1], state y(x1, x2, x3) = sin(pix1), and dual state z(x1, x2, x3) =
sin(pix1) sin(pix2) sin(pix3).
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h/
√
2 1/8 1/16 1/32 1/64 1/128
‖q − qh‖0,Ω 1.7818e-01 8.6412e-02 4.2357e-02 2.0948e-02 1.0415e-02
order - 1.04 1.03 1.02 1.00
‖p− ph‖0,Ω 4.2057e-01 2.1839e-01 1.1116e-01 5.6062e-02 2.8151e-02
order - 0.94 0.97 0.99 1.00
‖y − yh‖0,Ω 1.6300e-01 8.4087e-02 4.2612e-02 2.1437e-02 1.0750e-02
order - 0.95 0.98 0.99 1.00
‖z − zh‖0,Ω 2.1310e-01 1.0803e-01 5.4219e-02 2.7138e-02 1.3573e-02
order - 0.98 0.99 1.00 1.00
Table 1: Example 1: Errors for the state y, adjoint state z, and the fluxes q and p when k = 0.
h/
√
2 1/8 1/16 1/32 1/64 1/128
‖q − qh‖0,Ω 1.3708e-02 3.5192e-03 8.8851e-04 2.2301e-04 5.5850e-05
order - 2.00 2.00 2.00 2.00
‖p− ph‖0,Ω 3.4995e-02 8.9472e-03 2.2581e-03 5.6694e-04 1.4202e-04
order - 2.00 2.00 2.00 2.00
‖y − yh‖0,Ω 1.1705e-02 2.9528e-03 7.4012e-04 1.8519e-04 4.6315e-05
order - 2.00 2.00 2.00 2.00
‖z − zh‖0,Ω 2.3361e-02 5.9059e-03 1.4810e-03 3.7059e-04 9.2676e-05
order - 2.00 2.00 2.00 2.00
Table 2: Example 1: Errors for the state y, adjoint state z, and the fluxes q and p when k = 1.
h/
√
2 1/8 1/16 1/32 1/64 1/128
‖q − qh‖0,Ω 1.7838e-01 8.6461e-02 4.2375e-02 2.0957e-02 1.0419e-02
order - 1.04 1.03 1.02 1.00
‖p− ph‖0,Ω 4.2050e-01 2.1848e-01 1.1123e-01 5.6101e-02 2.8171e-02
order - 0.95 0.97 0.99 0.99
‖y − yh‖0,Ω 1.6285e-01 8.4032e-02 4.2588e-02 2.1426e-02 1.0744e-02
order - 0.95 0.98 0.99 1.00
‖z − zh‖0,Ω 2.1223e-01 1.0773e-01 5.4094e-02 2.7081e-02 1.3546e-02
order - 0.98 0.99 1.00 1.00
Table 3: Example 2: Errors for the state y, adjoint state z, and the fluxes q and p when k = 0.
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h/
√
2 1/8 1/16 1/32 1/64 1/128
‖q − qh‖0,Ω 1.3713e-02 3.5195e-03 8.8853e-04 2.2301e-04 5.5850e-05
order - 2.00 2.00 2.00 2.00
‖p− ph‖0,Ω 3.5010e-02 8.9481e-03 2.2581e-03 5.6694e-04 1.4202e-04
order - 2.00 2.00 2.00 2.00
‖y − yh‖0,Ω 1.1712e-02 2.9532e-03 7.4015e-04 1.8520e-04 4.6315e-05
order - 2.00 2.00 2.00 2.00
‖z − zh‖0,Ω 2.3368e-02 5.9064e-03 1.4810e-03 3.7059e-04 9.2676e-05
order - 2.00 2.00 2.00 2.00
Table 4: Example 2: Errors for the state y, adjoint state z, and the fluxes q and p when k = 1.
h/
√
2 1/2 1/4 1/8 1/16 1/32
‖q − qh‖0,Ω 6.3167e-01 3.4472e-01 1.7715e-01 8.9373e-02 4.4778e-02
order - 0.87 0.96 0.99 1.00
‖p− ph‖0,Ω 4.9907e-01 2.9505e-01 1.5339e-01 7.7393e-02 3.8724e-02
order - 0.76 0.94 0.99 1.00
‖y − yh‖0,Ω 1.7959e-01 1.0026e-01 5.3061e-02 2.7275e-02 1.3646e-02
order - 0.84 0.92 0.96 1.00
‖z − zh‖0,Ω 2.3121e-01 1.3646e-01 7.2318e-02 3.7004e-02 1.8587e-02
order - 0.76 0.92 0.97 1.00
Table 5: Example 3: Errors for the state y, adjoint state z, and the fluxes q and p when k = 0.
h/
√
2 1/2 1/4 1/8 1/16 1/32
‖q − qh‖0,Ω 9.2498e-02 2.7594e-02 7.4959e-03 1.9486e-03 4.8720e-04
order - 1.75 1.90 1.94 2.00
‖p− ph‖0,Ω 1.8360e-01 5.3637e-02 1.3921e-02 3.5138e-03 8.7857e-04
order - 1.80 1.95 1.99 2.00
‖y − yh‖0,Ω 4.4822e-02 1.1780e-02 2.9545e-03 7.3644e-04 1.8423e-04
order - 1.93 2.00 2.00 2.00
‖z − zh‖0,Ω 9.1413e-02 2.7583e-02 7.3069e-03 1.8623e-03 4.6575e-04
order - 1.73 1.92 1.97 2.00
Table 6: Example 3: Errors for the state y, adjoint state z, and the fluxes q and p when k = 1.
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5 Conclusions
We proposed an HDG method to approximate the solution of an optimal distributed control prob-
lems for an elliptic convection diffusion equation. We obtained optimal a priori error estimates for
the control, state, dual state, and their fluxes. The next step is to study optimal control problems
governed by more complicated PDEs governing fluids. It would also be of interest to investigate if
postprocessing gives superconvergence for this optimal control problem.
Appendix
Before we investigate the local elimination, we give the following proposition.
Proposition 2. The matrices A12 and A13 in (12) are positive definite.
Proof. We only prove A12 is positive definite; a similar argument applies to A13. The matrix A12 is
positive definite if and only if xTA12x > 0 for any x = [x1, x2, · · · , xN2 ] ∈ RN2 . For x =
∑N2
j=1 xjφj ,
we have
xTA12x = 〈τ1x, x〉∂Th − (βx,∇x)Th .
Moreover
(βx,∇x)Th = 〈β · nx, x〉∂Th − (βx,∇x)Th ,
this implies
(βx,∇x)Th =
1
2
〈β · nx, x〉∂Th .
Then,
xTA12x = 〈(τ1 − 1
2
β · n)x, x〉∂Th > 0,
by the assumption concerning τ1.
By simple algebraic operations in equation (13), we obtain the following formulas for the ma-
trices G1, G2, H1, and H2 in (14):
G1 = B
−1
1 B2(B4 +B
T
2 B
−1
1 B2)
−1(B5 +BT2 B
−1
1 B3)−B−11 B3,
G2 = −(B4 +BT2 B−11 B2)−1(B5 +BT2 B−11 B3),
H1 = −B−11 B2(B4 +BT2 B−11 B2)−1,
H2 = (B4 +B
T
2 B
−1
1 B2)
−1.
We briefly describe how these matrices can be easily computed using the HDG method described
in this work.
Since the spaces Vh and Wh consist of discontinuous polynomials, some of the system matrices
are block diagonal and each block is small and symmetric positive definite. The matrix B1 is this
type, and therefore B−11 is easily computed and is also a matrix of the same type. Therefore, the
the matrices G1, G2, H1, and H2 are easily computed if B4 +B
T
2 B
−1
1 B2 is also easily inverted.
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It can be checked that BT2 B
−1
1 B2 is block diagonal with small nonnegative definite blocks. Next,
B4 =
[
A12 −γ−1A4
A4 A13
]
, where A4 is symmetric positive block diagonal, A12 and A13 are positive
block diagonal. Due to the structure of B1 and B2, the matrix B
T
2 B
−1
1 B2 + B4 has the form[
C1 −γ−1A4
A4 C2
]
, where C1 and C2 are symmetric positive block diagonal. The inverse can be easily
computed using the formula[
C1 −γ−1A4
A4 C2
]−1
=
[
C−11 − γ−1C−11 A4D−1A4C−11 γ−1C−11 A4D−1
−D−1A4C−11 D−1
]
,
where D = C2 + γ
−1A4C−11 A4. Furthermore, C
−1
1 and D
−1 are both symmetric positive block
diagonal.
References
[1] Thomas Apel, Mariano Mateos, Johannes Pfefferer, and Arnd Rsch. Error estimates for dirich-
let control problems in polygonal domains. http //arxiv.org/pdf/1704.08843v1.
[2] Roland Becker and Boris Vexler. Optimal control of the convection-diffusion equation using
stabilized finite element methods. Numer. Math., 106(3):349–367, 2007.
[3] A. Borz`ı, E.-J. Park, and M. Vallejos Lass. Multigrid optimization methods for the opti-
mal control of convection-diffusion problems with bilinear control. J. Optim. Theory Appl.,
168(2):510–533, 2016.
[4] M. Braack. Optimal control in fluid mechanics by finite elements with symmetric stabilization.
SIAM J. Control Optim., 48(2):672–687, 2009.
[5] Erik Burman and Peter Hansbo. Edge stabilization for Galerkin approximations of convection-
diffusion-reaction problems. Comput. Methods Appl. Mech. Engrg., 193(15-16):1437–1453,
2004.
[6] Aycil Cesmelioglu, Bernardo Cockburn, and Weifeng Qiu. Analysis of a hybridizable discon-
tinuous Galerkin method for the steady-state incompressible Navier-Stokes equations. Math.
Comp., 86(306):1643–1670, 2017.
[7] Yanlai Chen and Bernardo Cockburn. Analysis of variable-degree HDG methods for
convection-diffusion equations. Part I: general nonconforming meshes. IMA J. Numer. Anal.,
32(4):1267–1293, 2012.
[8] Yanlai Chen, Bernardo Cockburn, and Bo Dong. Superconvergent HDG methods for linear,
stationary, third-order equations in one-space dimension. Math. Comp., 85(302):2715–2742,
2016.
[9] Bernardo Cockburn, Jayadeep Gopalakrishnan, and Raytcho Lazarov. Unified hybridization
of discontinuous Galerkin, mixed, and continuous Galerkin methods for second order elliptic
problems. SIAM J. Numer. Anal., 47(2):1319–1365, 2009.
[10] Bernardo Cockburn, Jayadeep Gopalakrishnan, Ngoc Cuong Nguyen, Jaume Peraire, and
Francisco-Javier Sayas. Analysis of HDG methods for Stokes flow. Math. Comp., 80(274):723–
760, 2011.
21
[11] Bernardo Cockburn and Kassem Mustapha. A hybridizable discontinuous Galerkin method
for fractional diffusion problems. Numer. Math., 130(2):293–314, 2015.
[12] Bernardo Cockburn and Jiguang Shen. A hybridizable discontinuous Galerkin method for the
p-Laplacian. SIAM J. Sci. Comput., 38(1):A545–A566, 2016.
[13] Javier de Frutos, Bosco Garc´ı a Archilla, and Julia Novo. Local error estimates for the
SUPG method applied to evolutionary convection-reaction-diffusion equations. J. Sci. Com-
put., 66(2):528–554, 2016.
[14] Hongfei Fu. A characteristic finite element method for optimal control problems governed by
convection-diffusion equations. J. Comput. Appl. Math., 235(3):825–836, 2010.
[15] Hongfei Fu and Hongxing Rui. A priori error estimates for optimal control problems governed
by transient advection-diffusion equations. J. Sci. Comput., 38(3):290–315, 2009.
[16] Hongfei Fu and Hongxing Rui. A characteristic-mixed finite element method for time-
dependent convection-diffusion optimal control problem. Appl. Math. Comput., 218(7):3430–
3440, 2011.
[17] Matthias Heinkenschloss and Dmitriy Leykekhman. Local error estimates for SUPG solutions
of advection-dominated elliptic linear-quadratic optimal control problems. SIAM J. Numer.
Anal., 47(6):4607–4638, 2010.
[18] Weiwei Hu, Jiguang Shen, John R. Singler, Yangwen Zhang, and Xiabo Zheng. Hybridizable
discontinuous Galerkin method for Dirichlet boundary control of elliptic PDEs. submitted.
[19] Z. Kanar Seymen, H. Yu¨cel, and B. Karaso¨zen. Distributed optimal control of time-dependent
diffusion-convection-reaction equations using space-time discretization. J. Comput. Appl.
Math., 261:146–157, 2014.
[20] Dmitriy Leykekhman and Matthias Heinkenschloss. Local error analysis of discontinuous
Galerkin methods for advection-dominated elliptic linear-quadratic optimal control problems.
SIAM J. Numer. Anal., 50(4):2012–2038, 2012.
[21] A. Mart´ınez, C. Rodr´ıguez, and M. E. Va´zquez-Me´ndez. Theoretical and numerical analysis
of an optimal control problem related to wastewater treatment. SIAM J. Control Optim.,
38(5):1534–1553, 2000.
[22] N. C. Nguyen, J. Peraire, and B. Cockburn. An implicit high-order hybridizable discontinuous
Galerkin method for linear convection-diffusion equations. J. Comput. Phys., 228(9):3232–
3254, 2009.
[23] N. C. Nguyen, J. Peraire, and B. Cockburn. An implicit high-order hybridizable discontinuous
Galerkin method for nonlinear convection-diffusion equations. J. Comput. Phys., 228(23):8841–
8855, 2009.
[24] N. C. Nguyen, J. Peraire, and B. Cockburn. A hybridizable discontinuous Galerkin method
for Stokes flow. Comput. Methods Appl. Mech. Engrg., 199(9-12):582–597, 2010.
[25] M. Stanglmeier, N. C. Nguyen, J. Peraire, and B. Cockburn. An explicit hybridizable dis-
continuous Galerkin method for the acoustic wave equation. Comput. Methods Appl. Mech.
Engrg., 300:748–769, 2016.
22
[26] Tongjun Sun. Discontinuous Galerkin finite element method with interior penalties for con-
vection diffusion optimal control problem. Int. J. Numer. Anal. Model., 7(1):87–107, 2010.
[27] Chunguang Xiong and Yuan Li. Error analysis for optimal control problem governed by
convection diffusion equations: DG method. J. Comput. Appl. Math., 235(10):3163–3177,
2011.
[28] Ningning Yan and Zhaojie Zhou. A priori and a posteriori error analysis of edge stabilization
Galerkin method for the optimal control problem governed by convection-dominated diffusion
equation. J. Comput. Appl. Math., 223(1):198–217, 2009.
[29] Ningning Yan and Zhaojie Zhou. A RT mixed FEM/DG scheme for optimal control governed
by convection diffusion equations. J. Sci. Comput., 41(2):273–299, 2009.
[30] Hamdullah Yu¨cel, Martin Stoll, and Peter Benner. A discontinuous Galerkin method for
optimal control problems governed by a system of convection-diffusion PDEs with nonlinear
reaction terms. Comput. Math. Appl., 70(10):2414–2431, 2015.
[31] Zhaojie Zhou, Fengxin Chen, and Huanzhen Chen. Characteristic mixed finite element approx-
imation of transient convection diffusion optimal control problems. Math. Comput. Simulation,
82(11):2109–2128, 2012.
[32] Zhaojie Zhou and Ningning Yan. The local discontinuous Galerkin method for optimal control
problem governed by convection diffusion equations. Int. J. Numer. Anal. Model., 7(4):681–
699, 2010.
[33] Zhaojie Zhou, Xiaoming Yu, and Ningning Yan. Local discontinuous Galerkin approximation
of convection-dominated diffusion optimal control problems with control constraints. Numer.
Methods Partial Differential Equations, 30(1):339–360, 2014.
[34] Huiqing Zhu and Fatih Celiker. Error analysis of an HDG method for a distributed optimal
control problem. J. Comput. Appl. Math., 307:2–12, 2016.
23
