Introduction
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Within recent phonological work, there has been a recurrent move away from underlying representations (URs) as being distinct from what one encounters on the "surface", sometimes quite dramatic:
... the notion of UR is neither conceptually necessary nor empirically supported, and should be dispensed with. (Burzio 1996: 118) ... we will argue against the postulation of "a single underlying representation per morpheme", arguing instead for the postulation of a set of interconnected surface-based representations. (Archangeli & Pulleyblank 2015) For decades the assumption in traditional phonology has been that URs had the two functions of (i) capturing generalizations ("what's in the language") and (ii) capturing the speaker's knowledge ("what's in the head"). Bantu languages have been among those providing evidence of robust morphophonemic alternations of the sort captured by URs in generative phonology. In this paper I take a new look at some Bantu consonant alternations to ask whether URs are doing the effective job we have assumed. As I enumerated in Hyman (2015) , various phoneticians and phonologists have expressed skepticism towards URs for one or more of the following reasons:
(1) a. URs are wrong : speakers don't know them; they are not "psychologically real" b. URs are redundant : alternations can be handled by other mechanisms, e.g. allomorphy c. URs are indeterminate : in many cases it is not clear what the UR should be d. URs are insufficient : lexical entries contain much more information than the UR e. URs are uninteresting : the study of URs has reached a dead-end with little new to discover
My interest in the changing views on URs all started with a provocative article by Bruce Hayes, who writes:
... all phonology might ultimately be redistributed between the theory of phonetic rules and the theory of lexical organization.... insofar as rules apply postlexically, they are phonetic and gradient, and insofar as they treat discrete categories, they are part of the lexicon rather than applying to the output of syntax. Of the Ilokano rules [I] studied... either they seemed phonetic in character, so that my conventional phonetic transcription represented an over idealized categorization of continuous data, or they struck me as not fully productive, lexicalized rules. At the time I occasionally wondered, "Where is the normal phonology that I was trained to study?" (Hayes 1995: 67-8) According to Hayes we should expect word-level phonology to be "lexicalized", not fully productive, maybe just listed allomorphs, e.g. a-na-maál-a ni-na-mal-a ku-guul-a a-na-mal-a ku-guúl-a '... to buy' ni-na-mal-a ku-gul-a ŋguuwo a-na-mal-a ku-gul-a ŋguúwo '... to buy clothes' = H In these examples, L(ow) tone is unmarked, while H(igh) tone is indicated by an acute accent. As seen, all of the morphemes in (11a) are underlyingly toneless, each vowel being realized with default L tone. In contrast, the forms in (11b) have a H tone on the penultimate mora. (All forms show phrase-penultimate lengthening, indicated by doubling the vowel.) The only difference between the two is the subject prefix /ni-/ 'I' vs. /á-/ 's/he', whose underlying /H/ shifts onto the phrase-penultimate mora, as indicated. The two infinitive phrases in (3) show that it's not only grammatical tone but also lexical tone that shifts:
b. H tone on penultimate mora 'to buy wooden bowls' 'to break wooden bowls' ku-gula mi-vuure ku-banda mi-vuúre = H While all of the morphemes are underlyingly toneless in (3a), the root /-bánd-/ 'break' has an underlying /H/ which undergoes the shift. It is clear that this is not idealized phonetics, nor is it intonation. That it is phonology can be further observed in (4).
(4) a. ni-na-gumbuhiziík-a 'I am wiped out by utter destruction' = H b. a-ná-gumbuhiziík-a 's/he is wiped out by utter destruction' (Volk 2007: 17 
In (4a), the verb root /-gúmbuhizik-/ has an underlying /H/, which shifts to the penult. In (4b), there are two input /H/ tones, one on the subject prefix /á-/, one on the verb root. As seen, the H of /á-/ shifts onto on the pre-stem tense prefix -na-). There are many such cases of totally productive phrasal tonology which cannot be reduced to phonetic implementation-both in Bantu and in tone languages throughout the world. In such cases one can test URs and rules by putting words together in new utterances. Although this takes care of half of Hayes' concern, the other still stands: Is there productive, across-the-board word-level ("lexical") phonology? Here we run into significant analytic problems as languages conspire against us. To show this, in the following two sections I will consider two problems in Bantu segmental phonology which raise both synchronic and diachronic questions: distributions and alternations deriving from ProtoBantu *d ( §2) and from Proto-Bantu *p ( §3).
Bantu [d] ~ [l] alternations
In the absence of other complications, the most general expectation is that Proto-Bantu *d will be realized as a liquid [l] (Ruttenberg 1971 (Ruttenberg [2000 ). Here too there are lots of alternations, e.g. deverbal nominalizations with the suffix /-i/:
The realization is [d] even before epenthetic [i] in borrowings:
We thus see that in Yaka the [l] ~ [d] relation is completely general, allophonic, without complication. In fact, there is only one exception in the ca. 4000-entry Ruttenberg dictionary: ma-déésó 'beans').
A quite different story is seen in most other Bantu languages where this perfect complementarity gradually becomes undone. (Ngunga 2000: 56) : daal-a 'take for granted' ci-dawáati 'box'
The following table provides the numbers of lV and dV sequences in the CBOLD lexicon: (Nash 1992; Hyman & Inkelas 2000 [2012 ). Thus note the alternations in (13). 
Lusoga [p] ~ [ɣ] alternations
A second common alternation in Bantu concerns the debuccalization of Proto-Bantu *p. As documented in the reflexes reported by Guthrie (1967 Guthrie ( -1971 In what follows, the Lusoga orthography will be followed in which dentals are written th, dh, nh, while [ɣ] is written gh.
The issue of concern is the alternation between [ɣ] and [p]
, the latter occurring after a nasal, e.g. the first person subject/object prefix and the noun class 9/10 prefix (cf. Brown 1972 : 81-5, Byarushengo 1977 and Schadeberg 1989 re related alternations in Lumasaaba, Luhaya, and Lunyole). Although these prefixes are realized homorganic to a following consonant, the data in (21) provide evidence that the first person singular prefix is underlyingly /n-/:
Thus, in the last column the prefix is realized [n] when followed by a vowel prefix, here the past tense marker /-a-/. With this established, consider the data in (22), which show the alternation in question:
When stems which are realized with [ɣ] after a vowel occur after /n-/, the initial consonant is realized [p] , to which the nasal becomes homorganic [m] . It is clear that the Proto-Bantu consonant was *p, and indeed the above three roots are reconstructed as *-pá-'give', *-pèt-'bend, fold', *-pʊĺɪl-'hear' (Meeussen 1969 (Meeussen [1980 
In (25a) the reduplicated nouns have a derogatory effect ('lousy feathers' etc.), while in (25b) the reduplicated verbs refer to doing the action a bit here and there (and typically badly). As a final context, the alternation between [ɣ] and [p] also occurs when class 9 or 10 nouns are diminutivized or augmented: : /-papala/ ò-kú-pápálá 'to flutter' 'motorbike' : /-picipici/ è-pícípící 'motorbike'
As seen, the words 'hear' and 'rat' have two allomorphs in (27a). The p-initial allomorph is restricted to occurring after a nasal prefix, while the ɣ-initial allomorph occurs elsewhere. The phonologically identified nasal context seem preferable to referring directly to the morphosyntactic features that these prefixes realize (first persons singular subject/object, noun classes 9 and 10). 
Conclusion
In This of course ignores interaction with other rules (processes) that might interact and render the X, Y relation opaque. Rule or constraint interaction would be of little concern to a traditional phonologist-which is not the case here. The question then is how to resolve the apparent conflict between URs, which are useful in many cases, vs. the problems which have been addressed in this study. I started by considering the phrasal tone alternations in Giryama in (2)-(4). Recall from the data in (2b) that a verb prefix assigned a H tone to the phrase-penultimate mora two words to the right. Since it would seem vast overkill to say that every word or morpheme has mutliple tonal allomorphs, starting with the underlying /H/ on the subject prefix /á-/ 's/he' clearly establishes that something more like URs is motivated, at least by phrase-level alternations. It seems also reasonable to assume that speakers have internalized the relation between this H tone prefix and what happens at the end of the phrase. Wordlevel phonology is however subject to the pressures of lexicalization, as Hayes pointed out, which is enabled by the tremendous memory capacity that speakers have. One result of this study, therefore, is that we should not conflate all phonology in such a way as to deny URs across-the-board. At the same time, we need not reject URs for all word phonology. As I suggested in Hyman (2015) , whether URs are "real" or not, they are still useful:
... the categories traditionally applied to the description of phonological representation... still have an important heuristic value as descriptors to be used in the building and experimental testing of models of phonological grammar. (Harris 2007:137) They are particularly useful if one recognizes the two separate goals that I pointed out at in the first paragraph of this paper, which I designated as "heads" vs. "languages", two independent goals of linguistics, aptly encapsulated in the following rather different statements by two generative linguists:
The central object of inquiry in linguistics... is the nature and structure of the cognitive faculty that supports Language. ... the central task for a "scientific study of language" is to arrive at an understanding of an aspect of human cognitive organization. (Anderson 2008: 796) The goal of linguistics is to formulate the most elegant hypotheses about how language works, consistent with the data. (Newmeyer 1983: 41) Although they may inform each other, capturing generalizations and speaker knowledge are not the same thing. I personally doubt whether one can talk about what is in the head without doing a morphophonemic analysis in terms of URs, if only to show that speakers have internalized the data somewhat differently. In fact, even doubters of traditional phonology appear to recognize this, as can be seen from current "retro" textbooks, e.g. Hayes (2009) . On the other hand, URs should not be confused with what they aren't. Specifically, URs are not full records of stored knowledge of lexical items:
