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ABSTRACT 
During the last decade a great deal of paleomagnetic results have 
accumulated, and their accuracy and reliability have been increased 
significantly by improved demagnetisation techniques. In the pr.esent 
thesis all available paleomagnetic data have been analysed for the purposes 
of providing more understanding of characteristics of the geomagnetic field 
through geological time. Also, physical implications for geodynamo theory 
have been sought! 
As preparatory procedures, data selection, the separation of data 
according to polarity, and correction for plate tectonics effects have been 
carried out. With such selected (and corrected) paleomagnetic data, 
spherical harmonic analyses and statistical analyses of the paleosecular 
variatioll have been carried out for the time-averaged paleomagnetic field 
from. Re.cent back to 195 Myr ago. The results of thes.e analyses have been 
compared with the reversal frequency characteristics of the paleomagnetic 
field. 
The following conclusions have been drawn from the analyses: 
(1) During time intervals for which the reversal frequency characteristic 
is stable, the normal and reversed polarity fields can be taken to be the 
same in terms of time-averaged Gauss coefficients. However, during time 
intervals for which the reversal frequency characteristic is unstable, the 
two polarity fields can be taken to be different from each other. 
{2) The zonal quadrupole and octapole field components reverse together 
with the axial dipole component when the field reverses its polarity. 
(3) The zonal octapole component has been dominant (up to a maximum 
strength of order G3=0.16) relative to the quadrupole component (maximum 
strength of order G2=0.11) through time~ regardless of polarity. 
(4) The variations with time of the time-averaged Gauss coefficients for 
the normal polarity field have similar patterns to the variations with time 
of those for the reversed polarity field. 
(5) When the reversal frequency is low, the paleosecular variation is 
r.elatively small and is found to be mainly due to changes in the nondipole 
field. However, when the reversal frequency is high, the paleosecular 
variation is relatively large, and is found to be mainly due to dipole 
wobble. 
(6) The variations with time of the paleosecular variation characteristics 
for the normal polarity field have similar patterns to the variations with 
time of those for the reversed polarity field. 
These results provide some important implications which any 
satisfactorygeodynamomodel should meet • 
• 
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1.1 Generallntroduetion 
Since Gilbert's (1600) idea that the earth itself .is a great ma,gnet 
ani Gauss'(1839) proof that almost all the . earth's ma.gnet.ic. field 
arises from inside the planet, many attempts have been conducted 
especially: fol" the bst two d~ead'es to understand the orig~ll of the 
geoma:8netic field and its. time variatioa. However still the o,rigin and 
time variation of the ge,o,m.ag'tl.etic field. remains one. o.f the lliOst 
.. 
important .u.nsolve<i problems in geo:pby~Jics. Several theories as to the 
. . . . . ": . 
. . 
origin have been sug.g•l!fted. The.· first :ts du~ .possibility of perma~nt 
magnetic field· • at the satface, since. all ferr01llagnet.ic st.Jbstances will 
lose their m~g11etic properties at det,lths of Zf> .to lO km. ' It also can 
•• > < 
not account for the close proximity of .. · the magnetic and geographic 
poles (except by coincidence), and for the other observed phenomena 
such as tilie field reversals and the westward dr:i.ft of the nondipole 
field •. The second theory is that the earth's. magnetic fhld arises ftoa 
the rota:tietn of t:he earth. The idea is that a· gyroscopic .effect .. causes 
rotation. However the magnetisation> for the ·earth due to thls effect 
is insignificant, being less thati about 10~9 y (JB;cobs ~t · al., 1974). 
Mo't'eover a rotationa:l eff~ct can explaln only the components of the 
magnetic moment along the axis of rotation (2;onal component$). It can 
account neither for the existence of nonzonal components nor .the 
2 
phenomena · of field reversals. The last possibility is the dynamo 
theory that initial electric currents flow in the earth's interior, 
produce and maintain the magnetic field by an induction process. Namely 
the kinetic energy of the fluid motion in the core is converted into 
magnetic energy by hydrodynamic and electromagnetic processes. 
The electromagnetic field can be described by the equation (in 
electromagnetic units) 
ali 1 
v2 = ------ H (v ·v) H + (H •V) v 
a t 4rr a 
where H is the magnetic field, a is the electric conductivity, and v 
is the velocity of the fluid (for the earth it will be the outer core). 
If v = 0, the above equation becomes a simple diffusion equation, 
and so magnetic field always decays in the absence of some source. The 
second term is the gradient of the field in the direction of the 
velocity multiplied by the velocity, so it represents the convection of 
the field with the moving fluid (Elsasser, 1946). The third term 
indicates the rate of stretching the magnetic lines of force, If this 
term is large enough and positive, the magnetic energy increases by 
overcoming the loss due to the first term (Rikitake, 1966). 
As can be noticed from the above equation, for a given velocity 
field v , the magnetic field -H also satisfies the equation. Thus the 
same velocity field can produce a reversed polarity magnetic field cas 
well as a normal polarity magnetic field. Therefore, differences 
between normal and reversed polarity magnetic fields are not predicted 
from the above electromagnetic equation. 
The hydrodynamic equation of fluid· motion in the earth's core ( the 
Navier-Stokes equation) which should be added to the electromagnetic 
3 
equation is 
P r av/ at + cv. v>v + z n x v - v ·i- v 
-( j.1 /4 1T) V' X H X H = - \/ P + P \1 W in e.m .. u. 
where v is the velocity relative to a system rotating with angular 
velocity n, p is pressure' w is gravitational potential' j.1 is magnetic 
p.ermeabi1ity, p is density, and V is kinematic viscosity. 
Like the electromagnetic equation, the Nav:i.er-Stokes equation can 
be also satisfied by a -H field as well as by a H field for a given 
velocity pattern. However owing to the nonlinearity of the 
Navier...,Stokes equation in H and v, many studies of the dynamo problem 
are confined to seek solutions of . the electromagnetic equation, which 
is. linear in H; (these are known as kinematic dynamo problems). 
Even after the mechanics of' the generation and maintenance of the 
magnetic field have been physically set up, as in the equations given, 
there are still several problems for any geodynamo theory to explain. 
For example, the phenomena of field reversals, secular variation over 
historic time, and paleosecular variation determined from paleomagnetic 
studies. 
.. 
Until the development of paleomagnetism, researches of the 
geomagnetic field were limited to historical observations of the last 
few centuries. However the time constant associated with the present 
3 
secular variation is longer than 10 " years (McDonald and Gunst, 1968, 
Nagata, 1965), and the time required for the field to change its 
polarity is in 
Harrison and 
McElhinny ,1971). 
3 the range 10 
Somayajulu, 1966, 
years (Ninkovich et al. ,1966, 
Cox and Dalrymple, 1967' 
These time constants for the reversals and secular 
variation of the field are longer than the period of historic 
4 
observation, and so the only recourse is to go back to the study of the 
field through geological time by means of paleomagnetism. 
Paleomagnetism is a major geophysical tool to investigate the nature 
and history of the earth back to several hundred million years ago. The 
results of paleomagnetic analyses may provide us with conditions for 
setting up a dynamo model. 
One of the main aims of this thesis is to provide a better 
understanding and picture of the nature of the earth's geomagnetic 
field through geological time, and hopefully so to provide an improved 
understanding of the conditions under which the geodynamo operates. 
1.1.2 A time-"averaged paleomagnetic field 
As other branches of earth science start with fundamental 
assumptions, paleomagnetism also has a basic hypothesis as a starting 
point. The assumption is that the time- averaged paleomagnetic field 
is that of a geocentric axial dipole. In other words all the other 
field components except those of a dipole are eliminated by the process 
of averaging paleomagnetic data over a certain time intervaL 
The present instantaneous field significantly differs from a 
geocentric axial dipole field: about 80% of the field can be 
represented by a dipole tilted at 11.5 ° with respect to the earth's 
spin axis, and the remaining 20% is represented by nondipole terms in a 
spherical harmonic expansion. The present field can be directly 
observed at precise times with good global coverage at observatories 
distributed world-wide. 
However, we can not determine the exact configuration of the 
earth's ancient magnetic field at any precise time from paleomagnetic 
data. This restriction is due to limitations in the available 
5 
paleomagneti~ data, which are not U;niformly distributed in time and 
·. space• Further. t;he ages of rock samples and the times when rock$ 
acquired their remanent mag.ne·tisations are in general not well know. 
Therefore it is necessary to reconstruct a mean field represel)ting an 
average over a certain time · span in order to investigate the 
chaTacteristics of the palecnnagne·tic field~·. Here the ques,tion arhes 
of .how long would be lang enough to· average the geomagnetic: field 
' 
appropriately• Such a Hme interval should be long enough to average 
out long-period geomagnetic secular variation, and by the 
tim~av~]:'aging process unwanted transient asymmetries or instabilities 
should be removed. B:ut ·~the time interval should be short enough to 
avoid any significant pli;lte tectonic effe:Cts, unless .such effects can. 
be corrected for. 
Merrill and McElhinny (1977). foul)d · from. a • study of. .the 
paleomagnetic field for the · last 5 My:r. that,_ altbot18h the .individual 
95% circles of c::oniidenee. of pal:eoma*n:t!tic poles did not getiera!ly 
' .. 
include the geographic p~e, regiotudly averaged. paleol!Ulgnetie poles 
' ' •• • • • • • ' • : ',' < 
were consistent with . the ge;0gTa"P.hic pole• Merrill. and McE·lhi:rlny/ 
suggested that a time interv:al of .5 x 10 6 ·. yea:its was at;lequate for a 
. 
time-averag.ing paleomagnetic study to remove the effects of secular 
variation • 
• 
Another question arising is that of method to aaalyse the available 
paleomagnetic data (which ·• are not. U:nifprmly distributed iii time and 
space) so as to represent. th~ titlle-av~raged global ~agll.et~e field. 
Several weightiqg methods. have. been SU:ggest~d • Some e:xaniples are! (1 ) a 
uniform weighting of individuaL studies (Creer et al. , 1973, Georgi, 
1974); (2) weighting accordiQg to each study's p'tecision parameter k 
(Wells, 1973); (3) weighting according to the number of site.s for each 
study (McElhinny and Merrill, 197 5 ); and ( 4) weighting according to the 
6 
age overlap between the individual study and the age window used for a 
particular .analysis (Harrison and Lindh, 198~}. 'the e~fective 
weighting pr9eed_yre also will·. vary depimding em the purpose of. a 
p.arti,cular study. More details will be discussed in the data section 
of each chapter. 
In order ·to eompa·re paleomagnetic results from . different 
localities, .t:he virtual geomagnetic pole (VGP) .is widely used. The VGP 
represents. the.· po~ition . of t:he equivalent geomagnetic pole calculated 
from a sp.ot. reading of the paleomagnetic field. The calculation of .a 
VGl' is based em a geocentric altial dipole field model.. A l>al~agnetic 
pole eorrespon.di~g t() a given time span . can be calculated from an 
averaging process on the available VGP.'s. 
> ' ' • 
If the paleomagnetic field as q .. etermined by a time;...ayeraging study 
is that. of a geocentric axial: dipole' the p;JleomagJtetic poles {olrtai'ti~ 
. . 
by averagiag ·the ~vailable VGP's) froo1 different sit~·s but: for the same 
til!le interval. should coincide:. ·-ao.wever suech. paleumagnetic pol,es do· not· 
al,ways coin<!i<le. This 4i.sere-p:aney can • be due ttL the _following ~aur;~es • 
. .,-
geomagnetic .~ .fi.eld has not been avera,ged suffi<!iently by the 
tiilte-av.eraging pro.cess. (3) Samples from different localities. may not 
cover ~actly the .same time span. (4) Possible cluinges in the direction 
of rock. magnetisation or possible geologic variation in rock formation, 
i.e. systematic ei:'i:'or in the paleomagnetic process. (5) Pol;lsible errors 
in m~a~urements. 
A n~ber of studies have attempted to test the geocentric a~ial 
dipole hypothesis for the time.,..averaged paleomagnetic field. Op<lyke 
and.Henry (1969) showed, by analySing the mean inclinationdata·of52 
cores from deep sea sediments; . that • when the. paleomagnetic field was 
averaged over a period of 105 to 106 years it ~oincided with' a 
7 
geocentric axial· dipole field. Evans (1976) concluded that the 
geomagnetic field has been essentially dipolar throughout Phanerozoic 
time from the analysis of the frequency distribution of paleomagnetic 
inclination data. However many other studies, such as Cox and Doell 
(1964), Wilson and Ade-Hall (1970), Wilson (1970,1971,1972), Watkins 
(1972), and Wilson and McElhinny (1974) found small systematic 
departures of the time- averaged field from the geocentric axial dipole 
model. Wilson and Ade-Hall (1970) also noticed the· 'far-sided' nature 
of pole positions from Tertiary Euroasian paleomagnetic poles. This 
effect is that poles tend to fall on the side of. the geographic pole 
far from the side of observation. 
global (Wilson, 1970, 1971, . 1972, 
McElhinny, 1974). 
This phenomena turned out to be 
Watkins, 1972, Wilson and 
Several models to represent the paleomagnetic field were proposed, 
compatible with the observations. Wilson (1971, 1972) proposed an 
offset dipole model to explain the far--sided effect. The model is an 
axial dipole displaced northward along the axis of rotation without 
tilting (Figure 1-1). This model also can explain the shallower 
(deeper) inclinations than that of a centred dipole model in the 
northern (southern) hemisphere, which were observed from an analysis of 
83 paleomagnetic poles for the Upper Tertiary period by Wilson (1970) • 
• 
Watkins (1972) suggested an unequal co.;...axial dipole pair. involving 
a very small axial o.ffset dipole superimposed on the major centred 
axial dipole. Cox (1975) presented a model for a time-averaged zonal 
nondipole field, with dipoles placed inward at latitudes about 45° 
North and South, and outward at low latitudes (Fig. 1-2). This model 
has a different (and characteristic) distribution of magnetic 
inclination with latitude from that of Wilson's offset dipole model. 
There are also other models. Some examples are: (1) a model 
8 
N 
I 
MAGNE . . · • 
- .-. - !J .. £.._E<!Y~~-" ·~.··!_t:.2R _D2Et~EE__?l.f.0J:.E-
Northward displacement = r km · 
I 
MAG NETIC EQUATOR * FOR CENTRED DIPOLE 
s 
Fig. 1-1 An a:xial offset dipole model (Wilson,1970) 
Inclination values produced by an axial offset dipole (dashed lines) are 
more negative (or less positive) than those values produced by a centred 
dipole (solid lines). 
9 
ZONAL NONOIPOLE MODEL 
CORE 
J 
• 
Fig. 1-2 A zonal nondipole model for the time-averaged paleomagnetic field 
(Cox, 1975) 
Sources near the core-mantle boundary produce the magnetic flux lines 
represented by the dashed curves. 
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consisting of one central dipole and eight radial dipoles at 0.28 
earth's radii proposed by Alldrege and Hurwitz (1964), (2) an eccentric 
dipole which is ,_a superposition of an infinite number of centred 
ni.ultipoles introduced by James and Winch (1967), (3) Zidarov (1972) 
presented an eccentric dipole displaced into the Pacific ocean, and ( 4) 
Creer et al.(l973) presented· an eccentric dipole displaced from the 
geocentre away from the north-west Pacific region. 
It should be noted that all those studies reached the same 
conclusion, however, regarding the hypothesis of a geocentric axial 
dipolar field: the hypothesis is quite valid as a first approximation 
of the time- averaged paleomagnetic field. 
1.1.3 Representation of the paleomagnetic field in terms of a 
spherical harmonic expansion 
Each field model discussed in the previous section is one of many 
possible source configurations to. explain the observed field. Such 
models are a convenient description of the time-averaged paleomagnetic 
field, rather than strict physical models which might be expected to 
exist in the earth's core. However, the models should give some useful 
physical insight into the geodynamo process. Alternatively, it is 
effective and general to analyse the paleomagnetic data in terms of a 
spherical harmonic expansion. This is because a spherical harmonic 
analysis may be carried out directly, and an equivalence may be sought 
between the spherical harmonic coefficients and the parameters used in 
other models. 
The first spherical harmonic analysis of the earth's magnetic field 
was carried out by Gauss (1839) who showed that the geomagnetic field 
originated mainly inside the earth. The magnetic scalar potential V at 
11 
the surface is given by 
oo . n+t n m m m 
v = a 'i(a/r) 'i (gn cos m<fl + hn sin m<P ) p.. e 
n=l · m=O n 
(1.1) 
where a denotes the earth's mean radius (6371 km), r denotes the 
dis-tance of an observation. sit~ from the geo.cemtre, e and ~ -denote the 
geographic · colatitude a111d longit:mte of an observation site 
respec.ti vely; m 111 and gn and ht1 denote spherical narmonic coefficients · 
(Gauss coe£ficiel1ts). with n denoting the degree and m denotiQ.g the 
The notation Pm ( e ) is for a partially normalised associated n . . . . . . . . . ... 
Legendre polynomial (or Schmidt function); defined by 
<e>=P <e> n,11l for m == O, and 
(e) = I2 (n-m)! I (tt+m) !ll/2 P < e) for m =/: o; 
n,m 
· · Here P . ( e J .denotes a basic associated Legend.re p()lynomial generated 
n,m 
by 
p ( e) = (l - ·cosf e. )m/'1. 'd!Jl p ( a) l J em· 
n,m n 
where in turn P n ( e) denotes a basic Legendre polynomial generated by 
• 
P ( 8) ~ (2-n I nl} 
n 
dn .( 2 
· cos e -l)n/den 
Here we consider only .that part of· the geomagnetic field which is due 
to internal soutces. 
The field compon~nts ( X northward, Y eastward and Z downward) are 
ob-tained by differentiation as 
x = (1 I r) av I emf r=a 
n 
= ~· z:(g: cos m¢ + h: sin m¢ ) d P: ( e)/ de 
n=l m=o 
y = - (1 I r sin e ) a v Ia¢ lr=a 
·n-
00 (hm m = - (llsin e)l: l: m cos m¢ - gn sin m¢ 
n=l n m=o 
z = a v I a r 'r=a 
oo n m 
m¢ + hm sin m¢ ) pm ( e) = l: Z:( n+l )( g cos 
n n n 
n=l m=o 
) pm ( e ) 
n 
(1.2) 
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The geocentric axial dipole field is represented 
and the geocentric equatorial dipole field by the g~ 
0 by the g1 term 
I 
and bJ: terms. 
· The harmonics with n=2 represent quadrupole field components, and those 
harmonics with n=3 represent octapole field compon.ents, and so on. 
This thesis will deal mainly with analysis for azimuthal symmetry, 
Le. zonal terms (m=O) will be most dominant (the details will be 
explained in section 2 .1.3.). Thus the field components generated by 
zonal harmonics, P~ ( e), P~ ( e ) , etc., will be given by replacing m=O 
in equation (1.2) as 
X = E g0 d P0 ( 8) I d8 
n=l n n 
= -sine g~ - 3cose sine g~ + 1.5sin8 (l-5cos2 8 ) 
y 0 (1. 3) 
z E (n+ 1)P0 (e) g0 
n . n 
n=l 2 0 . 0 
= -2cosegi - 1. 5(3cos 8 -1 )g2 •-.. 3 . 0 -2(5cos 8 -3cose )g3 + 
where Po 1 ( 8) cose 
Po ( e) 0.5 (3 2 - 1) 2 cos 8 
Po ( e> 0.5 (5 3 - 3 COS8 ) 3 cos 8 
Po ( 8) (35 4 2 + 3) I 8, and 4 cos 8 - 30 cos 8 so on. 
Accordingly the inclination I due to the zonal field components is 
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represented by 
I = tan - 1 ( Z I X ) (1.4) 
= tan - 1(-.2 c~:~-~.-~-=-:~ ..:~=~ .. :~~-==-~~~-~-=.:~:~:~~-=::~:~-~~i-~_:: • ) .. 
sine ·~ + Jsin8cose g~ - l.Ssine(l-Scos2e)g~ + .•. 
Consistent with the sign convention for Z, inclination angles are also 
taken as positive downwards from the horizontal. 
For a geocentric field of normal polarity, values of I are 
positive in the present northern hemisphere, and negative in the 
southern hemisphere by convention. For a particular site, if the 
geomagnetic field then reverses, the I value will change sign (but keep 
the same magnitude), and the declination D value will change by 180°. 
A .parameter to be termed the 'inclination anomaly' is basic to the 
analysis of this thesis. 
l'>I , is defined 
f',I=I·.-1 
obs · d 
The inclination anomaly, to be denoted by 
(1. 5) 
where lobs is the observed inclination from paleomagnetic measurements 
for a given site, and Id is the calculated 'ideal inclination' for the 
site which would be caused by an axial geocentric dipole of normal 
• 
polarity. For reversed polarity paleomagnetic results, throughout this 
thesis the observed inclination values are changed by multiplying the 
or.iginal value determined from paleomagnetic measurement by -1. The 
purpose of this change is to make the comparison between the results 
for 'normal' and 'reversed' polarity data more direct; for example, l'>I 
as defined in equation (1. 5) still holds , taking Id as computed for a 
dipole field of normal polarity. However, the consequences of thus 
changing reversed data into 'pseudo-normal' data must be continually 
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borne in mi.nd. Similarly, when changing the sign of inclination values 
of reversed data, the corresponding declination values are all changed 
0 by 180 • 
Thus, throughout this thesis, 'normal' and 'reversed' data are 
compared as 'normal' and 'pseudo-normal' data. The purpose is to 
compare the flux .... line configuration for the normal and reversed 
polarity states, without the complicating effect of the opposing 
direction of the flu:x lines~ 
If we assume that the observed paleomagnetic field consisted only 
of dipole and quadrupole terms, the inclination anomaly 6I will be 
given from equations (1.4) and (1. 5) as 
!::.I = tan-/ .. · .. =:~~~-~ ..... ~-:::~::~:~~-==-.~~~" tan"1 .. (. ::~~~-~r-)· (1. 6) 
\ sinS ~ + 3sin8 cos8 g~ } sin8 ~ 
!f we assume that the paleomagnetic field consisted of dipole and 
octapole components, then L\I will be given by 
(1. 7) 
If we assume that the paleomagnetic field consisted of dipole, 
quadrupole, and octapole components, then 6I will be given by 
"ta).2~.~:~!~] hl.n8 g1 
(1.8) 
If we assume that the paleomagnetic field consisted of dipole, 
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quardrupole, octapole, and sedecimupole components, then 61 will be 
given by 
t 
2 0 
30cos Q +3)g4 
(1. 9) 
A zonal nondipole model also can be represented in terms of 
spherical harmonics by taking only zonal potential terms from equation 
(1.1), that is, 
V = a I (a/r)n+l 0 P0 ( 9 ) 
n=l gn n (1.10) 
An eccentric dipole can be regarded as the superpos.ition of an 
infinite number of centred dipoles, all of which have the same axis 
·(James and Winch, 1967). The potential of an eccentric dipole, V can 
e 
be represented in terms of the potential of a centred dipole, V, as 
follows 
V = V ~8·V V + 0.5 8·\l (8•VV) + ••• 
e 
where 8 is the displacement vector of the eccentric dipole from the 
geocentre. 
In the case of an axial offset dipole model, which is a special 
case of an eccentric dipole, the displacement vector o is along the 
earth's rotation axis. We can simplify the potential Ve setting r=a 
v 
e 
-2 2 3 
m a case + m X (3 cos e - 1) I a + ••• (1.11) 
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where m is magnetic moment and x is the magnitude of the displacement 
vector. From equation (1.10) and (1.11) we obtain 
0 
m I 3 (1.12a) gl = a 
0 2 I 4 (1.12b) g2 m X a 
0 
-3m 2 I 5 (1.12c) g3 = X a 
The displacement x of the offset dipole can be expressed in terms of 
the zonal Gauss coefficients, that is, 
(1.12d) 
There are two distinct constraints on a spherical harmonic analysis 
of the time-averaged paleomagnetic field. One constraint is that the 
values of all the Gauss coefficients have to be normalised in terms of 
the magnitude of the axial dipole term. This constraint is due to the 
lack of adequate paleointensity data, which prevents the determination 
of absolute magnitudes for any of the paleomagnetic field terms. The 
other constraint is that we can not determine the values of high degree 
Gauss coefficients owing to the limited number of available 
paleomagnetic data and their accuracy. 
It is important to determine which spherical harmonics of the 
paleomagnetic field can be determined reliably. In this thesis, the 
spherical harmonics higher than third degree have been truncated upon 
the basis that the accuracy of analysis generally did not justify the 
inclusion of higher degree terms. The principle is demonstrated in 
section 2 .1. 3. 6. 2 where an exploratory determination is made of 
harmonics including the fourth degree (sedecimupole) term. 
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The use of poor quality data can cause an inaccurate spherical 
harmonic expansion. Hence, very careful consideration is required in 
selection and use of the available paleomagnetic data. In each data 
section to follow details of data selection will be discussed. 
1.1.4 Secular variation and long-terlllvariation of the paleomagnetic field 
The geomagnetic field varies with time on scales from milliseconds 
to millions of years. Cox (1975) classified the obs.erved geomagnetic 
time constants into three frequency bands and made an analogy between 
geomagnetic and meteorological phenomena. Micropulsation, diurnal and 
annual variations, and the effect of sun-spots form the high frequency 
band, and correspond .to the daily pressure and temperature changes in 
meteorology. Secular variation forms the medium . frequency band, and 
corresponds to individual storms or seasonal changes. The low 
frequency band of long-term magnetic variation, which is reflected in 
changes in reversal frequency, corresponds to the climatic changes in 
meteorology. 
Each of these frequency bands in geomagnetic phenomena has its own 
physical interpretation. First the high frequency band comprises the 
transient •ariations from external sources, such as disturbances in the 
magnetosphere or ionosphere. This high frequency band provides 
information about the electrical conductivity of the upper mantle 
through the study of processes of geomagnetic induction, but is of no 
concern in paleomagnetic study. 
Secondly the medium frequency band comprises the slow secular 
variation, and reflects the time constants of the geodynamo process in 
the core (Cox, 1975). The secular variation of the present field can 
be studied from direct observations, the precise times of which are 
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known. However the same method of analysis can not ·be applied to 
investigate the secular variation of the paleomagnetic field (to be 
denoted paleosecular variation), because of incomplete and/ or imprecise 
information about age of paleomagnetic data. This constraint on 
paleomagnetic data leads to the concept of studying the time-averaged 
paleomagnetic field. The paleosecular . variation can be estimated by 
studying the variation of directions in successive rock formations in a 
known time sequence, or by a statistical analysis of the dispersion of 
observations. 
When an extrusive rock cools, if the time needed to cool through 
its Curie temperature is short compared to the time needed for 
significant changes to occur in the geomagnetic field, the direction of 
magnetisation then represents a 'spot reading' of the field at that 
site. A series of extrusive rocks will give a series of spot readings. 
The difference between individual spot readings at a site through time 
will be a measure of the amount of changes in the field. But 
unfortunately we do not know the time involved, and it is hardly 
possible to obtain a good continuous record of spot readings at one 
site for a long time interval. 
Another possible way to study paleosecular variation is to 
statistically compare the scatter of directions or corresponging VGP' s 
of a number of lava flows about their mean, which is determined from 
several series of flows of different ages (Irving, 1964, Stone, 1970). 
This analysis assumes that . paleomagnetic data are circularly 
distributed about their mean. The details will be discussed in Chapter 
5. 
Finally the low frequency band comprises the long term variation. 
The long term variation can be defined as the variation associated with 
paleomagnetic records of the reversal history and the paleosecular 
variation. Its characteristic time constant is a.s long. as 108 -~ears or 
longer (McElhinny, 1979). Remarkable change~ in the reversal frequency 
have been found by many paleomagnetic studies (Heirtzler et al. ,1968, 
Naidu,l97l, Cox, 1975). Cox · (1'975) mad~ an observation that frequency 
changes ·occurred at times 107, 86 and 45 million years ago (Figure. 
1.:...3) • Irving and · Pullaiah (1976} introd.uced the term.· 'quiet interval' 
in which strong polarity bias and infJ:equent reversals occurred., and. ' I , 
'disturbed. interval' for· periods having weak polarity <bias and hequent 
reversals. They found that two distinct quiet intervals occurred in 
the Cretaceou~ (KN, 81-110 Myr} and Permo-Carboniferous (PCR,. 227-313 
Myr), and less firmly established. two quiet intervals . in the Jurassic 
(JN, 145-165 Myr) a;nd Trias·sic (TRN, 205-2ZO 'MYr ) (Fig 1-4 a). A 
significant departure of polarity ·ratio. frGm· 50% has also been found 
between !)5 and 65 Myr (Fig 1-4 b). From all the above mentioned 
stu<!:Les, it seems th(:lt signifieant changes in the reversal .frequE!ncy of 
t.he geomagnetic field occur (:lt time intervals of 3Q .... so million years. · 
Many statistical analyses of the~. tceve:i'sal records c()nfirin that 
there is. no syst.ematic relationship .between polarity intervals, and no 
evide.nce . ft;)r a periodic occurrence of reversals (Phillips et al., 1975, 
Laj et aL ,1979, Cox,1981) .. On t:ll.e. contrary reversals . appear to 
oc'Cur. independent:l.Y at random times. Interestingly there also appear to 
be correlaf!ions _between. plate tectonic changes and reversal frequency 
\ . . . 
(Vogt,l975), an:d between •paleose.cular variation and reversal frE!quency 
(Irving and Pullaiah, 1976). From .. th~se considerations, it may be 
eon.cluded that the long· term variation reflects changes in·. the 
conditions under :which the geodynanto operate·s, and that there may be 
some p:lausible relation between proc~sses in the upper mantle and in 
the core. 
The analysis of paleomagnetic data over long time periods is ~>ne_ of 
Fig. 1-3 Variation. of reversal frequency with time (Cox,1975) · 20 
The reversal frequency rates for the period from 76 Myr to present are from 
Heirtzler et al. (1968), and for the period earlier than 76 Myr are from 
Larson and Pitman (1972). 
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Fig. 1-4 (a) Polarity ratio in the Cretaceous and upper Jurassic. 
(b) Polarity ratio in the Cenozoic. Circles represent values from marine 
magnetic anomalies. The profile lines in each of (a) and (b) form an 
envelope showing the limits of standard error of land based values (from 
Irving and Pullaiah ,1976) • 
the few possible sources of information. on necessary conditions which a 
geodynamo should satisfy. Also, information may be provided about 
possible boundary conditions between the mantle (where tectonic 
evolution has its origin) and the core (where the geomagnetic field has 
its origin) • 
• 
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1.2 Previous Studies 
1.2.1 Previous studies of spherical harmonic analysis of the 
paleOIJlag~etic field 
The first spherical harmonic analysis (SHA) of paleomagnetic data 
was reported by Wells (1967). Wells' analysis was made some 130 years 
after the first analysis of the geomagnetic field by a spherical 
harmonic expansion carried out by Gauss (1839). Wells de.termined 
spherical harmonic coefficients normalised in terms of the axial dipole 
0 
component, g1 • In ·Wells' study, SHA of the Quaternary and Tertiary 
field data yielded large multipolar components. These multipolar 
components were interpreted by Wells as resulting from random errors of 
measurement, nonuniform spacing of sampling sites, or other effects. 
Wells' subsequent work (1973) identified significant higher degree 
zonal terms,. quadrupole and octapole, but reached a similar conclusion 
as before that other large non-zonal terms were probably due to 
uncertainty or errors in the data. 
Benkova et al. (1971) introduced the method of SHA using only the 
declination data of Quaternary and Triassic paleomagnetic measurements. 
Their results also show large multipole terms, which seem to be due to 
the method followed of averaging data over squares of 10° x 10° in 
latitude and longitude, and giving equal weight to each square. The 
10° x 10° squares were very unevenly distributed over the earth's 
surface as a result of the uneven distribution of available data; also, 
the reliability of the average declination values over the squares was 
not consistent. Further the authors did not consider the effect of 
plate tectonics on the Triassic paleomagnetic data. 
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Benkova et al. (1973) constructed the paleomagnetic field for a 
number of geologic periods {Quaternary, Neogene, , Jurassic, Triassic, 
Permian, and Permo .... Carboniferous) by spherical harmonic analysis with 
inclination data only. They concluded that, even though the central 
axial dipole adequately represented the paleomagnetic field during the 
last 300 million years, there was a definite second degree harmonic 
component during all geological periods, which in ratio to the first 
degree harmonic ranged from 0.2 to 0.6. This large value of the second 
degree harmonic term may be due to the method followed of averaging 
0 0 data over squares 10 x 10 · in latitude and longtiude, and giving equal 
weight to each square (as was followed in the analysis of declination 
data described above). Moreover the authors used the present-day 
continental distribution for some periods such as Neogene and Juras!')ic 
under the assumption that use of a paleogeographic reconstruction would 
not involve adjustment of paleomagnetic inclination values, but merely 
change the geographic distribution of the data. However this assumption 
may be invalid. 
Kono (1976) showed that the relative magnitude of Gauss 
coefficients of the paleomagnetic field can be uniquely determined if a 
sufficient data set of both inclination and declination values is 
available. Kono also showed that a nonuniqueness problem in determining 
• 
the Gauss coefficients arises in cases where an incomplete data set is 
analysed, consisting of only one parameter of directiomil information; 
this restriction evidently applies to the analyses of Benkova et al. 
(1971' 1973). 
Creer et al. (1973) also obtained the Gauss coefficients up to 
second degree using both inclination and declination data for the 
Quaternary and Upper Tertiary paleomagnetic field. These authors 
adopted twelve regional mean paleomagnetic data as being representative 
24 
of a global coverage of the available data set .• The regions were 
selected in a manner so as to spread evenly the distribution of 
sampling sites. Like other previous studies mentioned above unit weight 
was given to each region, although the number of sites used to 
calculate a mean direction varied from one to sixteen. The results of 
Creer et al. (1973) were expressed in terms of a single eccentric 
. dipole as well as in terms of Gauss coefficients. The authors obtained 
large second degree components and accordingly a relatively large 
displacement of the eccentric dipole from the geocentre. 
Many other studies, such as Wells (1969,1973), Georgi (1974), 
Wilson and McElhihny (1974), Adams et al. (1975), Merrill and McElhinny 
(1977), and Coupland and Van der Voo (1980) have been carried out to 
determine· the Gauss coefficients for the paleomagnetic field. Apart 
from the analysis of Coupland and Van der Voo (1980) all these studies 
have been limited to the Quaternary and at most the Upper Tertiary 
field. This limit is entirely because of the significant effect of 
continental drift on the data older than a certain age, variously 
estimated as between the Quaternary and Neogene. For spherical 
harmonic analysis of the paleomagnetic field prior to upper Tertiary 
tectonic effects should be corrected for, so as to find the pre-drift 
positions of sampling sites at their times of magnetisation. 
Coupland and Van der V oo (1980) analysed the paleomagnetic data for 
the last 130 Myr through global reconstruction. These authors employed 
no weighting procedure for their analysis ,and so may not have accounted 
adequately for the effect of their nonuniform data distribution. 
Nonuniform global data distribution in time and space is one of the 
serious drawbacks of paleomagnetic data. 
Except for the analysis of the field for the last 5 Myr by Merrill 
and McElhinny (1977), all studies have analysed combined polarity data. 
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Namely, mean magnetisation directions were analysed, obtained from 
mixed polarity data by multiplying reversed polarity data by a negative 
unit vector. This procedure would lead to a bias towards favouring the 
assumption that all nondipole field components entirely reversed with 
the main dipole field. 
In this study the paleomagnetic data for the field from the present 
back to the Jurassic period will be analysed with respect to polarity, 
in terms of a spherical harmonic expansion. 
1.2.2 Previous studies of secular variation of the paleomagnetic field 
A number of studies have attempted to investigate the nature and 
the causes of paleosecular variation (PSV). Most studies except only a 
few have analysed paleomagnetic data on a regional rather than on a 
global scale. For example regional studies _were made by Cox (1969a, 
New Zealand), Doell (1970, France), Bingham and Stone (1972, Aleutian 
Islands), Ellwood et al. (1973, Terceira Island), Amerigian et al. 
(1974, Marion Island), Watkins et al. and Harrison (1977, 1979, 
Iceland). Such paleomagnetic data represent the field for a particular 
region. Each region has its own geologic setting and history, such as 
inconsistent 
• 
volcanic eruptions, which may have affected the 
characteristics of remanent magnetisation of rocks in the area. 
Therefore, it is taken to be more reasonable to analyse a global 
paleomagnetic data set in order to investigate the global patterns of 
paleosecular variation. 
The nature of PSV can be searched by studying the change with time 
and with geographic latitude of a global data set. A study of PSV with 
time encounters data problems, such as poorly assigned ages, and 
insufficient quantity. Moreover data obtained only from igneous rocks, 
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which can represent spot readings of the paleomagnetic field, should be 
used for a PSV study; thus a more serious insufficiency of data arises 
than in a study by spherical harmonic analysis, which can use data from 
sedimentary rocks. However, if ages of data for igneous rocks have 
been radiometrically well assigned and if the remanent magnetisation of 
such rocks has been determined accurately, then the hindrance of lack 
of data for a PSV study can be overcome to some extent. 
As mentioned in section 1.1.4, the angular dispersion of field 
directions, or corresponding VGP' s, about their mean are used as a 
measure of PSV. In order to investigate the latitudinal dependence of 
these angular dispersions, first of all the paleopositions of sampling 
sites should be determined. All previous studies for the field prior 
to 5 Myr ago have employed the assumption of a geocentric axial dipole 
field, with the equation tan(!) = 0.5 tan(A) to calculate 
paleolatitude ( A) of the sampling sites. Such determinations are 
subject to errors resulting from departure of the past geomagnetic 
field from being an axial dipole at the time the rocks in question were 
magnetised. In this study the paleopositions of sampling sites have 
been used as determined from global reconstruction, described in 
Chapter 3 below. 
Angular dispersion of the field can be described by the following 
• 
three factors: (1) changes in the intensity and direction of the 
nondipole field, (2) changes in the intensity of the dipole field 
(dipole oscillation), and (3) changes in the orientation of the 
geocentric dipole whose axis on average coincides with the axis of 
rotation (dipole wobble). Several models have been proposed to separate 
dipole and nondipole effects, and to describe the latitudinal 
dependence of the angular dispersions. These models are summarised in 
Table 1-1. There are nonuniqueness problems in separating dipole and 
Model Assumption of 
distribution 
Assumed cause of angular 
dispersion 
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----------------~---------------------------------------~-----------
Model A Fisherian direction 
Irving & Ward 
1964 
Model B 
Creer et al.1959 
Creer,l962 
Model c &·n 
Cox, 1962 & 1970 
Model E 
Baag & Helsley, 
19748 
Model M 
McElhinny & 
Merrill,1975 
Dipole convection 
model,Harrison 
1980 
Fisherian VGP 
Fisherian VGP 
Fisherian VGP 
Fisherian and 
Nonfisherian 
VGP 
Fisherian VGP 
Current loop model 
Roy & Wagner,1982 
a)changes in nondipole field, 
random in direction but 
constant in magnitude 
a)dipole wobble, 
invariant with latitude 
a)dipole wobble 
b)changes in nondipole field, 
random in direction and magnitude, 
fixed latitude dependence 
a)dipole wobble 
b)changes tn nondipole field 
c)correlation (a) and (b) 
a)dipole wobble 
b)changes in nondipole field 
varying in both direction 
and magnitude with latitude 
the same causes as in Model M 
but different latitudinal 
variation 
changes in orientation and 
position of two circular 
current loops 
Table 1-1 Summary of paleosecular variationmodels. 
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nondipole contributions to the observed angular dispersions. These 
models will be examined to see whether they are suitable for fitting 
the observed results obtained in this study. 
So far no study has attempted to analyse PSV with respect to 
polarity for the field older than 5 Myr. This circumstance seems to be 
mainly because a heavy task of data collection, separation."according to 
polarity, and recalculation of mean directions or corresponding VGP' s 
is involved in such a study. 
In this thesis such an attempt to examine whether the normal and 
reversed polarity fields show any differences in the characteristics of 
paleosecular variation is carried out in Chapter 5. 
1. 3 Aims of Thesis ~d their ApJ:>roach 
As has been illustrated in section L 2.1,. most previous. studies of 
spherical harmonic analysis of the paleomagnetic field have been 
limited to the ages of Quaternary and Neogene. This limitation is 
simply because of possible significant tectonic effects on sampling 
sites, after the acquisition of magnetisation. Such tectonic effects 
are negligible in the Quaternary and sufficiently small in the Neogene 
(Creer et al. ,1973, 
• 
Merrill and McElhinny, 1977). Once tectonic 
movements have been involved, the present grid of latitude and 
longitude has no basis for the analysis of paleomagnetic data unless 
corrections are made. Therefore for a study of the paleomagnetic field 
prior to 5 Myr we should know first of all the pre-drift paleopositions 
of the sampling sites at the.times of their magnetisation. 
Global reconstruction into pre-drift locations can be accomplished 
by several methods. These methods can be based on paleoclimatic 
information, paleontological information, paleogeological information, 
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paleomagnetic data, other paleogeophysical sources such as hot spots, 
and marine magnetic anomaly data, or their combinations. In this 
thesis global reconstruction is based upon marine magnetic anomaly data 
and paleomagnetic data, since these data appear to be comparatively 
fully covered all over the world, and throughout geological time from 
Jurassic to the present. 
The paleoposition of continents can be reconstructed by the 
following two steps. (1) The first step is to determine the relative 
reconstructed position between plates assuming one plate remained 
fixed. This determination is based on marine magnetic anomaly data, and 
their interpretation in terms of plate tectonics and sea floor 
spreading. In this thesis the African plate is assumed to have been 
fixed at its present position throughout geological time. When the 
African plate is assumed fixed, fewest rotations are required for those 
other plates for which direct: rotation parameters are not available. 
Owing to the deficiency of information on the movements of the plates, 
as represented by their rotation parameters, this study can not at 
present be extended further back than to the Jurassic age. (2) The 
second step is to find the correct orientation and paleolatitude, with 
respect to earth's spin axis, of the plate which was assumed fixed. 
Accordingly, a composite plate reassembled about the fixed plate is 
returned into its correct location with respect to the earth's rotation 
axis. This procedure can be achieved by using global paleomagnetic 
data. It is for this purpose assumed that the geomagnetic axis on 
average coincides with the geographic axis, throughout geological time. 
The detailed procedure of such global reconstruction is discussed in 
Chapter 3. 
Once the global reconstruction is completed, the same method used 
for the analysis of the field over the last 5 Myr can be applied to the 
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analysis of the · field: old~r than 5 Myt. Because of the necessary 
correction for plate tectonic effects,. the spherical harmonic analysis 
of the field from Jurassic to recent is separately discussed in two 
chapters: Chapter 2 deal,s with the field for the last 5. Myr and Chapter 
4 deals with the earlier field. 
As mentioned in the. previous section, this thesis describes · the 
fi.rst study of the paleomagnetic field older than 5 Myr, treating 
normal and reversed pOlarity states separately. For the more recent 5 
Myr, Merrill and McElhinny (1977) showed that there were apparent 
asymmetries in their analy~is bet~een the normal and reversed polarity 
fields. In this thesis it is one of the primary purposes to investigate 
whether this asytnmerty is a r.eal feature of the time""averaged field, 
• ' ' 1 
and then to see whether this or similar differences have been present 
. thrQughout geological time. 
The following >topics are· the main aims of this thesis •. 
(1) Representat'ion of the general structure ·of the time-averaged 
paleomagnetic field in terms.of a spherical· harmonic expansiQn. 
The paleomagnetic data, which are divided ·according to the 
conventional geological periods will be amilysed with respect to 
polarity. • Such· an analysis can give us an. idea · of how the 
paleomagnetic·. field has changed with time. Also we can. see whether or 
not. the difference . between the normal and reversed polarity fields is a 
long-lasting character.istic of the time-averaged paleomagnetic field. 
As explained in, section 1'.1 .• 3, the parameters used for diffe:rent f:teld 
models can be determined from the spherical harmonic coefficients. 
(2) Investigation of possible relations between the variation in · the 
spherical harmonic coefficients with time, and the long-term variation 
of the paleomagnetic field •. 
For this purpose, spherical harmonic analysis will be carried out 
with· the data divided according to .. the periods in which the field 
exhibits other changing characteristics. · For example, a relCJ.tively 
sudden change in the reversal frequency may have occurred at 45 Myr, ago 
(Heirtzler et al.. 1968, Co'lt,l975, Lowrie and Kent, 1983). Another 
example is the strong polar:lty bias with lower paleosecular variation, 
which chCJ.racterised the periods of 81..,110 Myr and 145'-165 Myr before 
present. 
also. 
Separated polarity dat<l will be used for these analyses, 
(3) Determination of characteristics :of the secular variation of the 
time-averaged·paleomagnetic field with time. 
Statistical analyses of ang1.ilar dispersions of virtual ge9mag.netic 
poles w1:1"1 be carried out separately according to polarity. Since such 
statistical analysis· is baseq· on the assumption that the VGP's have a 
circularly synnnetdc distribution ab<>ut their mean, first of ·all a 
shape analysis of the data distribt;Jtion.will'be discussed. 
In .this thesis two types. of VGP '.s will be analysed: one type is 
determined from a geocentric axial dipole model and the other typ'e is 
calct.tlated from a model comprising axia.l dipole, quadrupole and 
octapole fields, using the Gauss coefficients determined in this work. 
By comparing results . from the . two ~ifferent sets of VGP' s, we will be 
able to check the significance of higher-degree zonal ten1l.s. 
The latitudinal dependence of angular · · dispersions will be 
investigated. 
( 4) Understanding more about the nature of magneto hydrodynamic mot.ions 
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of a geodynamo in the outer core. 
· As mentio:~u'!d in section 1 .1.1, paleomagnetic studies may be able to 
provide information about the . necessary condit:l,ons which a geodynamo 
should satisfy and the boundary conditions under which a geodynamo can 
function. 
For this purpose, . the results of ·. spherical harntonic analyses and 
the results of statistical analyses of paleosecular variation of the 
separated .polarity field will be compared with each other, and with 
o;ther ~eomagnetic characteristics such as changes of . reversal 
frequency, and polarity bias • 
• 
i 
I 
33 
1.4 Data 
The data analysed in this thesis form a co•prehensive set ba'Sed on 
all available standard compilations of paleomagnetic results published 
up to 197~, and .papers published in 1979 and 1980. In discussing the 
sources o.f data the follo-wing terminology Will be used: A 'study' 
typically refers to a published paper, which generally presents results 
from several sampling sites. A 'sampling site 1 refers to a particular 
geological unit {namely a set of sedimentary beds, lava flows, or 
·intrusives), from. which a number of ro.ck samples or rock cores have 
been taken. There may be several sampl.ing sites in the same geological 
unit. 
The sources of continental data are the following. (1) 
Paleomagnetic directions and pole positions I - X.V.I compiled by Irving 
(I-VII); McElhinny (VIII ... XIII), and McElhinny and Cowley (X!V~I) at)d 
published in the Geophysical Journal of· the Royal Astronomical Society 
(hereinafter called GJRAS file). (2) Catalogue of paleomagnetic 
directions and poles; fourth and .fifth issue, compiled by Irving et .al. 
in 1976 (Ottawa file). (3) Paleomagnetic results .hom the U.s.s.R. 
compiled by Khramov (1971, 1973 and 1975) (Russian file). (4) Papers 
published ih. 1979 and 1980 (referred to as individual papers). 
The sources of oceanic data from deep sea sediments and seamounts 
are as follows. (1) The initial reports of the Deep Sea Drilling 
Project by the Joint Oceanographic Institutes for Deep Earth Sampling 
(DSDP file). (2) Catalogue of paleomagnetic directions and poles, 
fourth issue compiled by Irving et al. in 1976 (Ottawa file). (3) 
Results of the 'Verma', 'Robert Conrad', and 'Eltanin 1 investigations 
carried out by the Lamont-Doherty Geological Observatory (Colombia 
file). ( 4) Papers which have not been compiled in the preceding files 
(referred to individually). 
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Among the above files there are many mixed polarity data. For the 
purpose of this thesis, which is to determine and compare the 
characteristics of the different polarity states of the paleomagnetic 
field, the original papers have been searched in order to separate data 
for each polarity from the mixed polarity results. It was possible to 
separate polarities only if an original paper presented a detailed data 
list: otherwise the data of the paper were discarded. 
Following the selection of the data for a particular study, mean 
directions for each polarity have been calculated for that study. Among 
the separated-polarity data, only those data which satisfy certain 
selection criteria have been used. Different selection criteria are 
employed for different analyses. For example, for the analysis of 
paleosecular variation the data from igneous rock samples only were 
selected. Due to the unavoidable nonuniform distribution of 
paleomagnetic data in time and space, there arises the problem of 
weighting the data in such a way as to minimise bias towards some 
particular sites, and times. The detailed techniques and procedures 
used in the selecting and weighting of data will be discussed in each 
chapter. 
The rot!ation parameters for the global reconstruction are based on 
the data from Jurdy (thesis of 1974, private communication of 1979). 
CHAPTER. 2 
SPHEB.I~ HARMONIC ANALYSIS OF TilE PALEOMAGNETIC FIELD 
FOB. THE LAST 5 KILLION YEARS 
2.1 Inclinat1.on.Anomal.y Analysis· for the Deterudnation· of 
Zonal Spherical HarlllQnic Coefficients 
2.1.1 Introduction 
The first step in the analysis of the paleomagnetic field is a 
process of time-averaging to be carried out on the paleomagnetic data. 
As mention~d in section L 1. 2, the need for such a time--averaging 
process is essentially due to the limitations of the paleomagnetic data 
themselves. Firstly, the J?aleovalues of magnetic inclination and 
declinatio.n can not be directly observed (unlike the ·present 
instantaneous m.;1gnetic field), but are measured from the .remanent 
magnetisation of rocks. Secondly, the time involved in the acquisition 
of rock tn.1lgnetisation, and the basic ages of the rocks are not 
precisely known irt most cases. In addition to these two con·straints, 
there is the. further factor that the presently' available paleomagnetic 
data ax:e limited in distribution in time and space. Thus the purpose 
of the time-averaging process is to reconstruct a mean paleomagnetic 
field for the period concerned. 
Such a time-averaging process encounters two problems: (1) the 
length of the averaging period appropriate .for the process, and (2) the 
.method for reconstructing the mean paleomagnetic field 'by synthesis of 
the presently available paleomagnetic data. 
Let us first consider the al?propriate time. interval for the 
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time-averaging process. In order to reconstruct the mean 
time-averaging field, effects from secular variation of the field 
should be removed. Thus the necessary time interval should be longer 
than the time constant of the secular variation in order to average out 
its effects. 
Burlatskaya (1972) found a monotonic pattern of variation in field 
intensity for the past 8500 years with a period of about 7000 years. 
Burlatskaya (1972) also analysed the archeomagnetic and paleomagnetic 
inclination and intensity data, and found the geomagnetic field 
variation to have a quasi-periodicity with typical periods of the order 
of 104 , 103 and 102 years. Thompson (1975) confirmed from the analysis 
of lake sediment declination data from NW England that there was a long 
period ( rv 2700 year) oscillation of magnetic declination for the last 
10000 years. Also, from the analysis of a 104 year continuous secular 
variation record from lake sediments in SE Australia, Barton and 
McElhinny (1982) found that inclinations showed 2600 + 200 year and 
5000 - 6000 year periods, and declinations showed 1400 ± 100 year and 
3600 - 4000 year periods. These· observations are taken as evidence 
that the time constant of the secular variation is of the order of 
On th~ other hand, the time interval for the time-averaging process 
should be sufficiently short that it does not average out interesting 
long-term variations of the geomagnetic field, which can be detected in 
the available data. As mentioned in section 1.1. 4, such variations may 
8 have time constants as long as 10 years (McElhinny, 1979). 
Another factor to be considered is that of tectonic effects, which 
(unless they are corrected for) limit the time-averaging interval to 
one for which such effects are negligible. Although the earth's 
tectonic plates are at present in motion, for some recent period the 
sum effect of the plate motion is insignificant for the purpose of 
paleomagnetic analysis. This recent period, for which plate tectonic 
motions can be neglected, is taken in this thesis as 5 Myr: also the 
period adopted by Merrill and McElhinny ( 1977). The paleomagnetic data 
representing the most recent 5 Myr are now analysed in the present 
chapter. 
The paleomagnetic data for the field older than 5 Myr will be 
analysed after correction for plate tectonic effects. From the above 
considerations it is taken to be reasonable to use geological periods 
of Neogene (1. 8-22 .5 Myr) , Paleogene (22.5-65 Myr), Cretaceous 
(65-141 Myr), and Jurassic (141-195 Myr), as the time intervals for 
reconstructing a mean paleomagnetic field. Such a division of the data 
should leave apparent geomagnetic phenomena with time scales longer 
7 than 10 years. 
Now let us discuss the second topic concerning the reconstruction 
of the mean paleomagnetic field by synthesis of the presently available 
paleomagnetic data. As illustrated in section 1. 2.1, different studies 
have yielded different conclusions about the significance of Gauss 
coefficients obtained from such analyses (section 1.2.1 dealt with 
analyses of 'recent' paleomagnetic data for which no global 
reconstructions were carried out). 
In the present study, the inclination anomaly defined in section 
1.1.3 is used to determine zonal Gauss coefficients. The declination 
anomaly is used to determine equatorial dipole Gauss coefficients. The 
parameter D,D is defined as the departure of the 
paleomagnetically-observed declination from zero. Following usual 
convention, declination angles are taken as positive eastwards from the 
geographic meridian. The declination anomaly analysis will be 
discussed in section 2.2. 
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Cox (197 5) examined inclination anomalies to carry out an analysis 
of nondipole components of a time-averaged paleomagnetic field •. Cox 
used the paleomagnetic results for the Quaternary listed by Creer et 
al. (1973) and Georgi (1974), and averaged these data over 20° zones of 
latitude. Cox obtained negative b. I values between about 50°N and 50°8 
latitude, and also noticed that the average paleomagnetic AI values are 
re~arkably sitnilar to the model constructed from· the present nondipole 
field (Fig. 2-1 a). The present nondipole field is dominated by a 
negative Z anomaly on the. equator and a positive Z anomaly between 
.30°N(8) and 60°N(8) latitud~ (Bullard et al., · 1950). A parameter b.Z 
char!lcterizing such an anomaly inthe Z component is defined as 
AZ == Z - Z 
· · · obs · d 
where Z. b is· the observed vE!'rtical.component (refer .to eqQ'ation 1.2), 
0 s 
and Z d is the vertical component calculated for the same site due to an 
ideal geocentric axial. dipole. 
To accol;lnt for Cox's paleomagnetically. determined /)..! distribution 
with latitude, the time-averaged value of /::,.· Z was also required to be 
negative between the latitudes 40~ and 40°8 (Fig. 2-1 b). A Po 2 
harmonic »epresenting axial quadrupole fi.eld with negative 0 an a g 
2 
coefficient normalised to 0 g1 produces a negative b,Z distribution 
between 35°N and 35°S lati.tude as shown in Figure 2~1(c). 
0 The ~ Z pattern produced by a P3 harmonic representing an axial 
. 0 0 
octapole field with a positive g3 coefficient normalise.d to g1 shows 
antisymmetry about the equator as in Figure 2:-1 {d). In Cox's paper 
(197 5, Figure 14), the colatitude value has been incorrectly used 
instead of latitude in the d,iagram for the P~ term. 
.:11( ., 
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Fig. 2-1 Latitude variation of the vertical component anomaly 6Z and the 
inclination anomaly t;t. (a) shows the zone in which the paleomagnetic 6 I is 
negative as determined by Cox. (b) shows the zone where -6Z values are 
required for the time-averaged nondipole field. (c) shows the 6 Z pattern 
produced by a P~ ( 8 ) harmonic with a negative g~ coefficient. (d) shows 
the + 6 Z pattern produced by a P~(8) harmonic with a positive g~ 
coefficient. In Cox's figure colatitude value (39°) was mistaken for the 
latitude value (51°). (e) shows 61 pattern produced by P~(8) harmonic with 
a positive g~ coefficient. (f) shows 6I pattern produced by P~(8) harmonic 
. h . 0 ff" . w1t a posit1ve g3 coe 1c1ent. 
Henceforth i.n this thesis, the notation G2 will be introduced to 
denote a g~ coefficient normalised by the value of the accompanying si 
coefficient. Tha-t~ is, 
G2 = g~ I g~ 
Similarly, the n~tation G3 will ·also be introduced, where 
As shown in the above mentioned figures, zonal harmonics of low 
degree appeared to be adequate to explain the observed f:,I pattern. 
Figures in Cox' s paper (197 5) are reproduced in Figure 2-1 except. (e) 
and (f). 
McElhinny and Merrill (197 5) found that averaging data around 
latitude strips of suitable. width <ippeared to be <ltl effec.tive method of 
detercmining p<ileosecular variation of .a ti~e-averaged field. A field 
thus ave.raged around latitude strips is necessarily res;tricted to zonal 
terms, but has the added advantage of being spatially-aver<lged (around 
the latitude strips) also. Merrill and. McElhinny (1977) analysed 1::, I 
0 
values which were averaged over 10 latitude strips. In fact it is not 
necessary to have strips all of the same width, since the data are not 
uniformly distributed over all latitudes. Merrill and McElhinny (1977) 
obtained consistent negative 1::, I V:<ilues, irrespective of the latitude 
range of the averaging strip. 
When the observed field is assumed to consist of dipole and 
quadrupole components with a positive G2, 1::, I is always negative as 
shown in Figure 2-l(e) (refer to equation 1.5). On the other hand if 
the field is assumed to consist of dipole and octapole components with 
a po.sitive G3, then lSI. is negative in the northern hemisphere as shown 
in Figure 2-l(f) (refer to equation 1.6). In the southern hemisphere, 
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positive 8. I values mean that the observed inclination is inclined less 
steeply upward than that of a. geocentric axial dipole field. 
Some important smoothing effects may hope to be achieved by 
averaging the paleomagnetic data over latitude strips (the actual 
details of the averaging process are given in section 2 .1. 3). For 
example, ·a comnton concern is that generally in published paleomagnetic 
.results there may remain, perturbing· the apparent primary 
magnetisation, a slight part of a ··se1=ondary magnetisation due to the 
present ambient magnetic field. However, averaging 8. I .· data over 
· latitude strips should substantially smooth. chit. this· effect, if it is 
present, as demonstrated in Figures 2-Z(a) ·and (b). For the present 
0 . . . .. field inclined at 11.5 .to the earth's rotation axis, the effect is not 
exactly cancelled out around a band of constant latitude, though, as 
discus.sed in more detail in Appendix 1, . the part remaining should •· be 
insignificant. 
In· this study, · the widths .of _strips for averaging the . data are 
specified in .terms of 'ideal incliil,ation' value, rather_ than .geographic 
latitude· (where the 'ideal·· inclination' value for a site is the 
inclination of ari ideal geocentric axial dipole at that site, as 
defined in section 1. 1. 3 and denoted I d) • 
• 
By using such ideal inclination strips we can directly plot the 
variation of inclination anomaly, ,1I, with the ideal inclirtation, Id. 
The advantage of averaging data over such strips of ideal inclination 
lies in the fact that available paleomagnetic data are more nearly 
evenly distributed over the ideal inclination. strips than over latitude 
strips. - A good example are the normal polarity data for . the last 
5 Myr. When we use uniform latitude strips, 36 data for 35° - 40°N, 66 
data for 40°~- 45°N, 47 data for 45° .... 50°N, and 22 data for 50° -54°N 
will be distributed. However, if we use uniform ideal inclination 
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time-averaged normal field due to the presence of an imperfectly 'cleaned' 
(or demagnetised) present normal field. By averaging data over latitude 
strips the error will be smoothed out. 
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The possible error ( o I) in inclination anomaly of the 
time-averaged reversed field due to the presence of an imperfectly cleaned 
present normal field. 
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strips, such +55° to +60° (corresponding to 35. 5°N to 40.9°t'l latitude)~· 
'£ 0 0 0 . . 0 ')' 0 . 0 . . 0 Q..; • TOO to +65 {40.9 to 47.0 N , +65 to +75 . (47 .0 to 53.9 1'1); then 
53,59 and 54 dat~~ will respectively belong to each ideal inclination 
strip. 
Thus. by using .ideal inclination ·strips, a more uniform distribution · 
of data. can be · accom.pl.ished, at least as far as data represented by 
individual 'studies' are concerned {where the term. 'studies' is .defined 
in section 1.4 and section 2.1.2). Of course, because of the procedure 
adopted {to be discussed in section 2 .1. 2) of weighting the result of a 
'study' by the number of 'sites' the study comprised, an even 
distribution of data .by number of studies does not necessarily mean a 
uniform. diStribution of data by weight. 
The first part· of, this chapter is concerned with the determination 
of · zonal Gauss coefficients for the time-averaged paleomag,netic field 
of the past 5 Myr, by analysing inclination anomalies over ideal 
inclination strips~ 
2.1. 2.1 Sources of data 
Data have been drawn from.. standard compilations of paleomagnetic 
results published up to 1978 and from papers published i.n 1979 and 1980 
{see section 1.4). Russian data compiled in the GJRAS file and the 
Ottawa file :were excluded to avoid duplication :with those in the 
Russian file. 
2 .1. 2 •. 2 Terminology 
Figure 2-3 explains the terminology adopted. 
A geological 
unit 
(A study) 
.. 
Figure 2-3 
site 
site 
site 
-1spec~men 
specJ.men 
. lspec~men 
lspecJ.men 
oriented sample -. - specimen 
1 
oriented sample 
-j oriented sample 
specimen 
oriented sample 
specimen 
speci.men 
oriented sample 
specJ.men 
_jspecJ..·men 
oriented sample --, 
specJ.men 
oriented sample - specimen 
oriented sample -· -· specimen 
_Js_ peci.men 
oriented sample 1 
oriented sample 
specJ.men 
specimen 
specimen 
site ---· 
_j spe ci. men 
oriented sample -~ 
specJ.men 
A diagram of a typical sample scheme with terminology as 
adopted in this thesis. 
A 'sample mean' is defined as the mean direction determined from 
specimens studied for a sample. A 'site mean' is defined as the mean 
direction determined from sample mean directions studied for a site. A 
'study mean' is calculated from site means. 
results for more than one geological unit. 
A 'study' may comprise 
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sampling schemes of typical ·hierarchy. Here, a 'sample mean' direction 
is defined as t:he mean direction determip.ed from. the specimens studied 
:for a sample. A Taite mean' is defined as the mean direction ca;tculated 
from sample means studied for a site. A 'study mean' is calculated 
from site means, and usually represents a result for some particular 
geological unit .• Details for calculating a 'mean' are given in 
Appendix 2. 
Among those compiled data there are many data of mixed polarity. 
Original pa~rs have been searched in ordu to separate data of normal 
and reversed polarity. It was found possible to separate polarities 
only · if the· originai papers presented a detailed data list which 
included 'site means'; otherwise the da.ta of the paper were discarded.· 
Exce'ptions were mad,e for cases in which a ' study mean' 'Only was 
published, if such a study mean result was £or entirely either normal 
or revers.ed polarity data. 
In most published studies i;ite means are given in the original data 
list instead of sample means. Thus, although sample means. were 
regarded · as preferred data, in ·only a minority .of cases were such 
sample means available; in the majority. of cases site means have been 
taken as the basic data. As explained, in some cases of entirely 
norm~;tl and reversed polarity measurement, 'study means' have fortlled the 
I 
basic data. 
2.1.2.3 Criteria .. for selecting site mean data of separate polarity 
In the work of this thesis, first data of separate polarities were 
selected, which satisfied the following conditions: 
(1) If a 'site mean' direction indicated a VGP latitude lower than 
45° (south or nor-th), the site mean result was rejected, as' the VGP 
latitude was . interpreted to indicate the geomagnetic field was in a 
state of transition between polarities, when the basic rock specimens 
were magnetised. 
The same condition. was applied to a . 'sample mean' ·in the cases 
where sample means formed the basic data• The critical value of 45° is 
adopted on the bases of the paper by · Wilson et · al. ( 1972), in Which 
Tertiary dipole moments were plotted versus VGP colatitude (VGP9 ) in 
10° intervals, from 104 data li£;~ted in earlier studies (Goldstein et 
al., 1969, Pdvot and Watkins, 1969, Lawley, 1969, Momose, 1963, Smith, 
1967, 1968). The Figure 1 of Wilson et al. (1972) gives evidence 1 on 
the basis of reduced geomagnetic dipole moment, that transition of the 
field between polat:"ities generally occurs for VGP9 in the range of 45° 
to 145°. 
(2) The se.co.nd criterion applied to site· mean directions was based 
on the para:rneter of the. semivertical· angle. of the 95% confidence cone, 
• 
denoted o.95 •. 
Ahhougll. the value of ~ 95 is .. use\1. conventionally for comparing an 
estimated mean with some known direction such as the direction of the 
present magnetic field, or for comparing two estimated mean dire·ctions, 
.. 
the a 95 parameter ·is used here as a measure of t;he scatter in data. 
When a value of Clgs given for a site mean was larger tluin 20°' the site 
mean direction was considered to be too imprecise to be used for 
representinga time-averaged field. 
The parameter a. 95 comes naturally out of the statistical analysis 
o.f observations which are distributed on the surface of a sphere. In 
this thesis, the paleomagnetic tradition is adopted of following the 
statistical analysis. by Fisher (1953). An outline of Fisher's analysis 
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is given in Appendix 2. 
(3) If a site mean direction in a publication had been determined 
from one sample only, the site mean was rejected for the present work, 
as being insufficiently representative of the time-averaged field. If a 
site mean direction had been determined from two or three sample 
results, the site mean direction was accepted, if the population had a 
precision parameter KsatisfyingK .::_ 30. 
The critical value of K = 30 is based on the calculation of the 
radii of the circles (9 0 ), the centres of which are .the true mean, and 
which contain respectively 63% and 9.5% of individual directions with 
various value of K (.Figl,lre 4.5 in Irving, 1964, calculated by M~ A. 
Ward). For 6 · = 20°, which was . used earlier as corresponding to the 
0 
critical value of a.g5 , the distribution of P(S < 9 0 ) = 0.95 gives the 
value .of K ~ 50, and the d:i.stribution of P(e < a ) = 0 .. 63 gives the 
0 
value of K ~20.. Thus for a site mean determined from only two or three 
sample results, for which it was necessary to check that these two or 
three results were adequately closely grouped, it was taken to be 
reasonable to use the value of K = 30 as a critical value· for accepting 
or rejecting data. 
If a published· result quoted R and N values. (where R in this 
' 
context denotes 'resultant vector of N unit vectors') but did not give 
accompanying K values, the K value implied by . the R and N values was 
checked for K >. 30 using the equation explained in Appendix 2, K = 
(N-1)/(N-R). 
For site mean directions determined from greater than ,three 
samples, th.e particular criterion of K > 30 was not applied. (though it 
was necessary that criteria (1) and (2) should be satisfied). 
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2.1.2.4 Cr:i.teria of site mean data for each polarity 
Site mean data satisfying the above selection criteria were divided 
into separate polarity fields; data for each polarity field were then 
tested for the following further criteria, and accepted only if these 
criter:i.a were satisfied. 
(1) There should be at least .tTlo site mean data for each polarity 
field. If sample mean data were used t then these sample mean data for 
each polarity should .have been obtained from at least two different 
sampling sites. 
(2) The total number of samples for each polarity should be larger 
thim ten. Total numbers of samples were knot.m because even in those 
publications where only site meau data were listed, numbers of sal!lples 
used for site mean results were still given. 
In order to make most .use of the availab"te data, in some instances 
data presented in dHferent studies for a particular locality were 
comb.ined, so that in combination they · satisfied the rejection criteria 
on sample and site numbers• 
After the application of these two criteria, the mean direction for 
each polarity field was calc.ulated from the $ite mean data (or sample 
• 
mean data in those cases where sample mean data were available). 
Another criterion, in turn, was then applied to such a calculated 
mean direction. The criterion was that the latitude of the 'mean VGP' 
(corresponding to the mean direction for each polarity) should be 
highe.r than or equal to 60°. This criterion on the 'mean VGP' was 
intended to select the more reliable data, and so to give a better 
representation of the Ume-averaged paleomagnetic field. 
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2. 1. 2. 5 Weighting the data 
Examination of the data which passed the above criteria showed that 
the dispersion within samples, between samples from the same site, and 
between sites from the same geological unit were in general highly 
variable. Also the number of specimens studied for a sample, the 
number of oriented samples for a site, and the number of sites sampled 
for one study, differed from one study to another. Moreover each study 
employed different demagnetisation techniques, and had different 
geological backgrounds. Therefore, the results from different studies 
should not be treated in the same way without any consideration of 
their own features. If it is assumed that each study has the same 
accuracy, this assumption would place unreasonable underemphasis on 
studies of which results are determined with high accuracy, and place 
overemphasis on studies the results of which are poorly determined. To 
overcome this problem, that is, to conserve the accuracy of each study, 
it is necessary to adopt an appropriate weighting procedure. 
There are several weighting methods possible, such as giving unit 
weight to the observation from each specimen, or giving unit weight to 
the observation from each sample. Such methods assume that each 
specimen or sample mean is a 1 spot-reading 1 of the geoma~netic field, 
and that specimen or samples are randomly distributed. In general 
these assumptions are not the case. 
Another method is a repeated weighting procedure suggested by 
Irving (1964), which gives unit weight to each specimen observation 
from an oriented sample to obtain a sample mean; then gives unit weight 
to each sample mean to obtain a site mean, and then gives unit weight 
to each site mean to obtain the mean direction for a geological unit or 
a study. However, this method is not applicable to those many cases in 
which specimen observations or sample mean data are not published in 
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the original papers. 
In the work of this thesis each site mean direction has been 
considered as a single observation regardless of the number of samples 
and specimens used in a particular study. Then each study has been 
weighted by the number of its sampling sites. For a study which 
comprised mixed polarity results, the mean direction for each polarity 
has been calculated and has been weighted according to the number of 
si:te mean data for that polarity. 
The method of giving each site unit . ~ight also has some 
disadvantages• For example, no constderation can be taken of the 
accuracy of each site mean and of the difference i!l the number of 
samples used for a site. It appears that no weighting method can give 
perfect . satisfaction for resolving the limitations of paleomagnetic 
data. However, the method employed in this thesis is taken to be 
reasonable and practical for the· task in hand. 
2.1.2.6 Individual spec.:I.al cases of weighting. data 
It might cause misuse of dat::a to give weight simply according to 
the number of sites given in an, original paper. For example, in the 
.Russian · f:i.le one study used 13 samples from 2 sites, and another used 
93 samples from 2 sites. In such a case, which is not rare in the 
Russian file, it would reduce the quality of the overall data set to 
use site numbers for weighting without reconsideration. The numbers of 
sites of all the Russian data were thus re-estimated to give reasonable 
weight by dividing the number of samples into groups of ten• This 
re-estimation was based on the grounds that in general about 10 samples 
were studied for one site. 
For the GJRAS file, when an original paper did not list .the number 
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of sites, this number was estimated by dividing the number of samples 
by six. This procedure was based. on the observation that approximately 
six samples generally were studied per si.te. However, for recent 
volcanic flows, like Hawaiian data, unit weight was given to every ten 
flows. This procedure overcomes the problem that recent volcanic data 
covering several tens of thousands of years usually have been sampled 
in considerable detail. 
Data from deep sea sediment cores have only inclination values. 
Because such cores are unoriented, the true declination can not be 
measured. To calculate an arithmetic mean inclination for samples from 
a deep sea core, the method of Briden and Ward (1966) has been 
followed, as described in Appendix 2 of this thesis. Because of the 
unknown declination values, such an arithmetic mean inclination for a 
core is systematically shallower than the inclination of the average 
direction of magnetisation (Briden and Ward, 1966). An easily 
visualised example is the case when the true mean direction of 
magnetisation of a rock formation is vertical. All individual 
inclination measurements would be lower 0 than or equal to 90 due to 
scatter in results, therefore the arithmetic mean inclination will be 
less than 90° • Under the assumption that the magnetisation directions 
for core samples show a Fisherian distribution, in this work arithmetic 
mean inclination values have been corrected for this effect by using 
the curves drawn by Briden and Ward (1966). 
After calculating corrected inclination values for each core of 
DSDP data, each core was treated as one unit. Since in general results 
of less than ten samples were given for each core, the results of some 
cores were combined according to age and sampling location so as to 
pass the rejection criteria regarding the numbers of sites and samples. 
For the results from the Lamont-Doherty Observatory, a weight of 
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one unit was assigned to each metre-length of core. This weighting was 
based on the depositicin rate of deep-sea sedilllents. Deep-sea s~diments 
deposit very slowly, sq each core represents a finite time interval. 
If the deposition rate is 1 em per 1000 years, the one-metre length of 
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core represents a time interval of 10 years• Over such a time 
interval, much ·of. the secular variation of the geomagnetic field will 
be averaged out, as mentioned in section 2.1.1. 
Data from seam<?unts were selected by a published goodness of fit 
parameter., R, based on the ratio of the mean observed magnetic anomaly 
over a seamount to the mean residual anomaly. Such residual anomalies 
are based on .model calculationt? assuming the seamount magnetisation to 
be predominantly remanent. The direction of magnetisation of a 
seamount is computed from the observed magnetic anomaly and the 
observed seamount shape, under the assumption. that the seamount is 
uniformly magnetised. A large value of R il).dicates that the observed 
anomaly· is well approximated by the computed anomaly. When the 
goodness of fit ratio was less than 1.5, indicating that the mean 
computed anomaly was less than one third of the mean observed anomaly, 
the datum was rejected on the basis of the model fit being too poor. 
TQ.e growth of a small seamount takes place over a period of 104 t.o 
105 years "(Francheteau et al., 1970), thus any secular variation of the 
g~omagned.c field should be averaged out, and the seamount will be 
effectively uniformly magnetised. A direction of magnetisation, 
determined by modelling the magnetic anoni.aly caused by such a seamount, 
can therefore be treated as equivalent to a result from one geological 
unit (or one study) on a continent. Thus, in this work, each seamount 
datum was weighted by ten units, to give a weight equivalent to a 
representative continental study, which typically comprised results 
from 10 sites (and so would be given a weight of ten). 
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All these data selection · and weighting procedures described 
resulted in the compilation of 364 study mean data from. 3399 sites fo.r 
the normal polarity field, and 174 study mean data from. 1569 sites for 
the reversed polarity field, for the spherical harm.onic analysis of the 
field for the last 5 million years. These selected data are listed in· 
Appendix 3. 
2 .1. 3 Method and results 
2.1.3.1 Determining 'strip mean' b. I values 
'Inclination anomaly' b.I values (as defined in section i.1.3) have 
been calcula'ted from. the data which satisfy all selection criteria 
mentioned in section 2.1.2, for the last 5 Myr• As foreshadowed in 
section 2 .1.1 ~ the b. I values_ are aver: aged over inclination strips of 
the globe instead of latitude strips. The mean Lli values of each strip 
(hereinafter 'strip mean' b. I values) are calculated 
arithmetically frow. the indiv:idQ.al study mean b. I values o.f the strip, 
by weighting according to their number (D.i) of sampling sites involved. 
Denote an individual study mean N. value by b. Ii, where i='l ,2, • •• N8 , 
and N is the number of study mean values for a particular inclination 
s 
strip. Then, the ith study mean value has contributing to it n. 
. 1 
sampling site results, and the calculation of strip mean b.T values has 
been made according to: 
N Ns 
= L·$(Lll . .; x n.) l L n. 
i=l ~ 1 i=l 1 
(2 .1) 
Strips of different widths have been used, because the data 
distribution is not uniform. For example, Table 2-1 (a) shows one 
division of the data into particular inclination strips, and as can be 
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seen, even with this division the 15° - 35° strip (of span 20°) has 17 
data, and the 60° - 65° strip ,(of span 5°) has 61 data. Discussion .of 
the determination of suitable strip widths, according to the data 
distribution, now follows. 
To analyse {).I values effectively for the purpose of determining 
time-averaged Gauss coefficients, the following two procedures have 
been used for dividing the globe into inclination strips. Firstly, the 
widths of the strips have been determined by experiment, so that the 
'strip mean {).I' . values had nearly equal standard errors. For normal 
polarity, data were more abundant and more strips have been used than 
for reversed polarity (Table 2-1 a and b). 
Secondly, strip widths were determined so that the strips would 
have equal area on the globe. However as seen in Table 2-2, the 
nonuniform geographic. distribution of the data has led to the data not 
being distributed as uniformly as in the first· case. 
In this thesis, the strips yielding the most uniform standard 
errors of means (as ·in Table 2-1 a and b) hav.e been used to calculate 
'strip mean 6I' values and their standard errors. 
2 .1. 3. 2 U-abiased estimates for variances of strip mean {).I values 
Since each site mean va!ue used in calculating a· study mean /::,I 
value· was unknown in most cases, the actual variance of the strip mean 
!::.I was estimated from the known variance of the study mean values, as 
I 
now described. The central limit theorem is used; tha-t is, if x1 , x2 , 
x are a population identically distributed with finite mean 11 and 
n 
variance a 2 , then the distribution of E x. tends to have a normal 
i 1 
distribution with N(nll, na2 ) as n goes to infinity (or equivalently, 
the distribution of mean x (~) from families of that population tends 
--~---lllo!O>-------~--------~--..---.-:--:------------~-----~----~ 
Inc.strip :No.o! studies strip m~an s.E. 95% 
(lat.strip) (No. of sites) AI value(O) (deg) (deg} 
-------~------~-----~-------------------~--------~-----~--
+70 32(469) -1.53 0.48 0.94 
+65 +70(53.9N) 54(383) -0.99 0.;46 0.90 
+60 +65(47.0N) 61 (351). -2.13 0.18 1.53 
+55 +60(40~.9N)1 53(507) ... 4.80 0.55 1.07 
+50 +s5(35.o5N) 24(181) -2.77 0.77 1.50 
.+45 . +50(30 .. 8N) 11(166) -5.28 1.21 2.36 
+35 +45(26.6N) 17(184) -3.89 0.96 1.88 
+15 +35(19.3N) 1.7 U53:) -3.40 1.19 2.32 
+0 +15(7 •6N) 26(166) -1.25 0.92 1.80 
-o -15(7.6S) l2(201) . -3.60 1.31 2.56 
-15 .... 30(16.1S) 8(78) -0.48 0.80 1.59 
-30 •40(22 .8S) 13(159) -3 .. 49 1.01 1.97 
-40 -55(35.5S) 13 (76) -3.32 0.87 1.74 
'-55 -65(47 .OS) 23(325) -0.52 0.77 1.51 
Northern hemL 295(2560) -2.77 
Southern hem;t. 69(839). -1.88 
All data: 364(3399) -2.55 
------·----~-,_..,.. ______ ,~----~-----..---.;..---..... ----------------·--'..,..__ 
Table 2-1(a) Inclination anomaly ~I .results for the norlllal tield 
for the last 5 Myr. 
Inc. strip( lat. strip): This column lists the range of inclination 
values (in degrees) covered by a certain 'inclination strip', and 
also gives; in brackets, the corresponding range in geogr~phic 
latitude (in degrees) of t:he inclination strip •. 
No.of studies (No.of sites): The nutllber of studies (and the number 
of sites) used in calculating the particular strip mean ~I value. 
s.E.: standard error of the strip mean ~I value. 
95%: 95% confidence interval, given by tr_,l (1-«/2) x S.E., of 
th~ strip mean ~I value. The details are discussed in section2.1.3.2. 
-----·-.--·---~-----~~---·!'"""----~~----~---~-------~----------
lnc.strip No.of studies strip mean s.E. 95% 
(lat. strip) (No.of sites) AI val ue(0 ) · (deg) (deg) 
-~~--~-----------------------~-------.--"';"-...... ~--~----------
+70 
+60 +70(53 .9N) 
+50 +60(40.9N) 
+40 +50(30.8N) 
+30 +40(22.8N) 
+15 +30(16.1N) 
+0 +15(7.6N) 
"-0 -20(10.35) 
-20 -40(22.8S) 
-40 -55(35.55) 
-55 -70(53.98) 
Northern hemL 
Southernhemi. 
All data 
15(327) 
. 38(244) 
39{247) 
13(159) 
6(105) 
11 (59) 
8(100) 
14(74) 
8(37) 
14(104) 
8(113) 
130(1241) 
44.(328) 
174(1569) 
-3.12 0.64 1.25 
-5.19 0.88 1. 73 
-6.33 1.05 2.06 
-4~25 1.24 2.43 
-.7. 42 1.94 3.85 
-3.92 1.78 3.55 
-2 •. 96 2.92 5.80 
-5.89 1.11 2.23 
-6.23 1.78 3.62 
-2.91 1.08 2.15 
-2.43 1.29 2.56 
-4.70 
-4.88 
~4.74 
------·------·~-----------~---------------·----- .... ---~-----""':"'-
Table 2-1(b) . Inclination anomaly ( . .61) results for- the reversed field 
for the last 5 Myr. 
· Explanations are. the same as for Table 2-l(a). 
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Note inclination strips are for 'pseudo-normal' inclinations consistent 
with the practice for reversed data specified in section 1.1.3 • 
• 
---------~------------------------------------------------
NORMAL REVERSED 
Inc.strip no.of sites mean [11 no.of sites mean !11 
(lat.value) (no.of study) (deg) (no.of study) (deg) 
-----------------~~-~----------~----------~---------------
90.0 73.9 280(15) -2.72 207 (7) -2.71 
(90.0 60.0) 
73.9 . 65.0 572(71) -0.68 179(21) -3.27 
(60.0 47 .0) 
65.0 56.4 719(102) -3.70 259(41) -7.31 
(47.0 37.0) 
56.4 46.8 457(44) -3.84 226(30) -4.47 
(37.0 28.0) 
46.8 34.6 213(20) -4.04 183(12) -5.84 
(28.0 19.0) 
34.6 21.2 153(17) -3.40 59(11) -3.92 
(19.0 11.0) 
21.2 8.0 60(8) -1.01 74(4) -4.14 
(11.0 4.0} 
8.0 ,..,8.0 281(26) -2.37 113(7) . -4.45 
( 4.0 -4 .0) 
-8.0 -23.0 96(10) -2.00 36(7) ,.....:9.32 
( -4 • 0 -12 • 0) 
-23.0 -36.1 43(7) -2.87 28(5) -8.82 
. (-12 .o 
-20.0) 
-.36 .1 ~6.8 138(10) -4.02 75(9) -4.08 
(-20.0 -28.0) 
-46~8 -56.4 73 (12) -3.70 26(6) -2.62 
(-28.0 -37.0) 
-56.4 ,..65.8 280(17) ... 0.28 60(9) -3.16 
(-37.0 -48.0) 
-65.8 -75.4 34(5) +4.80 14(5) +0.69 
(-48~0 -61.0) 
_,_.....,. _ _. ______________ ...;. ___________ ...,. __ ~-------..;..~~- ..... --."!'---~------~-
Table 2-2 Mean l1 I distribution averaged over strips of uniform area. 
Strips are determined by the equation 
2 
2 1r r sine de 2 2 7T r sine de = 
! 
. . . 
en 
= f 27T r 2sifi8 ae 
e 
n-,.1 
letting B = 0° and Q = 30° ,· where Q is colatitude. 
0 1 
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to have a normal distribution with N(ll, o 2 In) as n goes to inflnity). 
(Green and Margerison, 1979). Applied to the present problem, x 
corresponds to. strip mean &, and n is the number of sites involved in 
calculating a strip mean b. I value; n is generally large enough to 
satisfy the validity of normal distribution. 
Let us assu~e that (1) Var(x) denoted by o; .is the variance of the 
strip .mean t:..I value determined from r study> mean values x1 , x2 , ••• xr' 
(2) Var(y) denoted by 0' ~ is the variance of the strip mean b. I value y 
determined from the unknown n site mean values y1 , y2 , ••• Yn' and (3) 
the site mean values y1 ,. y2 , yn have a normal distribution with 
2 2 
mean ll and unknoWn variance o , N(ll, o ) (refer to Table 2-3). Then, 
by the central limit theorem, 
r 
Var(i) = Var( E x.lr ) 
i=l ~ 
Var(y) 
,...2 r 
= r Var{ E x. ) 
i=l .~ 
-2 r 2 
= r .r1.o I n. J.= . . ~ 
2 r .. 
= (olr)· iflllni 
2 
= o I n 
(2.2) 
(2 .3) 
where r is the number of study mean values for a given strip, n. is the 
~ 
number of sites for a given study mean value, and n is the total number 
• 
of sites for a given strip (namely i~lni). 
From equations (2.2) and (2.3), 
VarcY) = 
r2 
------------ Var(X) r r 
r ni r lin. 
i i ~ 
Finally we can. make an unbiased estimate of the variance of strip 
mean values determined froni ~lite mean values, 2 s_, y from the known 
2 
variance of strip mean values determined from study mean values, sx. 
____________________ ,_ _________ -----~-----------------------
study mean values 
(known) 
x1 -----------------
(n = 1 3) 
site mean values 
(unknown) 
yl 
y2 
y3 
x2 -----------~-----, y4 (n = 2) Ys 2 
X. 
-----------------
y . 1 
1 J-
(n.= ;3) Y. 
1 J 
yj+l 
X 
-----------------
y 
r n-3 
(n = 4) y 
n-2 r 
y 
n--1 
y 
n 
strip mean ~I from X 
2 s 
N ( ]J, o _) 
X 
strip mean ~I from Y 
2 s 
N( ]J, 0 _) y 
Table 2-3 Scheme of determining an unbiased variance for a strip mean 
~I value given study mean values. 
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That is, 
where 
2 s- = y 
i 
---------- s: 
{ni ~1/ni x 
i 1 
r . 2 I:.(X . .,. x) s~~ = -J.. ....... l: .................... 
x r (r - 1) 
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The 95% confidence interval for each strip mean Lli value, is then 
obtained from the critical values of the 'Student t-distribution' 
tr-:1 (l-a/2)S/r112 , where S/rl/2 is equivalent to the unbiased estimated 
. . . . 2 1/2 
standard deviation, (Sy) • The standard error of the mean is defined 
as the estimated standard deviation of the quantity which is derived 
from the original observations . (Green and Margerison, 1979). The 
standard error ( s .E •) and the 95% confidence interval, thus determined; 
of each strip mean AI value are presented in Table 2-L 
2 .1. 3. 3 Modelling the strip mean fli values .. 
To obtain a smoothed quantitative description of the observed Lli 
values, the data have been fitted to model fields comprising dipole, 
quadrupole and octapole terms. (In section 2 • .1.3.6, exploratory 
determinat:f.cns are made to a model · comprising a dipole term only, and 
to a model comprising dipole, quadrupole, octapole and sedecimupole 
terms). Zonal terms only have been taken, as the strip mean AI values, 
time-averaged and spatially-averaged around latitude strips, should 
consist only of zonal harmonic components. Such a. model for the 
time-averaged paleomagnetic field,. consisting only of zonal harmonics, 
should be valid when the time-averaging interval has been much longer 
than the time constant of the secular variation. 
Although there may be some uncertainty that zonal harmonics only 
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are sufficient to represent the time-averaged paleomagnetic field" 
nevertheless · previous work (as by Cox, 197 5) mentioned in section 
2. L 1, gives confidence that the zonal harmonics of low degree are 
adequate to explain such observed :6. I values. 
·If there is a departure from pure zonal symmetry in a model for the 
time-averaged field, and nonzonal harmonics are introduced, then the 
component 6 I of the basic inclination anomaly 6I, resolved in an axial 
z 
direction, is given by 
sin 61 ""' sin 6i cos D 
z 
where /il.z is the axial component of the basic inclination anomaly 6 I, 
and D is 4eclination now introduced by the nonzonal harmoni.cs. However, 
for small values of .declination:, 6 I can be appro.ximated to AI with 
Z. 
negligible error as mentioned. in Mer.rill and McElhinny (1977). 
From a model field of BXiial dipole,. quadrupole and octapole 
components, the expected Al value is represented by the. equa.tion (L 8) 
' 0 0 0 '/ 0 in section 1.1.3. Using the notations G2 = .~ I gl' and G3 = g3 g1 
introduced in section 2.1.1, equation (L8) becomes 
I:. I tan-l(. ~~-~~~~:~~~~=:2::~~=~~~=~=~-.~-~~.·~)·.· -
sin 8+3sin6cose G2 - 1.5sine(l-5cos2e)G3 
-1 tan 
(2.4) 
Note that because reversed polarity data are · being analysed .in this 
0 thesis as 'pseudo-normal data' (see section 1.1.3), and so the real gl' 
0 0 g2 and g3 terms for reversed polarity data are artificially having 
their signs changed, nevertheless the signs of the ratios G2 and G3 
determined will remain unaffected. 
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Using the observed strip mean •tJ. I values, the Gauss coefficients 
were determined from equation (2 .4) by using a least squares method 
(due initially to Merrill and McElhinny 1977) as follows: 
First the value of· the G2 coefficient was fixed to -0.020 as a 
starting point. Then the G3 value was searched by a trial and error 
method, to give the minimum value of the following parameter (hereafter 
called <P.) 
N 
<P = !: (&. b - !J.Ii.,cal· ) 4 l N i=l 1,0 s (2 .5) 
where i=l, 2, • • • N, and N .is the total number of strips; (N=l4 for the 
normal field data, N=ll for the reversed field data}. The range of G3 
searched was made large · enough to ensure that the minimum thus 
determined was.' 'global' as opposed to 'local' • !J.I. · b is the observed 
1,0 s ·. 
strip mean 6,1 at. the mean latitude of the ith strip, and !J,ti cal is the 
' 
strip mean !J.I at the same latitude calculated by using equation (2 .4) 
with the particular G2 and G3 values. 
Once such a G3 value for a given G2 value was determined, the G2 
value was increased by 0.001, and then the G3 value yielding the 
minimum value of <P for the new G2 value was found in the same manner 
• 
as described above. This stepwise procedure was repeated until the G2 
and G3 values together yielded the minimum value of <P • In this 
process, each strip mean !J. I value was given unit weight, since such 
strip mean !J,I values had already been obtained through a suitable 
weighting procedure. 
For the normal field data for :the last 5 Myr, the G2 value of 0. 040 
and the G3 value of 0. 016 were found to yield the least value of cp • 
For the reversed field data, the starting value of G2 lfas chosen as 
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0.020, since the strip mean t.I values were greater than those· for the 
normal field data (compare Table 2-1 a and b). The G2 value of 0.069 
and the G3 value-~--of 0.019 then yielded the mi.nimum value of ~. With 
the G2 and G3 .values thus determined, model curves giving the best f.it 
to the observed 61 values were. drawn using equation (2;. 4). Figures 2-4 
(a) and (b) show model curves, supe:rimposed on plots of observed stri.p 
mean 61 values versus inclination values, for the normal and reversed 
polarity fields respectively •. For comparison with other analyses of 
paleomagnetic data which have been carried out in similar manner, but 
without distinction between normal and reversed data, the. normal and 
reversed polarity data of the present compilation. were also . combined 
and analysed together• Polarity data so combined and analysed as 
described above yielded the G2 value of 0.053 and the G3 value of 
0.018. 
2.1.3.4 Statistical analysis for the errors of the values of G2 and G3 
coefficients determined 
It is essential to estimate the errors asso-ciated· with the G2. and 
G3 values obtained in the previous section 2 .1. 3. 3, in order to know 
how these values represent precisely the observed paleomagnetic data. 
The G2 and G3 values were found to vary if different inclination strips 
were employed, as described in this section earlier; however such 
variation in the G2 and G3 values occurred only in the third decimal 
place and is not taken to be significant. 
We do not have a clear physical field model which can be used in 
calculating the actual errors involved • Also the mathematical 
procedure (as explained in section 1.1.3) used in this thesis is too 
complicated statistically to be used directly for calculation of the 
errors involved in estimating the parameters and their confidence 
• 61 
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Fig. 2-4 (a) The plot of 'strip mean 6. I' vs. i[lclination (I) of the normal field for the 
last 5 Myr. The bars .represent 95% confidence intervals. The curve is dr.awn for t:he 
values of the G2 and G3 coefficients given. Scale values are in degrees. 
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Fig. 2-4(b) The plot of 'strip mean ~I' vs. inclnation (I) of the reversed field for the 
last 5 Myr. 
The details are the same as in Fig. 2-4 (a). Although for reversed data, the inclination 
values in the northern hemisphere are negative (and in the southern hemisphere are 
positive), in this figure the I values for the horizontal axis are plotted as for a normal 
polarity, due to the convention (explained in section 1. 1. 3) of making all comparisons 
between normal and reversed data after changing the latter to 'pseudo-normal' data. 0' "'-1 
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intervals. Because of these limitations, empirical approaches have 
been employed to estimate errors in the G2 and G3 values obtained. Two 
empirical statistical analyses have been carried· out; the first one is 
called in this thesis the 'random generation method' and the second one 
is known as the 'jackknife method' (Cox and Hinkley, 1974). 
2 .1. 3. 4.1 . Random generation method 
From strip mean 6. I values and their ,estimated unbiased standard 
deviations presented in Table 2-l(a) and (b), 40 sets of normally 
distributed random 'strip mean 6. I' values (each set consisting of 14 
and. 11 values respectively £or th~ normal and reversed polarities) were 
generated. It was ·assumed that the observed strip mean AI values had 
normal dbtributions. The number 40 was selected since. the 
t-distribution can be approximated to the standard normal d.istribution 
.if the .nulhber of .degrees of freed.om is hig}ler than or equal to 30, in 
which case the es.timated variance s2 can provide a good estimate of .the 
actual variance cr2 (Walpole, 1974, P. 142). 
From these 40 sets of random 'strip mean AI' values, G2 and G3 
values were determined by the same method as used in this section 
earlier. Table 2-4 shows the distribution of · 40 sets of G2 and G3 
values, to@lether with values of estimated mean, estimated variance and 
95% confidence interval. The estimated mean G2 and G3 values for both 
polarity fields are quite close to those obtained from the observed 
strip mean !§.. values. We can say that the G2 and G3 values of the 
normal and reversed polarity fields for the last 5 Myr lie in the 
intervals respectively of 0.040 ± 0.008, 0.016 ± 0.007, 0.069 ± 0.016, 
and 0.019 ± 0.008, with 95% confidence. 
---------·~-------------~--------·----------------._-:-------------
mean 
var 
95% 
normal 
G.2 No ... 
0.030 1 
0.034 2 
0.035 3 
0.036 5 
0.037 3 
0.038 3 
0.039 5 
0.040 3 
0.041 3 
0.042 2 
0.043 2 
0.044 3 
0.045 1 
0.046 1 
0.047 3 
0.0395 . 
0.17xl0-4 
0.0081 
G3 No. 
0.005 1 
0.008 1 
0.010 2 
0.011 1 
0.012 2 
0.013 . 5 
0.014 5 
0.016 4 
0.017 3 
0.018 5 
0.019 6 
0.020 3 
0.0146 
0.14xl0 .... 4 
0.0073 
reversed 
G2 No. 
0.052 1 
0.054 1 
0.055 1 
0.057 1 
0.058 3 
0.060 2 
0.061 1 
0.062 1 
0.06) 5 
0.064 4 
0.065 1 
0.066 2 
0.067 3 
0.070 3 
0.071 1 
0.072 1 
0.076 3 
0.077 2 
0.081 3 
0.083 1 
0.0666 
0.64xl0-4 
0.0156 
G3 No. 
0.016 15 
0.017 3 
0.018 2 
o.o19 1 
o,ozo 1 
0.021 3 
0.022 3 
0.023 3 
0.024 2 
0.025 3 
0;,026 3 
0.027 1 
0.0198 
0.15xl0-4 
0.0076 
-.---~-------"!"'"---------------~-----------:.....----------------------..;_ 
Table 2-4 Distribution of G2 and G3 values andthe errors determined 
by 'random generation method'. No. denotes number of occurrences of a 
particular G2 or G3 valus. Var denotes variance. an.d 95% denotes 95% 
confidence interval. 
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2.1.3.4.2 'Jackknife' method 
This method depends on the idea that some aspects of the stability 
of art estimate can be judged empirically by examining how much the 
estimate varies as some of the obseryations are removed. The procedure 
of the method follows Cox and Hinkley (1974, 261-265 pp). 
Suppose we have n observations y1 , y2 , • • • yn and a parameter of 
interest e. Define e. as an estimate of a determined from (n-1) 
l. 
A 
observations w:i thout the ith observation, i.e. , a. is based on the 
l. 
"' observations yl' y2 , a is an estimate of a n 
A 
determined from all n observations. Define the ith 'pseudo-value' of a . 
·n 
as 
A 
epi = 
A. 
Then the ';jackknifed' estimate of e is defined. as 
n 
A A 0 A 
e. = n e ·. -{(n-1 )ln} t a. 
J n i=l l. 
h From the above · two equations, 8 j is defined as an average of .the n 
A 
pseudo-values a . , 
pl. 
" n " 
•
ej· = (1/n) E e 
. 1 pi I.= 
A A 
and ej has less bias than e . 
n 
The variance of ej is defined as 
A 
Var(e j) = 
n A A 2 
~ (e i - e.) 
.J.... __ J? _____ .J ______ . 
n ( n - 1 ) 
Also we can obtain approximate confidence limits for e by testing 
·A 
e. - e 
T 
_____________ .J _______________ _ 
[ l: ( a - a ) 2 I n( n-1) J 112 
' pi j 
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as having a Student t-distribution with (n-1) degre~s of freedom. 
A A 
Effectively, we treat the n pseudo-values ep1' ep2' epn' as 
observations from some normal distribution. 
Applied to the present study, the n observations, yl' y2 , • • • _y 
. n 
represent the strip mean ISL data, and e represents the two parameters 
of G2 and G3 for which solutions and errors are sought. The jackknife 
method was carried out individually for the G2 and G3 values. For the 
normal polarity data, 14 sets of G2 and G3 values (corresponding to ei) 
based on 13 strip mean !1 I data were obtained by the method explained in 
A 
section 2.1.3. From these values, pseudo-values (e . ) and jackknifed p1 
A 
values (eJ) of G2 an'd G3 were calculated. The 95% confidence intervals 
of the G2 and G3 values were estimated by using the 'Student 
t-distribution' with 13 degrees of freedom. The same procedure was 
carried out for the reversed polarity data. The results and errors for 
the G2 and G3 values thus determined by the jackknife method are 
presented in Table 2-5. 
2.1.3.4.3 Comparison of errors determined by the random generation 
method and the jackknife method 
The G2 and G3 values and their errors determined from the 'random 
generation method' and the 'jackknife method' are summarised in 
Table 2-6. As shown in Table 2-6, the values of variances determined 
by the jackknife method are 2 or 3 times larger than those determined 
by the random generation method, although the differences in mean 
values of the G2 and G3 are not significant. The differences in the 
values of variances are taken to be primarily due to the different 
numbers of degrees of freedom. For the random generation method, the 
number of degrees of freedom is 39 for both normal and reversed 
polarity data, and for the jackknife method, the numbers of degrees of 
~----...._ __ . ___ _.... __________ ~--------------------
normal polarity data revetsed polarity data 
G2 G3 G2 Gl 
--------------------~--------------------------------------
pseudo- 0.040 0.016 0.069 0.029 
values 0.040 -0.010 0.079 0.049 
0.040 0.003 0.079 0.069 
0.053 0.068 0.059 -:-().001 
0.040 0.003 0.099 0 .• 049 
0.066 0.055 0.029 -0.011 
0.040 0.029 . -0 .• 011 0.009 
0.027 0 •. 016 0.089 -0.021 
-o.025 0.016 0.079 0.009 
0.079 -o .036 0.139 -0.051 
0.092 . -o.062 0.069 0.019 
0.040 0.016 
-o.025 -o.055 
0.040 0.016 
jackknifed- 0.0391 0.0132 0.0708 0.0135 
value 
-4 0.86x10-4 1.32xl·0-4 l.lOxl0-4 variance 0.75xl0 
95% conf.int. 0.0187 0.0200· 0.0256 0.0233 
-----~----------~--------~---~---~----------~------~--~----
Table 2-5 Distribution of G2 and G3 values and the errors determined 
by 'jackknife method' • 
• 
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·-----------~--------------~---------------------
random gene~ation method· jackknife method . 
~---------~--------------~-------------·-~~----
G2 G3 G2 G3 
___________ ...,. __ ,, _______________________________ ._______________ _ 
normal data 
mean 
var 
95% 
reversed data 
mean 
var 
95% 
0.0395 
0.17x10-4 
0.0081 
0.0666 
Q.64x10 -4 
0.0156 
0.0146 
~4 0.14x10 
0.0073 
0.0198 
O.l5x10 -4 
0.0076 
0.0391 0.0132 
-4 -4 0.75x10 0.86JC10 
0.0187 0.0200. 
0 .• 0708 0.0135 
. -4 l.32xl0 L10x10 -4 
0.0256 0.02.33 
Table 2-6 Comparison of errqrs determined by 'ra.ndomgen.eration 
method' and 'jackknife method'. 
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freedom ,are 13 and 10 respectively .for normal and reversed data. 
The advantage of the random generation method is that the standard 
errors of individual strip mean ~I values, which represent how well the 
mean values are determined, can be taken into account. Another 
advantage is that the 40 sets of G2 and G3 values can be taken as 
independent sets. On the other hand,. in the jackknife method, the data 
sets used for calculating the pseudo~values of G2 and G3 and . their 
jackknifed values are not ·independent; since the same data values, 
except rem9ving one value at one time, are used. 
Based on these considerations, the random generation method as 
des.cribed above is ~ployed generally in this thesis to estimate the 
errors associated with Gauss coefficients determined for time-averaged 
paleomagnetic fields. Results for the most recent 5 Myr have been 
described above; results .·for · earlie.r times will be discussed in 
Chapter 4. 
2 .1. 3. 5 Examining alternative procedures for analysis of the!::. I data 
The following two exercises were carried 
significant differences in G2 and G3 values 
employing different analysis techniques. 
out to check wheth~r 
would be produced by 
2.1.3.5.1 Analysis using individual study mean !::.I values 
To check the effect of the method generally adopted in this work of 
grouping data into inclination strips, an alternative pro~edure was 
explored of analysing the individual study· mean M.. values taken · all 
together, without first grouping them into such strips. The G2 and G3 
values were determined in the same manner as followed above, except 
that now the model-fitting is to individual study mean !::.. I values, 
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rather than to strip mean !::,. I values. 
The parameter ¢ , previously defined in equation (2. 5), is now 
defined differently, thus, 
Ns 
Ns 2 
¢ = L: n . (!::,. I . b -!::. I . 1 ) I L: n . i=l 1 1,0 s 1,ca i=l 1 
where N is here the total number of individual study mean values over 
s 
the whole inclination range (364 for normal data, 174 for reversed 
data); n. is the number of sampling sites used in calculating the ith 
1 
Ns 
study mean value, and so L: n. is the total number of sampling sites 
i=l 1 
used in this analysis (3369 for the normal data and 1569 for the 
reversed data); AI. b is the observed ith study mean !::,. I value at a 
1,0 s 
latitude; calculated from and /::,.I. 1 is 1,ca the study mean /::,.I value 
equation (1.8) with given G2 and G3 values at that latitude. Note that 
/::,.I. b in equation (2.5) involved a weighting by the number of 1,0 s 
sampling sites n. according to equation (2 .1), whereas the M. b as 1 1,0 s 
now redefined in this exercise is not so weighted. In effect the 
weighting by the number of sampling sites is being shifted from the 
estimation of the strip mean !::,. I values to the estimation of the 
parameter ¢ • 
For the normal data, the minimum value of ¢ was found to be given 
by a G2 value of 0.041 and a G3 value of 0.020; and for the reversed 
data to be given by a G2 value of 0.071 and a G3 value of 0.029. These 
results will be discussed further in section 2.1.3.5.3. 
2.1.3.5.2 Analysis involving the weighting of the strip mean /::,.I data 
In order to see any effects on the G2 and G3 values determined, the 
consequences of a different weighting method was explored. The strip 
mean !::,. I values determined by equation (2 .1) were weighted again, when 
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determining the <1> values, by the total number of sites in a strip. 
Equation (2.5) was replaced by the analogous equation nowgiven: 
NI NI 
<1> = r=1 ni (l'~Ii ,obs - 6Ii ,cal ) 2 I i~1 ni 
where NI is the total number of inclination strips; n. is the total 
]_ 
NI 
number of sampling sites involved in the ith strip; and so L: n. is the 
i=1 ]_ 
total number of sampling sites involved in the complete analysis. 
61. b and AI. 1 are defined the same as in equation (2.5). 1,0 s 1,ca 
Minimum values of q, as defined above were found for the normal 
data to be given by the G2 value of 0.042 and the G3 value of 0.019, 
and for the reversed data to be given by the G2 value of 0.071 and the 
G3 value of 0.029. 
Since each strip mean 6I value was calculated from study mean 
values which were weighted according to their numbers of sampling 
sites, this weighting method would place most emphasis on those strip. 
mean 6I values which were based on the greatest number of sampling 
sites. These results for G2 and G3 values are now compared with those 
obtained in the previous section, and with those initially obtained in 
section 2.1.3.3 • 
• 
2.1.3.5.3 Comparison of the different analysis procedures 
Table 2-7 compares the G2 and G3 values (for the last 5 Myr) 
obtained by the basic method of this thesis, described in 
section 2.1.3.3, with the values obtained by the exploratory 
alternative methods, described above in sections 2 .1. 3. 5.1 and 
2 .1.3. 5. 2. Inspection of the table shows that the results of the 
alternative methods explored support the basic results, especially for 
G2, for which a 95% confidence interval was determined in 
(i) 
(ii) 
(iii) 
------------~--~--~--------------------------
normal field reversed field 
---------------------------------------------
G2 
0.040 
0.041 
0.042 
G3 
0.016 
0.020 
0.019 
G2 
0.069 
0.071 
0.070 
G3 
0.019 
0.029 
0.030 
--..... ------------~--~----------------------------------------
Table 2-7 Comparison of G2 and G3 values obtained from alternative 
procedures of analysis. 
(i) The strip mean I data analysed given unit weight. This method 
is basic throughout this thesis, and is described in section 2 .1.3 .3. 
(ii) The individual study mean I data weighted by their number of 
sites, analysed as described in section 2 .1. 3. 5. 1. 
(iii) The strip mean I data weighted by their number ofsites, 
analysed as described in section 2.1.3.5.2. 
77 
section 2.1.3.4.1 to.· be + 0.008. The G3 values for the alternative 
methods ar:e also close t<Y being within the 95% confidence. lnterv.al· of 
0.019 .±. 0.007 determined in section 2.L3.4.1. The greater variation 
of the G3 val1,1es in Table 2-7 is consistent with the G3 value in the 
data analysis not being as well determined as the G2 value. 
2.1.3.6 Examining ge001agnetic field :til<)dels comprising different 
harmonic components 
In seetion 2 .1. 3.3, a basic model for the time..., averaged geomagnetiC 
field was proposed consisting of zonal dipole, quadrupole and octapole 
terms. Some simple variations on this model are now examined t to check 
how well. these other models fit the. ob-served data. 
2.il.3.6 .• 1 Model comprising dipole ~n;d quadrupole terms. only 
Firstly, to check the significance of· omitti~ the octapole term,. 
the data were fitted to a model consisting. of dipole and .. quadrupole, 
components only. · The llletbod of section 2 .1. 3. 3 was applied to 
determine the G2 coefficient only which gave the least value of . .q, , now 
deflned 
~ "= (1/N) 
where i, N, AI. . b and A I. 1 are the same as in equation (2. 5). 1,o s 1,ca 
Values of A Ii . 1 for such a dipole and quadrupole field model are 
,ca 
given by equation (1.6) in section 1.1.3. 
The present case of model-fitting is relatively simple, because 
there is only one unknown variable, G2. Values of 0.037, 0.073 and 
0.057 were determined for G2 for the normal, reversed and combined 
polarity fie1dsi respectively. 
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. 2.1.3~6.2 Model coJ~tprislng dipole, quadrupole, octapole and 
sedecimupole ternrs--
Secondly, ·a model was taken consisting of dipole, quadrupole, 
octapole and sedecimupole components. For this field model 
equation (1.9) was used to calculate the expected .1I values, LU1 cal· , 
The same 'trial and error' method ·Of section 2 .1. 3~3 was applied to 
determine the three unknown variables G2, G3 and G4. First of all, G2 
and G3 values were fixed (the values determined previously were used a.s 
a starting point), and a search was .made for the G4 value which yielded 
the minimum value of ~. • The parameter 41·. is he:J::e defined as · the same 
as in equation (2 • 5) • 
Once the initial G4 value was determined, the G3 value (only) was 
increased by 0.001, the G2 value remaining fixed.. A new G4 value was 
thus found<which minimised 41 ,. and. so the G3 va!ue (only) was increased 
by 0.001 again. This procedure was repeated until the G3 and G4 values 
were found. which togE}ther gave the. minimum value of 41; for the given 
G2 value• Variati'Qn of the G2 value was then .initiated, the G2 value 
being decr~ased by 0.001, and the' whole procedure was repeated until 
the set of G2, G3 .and G4 values together yielding the minimum value of 
<P: was obtained. The results are presented in Table 2-8. 
2. L 3. 6. 3 Co\IIparison of the different field models 
Table 2:....8 compares . the results of the Gauss coefficients found for 
the basic model of dipole, quadrupole and octapole components, and for 
the variations on this model eXplored in sections 2 .1. 3. 6.1 and 
2.1.3.6.2. 
Inspection of Table 2-8 shows that the G2 coefficient values 
A. Gauss coefficients listed with errors determined by 
the (preferred) 'random generation' method 
-----------------~----------------------------------
normal porari ty field . 
---------:-------·--~:------~ ...... -------~--------------:---:----
(i) (ii) (iii) 
--------~--------------------~~----------------------------G2 
G3 
G4 
0.044 0.046+0.008 
0.016+0.007 
0.034 
0.019 
0.023 
------·----------------~------~~-~-~------------~------------
reversed polarity field 
--------·-----------------------------""!"--.-------------
(i) (ii) (iii) 
---~----~---------------------------------------------------G2 
G3. 
G4 
0.073 0.069+0.016 
0.019+0.008 
0.066 
0.021 
0.012' 
-------~----------------------------------------------~-----
B. Gauss coefficients listed with errors determined by 
the 'jackknife' method 
. . . 
-----------'"'!"'---------------------~-~-----~---------·-
normal porarity field 
-----------~-~--------------------------------------(i) (ii) (ii!) 
-~-------:--~------------~~------------~:---------------------.--
G2 
G3 
G4 
0.044+0.020 0.040+0.019 
o.o16+o.ozo 
-
0.034+0.019 
0.019+0.016 
<J.o23+o .. o27 
-------.-~----~---------~-~--------------~----;-------------~~--
reversed polarity field 
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-------------------~---... ---~---·-------~-"'!'-----·---..;. ·-) 
(i) (ii) (iii) 
------...;.--~---·---~---~----~""""-....;. _____ .,. _________ ..;...;~---·-------...;---
G2 
G3 
G4 
0. 073+0 •. 023 0.069+0.026 
o. 019+0. 023 
0.066+0.030 
o.on+o.o23 
o.ol2+o.o42 
---~~--------~--~--------~----~------------------------------
. . 
Table 2..:.8 ~omparison of Gauss coefficients obtained by using 
different field models. 
(i)The fie~d model taken to comprise dipole and quadrupole components. 
(ii)The field model taken to comprise dipole, quadrupole, 1and octapole 
components. , 
(iii)The field model t:aken to comprise dipole,. quadrupole, octa:po1e and 
'sedecimupole components. 
The errors shown in part A are 95% confidence intervals, and are from 
Table 2-4, where they were obtained by the 'random generation' method. 
The erros shown in part B have been determined by the 'jackknife' 
method. As discussed in section 2.1.3.4.3, 'random generation' error 
estimates are preferable ·to 'jackknife' error estimates, and so the 
errors in part A (where quoted) are preferred to those in pa:rt B. 
Part B does, however, indicate that all coefficients are determined 
with comparable errors, (except p~rhaps for the G4 coefficient for 
reversed polarity data), so that it might be expected that 'random 
generation' error estimates for the other terms in part A would be 
comparable to the en·or estimates given there for G2 and G3. 
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obtained are similar in all three cases, for both normal and reversed 
polarity data. Also; the G3. coefficient values determined for cases 
(ii) and (iii) "·are effectively indistinguishable. For the G4 
determination, the coefficient for normal data is larger (almost by a 
factor of 2) than the coefficient for reversed data, though this 
observation is not secure in view of the order. of magnitude of the 
errors expected in the analysis. 
On the basis of the results of Table 2-8 it is concluded that the 
G2 values are well determined, the G3 values are determined with 
adequate -precision, and the G4 values with possibly adequate precision 
for the normal case but with inadequate preciSion for the reversed: 
case. Thus, the field model consisting. of dipole, quadrupole and 
oc.tapole components is taken in this thesis as the basic working model 
for the representation of the observed paleomagnetlc data. 
2.1.4 Discussion 
2.1.4.1 Test of any. asymmetries between the· normal and revers~d 
polarity geomagnetic fields for the last 5 Myr 
It has been argued that there is a certain asymmetry or .difference 
between the normal and reversed polarity states of the geomagnetic 
field (Wilson, 1972, McElhinny and Merrill, 1975, McElhinny and 
Merrill, 1977, Merrill et al., 1979). Thls argument .ls now. examlned ln 
terms of the Gauss coefficlents determined in sectlon 2 .1. 3 for the 
normal and reversed data. The dlfferences ln Gauss coefficients for 
the normal and reversed polarity fields are investigated by an 
'hypothesis test' using statistics determined from both · the random 
generation method and the jackknife method. 
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2.1.4.1.1 Tests of hypotheses concerning the variances and means of 
the G2 and G3 values determined from the 'random generation method' 
First, the estimated variance of G2 for . the normal data (here 
2 2 denoted sG2 ,N), and of G2 for the reversed data (here denoted sG2 ,R) 
are examined to see whether their unknown true variances can be assumed 
to be same. The variance test is carried out to select an appropriate 
test statistic for a mean test. Then, with such a test statistic 
determined, an estimated mean value of G2 for the normal data (here 
denoted GZN), and of G2 for the reversed data (here denoted GZR) are 
compared. This test of means is to check whether the true value of G2 
for the reversed data can be assumed to be the same as that of G2 for 
the normal data. 
2 2 The same test for the estimated variances of G3 (SG),N and SG),R) 
and the estimated means of G3 (GJN and GJR) for both polarity data are 
also carried out. The procedures are presented in Table 2-9, which 
takes values from Table 2-4. 
From these tests we can .. make the following conclusions at the 0.05 
level of significance. (1) The true variances of G2 for the normal and 
reversed data are not the same; however the true variances of G3 for 
the normal l!nd reversed data are not different. (2) The true mean G2 
value for the reversed data is significantly different from that for 
the normal data, in fact, it is larger than that for the normal data. 
On the other hand, the true mean G3 value for the reversed data is not 
different from that for the normal data. 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
H : 
0 
F 
G2 
02 
G2,N 
a2 
G2,N 
variance 
-4 O.l7xl0 ; VN 39 
0.64xl0-4 ; VR = 39 
----------- = 0.266 
0.59 
Conclusion Reject H0 at the 0.05 
level of significance; 
hypothesis 
estimated 
degrees of 
freedom 
estimated 
mean 
estimated 
value of 
test 
statistic 
critical 
value 
a2 I G2,N 
H0 : G2N = G2R 
H1 : G2N < G2R 
\) = 58 
mean 
0.040; v N = 39 
0.069; VR 39 
T' = -------------------
(SG22,N + S2 )1/2 G2,R 
-3.22 
r < -to.os< v) -1.65 
Conclusion Reject H0 at the 0.05 
level of significance; 
G3 
test 
test 
F 
= 0.14x10-4; v = 39 
N 
= O.lSxl0-4; VR 39 
----------- = 0.933 
0.59 
Accept.H0 at the 0.05 
·level of significance; 
2 2 
0G3,N " cJG3,R 
H0 : G3N = G3R 
H1: G3N < G3R 
V=V +V N R 
c3R = o.o19; 
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\) 
R 39 
T -------------------------
Sp[ (VN +1) -1+(vR +1) -1 ]1/2 
-D.S6 
+ 
sP .. 0.024 
r < -to.os< v) -1.67 
Accept H0 at the 0.05 
level of significance; 
Table 2-9 Summary of hypothesis tests concerning means and variances of G2 and G3 
values, d.etermined by· the 1 random generation method 1 
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i. 
I 
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Notes for the variance test of Table 2-9 
H : null hypothesis which is formulated with the hope of being 
0 
rejected. 
alternative hypothesis; the rejection of H leads to the 
0 
acceptance of H1 • 
2 2 SG2 ,N' SGZ,R: the estimated variance. of the mean G2 values for 
the normal and reversed data, as determined in 
section 2.1.3.4.1. 
v: the number of degrees of freed()lll· defined as the sample size 
minus lone. Here ~· and v R denote the numbers of degrees of 
freedom for the normal and reversed data, respectively. Since 
40 sets of G2 and G3 values are analysed, VN and VR are equal 
to 39. 
F: the test statis.tic quoted from the 'F distribution'. 
f 1-<l(:VN' VR}: the critical value .. of the 'F distrib\J,I:ion', where 
a is the level of significance. 
Notes for ·the mean test of Table 2-9 
H0 : null hypothesis 
H1 : alternative hypothesis 
the estimated mean G2 values for the normal and 
• 
reversed data, as estimated in section 2.L3.3 • 
v: · The number of degrees of freedom of the test statistic T' (or 
T) 
i) When the (unknown) true variances of G2 for both polariti,es 
cannot be assumed to be the same, the degree of freedom of 
the test statistic T' is estimated by the following general 
equation of· statistics (Walpole, 1974): 
&5 
. 2 2 . 2 
(Sl /nl + 52 I ttz ) .. 
\) ~ -------------------------2 2 2 . 2 (s1 I n1 ) + (s2 I nz) 
--~------- ----------
.. '"fn1 - 1) (n2 - 1) 
where s2 and s2 1 2 are the estimated variances of two 
populations (of sample sizes n1 and ttz respectively) which 
are ·to be the subjects of a 'mean tes.t 1 • 
case, and 2 s ln.. . 
. 2 L. corx;espond to 
In the present 
2 2 
S . and SG2 R G2,N , 
respectively (because S~Z,N and S~Z,R are· variances of 
. 2 . 2 . . . . 
samples, whereas s1 and s2 are variance'S of populations).· 
ii) When the (unknown) true variances .can be ass.1,1med to. be the 
same, the .. degree of freedom v of the test statistic T i.s 
obtained by adding the two numbers of degrees of freedoms, 
V andV. N R 
T 1 : the 'test statistic' quoted from a 1 t,...distribution' to test 
mean values of which the true variances are not the same •. 
T: the· 'test statistic' quoted from a 't-distribution' to test 
thetneian. values of which the true variances are the same. 
t.a.: the critical value of · the 't-distribution' at the a. level of 
significance. 
The null hypothesis H0 is rejected or accepted depending on whet.her 
the critical value of T' (or T) is greater than or less than the · 
estimated value of the test statistic. 
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2.1.4.1.2 Tests of hypotheses concerning the variances and means of 
the G2 and G3 values determined from the 'jackknife method' 
The same tests of hypotheses as carried out with the variance and 
mean values of G2 and G3 determined from the 'random generation method' 
are carried out with those values determined from the 'jackknife 
method' (see section 2.1.3.4.2). The same notations used in 
section 2.1.4.1.1 are employed. The procedures are presented in 
Table 2-10. The following conclusions are drawn from the tests. 
(1) The true variances of the G2 values for the normal and reversed 
data can he taken as being the same at the 0. 05 level of significance. 
Also the values of G3 for both polarity states can he taken as being 
·the same. 
(2) The true mean G2 value for the reversed data is significantly 
different from that for the normal data; further we can conclude that 
the G2 value for the reversed data is larger than that for the normal 
data at the 0.05 level of significance. However, the true mean G3 
value for the reversed data is not different from that for the normal 
data. 
From the tests carried out in section 2.1.4.1.1 and this section, 
• 
it is clear that the normal and reversed data yield significantly 
different G2 values, though not significantly different G3 values. 
2.1.4.2 Comparison with previous results in other analyses 
A comparison of the G2 and G3 values determined in this work with 
other values presented in previous analyses is summarised in 
Table 2-11. Such a comparison is mainly restricted to G2 and G3 values 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
G2 
variance 
H : a2 2 
0 G2,N a G2,R 
Hl: a2 G2,N 
> 2 
aG2,R 
2 -4 
8G2,N =0.75xl0; VN 
2 
8G2,R 
-4 1. 32x10 ; VR 
2 (VN+1 )8G2,N 
F 
----------
0.74 
2 (VR +1 )SG2 ,R 
2.89 
Conclusion Accept H0 at the 0.05 
level of significance; 
hypothesis H0 : G2N = G2R 
H1 : G2N < G2R 
degrees of 
freedom 
estimated 
mean 
GZN 
GZR 
0.040; 
0.069; 
GZN 
mean 
VN 13 
VR 10 
- GZR 
13 
10 
estimated 
value of 
test 
T 
-------------------------
statb;tic 
critical 
value 
S [(V +1)-l+(V +1)-1)1/2 
P N R 
-2.06 
T < -t0 •05(v) -1.714 
Conclusion Reject H0 at the 0.05 
level of significance; 
G3 
test 
test 
H : 
0 
2 
a G3,N 
2 
aG3,N 
2 -4 SG3 N = 0.86x10. ; VN = 13 
' 2 -4 SG3 ,R = 1.10x10 ; VR = 10 
F ----------- 1.02 
Accept H0 at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1 : G3N < G3R 
(;3 = o.ol9; R 10 
- (;3 R 
T -------------------------
8 [(V +1)-1+(V +1)-1)1/2 
P N R 
-o.21 
T < -t0 •05 <v) = -1.714 
Accept H0 at the 0.05 
level of significance; 
Table 2-10 Summary of hypothesis tests concerning means and variances of G2 and G3 
values, determined by-the 'jackknife method' 
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for combined polarity data, because the only previous analysis of 
separate normal and reversed polarity data is that by Merrill and 
McElhinny (1977). 
The signs of the G3 values for the normal and reversed data in 
Merrill and McElhinny (1977) are in error, as later Merrill et al. 
(1979) found (Table 2-11 quotes the corrected values for G3 }. The 
signs of the G2 and G3 values in Coupland and Van der Voo (1980) are 
interpreted in an opposite sense from that of the present work, since 
Coupland and Van der Voo used negative signs for G2 and G3 by fixing an 
0 
axial dipole component (g1 ) at -1. 
In Table 2-,11, the Coupland and Van der Voo results have been 
quoted with sign consistent with the definition of G2 and G3 as in the 
present work, so that the values given may be compared directly to 
other values in the table. 
From inspection of Table 2-11, it is found that the G2 and G3 
values obtained in the present work are smaller than those obtained in 
other studies, although the order .of magnitude is similar. Every study 
quoted analysed a different data set with a different analysis 
procedure, and therefore it is difficult to compare the values 
themselves without considering their statistical significance. 
• 
However, the previous studies have not generally included the error 
analyses as has been carried out in the present work. 
Generally a more detailed comparison of the present work with 
previous studies is therefore not possible (except perhaps with the 
results of Merrill and McElhinny, 1977). However Table 2-11 gives no 
reason to suspect that the G2 and G3 values of the present work, based 
as they are on a most comprehensive data set, are not the best 
determinations so far. 
---------------------------------------~-----------------------
Author 
Benkova et ar;-
(1971) 
Wells (1973) 
Adam et al. 
(1975) 
Merrill & 
McElhinny(1977) 
Coupland & 
Van der Voo 
(1980) 
This study 
Data 
Quaternary 
combined polarity 
Quaternary 
combined polarity 
0-0.6 Myr 
combined pol~rity 
0-5 Myr 
normal polarity 
reversed polarity 
/ 0-2 Myr 
combined polarity 
2-7 Myr 
combined polarity 
0-5 Myr 
normal polarity 
reversed polarity 
combined polarity 
G2 G.3 
-0.0546 +0.039 
+0.0574 +0.0418 
+0.019 +0 .091 
+0.050 +0.017 
+0 .083 +0 .034 
+0.0633 +0.0469 
+0.0916 +0 .0201 
+0.040 +0.016 
+0.069 +0.019 
+0.053 +0.018 
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Table 2-11 Comparison of the G2 and G3 values of the present work with 
other values obtained in previous analyses. Benkova et al. , Wells, and 
Adam et al. all determined eight Gauss coefficients, up to third degree 
harmonics; for these cases only zonal coefficients are quoted. Merrill 
and McElhinny, and Coupland and Van der Voo, analysed their data in 
terms of zonal harmonics up to the third degree, as analysed in this 
work. 
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2.1.4.3 Parameters for an axial offset dipole model 
Equations 1.12(a), (b) and (c) in section 1.1.3 represent Gauss 
coefficients in terms of a displacement for an axial offset dipole 
model of the geomagnetic field. Note that for data satisfying such a 
model ideally, each Gauss coefficient should give the same magnitude x 
of an offset displacement. However, for the present results for G2 and 
G3 given in section 2.1.3.3, the magnitude of displacement x was found 
to be different between when the G2 value only was used in its 
calculation (according to equation 1.12 a and b), and when the G3 value 
only was used in its calculation (according to equation 1.12 a and c). 
For the normal data, using the G2 result only yields an x value of 127 
km, and using the G3 result only yields an x value. of 465 km, taking 
the earth's mean radius as 6371 km. For the reversed data, the G2 and 
G3 results taken individually yield the value of 220 km and 507 km, 
respectively. 
Such large differences in the x values determined from the G2 and 
G3 results may indicate that an axial offset dipole model is not a very 
sui table model to represent the paleomagnetic data, because, as has 
been noted, for an axial offset dipole model the x values determined 
from G2 and. G3 results should be the same. (Note this model restricts 
the Gauss coefficients to being inter-dependent on each other). 
To make some best estimate of an offset distance from the G2 and G3 
values determined in this study, the G2 and G3 values were used 
together to calculate an x value using equation (1.12d). The results 
obtained were, for the normal polarity data, a northward displacement 
of 187 km; for the reversed data, a northward displacement of 302 km; 
and for the polarity data combined (carried out for the sake of 
comparison with other estimates based on data of combined polarity), a 
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northward displacement of 240 km• 
The comparison of the x values. obtained in ·this w9rk with the 
values obtained in 9ther studies is presented in Table 2-12. Exc,ept · 
for the results of Merrill and McElhinny (1977), all the other values 
given are for data of combined polarity. In Merrill and McElhinny 
(1977), the authors used only G2 values to calculate an x value. For 
comparison with the present work, the signs , of the G3 values in Merrill 
and McElhinny (1977) were first corrected (refer to section 2.1.4.2). 
Then the magnitude of displac.ement of an offset dipole wa,s 
re-calculated from the Merrill amd McElhit).ny (1977) data, by using. 
equation (1.12c1); ,the- recalculated values are presented in Table 2.-12 
with the original values. Also the x values obtained by using only the 
G2 values determined in this work are presented in Table 2-12. 
Table 2~12 shows a general consistency in the order of magnitude of 
displacement of an offset dipole model, that displacement being of 
order some hundreds of kilometers. Another major consistency is that 
in every case the displacement is northward • For the two analyses of 
separate · normal and · reversed polarity data, (Merrill and McElhinny, 
1977 and the p.resent work), the offset displacement for the reversed 
data is consistently . greater than the offset displacement 'for the 
normal data, almost by a factor of two. 
2 .1. 4. 4 Ratio> of nondipole to dipole field 
Values for the ratio of the·· magnitude . of the nondipole field to 
that of the dipole field, ~/Mo (Bartels, 1936, Coupland and Van der 
Voo, 1980) are calculated for the normal, reversed and combined 
polarity data from. the equation 
~ I·~ = [ (3/5 )G22 + (3/7 )G32 ]112 
Author 
Wilson (1970) 
Wilson (1971) 
Wilson and 
McElhinny(1974) 
Harrison (1974) 
Merrill & 
McElhinny(1977) 
In this study 
.. 
Data 
land and deep sea core data 
(112 data~ 0-2 Myr) 
land based data only 
(28 data~ 0-2 Myr) 
land based data only 
(85 data~ 0-2 Myr) 
(89 data~ 2-5 Myr) 
deep sea core data 
(52 data, 0-3.5 Myr) 
land and·deep sea ·core data 
normal polarity data 
(221 data, 0-5 Myr) 
reversed polarity data 
(145 data, 0-5 Myr) 
land and deep sea core data 
normal polarity data 
(364 data, 0-5 Myr) 
reversed polarity data 
(174 data, 0-5 Myr) 
combined polarity data 
(538 data, 0-5 Myr) 
x (km) 
191+38 
235:!:130 
143 
316 
94+51 
225(159) 
413 (265) 
187 (127) 
302(220) 
240(169) 
Table 2-12 Estimates of the northward displacement (x) of an axial 
offset dipole model. 
Generally all earlier results are quoted from Merrill and McElhinny 
(1977, Table 4). The original results in Merrill and McElhinny are 
given in brackets, together with recalculated results, as mentioned 
in the text. The results in brackets for this study are based upon 
the use of the G2 values only. 
92 
93 
under the assumption that the field consists only of dipole, quadrupole 
and octapole components. The results of the ratio M~m/~ thus obtained 
with the G2 and G3 values of section 2.1.3.3 are 0.033, 0.055 and 0.043 
respectively for the normal, reversed and combined polarity data. 
The G2 and G3 values in Merrill and McElhinny yield the ~0/~ 
value of 0.040 and 0.068 for the normal and reversed data respectively. 
The G2 and G3 values in Coupland and Van der Voo (1980) yield the 
~~~ value of 0.058 for the mixed polarity field during the last 2 
Myr, and the ~~~ value of 0.072 for the mixed polarity field during 
the last 2 - 7 Myr. 
Thus it is found that for the reversed data, Gauss coefficients 
yield a larger ratio of nondipole to dipole field than for the normal 
polarity data. Also the results in the present study yield a smaller 
value of ~D/~ than other studies, although again the order of 
magnitude is not significantly different. 
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2.2 Declination An0111aly Analysis for the Determination of Nonzonal 
Spherical Harmonic Coefficients 
2.2.1 Introduction 
If a time-averaged field is purely axially symmetric, the 
declination should be averaged out to zero at any region. However, 
most results of previous paleomagnetic studies show a declination 
anomaly Lm as defined in section 2 .1.1. In this thesis, the same 
terminology is employed for nD data as for n I data; that is 'sample 
mean n D' represents a result from several results of specimens for a 
sample, 'site mean nD' is determined from sample mean 6 D values for a 
site, and 'study mean 6D' is determined from site mean 6 D values for a 
study. The term 'sector mean nD' is introduced analogous to the 'strip 
meart 6 I', and is determined from study mean 6D values which belong to a 
particular longitude sector (the detail follows in this section). 
The existence of a nonzero 6D can be partly due to errors in 
• 
measurement. Alternatively, the existence of a declination anomaly may 
represent the presence of nonzonal harmonic components in the 
time-averaged paleomagnetic field. 
Figure 2-5 (a) and (b) show the variation with longitude of an 
• 
eastward field component Y (causing 6D), produced by a Pi(e) harmonic 
with positive gi and hi coefficients. The Y field produced by a P~ (e) 
h . . h . . 1 d h1 ff. . h . . b armon~c w~ t pos~ t~ ve g2 an 2 coe 1c1ents s ows ant1symmetry a out 
the equator, as shown in Figure 2-5 (c) and (d). When uniformly 
distributed declination data are analysed over the longitude sectors 
(as employed in this work), the effect of the Y field produced by a 
P~(8) harmonic is averaged out to zero, while the effect of a Pi(e) 
harmonic will average to a non-zero quantity. The magnitude of the Y 
field produced by a P~ ( 8) or higher harmonic will be generally smaller 
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-Y +Y +Y 
-Y 
-Y +Y 
. (d) 
. 
¢+90 
+~0 
-~0 
(e) 96 
¢+360° 
LONGITUDE 
Fig. 2-5 The variation in the eastward component Y and declination anomaly 
6D with latitude and longitude. (a) shows the variation in Y with 
longitude proooced by Pi ( 8) harmonic with positive gi coefficient Y= gi 
sin <jJ , (b) shows the variation in Y with longitude produced by Pk(8) 
harmonic with positive ~ coefficient Y= hi sin¢ , (c) shows the 
variation in Y with longitude and latitude produced by Pi( 8) harmonic with 
positive g~ coefficient Y= 3 gi cbs e sin¢ , (d) shows the variation in Y 
with longitude and latitude produced by Pi (8) harmonic with positive hi 
1 
coefficient Y= 3 h 2 cose sin <jJ, and (e) shows the variation in 6D with 
1 · t d d d b P1 < 8) h · · h b · 1 d h1 ff · · ong1 u e pro uce y 1 armon1c w1t ar 1trary g1 an 1 coe 1c1ents. 
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than the magnitudes produced by P~(8) and P~(e) harmonics. 
From the above considerations, it is taken as reasonable to analyse 
the ..C.D values in terms of the Pi ( 8) harmonic only, representing an 
equatorial dipole component with gi and hi Gauss coefficients. As in 
the inclination anomaly analysis, these coefficients are also 
normalised 1 0 to the axial dipole term, namely g1 /g1 (to be denoted by 
and (to be denoted by Figure 2-S(e) shows the 
variation 1 in declination anomaly with longitude produced by a P1 (8) 
1 . 1 harmonic with arbitrary g1 and h1 coefficients. This variation yields 
a simple sinusoidal curve with a period of 27r. 
As shown in Figure 2-5, the variation of Y component is a function 
of longitude. Therefore it is appropriate to analyse liD data with 
longitude to seek the effects of nonzonal field components. The liD 
data, in this work, were averaged along longitude sectors, because 
1 . 1 interest is restricted to G1 and H1 which do not average to zero over 
such sectors. The liD values also vary with latitude along a given 
longitude sector, since the liD values are also controlled by an X 
component which is a function of latitude. 
To overcome such latitudinal variation of liD values, a parameter 
liD representing the equator-normalised value of liD was used, as 
0 
introduced by Merrill and McElhinny (1977). Let H be the horizontal 
component' at known geographic colatitude e of a geocentric axial 
dipole, upon which is superimposed a small Y field distribution. 
Denote the value of H at the equator by H . Then 
0 
tan(liD) ~ Y I H and 
Now define liD as 
0 
tan(liD ) 
0 
Y I H , and so 
0 
H == H sin(8) 
0 
By 
tan(t:,D ) ~ tan(t:,D) sinCe ) 
0 
analysing such equator normalised Ll D values 
0 
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(2. 6) 
along longitude 
sectors, the significance of an equatorial dipole component to a 
time-averaged field can be examined. 
The 'equator-normalising' method of the previous paragraph 
maintains unchanged the longitude value ( <f>) of an observation site, for 
which a LID value is known. Values of LlD for sites at high latitudes 
are therefore reduced to 1 equator-normalised 1 Ll D values, effectively 
0 
by being brought down to the equator along meridians of longitude. 
This process is shown in Figure 2-6(a). 
The question arises, whether the analysis of such t:,D values would 
be more accurate, especially for ones at high latitude, if instead of 
their longitudes being maintained unchanged upon normalisation to an 
equator-equivalent value, such values were grouped instead in bands on 
the globe, defined as being strips of equal inclination for an 
equatorial magnetic dipole. The concept is shown in Figure 2-6(b). 
It is evident from Figures 2-6 (a) and (b) that the difference in 
longitude between the points A and B will be least for sites (S) of low 
latitude, a~d greatest for sites of high latitude. Because most of the 
data used in the declination anomaly analysis is from low and middle 
latitudes, and because the equator normalisation according to 
Figure 2-6 (b) would require an iterative procedure until the correct 
equatorial dipole direction was found, the main analysis of fl D values 
0 
with longitude to be carried out in section 2. 2. 3. 2, is based upon 
equator-normalisation as in Figure 2-6(a). 
The declination anomaly analysis of the field prior to 5 Myr ago 
can not be carried out, since we are forced to assume that the dipole 
(a) 
"-.!) ROTATION AXIS 
S: site for which a liD value is known. 
A:equatorial longitude at which the 
'equator-normalised' value of liD0 
is taken to apply. 
(b) 
~ ROTATION AXIS 
""'"*"--
S:site for which aliD is known. 
B:equatorial longitude at which the 
'equator-normalised' value of ll D0 
is taken to apply. 
Fig. 2-6 The 'equator-normalisation' of a liD value at a sites. (a) according to 
a meridian of longitude. (b) according to an 'equal inclination' band of an 
hypothetical equatorial dipole only. \.0 \.0 
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axis coincides, on average, with the earth's spin axis in order to 
remove plate tectonic effects from paleomagnetic data by global 
reconstruction. This limitation arising from global reconstruction is 
discussed in Chapter 3. 
2.2.2 Data 
From the complete data set as used for the inclination analysis 
(and listed in Appendix 3), those data were taken for which 
paleodeclination values were available. Generally, those data were 
from continents and islands, and data from deep sea sediment cores were 
excluded (since their true declination values could not be measured due 
to non-orientation of cores). 
For the declination anomaly analysis, 375 land-based data (261 data 
for the normal polarity field and 114 data for the reversed polarity 
field) were compiled. 
2.2.3 Method and results 
2.2.3.1 Determining 'sector mean' 60 values 
0 
• All individual 'study mean' 6 D values were normalised to their 
equatorial values t.D by using equation (2.6), 
0 
as mentioned in 
section 2.2.1. These study mean ·t,D0 values were averaged along 
longitude sectors of the globe. The 'sector mean' t.D value of each 
0 
longitude sector was calculated arithmetically from individual study 
mean (t.D 0 i) values for the sector, by weighting according to the 
' 
number (n.) of sampling sites involved. That is, 
1 
N N8 
t.D f ( n . • t.n . ) I L: n . 
0 i=1 1. O,l. i=1 1 
where N is the number of study means. for a given se.ctor. 
s 
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As followed for the strip mean /:,.I calculations, different 
thicknesses of sectors were used, because the data distribution was not 
uniform. The thicknesses of the sectors were determined by experiment, 
so that the 1 sector mean /:,. D 1 values had standard errors as nearly 
0 
equal as possible. As for the /:,.I case, data were more abundant and 
more sectors were used for the normal polarity analysis than for the 
reversed polarity analysis (Table 2-13 a and b). 
The standard errors of the sector mean !J.D values were estimated by 
0 
the same procedure, on the basis of a central limit theorem, as 
followed for the strip mean /:,.I values in section 2 .1. 3. 2. The 95% 
confidence intervals for the sector mean/:,. D values were then obtained 
0 
from their standard errors and the. critical values of the 1 Student 
t-distribution 1 • These values are included in Table 2-13 (a) and (b), 
and plotted in Figure 2-7. The curves fitted to these values are 
derived in section 2.2.3.2. 
2. 2. 3. 2 Modelling the 1 sec tor mean 1 /:,. D values 
0 
As given in equation (2. 6), 
represented by 
tan( [JJ ) ~ tan(/:§)) sin( 8) 
0 
Now expanding tan( !§J) ~ Y I H 
~ y I X 
an equator-normalised /J.D value is 
0 
(where H and X are the horizontal and northward field components due to 
the geocentric axial dipole) and using expressions for X and Y from 
equation (1.2) in section 1.1.3, gives 
longitude no. of studies mean .t.D s.E. 95% 
sectors( 0 E) (sites) 0 
--------------------~----------------------------------------
0-30 47 (481) 0.84 0.75 1.47 
30-45 53 (426) 1.69 0.61 1.20 
45-75 38 (414) 1.94 0.68 1.33 
75-140 29 (442) -0.60 0. 71 1.45 
140-180 20 (251) 0.62 1.10 2.30 
180-240 29 (399) -0.95 0.81 1.66 
240-270 8 (176) 0.58 1.40 3.31 
270-300 20 (147) -1.21 0.88 1.84 
300-360 17 (418) 0.84 0.68 1.44 
-------------------------------------------------------------
Table 2-13(a) Mean.t.D values over geogaphic longitude sectors 
of the normal polarity0 field for the last 5 Myr. 
S.E. denotes the standard error, 95% denotes the 95% confidence 
interval. 
-------------------------------------------------------------
longitude no. of studies mean .t.D S .E. 95% 
0 (sites) 0 sectors( E) 
--------------------------------------------------------------
0-30 14 (202) 2.31 1.68 3.66 
30-45 17 (241) 2.39 0.98 2.08 
45-90 25 (185) 1.14 1.11 2.29 
90-180 13 (158) -0.70 1.15 2.51 
180-240 16 (272) 2.73 0.98 2.09 
240-300 17 (134) 1.91 1.23 2.61 
330-36'b 12 (316) 2.83 1.20 2.64 
Table 2-13(b) Mean .t.D values over geographic longitude sectors 
of the reversed polari~y field for the last 5 Myr. 
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(a) 
3 
oil 1 1. 1 ~~ 1 l1 1 I -i-l::J:..=.-~ VI 
-3 
-6 
Fig. 2-7 6 n0 values (in degrees) averaged over longitude s.ectors with sinusoidal curves 
fitted as described in section 2.2.3.2. (a) t:.D0 values for normal polarity data with 95% 
confidence intervals. (b) t:,D0 values for reversed polarity data with 95% confidence 
intervals. 
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(2. 7) 
Thus, the observed sector mean b.D values can be fitted to a single 
0 
sinusoidal curve. In this work, a cosine curve was used, of form 
b.D0 (¢) A cos(¢ - ~) 
A cos ¢ cos ~ + A sin ¢ sin ~ (2. 8) 
where A is amplitude of the curve and ~ is the phase of the curve. 
Then, combining equations (2. 7) and (2. 8) for the two cases where ¢ = ~ 
and ¢ = ~ + rr/2 gives 
Gi - sin ~ tan A 
+ cos ~ tan A (2. 9) 
To determine sets of A and ~ values for the cases of normal and 
reversed data, the best-fitting cosine curves to the observed 1 sector 
mean 1 b,D values in Figure 2-7 (a) and (b) were searched for by a trial 
0 
and error method. For a particular set of points to which a cosine 
curve was to be fitted, the method determined values of A and ~ which 
gave the best fit, in a least-squares sense, by yielding the minimum 
value of a parameter defined below. 
The parameter H is defined as 
N 
2 
1/N .L (b,Di cal - b,D. b ) 
1=1 1,0 s 
where N is the number of sector mean b,D values (N=9 for normal data, 
0 
N=7 for reversed data), b. D. b is the observed sector mean b.D value 
1 ,o s 0 
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at the mean longitude ¢1. of the ith longitude sector, and LlD is i,cal 
the calculated sector mean !SD value at the same longitude ¢. which is 
0 1 
determined by a particular set of 
given by 
1::. D. = A cos ( ¢.. - 1/J ) 1,cal 1 
A and 1/J values, namely LlD. 1 is 1,ca 
The method is that first, the A value was fixed to 0.1, then the 
0 0 1/J value was changed from 0 by 1 until the minimum value of parameter 
was found for the given A value. Then the A value was increased 
by 0.1, and the same procedure of changing the 1/1 value was repeated 
until the minimum value was found for the newly-given A value. 
This stepwise procedure was repeated until the fl. and 1/1 values which 
yielded the least value of the 3 parameter were determined. 
For the normal data, the simple sinusoidal curve of amplitude 1.0° 
and phase +42° provided the best fit to the ·observed sector mean 1::. D 
0 
values. For the reversed data, the observed I::.D values are generally 
0 • 
positive (with only one exception, see Table 2-13 b and Figure 2-7 b), 
and an adequate sinusoidal curve could not be well determined for them. 
The best fitting curve for the reversed data was found to have an 
amplitude of 1.9° and phase of -36°, although the reliability of these 
values is it11 question. 
With such fl. and 1/1 values for the normal and reversed data, the 
best fitting sinusoidal curves to the observed sector mean 1::. D values 
0 
are drawn as shown above in Figure 2-7 (a) and (b). The equatorial 
dipole coefficients corresponding to these fl. and 1jJ values (normalised 
to the axial dipole term) are determined from equation (2. 9). For the 
normal data, ci 
= +0. 020 and Hi 
section 2.2.3.4. 
-o. 012 and Hi = +0. 013, and for the reversed data Gi 
+0.027. The accuracy of these values is discussed in 
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2.2.3.3 Introducing a 'base-line' shift to a model curve 
Vertical 'base-line' shifts were introduced to Figures 2-7(a) and 
(b), to explore the possibility that in this way better fitting curves 
to the observed t, D values would be obtained. 
0 
Although the physical 
implications of such a 'base-line' shift are in question, an improved 
fit was obtained for the reversed data. 
The best-fitting curves with base-line shifts are determined by the 
same procedure used in the previous section (but now involving also the 
parameter of base-line shift). First the base-line (B) and the 
amplitude ( A ) of the curve were both fixed to 0.1; then the phase ( \jJ ) 
of the curve was changed from 0° by 1°, until the minimum value of ~ 
was found. Here the parameter is defined the same as in the 
previous section, except for the variable t. D. 1 , defined as 1,ca 
t. D. 1 = B + A cos( ¢ . - \jJ ) 1,ca . 1 
The A value was then increased by 0.1 but with the fixed B value, and 
the \jJ value was changed again from 0° by 1.0° until the minimum value 
of H for the newly-given A value was found. Once the values of the 
amplitude and phase of the curve for a fixed value of the base-line 
were found, then the value of the base-line was increased by 0.1. 
Again, the same stepwise procedure for a newly-given value of the 
base-line was repeated, until the A , \jJ and B values of the best 
fitting curve which yielded the minimum value of H were determined. 
For the normal data, the best-fitting curve was determined with 
values 0.3° for the base-line shift, 1.0° for amplitude, and 45° for 
phase. These values for amplitude and phase are little different from 
those determined without the shift, and as introducing the shift 
reduced the parameter from 0. 687 to only 0. 587, the improvement in 
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the fit to the observed ~D values is judged to he insignificant. The 
0 
result is presented in Figure 2-8(a). 
For the reversed data, the best fitting curve was determined with 
values of 1. 7° for the ba.se-line shift, 1.5° for amplitude and -50°E 
for phase. In this case, the improvement in the fit is judged to he 
significant, with the value of ... reduced from 3.087 to 0.541. The 
result is drawn in Figure 2-8(b). 
The result of this exercise will be included in the discussion in 
section 2.2.4.2. 
2.2.3.4 Statistical analysis of the error in the G1 and H1 1 1 values 
determined 
The 1 jackknife method 1 (as first described in section 2 .1. 3. 4) was 
employed to estimate the errors involved in determining the Gi and Hi 
values. Since the Gi and Hi values were determined from the amplitude 
and phase va.lues of the best fitting curve to the observed ~D values, 
0 
1 1 the errors associated with the G1 and H1 values were estimated from 
those associated with the A and ¢ values. 
In the analysis of this section, the n observations, yl' y2 , •• • Yn 
represent the observed sector mean ~D values and 
0 
the parameter e 
represents the A and ¢ determined from the n observations. For the 
normal polarity data, 9 sets of A and ¢ values based on 8 1 sector 
mean 1 ~ D values were obtained by the same procedure as described in 
0 
section 2.2.3.2. From these values; 9 sets of pseudo-values (a term 
defined in section 2.1.3.4.2) of A and ¢ parameters and their 
jackknifed values were determined. By using a 1 Student t-distribution 1 
with 8 degrees of freedom, the 95% confidence intervals of the A and 
¢ values were determined. The results are presented in Table 2-14. 
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Fig. 2-8 Fitting curves to the observed sector mean 6 n0 value~. (a) Normal polarity data. 
(b) Reversed polarity data. The broken curve is drawn from the values determined in section 
2. 2. 3. 3 without using a base-line shift and the solid line is drawn from the values 
determined in this section by introducing a base-line shift. The bars represent 95% 
confidence intervals of the mean 6~0 values. 
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A l/J G1 1 
H1 
1 
(deg) (deg) 
----------------------------------------------------------
pseudo-values 1.0 40 -0.0112 +0.0134 
1.8 40 -0.0202 +0.0241 
2.6 80 -0.0447 +0.0079 
0.2 -80 +0.0034 +0.0006 
-0.6 160 +0.0036 +0.0098 
1.0 40 -0.0112 +0.0134 
-2.2 -80 -0.0378 -0.0067 
1.0 160 -0.0060 -0.0164 
1.0 -40 +0 .0112 +0 .0134 
jackknifed-value 0.64 35.6 -0.013 +0.007 
(1.0) (42.0) (-0.012) (+0.013) 
S.D. 0.46 30.1 0.006 0.004 
95% 1.07 69.5 0.015 0.009 
----------------------------------------------------------
Table 2~14 Statistical analysis of the G1 1 and Hi values by the 
'jackknife method' for the normal data. The values in brackets there 
the determined from a complete data set, (see section 2.2.3.2). S.D. 
denotes the standard deviation of the jackknifed value obtained from 
the listed pseudo-values. 95% denotes the 95% confidence interval of 
the jackknifed value • 
• 
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The result is drawn that the and 1jJ values determined in the l:ID 
0 
analysis for the normal polarity data were thus statistically 
unreliable, since their 95% confidence intervals are larger than their 
values. 
. 1 1 A To estimate errors in the G1 and H1 values determined from the 
and 1jJ values, the corresponding pseudo-values of Gi and Hi were 
calculated from the pseudo-values of ·A and 1jJ by using equation (2. 9). 
1 1 From these pseudo-values of G1 and H1 , the jackknifed values of 
and Hi and their 95% confidence interval were obtained. These results 
1 1 
are also presented in Table 2-14, and the G1 and H1 values are again 
judged to be statistically unreliable, like the A and 1jJ values upon 
which they are based. 
An 'hypothesis test' (for details refer to section 2.1.4.1) has 
been used to check whether or not the true mean value ( ]J) of the 
amplitude of the fitting curve is different from zero. A description 
of this 'hypothesis test' now follows. Consider a null hypothesis 
given by 
H : lJ 0 0, an alternative hypothesis given by 
H1 : ]J > 0 and a test statistic given by 
T (i - lJ) I (s I n1 12 ) v n- 1 
where S/n112 is the standard deviation of the arithmetic mean of sample 
value x, n is the sample size (here n=9), and V denotes degrees of 
freedom. From the values in Table 2-14, a value of T was obtained as 
T=1. 39, which is within the critical range (T > tv 1. 86) to accept 
the null hypothesis at the 0.05 level of significance. This acceptance 
of the null hypothesis indicates that there is not sufficient reason to 
believe that the amplitude of the distribution of the l:ID values is 
0 
113 
different from zero. This consideration implies that the Gi and Hi 
coefficients for the normal polarity data are also insignificantly 
different from zero. 
In view of this result of unreliability for the normal data, a 
similar analysis for the reversed data was not carried out, as 
inspection of Figures 2-7 (a) and (b) suggests the errors in Gi and Hi 
values for the reversed data will be even greater than for the normal 
data. 
The unreliability of these determinations of ~i and Hi coefficients 
necessarily dominates the discussion of section 2.2.4, which now 
follows. However, in sections 2.2.4.1 and 2.2.4.2 particularly, the 
present determinations 1 and H1 values are used to demonstrate 
points of principle, even though the conclusions drawn are necessarily 
very limited by the errors of these determinations. 
2.2.4 Discussion 
2.2.4.1 Effect of the present normal field in the ~D values 
0 
As discussed in section 2.1.1, the perturbation of a primary 
magnetisati'l'm by a secondary magnetisation, due to the present normal 
field, may possibly cause errors (oD) in /'§) values, 
0 
if in the 
measurement of the ma,gnetisation of the basic rock samples, the 
'cleaning' of soft magnetic components has been carried out 
imperfectly. Figure 2-9 (a) shows the nature of such an error 
distribution in ~D values which would be caused by the present 
0 
inclined normal geomagnetic field. The error distribution is such as 
to be positive over one hemisphere and negative over the other, with a 
sinusoidal dependence on longitude, as shown in Figure 2-9(b). 
114. 
+oD (b) 
Ftg. 2:-9 · Error distribution· in 6. D values (a).· The #agram shows an 
equatorial plane of the earth with present geographic· longitude values · 
inarked. The projection of the present geomagnetic dipole onto the · 
equatorial plane is shown. The hemisphere from;ll0°E anticlockwise to 
290°E is a p<>sid.ve ·error (+oD) zone; and· the ,hemisphere from 290°E 
anticlockwise to ll0°E is a negative error (-oD) zone. The error OD i.s 
that which might be introduced into · a paleodeclination value 6. P ) by 
contamination from 'soft' magnetisation due to the present normal field. 
(b) Characteristic curve with arbitrary amplitude for the o D effect shown 
in (a) above. 
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As an experiment, the {:, D values caused by the present equatorial 
0 
dipole field have been calculated using the Gauss coefficients of the 
International Geomagnetic Reference Field 1980. The variation in !':. D 
0 
value (in degrees) with longitude ¢ is represented by the cosine 
curve: 
If we assume that 5% of the magnitude of the!':. D values due to the 
0 
present field is involved in the!':. D values of the time~averaged field 
0 
for the last 5 Myr as determined in section 2. 2. 3. 2, then the D 
0 
distribution purely due to the time~averaged field can be estimated 
from the difference: t:,D0 estimated in section 2.2.3.2 minus estimate of 
effect of the present field (as above). For the case of normal 
polarity data, such differenced !':. D distributions are calculated as: 
0 
0 . 0 
cos( ¢ ~ 42 ) ~ 0. 55 cos( ¢ ~ 199 ) 0 1. 5cos( <P ~ 30 ) 
For the case of reversed polarity data, the correct procedure is to 
change the 'pseudo~normal' results of Fig. 2~7(b) back into true 
reversed data (i.e. all !':. D values change signs). Then the subtraction 
• 
of the present field effect is made, and the resultant distribution is 
converted back to 'pseudo~normal' again, (by again changing all !':. D 
signs). Thus subtracting a supposed effect of 5% of the present 
earth's field 
0 1.6cos( <P-130 ). 
gives a 1 pseudo~normal 1 !'::, D distribution of 
When 1% of the present field is assumed to be involved in the 
time-averaged !'::, D values, the distributions are obtained of 1.1cos( ¢ -
0 
40°) for the normal field, and 1. 8cos( ¢ - 140°) for the reversed 
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(pseudo-normal) field. Values of the and coefficients 
appropriate to differences based on 5% and 1% of the present field are 
given in Table 2-15. 
Inspection of Table 2-15 shows quantitatively that subtracting a 
hypothetical 'present field' component does not reduce the 6D anomaly 
0 
pattern determined, by rather if anything causes an increase. This 
result may be expected from observing, by a comparison of Figure 2-7(a) 
and Figure 2-9, that the 6 D distribution of the present earth's field 
0 
is approximately in 'antiphase' with the time-averaged 6 D curves 
0 
obtained for normal polarity for the last 5 Myr. Comparison of Figure 
2-7(b) and Figure 2-9 shows that the 6 D distribution of the present 
0 
earth's field is also approximately in 'antiphase' with the 
time-averaged 6 D curves 
0 
for reversed polarity (presented as 
'pseudo-normal' data): however this apparent antiphase means that the 
6 D distribution of the present earth's field is approximately in 
0 
correct phase with the time-averaged 
6D reversed data as measured. 
0 
6 D distribution of the original 
0 
It is very difficult to estimate the likely strength of such an 
effect (i.e. soft remanence remaining in rock samples which would be 
expected to have been routinely demagnetised); however there is little 
evidence in the present results that such an effect of contamination by 
soft remanence is significant. 
2.2.4.2 Implications of the 'base-line' shift 
As carried out in section 2. 2. 3. 3, by introducing a (physically 'ad 
hoc') base-line shift to the 6 D values of the reversed field, an 
0 
improvement was obtained in fitting curves to the 6D values. 
0 
In principle, the different magnitudes of the base-line shifts for 
normal data reversed data 
(pseudo-normal) 
(i) 1. Ocos ( ¢ - 42°) 1.9cos(¢+ 36°) 
1 G1= -o.012 
1 G1= +0.019 
1 H1 = +0 .013 
1 H1= +0.027 
(ii) 1. 5cos( cp - 30°) 1. 6cos( ¢ - 130°) 
1 G1 = -0.013 
1 G1= -0.021 
1 H1= +0.023 
1 H1= -D.018 
(iii) l.lcos(cp - 40°) 1.8cos(cjl- 140°) 
1 G1= -0.019 
1 G1= -0.020 
1 H1= +0.015 
1 H1= -0.024 
Table 2-15 The Gt and Ht values obtained by removing 
some arbitrary effect of the present field. 
(i) the values obtained in section 2.2.3.2 without assuming 
any effect of the present field 
(ii) the values obtained by assuming and subtracting 
from (i) the effect of 5% of the present field 
(iii) the values obtained by assuming and subtracting 
from (i) the effect of 1% of the present field. 
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the normal and reversed data could provide a significant clue to the 
nature of the difference between the normal and reversed field polarity 
~tates, though t:ile physical significance of such a base-line shift 
remains unexplained (because a toroidal field component, as could cause 
such a base-line shift, should not be detectable outside a conduct·or). 
However, for the present results it is not safe to draw any firm 
conclusions about the nature of the different polarity fields, since 
the values of the parameters used in fitting curves to the observed 
data are not reliable, as shown in section 2.2.3.4. 
2.2.4.3 Comparison with the results of other previous analyses 
A comparison of the Gi and Hi values determined in this work with 
other values obtained in previous analyses is presented in Table 2-16. 
Since all other results except for the present work determined the Gi 
and Hi values for data of combined polarity, Gi and Hi values for the 
combined normal and reversed data used in section 2. 2. 3. 2 were also 
calculated, . for the purpose of comparison here. To determine the 
parameters of the best fitting curve to the sector mean 6 D values for 
0 
the combined polarity data, the procedures of section 2.2.3.2 were 
repeated. The amplitude value of 1.0° and the phase value of 1.0°E 
were found to give the best fit for the combined data. 
An inspection of Table 2-16 shows little unanimity between the 
different determinations of the Gi and Hi values. This observation may 
1 1 be consistent with the result that the G1 and H1 values determined in 
the present work are in fact considered to have been shown to be not 
significantly different from zero. 
Error analyses were not published for the other previous 
determinations. If these other determinations have errors similar to 
those of the present work (or even larger, as they are based on fewer 
Author 
Opdyke & 
Henry(1969) 
Benkova et al. 
(1973) 
Creer et al. 
(1973) 
Wells(1973) 
Merrill & 
McElhinny(1977) 
This study 
data 
52 deep sea cores 
Quaternary 
25 averaged data 
over 10 x 10 squares 
Quaternary 
80Quaternary data 
94 Quaternary data 
117 normal data 
0-5 Myr 
0-5 Myr 
261 normal data 
114 reversed data 
375 combined data 
-o. 015 
-o .013 
-0.0160 
+0.0140 
-0.017 
-0.012 
+0.019 
-0.0003 
-0.009 
-0.045 
-0.0177 
+0.0043 
+0 .030 
+0.013 
+0.027 
+0.0175 
_________________________________________ .._ _____________ . _______ _ 
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Table 2-16 Comparison of the Gi and H1 values of the present work with 
other values in previous analyses. Alt previous results have been for 
data of combined polarity, except for those of Merrill and McElhinny 
(1977) who determined normal polarity values but not reversed polarity 
values on "!:he :rrounds1 that their reversed data were too scattered to 
give reliable G1 and H1 values. 
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data), then these other determinations similarly may not in fact be 
significantly different from zero. Such a circumstance would be 
supported by the general scatter of the results in Table 2-16. 
2. 2. 4. 4 Conclusions regarding the declination anomaly analysis carried 
out in this thesis 
As discussed in section 2.2.4.1, an estimation of the possible 
effect of imperfectly-cleaned soft remanence (due to the present 
geomagnetic field) in the time-averaged flD values obtained in this 
0 
work was found to be difficult. However, the apparent 'antiphase' of 
the present field with the normal polarity flD results in Figure 
0 
2-7 (a) indicates that these results are not likely to be due to a 
'present field' effect: indeed removing a supposed 'present field' 
effect if anything increases the fl D results. 
0 
There therefore seems 
to be little justification in seeking to explain the fl D results by 
0 
some 'present field' effect. 
Thus their large error estimates remain the main limitation on 
1 1 
acceptance of the G1 and H1 values determined in section 2.2.3.2. The 
statistical analysis in section 2.2.3.4 indicated that the parameters 
used in fitting sinusoidal curves to the time-averaged fin values were 
0 
statistically unreliable. 1 1 Accordingly, the G1 and H1 values based on 
such parameters are also considered to be statistically unreliable for 
both polarity states, and have therefore not been shown to be 
significantly different from zero. 
If this conclusion, that the time-averaged equatorial dipole 
components of the geomagnetic field are not significantly different 
from zero, can be taken to be a valid characteristic of the 
time-averaged paleomagnetic field, then the conclusion follows that the 
time-averaged paleomagnetic field has no significant nonzonal field 
121 
components. In other words, within the errors of this analysis, the 
time-averaged field for the last 5 Myr has been demonstrated to have 
.axial symmetry. 
Since the results of the declination anomaly analysis have been 
shown to be unreliable, it has not been. possible in this part of the 
work to use I:J.D characteristics as a check on possible differences 
0 
between the normal and reversed geomagnetic polarity states. 
·• 
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CHAPTER. 3 
GLOBAL RECONSTR.UCTIOlf 
3.1 Introduetion 
As explained in section 1.3, for the analysis of .the time-averaged 
paleomagnetic field older than 5 Myr, we should first of all find the 
corre.ct pre-drift location of the tectonic plates at any epoch. In this 
thesis, ;such ·global reconstructions are ac(!omplished by the following 
two steps. (1) The first step is to determine the relative positions 
between plates at any past epoc.h, with the assumption that one of the 
plates has remained fixed during the time span considered. The 
information for such past relative positions of plates is based on the 
interpretations of marine magnetic.. anomaly data in tems of plate 
tectonics and sea floor spreading; that is, by 'closing up' the oceanic 
magnetic • anomaly patterns of appropriate ages. In this work, the 
African plate is assumed to have been fixed at its present position 
throughout time for this first step. (2) The second step for global 
reconstruction is to find the correct orientation and position, with 
respect to the earth's spin axis, of the composite plate which i.s 
reassembled about the fixed plate. This procedure is based on global 
paleomagnetic data, and the assumption that the geomagnetic axis on 
average coincides with the geographic axis throughout geological time. 
The relative positions of the plates are reconstructed by moving 
individual distinctive features of a magnetic anomaly pattern on one 
plate, until they coincide in position with corresponding features on 
the other: plate (on the other side of some spreading centre). Such 
movements can be described as single finite rotations, using Euler's 
theorem. This theorem states that the general displacement on a sphere 
. . 
of a rigid body can be described as a single finite rotation about some 
fi:x:ed a:x:is, which intersects the surface of the sphere at the 'pole' 
and 'antipole'. 
In this application to plate tectonics, the pole of Euler's theorem 
is defined as the intersection of great circles which are constructed 
perpendicular to the strikes of some set of transform faults. This 
definition is based on the model that transform faults are boundaries 
of pure slip, and should be lines of latitude about an axis of 
instantaneous rotation (Morgan,l968). The ma,gni tude of the rota.tion 
rate is defined as half the distance, from a recognizable feature of a 
magnetic anomaly pattern to the corresponding feature on the other side 
of the appropriate spreading centre, divided by the. appropriate time. 
In the work of this thesis, the African plate was chosen to be the 
'fixed plate' in .the first step of global reconstruction, because when 
the African pl?te is assumed fixed., fewest rotations are involved to 
bring all other plates into their appropriate positions relative to th~ 
fixed plate (see~ for example, Briden et al., 1981). The process, of 
reconstructing the other major plates relative to Africa, can not be 
extended further back than to the Jurassic age (195 Myr ago), owing to 
the deficiency of information on marine magnetic anomaly patterns, and 
their age ~termination. 
Once correct relative positions of plates at any epoch with respect 
to the African plate are known, the composite assemblage of plates can 
be returned to its correct orientation with respect to the earth's spin 
axis. By Euler's theorem, this step can again be achieved directly by 
a single rotation about some pole. The rotation parameters for this 
single rotation of the composite assemblage are determined, for each 
epoch, upon the basis of a 'mean global paleomagnetic pole' calculated 
using all available paleomagnetic data for the assemblage of plates, 
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and invoking the assumption that the magnetic pole coincides with the 
geographic pole over geological time. 
Once the composite assemblage is returned to its correct 
orientation with respect to the earth's spin axis, on the basis of a 
dipole model of the earth's magnetic field generating a mean global 
paleomagnetic pole, the strict dipole model is then discarded, and 
patterns of departur~ from such a dipole model are sought,as in Chapter 
4 below. 
3.2 Relative Reconstruction with respect to the African Plate 
3.2.1 Introduction and nata 
The · ages of paleomagnetic data have to be known to calculate 
rotation parameters necessary for the reconstruction of the plates to 
which the data apply. In thi.s work, isotopic ages, if given in standard 
compilations or original papers, have. been taken. In most cases 
however the. ages of published paleomagnetic dat.a as gtven in Appendix 3 
are. quoted in terms of stratigraphie unU:s only. For the present 
purposes such ages have been estimated in an absolute manner by taking 
the median value of the appropriate absolU;te age range as given in 
' Table 3-1. In Table 3-1, the stratigraphic time scales of. Van Eysinga 
(197 5) have been used. If a .. g:i ven age range has a spread wider than 50 
Myr, the paleomagnetic datum was rejected. 
Once such ages have been detet:'tllined, the necessary finite rotation 
for each d2ttum can be calculated using already-published rotation 
vectors. Under the assumption of 'piecewise' constant rotation rates 
about fixed pole position, average instantaneous rotation rates during 
the periods for which finite rotations are known can be determined 
Table 3-1. The stratigraphic time scales (Van Eysinga, 1975) 
Stratigraphic age Symbol 
Pliocene TP 
Miocene TM 
Oligocene TO 
Eocene TE 
Paleocene TPA 
u.cretaceous KU 
M.Cretaceous KM 
L.Cretaceous KL 
U.Jurassic JU 
M.Jurassic JM 
L.Jurassic JL 
TM-TP . 10 TM-TO 23 .. 
TE-TPA 54 TE-KU 65 
KM-KL 118 KL-JU : 141 
Absolute age 
range(Myr) 
median age 
(Myr) 
1.8 - 5.0 3.5 
5.0 - 22.5 14.0 
22.5 - 37.5 30.0 
37.5 - 53.5 45.0 
53.5 - 65.0 59.0 
65.0 - 88.0 77.0 
88.0 -118.0 93.0 
118.0 --141.0 130.0 
141.0 -160.0 150.0 
160.0 -176.0 168 .• 0 
176.0 -195.0 185.0 
TM-TE . 30 TO-TE 38 .. 
TPA-KU 70 KU-KM 88 
JU-JM 160 JM-JL 176 
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(Smith, 1981) , and vice vet sa. 
The rotation parameters used in the present work are taken fromJ 
compilations for various time spans by Jurdy (thesis of 1974 ,and 
private communication of 1979), and are listed in Table 3-2. Some of 
Jurdy's ages are based on the ages of particular marine magnetic 
anomaly signatures; the ages of such particular marine magnetic anomaly 
signatures have been taken by Jurdy (and in some cases checked, i.n the 
course of the present work, by using the updated magnetic polarity time 
scales of .Labrecque et al. (1977) for the Tertiary and lower 
Cretaceous, and of Larson a~dHi.lde (1975) for the Mesozoic). 
3.2.2 Determination of the necessary rotation parameters 
An appropri.ate finite rotation, to reconstruct the position of a 
tectonic plate ~t some particular epoch, can be calculated .by the 
vectorial summation of the intermediate 'piecewise' fini. te rotation 
parameters. It should be noted that such a vectorial summation is not 
commutative. This non-commutative property is demonstrated in Appendix 
4. 
Let us take, as an example, the reconstruction of the South 
American pleite relative to the African plate, for the epoch of· 40 Myr 
ago. Here R( t 1 -t2 ) denotes the necessary finite rotation to send a 
plate from its position at epoch t 1 million years ago to its !)Osition 
at epoch t 2 million years ago.; The necessary finite rotation for the 
S. American plate R(0-40) is composed of the rotation through R(0-36), 
which is listed in Table 3-2, followed by a rotation R(36-40). The 
rotation R(36-40) cart be calculated as a proportional part of the 
listed rotation R(36-46), which is given 0 0 0 as (76.5 N, -52.3 E: +4.7 ), 
under the assumption of uniform rotation during the period 36 to 46 Myr 
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------·-----------------------------------·-------------------------
Plate to Plate Period Pole Mag. Jurdy's 
from to lat.N long.E ref 
(Myr) (0) (0) 
Pcf - Ant 9 +68. 7 -79.7 +9.4 A 
9 20 +75.3 -53.2 +6.4 
*0 20 +71.5 -70.5 +15.7 
20 36 +74.6 -32.6 +12 .3 
*0 36 +73.1 -54.9 +27.9 
36 42 +70.2 -10.5 +5.2 
*0 42 +72.8 -47.4 +33.0 
42 60 +65. 7 -67.2 +10.2 B 
*0 60 +71.9 -54.7 +43.0 
60 65 +63.0 -60.7 +6 .1 
*0 65 +71.0 -57.0 +49.0 
65 70 +60.9 -83.6 +4.2 
*0 70 +70.9 -60.6 +53.0 
70 82 +66. 7 -68.7 +14.0 
*0 82 +70.4 -63.7 +67 .o 
and earlier 
Aust - Ant 8 38 +11.1 +34.6 -22.0 A 
38 53 +16.0 +22.3 -9.1 
*0 53 +11.9 +30.8 -30.9 
S.Amer - Afr 9 +70.0 -35.0 +3.8 c 
9 36 +53.4 -34.1 +9.8 
*0 36 +58.0 -35.1 +13.5 
36 46 +76.5 -52.3 +4. 7 
*0 46 +63.0 -36.1 +18.0 
46 68 +63.0 -36.0 +7 .8 
*0 68 +63.0 -36.1 +25.6 
68 80 +63.0 -36.0 +8.0 
*0 80 +63.0 -36.1 +33.6 
80 128 +23.4 -15.5 +27.3 
*0 128 +43. 9 -30.6 +56.8 
Ant - Afr 39 +5.8 -37.2 +7.2 D 
39 53 +26.2 -127.7 +1. 7 
*0 53 +12.2 -48.9 +7 .s 
53 64 +35.1 -64.0 +3.8 
*0 64 +20.3 -52.8 +11.0 
64 80 +20.3 -32.3 +8.5 
*0 80 +19.8 -43.9 +19.2 
80 llO -13.7 -12.7 +29.9 
*0 110 -3.7 -27.9 +45.5 
110 150 -6.1 -53.9 +10.8 
*O 150 -2.4 -32.8 +55.4 
Nzland-Aust 60 65 -7.9 +141.9 +4.1 E 
*0 65 -5.5 +140. 5 +6. 7 
65 70 -17.5 +143 .3 +6.2 
*0 70 -11.4 +141.5 +12.8 
70 74 -19.0 +143. 9 +6 .3 
*0 74 -14.0 +142 .0 +19.1 
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Table 3-2 continued 
------------------------------------------------------------------
Plate to Plate Period Pole Mag. Jurdy's 
from to lat.N long.E ref 
(Myr) (0) (0) 
Gland - N.Amer 36 so +42.2 -144.2 -1.2 F 
50 55 +56.2 -98.1 -1.5 
36 55 +52.5 -122.0 -2.6 
55 56 +56.2 -98.1 -4.2 
*0 56 +55.6 -107.8 -6.8 
!her - Eura *O 65 no motion G 
65 100 -43.0 +180.0 +22.0 
Madag - Afr 90 115 -13.1 -41.0 +8.1 D 
115 150 -18.3 -17.6 +6.0 
90 150 ,-16.3 -31.4 +13.8 
N.Amer - Afr 9 +69.7 -33.4 +3.6 H 
9 36 +77 .1 +53.5 +6 .3 
*0 36 +78.1 +13. 7 +9.7 
N.Ame - Afr 36 so +72.2 +16.0 +4.2 H 
*0 50 +76.3 +14.0 +13.9 
so 59 +66.2 +11.8 +3.2 
*0 59 +74.4 +12.5 +17.1 
59 70 +57.8 -42.0 +7 .6 
*0 70 +72.4 -15.0 -1-24.1 
70 80 +57.8 -42.0 +7 .6 
*0 80 +70.1 -26.5 +31.4 
80 109 +53.2 -32.2 +27.0 
*0 109 +62.6 -34.7 +57.8 
109 117 +61.1 +18.8 +1.8 
*0 117 +62.5 -33.0 +59.4 
117 126 . +61.4 +12.3 +0.9 
*0 126 +62.4 -32.4 +60.2 
126 135 +69.3 +12.2 +2.2 
*0 135 +62.5 -30.9 +62.3 
135 145 +61.5 -11.6 +2.4 
*0 145 +62.3 -30.2 +64.7 
• 
145 153 +55.5 -20.5 +4 .6 
*0 153 +61. 7 -30.0 +69.2 
Eura - N.Amer 9 +68.0 +137.0 -2.5 I 
9 36 +68.0 +126.5 -5.3 
*0 36 +68.0. +129.9 -7.8 
36 50 +18.8 +150.8 -3.0 F 
*0 so +55.6 +141.7 -10.0 
so 55 +61.5 +164.3 -1.5 
*0 55 +56.7 +144 .1 -11.4 
55 56 +64.5 +162. 6 -0.6 
*0 56 +57.2 +144. 7 -12.0 
56 74 +83.0 +169.4 -7 .s 
*0 74 +67 .4 +144. 9 -19.0 
74 80 +83.0 +169.4 -1.6 
*0 80 +68. 7 +145.0 -20.6 
80 120 +83.0 +169. 4 -2.7 
*0 120 +70.4 +145 .1 -23.2 
Table 3-2 continued 
Plate to Plate ,__ Period 
from to 
(Myr) 
Ind - Afr 38 
38 53 
*0 53 
53 65 
*0 65 
65 80 
*0 80 
80 llS 
*0 llS 
llS 150 
*0 150 
Arab - Afr 38 
Pole 
lat.N long.E 
(0) 
+13.3 +54.1 
+15.8 +27.0 
+12.9 +45.3 
+37.1 -20.9 
+18.8 +26.2 
+18.9 +24.9 
+18.7 +25.8 
+16.1 +105.4 
+24.5 +33.5 
+18.8 +163.1 
+29.6 +36.1 
+26.5 +21.5 
Mag. 
-20.8 
-10.0 
-30.1 
-14.0 
-38.4 
-17.6 
-56.0 
-9.3 
-59.0 
-5.8 
-56.8 
-7.6 
rJurdy' s 
ref 
D 
J 
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0 0 0 
ago. Namely, R(36-40) is calculated as (76.5 N, -52.3 E: +1.9 ), which 
means a counterclockwise rotation of 1.9° about a pole located at 
0 0 (76.5 N, -52.3 E). The two successive rotations, R(0-36) and R(36-40) 
can then be directly represented by a single rotation. The detailed 
mathematical procedure is also illustrated in Appendix 4. 
On the other hand, if we know the parameters for a single finite 
rotation, which is composed of two successive finite rotations of which 
one is known, then the parameters for the other of the successive 
rotations can be calculated by Cramer's rule. For example, if R(0-40) 
and R(0-36) for the S. American plate were known, then R(36-40) can be 
determined by taking the inverse of rotation R(0~36), followed by 
R(0-40). The details for the procedure are also given in Appendix 4. 
As illustrated by McKenzie and Morgan (1969), it is generally not 
possible for the relative rotations of more than two plates to be 
described in terms of a single rotation axis. · However, if two relative 
rotations are known, such as A--B and A-C between a set of three plates 
(A, B, and C), then parameters for the relative motion B-C can be 
calculated. 
In the present task of relative reconstruction, finite rotations of 
major plates relative to each other and to the African plate can be 
• determined by the vector sums (not commutative) of listed rotation 
parameters. For example, the rotation for the movement between Eurasia 
and Africa is the sum of rotations applicable to motions of Eurasia-N. 
America and N. America-Africa; and the rotation for India-Antarctica 
can be represented by successive rotations of India-Africa, Africa-N. 
America, N. America-Pacific, and Pacific-Antarctica. 
In summary, the finite rotation to return a plate to its 
paleoposition relative to the African plate at a given epoch is 
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obtained by the following two steps: (1) first finding the total finite 
rotation to return the plate to its paleoposition, relative to some 
'reference plate'~ for which rotation parameters with the plate in 
question are listed in Table 3-2; (2) then finding the total finite 
rotation to return the reference plate (if it is not Africa) to its 
paleoposition relative to the African plate. 
For example, to return the Eurasian plate to its paleoposition at 
40 Myr ago, first R(0-40) for the Eurasian and N. American plates and 
R(0-40) for the N. American and African. plates were calculated, then 
from these two finite rotations, R(0-40) for the Eurasian and African 
plates was determined~ 
3.2.3 Determination of the relative paleopositions of sampling sites 
The relative paleoposition, (that is, the position relative to the 
African plate), of a paleomagnetic datum sampling site at the time of 
its magnetisation (refer section 3.2.1) is determined by using finite 
rotation parameters, obtained from the procedures explained above. The 
detailed mathematical description is given in Appendix 4. 
However, in some cases determination of the paleopositions of 
sampling sites was not so straight forward. Firstly, of the data to be 
introduced in section 4.2.2, results were rejected if they originated 
from less stable geological structures which had undergone significant 
regional tectonic activity (unless the necessary information was 
available . to CQrrect for such regional effects). Thus the data from 
Japan older than 90 Myr were discarded, since Japan was deformed in the 
Cretaceous between 90 and 120 Myr ago (McElhinny, 1973). However, data 
from the Iberian peninsula were used, because the suspected regional 
tectonic activity undergone by the area could be (and was) corrected 
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for by using the known rotation parameters of the peninsula relative to 
Europe. 
Secondly, Eurasia was considered to be a single plate except for 
India and Arabia. Central America was considered to be a part of the 
North American plate, since the Gulf of Mexico, Yucatan, Honduras-
Nicaragua, and Oaxaco had all reached their present positions relative 
to the North American plate near the end of the mid-Jurassic period 
about 150 Myr ago (Freeland and Dietz, 1971) • 
• 
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3.3 Absolute Reconstruction with respect to the Earth's Spin Axis 
3.3.1 Introduction 
To obtain the absolute paleoposition of the composite plate with 
respect to the earth's spin axis, a rotation is required which corrects 
for the m.otion of the African plate (assumed fixed in section 3. 2). 
This correction can be accomplished by a single rotation which moves, 
to the geographic pole,the global mean paleomagnetic pole in the 
relative coordinates of the African plate. The calculation of this 
rotation is based on the following two assumptions: (1) The 
time-averaged paleomagnetic field is that of an axial dipole, and (2) 
the magnetic axis of the dipole coincides with the earth's spin axis 
over geological time. 
Since the existence of nondipole components in the geomagnetic 
field is acknowledged, (although their contribution to the entire field 
is small as shown in section 2.1.4.4), assumption (1) is not precisely 
correct. However, as Briden et al. (1981) noted, the effect of a 
nondipole field would not cause bias in the orientation of a composite 
plate with respect to the spin axis, unless the effects of such 
nondipole fields are in some way systematic over the different sampling 
sites. There is no reason to suppose that sampling has been 
distributed within the continents to preserve such a bias by nondipole 
effects. 
Another point of interest is that, if data were uniformly 
distributed over all longitude sectors, then the global mean 
paleomagnetic pole should coincide with the geographic pole, even 
though zonal nondipole effects were present in the paleomagnetic data. 
This point is illustrated in Figure 3-1. 
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p PA B 
D 0 
.• o 
•• 
PC Po 
SA,SB,SC and SD represent positions of hypothetical sampling sites. • 
P A'PB,PC and PD represent hypothetical paleomagnetic pole positions given " 
by samples . from sites SA, SB, SC ~nd sD, and offset from the geographic 
pole by zonal nondipole effects. Q represents the paleomagnetic mean pole 
based on PA,PB,PC' and PD now coinciding with the geographic pole • 
• Effects of a zonal nondipole component in the magnetic field 
being nullified by paleomagnetic data distributed over four different 
longitude sectors. 
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The necessary rotation for the absolute reconstruction is shown in 
Figure 3-2(a). The notation PNP in Figure 3-2(a) denotes the 
paleomagnetic north pole, not in the present geographic coordinates, 
but in the relative coordinates for which the African plate provides a 
fixed reference. The pole of rotation, as taken for mathematical 
convenience, is a point on the equator, 90° in longitude west of the 
paleomagnetic pole position. Note that a whole range of other possible 
rotation pole positions exists. 
As seen in Figure 3..,.2 (b) the composite repositioned plate can then 
be rotated about the north pole to any different longitude without any 
change of pole position. Thus, due to the assumed axial symmetry of 
the paleomagnetic field, only the relative longitude of the plate is 
known. 
3.3.2 Determination of a global mean paleomagnetic pole 
3.3.2.1 Selection of basic paleomagnetic data 
Among the data for the Neogene, Paleogene, Cretaceous, and Jurassic 
periods compiled in section 1.4, the land-based data only have been 
used for the determination of global mean paleomagnetic poles (one for 
each period). The same data selection criteria as described in section 
2.1.2, and the same age selection criteria as described in section 
3.2.1, have been applied to those land-based data. 
The data compiled in the present work to determine the global mean 
paleomagnetic pole for each period are, in number: for the Neogene 
field, 165 data (93 normal (N) and 72 reversed (R)); for the Paleogene 
field, 160 data (77N and 83R); for the Cretaceous field, 222 data (160N 
and 62R); and for the Jurassic field, 64 data (44N and 20R). Here data 
GNP GNP,PNP 136 
(a) (b) 
Fig. 3-2 The rota1:ion ne.c,essa.ry to detePB.ine. the· absolute> paleopositio~ of 
a plate relative to the . earth's spin axis~. 
(a) The rotation necessary to bring the paleomagnetic north pole (PNP) from 
a sampling site . P on the composite plate A, into coincidenCce with the 
geographic north pole (GNP).. There is a whole range of PQ&sible poles .for 
this rotation, lying on a. great circle {marked With cro.sses} as .shown •• In 
this work~ an eq;uatorial pole has . always been used for mathematical 
convenience. The indefinite nature, due. to this range of possible pole 
positionsi of. the .final. position of plate A after rotation, corresponds to 
the indefinite nature of the longitude position of the plate shown in (b). 
PR is the (pole of ro~tation, e is the magnetic colatitude of the sampling 
s1.te. 
(b) Possiblt! positions and orientations of the plate A· OWing .. to the 
assumed axial symmetry of the time-averaged geomagnetic field, the .absolute 
longitude of the plate in the past can not be determined. 
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are equivalent to the 'study mean' values defined in section 2.1.2.2. 
3. 3. 2. 2 Determina-tion of a global mean paleomagnetic pole 
In this section, the notation PMP is introduced for paleomagnetic 
pole. 
From each selected 'study mean' declination and inclination 
data pair, an individual PMP was calculated for the present geographic 
grid by using conventional equations for the geocentric axial dipole 
field model. 
To find the correct position (when the sampling site is moved to 
be a part of the reconstructed African composite plate) of such an 
individual PMP (which has been calculated for the present geographic 
grid), the same rotation is applied to the position of the individual 
PMP, as was applied to the position of the sampling site which 
generated the PMP. Such a PMP, when thus rotated into the reference 
coordinates of the reconstructed African composite plate, is here 
called a 'relative PMP' • 
With these relative PMP, the following procedures are employed to 
obtain a reliable global mean PMP in the relative (:i.e. African plate 
reference frame) coordinates: (1) The relative PMP' s are divided into 
several longitude sectors according to the relative (:i.e. African frame) 
longitudes of their sampling sites. This longitudinal division is 
designed to distribute the available PMP data as uniformly with 
(African frame) longitude as possible. 
Here normal and reversed polarity paleomagnetic data are combined, 
so as to give the best estimate possible of the time-averaged 
paleomagnetic pole position, which is taken to be the geographic pole 
position, and which should not change when the geomagnetic field 
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changes its polarity. 
(2) A mean relative PMP for each longitude sector is calculated, 
through weighting according to the number of sites studied for each 
study mean. Such a mean relative PMP is vectorially calculated by using 
the equation in Appendix 2, where the latitude of a PMP is taken as the 
'I' value, and the longitude of a PMP is taken as the 'D' value. 
(3) From such mean relative PMP' s for the different longitude sectors, 
a 'global' mean relative PMP is vectorially calculated by the same 
procedure as in (2) above. No weighting is applied in this calculation 
of the global mean relative PMP, since weighting was given to each 
relative PMP to obtain the mean relative PMP for each longitude sector. 
Such a global mean relative PMP now enables the reconstructed 
African composite plate to be moved to its absolute position with 
respect to the earth's spin axis. Before it is finally thus used, a 
preliminary use of it in this way is made to examine the scatter of the 
individual relative PMP' s which have in fact generated the global mean 
relative PMP. The purpose of this exercise is now to identify and 
reject any individual relative PMP's which do not fall within a 
colatitude of 30° (arbitrarily chosen) of the global mean relative PMP • 
• The 'outlying' individual relative PMP's are thus rejected with the 
intention of improving accuracy, and a new global mean PMP is then 
determined. This process is now explained in more detail in steps ( 4) 
and (5) which follow. 
(4) Using the global mean PMP determined in (3) above, all individual 
relative PMP' s are returned to their absolute positions with respect to 
the spin axis by a rotation shown in Figure 3-2 (a). The mathematical 
description for such a rotation is presented in Appendix 4. When the 
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absolute latitude of the relative PMP after rotation is lower than 60° 
(ie. colatitude greater 0 than 30 ) , 
being too scattered from the mean. 
the relative PMP is rejected as 
The same criterion of 60° is 
employed as used in section 2 .1. 2. 4. 
(5) After removing all scattered relative PMP's as in (4), the steps 
(2) and (3) above are repeated to obtain an improved global mean 
relative PMP. 
The results for such global mean PMP' s, for the four different 
geological periods, are presented in Table 3-3. 
For data of age between 0 and 14 Myr, and the data older than 164 
Myr, the position of mean PMP is interpolated or extrapolated under the 
assumption that it has traced out a smooth and continuous curve 
throughout time. For data older than 164 Myr, the same drift rate as 
between 94 Myr and 164 Myr is applied. For the data aged between 
present and 14 Myr old, 0 0 the present geographic pole (90. 0 N, 0. 0 E, 
taken as the present time-averaged magnetic pole) and the mean Neogene 
pole (83.7°N, 225.6°E) are used for linear interpolation. For example, 
the pole at 10 Myr ago 0 . 0 is taken as (84.8 N, 225.6 E), and the pole at 
0 0 180 Myr ago is taken as (51.3 N, 258.8 E). 
3.3.3 Determination of the absolute paleopositions of sampling sites 
For each age, according to these interpolated and extrapolated 
global mean relative paleomagnetic pole positions, rotation parameters 
are determined to move the reconstructed African composite plate back 
to its absolute paleoposition with respect to the earth's spin axis. 
0 The pole of rotation is a point on the equator, 90 in longitude west 
of the global mean pole (refer Figure 3-2 a ) • The magnitude of 
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Table 3-3 Global mean paleomagnetic poles for the reconstructed African 
composite plate, in the present geographic coordinates with Africa itself 
unchanged. 
period no.of data mean age global mean pole a95 
(Myr) lat(0N) 0 (0) long( E) 
--------------------------------------------------------------------------
Neogene 82N + 66R 14 82.7 225.6 3.4 
Paleogene 58N + 67R 48 76.2 218.7 3.7 
Cretaceous ll8N + 43R 94 66.0 247.3 5.3 
Jur-assic 36N + 17R 164 54.0 256.7 5.8 
Here no.of data is the number of data contributing to the final pole 
position. N and R denote normal and reversed polarity, respectively. 
a 95 is the radius of the circle of 95 % confidence (though note this 
circle is affected by selection critera applied to the data) • 
• 
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rotation is the angle of colatitude of the global mean pole. For 
example, for the data aged 10 Myr and 100 Myr old, the rotation 
o o . o D . · o 0 parameters are giv~en as (0 , 135.6 E: +5.2 ) and (0 , 158.1 E: +25 ). 
All relative paleopositions of the sampling sites determined in 
section 3.2. 3 have been returned to their absolute positions with 
respect to the earth's spin axis by the rotation parameters determined 
in section 3.3.2.2. 
As mentioned in section 3.3.1, because of the axial symmetry 
assumed for the time averaged paleomagnetic field, only absolute 
paleolatitude values can be determined, and not absolute paleolongitude 
values (though the paleolongitudes of the sampling sites relative to 
each other are known). 
Since the axial symmetry of the magnetic field is a basic 
assumption for such global reconstruction, magnetic declination values 
in the past, at any rate when time-averaged, are assumed to be zero. 
Therefore, for the field older than 5 Myr the analysis of any 
declination anomaly becomes impossible by the methods of this thesis, 
and no investigation can. be made regarding equatorial dipole components 
in the geomagnetic field. 
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3.4 Errors associated with Global Reconstruction 
3.4.1 Errors caused from uncertainties associated with rotation 
parameters used for relative reconstruction 
Apart from errors arising from the assumption that the 'piecewise' 
rotations listed in Table 3-2 occurred uniformly, and also from the 
necessity as described in section 3 .2.2 of in some instances 
determining the consequences of sucessi ve rotations of several plates, 
there are uncertainties associated with the determination, directly 
from marine magnetic anomaly data, of the rotation parameters 
themselves. 
As Hellinger (1981) has noted, the probable sources of these 
uncertainties are (1) inadequacy of !lnd inaccuracy in the geographic 
positions assumed to represent the same segment of some former plate 
boundary, (2) ignorance of the exact location of the former plate 
boundary, (3) inaccuracy of an assigned absolute age to the marine 
magnetic polarity pattern, and (4) possible errors in survey 
navigational positioning, leading to mistaken strike of fracture zones, 
etc. 
Fortunately, Norton and Sclater (1979) have demonstrated that, for 
.. 
a movement between two plates, although the precise history of the path 
of the instantaneous pole of rotation is unknown, the final total 
finite rotation pole is well determined, if it is based on 
instantaneous poles which lie close to the great circle perpendicular 
to fracture zones. 
Suarez and Molnar (1980) also have confirmed that the effect of 
combining several inaccurate poles of rotation to obtain an equivalent 
rotation does not appear to give significant errors in determining the 
final rotation parameters. 
To get an idea of the range of results which could be produced by 
using different sets of rotation poles for the same plate motion, the 
N. America -Africa motion at 50 Myr ago is taken as an example for 
investigation. From Table 3-2, the finite pole applicable to the N. 
America- Africa motion is given as (76.3°N, 14.9°E: +13.9°). Then the 
rotation for the correction of the movement of the reconstructed 
African composite plate relative to the earth's spin axis is (0°N, 
132°E: +14.3°), which is calculated from the mean global paleomagnetic 
pole for 50 Myr in Table 3-3. A representative sampling site (on the 
N. American plate) is chosen to be at position (45°N, 290°E) in 
present-day coordinates, and is thus typical of the majority of N. 
American data, which are from mid ... latitude regions. 
Assume that the known actual rotation pole, for moving ··the N. 
American plate relative to the African plate, departs from the listed 
pole (of 76.3°N, 14.0°E) by 5°, which seems to be the maximum error 
likely in most cases (Ladd,l976). Then Table 3-4 presents results for 
the possibe paleolatitude of the present day sampling site (45°N, 
290°E) which is rotated by the methods given in Appendix 4: firstly, 
for the relative reconstruction, according to a variety of .different 
poles which lie in 5° and 10° circles about the listed pole at (76.3°N, 
0 14.0 E); and secondly for absolute reconstruction, according to the 
0 . 0 0 
rotation (0 N, 132.0 E: 14.3 ). In Table 3-4, the maximum differences 
in paleolatitudes for various positions of the sampling site at 50 Myr 
ago is merely 1.1° for the 5° error circle in rotation position. The 
difference in the inclination values in Table 3-4 give an indication of 
the range of error in inclination anomaly which might be determined for 
samples from the sampling sites, because ideally such samples would 
come from a paleoposition of (42.5°N, 315.9°E) and be magnetised with 
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Table 3-4 Possible range in value for the paleolatitude, at time SO Myr 
ago, for a sampling site of present position (45° N, 290° E). 
pole for relative 
reconstruction( 0 ) 
(76.3N,14.0E:13.9) 
(71.3N, 9.0E:l3.9) 
(81.3N, 9.0E:13.9) 
(71.3N,19.0g:l3.9) 
(81.3N,19.0E:13.9) 
(66.3N, 4.0E:13.9) 
(86.3N, 4 .OE: 13. 9) 
(66.3N,24.0E:13.9) 
(86. 3N ,24.0E: 13. 9) 
pole for absolute 
reconstruction( 0 ) 
(O.ON,132.0E:14.3) 
(O.ON, 132. OE: 14. 3) 
(O.ON,132.0E:14.3) 
(0. ON, 132. OE: 14.3) 
(O.ON,132.0E:14.3) 
(O.ON,132.0E:14.3) 
(0. ON, 132. OE: 14.3) 
(O.ON,132.0E:14.3) 
(O.ON,132.0E:14.3) 
paleoposition 
0 0 (lat N,long E) 
(42.5, 315.9) 
(41.7, 314.6) 
(43.5, 316.7) 
(41.4, 315.1) 
(43.4, 317.0) 
(41.1, 313.1) 
(44.5, 317.6) 
(40.3, 314.5) 
(44.4, 317.9) 
inclination 
61.4 
60.7 
62.2 
60.4 
62.1 
60.2 
63.0 
59.5 
63.0 
The different results follow from different rotation poles being used, 
for the 1 relative reconstruction 1 of the sampling site back into its 
appropriate position in the reconstructed African composite plate. 
Subsequent to such a rotation for relative reconstruction, an 1 absolute 
reconstructio'h 1 (as given) has been applied to restore the composite 
plate to its correct position relative to the earth 1 s spin axis. The 
inclination values quoted are appropriate to the paleolatitude values 
derived, according to an axial dipole field model( tan. I = 2 tanA). 
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0 
an inclination of 61.4 : thus if, for example, the sampling site was 
reconstructed to a position of 0 (41.7 N, 0 314.6 E), where the axial 
dipole inclination would be expected 
inclination anomaly of 0.7° would result. 
to be 0 60.7 ' a spurious 
Thus the paleolatitude 0 range of 1.1 (for the 5° error circle 
positions) would produce just a spurious 1° range in inclination 
anomaly value. This 1° range in /:;I value is small when compared with 
the usual magnitude of inclination anomaly values, to be presented in 
Chapter 4. Moreover this extra spurious error may well be random when 
global inclination data are analysed, and so consequently reduced in 
effect. Even if the rotation poles (for relative reconstruction) are 
assumed to be incorrect 0 by 10 ' as investigated in the last four 
entries in Table 3-4, and which is thought to be an exaggeration of the 
likely error, the differences in both latitude and inclination for the 
final position of the sampling site would be only about 2°. 
For high latitudes, a slight change of latitude results in a 
relatively greater change of inclination ( for an axial dipole model). 
However, fortunately only a few data in the present work are from 
1 . d f h. h h 60°. at1tu es o 1g er t an say Therefore, for the further analyses 
of the field prior to 5 Myr, it is taken as reasonable to use the 
finite rotation parameters presented in Table 3-2 for global 
reconstruction, without any serious risk arising from their use. 
3.4.2 Errors caused from uncertainties associated with ages of 
paleomagnetic data used for absolute reconstruction 
Another possible source of error introduced in global 
reconstruction .is inaccuracy in the assigned or estimated absolute ages 
of paleomagnetic data. As noted in section 3. 2 .1, in most cases ages 
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were estimated by taking the median value of the absolute age range, 
converted from stratigraphic time units. Since the necessary finite 
rotation parameters are determined by interpolating or extrapolating 
from known parameters according to age, an inaccurate assigned age 
produces bias in the actual paleoposition of a data sampling site. 
As mentioned in section 3.2.1, if a given age has a spread wider 
than 50 Myr, the datum was rejected. When a median value of the 
absolute age range is assigned to a datum, the maximum error in this 
assigned age will be half the spread of the age range. From inspection 
of the absolute age ranges and their median values given in Table 3-1, 
it can be seen that in most cases the error in age from this source 
will be about 10 Myr, and that in some cases the maximum possible error 
will be 25 Myr. 
To check the error associated with the uncertainty in age 
determination, the same example of reconstructing the N. American plate 
back to 50 Myr ago was taken as used in section 3. 4.1. Assume that an 
error in the assigned age lies within the range of +10 Myr from an 
actual age taken as 50 Myr. The finite rotation parameters for 
relative and absolute orientations for the epochs 40 and 60 Myr ago are 
then determined from Tables 3-2 and 3-3, respectively • 
• Results are presented in Table 3-5. The differences in 
paleolatitude and in inclination values are less than 1 ° , which is 
small when compared with the usual magnitude of inclination anomaly (to 
be presented in Chapter 4). Even if the maximum possible error in age 
(+25 Myr which is a rare case) is assumed, the difference in 
1 1 •t d 1·s about 1° pa eo at1 u es The difference in inclination 
values is between 0.4° and 2.4°. 
From these calculations, it is concluded that the errors associated 
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Table 3-5 Possible differences in paleolatitude and inclination values, 
owing to an erroneous age being assigned to a hypothetical paleomagnetic 
datum of correct age 50 Myr. The details are the same as in Table 3-4. 
assigned age rotation parameters 
(Myr) 
paleoposition 
( 0 0 lat N,long E) 
inclination 
(0) 
-------~----------------~----------------------------------------------
25 (78.1,13.7: +6 0 7)(0 ,131. 7 :+11. 0) (45o6,307o1) 63o8 
40 (76o3,14o0:+11o2)(0,129o7:+12.8) (43o2,312.3) 62.0 
50 (76.3,14.0:+13o9)(0,132o0:+14o3) (42.5,315.9) 61.4 
60 (72 o4,-15.0:+20o 7)(0,136o2:+16.5) (41.4,320o2) 60.4 
75 ( 7 0 • 1 , -2 6 0 5 : + 2 9 • 4 ) ( 0 , 14 5 • 5 : + 19 • 8 ) (41.9,327.3) 61.0 
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with uncertainties in ages will not give any significant bias in the 
inclination anomaly analysis • 
• 
CHAPTER 4 
SPHERICAL HARMONIC ANALYSIS OF THE PA.LEOMAGNETIC FIELD FOR THE PERIOD OF 
5 MILLION YEARS BEFORE PRESENT BACK TO 195 MILLION YEARS BEFORE PRESENT 
4.1 Introduction 
For the field prior to 5 Myr, spherical harmonic analysis is 
limited to the determination of zonal Gauss coefficients only. This 
limitation arises from the process followed for global reconstruction 
to correct for the effect of plate tectonics, in which the axial 
symmetry of the magnetic field is assumed. Another limitation arising 
in global reconstruction is that of age; the deficiency of information 
for global reconstruction earlier than Jurassic age (about 195 Myr ago) 
prevents this thesis from extending further back beyond this time. 
In this chapter, the time-averaged paleomagnetic field is analysed 
in terms of zonal Gauss coefficients, determined by an inclination 
anomaly analysis back to 195 Myr ago. Firstly, as discussed in 
section 1.3, to see the variation in the Gauss coefficients with time, 
and the differences between the normal and reversed polarity states, 
the paleomagnetic field is analysed with data divided according to 
conventional geological periods. This analysis is dealt with in 
section 4.2. Secondly, to investigate any possible relations between 
the variation in the Gauss coefficients with time and the long-term 
variation of the paleomagnetic field, the field is analysed with the 
data divided according to the periods of major geomagnetic events. This 
analysis is dealt with in section 4.3. 
The same methods as used in section 2.1, for the inclination 
anomaly analysis of the paleomagnetic field for the last 5 Myr, are 
employed again throughout this chapter. 
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4 •. 2 Spherical Harmonie Analysis of the Paleomagnetic Field 
according ~o Geological Periods 
4.2.1 Introduction 
The absolute age ranges of the geological periods are converted 
from the stratigraphic time scales of Van Eysinga (1975) as used in 
section 3.2.1. Data aged from 5 to 22.5 Myr~ from 22.5 to 65 Myr, from 
65 to 141 Myr, and from 141 to 195 Myr, belong to the Neogene, 
Paleogene, Cretaceous, and Jurassic periods, respectively. 
As demonstrated in section 3.4.2, errors associated with 
uncertainty in ages of data (even for the maximum error of + 25 Myr), 
generally do not cause any significant bias in the paleolatitude and 
inclination anomaly values determined. However, uncertain or poorly 
assigned ages for data from a plate which has drifted very rapidly, 
such as the Indian plate, will yield noticeabLe differences in sampling 
site paleopositions and consequently in the results of an inclination 
anomaly analysis. For example, if one particular datum, from a site in 
India of present location (23°N, 82°E) and with a magnetisation 
measured to have an inclination of -44.1°, is assigned an age of 65 
Myr, then the paleolatitude of the site is determined as +21. 7°S (using 
the rotation parameters in Table 3-2 and 3-3), and the inclination 
• 
anomaly for the datum is calculated to be -5.6 °. However, were the age 
assigned to the datum to be 7 5 Myr, the paleolatitude and inclination 
anomaly for the datum would be calculated to be +27 .0°S and +1.4 °, 
respectively. The ages as published for data from Deccan traps in 
India have thus been revised, as will now described, for during the 
period of extrusion of the Deccan traps the Indian plate experienced a 
rapid movement northward. 
Kaneoka (1980) argued that the age range of 40 to 65 Myr 
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customarily assigned to the Deccan traps on the basis of K-Ar 
geochronological measurements was not reliable. Kaneoka used the Ar 40 
I Ar39 age-datin!Lmethod on seven volcanic rocks from four areas of the 
Deccan traps. His results showed that the main volcanic activity 
occurred at 65 Myr ago, with other earlier activities possible at 
70 Myr ago; generally, the ages of Kaneoka' s samples were in the range 
from 61 Myr to 88 Myr old. Kaneoka considered the younger ages 
obtained by traditional K-Ar dating method to be erroneous, and due to 
the loss of Ar during alteration. 
In this thesis, the age of 75 Myr has thus been adopted for the 
Deccan traps, instead of the younger ages assigned in the original 
published papers which present the paleomagnetic data. As a 
consequence of thus being assigned an older age, the Deccan trap data 
are. changed from the Paleogene period to the Cretaceous period. 
4.2.2 Data 
Once the relative reconstruction of the African composite plate has 
been carried out, and the absolute reconstruction of this plate 
relative to the earth's spin axis has been achieved, then, for the 
inclination anomaly analysis now to be undertaken, the data from deep 
sea sediments and seamounts (as compiled in section 1. 4) have been 
added in with those land-based data, which were used to determine the 
global mean paleomagnetic poles in section 3.3.2. As discussed in 
section 3.3.2.2, land-based data which yielded VGP's of latitude lower 
than 60° (after absolute rotation of the reconstructed African 
composite plate into its correct orientation with respect to the 
earth's spin axis) have been rejected. 
Among the data as compiled above, some data which give unusually 
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large inclination anomalies have been rejected as unreliable. Most of 
these rejected data were found to come, in fact, from seamounts, which 
may indicate inaccuracy in the methods of calculating seamount 
bathymetry and magnetic field. After this selection, 86 normal 
polarity (N) data and 68 reversed polarity (R) data for the Neogene, 54 
N and 55 R data for the Paleogene, 127 N and 56 R data for the 
Cretaceous, and 35 N and 15 R data for the Jurassic have been compiled 
for the inclination anomaly analysis. 
4.2.3 Method and Results 
4. 2. 3 .1 Determining strip mean 11 I values and estimating their variances 
The same procedures as used in section 2 .1. 3.1 have been employed 
to determine suitable widths of inclination .strips fo.r use in the /SJ.. 
analysis, and to calculate strip mean /1I values by an appropriate 
weighting of study mean 11 I values. That is, the widths of the 
inclination strips have been determined so as to give nearly equal 
standard errors in the different strip mean 11 I values, and in the 
calculation of a strip mean 11 I value the contributing study mean 111 
values have been weighted according to their number of sampling sites • 
• 
Note that the paleolatitudes of the sampling sites obtained in 
Chapter 3 have been used. For the Neogene, Paleogene and Cretaceous 
fields the 11 I analysis procedure has been carried out separately for 
the normal and reversed polarity states. However, since the separated 
polarity data (35 N and 15 R) for the Jurassic field were not 
sufficient in number to be analysed with adequate accuracy, only the 
combined polarity data were used for the Jurassic period. As mentioned 
in section 2.1.4.2, for the comparison with other previous studies, 
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combined polarity data have also been analysed for the Neogene, 
Paleogene and Cretaceous fields. The results thus obtained of strip 
mean t:, I values for the different geological periods are presented in 
Table 4-1 for the Neogene field, in Table 4-2 for the Paleogene field, 
in Table 4-3 for the Cretaceous field, and in Table 4-4 for the 
Jurassic field. 
The variances of the strip mean t:, I values have been 
estimated by the same method as used in section 2.1.3.2. The 95% 
confidence intervals for the strip mean t:,I values have been calculated 
from the critical values of the 'Student t-distribution'. 
results are also presented in Tables 4-1, 4-2, 4-3 and 4-4. 
4.2.3.2 Modelling the strip mean t:,I values 
These 
In the light of experience of section 2.1.3.6, in which geomagnetic 
field models comprising different harmonic components were examined, 
the geomagnetic field model consisting of dipole, quadrupole and 
octapole components is again selected here for modelling the observed 
strip mean /':,I values for the Neogene, Paleogene, Cretaceous and 
Jurassic periods. 
The values of the G2 and G3 coefficients for each geological period 
have been determined by the same procedure as described in 
section 2.1.3.3. That is, a trial and error method has been repeated 
until the G2 and G3 values were found which yield the minimum value of 
the parameter <P defined in section 2.1.3.3. Model curves fitted to 
the observed strip mean !':, I values have been drawn by using 
equation (2.4) with these values of the G2 and G3 coefficients. 
Figures 4-1, 4-2, 4-3 and 4-5 show such model curves determined for the 
Neogene, Paleogene, Cretaceous and Jurassic data, respectively. The 
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Table 4-l(a) Inclination anomaly values for the normal polarity 
fi~ld for the Neogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) AI (deg) (deg) (deg) 
+70 11 (210) -o. 74 0.76 1.49 
+65 +70 12 (94) -2.31 1.03 2.04 
+60 +65 19 (213) -0.13 0.85 1.67 
+55 +60 9 (87) -4.22 1.35 2.69 
+45 +55 10 (56) -9.64 2.90 5.81 
+30 +45 8 (90) -4.19 2.33 4.63 
+0 +30 7 (59) -4.38 3.05 6.11 
-0 -20 6 (62) +5.54 2.94 5.88 
-so -,.75 4 (24) +4 .47 2.42 5.01 
Explanations are the same as in Table 2-l(a). 
Table 4-l(b) Inclination anomaly values for the reversed polarity 
field for the Neogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) AI (deg) (deg) (deg) 
+70 5 (91) -6.34 1.07 2.13 
+65 +70 15 (175) -6.03 1.14 2.24 
+62.5 +65 9 (186) -3.84 2.29 4.48 
+57.5 +62.5 12 (108) -7.29 2.03 4.04 
+45 +57. s. 11 (64) -13.98 2. 87 5.73 
+0 +45 10 (123) -5.41 1.93 3.78 
-0 -55 6 (58) +11.41 1. 73 3.46 
Explanations are the same as in Tab!~ 2-l(b)~ 
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Table 4-1 (c) Inclination anomaly values for the combined polarity 
field for the Neogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) .6.1 (deg) (deg) (deg) 
+72 11 (248) -3.68 0.85 1.66 
+67.5 +72 24 (258) -2.47 0.83 1.62 
+64 +67 .5 19 (197) -5.94 1.47 2.88 
+60 +64 26 (351) -1.61 1.05 2.06 
+50 +60 27 (188) -7.12 . 1. 51 2.95 
+40 +50 18 (156) -7.81 1.65 3.24 
+0 +30 13 (158) -3.45 1.86 3.65 
-0 -20 10 (111) +8.99 2.16 4.27 
-50 -75 6 (33) +7.05 2.69 5.49 
Explanations are the same as in Table 2-l(a). 
Table 4-2(a) Inclination anomaly values for the normal polarity 
field for the Paleogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) .6.1 (deg) (deg) (deg) 
+65 9 (116) +2.28 1.82 3.60 
+60 +65 8 (176) +1.37 1.57 3.07 
+52.5 +60 14 (102) ....,8.06 1.98 3. 94 
+45 +52.5 8 (75) -5.18 2.52 5.03 
+0 +45 6 (40) +2.07 3. 84 7. 77 
-50 -70 9 (84) "t14.35 3.27 6.50 
Explanations are the same as in Table 2-1(a). 
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Table 4-2 (b) Inclination anomaly values for the reversed polarity 
field for the Paleogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) 6.I (deg) (deg) (deg) 
+66.5 10 (229) -3.22 1.90 3. 72 
+62.5 +66.5 18 (613) -4.32 1.11 2.17 
+55 +62.5 8 (75) -5.47 2.50 4.99 
+45 +55 5 (34) -2.08 3.55 7.22 
+0 +45 7 (74) -2.52 4.40 8.79 
-so -70 7 (49) +10. 58 2.46 4.94 
Explanations are the same as in Table 2-1(b). 
Table 4-2 (c) Inclination anomaly values for the combined polarity 
field for the Paleogene period. 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) 6.I (deg) (deg) (deg) 
+67.5 12 (117) -9.28 1.93 3 .~82 
+65 +67 .s 16 (565) -1.71 1.06 2.08 
+60 +65 19 (488) -2.24 1.26 2.47 
+52.5 +60 24 (173) -6.18 1.35 2.64 
+45 +52.5 11 (104) -3.20 2.11 4.20 
+0 +45 11 (87) -1.48 3.57 7.11 
-10 -55 8 (80) +14. 89 1.80 3.60 
.. 
-60 -75 8 (53) +10.06 3. 71 7.46 
Explanations are the same as in Table 2-1(a). 
Table 4-3 (a) Inclination anomaly values for the normal polarity 
field for the Cretaceous period. 
Inc.strip no ."()f studies strip mean S.E. 95% 
(no. of sites) ~I (deg) (deg) (deg) 
+70 9 (64) -6.85 2.18 4.35 
+65 +70 9 (153) -8.27 1. 76 3.45 
+62.5 +65 11 (144) -9.67 1.26 2.47 
+57.5 +62.5 12 (111) -3.52 1.88 3. 71 
+52.5 +57 .5 13 (112) -4.95 1.61 3.18 
+40 +52.5 5 (91) -6.28 1.87 3. 72 
+10 +40 12 (85) -5.69 2.58 5.13 
+0 +10 6 (52) -9.69 3.06 6.14 
-0 -20 9 (65) -8.85 4.26 8.51 
-20 -45 8 (66) +2.57 3.94 7.87 
-45 -55. 11 (75) +8.51 2.46 4. 92 
-55 -57.5 8 (52) +3.11 2.24 4.51 
-57.5 -60 4 (48) +3.37 3.74 7. 54 
-60 -62.5 5 (51) +1.12 2.09 4.21 
-62.5 5 (54) -2.41 0.49 0.99 
Explanations are the same as in Table 2~1(a). 
Table 4-3(b) Inclination anomaly values forthe reversed polarity 
field for the Cretaceous period. 
Inc.strip 
+57 .5 
+50 +57.5 
+30 +50 
-10 -30 
-30 -40 
-40 -48 
-48 -50 
-55 
no.of studies 
(no. of sites) 
7 (54) 
7 (51) 
6 (69) 
7 (61) 
10 (98) 
8 (151) 
5 (56) 
6 (23) 
strip mean s.E. 
~I (deg) (deg) 
-4.40 
-4.65 
-11.75 
-7.64 
-2.11 
-4.96 
+6 .39 
+2.59 
2.48 
1.28 
2.06 
1.64 
1.10 
0.91 
1.43 
2.19 
Explanations are the same as in Table 2-1(b). 
95% 
(deg) 
4.99 
2.57 
4.12 
3.28 
2.18 
1. 78 
2.87 
4.54 
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Table 4-3(c) Inclination anomaly values for the combined polarity 
field for the Cretaceous period. 
1nc.strip no.of studies strip mean S.E. 95% 
(no. of sites) .6.1 (deg) (deg) (deg) 
+65 21 (246) -7.28 1.18 2.30 
+60 +65 20 (236) -7.35 1.22 2.40 
+55 +60 21 (157) -5.63 1.12 2.20 
+35 +55 21 (225) -6.87 0.99 1. 93 
+0 +35 14 (122) -7.64 2.58 5.06 
-0 -30 19 (148) -8.23 2.28 4.46 
-40 -4 7.5 17 (147) +1.89 1.99 3.90 
-47.5 -52.5 17 (232) -0.53 1.58 3.09 
-52.5 -60 19 (135) +4 .37 1.28 2.51 
-60 -80 14 (138) -0.35 1.56 3.06 
Explanations are the same as in Table 2-1(a). 
Table 4-4 Inclination anomaly values for the combined polarity 
field for the Jurassic period. 
Inc.strip no. of studi.es strip mean S.E. 95% 
(no. of sites) .6.1 (deg) (deg) (deg) 
+62 7 (28) -10.13 3.08 6.32 
+55 +62 9 (30) -11.27 2.16 4.41 
+37.5 +55. 5 (37) -5.12 3.76 7.64 
+30 +37 .5 5 (47) -5.26 2.30 4.62 
-10 -55 7 (84) +9.51 2.14 4.26 
-55 -60 4 (85) +3 .25 2.39 4.76 
-60 -65 9 (61) +5.52 1.98 3.95 
-80 -85 4 (100) -1.32 0.96 1.91 
Explanations are the same as in Table 2-1(a). 
-G2 = 
G3 = 
-.014 
.077 
81 
20 
10 
--10 
-20 
Fig. 4-1 (a) The plot of strip mean 1'1 I vs. inclination I of the normal polarity field for 
the Neogene period. The • bars repre.sent 95% confidence intervals. The curve is draWn. for 
the values of the G2 and G3 coefficients given. The scales for ~I and I are in de~rees. ..... \.71 
'£:) 
-9 
G2 = 
G3 = 
-.046 
• 1 61 
• 
-60 -30 
~I 
20 
1 0 
60 
-10 
-20 
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observed strip mean lli values and their 95% confidence intervals are 
also plotted in the figures. 
4.2.3.3 Statistical analysis for the errors of the G2 and G3 
coefficients determined 
The 'random generation method' (refer to section 2. 1. 3. 4.1) has 
been employed to estimate the errors associated with the G2 and G3 
values determined in the previous section. As discussed in 
section 2.1.3.4.3, the fact that every strip mean[ll value has not been 
determined with the. same precision can be taken into account in the 
'random generation method'. 
The same procedure as described in section 2.1.3.4.1 has been 
followed. That is, 40 pairs of G2 and G3 values have been determined 
for 40 sets of strip mean !J.l values, which were randomly generated from 
the observed strip mean IJ.I values and their estimated unbiased standard 
deviations. From these 40 pairs of G2 and GJ values, calculations have 
been made of mean G2 and G3 values, their variances, and their 95% 
confidence intervals. 
The results are given in Table 4-5 together with the G2 and G3 
values determined (in section 4. 2. 3. 2) from the observed strip mean ll I 
values. 
Table 4-5. Summary of spherical harmonic analyses of the geomagnetic 
field prior to 5 Myr ago. The values in the brackets are for the 
ratio of the nondipole field to the dipole field, ~D/~, defined 
in section 2.1.4.4. 
Error determinations by 'random generation' method. 
---------------------------------------------------------------------
period Neogene 
(5-22.5 Myr) 
mean age 14 Myr 
Normal (0.052) 
G2 -0.014 
variance 0.0002 
95% 0.021 
G3 +0.077 
variance 0.0002 
95% 0.026 
Reversed (0 .111) 
G2 -D .046 
variance 0.0001 
95% 0.023 
G3 +0 .161 
variance 0.0002 
95% 0.026 
Combined (0.079) 
• G2 -D .039 
variance 0.0001 
95% 0.023 
G3 +0.111 
variance 0.0001 
95% 0.022 
Palaeogene 
(22. 5-65 Myr) 
48 Myr 
(0.115) 
-o.no 
0.0008 
0.054 
+0.117 
0.0005 
0.042 
(0.083) 
-0.063 
0.0007 
0.052 
+0.103 
0.0003 
0.034 
(0.114) 
-o .094 
0.0002 
0.029 
+0.134 
0.0001 
0.034 
Cretaceous Jurassic 
(65-141 Myr) (141-195 Myr) 
94 Myr 164 Myr 
(0.070) 
+0.057 
0.0002 
0.028 
+0 .082 
0.0001 
0.023 
(0.082) 
+0 .089 
0.0001 
0.023 
+0.068 
0.0001 
0.020 
(0.072) 
+0 .072 
0.0001 
0.022 
+0.069 
0.0006 
0.015 
(0.074) 
+0.006 
0.0004 
0.039 
+0.112 
0.0002 
0.027 
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4.2.4 Discussion 
4.2.4.1 Test of any asymmetries between the normal and reversed 
polarity geomagnetic fields for the Neogene, Paleogene and Cretaceous 
Periods 
It has been investigated whether there are any asymmetries between 
the normal and reversed polarity fields in terms of the Gauss 
coefficients. The differences in the Gauss coefficients for the normal 
and reversed polarity fields are examined by a 'hypothesis test', as 
carried out in section 2 .1. 4.1 for the field during the last 5 Myr. 
The values of the G2 and G3 coefficients determined in section 4.2.3.2 
and their unbiased estimates of variance by the 'random generation 
method' in section 4.2.3.3 are used for the test. 
First the 'variance test' is carried out to examine whether the 
unknown true variances of G2 coefficients can be assumed to be the same 
for data of both normal and reversed polarities. Then, the 'mean test' 
-is carried out to check whether the true value of a G2 coefficient for 
reversed data can be assumed to be the same as the value of a G2 
coefficient for normal data. The same tests are also carried out for 
the estimated variances of G3 coefficients and the estimated means of 
G3 coefficients, for data of both polarities. Details and results are 
presented in Table 4-6. The same notation is used here as noted in 
Table 2-9 in section 2.1.4.1 (for details refer to 2.1.4.1.1). 
From the variance tests, it is concluded that the unknown true 
variances of the G2 and G3 coefficients for the normal polarity field 
can be assumed to be the same, respectively, as those of the G2 and G3 
coefficients for the reversed polarity field, for all the Neogene, 
Paleogene and Cretaceous periods. 
(a) Neogene field 
G2 G3 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
H : 
0 
2 
a G2 ,N 
(J2 
G2,N 
variance 
2 
a G2 ,R 
(J2 
> G2,R 
F ----------- 1.57 
(V R +1 )S~2 R 
. 
Conclusion Accept H0 at the 0.05 
level of significance; 
mean 
hypothesis H0 : G2N = G2R 
H1 : G2N > G2R 
degrees of 
freedom 
estimated 
mean 
e.stimated 
value of 
test 
statistic 
critical 
value 
• 
GZN -o.014; VN 39 
(;2 = -o.046; \) 39 R R 
T -------------------------
5 [(v +1)-l+(v +l)-1 1112 P N R 
1.81 
T > t 0 •05 c v) 1.67 
Conclusion Reject H0 at the 0.05 
level of significance; 
test 
test 
H : 2 2 
0 a G3 ,N a G3 ,R 
H1: 
2 
a G3 ,N 
2 
< a G3,R 
2 
5G3,N 
-4 1. 73x10 ; 
"N 
2 -4 \) 5G3,R 1. 77x10 ; R 
F ----------- = 1.02 
Accept H0 at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1 : G3N < G3R 
GJN 0.077; "N = 39 
G\ 0.161; "R = 39 
39 
39 
T -------------------------
5 [(V +l)-l+(v +1)-1]1/2 
P N R 
-4.23 
T < -t0 •05 c v > -1.67 
Reject H0 at the 0.05 
level of significance; 
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(b) Paleogene field 
G2 G3 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
variance 
H : 
0 
2 
8G2,N 
-4 7 .64xl0 ; 
2 
8G2,R 
-4 7.16xl0 ; 
(VN+l )S~2,N 
F 
-----------
(VR+l )S~2,R 
F > fo.o5<vN,vR) 
VN 
v 
R 
1.07 
1.71 
Conclusion Accept H0 at the 0.05 
level of significance; 
a2 = 
G2,N 
hypothesis H0 : G2N = G2R 
H1 : G2N < G2R 
degrees of 
freedom 
estimated 
mean C:2 = -o.o63; R 
mean 
39 
GZN - GZR 
39 
39 
estimated 
value of T ----~--------------------
test 8 [(V +l)-1+(V +1)-1]1/2 P N R 
statistic 
-1.22 
critical T < -to.o5< v) -1.67 
value 
Conclusion Accept H0 at the 0.05 
level of significance; 
test 
test 
H : 2 2 
0 a G3 ,N aG3,R 
Hl: a2 G3,N 
> 2 
a G3 ,R 
2 4.53xl0-4; v 8G3,N N 
2 -4 v 8G3,R 3.0lxl0 ; R 
F ----------- 1.50 
Accept H0 at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1: G3N > G3R 
GJN - G3R 
39 
39 
T = -------------------------
8 [(V +1)-l+(v +1)-1]1/2 
P N R 
0.51 
T > to.o5 < v) 1.67 
Accept H0 at the 0.05 
level of significance; 
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(c) Cretaceous field 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
H : 
0 
G2 
variance 
F = ----------- = 1.46 
1.71 
Conclusion Accept H0 at the 0.05 
level of significance; 
hypothesis 
degrees of 
freedom 
estimated 
mean 
estimated 
value of 
test 
statistic 
• 
critical 
value 
Conclusion 
H0 : G2N = G2R 
H1 : G2N < G2R 
0.057; v N 
aean 
39 
0.089; VR 39 
c2N - c2R 
T -------------------------
S [ (V +l) -1+(V +l) -1 ]1/2 
P N R 
= -1.72 
T < -to.os< v > -1.67 
Reject H0 at the 0.05 
level of significance; 
GJ 
test 
test 
a2 
G3,R 
a2 
G3,R 
= 1.43x10-4; V = 39 
N 
= 1.08x10-4; VR 39 
F = ----------- = 1.32 
Accept H0 at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1 : G3N > G3R 
GJN = 0.082; 
0.068; VR 39 
T -------------------------
8 [(V +1)-1+(V +1)-1]1/2 
P N R 
0.88 
1.67 
Accept H0 at the 0.05 
level of significance; 
Table 4-6 Summary of hypothesis tests concerning means and variances of G2 and G3 
coefficients 
(a) Neogene field, (b) Paleogene field, and {c) Cretaceous field. The same notation is 
used as in Table 2-9 in section 2.1.4.1.1, and reference should be made to the 
explanatory notes given there. 
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From the mean tests, the following conclusions are drawn: 
(1) For the Neogene field, the true value of the G2 coefficient for 
the normal polarity field is different from that for the reversed 
polarity field at the 0.05 level of significance. The true value 
of the G3 coefficient for the normal polarity field is also 
different from that for the reversed polarity field at the 0. 05 
level of significance. 
(2) For the Paleogene field, the values of the G2 coefficients for 
both polarity fields show no difference at the 0.05 level of 
significance. The values of the G3 coefficients for both polarity 
fields are also the same statistically at the 0.05 level of 
significance. 
(3) For the Cretaceous field, the values of the G2 coefficient for the 
normal polarity field is different from that for the reversed 
polarity field; however, the value of the G3 coefficient for the 
normal polarity field is not different from that for the reversed 
polarity field at the 0.05 level of significance. 
4.2.4.2 Variation in the values of the G2 and G3 coefficients with 
time 
The variation in the values of the G2 and G3 coefficients with time 
is now investigated, for both the normal and reversed polarity .fields. 
As mentioned in section 4.2.3.1, the Jurassic data could not be 
separately analysed with respect to polarity, due to there being 
insufficient data. 
For the normal polarity field, inspection of Table 4-5 shows that 
the G2 coefficient changed in both sign and magnitude from the 
Cretaceous to the Paleogene. Referring to the value of the G2 
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coefficient for the last 5 Myr (determined in section 2.1.3.3), the G2 
coefficient also changed in sign and magnitude from the Neogene to 
Recent (if we so refer to the period of the last 5 Myr). The value of 
the G3 coefficient for normal polarity shows an increase in magnitude 
from the Cretaceous to the Paleogene, and a decrease in magnitude from 
the Neogene to Recent period. However, the G3 coefficient, as 
determined, has a constant positive sign. 
For the reversed polarity field, the G2 coefficient shows a similar 
pattern of variation with time as it does for the normal polarity 
field. That is, the G2 coefficient shows changes in sign (from 
positive to negative) and in magnitud.e at the boundaries of the 
Cretaceous-Paleogene, and of the Neogene-Recent. The value of the G3 
coefficient for the reversed polarity field increased from the 
Cretaceous to the Paleogene and to the Neogene, but decreased again for 
the period of the last 5 Myr. As for the normal polarity case, the G3 
coefficient for the reversed polarity field has a constant positive 
sign through time. 
Table 4--5 also gives results, for each period, for the ratio of the 
magnitude of the nondipole field to that of the dipole field, ~D/~, 
calculated with the values of the G2 and G3 coefficients. The 
variation ~vident in the ~D/~ ratio with time, for both polarity 
states, has a similar pattern to that of the G3 coefficients. This 
similarity in patterns of variation between the ~~~ ratio and the G3 
coefficient magnitude is consistent with the G3 term generally 
dominating the G2 term in Table 4-5, and so in turn dominating the 
calculation of the ~D/~ ratio. 
In summary, the variation with time of the G2 coefficient for 
normal polarity has a similar pattern to the variation with time of the 
G2 coefficient for reversed polarity. The G3 coefficient also exhibits 
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a pattern of time variation for the normal polarity field similar to 
its pattern for the reversed polarity field. Figure 4-5 summarises 
these variations of the G2 and G3 coefficients with time. 
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Fig. 4-5 Variation of the G2 and G.3 coefficients with geological time. Stars represent G2 
values, and squares represent G3 values. A closed symbol represents a normal polarity, and 
an open symbol represents a reversed polarity. 
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4.3 Spherical Harmonic Analysis of the Paleomagnetic Field 
according to Geomagnetic Events 
,_,_ 
4.3.1 Introduction 
The history of reversal frequency of the paleomagnetic field has 
been determined in paleomagnetic studies, such as those of Heirtzler et 
al. (1968), Naidu (1971), McElhinny (1971), Cox (1975), and Irving and 
Pullaiah (1976). In this part of the thesis an investigation is 
carried out of any possible relationships between this history (refer 
back to Figures 1-3 and 1-4), and the variation in the spherical 
harmonic coefficients with time. For this purpose, the data used in 
section 4.2 are grouped according to distinctive periods of the 
reversal history in which they occurred. 
Cox (1975) found that changes in reversal frequency of the 
paleomagnetic field occurred at times 107, 86 and 45 Myr ago. Larson 
and Hilde (1975) found that the time interval of 107 to 153 Myr was a 
period of relatively rapid reversals. Irving and Pullaiah (1976) found 
that two periods with strong polarity bias and infrequent reversals 
occurred in the time intervals of 81 to llO Myr, and 145 to 165 Myr. 
Irving and Pullaiah also found that the paleomagnetic field exhibited 
low paleosecular variation during these two time intervals. From all 
these results, for the present work, a (moving) time span of 30 to 50 
Myr was taken as a characteristic tim~ for the occurrence of changes in 
the reversal frequency of the paleomagnetic field. 
On the basis of such considerations, the paleomagnetic data for the 
Tertiary, Cretaceous and Jurassic geological periods are now divided 
into a different set of time intervals: 5 - 22.5 Myr, 22.5 - 45 Myr, 45 
- 80 Myr, 80 - 110 Myr, 110 -145 Myr, and 145 - 195 Myr. 
These divisions are shown on Figure 4-6. 
Once spherical harmonic coefficients are obtained for the 
paleomagnetic field over these newly divided time intervals, variations 
in such coefficients with time can be examined for correlation with the 
changing characteristics of the paleomagnetic field. 
4.3.2 Data 
The data analysed in section 4.2 are thus re--grouped according to 
the time intervals determined in section 4.3.1, and as shown in 
Figure 4-6. The number of data thus compiled for. each time interval 
are as follows: 
for the time interval of 5 to 22.5 Myr, 86 normal (N) and 68 
reversed (R) polarity data; 
for the time interval of 22.5 to 45 Myr, 31 N and 33 R; 
for the time interval of 45 to 80 Myr, 80 N and 59 R; 
for the time interval of 80 to 110 Myr, 32 N and 7 R; . 
for the time interval of 110 to 145 Myr, 35 N and 18 R; 
for the time interval of 145 to 195Myr, 35 Nand 12 R • 
• 
These data were analysed in terms of G2 and G3 coefficients, taking 
normal and reversed polarity data separately, to test for possible 
differences between the two polarity states of the paleomagnetic field 
(in section 4. 3. 3.1 below), as well as to check for possible 
correlation with reversal frequency characteristics. 
For the purpose of comparison with previously published results, 
the data were also analysed taking normal and reversed polarity data 
combined. 
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Because of the limited number of data of reversed polarity for the 
time ,intervals of 80 - 110 Myr, 110 -145 Myr, and 145 - 195 Myr, these 
reversed data were further recombined into just two time intervals of 
80 - 140 Myr and 140 - 195 Myr, in order to then provide a better 
statistical basis for the determination of the G2 and G3 coefficients 
used (in section 4.3.4.2) to examine the variations of the 
paleomagnetic field with time. Data sets of 21 R and 16 R values are 
thus compiled for the time intervals of 80 - 140 Myr and 140 -195 Myr, 
respectively. 
4.3.3 Method and Results 
4.3.3.1 Determining, strip mean /:;I values and estimating their 
variances 
The same procedures as used in sections 2 .1 • 3 .1 and 4. 2. 3 .1 are 
employed again here to determine suitable widths for inclinatio~ 
strips, and to calculate strip mean /5J. values through an appropriate 
weighting of the study · mean b.I values over such strips. The 
paleolatitudes of the sampling sites obtained in Chapter 3 are used. 
As ca~ied out in section 4.2.3.1, for the comparison of the 
present work with other previo';s studies, the combined-polarity .. data 
are also used. The results of the strip mean /:;I values determined from 
the normal, reversed and combined polarity data for each time interval 
are presented in TableS, 4:-7, 4-8, 4-9, 4-10 and 4-11. Since the time 
interval of 5 to 22.5 Myr corresponds to the Neogene period analysed as 
a geological interval in section 4.2 .3, the table of the strip mean 61 
values for this time interval is given in Table 4-1 and is not repeated 
here. 
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Table 4-7(a) Inclination anomaly values for the normal polarity 
field for 22. 5-45 Myr 
Inc.strip no.Of studies strip mean S.E. 95% 
(no. of si t'es) !:.I (deg) (deg) (deg) 
+65 3 (36) -2.66 3.80 7.12 
+55 +65 6 (99) +2.41 1.89 3.75 
+52.5 +55 6 (32) -10.90 3.76 7.67 
+50 +52.5 6 (34) -1.19 4.31 8. 77 
+ 0 +50 6 (67) -3.62 3.64 7.28 
-10 -75 4 (44) +14.07 1.88 3.78 
Explanations are the same as in Table 2-1(a). 
Table 4-7(b) Inclination anomaly values for the reversed polarity 
field for 22.5-45 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) AI (deg) (deg) (deg) 
+67 6 (175) -7.44 2.24 4.38 
+65 +67 4 (149) -5.56 1.30 2.55 
+57.5 +65 6 (99) -8.81 3.04 6.06 
+53.5 +57 .5 5 (34) -8.32 2.92 5.94 
+45 +53.5 4 (59) -2.92 5.53 11.07 
+ 0 +45 5 (34) +2.80 6.39 13.02 
-10 -55 3 (32) +14.52 1. 76 3.59 
Explanations are the same as inTable 2-1(b). 
Table 4-7(c) Inclination anomaly values for the combined polarity. 
field for 22.5-45 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) ~I (deg) (deg) (deg) 
+67 6 (189) -7.76 2.90 5.68 
+65 +67 7 (171) -4.45 1.27 2.48 
+62.5 +65 6 (151) -1.63 2.30 4.50 
+55 +62.5 9 (68) -7.31 2.43 4.85 
+52.5 +55 10 (64) -6.45 2.75 5.50 
+45 +52.5 9 (94) -3.49· 2.48 4.93 
+35 +45 5 (48) -7.34 3.04 6.12 
+10 +35 s (33) +6 .39 7.09 14.45 
-10 -52.5 4 (46) +14. 85 1.33 2.68 
-52.5 3 (30) +13. 37 2.50 5.11 
Explanations are the same as in Table 2-1(a). 
Table 4-8(a) Inclination anomaly values for the normal polarity 
field for 45-80 Myr 
Inc.strip no.of studies strip mean s.E. 95% 
(no. of sites) ~I (deg) (deg) (deg) 
+70 7 (48) -10.14 4.91 9.88 
+62.5 +70 9 (172) +1.46 1.47 2.89 
+57.5 +62.5 9 (71) +0.42 1. 94 3.88 
+55 +57.5 9 (60) -4.95 1.67 3.35 
+52.5 +55 • 5 (63) -5.41 2.48 4.96 
+45 +52.5 s (65) -8.47 1.54 3.08 
+10 +40 7 (68) -:-8.78 4.45 8.90 
- 0 -15 4 (34) +2.36 5.94 12.09 
-15 -40 4 (37) -5.26 4.45 9.05 
-40 -45 6 (52) +9.28 4.16 8.37 
-45 -50 6 (34) +3.85 4.39 8.93 
-50 -62.5 5 (35) -2.82 3.90 7.93 
-62.5 4 (20) +13. 90 8.08 16.91 
Explanations are the same as in Table 2-1(a). 
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Table 4-8(b) Inclination anomaly values for the reversed polarity 
field for 45-80 Myr 
Inc.strip no.of studies strip mean s.E. 95% 
(no. of sites) 61 (deg) (deg) (deg) 
+67.5 5 (25) -6.76 3.83 7.91 
+65 +67.5 5 (143) +2.25 2.76 5.41 
+60 +65 7 (321) -2.71 2.16 4 .• 22 
+52.5 +60 7 (21) -6.25 1.57 3.28 
+30 +52.5 5 (54) -12.93 2.41 4.84 
- 0 -42.5 5 (28) -13.29 4.68 9.60 
-42.5 -47.5 6 (61) -2.54 1.12 2.25 
-47.5 -50 9 (175) -4.36 0.88 1.73 
-50 -55 5 (46) +4 .23 0.67 1.36 
-55 5 (21) +0.92 2.00 4.17 
Explanations are the same as in Table 2-1(a). 
Table 4-8(c) Inclination anomaly values for the combined polarity 
field for 45-80 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) 61 (deg) (deg) (deg) 
+70 8 (52) -10.74 4.41 8.85 
+65 +70 13 (208) +0.34 1.38 2. 71 
+62.5 +65 11 (426) -1.06 1.43 2.79 
+57 .5 +62.5 11 (99) +0.17 1. 59 3.16 
+55 +57 .5 12 (70) -5.33 1.42 2.84 
+52.5 +55 8 (69) -5.71 1.40 2.79 
+37.5 +52.5 9 (100) -9.61 1.44 2. 87 
+10 +37.5 8 (87) -10.16 3. 88 7.73 
- 0 -15 8 (52) -2.47 4.16 8.37 
-15 -42.5 8 (83) -1.09 4.52 9.00 
-42.5 -47.5 10 (88) +0.86 2.31 4.59 
-47.5 -so 15 (201) ,.-3 .15 1.58 3.09 
-50 -55 6 (48) +4.88 2.04 4.10 
-55 -65 6 (39) -5.21 0. 71 1.44 
-65 6 (32) +10.85 5.08 10.37 
Explanations are the same as in Table 2-1(a). 
Table 4-9(a) Inclination anomaly values for the normal polarity 
field for 80-110 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) b. I (deg) (deg) (deg) 
+65 5 (84) -9.51 2.44 4.85 
+50 +65 5 (79) -9.92 2.87 5.73 
+ 0 +10 4 (39) -8.50 4.09 8.28 
- 0 -so 4 (26) -6.13 6.13 12.63 
-so -60 5 (41) +3. 73 2.28 4.60 
-60 -63 5 (47) +1.17 3.32 6.68 
-63 4 (49) -2.25 0.57 1.15 
Explanations are the same as in Table 2-1(a). 
Table 4-9(b) Inclination anomaly values for the reversed polarity 
field for 80-140 Myr 
Inc.strip no.of studies strip mean s.E. 95% 
(no. of sites) .6.1 (deg) (deg) (deg) 
+60 4 (16) -5.61 5.42 11.55 
+35 +60 5 (69) -3.90 1.67 3.33 
- 0 -22.5 3 (30) -6.06 1.14 2.33 
-22.5 -so 4 (21) -5.82 7.08 14.76 
-so 5 (29) +8.88 1.40 2.87 
Explanations are the same as in Table 2-1 (b). 
• 
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Table 4-9(c) Inclination anomaly values for the combined polarity 
field for 80-110 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) b. I (deg) (deg) (deg) 
+60 7 (124) -9.93 2.03 3.97 
+35 +60 5 (64) -9.14 2.83 5.66 
+ 0 +35 4 (39) -8.50 4.09 8.27 
- 0 -45 5 (38) -6.99 3.70 7.50 
-45 -57.5 6 (38) +4. 74 2.10 4.26 
-57.5 -62.5 7 (59) +2 .55 2.13 4. 27 
-62.5 5 (54) -2.41 0.49 0.99 
Explanations are the same as in Table 2-1(a). 
Table 4-10(a) Inclination anomaly values for the normal polarity 
field for 110-145 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) b. I (deg) (deg) (deg) 
+65 7 (68) -6.38 2.21 4.41 
+62.5 +65 7 (106) -10.25 1.48 2.95 
+60 +62.5 4 (46) -10.32 4.44 8.95 
+SO +60 4 (43) -0.20 1.16 2.34 
+ 0 +40 7 (29) -2.05 1.72 3.53 
-10 -65 6 (62) +9.23 1.57 3.14 
Explanations are the same as in Table 2-1(a). 
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. Table 4-lO(b) Inclination anomaly values for the combined polarity 
field for 110-145 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) C., I (deg) (deg) (deg) 
+65 7 (50) -2.17 2.02 4.06 
+62.5 +65 11 (140) -10.73 1.36 2.66 
+59 +62.5 7 (66) -7.47 2.89 5. 77 
+40 +59 8 (77) -o.92 1.23 2.46 
+10 +40 7 (29) -2.05 1.72 3.53 
-15 -55 6 (69) +2.65 5.27 10.54 
-55 7 (47) +7.37 1.56 3.15 
Explanations are the same as in Table 2-1(a). 
Table 4-11 (a) Inclination anomaly values for the normal polarity 
field for 145-195 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) C., I (deg) (deg) (deg) 
+62.5 5 (20) -6.24 3.06 6.39 
+55 +62.5 4 (13) -16.87 3.34 7.28 
+37.5 +55 5 (37) -5.12 3.76 7.62 
+35 +37 .5 4 (42) -5.88 2.89 5.83 
-10 -40 3 (29) +4.15 4.06 8.31 
-55 -67.5 5 (39) +4. 70 2.96 6.00 
-67.5 -80 5 (38) +6.35 2.55 5.18 
-80 
• 
4 (100) -1.32 0.96 1. 91 
Explanations are the same as in Table 2-l(a). 
Table 4-11 (b) Inclination anomaly values for the reversed polarity 
field for 140-195 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) !J.l (deg) (deg) (deg) 
+55 4 (17) -15.72 1.44 3.04 
+10 +55 5 (15) -3.20 3.05 6.53 
-60 -65 4 (20) +10.53 3.13 6.54 
-65 3 (14) +1.50 4.98 10.76 
Explanations are the same as in Table 2-1(b). 
Table 4-ll(c) Inclination anomaly values for the combined polarity 
field for 145-195 Myr 
Inc.strip no.of studies strip mean S.E. 95% 
(no. of sites) lSI (deg) (deg) (deg) 
+62.5 5 (20) -6.24 3.06 6.39 
+57.5 +62.5 5 (20) -15.47 2.44 5.11 
+40 +57.5 6 (38) -8.79 3.55 7.20 
+10 +40 7 (56) -5.00 1.96 3. 94 
-10 -60 6 (44) +5 .92 2. 77 5.60 
-60 -65 5 (35) +5.11 3.04 6.18 
-65 -70 4 (35) +6. 74 3.51 7.13 
-70 .;...80 5 (26) +3 .89 2.31 4.76 
-80 4 (100) -1.32 0.96 1.91 
Explanations are the same as in Table 2-l(a). 
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The unbiased variances of these strip mean t.I values are estimated 
by the same method as used in section 2.1.3.2. From these variances 
the 95% confidence intervals for the strip mean t.I values are also 
calculated in the same manner as used in section 2.1.3.2. These 
results are also given in Tables 4-7, 4-8, 4-9, 4-10 and 4-11. 
4.3.3.2 Modelling the strip mean !SJ_ values 
Basically the same field model comprising dipole, quadrupole and 
octapole components, and the same procedures of determining the G2 and 
G3 coefficients fitted to the observed strip mean [).I values, are again 
employed in this section as used in sections 2.1.3.3 and 4.2.3.2. 
Model curves fitted to the observed strip mean /5,I values are drawn 
with the G2 and G3 values determined by the above procedure from 
equation (2.4) in Figures 4-7, 4-8, 4-9, 4-'-10 and 4--11. These figures 
show, for each time interval, the model curves with the values of the 
. 
G2 and G3 coefficients determined in section 4.3.3.1. The observed 
strip mean 6 I values and their 95% confidence intervals are also 
plotted in the figures. 
4. 3. 3. 3 Statistical analysis for the errors of the values of G2 and G3 
• 
coefficients determined 
The random generation method is employed again to determine the 
errors associated with the G2 and G3 values determined in 
section 4.3.3.2. The same procedures, as described in section 
2.1.3.4.1, are followed to calculate the variances and 95% confidence 
intervals of the G2 and G3 values determined. 
The results of the error analyses are given in Table 4-12 with the 
G2 and G3 values. 
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Fig. 4-7 (a) The plot of strip mean 6 I vs. inclination I of the normal polarity field for 
the time interval of 22.5 ..... 45 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-7(b) The plot of strip mean 6 I vs. inclination I of the reversed polarity field 
for the time interval of 22.5-45 Myr. The details are the same as in Fig. 4-l(a). 1-' \0 
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Fig. 4-7(c) The plot of strip mean 11 I vs. inclination I of the combined polarity field 
for the time interval of 22.5-45 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-8(a) The plot of strip mean 61 vs. inclination I of the normal polarity field for 
the time interval of 45-80 Myr. The det~ils are the same as in Fig. 4-l(a). 
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Fig. 4-8(b) The plot of strip mean t.I vs. inclination l of the reversed polarity field 
. -" . . ' . . .. 
for the time interval of.45-80 Myr.· The det~ils are the sante as in Fig. 4-l(a). 
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Fig. 4-S(c) The plot of strip mean b,.I vs. inclination I of the combined polarity field 
for the time interval of 45-80 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-9(a) The plot of strip mean 61 vs. inclination I of the normal polarity field for 
the time interval of 80-120 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-9(b) The plot of strip mean 6I vs. inclination I of the reversed polarity field 
for the time interval of 80-140 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-9(c) The plot of strip ~ean t-I vs. inclination I of the combined polarity field 
for the time interval of 80-120 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-10 (a) The plot of strip mean /Sf. vs. inclination I of the normal polarity field for 
the time interval of 110-145 Myr. The details are the same as in Fig. 4-1 (a). 
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Fig. 4-10(b) The plot of strip mean 6 I vs. inclination I of the combined polarity field 
for the time interval of 110-145 Myr. The details are the same as in Fig. 4-1(a). 
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Fig. 4-ll(a) The plot of strip mean 61 vs. inclination I of the normal polarity field for 
the time interval of 145-195 Myr. The details are the same as in Fig. 4-l(a). 
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Fig. 4-11 (b) 'the plot of strip mean 6. I vs. inclination I of the reversed polarity field 
for the time interval of 140-195 Myr. The details are the same as ln Fig. 4-l(a). 
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Fig. 4-ll(c) The plot of strip mean b. I vs. inclination I of the combined polarity field 
for the time interval of 145-195 Myr. The details are the same as in Fig. 4-l(a). 
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Table 4-12 Summary of spherical harmonic analyses of the geomagnetic 
field divided according to geomagnetic events. 
interval 195-145 145-110 110-80 80-45 45-22.5 22.5-5 
mean age 166 128 98 69 36 14 Myr 
NORMAL (0.080) {0.093) (0.096) (0.053) (0.115) (0.055) 
G2 +0 .006 -0.053 +0.095 +0.020 -0.101 -0.014 
variance 0.0006 0.0003 0.001 0.0004 0.0004 0.0002 
95% 0.048 0.034 0.063 0.038 0.038 0.021 
G3 +0 .122 +0.128 +0.093 +0.078 +0.129 +0.077 
variance 0.0004 0.0003 0.0002 0.0003 0.0002 
95% 0.039 0.032 0.040 0.029 0.034 0.026 
REVERSED 
G2 
(0.084) {0.067) 
-o. oo3 *1 +0 • 066 *2 
(0.088) (0.118) (0.111) 
+0.106 -0.085 -0.046 
variance 
95% 
G3 
variance 
95% 
COMBINED 
G2 
variance 
95% 
G3 
variance 
95% 
0.0002 
0.076 
0.001 
0.061 
0.0003 
0.033 
+0.129 
0.001 
0.061 
+0.065 
0.001 
0.061 
+0 .049 
0.0001 . 
0.023 
(0.080) 
+0.017 
0.0004 
0.041 
+0 .120 
./i).0003 
0.033 
(0. 054) 
-0.005 
0.0008 
0.056 
+0.082 
0.0004 
0.038 
(0.093) (0.054) 
+0.092 +0.052 
0.0006 0.0003 
0.048 0.033 
+0.091 +0.055 
0.0003 0.0001 
0.031 0.019 
*1 represents the time interval of 140 to 195 Myr. 
*2 represents the time interval of 80 to 140 Myr. 
The details are the same as in Table 4-5. 
0.0008 
0.057 
+0.149 
0.0002 
0.028 
{0 .123) 
-0.095 
0.0007 
0.053 
+0.150 
0.0001 
0.023 
0.0001 
0.023 
+0 .161 
0.0002 
0.026 
(0.079) 
-0.039 
0.0001 
0.023 
+0.111 
0.0001 
0.022 
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Figures 4-12 (a) and (b) also present the G2 and G3 values listed in 
Table 4-12, together with their 95% confidence intervals. 
4.3.4 Discussion 
4.3.4.1 Test of any asymmetries between the normal and reversed 
polarity geomagnetic fields for each time interval 
As carried out in sections 2. 1. 4.1 and 4. 2. 4 .1, it has been 
investigated in terms of Gauss coefficients whether any asymmetries are 
evident between the normal and reversed polarity fields, for the 
paleomagnetic data now grouped in time intervals governed by reversal 
frequency characteristics. The possible presence of such asymmetries 
is examined by hypothesis tests, as employed in sections 2.1.4.1 and 
4 .2. 4 .1. The values of the G2 and G3 coefficients determined in 
section 4.3 .3.2 and their unbiased variances determined in section 
4. 3. 3. 3 are used for the test back to 80 Myr ago. For older data, some 
extra determinations are made as will be explained. 
For the purpose of examining any differences in the G2 and G3 
coefficients between normal and reversed polarity states, reversed 
polarity data for the period 80 to 195 Myr are taken divided into the 
same time intervals as normal polarity data; that is, into intervals of 
80- 110 Myr, 110- 145 Myr and 145- 195 Myr (refer to section 4.3.2). 
However, in section 4 .3.3, G2 and G3 coefficients for reversed data 
were determined (for the period 80 t.o 195 Myr) divided into intervals 
of 80 - 140 Myr, and 140 - 195 Myr (see also Table 4-12). Therefore it 
is now first necessary to determine G2 and G3 coefficients (for 
reversed data) for the time intervals of 80 - 110 Myr, 110 - 145 Myr, 
and 145 - 195 Myr. 
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Fig. 4-12 Summary of the Q2 and G3 coefficients determined for the time intervals bounded 
by changes in reversal frequency characterist:tcs. 
(a) represents the G2 coeff:i.cients. (b) represents the .G3 coefficients. The bars represent 
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Such values for the G2 and G3 coefficients have therefore been 
determined by the same method as used throughout this thesis. As 
mentioned in section 4.3 .2, because of the sparsity of the reversed 
polarity data when divided into intervals of 80 ...., 110 Myr, 110 - 145 
Myr and 145 - 19 5 Myr, in some cases a study mean /5, I value has been 
taken as a strip mean /Sf value. In such cases the unbiased standard 
deviation of the strip mean 15,.I value has been taken as zero, and thus 
the random generation method can not be applied for a statistical 
analysis of the G2 and G3 coefficients determined. 
For the time intervals of 80 - 110 Myr, 110 - 145 Myr and 145 - 195 
Myr, the unbiased variances of the G2 and G3 co.efficients thus 
determined are calculated by a jackknife method (refer to section 
2 .1 • 3. 4. 2) , and the variances so obtained are used for the hypothesis 
test. For consistency in the hypothesis test to be carried out, the 
unbiased variances of the G2 and G3 coefficien,ts of the normal polarity 
data for the. same time intervals are also calculated by the jackknife 
method. 
However, for the time intervals of 5 - 22.5 Myr, 22. 5 - 45 Myr and 
45 - 80 Myr, unbiased variances of the G2 and G3 coefficients have been 
determined by the random generation method (in section 4. 3. 3. 3) and are 
used for tfle hypothesis test. The procedures of the hypothesis tests 
are presented in Tables 4-13(a), (b), (c)~ (d) and (e) for the time 
intervals of 22.5 - 45 Myr, 45 - 80 Myr, 80 - 110 Myr, 110 - 145 Myr. 
and 145 - 195 Myr, respectively. The result for the time interval of 5 
- 22.5 Myr (i.e. Neogene period) was given in Table 4-6(a). 
Following Table 4-13, Figure 4-13 presents a summary of the results 
thus obtained for the G2 and G3 coefficients and their 95% confidence 
intervals, and includes the results for the last 5 Myr, taken from 
(a) Time interval of 22.5 to 45 Myr 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
variance 
= a2 
G2,R 
(}2 
< · G2 ,R 
2 
5c2,N 
-4 3.82x10 ; VN 
2 
5G2 ,R 
-4 8.49x10 ; VR = 
2 (VR +1 )SG2 ,R 
F 
----------
= 2.22 
2 (VN+l)SG2 N 
' 
F > fo.os<"R'"N) 1.71 
Conclusion Reject H0 at the 0.05 
level of significance; 
2 2 
0 G2,N f 0 G2,R 
mean 
hypo.thesis H0 : G2N = G2R 
H1 : G2N < G2R 
de.gree.s of 
freedom 
estimated 
mean 
estimated 
value of 
test 
statistic 
critical 
value 
\) = 56 
GZN -o.lOl; "N 39 
(;2R = -o.oss; "R = 39 
T' 
2 2 1/2 (SG2,N+ 5G2,R) 
= -o.456 
T < -t0 • OS ( v ) -1.65 
Conclusion Accept H0 at the 0.05 
level of significance; 
39 
39 
GJ 
test 
test 
H : 
0 
(}2 
G3,N 
2 
0 G3,N 
2 -4 SG3 ,N 3 .09x10 ; V N 
2 -4 SG3,R 2.01x10 ; vR 
F ---------- 1.54 
Accept H0 at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1 : G3N < G3R 
GJN = 0.129; \)N = 39 
GJR = 0.149; "R = 39 
GJN - GJR 
39 
39 
T ------------------------
S [(V +1)"'"1+(V +1)-1]1/2 
P N R 
-o.887 
. T < -t0 • 05c v) = -1.67 
Accept H0 at the 0.05 
level of significance; 
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(b) Time interval of 4S to 80 Myr 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
G2 
variance 
H : 2 2 
0 0 G2 ,N 0 G2 ,R 
Ht: cr2 > (J 2 
G2,N G2,R 
2 
8G2,N 3.72xl0-4; \) = N 
2 -4 
8G2,R 2.88xl0 ; \) = R 
F = ----------- 1.29 
Conclusion Accept H0 at the 0.05 
level of significance; 
cr2 
G2,R 
mean 
hypothesis H0 : G2N = G2R 
H1 : G2N < G2R 
\legrees of 
freedom 
estimated GZN = 0.020; \IN = 39 
mean GZR = 0.106; VR = 39 
• 
- c2 R 
39 
39 
estimated 
value of T = -----------------~-------
test 8 [(v +1)-1+(v +1)"'"111/2 P N R 
statistic 
-3.34 
critical 
value 
Conclusion Reject H0 at the 0.05 
level of significance; 
G3 
test 
test 
H : (J2 = (J2 
0 G3,N G3,R 
Hl: 2 > (J 2 0 G3,N G3,R 
2 -4 SGJ,N = 2.20xl0 ; \IN= 39 
2 -4 SG3 ,R = 1.32xl0 ; VR = 39 
F = ----------- = 1.67 
1.71 
Accept H0 at the 0.05 
level of significance; 
2 2 
0 G3,N = 0 G3,R 
H0 : G3N = G3R 
H1 : G3N > G3R 
\1 = \IN + VR 
GJN = 0.078; \)N = 39 
GJR = 0.049; "R = 39 
GJN - GJR 
T = -------------------------
5 [{V +1) -1+(V +1) -1 11/2 P N . R 
= 1.54 
T > t 0 •05 ( v) = 1.67 
Accept H0 at the 0.05 
level of significance; 
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(c) Tiae interval of 80 to 110 Kyr 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
H : 
0 
G2 
2 
0 G2,N 
2 
0 G2 ,N 
variance 
= o2 G2,R 
2 
< 0 G2,R 
2 -4 SGZ,N = 2.36xl0 ; VN = 6 
2 -3 SG2 ,R = 3.23xl0 ; VR 4 
F = ----------- 9.8 
Conclusion Reject H0 at the 0.05 
level of significance; 
02 + 02 
G2,N G2,R 
mean 
hypothesis H0 : G2N = G2R 
H1 : G2N > G2R 
estimated 
degrees of 
freedom 
estimated 
mean 
estimated 
value of 
test 
statistic 
critical 
value 
P= 5 
GZN = 0.095; , = N 6 
G2 = 
• R 
0.084; P. = R 4 
czN - GZR 
T' 
-------------------
2 2 1/2 
(SG2,N + 5G2,R) 
= 0.186 
T > t 0 •05< v) 2.015 
Conclusion Accept H0 at the 0.05 
level of significance; 
G3 
test 
test 
H • 
o' 0 ~3,N = 
2 
0 G3,N < 
-4 3.20xl0 ; VN"' 6 
-3 2.83xl0 ; VR = 4 
F = ----------- 6.3 
Reject H0 at the 0.05 
level of significance; 
2 -" 02 0G3,N r G3,R 
H0 : G3N = G3R 
H1 : G3N < G3R 
p .. 5 
GJN = 0.093; "N. = 6 
GJR = 0.094; PR = 4 
GJN - GJR 
T' = --------------------
($2 + 52 )l/2 G3,N G3,R 
= -Q.Ol8 
T < -t ( V) = -2.015 0.05 
Accept H0 at the 0.05 
level of significance; 
G3N = G3R 
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(d) Tiae interval of 110 to 145 Kyr 
hypothesis 
estimated 
variance 
estimated 
value of 
test 
statistic 
critical 
value 
G2 
variance 
2 -3 SG2 ,N = 1.79x10 ; VN = 5 
2 -3 8G2 ,R = 10.82xl0 ; VR 3 
F ----------- 4.03 
5.41 
Conclusion Accept H0 at the 0.05 
level of significance; 
2 2 
0 G2,N = 0 G2,R 
mean 
hypothesis H0 : G2N = G2R 
H1 : G2N <·G2R 
degrees of. 
freedom 
estimated 
mean 
estimated 
.value of 
test 
statistic 
critical 
value 
GZR = 0.026; 
GiN - GZR 
T = -------------------------
8 ((V +1)-l+(V +1)-1]1/2 
P N R 
~.81 
r < -t0 •05< v > = -1.86 
Conclusion Accept H0 at the 0.05 
level of significance; 
G3 
test 
test 
2 -3 8G3 ,N = 1.41xl0 ; VN 5 
2 5.16x10-3 ,· v = 3 8G3,R R 
F = ----------- 2.44 
5.41 
Accept H0 at the 0.05 
level of significance; 
2 
0 G3 ,N 
H0 : G3N = G3R 
Hl: G3N > G3R 
GJR = 0.062; \) .. 3 R 
GJN - GJR 
T = -------------------------
8 ( (V +1) -l+{V +1) - 1 ]1/2 
·P N · R 
= 0.96 
r > t 0 •05 < v) 1.86 
Accept H0 at the 0.05 
level of significance; 
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(e) Tiae interval of l45 to 195 Hyr 
hypothesis 
estimated 
var-iance 
estimated 
value of 
test 
statistic 
critical 
value 
G2 
variance 
H : 
0 
2 2 
0 G2,N °G2,R 
2 2 
0 G2,N < 0 G2,R 
2 -4 
SGZ,N 4.9xl0 ; VN = 7 
2 -3 SG2 ,R = 11.6x10 ; VR = 5 
F = ----------- 17.8 
3.97 
Conclusion Reject H0 at the 0.05 
level of significance; 
hypothesis 
degrees of 
freedom 
estimated 
mean 
estimated 
value of 
test 
statistic 
• 
critical 
Value 
2 2 
0G2 ,N I 0G2 ,R 
aean 
H : G2N = G2R 0 
H1: G2N < G2R 
V= 5 
GZN 0.006; VN 7 
il2 0.009; VR = 5 R 
GZN - GZR 
T' -= -------------------
(S~2,N + S~2,R)1/2 
-o.009 
-2.015 
Conclusion Accept. H0 at the 0.05 
level of significance; 
G3 
test 
test 
F = ----------- • 1.96 
Accept H~ .at the 0.05 
level of significance; 
H0 : G3N = G3R 
H1 : G3N <G3R 
GJN 0.122; 
Ci3 
= 0.17:3; R 
VN = 7 
v . 5 R 
G3N - GJR 
T -------------------------
5 !(v +l)-1+(V +1)-1]1/2 
P . N R 
= -o.98 
T < -to.os<v) -1.782 
Accept H0 at the 0.05 
level of significance; 
Table 4-13 Summary of hypothesis tests concerning means and variances of G2 and G3 
coefficients. 
(a) and (b) used the unbiased variances of the G2 and G3 coefficients determined by the 
'random generation method' in section 4.2.3.3. (c), {d) and (e) used the unbiased 
variances determined by the 'jackknife method' in this section. The same notation is 
used as in Table 2-9 in section 2.1.4.1.1. 
214 

215 
-0 
-
3f11VI\ !M31~.1.::1.::13~~ 
216 
-
-.0 
co Q Q Q Q 
301VI\ .LN3l~l.::J.::J3 0~ I 
Table 2-4. 
From the results of the hypothesis tests, the following conclusions 
are drawn (here are included also the results of the hypothesis tests 
for the last 5 Myr dealt with in section 2 .1.4.1.1, and for the time 
interval of 5 - 22.5 Myr dealt with in section 4.2.4.1): 
(1) For the last 5 Myr, the G2 coefficient of the normal polarity 
field is taken to be different in magnitude from that of the 
reversed polarity field. However, the G3 coefficients of the 
normal and reversed polarity fields are not taken to be different 
in magnitude. 
(2) For the time interval of 5 to 22.5 Myr, both the G2 and G3 
coefficients for the normal polarity field are taken to be 
different in magnitude from those for the reversed polarity field. 
(3) For the time interval of 22.5 to 4.5 Myr, the G2 and G3 
coefficients for the normal polarity field are not taken to be 
differentin magnitude from those of the reversed polarity field. 
( 4) For the time interval of 45 to 80 Myr, the G2 coefficients for the 
normal and reversed polarity fields are taken to be, different in 
magnitude, but the G3 coefficients are not taken to be different 
in magnitude. This result is consistent with that for the last 5 
Myr. 
(5) For all the three time intervals of 80 to llO Myr, 110 to 145 Myr, 
and 145 to 195 Myr, both the G2 and G3 coefficients of the normal 
polarity field are not taken to be different in magnitude from 
those of the reversed polarity field respectively. However, for 
the time interval of llO to 145 Myr, Table 4-13(d) shows that the 
variances of the G2 and G3 coefficients for both polarity fields 
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are unusually large relative to other variance values in 
Table 4-13, and so may be obscuring an otherwise possibly firm 
conclusion from the hypothesis test. 
Therefore, as an 'exploratory test', the G2 and G3 coefficients for 
the time interval of 110 - 145 Myr in Table 4-13(d) were arbitrarily 
assigned the variances for the G2 and G3 coefficients (respectively) 
for the time interval of 45 - 80 Myr. Then, the value of the critical 
statistic for the G2 coefficient was given as -2.846 (note that the 
critical value is T < -1 • 860). These results lead to a rejection of 
the null hypothesis for both the G2 and G3 coefficient cases, and imply 
(for the reduced variances arbitrarily assumed) that both the G2 and G3 
coefficients are different in magnitude for normal and reversed 
polarity fields. 
Table 4-..,.13 does not show any obvious consistency in the nature of 
when differences occur between normal and reversed polarity field; for 
some time intervals the fields evidently are different in magnitude, 
and for other time intervals the fields evidently are not different in 
magnitude. The asymmetries which evidently do occur between normal and 
reversed polarity fields will be further discussed in section 4. 4, with 
reference to the variation in the reversal frequency characteristics of 
the field with time. 
4.3.4.2 Variations in the G2 and G3 coefficients with time 
In this section, the variations with time of the G2 and G3 
coefficients (determined in section 4. 3. 3. 2 and presented in Table 4-12 
and Figure 4-12) are discussed, as being evidence for variations in the 
features of the paleomagnetic field with time. The time intervals are 
taken in the order of advancing forward in time. 
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(1) The time interval of 195 to 145 Myr; noted in section 4.3.1 to have 
been a period of quiet normal polarity state with few reversals. 
During this time interval, the G3 coefficients are greater than the 
G2 coefficients for both normal and reversed fields. The G2 
coefficients are unreliable, and insignificantly different from zero. 
As discussed in section 4.3.2, the reversed polarity data for the 
period 195 -' 140 Myr were analysed instead of for the period 195 - 145 
Myr; however this slight difference in time span is not thought to 
invalidate the conclusions drawn. 
(2) The time interval of 145 to llO Myr; noted in section 4.3.1 to have 
been a period of relatively high reversal frequency. 
For the normal polarity field, the G3 coefficient is greater in 
magnitude than the G2 coefficient, but of opposite sign. Thus moving 
forward from the earlier interval of 195 to 145 Myr, the sign of the 
normal G2 cofficient has changed and its magnitude has significantly 
increased (though still remaining less than that of the · norl1lal G3 
coefficient). However, the normal G3 coefficient, in moving forward 
from the earlier interval, appears effectively unchanged. 
For the reversed polarity field, data are combined with those for 
the period «of llO to 80 Myr, and the results are discussed below. 
(3) The time interval of llO to 80 Myr; noted in section 4.3 .1 to have 
been a period of long normal polarity state with very low reversal 
frequency. 
For this time interval, the normal G2 coefficient is almost exactly 
the same as the norl1lal G3 coefficient, unlike for the other time 
intervals. Results for the reversed polarity field are obtained from 
data for the period of 80 to 140 Myr, and show that the reversed G2 
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coefficient is also almost exactly the same as the reversed G3 
coefficient. The signs of the G2. coefficients for both polarity states 
are changed from ·those of the previous interval, and their magnitudes 
are increased. On the other hand, the magnitudes of the G3 
coefficients for both polarity states are decreased from those of the 
previous interval but remain of the same sign. 
(4) The time interval of 80 to 45 Myr; noted in section 4.3.1 to have 
been a period of sudden change in reversal frequency. 
For the normal polarity state, the magnitudes of the G2 and G3 
coefficients, especially the G2, are decreased from those of the 
previous interval. As for the intervals of 195 to 145 Myr and 145 to 
110 Myr, the magnitude of the G3 coefficient is greater than that of 
the G2 coefficient. However, for the reversed polarity state, the 
magnitude of the G2 coefficient is increased from the previous interval 
and the magnitude of the G3 coefficient is decreased. The G2 
coefficient is greater than the G3 coefficient, unlike the other 
intervals examined. 
(5) The time interval of 45 to 22.5 Myr; noted in section 4. 3.1 to have 
been a period of high but relatively constant reversal frequency. 
For the normal polarity state, the G2 coefficient is changed in 
sign and increased in magnitude, and the G3 coefficient is also 
increased in magnitude (but without a change of sign) compared to the 
values for the previous interval. 
For the reversed polarity state, the G2 coefficient is changed in 
sign (as for the normal polarity state) but decreased in magnitude. 
The G3 coefficient is increased in magnitude without a change of sign 
compared to its value for the previous interval. 
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(6) The time interval of 22.5 to 5 Myr; noted in section 4.3.1 to have 
been a period of continuous increase of reversal frequency. 
For the normal polarity state, the G2 and G3 coefficients are 
decreased in magnitude (but with signs unchanged) from their values for 
the previous interval. For the reversed polarity state, the G2 
coefficient is decreased but the G3 coefficient is slightly increased 
in magnitude from their values for the previous interval. 
As seen in Figure 4-12, the pattern of variation in the G2 values' 
with time for the reversed polarity state is similar to that in the G2 
values for the normal polarity state, though the patterns of variation, 
as determined, are not exactly the same. Also the patterns of 
variation in the G3 coefficients for both the normal and reversed 
polarity states are found to be similar. This similarity of patterns 
of variation between the normal and reversed polarity states is taken 
to have some strong implications, which will be discussed below. 
The magnitudes of the G3 coefficients for each interval are ih 
general greater than those of the G2 coefficients for both normal and 
reversed polarity states. As presented in Table 4-12, the values. of 
the G3 coefficients are statistically more reliable than those of the 
G2 coefficients through time regardless of polarity state, except for 
• 
the reversed polarity field during the interval of 80 to 45 Myr. 
In Figure 4-12, the G2 coefficients (for both polarity states) take 
both positive and negative signs, but the sign of the G3 coefficient 
(for both polarity states) has been unchanged as positive throughout 
the recorded time. 
Table 4-12 also presents results for the ratio of the nondipole 
field to the dipole field, M~m/~, calculated from the listed G2 and G3 
values. The ratio values have been calculated for the normal and 
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reversed states individually, and also combined. The maximum value, 
for both normal and reversed polarity states, is of order 0.12 and 
occurs during the time interval of 45 to 22.5 Myr. This evidence, that 
the nondipole field has never been greater (on a time averaged basis) 
than 12% of the dipole field, gives support to a geocentric axial 
dipole as a good first--order model for the time-averaged paleomagnetic 
field. However, the nondipole field has been persistent enough in 
magnitude to indicate that such an axial dipole model is not a complete 
description of the paleomagnetic field. 
The variation in the ratio MNoiMU with time generally shows a 
similar pattern to that of the G3 coefficients. This similarity is 
consistent with the observation that the G3 coefficient in general 
dominates the G2 cofficient in magnitude, and thus dominates the value 
of the MNnlMDratio, asdiscussed in section 4.;2.4.2. 
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4.4 Discussion 
4.4.1 Comparison of the variation in the Gauss coefficients with 
the variation in the characteristics of the paleomagnetic field 
In this section, the variations in the zonal Gauss coefficients are 
compared with the characteristics of the reversal frequency pattern of 
the paleomagnetic field. A comparison with other characteristics of 
the paleomagnetic field, such as paleosecular variation, will be 
carried out in Chapter 5. 
As can be seen in Figure 4-12, during each time interval (divided 
according to the reversal history characteristics) the paleomagnetic 
field has exhibited its own distinctive features in the patterns of the 
Gauss coefficients, as discussed in section 4.3.2. There is evidence 
that, when changes in reversal frequency characteristics have occurred 
in the paleomagnetic field, the field has also shown distinctive 
changes in its Gauss coefficients. 
For the time intervals of 80 to 110 Myr .and 145 to 195 Myr in which 
the paleomagnetic field has zero or very low reversal frequency, the 
values of the G2 and G3 coefficients .for normal polarity are sinlilar to 
those values for reversed polarity, respectively (refer to Figure 4-13 
and Tables •4-13 c and e). For the time interval of 22.5 to 45 Myr in 
which the reversal frequency remains constant, though the reversal 
frequency is relatively high, the values of the G2 and G3 coefficients 
for normal polarity are also similar to those for reversed polarity, 
respectively (refer to Figure 4-13 and Table 4-13 a). For the time 
intervals of 5 to 22.5 Myr, 45 to 80 Myr, and ll 0 to 145 Myr in which 
the reversal frequency has fluctuated, the G2 and G3 coefficients for 
the normal polarity appear to be different from those for the reversed 
polarity (refer to Figure 4-13 and Table 4-6a, 4-13b and 4-13d). As 
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mentioned in section 4.3.4.1, the results (Table 4-13 d) of a 
hypothesis test for the time interval of llO - 145 Myr were taken to be 
unreliable. 
This evident correlation of stability in reversal frequency with 
symmetry in the Gauss coefficients determined for the normal and 
reversed polarity states, may be a major contribution to understanding 
the changing nature of the paleomagnetic field over geological time. 
Further discussion of the results of this chapter will follow in 
Chapter 6. 
4.4.2 Comparison with previous results of other analyses 
As mentioned in section 1. 2 .1, most previous spherical harmonic 
analyses (Benkova et al., 1973, Creer et al., 1973, Wells, 1969, 1973, 
Wilson and McElhinny, 1974, Adam et al., 1975, Merrill and McElhinny, 
1977) except Coupland and Van der Voo (1980) have been limited to 
Qua ternary field, and at most back to the Upper Tertiary (Neogene) 
field, due to the significant effect of plate tectonics on 
paleomagnetic data prior .to the Neogene period. Coupland and Van der 
Voo (1980) have analysed paleomagnetic data of mixed polarity from 
Recent back to 130 Myr ago, after correcting for plate tectonic 
effects. 
Thus, in this section, the present results for the combined 
polarity data (in Table 4-12) can be compared with other results back 
to 130 Myr ago. Coupland and Van der Voo (1980) analysed the field for 
the last 55 Myr, according to its polarity. Coupland and Van der Voo 
divided their data into two groups: one is called 'predominantly 
reversed' data based on 50% or more reversed polarity samples, and the 
other is called 1 predominantly normal 1 data based on less than 50% 
reversed polarity samples. However such data sets still represent 
mixed polarity, and so the results obtained are not directly 
comparable to the results of separated polarity fields obtained in the 
pre$ent work. In this section the present results for the combined 
polarity field (in Table 4-12) are compared with other results back to 
130 Myr ago. 
As mentioned in section 2.1.4.2, the signs of the G2 and G3 values 
as given in Coupland and Van der Voo are defined and interpreted in an 
opposite sense from that of the present work (that is, Coupland and Van 
der Voo take 0 ~ = -1), thus the signs of their results have been 
changed for the present. comparison. Coupland and Van der Voo divided 
their paleomagnet.ic data into different time intervals from those of 
this thesis; they also divided the data into two different sets, termed 
'extended' and 'restricted', according to certain data selection 
criteria. In this section the results of the restricted data set of 
Coupland and Van der Voo are compared wi.th the results of the present 
thesis, since the data selection criteria adopted here are comparabl~ 
to the selection criteria for the restricted data of Coupland and Van 
der Voo. The results of Coupland and Van der Voo (1980, Table 4) are 
plotted with the present results in Figure 4-14. 
One of the main differences between the present results and the 
• 
results of Coupland and Van der Voo is that for the present work, the 
G3 coefficients were found to be persistent with time, and larger than 
the G2 coefficients (except during the time interval of 80 to llO Myr 
in which both magnitudes are the same). During the time interval of 45 
to 80 Myr, the G3 coefficient in the present results was reduced in 
magnitude, having decreased from an earlier significant value. 
On the other hand, Coupland and Van der Voo obtained the result 
that the G3 coefficient over the time period 0 to 50 Myr was important, 
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Fig. 4-14 The variation in the G2 and G3 coefficients of the combined 
polarity data. 
The closed symbols (star for the G2 and square for the G3) .represent the 
present results, and corresponding open symbols represent the results of 
Coupland and Van der V oo ( 1 980) • Note that as mentioned before in this 
thesis (section 2.1.4.2), the signs of the Coupland and Vander Voo results 
have been changed to render them consistent with the definition of G2 and 
G3 as taken here. 
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but that for times earlier than 50 Myr ago the G3 coefficient was small 
and unimpo-rtant. Ho-wever in their study for tim~s earlier than 50 Myr 
ago, Coupland and Vall der Voo concluded that their results for the G3 · 
coefficient were not statistically significant because the detection of 
th,e G3 coefficient depended on a contrast in /11 values between northern 
and southern hemispheres, and their data compilation was limited by the 
presence of only very few results from the southern hemisphere. 
In the present work, as shown in Tables 4-7, 8, · 9, 10 and 11 in 
this thesis, there are abundant data from the southern hemisphere for 
the time intervals earlier than 50 Myr; in fact more data than for the 
time intervals from 50 Myr ago to. present. Inspection Qf these tables 
and Figure 2-l(f) leads to a fav.out'able argument ,for the persistence of 
the G3 c'O.efficients through time. Thus the insignificant G3 
co-efficient for the times earlier. than 50 Myr. ago in the Coupland and 
Van der Voo analysis iS interpreted here to be due to a deficiency in 
the data an:;tlysed for those time intervals; compare the numbers of clata 
analysed in this study (Table·4"'"':7, 8, 9, 10 and 11) with those 
described in C0upland an<l Van der Voo .(their Table 4). 
Benkova et al. (1973) analysed a compilation of paleomagnetic data, 
in which averages were taken of the results from all sites contained in 
units of 10° x 10° in present day geographic latitude and longitude 
• respectively. The work of Benkova et al. (1973) reported separate 
analyses for the Quaternary, Neogene, Jurassic, Triassic, Permian and 
Permo-Carboniferous periods. HoM7ever, corrections for plate tectonic 
eff.ects were not carried out; and so only the results of the Neogene 
data (based on 21 values after geographic averaging) in Benkova et al. 
(1973) are now compared with the present results. Benkova . et al. 
(1973.) analysed their Neogene data in terms of eight spherical 
h . f d d ( 0 1 1 0 1 2 ·h1 amon:tcs o egree one an two that is ~, g1 , hJ:, g2 , g2 , g2 , 2 and 
ittt'Wt f fr t ff'f 
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hi) without restricting themselves to. zonal luirmonics only {i.e.· axial 
symmetry). The authors obtained large nonzonal Gauss coefficients. 
The values of the Gauss coefficients determined by Benkova et al. 
(1973) are presented in Table 4-14. 
Creer et al. (1973) also analysed an upper Tertiary paleomagnetic 
data set· (of 61 individual results). From this data set they obtained 
12 regional mean values on the. basis of grouping tl)e 61 individual 
results into 12 geographic regions on the present geographic map. Like 
Benkova et al. (l973), Creer et al. (1973) also adopted a field model 
comprising eight harmonics of degree on.e ·and two. The. results of Creer 
'-
et al. (1973) are given in Table 4-14. Note that Creer et al. (1973), 
like Benk.ova et al. (1973}, obtained some relatively large values for 
nonzonal coefficients; however, little consistency. is apparent between 
the tWo sets of results. 
The results of Benkova e.t. al. (1973.} and Creer et. al. (1973) are 
not directly cotnparable to the results of the present work because 
values are calculated for different sets of harmonic coefficients. 
. 0 ... . 0 
However the pttu~ent results (#)r ··S2· and g3) a:JOe considered. preferable 
as a representation of the paleo111agn.etic field to those of Benkova et 
al. (1973) and Creer et al. (1973) on the grounds that: 
(1) BEimkova et al. (1973) and Creer et at .. (1973) disregarded the zonal 
octapole term which has been shoWil in the present work to be important. 
(2) They adopted a simple method of averaging .data geographically, in 
present day geographic coQrdinates,.without sufficient con$ideration of 
the accuracy of individual data values, and particularly of the effec.ts 
of plate tectonic movements. 
~ (3) They analysed less data in number than in the present work. 
( 4) As noted, there is little consistency apparent between the two sets 
of results. 
-----------------;-"'------------------------------,----.------------..... -----
coefficient This study 
(5-22.5Myr) 
Benkov a et, al.l973 
(1..8-22.5 Myr) 
Creer et aL 1973 
(0-22. 5 Myr) 
(a) (b) 
----o-----~----------------... -------.---------------~----..;.---·~-------;.... 
g2 -o.039 -0.003 -o.096 -0.068 
0 
+0.111 g3 ------
_""""' ___ 
'---~-
1 
gl -------- -0.032 -o.027 +0.009 
1 
-o.l50 +0.049 +0.037 g2 ----
2 
-o.001 +0.018 -0.007 g2 -----
hl 
----- -o.us -o.058 -0 .. 026 1 
hl 
----- +0.087 +0.095 +0 .089 .. 2 
h2 
------ +0.074 +0.023 +0.010 2 
--------------~----------------.-------.------~------------.-----1"'!'~~----
Table 4-14 Comparison of the present work with or:her previous results of 
. . 
spherical harmonic analysis of the paleomagnetic field. 
The values in braqkets. represent the. time interval covered by the. study 
in qttestion .• (a) represents the results .obtained from 61· indiv:ldual da.ta. 
and (b) represents the resttlts from 12 regionally grouped mean data. All 
coefficient.s are normaliset! by .division by the axnU dipole te:tt~ g~ •. 
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CHAPTER 5. 
SECULAR. VARIATION OF '1'11£ PALKOMAGRETIC l.C'IELD FOR THE .LAST 
195 MILLION YEARS 
5.1 Introduction 
.. 5 .1.1 The paleosectilar variation 
As described in section 1. 1. 4, the full spectrum of the variations 
with time of the geomagnetic field can be divided into three frequency 
bands ('high', 'medium'~ and 'low') to cover time scales of variation 
of the paleomagnetic field · ( 'paleosecular variation'). The secular 
variation typically has a . .time constant in the range 103 . - 104 years, 
and is .classified as part of the medium frequency band of Cox,. (1975) ~ 
. . 
The study of such ~ecular ··.variation by paleomagnetism is based on 
the assumption that site mean dHections for a rock unit represent 
'.spot• readings' of the g~omag·;netic field, appt::o}>riate to the particular 
tim~ at which the. roc·k unit obtained its magnetisation. 'If this 
assumption is valid, differences between such individual spot readings 
will qe some measure of the character of changes which have occur.red in 
the geomagnetic field. In this study igneous rock samples have been 
taken to satisfy the assumpt.ion, on the basis that (1) the time needed 
for a rock sample a.t a site to cool ·through its magnetic blocking 
temperature is negligible compared to· the time needed for. a whole rock 
sequence to be magnetised (Irving~ 1964); and (2) the mag.netisation 
time .for a site is short compared to the time needed for significant 
changes to have occurred in the geomagnetic field. 
Generally, geomagnetic secular variation might be investigated by 
the following two methods: 
(1) The direct examination of the variation of magnetisation direction 
(or corresponding VGP position) from rock uni,ts in a known time 
sequence; 
(2) ,The comparison on a statistical basis of the different scatter in 
magnetisation directions. (or in VGP positions) of different .rock units 
of different ages. 
However regarding method (l) it is generally not possible to 
. • . i ' ' ~ 
obtain, for a long time interval, a goo.d compr.ehensive record of spot 
readings. Even for a relatively short time. interval, · as mentidned in 
Irving (1964), due to the discontinuity in igneous activity such spot 
\, 
readings usually form at best a fragmentary_ record. Thus this method, 
is not applicable to the purpose of·· the present work, which is to 
investigate global phtmomena of paleosecular variation for the last 195 
Myr. 
Method (2) is thus adopted·- in this thesis. The paleosecuiar 
variation which occurred dur:ing .. the ma.gnetisation time of a particular 
rock unit can be represented in ter111s o-f the angubr dispersion about 
their mean, of the measured site mean directions of the rock unit. 
This angula.r dispersion is commonly measured as the angular standard · 
deviation based on a Fisherian distribution. By comparing the 
statistical measure of angular. dispersion for different periods, the 
paleo secular variation with time can he investigated. The details of 
this statistical method. are discussed in section 5. 3. 
In section 2 .1. 1, it was noted that the has i.e method of sphet:ical · 
harmonic analysis (as commonly applied to the present geomagnetic 
field) cannot be applied to analyse the paleomagnetic field, due to the 
necessity of time-averaging the available paleomagnetic data. 
Similarly, the basic method used to study the secular variation of the 
I . 
present or lrlstori.c geomagnetic field cannot be used to study the 
secular variation--of_ the paleomagnetic field, for reason of the same 
restriction: that it is necessary to time-average the available 
paleomagnetic data. 
5.1.2 Distribution characteristics-of paleomagnetic data 
A statistical analysis of the paleosectilar variation_ is based · on 
the assumption that either_ field. magnetisatio.n directibrts or 
corresponding VGP 1 s _satisfy a Fisherian distribution; that is, either 
the magnetisation directions or the VGP 's from a rock formation . or a 
series of lava ·flows are circularly distributed around their mean 
direction or pole. The d.etails of a· Fishei'ian distribution are 
discussed in Appendix 2. 
On this question of ci:rcu].arity of. distribution, several previous 
studies (such .as Creer et al. , 1959, Cox, 1970; and Baag and Helsley, 
1974 b), .sho·wed that ·· in genera.! the. distribution . of . magnetisation 
dire.cti.ons is not" circu.lar (but I"atheli el:liptical); and . that the 
distribution of corresponding VGP 1 s is nearly circular. Brock (1971) 
2 
.concluded from a X test for circularity (applied .to. both 
magnetisation directions and VGP positions of East African volcanic 
data) that the shape analysis of such distributions is sensitive to the 
chotce; and orientation of class . boundaries iri the X 2 test, and that 
the result of such a t.est is thus not conclusive. 
In the present work, an inspection of the previous studies of Creer 
et al. (1959), Cox {1970), Brock (1971), Baag and Helsley (1974a), and 
McElhinny and Merrill (1·975) leads to the choice of scatter in VGP' s 
(rather than scatter of magnetisation directions) as being most nearly 
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· Fisherian; thus the analysis of the paleosecula:r variation iri this 
thesis now proceeds on the basis of scatter inVGP positions. 
Several test statistics have been suggested for the 'shape 
2 
analysis' of data distributions; for example the ' X goodness ·of fit 
test' (Watson and Irving., 1957), the 'dipole moment test' (Brock, 
1971), the 'moment of eigenvalues test' (Bingham, 1964, Mardia, 1972), 
A A 
·the 'k and. k met.hod' (Baag and. Helsley, 1974b), and the 'eccentricity 
o m 
test' (Engebretson ·and Beck, 1978). These statistics will be further 
discussed in section 5.3.2 for the shape analysis of the distribution 
of VGP' s which are analysed in this work. 
In this thesis, the angular dispersions of VGP' s are calculated 
from two. different setsof VGP'·s: (1) VGP's are calculated by using a 
geocentric .axial dipole field model (to be denoted VGP1); (2) VGP' s are 
also calculated by uSing a field< mod.el comprising dipole, quadrupol.e 
and oct;apole term:s with the G2 and · G3 coefficients determined in 
Chapters 2 and 4 (to be denoted VGP2}. By comparing two- sets of 
results from VGP 1 's and VGP2 's, the. significance of the higher-d-egree 
zonal terms can be eXall.lined • 
5.1.3 Models 9f pale9seeularvariation 
• 
Any observed angular dispersion Of VGP' s with time might be caused 
by changes in either or both of the dipole and nondipole components of 
the paleomagnetic field, (bearing in mind the possible physieal 
artificiality of separating the field in this way). Several studies 
have proposed models, based on separate dipole and nondipole component 
contributions, to account for such observed angular dispersion. These 
models are summarised in Table 1-1 above, and will be checked for 
consistency with the results of thepresent work in section 5.5. 
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As mentioned in section 1. 2. 2, none of the previous paleo secular 
variation ·studies has analysed global data of separated normal and 
reversed polarity for the paleomagilet.ic field earlier than 5 Myr ago. 
In this thesis, the global data of separated normal and reversed field 
for the last 195 Myr will be analysed in terms of angular dispersions 
of VGP' s, to investigate 'global features of paleosecular variatie>n with 
time and with respect to polarity. The latitudinal dependence of such 
angular dispersions will be · analysed us.ing the . paleolatitude as 
determined in Chapter. 3 for the sampling sites. Also the results of 
paleosecular vat:iafion with time will be examined ·f:ar correlation with 
other variations in the paleomagnetic field, such as changes in 
reversal freq\lency and variation in the Gauss coefficients with time. 
I 
l· 
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5.2 Data 
As mentioned in section 5.1, in this work only data from igneous 
rocks have been taken, on the basis that a site mean of such ·igneous 
data can satisfy the criteria of being a 'spot reading' of the 
geomagnetic field better than a site mean of data from sediments. It 
is not expected that data from sediments can clearly represent spot 
readings of the field, because of (i) the long times needed for the 
deposition of sediment beds; (ii) the possible existence of 
discontinuities in sedimentation; and (iii) the unknown actual times 
for sediment magnetisation. 
Among those study mean values used in Chapters 2 and 4 for 
spherical harmonic analysis, the data from igneous rock sequences have 
thus been selected. The original papers which .published those study 
mean values were searched to obtain the information of site mean values 
used (by the authors of the papers) in the calculation of such study 
mean values. If details of such site mean values were not available, a 
study had to be discarded. 
The following data selection criterion has been applied to the data 
thus compiled: the number of site mean values for a study should be 
more than 10, and the number of samples used in the study should be 
• 
more than 30. This criterion was employed to ensure that a result 
obtained from such site mean values can be taken confidently as 
representing the paleosecular variation during the time covered by the 
study. 
Some exceptions to the criterion were made for studies based on 
less than 10 sites (say from 7 to 9 sites), for which however the 
number of samples exceeded 30. Some data which were reported in 
different studies, but which belonged to the same time span and the 
same paleolatitude, were combined so as to satisfy the selection 
criterion. 
The data satisfying this criterion were divided into the same time 
intervals based on the reversal frequency characteristics as given in 
section 4.3. These time intervals were adopted again in order to be 
able to compare paleosecular variation characteristics with reversal 
frequency characteristics, and to compare the paleosecular variation 
with the variation through time of the Gauss coefficients determined in 
Chapters 2 and. 4. 
Table S-1 presents the data divided into the 'reversal frequency' 
time intervals, and also into categories of normal and reversed 
polarity states. Table 5-2 shows the geographic distribution of the 
data according to sampling site paleoposition. In this distribution a 
unit of the geographic grid is taken as to be of size 20° in (absolute) 
paleolatitude by 45° in (relative) paleolongitude. 
Table 5-1 Data for the paleosecular variation study divided into the 
'reversal frequency' time intervals. 
(Myr) 0-5 5-22.5 22.5-45 45-80 80-110 110-145 145-195 
normal 55 26 10 l3 8 5 4 
data (1479) (729) (127) (175) (119) (69) (74) 
reversed 33 31 17 10 4 
data (834) (677) (394) (286) (52) 
The number of data represents the number of study mean values. The 
number in brackets represents the number of site mean values involved 
in calculating the studymean values • 
• 
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(a) time interval of 0 - 5 Myr 
90 270 360 
5N(210) 
5R(200) 
60 
2N(40) 1N(15) 1N(53) 2N(44) 
2R(22) 1R(9) 1R (51) 
40 
4N(54) 2N(57} 1N(9) 2N(25) 2N(7) 3N( 121) 
3R(83) 2R(33) 3R(67) 3R(67) 2R(62) 
20 
5N(101) 1N(23) 4N( 198} 2N(60) 
2R(37) 1R(46) 
0 
4N(115) 2N(27) 1N(16) 2N(29) 
2R(63) 2R(16) 
20 
2N(41) 3N(89) 1N(54) 
2R(21) 2R(57) 
40 
1N(16) 2N(75) 
60 
s 
(b) time interval of 5 - 22.5 Myr 
1N( 173) 6N(197) 
1R(45)) 5R(217) 
60 
7N(117) 5N(90) 
8R(166) 7R(107) 
40 
2N(59) 1N(8) 1N(9) 1N(43) 
1R(10) 1R(7) 2R(28) 1R(17) 
20 
1N(14) 1N(19) 
1R(8) 3R(62) 
0 
1R(10) 
20 
40 
60 
s 
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(c). time interval or 22.5 - 45 Myr 
90 270 360 
60 
3N{40) 
2R(41) 5R(83) 3R(198) 
40 
1N(9) 1N(6) 1N(9) 1N(32) 
4R(38) 1R(14) 
20 
0 
2N(14) 
2R(20) 
20 
40 
1N(17) 
60 
s 
(d). time interval or 45 - 80 Myr 
1 N( 13) 
60 
1N(35) 2N(22) 
4R(221) 1R(6) 
40 
1N(13) 
1R(17) 
20 
• 
0 
1N (12) 
1R(7) 
20 
40 
60 
s 
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(e) time interval of 80 - 110 Hyr 
90 270 360 
60 
1N(21) 1N(20) 
40 
20 
0 
1N(9) 
20 
2N(22) 
40 
1N(11) 1N(23) 
60 
1N(13) 
s 
(f) time interval of 110 - 145 Myr 
' 
60 
1N(13) 1N( 10) 
40 
1N(14) 
1R(10) 1R(10) 
20 
0 
1R(21) 
20 
1N(12) 1N(20) 
1R(11) 
40 
60 
s 
0 lat ( ) 
N 
60 
40 
20 
0 
20 
40 
60 
s 
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(g) time interval of 1ij5 - 195 Myr 
90 270 360 
1N(19) 
1N(15) 
1N(15) 
1N(25) 
Table 5-2 The geographic distribution of the data used in the 
paleosecular variation study, for the different time intervals. A 
latitude value denotes an absolute paleolatitude determined and a 
longitude value denotes a relative paleolongitude, as discussed in 
section 3. 3. 1. N and R denote normal and reversed polarity data. 
Numbers of study mean values given for particular ranges are followed by 
numbers of site mean values in brackets • 
• 
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5.3 Method and Results 
5.3.1 Introduction 
The angular dispersion of VGP' s can be represented by an angular 
standard deviation which is a measure of the spread of the distribution 
about the mean. If· the VGP's in question satisfy a Fisherian 
distribution, and their true mean pole position is known, the best 
estimate K of the precision parameter k is given by 
K = N 1 (N - R cos e > 
where N is the number.of unit vectors of which the resultant vector has 
length R, and e is the angle between the true and estimated mean pole. 
When the true mean pole position is unknown, K is given by 
K = (N - 1) I (N - R) 
Then, (for angles quoted in degrees), h b . s2 t e est est1mate of the 
variance of the distribution is given by 
Thus the angular standard deviation S can be estimated as the 
(positive) square root of the variance. 
In most paleo secular variation studies, the following two different 
angular standard deviations are used: 
(1) The angular standard deviation 6 proposed by Wilson (1959) is 
defined as 
-1 
cos (RIN) (5 .1) 
N 
where R = 1: cos e. 
1 i 
ei = the angle between the ith unit vector and the mean 
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N = the number of unit vectors 
This quantity o is the analog of the square root of the maximum 
likelihood estimate of the variance for a nori!lal distribution, (note 
that a Fisherian distibution is analogous to a two-dimensional normal 
distribution). 
(2) The angular standard deviation ST proposed by Cox (1969b). ST is 
defined as 
s = 
T 
N 
l: 
i 
e: I (N-1) 1112 
1. 
(5 .2) 
where ei and N are the same as in (5.1) above. The quantity ST is the 
analog of the square root of the unbiased estimate of the variance of a 
normal distribution. 
The substitution of (N-1) for N corrects for the consistent 
tendency to underestimate the variance when N is of small size (Baag 
and Helsley, 1974b). Cox (1969b) showed that for N > 10, the 
quantity ST given by (5. 2) can be used as an unbiased estimate of the 
angular standard deviation s. 
Since the data selection criterion of N > 10 was adopted in the 
present work, the angular standard deviation ST given by (5.2) above is 
used here as the best estimate of angular dispersion of the VGP' s about 
• 
their mean. 
5.3.2 Shape analysis of a data distribution 
As discussed in section 5 .1. 2, in this work a distribution of VGP' s 
about their mean is assumed to be Fisherian. In this section the 
validity of such an assumption is now investigated by analysing the 
shape of a typical distribution of VGP's. For such an investigation 
some test statistics are first reviewed in order to select two 
appropriate test statistics which will be applied to some 
representative VGP data taken from the compilation of section 5.2. 
2 Watson and Irving (1957) proposed the ' X goodness of fit test' 
for data analysis. As Brock (1971) pointed out, the statistic X 2 in 
the 2 test depends on the selection and orientation of class X 
boundaries, and the x2 test may be effective if the sample size is 
equal to or larger than 70. 
Brock (1971) proposed the 'dipole moment test' in which a test 
statistic P of dipole moment is given by 
p 
[ ( L: X~ - E ~ ) 2 + 4 ( EX. Y. ) 2 J 112 
· 1 .Y1 · 1 1 ---~-----~---------~---------------L:X~ + L:Y~ 
i 1 i 1 
and the orientation of the ellipse about X axis is given by 
tan 2 a 
2 t: X. Y. 
. 1 1 ----~------------2 2 L: X. - L:y. i 1 i 1 
(5. 3) 
(5. 4) 
where X. and Y. denote the two mutually perpendicular components of 
1 1 
each unit vector (here corresponding to individual VGP position) on an 
orthographic projection, which is centred at the mean pole. If a set 
of VGP data has a Fisherian distribution, P will be zero. 
Engebretson and Beck (1978) proposed the 'eccentricity test' which 
is based on the fact that, if a data set is circular, the 'moment of 
inertia' of the data set will be constant. The test statistic e 
(called eccentricity) is defined as 
e = ( 1 - A 2 I A 1 )1 12 (5. 5) 
and the ratio r of major to minor axes of the ellipse is given by 
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r = ( A 1 I A )1 12 2 (5. 6) 
where \ and A 2 are the greatest and least moments of inertia for a 
data set, and are given by 
A 1 = ( A+ B + [ (A-B) 2 + 4c 2 ] 112 ) I 2 
A 2 (A+B-[(A-B)2 +4C2 ] 112 )/2 
where A = 2 L:X.,B= 
i 1 
2 L: Y. and C = 
i 1 
L: X.Y .• i 1 1 
quantities as in the dipole moment test. 
X. and Y. denote the same 
1 1 
If the data set has a 
Fisher ian distribution the r value will be unity, and in turn e will be 
zero. The angle cp , between the axis of the least moment of inertia 
and the X axis, is given by 
tan 2 cp = 2C I (A-B) (5. 7) 
The angle cp is equivalent to the angle a for the dipole moment test. 
In this section, the 1 dipole moment test 1 and the 1 eccentricity test 1 
statistics were employed to examine the circularity of a particular PSV 
data set. ,J!or an exploratory test, data distributed from 20° to 30° in 
both hemispheres were drawn from the normal and reversed polarity data 
sets for the last 5 Myr. This data selection was made merely because 
there were abundant data from the latitude zones of 20° - 30° in both 
hemispheres. 
To plot the individual VGP positions on an orthographic projection 
for which the mean pole coincides with the centre of the X, Y 
coordinate system, a mean pole was first calculated from the individual 
VGP 1 s. For the normal polarity data, the mean pole was obtained as 
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0 0 (89.1 N, 121.1 E) and for the reversed polarity data the mean pole -was 
0 0 
obtained as (88.7 N, 241.6 E). Applyingthe same rotations as required 
to shift these ( l'lormal and reversed) mean poles in turn to the centre 
of the coordinate system, (refer to Figure 3-2), the individual VGP' s 
were then plotted (normal and reversed data separately) on the 
orthographic XY plane. A unit weight was given to each VGP position, 
and the test statistics of the 'dipole moment test' and the 
'eccentricity test' -were calculated from equations 5-3, 4, 5, 6 and 7, 
using the X and Y positions of the individual VGP' s after rotation as 
described. The results of this exercise are presented in Table 5-3. 
·In the table, the small P statistic values and the order-unity r 
statistic values are taken as evidence that the distributions of the 
VGP data analysed are approximately Fisherian. 
5.3.3 Calculation of angular dispersion in the paleomagnetic field 
To estimate the angular dispersion of a set of VGP' s, it is 
necessary to know the values of the parameter ei, which is the angle 
between a particular VGP and the mean VGP. In this work, for the last 
5 Myr, the position of the mean VGP is taken as the position of the 
north geographic pole. For time intervals earlier than 5 Myr ago, the 
position of the composite African plate (as described in section 3. 2) 
was set, relative to the north geographic pole, by first determining a 
mean paleomagnetic pole for the whole of the composite plate; and then 
second by performing an 'absolute reconstruction' to cause the mean 
paleomagnetic pole and the geographic pole to coincide. 
Now, to estimate angular dispersion, for time intervals earlier 
than 5 Myr ago the north geographic pole (after the absolute 
reconstruction of the composite plate) is taken as the position of the 
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-----~-----~------------------~----~-------------------~------~--~---~-
the dipole moment test 
· dipole orientation 
moment (P) angle (a. ) 
the eccentricity test 
eceentri- ratio of orien-
city(e) axes (r) tation 
---------------------~--------------~-----------------------------------
normal data 0.15 8.5° 0.51 1.16 
(390 site means) 
reverse data 0.44 0.78 1.60 
(311 site means) 
__ ...__~ .. -----------~----·----·-~-----...,.;--------------------...._------------~----
Table 5-3 Test statistics of the 'dipole moment test' and the 
'eccenticity test' for the shape analysis of the paleosecu.lar variation 
data. The data are for the 20°-30° latitude zones in· both hemispheres, 
drawn from among the data compiled for the last 5 Myr. The orientation 
angles are measured counterclockwise from the (positive) X axis in the 
orthographic projection described in the text. The orientation of the 
(positive) X axis is such that it is in the direction of the 180° 
meridian of longitude • 
• 
i 
I 
true mean paleomagnetic pole. Thus, estimates of 
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e . are made as the 
1 
angles between the different VGP's and the north geographic pole. 
5.3.3.1 Calculation of VGP1 positions based on an axial dipole field 
model 
From· the data set of separated polarity compiled in section 5 .2, 
VGP' s (denoted VGP 1 ) were determined appropriate to the . present-day 
positions .of. the sampling sites, by using the conventional equations 
for a geocentric axial dipole field model (refer to McElhinny, 1973, 
p25) 
For data of the most recent 5 Myr, such VGP 1 positions were ·taken 
without further modification. For data older than 5 Myr, it was 
necessary to modify such VGP1 determinations by .movements appropriate 
to the shifting of the present-day positions of the sampling si.tes back 
to the paleopo13itions .of· the .. sampling sites. 
For such modificad<;>n (to move VGP1 positions to 'absolute 
coordinates' with respect to. the earth's spin axis), the same rotations 
were used as were applied to the sampling sit~s in sections 3.2.3 and 
3.3.3. It will be remembered that this process comprised a relative 
rotation to return a VGP1 into its 'relative position' (to be denoted 
'relative VGP 1 ') with respect to the reconstructed African composite 
plate; and then as absolute rotation to return such a relative VGP1 
into its 'absolute position' (to be denoted 'absolute VGP1 ') with 
respect to the earth's spin axis. The difference between the process 
as applied in sections 3.2.3 and 3.3.3, and here, is that in sections 
3.2.3 and 3.3.3 the data rotated were 'study mean' values; whereas in 
the investigation of paleosecular variation the data rotated are 'site 
mean' values. 
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Among such absolute VGP1 1 s thus determined, if their absolute 
latitudes were lower than 50° 
' 
the VGP1 's were discarded as being 
unreliably scattered from their mean. Such large scatter might result 
from transitional behaviour of the paleomagnetic field' when changing 
polarity from normal to reverse or vice-versa, and it has been 
considered desirable to exclude the effect of such transitional 
behaviour from the present study of the paleosecular variation. The 
selection of 50° as a cutoff value was based on the observation that 
most of the VGP 's of lower latitude in the present compilation lie in 
the latitude range of 45° ··"' 50°, in a way which suggests that such 
large departures from the pole are not according to a Fisherian 
dist.ri bution. Indeed,_ the suggestion of Wilson et al. (1972) · is 
attractive, that the concentration of VGP 1 s in this latitude band 
corresponds to some transitional characteristic of the geomagnetic 
dynamo. 
In the present work., for the last 5 Myr there were 21 VGP's of 
latitude lower than 50°; but among these 21 VGP 1 s only two were o:f 
latitude lower than 45°. Thus, if the latitude value of 45° 
' 
which is 
customarily used in PSV studies (refer to Watkins, 1973, Harrison, 
1980 ), were adopted as a cutoff value, most of the VGP' s of lower 
latitude would be included in calculating angular dispersion. To check 
• 
the difference in angular dispersion caused by employing latitude 
val\,les of 45° or 50° as a cutoff, a study of Colombi.a River lavas 
results aged 14 Myr was taken as an example. Among 17 site mean values 
. . 0 
for the Colombia River lavas, there were 2 VGP 1 s lying between 45 and 
50° in. paleolatitude. 0 When a cutoff value of 45 was applied to a 
selection of the reliable VGP' s, the resulting total angular dispersipn 
of VGP 1 was obtained as 25.6°. When a cutoff value of 50° was applied, 
0 the total angular dispersion for that study was obtained as 21.8 • 
The latitude cutoff value can therefore have a significant effect. 
The results of the present work are thought to be improved by adopting 
'' 0 
the latitude cutoff value of 50 , with the intention of thus removing 
geomagnetic transitional effects from the paleosecular variation study. 
5.3.3.2 Calculation of VGP 2 positions based on a model comprising 
axial dipole, quadrupole and octapole fields 
From the same data set (of site mean values) as used in section 
5.3.3.1, a different set of VGP's (denoted VGP2 ) was calculated based 
on a model comprising dipole, quadrupole and octapole fields and using 
the G2 and G3 coefficients determined for each time interval in section 
4. 3. The detailed procedure to determine a VGP 2 now follows, in two 
steps 
(1) First, the value of magnetic colatitude ( 8 ) is determined for a 
Particular site mean value of inclination (I ) using values of the 
obs ' 
G2 and G3 coefficients appropriate to the age of the data, as found in 
section 4. 3. The method followed for finding e is one of I least 
squares', and is based on the following equation 
2cose + 1.5G2(3cos2 e-1) + 2G3(5cos3 e-3cos8) 
tan(I b ) = -----------------------------------------------
0 s sin 8 + 3G2sin 8 cos 8 - 1.5G3sin 8 (1-Sco/ 8 ) 
The method followed determines the values of the right~hand side of 
the equation for a range of different values of e, and then selects 
that value of e which minimises the squares of the difference between 
the left-hand and right-hand sides of the equation. 
(2) Once such a colatitude value 8 which gives the best fit to the 
lobs value is determined, the VGP2 position is calculated with this 8 
value by using the same procedure as was followed in calculating a VGP1 
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position in section 5.3.3.1. 
Similarly, as for the VGP 1 determination, a latitude cutoff value 
of 50° was applied. 
5.3.3.3 Calculation of total angular dispersions ST and ST from VGP1 
1 2 
and VGP 2 positions 
Each angular distance 8 i between such an absolute VGP 1 and the 
geographic pole, or between such an absolute VGP 2 and the geographic 
pole, is then a measure of angular dispersion of the appropriate site 
mean value, taken as a geomagnetic field 'spot reading' . Then the 
'total angular dispersion' ST involved in a study comprising N spot 
readings is given by 
N 
l: 
i 
e ~ I (N - 1 ) 1 112 
according to equation (5.2) 
(5. 8) 
In this work two sets of angular dispersion values, denoted ST and 
1 
ST , have been calculated for each study from the absolute VGP 1 and 
2 
absolute VGP 2 positions. These angular dispersion values have been 
calculated for the three cases of (i) normal data, (ii) reversed data, 
and (iii) n1>rmal and reversed data combined. 
5. 3. 3. 4 Calculation of field dispersions SF and SF from ST and ST 
1 2 1 2 
values 
The total angular dispersion for a particular study ST referred to 
in section 5.3.3.3 may consist of two components: the between-site 
·dispersion (denoted by SB) and the within-site dispersion (denoted by 
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(1) The between-site dispersion SB. This dispersion will be due to the 
secular variation of the paleomagnetic field. Between-site dispersion 
could also be caused by any local magnetic anomaly conditions at the 
sampling sites where the rocks cooled; however the correction for such 
-dispersion due to local magnetic anomalies has been found to be 
insignificant in other studies (such as those of Cox, 1969a, Doell, 
1970, and Ellwood et al., 1973). Thus in this work, between-site 
dispersion SB is taken to be entirely due to dispersion in the 
paleomagnetic field, which will be denoted SF. 
(2) The within-site dispersion SW. This dispersion will be due to 
experimental ·errors, such as errors in the orientation and measurement 
of samples. 
In terms of SF and SW, the total dispersion for a particular study 
ST may be expressed as follows (Cox, 1969a, McElhinny and Merrill, 
1975) 
(5. 9) 
where SF (to be found) is the dispersion in the paleomagnetic field for 
a particular study; SW is the within-site dispersion for a particular 
• 
study (which is determined from the angular dispersion of all the 
sample mean values analysed for that study), and is considered to be 
consistent from site to site in basic igneous rock samples (Watson and 
Irving, 1957); and n is the average number of samples measured at the 
sites which together form the 'study!: (the reader is reminded that 
Figure 2-3 explains the relationships between 'samples', 'sites', and 
'studies'). 
In the present work, an SW value for use in equation (5. 9) was 
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taken (where available) as quoted in an original publication on the 
study in question. If such an SW value was not quoted in an original 
publication (as was often the case), then a median value was taken of 
such SW values as were quoted in other studies from within the same 
time interval. 
Such median SW values estimated for each time interval are given in 
Table 5-4. 
Fortunately the uncertainties in the estimated SW values do not 
cause any significant differences in the SF values corrected for the SW 
effect. For example, for the time interval 5 - 22.5 Myr, an SW value 
of 9° (obtained as the median value of a quoted SW range 4.5 - 13.6°), 
gives an SF value of 19.3° for an ST value of 20° and an n value of 2. 
Carrying out the same computation using SW values at each end of the 
quoted range (i.e. 4.5° and 13.6°) gives SF values within 1° of the SF 
value (19.3°) obtained from the median SW value. Such differences in 
the SF values determined are not significant compared to the magnitude 
of SF and to its 95% confidence limits (to be discussed below). 
In this work, using equation (5. 9) to correct for SW effects, two 
sets of SF and SF values were determined from the two sets of ST and 
1 ' 2 1 
ST values based on VGP 1 and VGP2 positions, respectively. 
2 
For and SF values thus determined 
2 
(which will now be 
denoted as 1 study mean SF 1 and 1 study mean SF 1 values), the 95% upper 
1 2 
and lower confidence l~mits were calculated by using the table 
presented by Cox (Table 2, 1969b). These study mean SF and SF values 
1 2 
with their 95% confidence limits will be presented in Tables 5-S, 6, 7, 
8, 9, 10 and 11 of section 5. 3. 4, for normal, reversed and combined 
polarity data, for each time interval given by reversal frequency 
pattern. 
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:rable 5-4 The median va;tues (in degrees) . of the within site dispersion 
SW estimated for the different time intervals. 
-----.------------~---·-------------------------------
normal polarity reversed polarity 
--------------~---------------------------------------------------- . 
Myr quoted range median SW quoted range median SW 
---------------------~-------------------------------------~-------
0-5 4.9-15.6 10 6.5-13.3 10 
5-22.5 4.5-13.6 9 3.7-13.6 8.7 
22.5...;45 8 8 5.5-14.3 10 
45-80 8.8-19.7 14 14 
80;..;110 14 
110 ... 145 14 14 
145-195 14 
-----------------------------------------~---~-----------------------
Notes: (i) For the normal field of the time in~ervals 22.4-45 Myr, an SW 
value was quoted in only one original paper. (ii) For the reversed .field 
of time intervals 45-80 Myr, and generally older than 80 Myr, none of the 
original papers presented SW values. Thus for. these time intervals, in 
0 .. 
the absence of any better informati()n, a value of 14 has been taken, 
this val\.le being simply .the Sw value for the time interval of 45-80 Myr •. 
• 
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5.3.3.5 Calculation of strip mean SF and SF dispersion values and 
1 2 
their 95% confidence limits 
To investigate the latitudinal variation of the study mean SF 
values and to minimise the effect of the nonuniform distribution of 
these values with latitude, a procedure was again introduced here of 
averaging the available study mean SF values over certain widths of 
latitude strip, to give 'strip mean' SF values. Latitude strip width 
was flexible, and was determined according to the amount of data 
available. 
Such strip mean S 
F dispersion values were calculated by the 
following equation (McElhinny and Merrill, 1975) 
Ns Ns 
L: s: (N. - 1) l ( ~ N. - 1 ) ] l / 2 
i 1 1 i 1 
where Si is the ith study-mean SF value in a given strip for which the 
total number of study mean SF values is N , and N. is the number of 
s 1 
site mean values used in calculating the ith study-mean SF value. When 
a given strip comprised only one study-mean SF value, for example the 
normal polarity field of the time interval 22.5 45 Myr, the 
study-mean SF value was taken as a strip mean SF value. 
The 95% confidence limits of strip-mean SF values were determined 
by the same method used for individual study-mean SF values, (by 
reference to the published table of Cox, 1969b). These strip-mean SF 
values and their 95% confidence limits will be also presented with the 
study-mean SF values in Tables 5-5, 6, 7, 8, 9, 10 and 11 of section 
5.3.4. 
To examine the general latitudinal dependence of SF 
1 
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values, strip-mean SF and SF values over combined hemisphere latitude 
1 . 2 
strips were also calculated, where data were available from the 
southern hemisphere. These combined hemisphere SF and SF values and 
1 2 
their 95% confidence limits will also be given in tables to be 
presented in section 5.3.4. 
5.3.4 Presentation of results 
The individual study mean SF and SF values (determined in section 
1 2 
5.3.3.4) and the strip mean SF and SF values (determined in section 
1 2 
5.3.3.5) are now presented with their 95% confidence limits in Tables 
5-5, 6, 7, 8, 9,10 and 11 for each time interval. 
The strip mean SF 
1 
and SF values are also 
2 
paleolatitude in Figures 5-1, 2, 3, 4, 5, 6 and 7 • 
• 
plotted with 
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Table 5-5 Summary of the angular dispersion SF and SF values for the last 5 
Myr. 1 Slrip mean SF and SF 
values are marked with an asterisk. Slat and Slong denote the meaJ latitud~ 
and longitude of sampling sites in the present-day geographic grid. B and N 
denote the numbers of sites and samples. LSF and USF denote the lower and 
upper limits respectively of the 95% confid~nce intei:val of of SF value. 
1 . 
LSF and USF denote the lower and upper limits respectively of the 95% 
con!idence interval of an SF value. (a) presents SF values of normal polarity 
data from separated hemisph~res. (a') presents SF values of normal polarity 
data from combined hemispheres. (b) presents SF values of reversed polarity 
data from separated hemispheres. (b') presents SF values of reversed polarity 
data from combined hemispheres. (c) presents SF values of combined polarity 
data from separated hemispheres. ( c') presents SF values of combined polarity 
data from combined hemispheres. 
Region Slat Slang B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
------------------------------------------------------------------------
Iceland 
Iceland 
Iceland 
Iceland 
66.2 344.8 10 44 
65.0 343.0 43 341 
64.9 344.9 58 116 
64.5 338.5 91 287 
*64.8 202 
Can~da 57.5 230.0 18 64 
Aleutian 53.0 188.0 53 352 
U.S.A. 45.0 249.0 23 146 
*51.9 94 
Japan 43.5 143.5 15 243 
France 43.4 2.3 31 219 
Turkey 39.0 29.0 16 119 
N.Atlantic 38.7 332.8 21 152 
Mt.Etna 38.0 15.0 14 206 
Japan 35.4 138.5 9 138 
*40.4 106 
Lebanon 34.0 36.0 10 59 
Canary Is. 
Canary Is. 
Libya 
Taiwan 
Taiwan 
Nihoa Is. 
30.0 
28.5 
27.8 
25.3 
23.6 
23.1 
345.0 16 
346.5 83 
17.3 11 
121.5 36 
120.5 17 
202.0 14 
45 
310 
41 
161 
85 
110 
(a) 
12.6 16.4 23.2 11.7 15.2 21.5 
14.8 17.0 19.9 13.3 15.3 17.9 
14.5 16.4 18.8 13.8 15.6 17.9 
19.3 21.3 23.7 17.3 19.1 21.3 
17.6 18.8 20.2 16.1 17.2 18.5 
18.5 
12.6 
6.1 
13.0 
17.9 
13.0 
11.5 
13.0 
8.6 
13.2 
14.4 
13.8 
12.9 
14.7 
11.0 
12.9 
15.4 
10.8 
22.6 
14.2 
7.4 
14.3 
22.3 
15.3 
14.3 
15.8 
10.8 
17.3 
15.7 
17.8 
16.0 
16.3 
14.2 
15.0 
19.0 
13.5 
29.2 
16.2 
9.2 
15.9 
29.5 
18.4 
18.7 
19.9 
14.4 
24.9 
17.4 
25.2 
21.0 
18.2 
19.7 
17.9 
24.7 
18.0 
17.7 
12.7 
7.2 
13.2 
16.9 
12.6 
11.3 
12.3 
8.4 
12.6 
13.7 
13.4 
21.7 
14.3 
8.7 
14.6 
21.1 
14.8 
14.0 
14.9 
10.6 
16.5 
15.1 
17.3 
12.8 15.9 
14.1 15.7 
10.4 13.4 
12.5 14.5 
15.3 18.8 
10.8 13.5 
28.0 
16.3 
10.8 
16.1 
27.9 
17.8 
18.3 
18.8 
14.1 
23.8 
16.6 
24.5 
20.9 
17.5 
18.6 
17.3 
24.5 
18.0 
Region Slat Slong B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
------------------------------------------------------------------------
(a) 
Niihau Is. 22.0 200.0 11 75 10.6 13.6 17.6 9.6 12.3 15.9 
Oahu Is. 21.5 201-9 31 245 11.1 13.0 15.7 10.9 12.8 15.5 
*26.4 229 
Kauai Is. 20.0 200.5 46 229 
Mexico 19.6 261.0 23 155 
Hawaii Is. 19.5 204.8 120 697 
Mexico 19.0 261.0 36 239 
W.Pacific 18.1 145.7 23 160 
*19.4 248 
Ethiopia 11.6 42.5 16 40 
Guinea 4.5 9.5 14 47 
Guinea 3.5 9.0 39 131 
Guinea 0.0 6.5 25 81 
* 4.1 94 
Kenya -1.5 36.5 44 110 
Kenya -1.5 36.0 25 95 
New Guinea -4.0 150.0 16 37 
Anjouan Is.-11.6 43.4 12 71 
GrandComore-12.2 44.4 23 136 
Society Is.-16.7 208.6 21 91 
*-6.7 141 
Madagascar -17.0 47.5 15 78 
Society Is.-17.6 210.4 8 34 
Reunion Is.-21.0 55.5 29 157 
Easter Is. -27.1 250.8 53 203 
• SW.Pacific -29.1 167.9 43 112 
* -24.9 148 
Australia ~38.3 143.5 25 72 
New Zealand-35.5 173.6 21 168 
St.Paul Is.-38.8 77.5 14 111 
Crozet Is. -46.4 51.8 35 165 
Crozet Is. -46.5 52.2 40 171 
Marion Is. -46.9 37.8 16 113 
*-42. 9 151 
14.6 15.6 16.7 
12.9 14.7 17.~ 
12.3 14.7 18.4 
12.1 13.2 14.4 
9.5 11.1 13.2 
5.2 6.3 7.8 
12.0 12.7 13.5 
9.6 12.0 15.7 
7.9 10.0 13.3 
10.2 11.8 13.9 
12.1 14.4 17.8 
14.1 15.1 16.2 
11.7 13.4 15.6 
12.4 14~9 18.6 
12.1 13.2 14.4 
9.1 10.6 12.6 
5.5 6.6 8.2 
11.8 12.5 13.3 
9.5 11.8 15.5 
7.7 9.7 12.9 
9.6 11.2 13.2 
11.7 14.0 17.3 
11.3 12.4 13.8 10.9 12.0 13.3 
9.1 10.4 12.2 
9.9 11.8 14.6 
9.0 11.2 14.7 
5.7 7.3 10.0 
9.2 10.5 12.3 
10.5 12.6 15.5 
9.2 11.5 15.1 
6.1 7.8 10.6 
9.9 11.9 14.8. 10.1 12~2 15.2 
12.3 14.9 18.8 
10.6 11.5 12.5 
17.5 21.9 29.0 
7.4 9.8 14.4 
12.9 15.2 18.4 
12 .1 13 • 8 15 • 9 
11.6 13.3 15.6 
13.5 14.6 15.9 
10.6 12.6 15.6 
12.5 15.2 19.2 
18.6 23.3 31.1 
13.6 15.9 19.0 
17.1 19.8 23.3 
16.7 20.7 27.1 
16.3 17.6 19.1 
12.1 14.6 18.5 
10.8 11.7 12.8 
17. 3 21. 6 28.6 
8.0 10.6 15.6 
13.9 16.4 19.9 
12.4 14.1 16.2 
12.2 14.0 16.4 
14.1 15.2 16.5 
10.6 12.6 15.6 
13.3 16.1 20.3 
18.7 23.5 31.4 
13.8 16.1 19.2 
17.6 20.3 23.9 
16.9 21.0 27.5 
16.7 18.0 19.6 
Region 
0-10 
10-20 
20-25 
25-30 
30-40 
40-55 
>55 
Iceland 
Iceland 
Iceland 
Iceland 
W.Iceland 
Slat Slong B N 
2.3 
15.9 
20.5 
27.7 
36.7 
47.3 
64.1 
163 
154 
291 
226 
146 
213 
225 
66.2 344.8 19 74 
65.0 343.0 19 147 
65.0 343.0 23 141 
64.9 344.9 45 90 
64.5 338.5 93 293 
*64.9 199 
Canada 57.5 230.0 50 230 
Hungaria 46.9 17.5 9 121 
Aleutian Is 53.5 191.9 9 45 
France 45.0 3.8 17 31 
*53.5 85 
New Mexico 35.9 253.5 17 103 
Sardinia 
Italy 
40.0 9.0 11 32 
37.2 14.8 12 56 
(a') 
10.7 11.5 12.5 10.7 11.5 12.5 
11.3 12.2 13.3 11.2 12.1 13.1 
13.2 14.0 14.9 13.1 13.9 14.8 
13.8 14.8 15.7 13.6 14.6 15.5 
14.2 15.4 16.7 14.0 15.2 16.5 
14.7 . 15.6 16.8 14.8 15.7 16.9 
17.9 19.1 20.4 16.4 17.5 18.7 
(b) 
15.6 19.1 24.4 
15.3 18.7 23.9 
20.2 24.2 30.3 
17.6 20.1 23.5 
18.5 20.4 22.7 
16.8 20.5 26.2 
16.0 19.6 25.0 
21.4 25.7 32.1 
18.3 20.9 24.4 
19. 7 21.7 24.2 
19.3 20.6 22.1 19.4 20.8 22.3 
17.9 20.4 23.7 
14 • 6 1 9 • 1 27 • 6 
20.5 26.9 38.0 
13.8 17.1 22.2 
18.5 20.5 22.9 
12.8 15.8 20.5 
10.6 13.6 18.9 
16.2 20.5 28.1 
18.9 21.5 25.0 
15.9 20.8 30.0 
20.9 27.4 39.5 
15.2 18.8 24.4 
19.7 21.8 24.4 
14.4 17.8 23.1 
12.0 15.4 21.4 
16.8 21.3 29.2 
U.S. A. 35.2 248.4 15 104 15.0 18.7 24.8 15.7 19.5 25.8 
*36.8 55 
Canary Is. 29.6 345.0 36 107 
Canary Is. 28.5 346.5 25 89 
Libya 27.8 17.3 57 212 
Taiwan 23.6 119.5 13 82 
Niihau Is. 22.0 200.0 7 55 
Oahu Is. 
Kauai Is. 
Ethiopia 
Guinea 
21.5 201.9 60 457 
*25.8 198 
20.0 200.5 42 284 
12.7 42.5 21 104 
00.0 6.5 16 58 
15.5 17.5 20.2 
12.2 14.2 16.9 
10.0 12.0 14.8 
12.5 14~2 16.3 
16.7 18.9 21.8 
13.3 15.4 18.4 
11.1 13.3 16.4 
13.0 14.7 16.8 
12.2 15.4 20.8 14~0 17.6 23.8 
7.6 10.2 15.5 
12.3 13.8 15.8 
13.9 14.8 15.9 
8.8 10.1 11.9 
11.7 14.1 17.8 
14.8 18.3 24.0 
8.2 11.0 16.7 
13.8 15.5 17.7 
15.1 16.1 17.2 
9.3 10.7 12.6 
13.5 16.3 20.6 
16.3 20.2 26.5 
*14.0 79 11.7 13.0 14.6 12.9 14.4 16.2 
Kenya -1.5 36.5 47 131 11.9 13.6 15.8 12.1 13.8 16.1 
259 
260 
------------------------------------------------------------------------
Region Slat Slong B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
_________________________ .-.;. ________________________________________________ 
(b) 
Tanzania -3.2 35.5 13 69 15.4 19.4 26.2 15.0 18.9 25.6 
Society Is.-17.6 210.4 9 35 7.3 9.6 13.8 7.9 10.4 15.0 
Reunion Is -20.0 55.5 16 49 12.8 15.8 20.8 13.9 17.2 22.6 
*-6.9 85 13.3 14.7 16.4 13.6 15.0 16.8 
Philip Is. -29.1 167.9 36 88 17.9 20.8 24.8 16.6 19.3 23.0 
Australia -38.3 143.5 21 61 10.0 12.1 15.3 10.7 12.9 16.3 
* -32.5 57 15.9 18.0 20.7 15.1 17.1 19.7 
( b') 
0-15 3.9 97 13.8 15.2 16.8 14.6 16.0 17.5 
15-25 21.0 147 11.7 12.7 13.8 13.0 14.0 15.2 
25-30 28.3 173 15.6 16.8 18.2 16.0 17.2 18.6 
30-45 37.2 76 14.0 15.6 17.6 15.3 16.8 18.0 
45-60 53.5 85 18.1 20.1 22.4 19.1 21.2 24.6 
>65 65.1 199 19.1 20.4 22.0 20.3 21.6 23.3 
(c) 
>6o 64.8 401 18.7 19.6 20.7 18.0 18.9 19.9 
45- 60 52.7 179 15.9 17.1 18.5 16.7 17.9 19.3 
35- 45 39.2 161 15.0 16.2 17.6 15.1 16.3 17.7 
20- 35 26.1 446 14.5 15.2 16.0 14.9 15.6 16.4 
0- 20 15.0 421 12.0 12.6 13.3 12.1 12.7 13.4 
-0 -17 -5.3 201 11.7 12.5 13.4 11.9 12.7 13.6 
-17 -30 -24.1 173 12.4 14.5 15.7 13.2 15.1 16.3 
-30 -40 -35.0 117 15.6 .17. 0 18.7 15.3 16.7 18.4 
<-40 -46.5 
• 
91 16.9 18.7 20.9 17.2 19.0 21.2 
( C I) 
0-10 2.0 239 12.1 12.9 13.8 12.2 13.0 13.9 
10-20 17.3 327 11.9 12.8 13.5 12.0 12.9 13.6 
20-30 25.2 691 14.3 15.0 15.7 14.6 15.2 15.9 
30-40 36.7 218 14.4 15.4 16.5 14.6 15.6 16.7 
40-50 45.2 206 15.5 16.6 17.8 15.9 17.0 18.2 
50-60 55.4 130 16.5 17.9 19.6 16.8 18.3 20.0 
>60 64.9 401 18.7 19.6 20.7 18.4 19.4 20.5 
-----------------------------~------------------------------------------
Table 5-6 Summary of the angular dispersion SF and SF values for the time 
interval 5-22.5 Myr. Flat and Flong denote th~ mean lbsolute paleolatitude 
and relative paleolongitude of sampling sites in the absolute coordinates with 
respect to the earth's ,spin axis. The notations are the same as in Table 5-5. 
No results were obtained from the southern hemisphere due to lack of data. 
Region Flat Flong B N 
(a) 
E.Iceland 65.2 359.9 37 74 18.1 20.0 22.3 16.5 17.0 20.4 
NW Iceland 62.7 34&.2 37 115 
E. Iceland 62.6 3.1 169 341 
E. Iceland 62.4 357.1 65 135 
E. Iceland 62.4 357.1 10 32 
E. Iceland 62.4 357.1 16 52 
W. Iceland 62.0 355.1 30 104 
*62.7 364 853 
Canada 58.3 244.0 24 114 
u.s.A. 52.0 251.3 16 32 
u.s.A. 
u.s.A. 
u.s.A. 
Poland 
Poland 
Hungary 
E.Slovak 
Hungary 
Algeria 
Canary Is. 
Libya 
51.2 251.3 12 24 
50.5 248.5 24 48 
50.0 247.4 13 35 
46.5 19.2 19 109 
*51.8 108 362 
44.4 24.4 29 134 
43.5 22.8 30 192 
43.1 24.6 13 70 
41.5 21i0 11 96 
*43.5 83 492 
26.3 7.6 17 68 
24.0 348.0 42 112 
22.6 18.0 41 145 
Mexico 22.4 267.4 7 
107 
262.2 14 
337.5 19 
33 
49 
374 
87 
57 
144 
*23.7 
Mexico 19.7 
Cape Verde 14.7 
*16.8 
18.8 21.8 25.9 
19.3 20.7 22.4 
17.6 19.7 22.4 
12.8 16.5 23.3 
17.0 21.1 27.7 
21.2 24.9 30.2 
19.5 20.6 21.8 
15.0 17.9 22.2 
13.3 16.4 21.5 
17.3 22.0 30.1 
20.1 24.0 29.8 
15.2 19.1 25.8 
16.4 20.0 25.6 
18.1 19.8 21.9 
17.1 20.2 24.5 
20.1 23.6 28.6 
18.0 22.7 30.7 
15.8 20.2 28.1 
19.4 21.5 24.1 
12.4 15.3 19.9 
19.0 21.8 25.6 
14.5 16.7 19.7 
9.5 12.8 19.5 
16.7 18.3 20.2 
12.6 15.8 21.1 
15.1 18.4 23.6 
14.6 17.1 20.6 
17.5 20.3 24.1 
16.8 18.1 19.6 
15.3 17.1 19.5 
11.1 14.3 20.2 
14.5 17.9 23.5 
18.5 21.7 26.3 
17.0 18.0 19.0 
14.1 16.8 20.9 
13.3 16.4 21.5 
16.5 21.0 28.8 
18.7 22.3 27.7 
14.5 18.3 24.7 
17.1 20.8 26.6 
17.4 19.0 21.0 
17.2 20.3 24.7 
20.3 23.9 29.0 
18.6 23.4 31.6 
15.6 20.0 27.8 
19.6 21.7 24.3 
14.6 18.0 23.4 
19.6 22.5 26.4 
14.1 16.2 19.1 
10.3 13.8 21.0 
17.2 18.8 20.8 
11.8 14.8 19.8 
14.0 17.1 21.9 
12.5 15.9 19.2 
Region Flat Flong B N 
E.Iceland 65.2 359.9 48 97 
E.Iceland 62.6 3.1 47 103 
E.Iceiand 62.4 357.1 93 201 
E.Iceland 62.4 357.1 31 89 
E.Iceland 62.0 355.1 44 137 
*62.8 263 627 
Canada 58.2 244.4 34 152 
u.s.A. 
u.s.A. 
51.0 249.5 53 114 
48.2 247.0 15 93 
(b) 
17.8 20.3 23.6 
21.0 23.9 27.8 
21.1 23.2 25.9 
18.2 21.3 25.8 
21.2 24.3 28.5 
21.5 22.8 24.3 
13.6 15.8 18.9 
17 .1 19. 5 22 • 7 
20.1 22.9 26.7 
20.1 22.1 24.7 
17.3 20.3 24.5 
19.6 22.5 26.3 
20.3 21.5 22.9 
13.0 15.1 18.1 
17.1 19.4 22.4 16.2 18.4 21.2 
15.7 19.5 25.8 14.3 17.8 23.6 
Poland 46.4 19.2 27 155 18.7 22.1 27.1 18.2 21.6 26.5 
Poland 
Poland 
Hungary 
Hungary 
Hungary 
E.Slovak 
Hungary 
Taiwan 
Canary Is 
Libya 
Mexico 
Mexic.o 
Cape Verde 
Cape Verde 
Cape Verde 
Guinea 
>60 
50-60 
40-50 
20-30 
10-20 
*51.6 129 514 
44.9 23.3 10 37 
44.4 24.4 37 186 
43.9 23.1 27 197 
43.6 26.9 7 38 
43.3 22.5 18 103 
43.1 24.6 12 65 
41.5 21.0 19 168 
*43.4 130 794 
24.2 120.4 7 36 
24.0 348.0 17 65 
22.9 18.6 10 117 
22.4 267.4 27 164 
*23 .1 61 382 
19.7 266.2 8 56 
• 16.2 338.3 10 
14.8 337.4 28 
14.5 337.5 23 
-5.1 7.3 9 
30 
84 
71 
31 
17.4 18.9 20.7 
20.6 26.7 37.8 
18.5 21.4 25.4 
19.5 23.1 28.3 
11.8 15.8 24.0 
16.9 20.7 26.7 
16.6 21.1 28.9 
18.7 22.8 29.2 
19.9 21.6 23.6 
17.6 23.6 35.9 
18.4 22.6 29.4 
10.6 13.7 19.4 
17.8 21.1 25.9 
18.1 20.3 23.2 
11.9 15.7 23.2 
11.4 14.8 20.9 
12.8 15.1 18.5 
17.5 21.0 26.3 
16.2 21.2 30.6 
16.6 18.1 19.7 
21.2 27.4 38.8 
18.0 20.8 24.7 
19.4 23.0 28.2 
11.3 15.2 23.1 
15.9 19.9 25.7 
16.5 21.0 28.8 
18.2 22.4 28.7 
19.6 21.2 23.2 
16.9 22.7 34.5 
18.1 22.1 28.8 
10.4 13.4 19.0 
17.4 20.6 25.3 
17.6 19.8 22.7 
11.0 14.6 21.6 
11.4 14.8 20.9 
12.5 14.9 18.2 
17.6 21.1 26.4 
15.1 19.7 28.4 
*13.2 78 272 15.6 17.3 19.5 15.3 17.0 19.2 
(c) 
62.8 
53.4 
44.2 
23.5 
14.3 
627 
176 
274 
168 
111 
20.8 21.5 22.3 18.9 19.5 20.3 
17.6 18.9 20.4 16.6 17.9 19.3 
20.0 21.2 22.6 19.9 21.1 22.4 
17.7 19.0 20.5 17.8 19.1 20.7 
16.4 17.2 18.9 16.8 17.6 19.4 
262 
263 
Table S-7 Summary of the angular dispersion SF and SF values for the time 
interval 22.5-45 Myr. The notations are the same1 as in T~ble S-6. 
Region Flat Flong .. B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
------------------------------------------------------------------------
Canada 
u.s.A. 
Mexico 
Libya 
(a) 
*57.0 256.5 14 54 20.6 25.9 34.9 17.9 22.5 30.0 
*46.4 258.8 15 130 18.2 22.7 30.0 16.7 20.9 27.6 
26.5 266.1 8 53 12.0 15.9 23.5 13.7 18.2 26.9 
21.1 16.0 9 108 16.5 21.6 31.1 18.5 24.3 35.0 
*23.6 17 161 15.0 18.5 24.4 17.0 21.0 27.6 
Indian Oc.*-59.9 51.7 15 75 21.5 26.8 35.5 20.3 25.4 33.6 
(b) 
Canada 
Scotland 
Scotland 
u.s.A. 
u.s.A. 
Ireland 
England 
Germany 
Colorado 
Colorado 
Italy 
Italy 
Mexico 
Libya 
Ethiopia 
Guinea 
>ss 
40- so 
30- 40 
0- 30 
o--10 
<-so 
57.0 256.5 13 58 14.0 17.7 23.9 
49.0 359.8 61 232 18.0 20.3 23.1 
48.0 360.0 90 344 16.2 17.9 19.9 
47.0 250.0 7 95 18.8 25.3 38.5 
46.4 258.8 22 220 24.8 29.9 37.6 
46.4 360.0 53 220 18.0 20.4 23.5 
45.0 2.5 10 49 12.3 16.0 22.6 
*47.5 243 1160 19.2 20.4 21.8 
45.0 18.2 18 115 19.4 22.8 30.1 
43.8 266.1 9 55 24.0 31.5 45.4 
43.5 267.9 15 98 19.5 24.4 32.3 
13.3 16.8 22.7 
17.4 19.6 22.3 
15.1 16.7 18.6 
17.8 24.0 36.5 
23.9 28.8 36.2 
16.7 19.0 21.9 
12.2 15.8 22.3 
18.2 19.4 20.7 
18.9 23.2 29.9 
22.8 29.9 43.1 
18.8 23.5 31.1 
*44.2 42 268 21.8 25.1 29.6 21.0 24.2 28.5 
39.4 15.1 9 83 10.7 14.0 20.2 9.5 12.5 18.0 
16.2 20.3 27.1 
14.2 17.9 22.0 
16.2 20.3 27.1 
35.6 
*37.4 
13.5 10 97 
19 180 
26.5 266.1 14 87 
17.0 22.1 31.2 
15.2 18.2 23.5 
17 .1 21. 5 28. 7 
21.1 
*24.1 
-2.0 
-5.9 
*-4.1 
57.0 
47.3 
36.7 
23.9 
-3.9 
-59.9 
16.0 11 110 
25 197 
41.0 9 41 
7.3 10 34 
6.8 8.8 12.2 
14.1 16.8 20.9 
15.3 20.1 29.0 
15.2 19.7 27.8 
7.9 10.2 14.1 
13 • 7 16 • 3 20 • 3 
15.9 20.8 24.6 
15.6 20.2 28.5 
19 75 16.1 19.3 25.0 16.6 19.9 25.7 
27 
278 
80 
42 
31 
15 
(c) 
18.4 21.9 27.0 16.5 19.6 24.1 
19.5 20.7 22.0 18.5 19.6 20.9 
17.4 19.3 21.6 16.8 18.7 21.0 
15.0 17.3 20.4 15.7 18.1 21.3 
17.1 20.1 24.4 17.3 20.3 24.7 
21.4 26.8 35.8 20.3 25.4 34.0 
264 
--------------~--~------~--~--------------------------------~---~-------
Region Flat· Flong B N LSF SF USF LS SF USF 
1 1 1 F2 2 2 
------------------------------------------~------------~----------------
(c') 
0-10 3.9 31 17.1 20.1 24.4 17.3 20.3 24.7 
' 
20-30 23.9 42 15.0 17.3 20.4 15.7 18.1 21.3 
30-40 32.8 51 12.9 14.7 17.0 12.8 14.5 16.8 
40-50 46.9 307 20.0 21.2 22.5 19.0 20.1 21.4 
50-60 58~0 42 20.4 23.4 27.6 18.7 21.5 25.4 
----------·---------------------.----------------------""""'-----·----------
Table 5-8 Sutn1Ilary of the·· angular dispersion SF and SF values for the time 
interval 45-80 Myr. notations 1 in Tabte 5-6. The are the same as 
----~------~-------------~-~-------------~--~--------~------------------
Region . Flat Flong B N LSF SF us . LSF SF USF 
1 1 F1 2 2 2 
------------------------------------------------------------------------
(a) 
Canada 62.6 269.8 12 54 20.3 25.8 35.3 15.9 20.3 27.8 
Montana 52.0 284.9 8 83 18.3 24.3 35.9 18.2 24.2 35.7 
Wyoming 50.5 274.5 14 49 20.5 25.7 34.3 19.2 24.1 32.2 
*55.1 34 186 21.1 24.6 29.6 19.0. 22.1 26 .• 6 
Scotland 47.0 0.1 32 106 19~8 23.2 27.9 21.4 25.1 30•.2 
Italy 33.8 16.6 8 63 23.0 30.5 45.1 21.7 28.7 42.4 
*44.4 40 169 21.1 24.4 28 •. 9 22.1 25.5 30.1 
Ethiopia -5.1 39.0 11 27 12.0 15.4 21.4 12.9 16.6 23.0 
Atalan.Oc """9.2 354.9 12 48 9.3 11.9 16.3 7.8 9.9 13.5 
*--7.2 23 75 11.1 13.4 16.8 11.0 13.2 16.6 
India -22. 7. 72.0 24 152 11.6 13.9 17.2 11.1 13.3 16.5 
India -24.1 64.0 13 80 8.2 . 10.4 14.0 8.4 10.6 14.3 
India -24.5 68.4 12 69 7.9 10.1 13.8 7.4 9.5 13.0 
Indian.Oc. -41.6 45.7 20 119 11.9 14.5 18.4 12.3 15.0 19.0 
*-30.5 69 420 11.2 12.5 14.2 10.8 12.1 13.6 
(a') 
0-10 7.2 23 11.1 13.4 16.8 11.0 13.2 16.6 
20-30 26.0 49 10.3 11.7 13.6 9.5 10.8 12.6 
3.0-50 43.4 60 19.1 21.5 24.6 19.9 22.4 25.6 
>so 55.1 34 21.1 24.6 29.(6 19.0 22.1 26.6 
(b) 
Scotland 47.0 0.1 106 348 16.5 18.1 20.0 18.0 19.8 21.8 
England 45.6 0.3 47 173 14.2 16.2 18.8 15.6 17.9 20.8 
------------------------------------------------------------------------
. . 
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------------------------------------------------------------------------
Region Flat Flong B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
------------------------------------------------------------------------
(b) 
England 44.2 3.0 12 92 12.3 15.7 21.5 12.6 16.0 21.9 
*46.2 165 613 16.1 17.4 18.8 17.6 19.0 20.5 
England 41.9 0.7 49 157 15.4 17.6 20.4 16.3 18.6 21.5 
Sicily 20.7 22.0 17 99 9.8 12.1 15.7 13.0 16.1 20.9 
*36.4 66 256 14.5 16.3 18.5 15.9 17.9 20.3 
India -26.4 73.8 10 77 7.1 9.3 13.1 9.1 11.9 16.8 
India -29.8 65.4 14 101 16.2 20.3 27.1 15.8 19.8 26.4 
India -35.0 67.4 10 57 9.2 12.0 16.9 5.4 7.0 9.9 
*-30.3 34 235 12.8 15.0 18.1 12.3 14.4 17.3 
( b I) 
20-30 25.2 41 12.6 14.6 16.9 14.1 16.2 18.8 
30-45 40.7 59 14.8 16.7 19.1 15.2 17.1 19.7 
>45 46.2 165 16.1 17.4 18.8 17.6 19.0 20.5 
(c) 
>so 54.4 40 21.2 24.3 28.8 19.4 22.4 26.5 
45- 50 47.0 138 17.8 19.3 21.1 19.4 21.1 23.0 
30- 45 40.0 133 15.8 17.1 18.8 16.9 18.3 20.0 
0- 10 7.7 30 10.1 11.9 14.5 10.6 12.4 15.1 
o--35 -26.8 73 11.9 13.3 15.0 11.6 12.9 14.6 
<-35 -39.4 30 11.5 13.5 16.4 10.8 12.8 15.5 
(c') 
0-20 12.4 47 10.4 11.9 13.9 12.0 13.7 16.0 
20-30 26.0 59 10.0 11.3 12.9 9.7 10.9 12.5 
30-40 32.4 32 17.6 20.6 24.9 16.3 19.1 23.1 
40-45 43.2 128 15.0 16.3 17.9 16.0 17.4 19.1 
45-50 47.0 138 17.8 19.3 21.1 19 .. 4 21.1 23.0 
>so 54.4 40 21.2 24.3 28.8 19.4 22.4 26.5 
------------------------------------------------------------------------
266 
Table 5:-9 Summary of the angular dispersion SF and SF tralues for the time 
interval 80-110 Myr. The notations are the 1 in Talhe 5-6. same as 
-------· .~--------------~-----------------------------------~------------~ 
Region Flat Flong B N LSF SF USF LSF SF USF 
1 . 1 1 . 2 2 2 
---------~------------------------------------'--------------------------
(a) 
Canada 51.5 288.1 18 77 20.0 24.6 31.7 15.8 19.4 25.0 
Japan 48~9 159.0 20 148 15.8 19.2 24.4 10.5 12.8 16.2 
*50.1 38 225 18.7 21.6 25.7 13.8 16.0 19.1 
Brazil -11.6 357.0 9 100 4.7 6.2 8.9 6.1 8.1 11.6 
Madagascar -37.0 41.3 12 43 9.2 11.7 16.0 9.6 12.3 16.8 
Madagascar -39.0 39.0 10 32 10.3 13.4 18.9 10.2 13.3 18.8 
*-30.5 31 175 9.1 10.7 13.0 9.6 1L2 13;;6 
India -40.7 66.5 23 129 12~0 . 14.5 18.1 12.5 15 .• 0 18.7 
Madagascar·· -43.8 38.8 11 65 14.5 18.6 25.8 14.6 18.7 26.0 
*-41. 7 34 194 13.4 15.7 18.8 13.7 16.0 19.2 
Australia *-65.9 157.4 13 52 12.8 16.2 21.9 12.2 15.4 20.8 
(a') 
10-40 30.5 31 9.1 10.7 13.0 9.6 11.2 13.6 
40-50 44.4 . 54 14.9 16.9 19.5 13.0 14.8 1.7.1 
.>so 57.5 31 18•0 21.2 25~7 14.9 17.6 21.3 
(b) 
Sicily 20.3 24.2 9 52 8.4 11.0 15.8 9.3 12.2 17.6 
(c) 
>4.5 50.1 38 18.7 21.6 25.7 13.8 16.0 19.1 
20~ 30 20.3 9 8.3 11.0 16•3 9.2 12.2 18.0 
-10--20 -11.6 9· 4.7 6.2 9.2 6.1 8.1 12.0 
-30--40 -38.3 22 10.1 12.2 15.4 10.3 12.5 15.7 
-40--45 :-41.7. 34 13.4 15.7 18.8 13.7 16.0 19.2 
<-60 -65.9 13 12.8 16.2 22.2 12.1 15.4 21.2 
(c') 
10-25 15.9 18 7.0 8.7 11.3 8.2 10.1 13.1 
3.5-40 38.3 22 10.1 12.2 15.4 10.3 12.5 15.7 
40-50 44.4 54 14.9 16.9 19.5 13.0 14.8 17.1 
>so 57.5 31 18.0 21.2 25.7 14.9 17.6 21.3 
-----~---------'""'!'---------------------------.-----------------------------
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Table 5-10 Summary of the angular dispersion SF and SF values for the time 
interval 110-145 Myr. The notations the 1 in Ta~le 5-6. are same as 
-----------------------------------------~------------------------------
Region Flat Flong · B N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
------------------------------------------------------------------------
(a) 
Canada *52.7 301.0 12 52 17.4 22.2 30.4 17.6 22.4 30.6 
Atlan.Oc *42 .6 359.7 10 77 17.7 23.0 32.5 18.3 23.8 33.6 
Calif. *30.9 297.2 14 88 10.9 13.7 18.3 11.6 14.6 19.8 
Brazil -32.4 355.4 20 117 16.0 19.5 24.8 15.3 18.6 23.6 
India -39.1 59.3 11 82 19.3 24.8 34.4 18.9 24.2 33.6 
*-34.8 31 199 18.0 21.1 25.6 17.3 20.4 24.7 
(a I) 
30-45 31.8 34 14.6 17.1 20.6 14.4 16.8 20.2 
35-45 40.8 21 19.2 23.4 29.7 19.3 23.4 29.8 
>45 52.7 12 17.3 22.2 30.9 17 .s 22.4 31.2 
(b) 
Canada *39. 9 339.9 10 50 13.8 17.9 25.3 13.9 18.0 25.4 
S.Americ *-8.8 359.0 21 190 14.3 17.3 21.8 13.4 16.3 20.6 
Brazil * -32.4 355.4 11 78 14.9 19.1 26.5 13.1 16.9 23.5 
(b I) 
0-10 8.8 21 14.3 17.3 22.0 13.4 16.3 20.7 
30-40 36.0 21 14.9 18.1 23.0 14.0 17.0 21.5 
(c) 
so- 55 52.7 12 17.3 22.2 31.0 17.5 22.4 31.2 
40- 45 42.6 10 17.6 23.0 33.2 18.2 23.8 34.4 
30- 40 34.6 24 12.7 15.2 19.0 13.1 15.7 19.7 
o--10 -8.8 21 14.3 17.3 22.0 13.4 16.3 20.7 
-30--40 -34.2 42 17.7 20.4 24.0 16.8 19.3 22.7 
( cl) 
0-10 8.8 21 14.3 17.3 22.0 13.4 16.3 20.7 
30-40 34.3 66 16.5 18.5 21.1 16.0 18.0 20.4 
>40 48.1 22 18.2 22.0 27.9 18.6 22.5 28.4 
-----------------------------------------------------------------------
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Table 5-11 Summary of the angular dispersion SF ·. and SF values for the time 
1 2 interval 145-195 Myr. No results of reversed polarity were obtained due to 
lack of data. The notations are the same as in Table 5-6. 
------------------~----------------~-----~------------------------------
Region Flat Flong :& N LSF SF USF LSF SF USF 
1 1 1 2 2 2 
-----------~----------------------------------------~-------------------
(a) 
.Morroco 20.6 12.7 19 106 16.5 20.2 25.8 16.2 19.8 25-.3 
Libya 4.8 353.5 14 132 19.0 23.9 31.9 19.4 24.4 32.6 
Brazil. -8.2 353.6 15 121 11.0 13.7 18.1 11.7 14.6 19.3 
Australia -74.2 97.1 25 64 16.1 19.2 23.7 14.8 17.7 21.9 
(a') 
0-10 6.6 29 16.1 19.0 23.2 16.6 19.6 23.9 
20-25 20.6 19 16.5 20.2 26.1 16.2 19.8 25.6 
>70 74.2 25 16.1 19.2 23.9 14.8 17.7 22.0 
-------------~------------~--------------------------------------.-..------
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values for the time interval of 
No result was obtained from the southern hemisphere due to lack of data. 
The notations are the same as in Fig. 5-l. 
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Fig. 5-3 The strip mean SF and SF values for the time interval of 
1 2 22.5-45 Myr. The notations are the same as in Fig. 5-l. 
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Fig. 5-4 The strip mean SF and SF values for the time \interval of 
45-80 Myr. The notations are fhe same as2 in .Fig. 5-:1. 
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Fig. 5-'5 The strip mean SF and SF values for the time interval of 
80-120 Myr. For this time ihterval fi~ures (b) and (b 1 ) were not drawn 
since there was only one result for the reversed polarity, however the 
I 
reversed result was used in figures (c) and (c ). The notations are the 
same as in Fig. 5-l. 
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For this time interval no result of reversed polarity was available due to lack of 
data. The notations are the same as in Fig. 5-l. 
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5.4 D:lscuss:lon 
5.4.1 Term:lnology 
Because the dipole and nondipole components of the geomagnetic 
field are commonly referred to individually in discussions of the 
paleosecular variation, it is useful to first clarify a convention for 
these terms; as in Figure 5-8. 
It is appropriate to note here that this separation of the dipole 
and. nondipole contributions to the· paleosecular variation is basically 
for the convenience of analysis. The separation may not be valid 
physically; and even from a mathematical point of view; it may face a 
nonuniqueness problem in the absence of sufficient data, as will be 
discussed later in section 5.4.2 • 
. 5.4.2 Causes of field dispersion and paleosecular variation models 
A geomagnetic field consisting of ari axial dipole componemt; only 
will not exhibit any between-site dispersion in VGP positions. Thus, 
dispersion and changes with time of VGP positions are caused by the 
presence and changes with time of any or all of the non-axial dipole, 
axial nond:i.pole and non-axial nondipole components of the geomagnetic 
field~ The strength of such VGP dispersion will depend on the 
amplitudes of these non-axial dipole, axial nondipole and non-axial 
nondipole components relative to the ami>litude of the ax.ial dipole 
component. 
Further, the characteristics of any dispersion may depend on which 
category of term has contributed most to the dispersi.on. Hence, 
studies of PSV commonly seek to fit observed dispersion with models of 
some particular contributions, hoping thus to distinguish the main 
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descriptive term corresponding Gauss coefficient 
dipole axial field 0 gl 
non-axial field l hl gl' l 
(or equatorial) 
nondipole axial field 0 0 g2' g3 
non-axial field l 2 l h2 g2, g2' h2, 2 
------------~----------------------------------------------
Fig. 5-8 Terminology for dipole and nondipole field components 
and their corresponding Gauss coefficients. 
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contributing cause or causes. C;haracteristics of the PSV commonly 
examined for such purposes are the latitudinal 'Variation and equatorial 
value of the dispersion. An elementary but fundamental poin.t to note 
is that VGP dispersion due to 'dipole wobble' (i.e. resulting from the 
presence of an axial dipole term plus non-axial dipole terms which vary 
with time) is invariant with latitude. 2 The notation SD will be used to 
denote the angular variance due to 'dipole . wobble' (the angular 
variance being the square of the angular dispersion). The notation s; 
will be used to denote the angular variance due to changes in the 
nondipole components. 
There are several models proposed in previous PSV studies, as 
summarised in Table 1-1 of section 1.2.2. The models differ basically 
in assumptions.made concerning the following three points. 
(t)· Either site magnetisation directions .br their corresponding VGP's 
are cons;i.deted. to satisfy a Fisherian d!stribution •. 
(2) The PSV is taken to be caused mainly by changes in non-axial· dipole 
or nondipole components, or .some combination of both. 
(3) The angular dispersion (.)f the PSV ;is generally proposed to have a 
different latitudinal variation in each model• 
A brier discussion of the main PSV models given in Table 1.1 now 
follows, concluding with a description of a recent PSV model (Model F) 
which is used in this thes.is for modelling the observed data of section 
5.3.4. 
(1) Model A (Irving and Ward, 1964) 
In this model, site magnetisation d.irections are assumed to yield a 
Fisherian distribution, and the PSV is assumed to be due. to nondipole 
279 
components only. The nondipole field is considered to be random in 
direction, but with constant magnitude at any latitude. 
(2) Model B (Creer et aL, 1959) 
This model assumes that the cause of PSV is dipole wobble only. and 
that VGP 1 s satisfy .a Fisher ian distribution. Thus in this model~ the 
angular dispersion in VGP' s will be latitude invariant. 
The two models A and B will not be further discussed in the pres~nt 
wmrk, since it is well established that PSV is due to changes in both 
dipole and nottdipole fields, and that observed field dispersions 
evidently vary with latitude. 
(3) Models C and D (Cox, 1962 and 1970) 
Model :0 superseded Model C. In Model D, both dipole and nondipole 
fields are considered. as causes o:( PSV. 
First a general nondlpole field (f) i.s modelled by a vector of 
random orientation and varying. magnitude. Secondly a general dipole 
field (F) is assumed to vary in intensity with time. This dipole Held 
variation is modelled by the following equation 
F = F (1 + rsin(2 Trt)/ 1') (1 + 3 sin2 A ) 112 
0 
where F is the mean equatorial dipole field value 0 . . 
r is the ratio of the amplitude of the dipole oscillation to the 
mean dipole moment 
T is the period of dipole intensity variation 
A is the geomagnetic latitude 
The angular variance of the population (f+F) is given by the following 
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equation 
where fR( )). ) is the most likely length of nondipole field f, and may be 
a function of latitude. (However, in Model D, fR( A) is kept invariant 
with latitude). 
The angular variance s2 of the VGP' s corresponding to 2 cr is then 
given by the following equation 
2 2 2 2 -1 2 S = 2(1+3sin )..) (5+3sin ).. ) cr 
= 2(fR(:>..)/F0 >2 (1+3sirt A.) (1-r2 )-3 12 (5+3sin2 :>..)-1 
The latitudinal depe.ndence of this equation no.rmalised to its 
equatorial value is given by 
Thirdly, the dipole field is assumed to change its direction with time 
(dipole wobble). The angular variance of the VGP' s due to dipole 
wobble is invariant with latitude • 
• 
Finally, the angular variance of VGP.' s due to all dipole and 
nondipole field components is given by 
However, the fitting of observed data to this equation will not 
uniquely determine the different contributions of the dipole and 
nondipole fields. The latitudinal dependence of the nondlpole field 
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contribution will depend on some assumed amount of dipole wobble. In 
Cox's model D, the dipole wobble is assumed as 11°. 
( 4) Model E (Baag and Helsley, 1974a) 
In this model, the dipole and nondipole fields are assumed to be 
mutually dependent, and to have a linear relationship. The variance of 
VGP's is modelled as a sum of three components: (i) the angular 
variance due to dipole wobble (S~), (ii) a nondipole contribution (of 
angular variance denoted by S~), and (iii) a correlated contribution 
(denote this angular variance by 2 PnN SD SN). Then 
where p DN (lying between 0 . and 1) is the correlation coefficient 
between SD and SN' and is considered likely to be latitude dependent 
but unlikely to be time dependent. In this model, the s2 value will be 
bounded by the lower limit of Sb + S~ (i.e. P DN = 0) and the upper 
limit of (SD + SN)2 (i.e. PDN = 1). 
(5) Model M (or dipole perturbation model) (McElhinny and Merrill, 
1975) 
Model M is a modification of Model D (Cox, 1970) in which the 
magnitude of nondipole field fR ( A) was kept invariant with latitude. 
Now, in the Model M, the quantity fR (A ) is assumed to have a similar 
latitudinal variation as that of a dipole field; i.e. fR( A) f (1 + 
0 
2 1/2 3 sin A ) , where f 0 is the equatorial value of fR( A). Thus the 
angular variance of VGP' s due to dipole and nondipole fields is given 
as 
2 . 2 2 ( 2 
where WDP = 5 (1 + 3 sin X ) 5 + 3 sin A -1 ) . 
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As in model D, the . nonuniqueness problem of separating dipole and 
nondipole contributionsarises also in Model M. 
(6) Dipole convection model {Harrison, 1980) 
The dipole convection model is a modification of Model M. In the 
dipole convection model, the latitudinal variation of fR( A) is assumed 
to depend on two parameters: one parameter is the latitudinal variation 
of the intensity of a dipole field; and the other parameter is the rate 
of change of angular momentum (in a risi.ng or falling convection cell) 
which is assumed to produce horizontal current loops at the core 
surface, thys causing the nondipole field. . The quantity fR( X) is 
specified as 
where a and b are arbitrary constants. Then, the angular variance of 
VGP's is given by 
2 
where WDC 
• 
In this model, to get a total latitudinal variation of a factor 2 (i.e. 
angular dispersion in VGP at the pole is twice as large as that at 
equator, as observed in the present nondipole field), a is fixed as 1 
and b is fixed as (s112 - 2112)/2112 • Like other previous models, thj.S 
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model also faces . the nonuniqueness profilem of separating the dipole and 
nondipole contributions to PSV. 
(7) The current loop model (Roy and Wagner, 1982) 
In the current loop model, it is assumed that the geomagnetic field 
can be represented by two circular current loops at all times; and that 
the position and the orientation of the loops change with time in such 
a way as to produce the observed PSV. This model is physically 
significant in that it needs no separation· of the field into dipole and 
nondipole contributions. However, with . the presently available PSV 
data, it is not possible to determine the 14 parameters for the two 
current. loops which the model involves. 
In those of the above models which consider a changing dipole 
moment, this moment is assumed to have a simple sinusoidal periodicity; 
that is, to be an 'oscillating dipole moment', as Cox (1968) proposed. 
However as Kono (1972) and McFadden and McElhinny (1982) discussed, the 
probability distribution of such an . oscillating dipole moment is not 
consistent with the observed distribqtion of virtual dipole moments 
(where a virtual dipole moment is defined as a moment deduced from 
paleointensity and inclination measurements). 
Based on this obs'E!rvation, McFadden and McElhinny (in preparation) 
suggested 'Model F' under the assumptions that · (1) ·the time-averaged 
energy de.nsity in the nondipole field is linearly proportional to the 
energy density in the dipole field, (as supported by evidence presented 
in McElhinny and. Senanayake, 1982 and in McFadden and McElhinny, 1982), 
and that (2) the scatter due to variation, in the nondipole components 
is independent of the scatter from dipole wobble. In model F, there is 
no need to make any assumptions regarding the dipole moment 
distribution. The details of model F now follow, as given in McFadden 
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and McElhinny (in preparation). 
-Denote M as dipole moment, F as dipole field, m as a nondipole 
moment, and f as a nondipole field. 
Then McFadden and McElhinny (in preparation) find from a numerical 
process that, for a given f and F, the angular variance of field 
direction due to changes in nondipole components, 2 o d( ·A.), should 
closely fit the following equation 
where G( A.) = (2/3) [1 + a exp(-b A. 2 ) ] I (1 + 3sin2X )112 (5.9) 
2 1/2 The term (1+3sin A. ) represents the latitudinal variation of f/F, 
and the term [1 + a exp(-.b A.2 )] represents the latitudinal variation of 
(finite) f. The a and b depend on the all:gular variance of field 
direction at the equator. 
From equation (5. 9), McFadden and 
angular variance of field direction, · 
McElhinny derive 
2 cri A.), under an 
a time-averaged 
assumption that 
the variance in observed virtual dipole moments consequent upon 
2 
nondipole components is linearly proportiortal to M • 
as • 
2 2 
a i A. ) = K G(). ) 
2 
o d( A) is given 
(5 .10) 
where G( A.) denotes the same quantity as in equation (5.9) and K is a 
constant. 
The angular variance of VGP' s due to changes in nondipole 
components a 2 ( A ) can thus be obtained from p 
transformation function H()..) proposed in Cox (1970). 
o! (A.) 
2 
0 p( A.) 
by a 
is then 
given from equation (5.10) as 
2 
= cr d(A ) H ( A ) 
K2 G( A) H( A) 
S~ w2 ( A) 
where H( A) = 2 (1 + 3 sin2 A ) 2 (5 + 3 sin2 A) -l 
S~ = K2 G(O) H(O) 
w2 ( A)= G( A) H( A)/ G(O)H(O) 
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(5 .11) 
2 The quantity SN denotes the angular variance of VGP 1 s due to changes in 
2 
nondipole components at the equator and W (A ) denotes the latitudinal 
variation of 
The total angular variance of VGP 1 s, due to dipole wobble 
variance and the variation in nondipole components is thus given 
by 
(5.12) 
In fitting model F to observed PSV data, the ratio of w2 (90) /W2 (0) 
for the present nondipole field is used to avoid the nonuniqueness 
2 2 problem of separating SD and SN values. This ratio is taken on the 
basis that the latitudinal variation of the present nondipole field is 
the best available estimate for that of the time-averaged paleomagnetic 
field. For the present nondipole field, the ratio of W(90)/W(O) is 
approximately two. 
5.4.3 Modelling the observed strip mean SF values 
In this thesis 1 model F 1 is employed to determine, from observed 
strip mean SF values, the equatorial values of the angular dispersion 
of VGP' s back through geological time. Such equatorial values can then 
be examined as a function of time and of polarity. 
The data points plotted with their confidence limits in Figures 5-1 
to 5-7 demonstrate that the SF and 
1 
the SF values determined in 
2 
section 5.3.3 are consistent with each other within their respective 
95% confidence limits. However for each polarity state, and for all 
different time intervals (except for the reversed field of the last 5 
Myr and for the fields of the time interval 45 - 80 Myr), the SF 
2 
values are in general smaller than the SF values. These generally 
1 
smaller SF values are interpreted to imply that a field model 
2 
comprising axial dipole, quadrupole, and octapole components is a 
better representation of the time-averaged paleomagnetic field than a 
simple axial dipole field model. Thus the SF values will be analysed 
2 
in the sections below, and from now on will be_ referred to simply as SF 
values. 
The a and b values needed to specify model F are chosen from the 
table in McFadden and McElhinny (in preparation) for a crd(O) value of 
8°, which is the angular dispersion in the present nondipole field at 
the equator. Using the equations (5.9), (5.10), (5.11) and (5.12), the 
s; and S~ -.alues are determined from the observed strip mean SF values 
by a least squares method. The least squares method used is based on a 
program called BGLSSQ which is part of the program library of the 
Australian National University computer service centre. A description 
of the method now follows. 
Each set of SF( A ) data graphed individually as a function of A in 
Figures 5-l to 5-7 is arranged as a number of linear equations in the 
unknown parameters s2 and s2 The equations are then written in matrix D N' 
form: 
287 
W2( A1) 2 1 SF( A1) 
W2( A.2) [ :~] 2 1 SF( i\2) 
W2( i\ .) 2 1 SF( i\ j) J 
where SF( A j) is the jth strip mean SF value at the mean latitude i\ j, 
and is known. The quantity w2 ( A . ) is obtained from equations (5. 9) 
J 
and (5 .11) by substituting A Aj· Then those values of S~ and S~ 
which give the least residual (in the sense of the sum of squares of 
differences between observed s; values and predicted s; values) are 
determined by the program BGLSSQ, which also gives .standard deviations 
for the solutions found. 
2 2 The SD and SN values thus determined for the observed strip mean SF 
values of Tables 5-5 to 5-11 (and Figures 5-1 to 5-7) are listed with 
their standard deviations in Table 5-12. In Table 5-12, (a), (a'), 
(b), (b'), (c) and (c') represent the same cases as in Table 5-1. For 
the (b') case of the time interval 110 - 145 Myr, standard deviation is 
not calculated since there are only two SF values. For (a), (a'), (b), 
(c) and (c') cases of the time interval 45 - 80 Myr, (a') and (c') 
cases of the time interval 80 - 110 Myr, and (a) and (a') cases of the 
time interval 110 - 145 Myr, negative values of S~ are obtained. For 
the time interval of 145 - 195 Myr, negative values of S~ are obtained. 
2 2 Such negative values of SD and SN are physically impossible. These 
negative values are therefore taken here as zero, to give them physical 
significance. 
2 2 Using the SD and SN values presented in Table 5-12, SF values are 
estimated for all latitudes from equation (5 .12). From such estimated 
SF values, model curves fitting the observed SF values are drawn in 
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----------------------------------------------------------------
s2 dev1 i SD s2 dev2 SN SF D I N 
--------------------------....--------------------------------------
a 105.4 39.3 10.3 56.4 13.4 7.5 12.7 
a' 83.4 17.3 9.1 65.0 5.8 8.1 12.2 
0-5 b 101.3 36.4 10.1 106.9 ll.5 10.3 14.4 
Myr b' 100.4 49.5 10.0 104.8 14.8 10.2 14.3 
c 96.5 30.9 9.8 78.6 9.4 8.9 13.2 
c' 77.7 14.5 8.8 83.4 4.3 9.1 12.7 
-----------------------------------------------------------------------
a 286.4 115.5 16.9 28.4 28.2 5.3 17.7 
5-22.5 b 277.9 91.0 16.7 46.3 23.2 6.8 18.0 
Myr c 322.9 77.1 18.0 17.7 19.3 4.2 18.5 
-----------------------------------------------------------------------
a 284.7 165.0 16.9 83.8 28.0 9.2 19.2 
22.5-45 b,b' 254.3 192.4 16.0 67.9 47.9 8.2 18.0 
Myr c 265.3 131.8 16.3 65.9 34.1 8.1 18.2 
c' 278.0 132.6 16.7 41.2 37.1 6.4 17.9 
------------------------------------------------------------------------
a o.o 0.0 217.6 71.4 14.8 14.8 
a' 0.0 0.0 199.9 44.8 14.1 14.1 
45-80 b o.o 0.0 177.9 20.1 13.3 13.3 
Myr b' 122.1 95.3 11.1 84.2 14.2 9.2 14.4 
c o.o o.o 186.3 30.2 13.6 13.6 
c' o.o o.o 180.4 27.8 13.4 13.4 
----------------------------------------------------------------------
a 71.6 123.8 8.5 55.6 19.5 7.5 11.3 
80-'110 a' 0.0 o.o 133.8 0.2 11.6 11.6 
Hyr c 29.4 57.2 5.4 69.9 15.2 8.4 10.0 
c' 0.0 o.o 106.4 10.0 10.3 10.3 
-----------------------------------------------------------------------
a o.o 0.0 229.4 48.2 15.1 15.1 
a' o.o 0.0 187.0 57.7 13.7 13.7 
110-145 b 214.0 33.6 14.6 44.3 8.0 6.7 16.1 
Myr b' 240.8 15.5 23.1 4.8 16.2 
c 66.7 169.5 8.2 154.7 38.5 12.4 14.9 
c' 89.6 110.5 9.5 142.8 28.1 11.9 15.2 
-----------------------------------------------------------------------
145-195 a 440.7 176.8 21.0 o.o o.o 21.0 
Myr a' 421.5 14.3 20.5 0.0 0.0 20.5 
-----------------------------------------------------------------------
Figures 5-1 to 5-7 of section 5.3.4. The estimated SF values at the 
equator are also listed in Table 5-12. 
5.4.4 Comparison of the paleosecular variation with the variation 
in the characteristics of the paleomagnetic field 
In this section, the results of paleosecular variation are compared 
with the variation in the reversal frequency characteristics (as 
described in section 4.3.1) and with the variation in the Gauss 
coefficients of the paleomagnetic field (as determined in section 
4.3.4). 
For these comparisons, the equatorial values are used of SF (and 
its components SD and SN) as obtained in section 5.4.3. The use of 
equatorial values is based on the evidenc:e that, although the 
latitudinal variation function w2 ( A.) is taken to be the same 
throughout time in section 5.4.3, the characteristics of the actual 
latitudinal variation in SF vary for each time period; (refer to tha 
different curve shapes in Figures 5-1 to 5-7). These differences are 
characterised by the equatorial SD and SN values, according to equation 
(5.12). Since symmetry between the northern and southern hemispheres 
is implied in modelling the observed SF values, the PSV results for 
• 
'combined hemisphere' data only are examined in the comparisons of this 
section. The equatorial SF values obtained for the combined hemisphere 
data are plotted with time for the normal, reversed and combined 
polarity fields in Figure 5-9 (a). For the time interval 5 - 22.5 Myr, 
northern hemisphere results are plotted as combined hemisphere results, 
due to lack of data from the southern hemisphere. The variation in 
reversal frequency of the paleomagnetic field with time, from Figure 
4-6 of section 4.3.1, is drawn again in Figure 5-9(b) for comparison. 
Values of SD (invariant with latitude) and equatorial SN are also 
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plot ted with time for the normal, reversed and combined polar! ty fields 
in Figures 5-9(c) and (d). 
An inspection of these Figures 5-9(a), (b), (c) and (d) leads to 
the following remarks. 
(1) l'he time interval of 145 - 195 Myr 
The results for this time interval are the least certain, .because 
reversed polarity data are not available, and the normal data 
available are only few; (reference to Table 5..-11 shows that only four 
study mean SF, values are available, and all are used as strip mean SF 
values). The SN value for normal· data is. taken as zero as mentioned 
... 
in section 5.4.3. The equatorial SF value is thus interpreted to be 
caused entirely by dipole wobble; however these results are poorly 
determined, as is evident from inspection of Figure 5-7. 
(2) The time interval .110 - 145 Myr. of relatively high .and changin~ 
reversal frequency 
For the normal polarity, dipole wobble is taken as zero. Ori this 
basis the SF value is taken to be entirely due to the changes in the 
the nondipole field components • However, the few reversed data 
• 
indicate a greater dipole wobble and a lesser contribution from 
change$ in the nondipole field components. 
(3) The time interval 80 - 110 Myr of nearly zero reversal frequency 
This time. interval of stable normal. polarity exhibits the lowest 
SF values throughout time. - For the normal and combined polarity 
states (as mentioned in section 5.3.4, there is only one reversed 
datum) the dipole wobble contribution is evidently zero. Thus the 
angular dispersion is interpreted to be caused entirely by changes in 
the nondipole field components. 
(4) The time interval 45 - 80 Myr of relatively high and changing 
reversal frequency 
This interval exhibits a pattern of SF variation somewhat similar 
to the time interval 110 - 145 Myr, with which it also shares similar 
reversal frequency characteristics. The SF values are apparently 
larger than those of the 80 - 110 Myr time interval of stable normal 
polarity. The dipole wobble contributions for the normal and 
combined polarity states for the 45 - 80 Myr time interval are taken 
to be zero (as for the 80 - 110 Myr time interval). However the 
reversed results indicate greater dipole wobble and lesser nondipole 
contributions. 
(5) The time intervals 22.5 - 45 Myr and 5 - 22.5 Myr of high 
reversal frequency. 
For these two intervals, the SF values are the greatest 
determined, and the reversal frequencies are the highest. The 
contributions of dipole wobble to the SF values are stronger than the 
contributions of the nondipole field components; the s0 values for 
these intervals are greater (and the SN values are smaller) than for 
any other time interval. Thus the model curves fitted in Figures 5-2 
and 5-3 exhibit only very weak variation with latitude, since the S 
D 
contributions (which dominate in these two cases) are invariant with 
latitude. 
(6) The time interval of Recent to 5 Myr 
For this time interval, the equatorial SF values are smaller than 
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for the 5 - 22. 5 Myr time . interval of high reversal frequency. The 
magnitudes of the s0 and SN values are similar for all of normal, 
reversed and combined polarity states. 
From: the above observations, it is concluded that there is an 
evident relation between the paleosecular variation and the variation 
with time of the reversal frequency characteristics. The following 
general patterns are observed: (1) the time intervals of high reversal 
frequency show relatively high angular dispersion; (2) the time 
intervals of low or nearly zero reversal frequency show relatively low 
angular dispersion; (3) the angular dispersion for time intervals of. 
high reversal frequency is mainly due to dipol~ wobble; and (4) the 
time intervals of low or nearly zero reversal frequency are 
characterised by times of low or zero dipole wobble, and angular 
dispersion is then due to changes in the nondipole field components. 
Figures 5-9 (a), (c) and (d) exhibit a further important fel;lture in 
the variations with time of the SF' s0 and SN values. The patterns of 
these SF, s0 and SN variations for the. normal polarity. results are 
remarkably similar to the patterns for the reversed polarity results. 
Such a similarity between variation with time of the normal and 
reversed polarity fields has also been found in variations of the G2 
and G3 coe«ficients in Figures 4-13(a) and (b) of section 4.3.4.1. 
These similarities will be further discussed in Chapter 6. 
An exception to the similarity between normal and reversed field 
variation may .be evident for the time intervals 45 - 80 Myr and 110 -
145 Myr. During these · two time intervals (which are both of 
fluctuating reversal frequency) the s0 and SN contributions to the SF 
for the normal field are different from those for th~ reversed field. 
For the normal fields of both time intervals, the SN contributions are 
interpreted as the dominant cause of SF. But for the reversed fields, 
the SD contributions are stronger than the SN contributions. 
Figures 5-9(a), (c) and (d) may also be examined for differences 
between normal and reversed polarity results in view of the possibility 
that some of the contributing data may have been 'contaminated' by 
residual soft magnetisation components from the earth's present normal 
field, as depicted in Figure 5-10. There is perhaps some suggestion in 
Figures .5-9 (a) that reversed SF values are slightly larger than normal 
SF values, but if anything the conclusion to be drawn from Figures 
5-9(a), (c) and (d) is that because the results for normal and reversed 
polarities are generally so similar, then the 'residual soft 
magnetisation' effect if present at all is very weak. Such a 
conclusion indicates that the data have resulted from measurements on 
rock samples which were in fact adequately 'cleaned'. 
It may also be noted, of course, that were such residual 'soft 
magnetisation' effects present, then they would be minimised in the 
results presented for normal and reversed data combined. 
NM: 
RM: 
MNM: 
MRM: 
RNM: 
RRM: 
Sl: 
S2: 
Fig. 5-10 
MNM 
normal magnetisation 
re;ersed magnetisation 
mean normal magnetisation 
mean reversed magnetisation 
resultant normal magnetisation 
resultant reversed magnetisation 
angular dispersion of NM or RM 
angular dispersion of RNM or RRM 
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' I f'tetd' present norma 
component 
present 'normal field' 
component 
affected by a present 'normal field' component 
The effect of a soft remanent magnetisation component due to the 
present normal geomagnetic field remaining in measured rock samples after 
imperfect cleaning. For normal PSV data, s2 is smaller than s1 but for 
reversed PSV data s2 is larger than s1 . Thus reversed PSV data yield 
larger angular dispersions than normal PSV data due to this effect. 
CHAPTER 6 
CONCLUSIONS 
6.1 Review of the main results 
6.1.1 The purpose of the thesis 
The aim of the present thesis is to provide more understanding 
about the nature and history of the earth's magnetic field, and to 
provide some observed physical phenomena which geodynamo models should 
satisfy. The strategy followed has been to analyse all available 
global paleomagnetic data. Such a compilation of data represents the 
combined results of tens of years of published paleomagnetic studies. 
Data have been drawn from all available standard compilations of 
paleomagnetic results published up to 1978, and papers published in 
1979 and 1980. The separated polarity data satisfying certain 
selection criteria have been analysed to represent the time-averaged 
paleomagnetic field. 
Throughout this thesis, 'normal' and 'reversed' polarity data are 
compared as 'normal' and 'pseudo-normal' data, by changing the sign of 
inclination values of reversed polarity data and changing the 
corresponding declination values by 180°. This conversion of 
'reversed' data to 'pseudo-normal' data is to allow a direct comparison 
of the field flux-line configuration for each polarity state, without 
the complicating effect of the opposing directions of flux lines. 
With such 'normal 1 and 'pseudo-normal 1 data, spherical harmonic 
analyses and statistical analyses of paleosecular variation have been 
carried out to study the variation of the (time-averaged) paleomagnetic 
field with time; also possible asymmetry or symmetry between the normal 
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and reversed polarity fields has been investigated (Chapters 2, 4 and 
5). For such analyses, global reconstructions have been carried out to 
correct for plate tectonics effects on paleomagnetic data aged older 
than 5 Myr {Chapter 3). 
6.1.2 Results of spherical harmonic analyses 
The following results are obtained from spherical harmonic analyses 
of the paleomagnetic data, from recent back to 195 Myr ago (Chapters 2 
and 4). 
(1) For time intervals in which the geomagnetic reversal frequency 
is constant {i.e. 22.5- 45 Myr and 80 - 110 Myr), the G2 and G3 values 
of the normal polarity field can be taken to be the same as the G2 and 
G3 values of the reversed polarity field, respectively, at the 0. 05 
significance level. 
(2) For time intervals in which the geomagnetic reversal frequency 
is varying {i.e. 5 - 22.5 Myr and 45 - 80 Myr), the G2 and/or the G3 
values of the normal polarity field can be taken to be different from 
the G2 and/or G3 values of the reversed polarity field, respectively, 
at the 0.05 significance level • 
• (3) For all the time intervals the signs of G2 and G3 for the 
normal polarity field are the same as the signs of G2 and G3 for the 
reversed polarity field. These same signs indicate that, when the 
field reverses, the zonal quadrupole and octapole fields reverse with 
the zonal dipole field. 
(4) The G3 coefficients have been dominant relative to the G2 
coefficients regardless of polarity for all time intervals except for 
the last 5 Myr. 
(5) The variations with time of the G2 and G3 values of the normal 
polarity field show similar patterns to the variation with time of the 
G2 and G3 values cof the reversed polarity field, respectively. 
6.1.3 Results of statistical analyses of paleosecular variation 
The following results are obtained from statistical analysis of the 
paleosecular variation for the last 195 Myr (Chapter 5). 
(1) When the geomagnetic field has been in a state of low or nearly 
zero reversal frequency, the angular dispersion SF value is relatively 
small and is mainly due to changes in the nondipole components (SN). 
(2) When the geomagnetic field has shown high reversal frequency, 
the SF value is relatively large and is mainly due to dipole wobble 
(SD). 
(3) The variations with time of the SF, s0 and SN values for the 
normal polarity field show patterns remarkably similar to the 
variations of the SF' s0 and SN values for the reversed polarity field. 
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6.2 Discussion of the main results 
6.2.1 Significance of zonal harmonic field components 
The necessity of a time-averaging process for the available 
paleomagnetic data has been discussed in an earlier part of this thesis 
(refer to section 1.1.2). The effect of the time-averaging process is 
to obtain 'mean' paleomagnetic fields for the periods concerned, and to 
investigate their characteristics for each period and their variation 
with time. 
It is expected in this thesis that, by the time-averaging and 
latitudinal space-averaging process employed, the net effects of all 
nonzonal harmonic components are averaged out to zero (refer to section 
2.1.3.3). Further, by averaging data over inclination strips, unwanted 
effects such as those of an imperfectly-cleaned present earth's field 
can be smoothed out (refer to section 2 .1 .1). 
. 
The values of G2 coefficients determined in this thesis are in the 
range of -0.1 to +0 .1, and the values of G3 coefficients are in the 
range of +0.05 to +0.16. The values of the ratio of zonal nondipole 
field to zonal dipole field, determined from the above G2 and G3 
values, range from 0. OS to 0.12. 
.. 
Such a persistent existence of 
nondipole components, on a time-averaged basis, indicates that a 
geocentric axial dipole model is not a complete model for the 
time-averaged paleomagnetic field; although such a model still holds as 
a good first-order approximation of the field. 
The magnitudes of the nondipole components would be much stronger 
at the core-mantle boundary than as determined for the surface of the 
earth. The sources of such nondipole fields are generally taken to be 
eddies in the outer core, close to the core-mantle boundary (McElhinny, 
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1979). If the dynamo region were confined to the deep interior of the 
core, then such components would be barely detectable at the earth' s 
surface (Hide, 1981). 
The declination anomaly analysis of the field for the last 5 Myr 
shows that, within the errors . of the analysis, the time-averaged 
paleomagnetic field of· that period has been axially symmetric. Such 
axial symmetry of the paleomagnetic field strongly suggests that the 
earth's rotation is a significant contributing factor to the geodynamo 
process in the core. This suggestion coincides with the ·theoretical 
consideration that the Coriolis and Lorentz forces are dominant in the 
earth's core (Lowes, 1971, Busse, 1975, Jacobs, 1975). For periods 
earlier than 5 Myr, the field is assumed in this thesis to have axial 
symmetry for the purposes of global reconstruction. 
Thus the axial symmetry of the field as observed for the last 5 
Myr, and the persistent 'presence. of the observed nondipole field will 
provide important physical constraints to investigations of the 
geodynamo processes. 
below. 
This point is taken up again in section 6 .2.4 
6.2.2 Significance of the paleosecular variation study 
A paleosecular variation study can give btformation about changes 
of the paleomagnetic field with time in a way which is straightforward. 
In a spherical harmonic analysis, the changes with time of the field 
are evident only from changes of the ratios of the zonal nondipole 
terms to the zonal (i.e. axial) dipole term. However, a paleosecular 
variation study can provide a rather direct measure of the 
contributions of the dipole and , nondipole field components to the 
changes of the field. 
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As also shown to be the case in the spherical harmonic analyses, 
the changes with time in the paleosecular variation characteristics 
occurred at times when the reversal frequency characteristic changed. 
Thus the present paleosecular variation study also provides some 
conditions which a complete geodynamo model should satisfy. 
The present results support 'Model F' of McFadden and McElhinny (in 
preparation) as a satisfactory model for fitting the observed field 
dispersions for the last 195 Myr. Thus, the following bases of Model F 
are also supported to be valid over the same time period: (1) the 
time-averaged · energy density in the nondipole field is linearly 
proportional to the energy density in the dipole field; (2) the angular 
dispersions due to changes in the nondipole fields are independent of 
those due to dipole wobble; and (3) the latitudinal variation of the 
time-averaged nondipole field can be approximated by that of the 
present nondipole field. 
6.2.3 Asymmetry and symmetry between the normal and reversed polarity 
fields 
The paleomagnetic field has shown asymmetry between normal and 
reversed p<Ylari ty states in terms of time-averaged Gauss coefficients, 
when the reversal frequency of the field has fluctuated. However the 
field has shown no asymmetry between the two different polarity states 
when the reversal frequency has been constant. 
Both the variation with time of the zonal Gauss coefficients for 
normal polarity field and the paleosecular variation for normal 
polarity field have shown similar patterns to the corresponding 
variations for reversed polarity field. 
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From the above results it is hypothesized that, when the reversal 
frequency characteristic is stable, after a polarity reversal the field 
may be able to ·regain flux-line configurations the same or similar to 
the previous polarity field. However, it is thought that, when the 
field reversal frequency characteristic is unstable the field may not 
be able to regain or maintain the same nature as the previous polarity 
state. 
In the event of normal and reversed polarity fields. being the same, 
studies carried out with data divided into the two sets of normal and 
reversed polarity have the extra strength of their results serving as a 
cross check on each . other. Thus where symmetry is observed between 
normal and reversed polarity results, such internal consistency between 
two essentially independent sets of data strengthens the results of 
both. The only warning note which must be borne in mind is that some 
undetected systematic error or errors could' be influencing both sets of 
data in a similar way. 
6.2.4 Implications for geodynamo theory 
Any satisfactory geodynamo theory should be able to predict or 
explain observed geomagnetic phenomena, such as field revers.als, 
paleosecular variation and long-term variation of the field. 
Accordingly, existing observed geomagnetic phenomena provide important 
information about the conditions which a geodynamo should satisfy. 
It is expected that the results. of the present thesis can provide 
useful information for geodynamo models. For example, the result of 
the dominance of the G3 · coefficient relative to the G2 coefficient at 
the earth's surface through time may provide information regarding 
interactions between the most basic toroidal and poloidal fields in the 
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core. As Bullard and Gellman (1954) discussed, toroidal or poloidal 
fields of a certain degree can be induced by the interactions of 
certain toroidal or poloidal velocity components with other inducing 
toroidal or poloidal magnetic fields, subject to certain selection 
rules. For example, a poloidal field of third degree (G3 term) can be 
induced in the core by the interaction of a first degree poloidal 
velocity component with a second degree poloidal magnetic field (G2 
term). Also a second degree poloidal (or toroidal) field can be 
induced by the interaction of a first degree poloidal (or toroidal) 
velocity component with a third degree poloidal .field. These latter 
two particular examples are depicted in Figure 6-1. In such a pattern 
of interactions, the dominance of a certain degree poloidal field at 
the earth's surface may be able to provide an important condition 
regarding interactions in the earth's core. 
Also the history of the nondipole field. should provide information 
about the conditi.ons under which the geodynamo has operated. For 
example, · according to the model in which the nondipole field 
corresponds to eddies in the oute.r core close to the core-mantle 
boundary, changes in the nondipole field may correspond to changes in 
such eddies, which in turn. may reflect changes in temperature and/or 
topography at the core-mantle interface (Hide,1967) • 
• 
Furthermore the following results of the present thesis are also 
expected to provide some physical implications or constraints for 
geodynamo field reversal and field maintanence mechanisms: 
(1) the relationship between the stability of the reversal frequency 
characteristic, and the symmetry (or asymmetry) of normal and reversed 
polarity fields; 
(2) the relationship between the reversal frequency characteristic 
and the magnitude of the paleosecular variation; and 
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-~------:--------------------
(a) 
------------------~-------------
(b) 
Fig. 6-1 Examples of interactions involved with the third degree 
poloidal magnetic field component (derived from the G3 harmonic), after 
Bullard and Gellman (1954). The interaction chains shown above are not 
complete. 
s1' s2, and s3 are poloidal components of zero order and degree 1, 2 
and 3, respectively. T1 and T2 are toroidal components of zero order 
and degree 1 and 2, respectively. 
(a) Interaction of an s1 velocity component with an s3 magnetic field 
component to induce an s 2 magnetic field. 
(b) Interaction of a T 1 velocity component with an s3 magnetic field 
compone.nt to induce a T2 magnetic field. 
I 
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(3) the similarity of patterns of variation with time in normal and 
reversed polarity fields. 
For instance, differences between normal and reversed polarity 
results would suggest different mechanisms of maintanence for the 
different polarity fields. Such differences could arise from different 
velocity fields in the core, different flux configurations in the core, 
or different conditions at the core.,..mantle boundary. 
6.2,.5 Possible correlation.of the geodynaato process with JDaD.tle dynamics 
Changes in magnitude of the nondipole field (which some models 
ascribe to eddies in the outer core) have been shown in this thesis to · 
be coincident with changes in the reversal frequency characteristic of 
the general paleomagnetic field. Certain other geophysical changes 
have also been .found in other studies to be coincident with the changes 
of the reversal frequency characteristic, and it. is appropriate to note 
them as follows. 
Irving and Robertson (1969) suggested that rapid polar wandering, 
diastrophism, and rapid evolutionary change accompanied changes of 
reversal frequency. Naidu (1971) correlated the discontinuous change 
in the statistical structure of reversals at around 50 Myr ago with the 
• 
world-wide tectonic activity of the early Eocene. Vogt (1975) also 
noted the coincidence with changes in reversal frequency of major 
plate tectonic changes about 42-45 Myr, 70-80 Myr and 110..,..120 Myr ago. 
Vogt (1975) used the parameter of sea level height as a record of the 
oceanic part of plate tectonics and correlated it with seafloor 
spreading and reversal frequency. Recently Jacobs (1·981) noticed that 
major changes in reversal frequency characteristic for the last 150 Myr 
occurred at times of changes in heat flow. 
307 
All these observations regarding c.orrelations of geomagnetic field 
reversals with magnitude of the nondipole field, polar wandering, 
tectonic activity in the continents and oceans, and heat flow, strongly 
suggest interaction in some manner between mantle dynamics and the 
geodynamo process :i.n the core. 
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6.3 Suggestions for further studies 
6.3.1 Unifora data distribution in time and space 
A more uniform data distribution in time and space would give more 
confidence to the results obtained in this thesis. Such a uniform data 
distribution irt time could be accomplished, if there were more 
paleomagnetic data earlier than 80 Myr for spherical harmonic analyses 
(refer to section 4.3.2) and earlier than 22.5 Myr for paleosecular 
variation studies (refer to Table 5-l). 
Also a more uniform data distribution in space could be 
accomplished, if there were more paleomagnetic results from the 
0 0 
southern hemisphere and from the longitude sector of 90 E to 270 E. 
This region refers mainly to an area of the present Pacific oceant so 
that such data would need to come particularly from deep'-sea cores, 
seamounts, or .oceanic islands. 
Several paleomagnetic results from such regions would contribute 
more effectively to a uniform data distribution than tens of results 
from regions which have already been studied in a detailed manner, such 
as North America and Europe • 
• 
6.3.2 Paleointensity data 
In general, paleomagnetic studies have been concerned with 
direction information rather than with intensity information, mainly 
due to technical restrictions. If . there were sufficient and . reliable 
paleointensity data with the paleodirection data analysed in this 
thesis, the absolute magnitudes of zonal quadrupole and octapole fields 
could be determined, together with the absolute strength of an axial 
dipole field. Thus it will be an advantage if measurements of both 
309 
direction and intensity are routinely made in future paleomagnetic 
studies. 
6.3.3 Extensions of the present thesis 
The main extension, as has been discussed, appears to be a 
geodynamo theorywhich can exploit the present results as conditions or 
constraints for satisfactory dynamo models. 
Also the present thesis could be extended for times earlier than 
the Jurassic period, if the paleopositions of sampling sites of 
existing paleomagnetic data could be determined with sufficient 
accuracy. The present limitation for going to earlier times lies in 
the lack of global reconstruction data (notably the lack of marine 
magnetic anomaly records) rather than in a lack of paleomagnetic data. 
Improved accuracy of results could lead to the inclusion of higher 
order terms (such as G4) in the spherical harmonic analysis• 
It should perhaps finally be noted that the present thesis is the 
first study dealing· with comprehensive data sets of normal and reversed 
polarities, after correction for plate tectonics effects, for the last 
195 Myr. There is presumably scope for future studies to check the 
results of the present work, perhaps experimenting with different 
methods of analysis, and hopefully working on the basis of an even more 
comprehensive data set. 
310 
Appendix 1 Test of the effects of averaging paleomagnetic data over 
geographic latitude strips 
An exercise was carried out to check whether present or recent 
geomagnetic field magnetisation effects (which might appear as errors 
in measurements of original rock remanent magnetisation) can be exactly 
cancelled out by averaging data over geographic strips of equal 
latitude. In this exercise, rock samples are considered to have two 
components of magnetisation, as follows: 
Component 1: Original ('hard') remanent magnetisation due to the 
paleomagnetic field. In this exercise the paleomagnetic field is taken 
to be axial and dipolar. 
Component 2: Modern ('soft') magnetisation due to imperfect 'cleaning' 
of remanent magnetisation effects of the present or recent geomagnetic 
field. 
Paleomagnetic measurements are interpreted in terms of ambient 
magnetic field directions at the times of acquisition of measured 
magnetisation, and thus let component 1 be such as would be interpreted 
in terms of an axial dipole of magnetic moment M and scalar potential 
ljJ • Thus, 
• 
M cos e 1 i 
Similarly, let component 2 be such as would be interpreted in terms of 
an axial dipole field of moment M and scalar potential l/J , and an 
a a 
equatorial dipole field of moment M and scalar potential l/J • Thus, 
e e 
l/Ja 
l/Je 
M I r 2 cos e 
a 
n. I r 2 M sin e sin VJ 
e 
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The ratio M /M is taken as for the present earth's field, i.e. M /M = 
a e a e 
5. (ln the general case, M, Ma and M and ljJ , ljJ and ljJ will only be 
e a e . 
known relatively;-- not absolutely. However this restriction is not 
important in the present exercise as only ratios of these quantities 
are eventually used below.) 
The combined magnetisation of such a rock . sample from a general 
site (r, e, ~) on the earth's surface will thus be interpreted in terms 
of some model 'total' field. This model total field will have 
potential VJT and horizontal and vertical magnetic. field components He 
and H , related to M and M as follows, 
r a 
= (M case + M case + 0.2 M sine sinl/1) I r 2 
a a 
=-
-1 
r a ljJ T /a e 
= (M sine + M sine - 0.2cose sinl/1) I r 3 
a 
H r = .... (} ljJ T /a r 
= (2M case + 2M case + 0.4M sine sin¢) I r 3 
a a 
Thus the measured magnetic inclination (I) of the rock sample is given 
by 
tan I = 
2(cose + M M-l case + 0.2M M-l sine sin0) 
----------~----------------~-----------------
sine + M M~1 sine - 0.2M M-1 case sin0 
a a 
and the anomalous inclination ( o 1) due to the effect of the 'present 
field component' superimposed on the original remanent component is 
given by 
oi 
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For the case of the paleomagnetic field being reversed, o I is 
given by 
(In this appendix, reversed results are taken as such, without 
conversion to 'pseudo-normal' values.) 
To investigate the effects of averaging paleomagnetic data over 
geographic strips of equal latitude, numerical calculations were made 
with five different ratios of M to M taken as 8%, 4%, 0.8%, 0.4% and 
a 
0.08%. For these different ratios, o I was calculated for cases of 
0 both normal and reversed (or negative M) along every 5 in colatitude 
and 10° in longitude. From the sets of (36) o I values thus computed 
for each colatitude, arithmetic mean values of o I were then 
calculated. Representative examples of the results of the calculations 
are presented in Figure Al-l. 
From an inspection of the figure, it is evident that even for an 
M /M ratio as high as 8% the result of averaging the calculated o I 
a 
values along the colatitude strip is less than 0.01°. Thus it is 
unlikely t~at imperfectly cleaned recent magnetisation effects cause 
systematic errors in the inclination anomaly values which are analysed 
in this study. 
It is interesting however to note that the cancellation of oi 
effects by averaging around latitude strips in this way is not exact. 
Further, as is evident in Figure Al-l, results are different for the 
cases of normal and reversed paleomagnetic field, with results for the 
latter case being slightly greater than those for the former case. 
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Figure Al-l Representative results as a function of colatitude of the 
effects, in terms of contribution ol to an inclination anomaly value, 
of an 'imperfectly cleaned' recent magnetisation which has been 
averaged over geographic strips of equal colatitude. Solid line and 
broken line results are for paleomagnetic fields of normal and reversed 
polarity, respectively. Circle results are for a M /M ratio of 0.8% 
a 
10-s and for these the horizontal cSI scale is marked in units of 
degree. Square results are for a M /M ratio of 8% and for these the 
a 
10-3 horizontal cSI scale is marked in units of degree. Note that if 
the reversed results were converted to 'pseudo-normal' values according 
to the convention in section 1.1. 2, they would then plot as their 
present 'mirror image', and so be close to (but slightly greater than) 
the normal results plotted above. 
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Appendix 2: Statistical analysis of dispersion on a sphere, results from 
Fisher (1953) and Watson (1956) 
Consider N individual directions of remanent magnetisation for a 
site. If <\, mi' ni) are the direction cosines of the ith (i=L, ••• N) 
observation northward, eastward and downward, respectively, then li' mi 
and n. are given by the declination and inclination value of the ith 
1 
observation (D1 , Ii): that is, 
1. = cos I. cos D. 1 1 1 
m. cos I. sin D. 1 1 1 
n. sin I. 1 1 
Then the direction cosines (1, m, n) of the maximum likelihood estimate 
of the mean direction for N such individual determinations are given by 
N I 1 = ~ 1. R 
:t 1 
N I m = l: m. R 
~ 1 
n l: n. I R 
i 1 
where R is the length of the resultant vector sum of all N 
observations, i.e • 
• 
R2 
N N N 
( l: li )2 + ( l: m. )2 + ( l: n. )2 
i i 1 i 1 
Using these mean direction cosines, the declination (D ) and 
m 
inclination (I ) angles of mean direction are obtained as 
m 
D 
m 
I 
m 
-1 
tan (m/1) 
. -1 
s1n (n), or 
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where the signs of the numerator and denominator are taken into account 
to give D a range of 0° < D < 360°. 
m m 
Note that in section 2 .1. 2 where an arithmetic mean inclination is 
referred to for deep sea sediment cores of which declination values are 
not known, such an arithmetic mean inclination I has been calculated 
according to 
I = -1 tan [ L: sin Ii I L: cos Ii 
If all core samples are assumed to have the same (unknown) 
declination value D, then the direction cosines ( 1, m, n) of the mean 
direction are given bi 
1 cos D L: cos I. I R 
i 1 
m sin D L: cos I. I R 
i 1 
n L: sin I. I R 
i 1 
where R2 = ( L: cos I. ) 2 + ( L: sin Ii ) 2 • Thus the arithmetic mean 
i 1 i 
inclination I (some estimate of true mean inclination) is given by 
I tan -1 [ N I (l2 + m2)1/2 ] 
= tan -1 [ sin I. I L: I. L: cos 1 1 
i i 
Fisher (1953) suggested that, if individual directions of 
magnetisation are represented by points on a unit sphere, these points 
are distributed over the sphere with a probability density, P, given by 
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e~p( k cos ljJ) where ljJ is the angular displacement of an individual 
direction from the true direction. Integrating over the area of a unit 
sphere, and normalising this integral to have a value of unity, leads 
to a probability density, 
P = k exp( k cos ljJ ) ./ 4 11" sinh k 
where P is the probability (between 0 and 1) that a direction will be 
at angle ljJ from the true direction. This distribution means that the 
proportion of the individual directions expected to lie on a small 
area, the normal to which makes an angle ljJ with the true mean 
direction, will be given as P multiplied by the area. 
The parameter k, called the 'precision parameter' determines the 
dispersion of the points. A large value of k . corresponds to points 
clustered close together about the true mean direction, and so cl.ose to 
their mean direction (which is the maximum likelihood estimate of the 
true mean direction). A value for k of zero corresponds to density' P. 
which is uniform over the sphere, that is, the points are randomly 
distributed on the sphere. 
Fisher also showed that the best estimate K of precision parameter 
k, where Itt > 3, for a given R, is given by 
K = (N - 1) I (N - R) 
When the true mean direction is known, K is given appro~imately by 
K = N I (N - R case) 
where 8 is the angle between the true and estimated mean directions. 
The true mean direction will lie within a circular cone about the 
resultant vector R with semi-angle a at probability level (1 - P), 
for R > 3, where 
cos a = 1- (N- R) [.(1/P)1/(N-1)- 1 J / R 1-P 
When a is small and P is taken as 0. 05, then the approximate relation 
is 140/(K• N)112 ; the value a 95 is ·called the radius of the 
circle of 95% confidence. When P is taken as 0.37, the relation is 
1/2 
a 63 81 /(K • N) ; the value a 63 is called the standard error of the 
mean. 
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Normal polarity data for the last 5 Myr 
-----------------------~------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
------------------------------------------------------------
1.01 QR +37. 7 +15.0 11 81 4.3 +55.8 
1.02/3/4/5 QR-QP +63.1 +17.4 20 400 358.4 +72 .1 
1.07-13/15 QP +35.5 +138. 5 33 240 347.2 52.2 
1-17 QR +64.0 -19.0 8 32 1.1 +73.8 
3.;,;05 QR +35.7 +139.8 55 1378 356.0 +53.0 
3.08A QR-QP +34.5 +131. 5 12 273 1.6 +57 .o 
3.11 +5. 01 QR +52.0 +1.0 20 000 1.7 +62.3 
5.02 QR +35. 7 +139. 8 9 90 357.0 +46.0 
6.09 QR +23.0 +5.0 5 61 345.0 +32.0 
7-01 QR +19.5 -155.5 9 67 10.0 +36.0 
8.01+8.02A QR -37.3 -13.5 9 27 355.1 -47.6 
8 .• 03 QR +71.1 -8.2 10 10 340.0 +83.0 
8'.05A QP-TP +20.5 -157.5 10 28 0.1 +35.3 
8.10A QR-QP -53.1 +73.5 8 20 354.7 -61.8 
10.02/03 QR +38.5 -28.0 14 14 352.9 +54.8 
10.04A QR-QP +39.4 -31.2 22 110 1.7 +58.3 
10.05 QR +42.2 +2.5 7 69 356.0 +54.0 
11.01 QR +19.5 -155.6 5 419 355.0 +24.0 
12.03 QR -58.0 -27.0 3 14 15.0 -68.0 
13.01 QR +31.0 -115.0 2 16 19.0 +57 .0 
13.02 QR -04.0 +150.0 22 44 360.0 -16.0 
14.01 QR +42.1 -82.1 1 19 9.6 +42.6 
14.02 QR +43. 7 -79.2 1 24 336.4 +60.6 
14.03 QR +43. 7 -79.2 2 34 5.8 +44.3 
14.04 QR +42. 5 -82.0 1 58 7.4 +47 .2 
14.5/23/49 QR-QP -11.9 +43.8 37 214 1.4 -21.5 
14.06 QR +40. 7 +13.9 5 24 9.0 +47.7 
14.09 QR +18.1 +145. 7 23 160 1.9 +32.1 
14.10 QR +14.0 +122. 0 14 000 355.8 +26.9 
14.11 QR +44.3 -121.9 9 87 2.2 +49.6 
15.01 QR +43.5 -81.6 31 140 0.7 +42.4 
15.02 QR +44.2 -81.2 1 39 3.2 +35.8 
16.01 QR -34.0 +144.0 11 43 353.7 -56.1 
16.02 QR +50.3 -118.9 37 74 5.8 +67.6 
3C.07 QR-QP +36.0 +138.0 11 000 359.0 +47 .5 
8.04 QR-QP +19.5 -155.5 11 632 6.0 +31.0 
10.06 QR-QP -21~0 +55.0 49 59 6.0 -39.0 
10~09 QR-QP +39.0 +37 .o 16 121 7.0 +56.0 
11.08A QR-QP +35.9 -106.5 7 55 3.6 +51.7 
11.09 QR-QP -37.5 +174.0 32 176 2.0 -63.0 
11.10 QR-QP -20.3 +57 .5 13 000 359.0 -46.0 
11.12A QR-QP +45.0 +3.8 10 30 1.7 +61.2 
L1.15A QR-QP -37.5 -70.0 9 75 357.5 -58.2 
12.09 QR-QP +44.6 +3.5 31 219 358.0 +60.0 
13.07 /13A QR-QP +65.2 -20.0 49 392 355.0 +76.1 
13.04 QR-QP -0.8 -89.5 24 192 358.0 +3.0 
14.12 QR-QP +21.3 -157.8 3 193 359.9 +32 .1 
14 .13A QR-QP -17.7 -149.4 10 000 358.4 -28.6 
14.17 QR-QP +38. 7 -27.2 31 223 358.2 +52.5 
14.18 QR-QP +13. 7 +107 .1 *2 14 0.2 +14.5 
14.21A QR-QP +4.5 +9.5 36 105 0.5 +7.5 
-------------------------------------------------------------
------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
-------------------------------------------------------------
14.22A QR-QP +3.5 +9.0 43 107 358.5 -2.8 
14.23A QR-QP -12.2 +44.4 1 27 4.0 -21.9 
14.24 QR-QP -38.8 +77 .5 17 135 347.3 -55.1 
14.25 QR-QP -38.8 +77 .5 27 189 3.2 -58.0 
14.27 QR-QP -21.1 +55.5 18 135 357.2 -40.2 
14.28 QR-QP -46.5 +52.2 43 156 7.5 -61.7 
14.29 QR-QP -46.5 +51. 7 38 181 4.0 -62.0 
14.31 QR-QP -46.9 +37 .8 21 191 11.9 -67.1 
14.33A QR-QP +19.0 -99.0 41 000 3.9 +26.9 
14.34 QR-QP +79.5 +13.3 12 16 25.0 +83.0 
14.37 QR-QP +42.0 +44.0 9 86 359.0 +70.0 
16.06 QR-QP +28.1 -14.5 11 43 4.1 +34. 7 
16.07 QR-QP +50.5 +7 .0 31 404 3.7 +67.7 
16.08 QR-QP +39.8 +115. 9 7 28 7.1 +54.8 
8.12A QR-TP -14.0 -172 .o 7 30 7.7 -34.0 
13.11A QR-TP -38.5 +143. 5 25 72 3.9 -60.0 
14.38A QR-TP +57.5 -130.0 27 000 326.0 +77 .0 
15.08A QR-TP -16.5 +47 .6 21 104 352.3 -40.1 
1.06 QP +43.0 -73.0 6 1019 355.0 +51.0 
3.09 QP +45.5 +3.0 10 000 353.0 +62.0 
6.10 QP +41.0 -84.0 11 64 356.3 +59.1 
9.11A QP +39.4 -120.0 6 36 +25.8 +53.8 
9.03 QP -16.0 +168.0 9 31 1.0 -22.0 
9.05A QP +25.2 +121.8 7 000 16.0 +31.0 
10.08A QP -21.0 +55.5 12 000 8.0 -37.0 
10.12A QP +35.0 +139.0 6 000 351.1 +48.8 
12.12 QP -63.0 -60.7 15 35 11.0 -73.0 
12.13 QP +52.0 -177.0 *9 52 355.0 +65.0 
12.14 QP +52.0 -177.0 14 000 2.0 +72.0 
12.15 QP +52.0 '"-177. 0 *10 61 352.0 +70.0 
14.39A QP +29.0 -15.0 86 200 5.7 +42.2 
14.40A QP +66.2 -15.2 *3 15 353.9 +78.9 
15.11 QP +0.0 +36.0 24 000 2.5 -1.7 
15.14 QP -27.1 -109.2 63 240 357.9 -43.4 
16.09 QP +11.6 +42.5 24 55 358.9 +19.2 
16.13 QP +45.0 -111.0 22 157 1.8 +65.9 
1.19 QP-TP +65.0 -22.0 10 33 7.0 +75.4 
9.06 QP-TP +25.3 +121. 5 27 161 3.0 +36.0 
9.07A QP-TP +23.6 +119. 5 6 95 7.9 +43.7 
9.08 QP-TP +23.5 +121.4 14 000 1.0 +33.0 
10.16A QP-TP +37 .0 +128. 5 4 29 19.8 +50.0 
10.202A QP-TP +48.5 +19.0 5 28 21.5 +62.5 
11.11A •QP-TP -20.3 +57 .5 4 000 1.0 -42.8 
12.17A QP-TP +44.6 +3.5 3 21 351.9 +61.2 
12. 21A QP-TP +47.0 +17 .5 5 52 14.0 +52.0 
12.22A QP-TP +47.5 +18. 7 6 35 16.0 +61.6 
13.09A QP-TP -3.2 +35.5 5 24 7.5 +1.5 
13.16A QP-TP +65.2 -20.0 10 66 9.8 +77. 9 
14.44A QP-TP -50.5 -72.7 4 14 344.1 -59.2 
14.45A QP-TP +45.1 +3.6 3 28 10.0 +63. 9 
14.46A QP-TP +0.0 +6.5 33 105 0.5 -3.4 
14.47A QP-TP +22.0 -160.0 25 185 358.0 +31.8 
14.48A QP-TP -21.0 +55.0 13 39 4.9 -27 .o 
14.50 QP-TP +38.9 +16. 6 33 107 8.4 +54.1 
14.52A QP-TP +27 .8 +17. 3 11 41 4.1 +37.3 
14.54A QP-TP +15.0 +122. 0 10 000 351.0 +19.5 
14. 87A QP-TP +40.0 +9.0 22 82 355.1 +51.1 
14.96A QP-TP +64.4 -21.4 150 000 1.0 +71.8 
------------------------------------------------------------
.JL.L 
------------------------------------------------------------
. . 
CODE AGE SLAT SLONG B N DECL INCL 
------------------------------------------------------------
14.58 QP-TP +32.5 -110.5 29 000 3.3 +48.1 
14.188 QP-TP -16.8 -151.0 8 38 2.2 -37.9 
14.511515 TP +37 .2 +14.8 6 12 348.5 +50.0 
16.15 QP-TP +5.1 +36.0 *78 466 3.9 +4.4 
12.04 Q +53.0 -168.0 19 100 348.0 +65.0 
12.05 Q +53.0 -168.0 15 80 358.0 +67.0 
12.06 Q +54.0 -167.0 20 llO 1.0 +69.0 
12.07 Q +62.0 -143.0 5 000 355.0 +78.0 
12.08 Q +58.0 -155.0 5 000 336.0 +77 .o 
5.12 Q-T +37 .0 +14.0 5 72 10.0 +50.0 
9.13A TP +35.2 -111.6 3 16 23.6 +47.1 
9.14A TP +13.0 +45.0 13 49 349.1 +19. 7 
9.17A TP +13.0 +45.0 2 000 1.0 +20.5 
11.13A TP -20.3 +57.5 17 000 355.2 -44.7 
12.29A TP -43.7 +172. 7 20 000 4.2 -60.7 
12.30A TP +44.8 +4.5 26 158 4.6 +55.2 
13.15A TP +20.8 -103.4 3 30 349.5 +34.5 
13.17A TP +20.0 -159.5 63 256 356.0 +28. 9 
14.65A TP +12. 7 +42.5 5 21 357.0 +12.5 
14. 70A TP +21.5 -158.1 8 28 359.1 +32.9 
14.73A TP +34.0 +36.0 16 59 358.3 +47.4 
14.64A TP +29.0 -15.0 8 40 9.5 +38. 9 
14.74A TP +32.0 +13.0 *3 15 10.0 +54.0 
14.75A TP -29.0 +168.0 25 60 11.2 -41.0 
14.76A TP +38.5 -122.5 3 20 349.3 +54.5 
14.570A TP -16.5 -151.4 8 29 2.5 -36.6 
14 .• 571A TP -16.8 -151.2 8 45 359.0 -33.3 
15.16A TP +0.0 +36.0 48 000 1.0 -4.7 
15.17 TP -20.5 -29.3 7 21 357.3 -41.7 
15.18 TP +62.6 -143.1 14 65 331.6 +76.9 
15.19 TP +33.8 +67 .8 ll 17 4.0 +39.0 
16.19 TP +64.5 -21.5 97 318 1.5 +69.3 
16.21 TP +64.9 -15.1 39 78 358.1 +78.9 
16.23 TP -44.0 -176.5 5 16 354.0 -62.0 
BERING QR-QP +58.5 -168.0 36 250 9.7 +72 .8 
PAPR75-25 TP -34.5 291.5 4 357.7 -62.5 
PAPR79-20 QP +16.0 298.3 6 359.0 +31.0 
PAPR79-20 QP +14. 7 299.0 8 360.0 +19.0 
PAPR79-20 QP +14.0 299.0 8 009.0 +36.0 
PAPR79-20 QP +13. 3 298.7 17 353.0 +21.0 
PAPR79-20 QP +12.5 298.8 5 351.0 +20.0 
PAPR79-20 QP +12.1 298.3 5 010.0 +15.0 
PAPR79-20 QP +11.2 299.3 4 359.0 +6.0 
otta12.259 Q +00.0 +40.0 13 131 357.5 -8.1 
otta12.166 Q +30.0 +61.0 14 134 1.4 +47. 9 
otta12.262A Q +44.0 +144.0 16 243 344.0 +57.8 
otta12.260 Q +43.0 +141. 0 4 50 8.4 +58.3 
otta12.257 Q +38.0 +15.0 14 192 358.7 +56.3 
otta12.142 Q -38.0 +175.0 10 00 1.0 -68.0 
otta12.04 Q +50.0 +5.0 1 14 359.0 +61.0 
otta12.148 Q +51.0 +15.0 6 33 349.3 +52.5 
otta12.264 Q +55.0 -129.0 22 119 14.0 +72. 9 
otta12.160 Q +38.0 -119.0 60 00 0.3 +49.3 
otta12.150A Q +34.0 +133. 3 17 66 1.0 +51.3 
otta11.325 TP +50.3 +16. 9 13 13 357.4 +65.8 
otta11.190 QP-TP +62.3 -143.2 9 36 352.5 +77 .1 
ottall. 362 TP +19.6 -99.0 35 232 0.9 +34.4 
otta11. 330A TP +34.0 +133. 3 4 40 4.2 +53.3 
------------------------------------------------------------
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------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
----------~-------------------------------------------------
Rl.Ol /2 QR-QP 53.0 157.5 10 24 355.0 +63.8 
Rl.03 QR-QP 69.0 88.5 10 10 273.0 +83.0 
Rl.04 QR-QP 43.5 42.5 20 44 13.0 +59.0 
Rl.05ABCD QR-QP 40.1 45.1 8 57 359.0 +58.0 
Rl.06 QR-QP 42.5 44.5 3 35 13.0 +45.0 
Rl.08ABC QR-QP 45.0 36.0 3 17 5.0 +74.0 
Rl.09AB QP 47 .o 39.0 4 19 6.0 +73.0 
Rl.lOABCDE QR-QP 47.0 36.5 *6 57 358.0 +71.0 
Rl.11 /14 QR-QP 48.0 31.5 5 53 359.4 +71.4 
Rl.l5ABCD QR-QP 45.0 28.0 4 55 1.0 +72.0 
Rl.l6 QP 39.0 53.0 3 40 7.0 +52.0 
Rl.l7 Q 50.0 105.5 *2 23 8.0 +68.0 
Rl.20 QR 57.0 99.0 *5 52 8.0 +72.0 
Rl. 21 QP 41.0 44.0 6 24 4.0 +58.0 
Rl.23 QR-TP 48.0 24.0 3 27 13.0 +61.0 
R1.26 QR-TP 55.0 161.0 11 212 355.0 +68.0 
Rl.29 QR-QP 47.0 23.0 2 93 355.0 +70.0 
Rl.30 QR-QP 42.0 44.0 116 143 359.0 +60.0 
Rl. 31ABCDE QR-QP 40.5. 44.2 17 269 348.0 +53.0 
Rl.32ABCDEF QR-QP 40.1 45.1 147 737 3.0 +56.0 
Rl.33/34/35/36 QR-QP 58.5 54.5 13 123 5.7 +68.9 
Rl.37AB QR-QP 53.5 83 .o *28 283 359.7 +69.6 
Rl.38/39/40 QR-QP 55.7 159.3 *28 284 358.6 +71.4 
Rl.47ABCD QR-QP 53.5 83.5 4 516 356.0 +68.0 
Rl.49AB QR-QP 53.0 108.0 2 57 353.0 +77 .0 
Rl. 51 QR 54.1 159.7 10 180 10.0 +67 .0 
Rl.52ABCD QR-QP 53.6 82.9 4 677 358.0 +68.0 
R1.54AB QP 47.0 47.0 8 67 360.0 +58.0 
R1.53 QP 53.0 50.0 2 38 . 359.0 +64.0 
R1.55ABC QR-QP 42.2 44.2 28 84 5.0 +59.0 
R1.56ABCD QR-QP 41.3 44.1 40 150 3.0 +58.0 
R1.57C QP-TP 41.5 43.8 69 310 324.0 +60.0 
R1.58 Q 47 .o 38.0 1 32 359.0 +65.0 
R1.59ABCDEF QR-TP 46.9 36.7 23 84 359.0 +70.0 
Rl.60/ .62 QP-TP 48.5 29.0 17 24 4.4 +66.0 
R1.61AB QR-QP 47.0 30.0 8 25 357.0 +68.0 
R2.01 TP 43.5 42.5 3 56 15.0 +59.0 
R2.02ABCDE TP 48.0 25.0 5 78 7.0 +65.0 
R2.03ABCD TP 48.0 25.0 4 41 355.0 +68.0 
R2.05 TP 48.0 25.0 1 11 313.0 +75.0 
R2. 06/7 /8 /9AB TP 45.4 32.2 5 75 359.3 +73. 9 
R2 .11/12 /11AC TP 45.5 36.8 *3 31 17.1 +72.6 
R2.14AB/15/16 TP 42.1 43.6 *8 81 3.7 +56.3 
R2.17ADFG TP 40.0 49.0 *24 240 3.3 +50.8 
R2.18ACE TP 39.0 53.7 *24 239 11.8 +41.7 
R2.20/23 TP 37.5 58.0 2 59 22.4 +53.1 
R2.34 TP 51.0 104.0 1 42 6.0 +72.0 
R2.44 TP 47.0 23.0 3 54 14.0 +65.0 
R2.45A TP 40.5 44.0 1 67 349.0 +50.0 
R2.48/49 TP 66.0 54.0 2 15 29.0 +73.0 
R2.50 TP 41.0 72.0 *2 17 352.0 +60.0 
R2.53AC/54/55 TP 56.0 158.6 10 105 15.1 +70.9 
R2.59A TP 40.0 70.0 *10 93 46.0 +53.0 
R2. 61 TP 51.5 81.5 1 12 351.0 +65.0 
R2. 65/66/6 7 A TP 44.7 33.7 6 120 2.5 +70.7 
------------------------------------------------------------
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------------------------------------------------------------
CODE SAMPLE AGE p SLAT SLONG INCL INCL 
WT(CM) (OBS) (CORR) 
-----------------------------------------------------------
LDGV21-171 13(1262) QP-R N 49.9 195.0 +66.0 +67. 5 
LDGV20-119 6(636) QP-R N 47.9 168.8 +66.0 +73.6 
LDGV21-172 6(564) QP-R N 47.7 195.6 +62. 9 +63. 5 
LDGV20-109 3(267) QP-R N 47.3 179.6 +60. 3 +61. 2 
LDGV20- 79 11(1111) QP-R N 46.8 226.7 +44.2 +47.1 
LDGRCll-171 4(437) QP-R N 46.6 200.3 +70.5 +71.4 
LDGV20- 80 2 (165) QP-R N 46.5 225.0 +64.2 +67. 3 
LDGRC10-182 8(820) QP-R N 45.6 177.5 +70. 2 +72 .0 
LDGV20-108 8(792) QP-R N 45.4 180.8 +59. 5 +61.4 
LDGV20- 85 2(226) QP-R N 44.9 216.4 +60.6 +65.4 
LDGV21-173 4(375) QP-R N 44.4 196.5 +59. 2 +63. 7 
LDGRC10-181 8(765) QP-R N 44.1 176.5 +63.3 +66.2 
LDGRC12-183 4(376) QP-R N 44.0 201.0 +56.5 +58.0 
LDGRC12-431 5(500) QP-R N 43.6 192.2 +63.8 +65.4 
LDGV20-107 5(525) QP-R N 43.4 181.1 +55. 3 +56. 7 
LDGV21-148 4(369) QP-R N 42.1 160.6 +61.9 +64.6 
LDGV20- 87 2 (186) QP-R N 41.8 210.1 +68.5 +69.8 
LDGRC10-203 4(397) QP-R N 41.7 188.1 +63. 2 +65. 4 
LDGV20- 88 1 (115) QP-R N 40.2 208.4 +51. 3 +51. 9 
LDGV21-174 3(289) QP-R N 40.1 197.5 +61.4 +62. 9 
LDGV20-105 2(167) QP-R N 39.0 181.7 +68.4 +70.1 
LDGV21-140 2(230) QP-R N 38.5 146.9 +48.9 +49.9 
LDGV21-175 5(476) QP-R N 38.4 198.9 +64. 5 +65. 0 
LDGV20- 89 2(205) QP-R N 38.2 206.4 +61.4 +62.0 
LDGRC12-374 12(1161) QP-R N 36.6 131.0 +49.5 +52. 3 
LDGRC12-434 2(205) QP-R N 36.2 197.3 +53.2 +54.0 
LDGV32-127 4 (356) QP-R N 35.5 177.6 +51.1 +52.1 
LDGV32-126 10(965) QP-R N 35.3 177.9 +46.8 +47.2 
LDGV20- 94 2(160) QP-R N 34.6 196.8 +54.2 +54.8 
LDGV21-145 5(4 75) QP-R N 34.0 164.5 +58.7 +60.0 
LDGRC10-167 15(1530) QP-R N 33.4 150.4 +52.0 +52.5 
LDGRC10-161 3(345) QP-R N 33.1 158.0 +50. 5 +51. 8 
LDGV21-144 8(835) QP-R N 32.7 160.0 +47.1 +47.4 
LDGRC10-160 5(497) QP-R N 32.5 159.8 +52.7 +53.2 
LDGRC10-168 7(665) QP-R N 32.4 148.4 +45.0 +45.2 
LDGRC10-164 2 (160) QP-R N 31.7 157.5 +52 .0 +52 .4 
LDGV21-142 4(365) QP-R N 31.6 156.4 +56.2 +56.8 
LDGRC10-159 2(205) QP-R N 31.3 162.3 +48.0 +49.0 
LDGV20-102 2 (17 5) QP-R N 31.2 182.2 +46.9 +47.2 
LDGV20- 98 2(221) QP-R N 31.2 189.4 +46.1 +46.3 
LDGV21-141 3(297) QP-R N 30.6 154.1 +48.8 +49.4 
LDGV21- 75 4(436) QP-R N 30.1 147.7 +50.8 +51.4 
LDGV21- 74 6(559) QP-R N 29.8 150.8 +51.0 +51.5 
LDGV21- 73 5(525) QP-R N 29.5 154.6 +40.2 +41.1 
LDGV21- 87 13(1330) QP-R N 27.9 146.6 +40.3 +40.7 
LDGV21- 89 1 (115) QP-R N 23.6 145.6 +40.3 +41.3 
LDGRC12-81 2(215) QP-R N 7.5 195.0 +19.9 +21.1 
LDGRC15-20 4(394) QP-R N 5.0 228.1 +10. 9 +11.1 
LDGV24-104 3(270) QP-R N 4.8 170.9 +09.6 +09.6 
LDGRC12-65 2 (164) QP-R N 4.6 215.0 +05.6 +05. 7 
LDGRCll-209 7 (691) QP-R N 3.6 220.0 +20.5 +20.9 
LDGV28-205 2(218) QP-R N 3.6 178.4 +08.4 +08.6 
LDGRCl0-95 7(635) QP-R N 3.5 230.3 +09.7 +09.9 
LDGV28-239 7 (726) QP-R N 3.2 159.2 +01. 9 +01. 9 
------------------------------------------------------------
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------------------------------------------------------------
CODE SAMPLE AGE p SLAT SLONG INCL INCL 
WT(CM) (OBS) (CORR) 
-----------------------------------------------------------
LDGV24- 64 3(255) QP-R N 3.1 206.4 +02 .4 +02 .4 
LDGV24- 60 4(400) QP-R N 2.8 211.0 +07.9 +08.1 
LDGRC12-66 4(409) QP-R N 2.6 211.8 +15.1 +15.5 
LDGV24-59 4(363) QP-R N 2.6 214.5 +12.0 +12 .1 
LDGRC12-84 5(481) QP-R N 2.3 194.8 +04.0 +04.1 
LDGV24-58 5(544) QP-R N 2.3 218.3 +00.7 +00.7 
LDGV24-107 5(450) QP-R N 2.1 165.3 +07.8 +08.1 
LDGV24- 53 6(581) QP-R N 1.8 231.0 -00.8 -00.8 
LDGV24- 54 8(780) QP-R N 1.8 228.3 -05.5 -05.6 
LDGRCll-210 12(1150) QP-R N 1.8 220.0 +08. 9 +09.0 
LDGV28-202 3(310) QP-R N 1. 7 183.8 +07.5 +07.8 
LDGV24- 51 9(830) QP-R N 1. 7 239.7 +19. 0 +19. 7 
LDGRC12-123 5(540) QP-R N 1.6 164.8 -09.7 -09.9 
LDGRC15-21 8(834) QP-R N 1. 5 227 .o -00.1 -00.1 
LDGV24-108 4(378) QP-R N 1. 2 162.2 -06.7 -06.7 
LDGV28-238 12 (1200) QP-R N 1.0 160.5 +00.9 +00.9 
LDGV28-237 6(600) QP-R N -0.9 163.3 -03.1 -03.1 
LDGRCll-227 6 (56 7) QP-R N -6.0 245.4 -21.6 -22.1 
LDGRCll-213 4(412) QP-R N -6.1 219.2 -07.3 -07.5 
LDGV21- 48 4(350) QP-R N -9.5 233.6 -19.9 -20.1 
LDGV28-222 5(546) QP-R N -11.3 174.5 -35.7 -35.9 
LDGRC9-119 7(678) QP-R N -23.4 188.0 -43.9 -44.9 
LDGRC9-115 3(314) QP-R N -31. 4 1 96 • 3 -52.5 -54.2 
LDGRC9-114 9(872) QP-R N -33.7 195.0 -53.5 -54.4 
LDGRC8-81 2(185) QP-R N -47.9 201.0 -61.0 -61.6 
LDGV17- 58 4(397) QP-R N -49.4 281.2 -60.8 -63.3 
LDGV23-47 6(639) QP-R N +61. 6 331.8 +79.3 +83.0 
LDGV27- 17 00(000) QP-R N +50.1 322.7 +63.4 +65.3 
LDGV22-230 7(695) QP-R N +32.6 307.7 +47 .1 +48. 5 
LDGV26- 43 7(725) QP-R N +19. 3 333.9 +30.8 +40.1 
LDGV26-37 4(448) QP-R N +16.6 328.9 +35.4 +36.6 
LDGV30- 45 6(624) QP-R N +06.3 340.1 +12.9 +13.1 
LDGV26- 51 5(489) QP-R N +06.0 341.8 +13.9 +14.0 
LDGV27-238 12(1204) QP-R N -06.3 356.3 -23.8 -24.8 
LDGV12- 18 3(268) QP-R N -28.7 325.5 -46.3-47.0 
LDGV16- 42 6(560) QP-R N -29.1 000.2 -48.9 -50.1 
LDGV18-175 2(171) QP-R N -31.1 356.4 -46.8 -50.0 
LDGV18-176 5(487) QP-R N -31.2 359.1 -57.2 -61.2 
LDGV18-177 5(452) QP-R N -31.5 359.9 -53.3 -53.9 
LDGV24-240 3(335) QP-R N -31.7 331.8 -57.6 -58.1 
LDGV18-166 11 (1116) QP-R N -35.0 332.9 -51.9 -54.0 
LDGV18-t64 11 (1140) QP-R N -36.6 325.7 -57.1 -64.2 
LDGRC12-327 6(630) QP-R N +01. 7 57.8 +03.3 +03.4 
LDGV29- 34 2(230) QP-R N +05.3 74.4 -06.2 -06.3 
LDGV19-171 4(355) QP-R N -07.1 80.8 -17.3 -17.6 
LDGV29- 39 1 (116) QP-R N -07.7 77.4 -14.4 -15.1 
LDGV19-153 5(525) QP-R N -08.8 102.1 -24.7 -25.4 
LDGV29- 40 3(346) QP-R N -10.5 78.0 -16.3 -16.6 
LDGV19-154 20(1951) QP-R N -11.7 101.7 -22.3 -22.5 
LDGV29- 60 1 ( 94) QP-R N -17.7 75.8 -24.3 -25.0 
LDGV20-167 4(445) QP-R N -21.0 72.5 -47.5-49.6 
LDGV20-184 7(725) QP-R N -25.8 53.7 -49.1 -50.3 
LDGRC8-52 4(399) QP-R N -41.1 101.4 -42.9 -44.4 
LDGRC9-143 4(358) QP-R N -41.3 114.1 -66.9 -68.5 
LDGRC9-142 3(346) QP-R N -42.7 116.9 -60.9 -62.9 
LDGRC9-141 6(598) QP-R N -44.3 120.1 -65.2 -67.1 
------------------------------------------------------------
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.Deep sea drilling data 
..., _______________ ..,. ________________________________________ 
CODE AGE SLAT SLONG B N INCL 'INC:L K 
-----'----------~-----... -~--------~------.......... _______ ..,... _____ _.._.,..__ 
(OBS) (CORR) 
LEGl QP-TP +24.9 -89.9 8 23 +42. 7 +51.5 5 
LEG2 QP-TP--- +32. 8 -59.2 3 9 +52.5 +54.0 24 
LEG3 QP-TP -30.2 -15.3 6 29 -28.5 -29.0 . 28 
LEG4 QP-TP +13.2 -59.9 6 18 +44.8 +47 .5 11 
LEG13 QP-TP +38.5 +14.2 13 95 +48.0 +50.0 17 
LEG42 QP-TP +36.9 +20.1 6 42 +43. 7 +47 .o 12 
LEG47 QP-TP +26.8 -15.2 5 11 +51. 7 +52.0 46 
------·-------~----------------~-------------------·---------
Reversed polarity data for the last 5 Myr 
-~----------~-----·----------------------------~------------
CODE AGE SLAT SLONG B N DECL INCL 
------------·---~·-------------~-----------------------~------
ll.08B QR-QP +35.9 -106.5 18 110 176.2 -47.0 
14.13B QR-QP -17.7 -149.4 4 000 179·.1 +41.3 
14.21/22B QR-QP +4.0 +9.2 5 15 i99.0 +9.2 
14.33B QR-QP +19.0 -99.0 7 00 173.0 -16.4 
8.12B QR-TP ,...14.0 -172.0 9 38 193.8 +34.3 
13.11B QR-TP -38.5 +143.5 21 61 183.9 +58.3 
14.38B QR-TP +57.5 -130.0 57 88 190.0 -68.0 
15.218 QP +31.9 +ll8. 9 1 13 195.5 -54.2 
1.14 QP +35.5 +138.5 9 64 146.0 -43.0 
1.18 QP +64.6 -22.0 9 51 181.0 -75.2 
3.10 QP +45.5 +3.0 8 000 206.0 -63.5 
9.05B QP +25.2 +121.8 3 000 197.5 -24.7 
10.07B QP -21.0 +55.5 9 000 191.3 +42.4 
10.08B QP -21.0 +55.5 26 40 178.5 +34.8 
10.10 QP +38.0 +42.5 6 24 195.3 -53.5 
10.12B QP +35.0 +139.0 5 00 140.5 -53.2 
ll.l2B QP +45.0 +3.8 17 49 192.2 -55.4 
12.16 QP +44.0 -122.0 19 000 178.0 -61.0 
14.39B QP +29.0 -15.0 27 60 180.9 -41.9 
14.40B QP +66.2 '-15.2 23 000 186.7 -76.2 
15.12 QP -tO.O +36.0 23 000 179.1 +1.0 
14.41 QP +35.5 -3.0 4 18 173.0 -33.0 
14.569 QP -17.5 -149.8 7 27 184.4 -34.9 
16.12 QP +45.0 -111.0 3 25 184.5 -64.0 
. 1 ~ 20 QP-TP +65.0 -22.0 29 000 206.5 -74.3 
1.21 QP-TP +45.1 +3.5 6 000 197.0 -62.6 
8.05A QP-TP +20.5 -157.5 29 81 175.1 -26.5 
9.07B QP-TP +23.6 +119.5 8 70 179.3 -28.1 
9.17B QP;,.;TP +12.8 +44.9 7 20 194.6 -17.9 
9.11B QP-TP +39.4 -120.0 17 102 196.7 -44.4 
1,0.201 QP-TP -21.0 -159.7 11 000 194.4 +56.4 
10.202B QP-TP +48.5 +19.0 10 55 186.8 -61.4 
ll.llB QP-TP -20.3 +57.5 6 15 187.6 +46.6 
ll.l5B QP-TP -37.5 -70.0 4 78 169.5 +59.6 
13.16B QP-TP +65.2 -20.;0 6 36 193.0 -80.9 
12.17B QP-TP +44.6 +3.5 7 52 179.9 -44.1 
12. 21B QP-TP +47 .o .+17 .5 8 000 183.0 -65.0 
12.22B QP-TP +47.5 +18. 7 9 121 172.8 -64.0 
13.08 QP-TP +66.5 -20.5 28 224 190.0 -71.0 
------------------------------------------------·------------
------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
------------------------------------------------------------
13.09B QP-TP -3.2 +35.5 17 88 183.1 -10.5 
13.10/12 QP-TP +33.5 +35.5 4 29 174.3 -44.3 
14.44B QP-TP 
-5o.5 -72.7 4 16 179.6 +69.0 
14.46B QP-TP +0.0 +6.5 19 69 175.5 +12.5 
14.43/934 QP-TP -3.8 -38.4 12 46 168.6 +24.6 
14.54 QP-TP +15.0 +122 .o 8 000 178.3 -17.4 
14. 47B QP-TP +22.0 -160.0 7 55 189.0 -37.8 
14 .48B QP-TP -21.0 +55.5 2 20 183.3 +42.8 
14. 52B QP-TP +27 .8 +17 .3 58 213 188.6 -46.6 
14.87B QP-TP +40.0 +9.0 23 47 184.8 -52.7 
14. 96B QP-TP +64.4 -21.4 101 000 179.4 -74.5 
14.59 QP-TP +32.5 -110.5 28 000 186.4 -39.6 
1451/1515 QP-TP +37 .2 14.8 22 70 167.0 -51.8 
15. 08B QP-TP -16.5 +47 .6 7 46 183.8 +46.7 
16.16 QP-TP +5.1 +36.0 *64 382 186.0 -7 .o 
16.14B Q -5.0 +119. 7 3 10 171.9 +19. 9 
1.24 TP +45. 6 +3.0 5 000 176.7 -51.1 
6.27 TP +36.0 +138.0 27 100 172 .o -43.0 
9.13B TP +35.2 -111.6 11 184 177.1 -51.9 
9.15 TP +13.0 +45.0 5 16 192.2 -19.9 
14. 64B TP +29.0 -15.0 35 90 182.8 -41.2 
11.13B TP -20.3 +57.5 9 000 183.8 +37 .2 
11.14B TP +41.1 +22.0 5 12 196.1 -66.2 
12.28 TP -43.7 +172. 7 44 60 1.56.0 +80.0 
12. 29B TP -43.7 +172. 7 47 00 174.7 +52.1 
13.15B TP +20.8 -103.4 4 40 171.3 -36.0 
13.17B TP +20.0 -159.5 50 303 182.5 -30.1 
14.65B TP +12. 7 +42.5 21 99 173 .o -7.4 
14.69 TP +21.5 -158.1 33 250 178.9 -29.9 
14. 70B TP +21.5 -158.1 4 27 178.1 -21.5 
14. 73B TP +34.0 +36.0 4 19 183.8 -40.6 
14. 74B TP +32.0 +13.0 8 100 169.0 -42 .o 
14. 75B TP -29.0 +168.0 25 60 203.0 +37 .o 
14.76B TP +38.5 -122.5 8 63 180.6 -44.2 
14.570B TP -16.5 -151.4 5 21 178.2 +33.0 
15 .16B TP +0.0 +36.0 54 000 184.8 +4.4 
16.20 TP +64.5 -21.5 101 393 180.7 -71.4 
16.22 TP +64.9 -15.1 37 74 202.9 -78.7 
BERING QP +59. 5 -167.0 13 104 191.9 -76.1 
PAPR75-25 TP -38.5 290.5 5 188.8 +54.4 
PAPR75-25 TP -34.5 291.5 3 164.8 +46.2 
PAPR79-20 QP +16.0 298.3 2 170.0 -39.0 
PAPR79-:J() QP +12.1 298.3 7 192 .o -26.0 
PAPR79-20 QP +12.5 298.5 2 181.0 -22.0 
PAPR79-20 QP +12.6 298.6 3 166.0 -21.0 
PAPR79-20 QP +13.3 298.7 9 177.0 -18.0 
PAPR79-20 QP +13.0. 298.8 7 182.0 -20.0 
PAPR79-20 QP +14.0 299.0 5 163.0 -19.0 
PAPR79-20 QP +14. 7 299.0 4 178.0 -37.0 
otta12-266 Q +35.0 -3.0 3 13 173.0 -33.0 
otta12-150B QP +34.0 +133. 0 15 42 179.8 -50.7 
otta12-207B QP +53.5 -168.1 9 45 191.4 -73.6 
ottall-330B TP +34.0 +133. 3 12 120 183.4 -52.8 
------------------------------------------------------------
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------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
------------------------------------------------------------
R1.18 QP 41.5 44.6 2 18 175.0 -57.0 
R1.19ABC QP-TP 40.1 45.0 8 68 184.0 -54.0 
R1.22 QP 51.0 104.0 1 10. 155.0 -68.0 
Rl. 37CD QP-TP 53.5 83.0 *13 126 177.7 -63.8 
R1. 41/42/43 QP 56.1 158.5 *10 100 180.1 -68.1 
R1.44 QP-TP 47.0 23.0 2 49 192.0 -64.0 
R1.45ABCDE QP-TP 40.0 45.0 14 180 184.0 -48.0 
R1.48ABC QP-TP 53.5 83.5 3 219 179.0 -64.0 
Rl.57ABD QP-TP 41.5 44.0 20 78 196.1 -52.8 
R2.05/06/13B TP 46.3 31.0 3 18 184.8 -39.3 
R2.14C TP 43.0 44.0 *2 18 195.0 -64.0 
R2.17BEHI TP 40.0 49.0 *22 219 181.9 -47.7 
R2.18BDF TP 39.0 54.0 3 225 182.1 -41.9 
R2.20 TP 38.0 56.0 1 20 199.0 -37 .o 
R2. 31 TP 41.0 44.0 8 53 177 .o -53.0 
R2.45B TP 41.0 44.0 4 108 173.0 -49.0 
R2.47 TP 41.0 45.0 10 153 181.0 -44.0 
R2.50 TP 41.0 72.0 *4 35 183.0 -46.0 
R2.53B/54B TP 55.8 158.5 3 83 186.4 -68.8 
R2.60/62 TP 51.8 80.8 3 66 184.3 -53.6 
R2.59B TP 40.0 70.0 *14 139 157 .o -28.0 
R2. 65/66/6 7B TP 45.0 33.4 7 90 187.7 -48.8 
R2. 68AB/71 TP 41.2 44.2 14 80 184.8 -58.9 
R2. 69AB QP-TP 41.0 44.0 16 80 173.3 -56.1 
----------------------------·--------------------------------
-------------------------------------------------·-----------
CODE SAMPLES AGE p SLAT SLONG INCL INCL 
(OBS )(CORR) 
------------------------------------------------------------
LDGV21-172 5(496) TP-QP R 47.7 195.7 -58.2 -59.1 
LDGV20-109 11 (1131) TP-QP R 47.3 179.6 -61.4 -62.2 
LDGRCll-171 7(711) TP-QP R 46.6 200.3 -73.4 -75.5 
LDGV20-80 2(215) TP-QP R 46.5 225.0 -65.1 -66.1 
LDGRC10-182 3(303) TP-QP R 45.6 177.9 -65.8 -65.9 
LDGV20-108 9(908) TP-QP R 45.4 180.8 -69.7 -76.5 
LDGV20- 88 2(249) TP-QP R 40.2 208.4 -59.0 -60.0 
LDGV32-127 6(580) TP-QP R 35.5 177.6 -53.5 -54.1 
LDGV20- 95 3(283) TP-QP R 33.9 195.2 -39.1 -39.6 
LDGRC10-167 2(242) TP-QP R 33.4 150.4 -51.8-52.8 
LDGRC10-161 6(580) TP-QP R 33.1 158.0 -50.7 -51.3 
LDGRCl0-160 7 (701) TP-QP R 32.5 159.8 -49.6 -50.1 
LDGRC10-171 6(557) TP-QP R 32.5 153.0 -53.9 -55.1 
LDGRC10-168 3(265) TP-QP R 32.4 148.4 -50.3 -52.1 
LDGRC10-164 5(525) TP-QP R 31.7157.5 -50.2 -50.7 
LDGV21-142 3(265) TP-QP R 31.6 156.4 -54.3 -54.7 
LDGRC10-159 7 (681) TP-QP R 31.2 162.3 -45.7 -46.4 
LDGV20-102 3(269) TP-QP R 31.2 182.2 -48.3-49.9 
LDGV20- 98 3(276) TP-QP R 31.2 189.4 -58.9 -60.4 
LDGV21-141 3(327) TP-QP R 30.8 154.1 -44.6 -45.6 
LDGV21- 75 4(374) TP-QP R 30.1 147.7 -52.7 -54.7 
LDGV21- 74 5(521) TP-QP R 29.8 150.8 -51.4 -51.8 
LDGV21- 73 4(415) TP-QP R 29.5 154.6 -44.9 -45.6 
LDGV20-100 3(329) TP-QP R 29.1 185.4 -48.4 -48.7 
LDGV21- 89 1(126) TP-QP R 23.6 145.6 -38.0 -38.6 
LDGV24-104 7(695) TP-QP R 4.8 170.9 -10.1 -10.2 
------------------------------------------------------------
CODE 
LDGRCll-209 
LDGV28-239 
LDGV24- 51 
LDGV28-238 
LDGRCll-227 
LDGRCll-213 
LDGV28-222 
LDGRC9-119 
LDGRC9-115 
LDGRC9-114 
LDGRC8-81 
LDGRC8-80 
LDGV17- 58 
LDGRC12-224 
LDGV26- 51 
LDGV12- 18 
LDGV16.,.. 42 
LDGV24-240 
LDGRCll- 82 
LDGV29- 39 
LDGV19-153 
LDGV29- 40 
LDGV29- 60 
LDGV20-167 
LDGV20-184 
LDGRC8-53 
LDGRC8-52 
LDGRC9-142 
LDGV16- 57 
LDGRC8-49 
SAMPLES 
8(750) 
12(1230) 
2(231) 
4(394) 
4(404) 
6(649) 
4(395) 
3(317) 
6(591) 
1 (135) 
1(104) 
3(261) 
4(397) 
2(200) 
2(205) 
8(827) 
3(269) 
5(529) 
8(754) 
9(928) 
2(203) 
8(759) 
1 (133) 
1 (135) 
8(760) 
5(541) 
7 (700) 
2(189) 
7(745) 
1 ( 20) 
AGE P SLAT SLONG INCL INCL 
(OBS)(CORR) 
TP-QP R 3.6 219.9 -13.8 -14.1 
TP-QP R 3. 2 159.2 -02.0 -02.0 
TP-QP R 1.8 239.7 -26.9-27.6 
TP-QP R 1.0 160.5 +07. 9 +08.1 
TP-QP R -06.0 245.4 +17.3 +18.1 
TP-QP R -06.1 219.2 +13.7 +14.0 
TP-QP R -11.3 174.5 +26.8 +27.2 
TP-QP R -23.4 188.0 +31.9 +32.9 
TP-QP R -31.4 196.3 +51.2 +54.1 
TP-QP R -33.7 195.0 +54.0 +59.9 
TP-QP R -47.9 201.0 +61.7 +63.0 
TP-QP R -48.3197.1 +64.7 +65.4 
TP-QP R -49.4 281.2 +64.9 +65.8 
TP-QP R -51.2 226.3 +67.0 +69.4 
TP-QP R +06.0 341.8 +07.0 +07.2 
TP-QP R -28.7 325.5 +50.8 +51.3 
TP-QP R -29.1 000.2 +51.7 +52.7 
TP-QP R -31.7 331.8 +54.7 +55.1 
TP-QP R -43.5 006.0 +66.3 +74.3 
TP-QP R -07.7 77.4 +28.5 +29.4 
TP-QP R -08.8 102.1 +19.7 +20.0 
TP-QP R -10.5 78.0 +34.0 +34.5 
TP-QP R -17.7 75.8 +42.2 +43.3 
TP-QP R -21.0 72.5 +44.4 +44.9 
TP-QP R -25.8 53.7 +51.0 +52.0 
TP-QP R -39.4 104.4 +65.4 +66.9 
TP-QP R -41.1 101.4 +59.8 +66.4 
TP-QP R -42.7 116.9 +60.0 +60.9 
TP-QP R -45.2 29.5 +63.5 +64.9 
TP-QP R -51.1 81. 5 +50. 9 +55. 9 
______ , _____________________________________________________ _ 
Deep sea ~rilling data 
CODE AGE SLAT SLONG B N INCL INCL K 
(OBS) (CORR) 
----.--------------------------------------------------------
LEG1 QP-TP +24.3 -87.6 4 9 -21.4 -22.0 14 
LEG3 QP-TP -30.3 -15.7 6 31 +34.0 +35.0 26 
LEG7 QP-TP +2.4 -166.1 4 13 -41.0 -41.0 97 
LEG42 • QP-TP +39.3 +17 .5 3 11 -33.8 -35.0 19 
LEG47 QP-TP +26.8 -15.2 4 9 -31.9 -32.5 27 
------------------------------------------------------------
Normal polarity data for the Neogene period 
-------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL · INCL 
---------------------------------~---------------------------1-26A 11-27 +47.0 -118.0 37 69 11.4 +74.0 
7-07A 6..:.:.f6 +9.8 +51.4 3 27 27.8 +28. 7 
8-24A TP-TM -1.3 +36.8 4 24 4.5 -03.3 
10-22A 7-11 +33.3 +129.8 5 24 356.1 +51. 7 
10-24A TP-TM +48.5 +19.0 37 156 20.0 +66.1 
ll-16A 1-28 +51.0 +16.0 25 135 7.0 +61.1 
12-32 TP-TM +33.0 +130.0 5 28 4.0 +39.0 
14-77 TP-TM +45.0 +4.0 22 00 5.6 +60.8 
14-81A TP-TM +50.5 +10.0 11 42 23.8 +65.3 
14-82A TP-TM +48.2 +21.4 8 42 340.5 +69.3 
14-83A TP;...TM +28. 7 +15.6 9 108 7.0 +33.5 
14-85 TP-TM +40. 9 +8.8 5 25 3.5 +51.5 
14-92A 6-9.5 +48.0 +9.0 4 27 1.5 +61.3 
3-13 11-20 +37.0 -122.0 3 29 7.0 +58.0 
3-21 11-27 +45.1 +3.0 3 00 329.0 +41.0 
7-13 TM +36.3 +138.6 12 63 357.0 +51.0 
8-29A 22-25 -27.0 +152. 2 5 27 20.8 -50.5 
9-21A TM +24.8 +121. 3 7 00 8.8 +37.7 
9-24A 10-15 +48.0 + 21.0 18 94 352.3 +64.1 
10-26A TM +17 .1 -25.1 8 24 357.2 +26. 9 
10-27A TM +16.8 -25.0 16 48 359.6 +22.4 
10-29A TM +16. 7 -22.9 3 10 352.7 +28. 7 
10-30A TM +15.2 -23.2 3 13 350.7 +11.1 
10-31A TM +15.1 -23.6 22 66 357.7 +16.5 
10..,.34A TM +26.2 +126. 8 5 42 6.8 +43.9 
ll-17A 10-14 +51.8 -121.8 22 00 5.0 +72.5 
ll-18A 10-14 +51.5 -121.2 6 36 350.3 +73.8 
11-19 TM +32.0 + 5.0 13 51 1.0 +54.0 
ll-20A 17.5 -30.3 +150.2 2 31 11.6 -52.6 
12-37A 18-30 +38.5 -115.0 4 32 343.9 +53. 7 
12-40 TM +46.1 +18.3 16 96 21.0 +63.0 
12-41A TM +47 .9 +19.8 7 38 8.0 +57 .2 
13-18D 21-24 +39.9 -106.8 7 14 3.0 +57.0 
14-95A 13-16 +65.5 -23.5 39 125 360.0 +76.8 
14-97A 13 -1.5 +37 .5 8 86 13.2 -3.0 
14-98A 11-12 +28.8 +15.5 7 52 9.7 +25.3 
14-100A TM +19.0 -99.0 36 00 360.0 +31.6 
14-104 TM +32.8 +73.0 3 30 1.4 +28.1 
14--107 TM +0.7 +34.2 3 18 4.5 -:24. 2 
14-109A 15.5 +47 .5 -123.0 4 34 3.4 +68.6 
14-117A TM +40. 9 +8.8 18 63 327.7 +51.7 
15.20A 11-13 +1.0 +36.0 11 76 5.2 -8.9 
15. 21A 17 +4.2 +35.8 30 52 2.9 -o.4 
15-23A 18 +49.3 -121.5 4 30 1.5 +73 .1 
15-24A 12.5 +52.5 -127.5 7 00 15.5 +74.3 
16-28A TM +48.5 +20.5 29 174 2.4 +57.1 
16-31A 12 +65.0 -13.8 36 108 347.5 +72. 7 
16-32A 12 +65.0 -13.8 16 50 360.0 +69.6 
REF16-119A TM +64.5 338.5 32 006.4 +69.8 
THESIS77-A TM +41.5 358.5 35 007.5 +53.4 
1980-1 TM -0.9 +122. 0 6 59 .333.7 +0. 7 
10-35A TM-TO +51.0 +14. 7 5 28 29.4 +71.8 
14-115A TM-TO +45.3 +11.7 3 26 330.6 +54.7 
14-116A TM-TO +39.5 + 8.7 8 39 334.7 +55.9 
14-118A TM-TO +40.5 +8.7 5 17 333.9 +44.2 
--------------------------------------------------------------
330 
-~----------·...._---------~-"""-------------------~------·--------
CODE AGE SLAT SLONG B N DECL · INCL 
-~ ... -~--------.... ---·-------------------~---""""'~----.~-----------~~---
14-ll8A TM-TO -+40.5 +8.7 5 17 333.9 -+44.2 
1979"":"4 TM -62.2 -59.0 11 00 10.0 -74.0 
11.389 13.9 +50.0 18.0 6 205 8.4 +75.1 
11.567 21 -+48.0 -122 .o 7 6.5 5.5 +68.5 
l1.583A v •. 5 +46.5 -117.0 10 323.0 +68.4 
11.584A 14 +4.6.0 -117 .o 8 13.2 +74.6 
11.585A 14 +46.5 -117 .o 6 335.4 +68.7 
11.586A 14 -+46.0 -117 .o 4 2.7 +64.1 
11.587A 14 +45.5 -118.0 5 5.0 +66.8 
11.586A 14 -+45.0 .;...117 •. 0 13 11.5 +65.4 
11.589A 14 -+45.0 -121.0 15 357.4 +57.7 
11.590A 14 -+45.0 -121.0 3 11.1 +70.6 
11.591A 14 -+44.5 -120.0 11 14.4 +62.7 
11.592A 14.5 -+43.5 -117 •. 0 13 11.9 +65.1 
11.593A 14.5 +42.5 -119.0 2 342.4 +59.6 
OT13.26 TM +28.0 +147 .o 10 11.0 -01.0 
R2. 72 10 -+48.0 +25.0 2 23 342.0 +66.0 
R2.36 10 +52.0 +101.0 2 91 12.0 +60.8 
R2.76/77 10 +41.5. +42.9 3 29 334.9 ·+59.3 
R2.22C 11-27 +38.0 +58.5 3 28 359.0 +33.0 
R2.24 TM +40.5 +53.5 5 45 6.0 +51.0 
R2.25 TM +39.0 +58.0 4 37 13.0 +36.0 
R2.26 TM +36.0 +62.0 5 so 10.0 +57 .o 
R2.30 TM +55.0 +161.0 4 47 340.0 +65.0 
R2.56 TM -+41.0 +72.0 3 31 335.0 +51.0 
R2. 73AB 14 -+48.0 +25.0 5 49 11.6 +59.6 
R2. 74/4 TM +4.8.0 +25.0 2 22 4.7 +64.2 
_______________ _.; ____________ ---------------~~---..-""!""-.... ·-----------
Reversed polarity data .for the ~eogene period 
----~-------~---~--· -~----~.;..._ ______ .,. ________ ... _____ .;..,_~--------
CODE AGE SLAT SLONG B N DECL INCL 
----------~---------------~------------------.------------.------
1,...26B 11-27 +47.0 -118.0 37 69 176.9 -66.0 
8-24B TP;..TM -'1.3 +36.8 2 00 197.1 ,...9.1 
10-22B TP-TM +33.3 +129.8 6 32 179•2 -39.4 
10-24B TP-TM +48•5 +19.0 58 26.7 185.6 -61.9 
ll-16B 1-28 +51.0 +16.0 35 218 178.3 -60.8 
12-33 TP-TM +33.0 +130.0 10 41 194.0 -25.0 
14-78 TP-TM -+45.0 +4.0 17 00 188.8 -58.0 
14-80 TP-TM +45.0 +4.0 6 29 207.7 -:38.4 
14-81B • TP-TM +50.5 +10.0 -14 59 157 .s -38.0 
14-82B 11.8 +48.2 +21.4 9 49 164.1 -57.9 
14.;...83B TP-TM +28.7 +15.6 11 110 178.8 -31.1 
14-84 6-9 +35.0 -3.0 5 31 175.0 ~7.0 
14-92B 6,...10 +48.0 +9.0 2 12 180.1 -42.8 
1979-11 1-12 +17.9 +100.0 7 24 199.7 -29.9 
3.;...22 11-27 +46.0 +3.0 2 00 158.0 -35.0 
8-26 TM +42 .• 6 ~t20.2 16 98 180.0 -52.0 
8-29B 22 .... 25 -27 .o +152 .2 6 29 186.3 +43.2 
9-21B TM +24.8 +121.3 3 15 178.7 -26.9 
9-22 TM +23.5 +121.4 4 15 182.0 -25.0 
9•24B TM +48.0 +21.0 15 74 186.6 -63.1 
10-25 16.2 +48.1 +7 .6 8 00 186.0 -49.0 
10-26B TM +17 .1 -25.1 31 93 184.3 -23.2 
10-27B TM +16.8 -25.0 29 87 193.0 -28.7 
10-28B ™ +18.6 -24.3 9 27 186.8. -24.3 10-31B TM +15.1 -23.6 8 30 176.4 -19.9 
~----~------~------------------------~----~------------------
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--------------------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
--------------------------------------------------------------
11-17B 10-14 +51.8 -121.8 27 00 165.0 -70.7 
11-18B 10-14 +51.5 -121.2 11 44 178.6 -70.1 
11-21 TM -+49. 5 +20.5 15 52 192.0 -73.0 
12-3 7B 18-:-3_0 +38.5 -115.0 6 151 161.7 -47.4 
12-41B TM -+47.9 +19.8 16 79 171.7 . -55.4 
14-97B 13.2 -1.5 +37 .5 4 61 181.9 +5.2 
14-100B TM +19.0 -99.0 6 49 176.2 -31.2 
14-109B 15.5 +47 .5 -123.0 5 35 165.7 -70.5 
15. 20B 11-13 +1.0 +36.0 11 74 178.2 -o.6 
15.21B 17 +4.2 +35.8 32 52 185.3 -3.6 
15-23B 18 +49.3 -121.5 2 13 199.6 -68.6 
15-25 TM +14.0 +39.0 15 87 171.3 -0.8 
16-28B TM +48.5 +20.5 31 186 179.2 -62.2 
REF16-119B TM +64.5 338.5 48 185.5 -64.5 
THESIS77-B TM +41.5 358.5 18 178.0 -49.9 
4-03 11-38 +50.5 +7.0 3 18 188.0 -63.0 
10-35B TM-TO +51.0 + 14.7 22 140 198.6 -60.8 
14-115B TM-TO +45.3 +11. 7 18 64 175.6 -49.1 
14-118B TM-TO +40.5 +8.7 3 11 188.8 -43.0 
11.583B 14.5 46.5 -117 .o 12 158.7 -63.2 
11.584B 14 +46.0 -117 .o . 8 158.2 -73.6 
11.585B 14 +46.5 -117 .o 3 188.6 -54.8 
11.586B 14 +46.0 -117 .o 28 180.0 -66.1 
11. 587B 14 +45.5 -118.0 16 178.0 -58.2 
11.588B 14 45.0 -117 .o 21 190.6 -61.7 
11. 589B 14 45.0 -121.0 3 194.4 -60.6 
11. 590B 14 +45.0 -121.0 4 147.9 -54.3 
11. 591B 14 +44.5 -120.0 4 188.8 --61.6 
11.593B 14.5 +42.5 -119.0 3 216.9 -60.7 
R2. 76/7 TP-TM 41.5 42.9 3 25 171.4 -70.6 
R2.10 TP-TM 44.0 43.0 3 32 170.0 -64.0 
R2.35 TP-TM 53.0 103 .o 8 75 198.0 -48.0 
R2.46R TP-TM 40.0 45.0 2 21 170.0 -34.0 
R2.13E TM 45.0 36.0 2 16 176.0 -37 .o 
R2.27 TM 60.0 83 .o 3 32 194.0 -61.0 
R2.37 TM 51.5 103.0 7 71 182 .o -60.0 
R2.38 12 48.0 22.5 10 100 186.0 -55.0 
R2.56 TM 41.0 72.0 4 43 172.0 -39.0 
R2.63 TM 40.0 70.0 4 35 163.0 -30.0 
R2. 73/4 TM 48.0 25.0 2 23 197.4 -55.3 
R2.79 TM-TO 39.0 45.6 2 22 201.0 -35.0 
--------------------------------------------------------------
Normal polarity data for the Paleogene period 
-------~-----------------------------------------------------
CODE AGE SLAT SLONG B N DECL INCL 
--------------------------------------------------------------
14-129A 24 +1.5 +7 .5 11 34 7.1 +4.2 
9-25A TO +41.0 +25.0 5 00 10.0 +51.0 
10-40A TO +35.0 +134.0. 10 112 33.6 +52.1 
ll-22A 33.7 -31.7 +150.2 1 17 21.8 -60.0 
11-23A TO +40.5 +8.5 5 34 328.9 +34.5 
12-45A 27-36 +29.3 -103.3 11 77 349.6 +33.5 
14-122A 32 +39.0 -116.0 4 21 1.9 +50.6 
-------------------------------------------------------------
-------------------------------------------------------------
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CODE AGE SLAT SLONG B N DECL INCL 
-------------------------------------------------------------
14-130A 26 -49.0 +69.5 19 88 357.4 -63.1 
15-27A 24-32 +24.0 -105.0 12 77 341.6 +47.1 
16-36 TO +42.0 +25.8 3 13 355.3 +55. 9 
16-37A TO +42.0 +25.8 1 10 16.0 +71.0 
16-42A 23-30 +38.0 -107 .o 4 52 2.1 +50.2 
l-31A 23-60 +56.4 -5.8 3 48 28.6 +62.9 
11-25 TO-TE +37 .4 -105.0 6 39 351.0 +63.0 
12-46A 49 +9.0 +39.0 20 51 6.2 +05.3 
3-18 34-60 +41.5 -108.5 1 19 355.0 +63.0 
9-28 TE +45.0 +11.0 5 29 353.0 +50.0 
11-27A 51.6 -32.0 +151.4 2 11 6.8 -58.7 
13-19 TE +38.8 -9.2 33 176 352.0 +40.0 
14-137A 39 +48.4 -123.7 15 62 328.2 +59.7 
14-138 47 +54.2 -129.6 9 31 352.6 +77 .6 
14-143A 49-56 +56.6 -6.2 39 148 334.0 +76.0 
14-144A TE +57 .6 -6.6 18 72 346.4 +72 .1 
14-146A 47 +38.4 -79.6 2 16 353.2 +62 .o 
15-30A 44-54 +51.2 -4.7 4 12 348.2 +55.1 
16-47A 52 +56.5 -5.8 9 35 12.1 +74.3 
16-48A 44-49 +44.5 -110.0 13 49 355.1 +63.2 
16-54A TE-TPA -27 .o +141.5 8 20 20.1 -70.6 
l-38A 34-95 +18.0 +74.0 5 00 328.9 -53.4 
1-44 34-95 +16.4 +74.4 5 74 338.0 -32.0 
1-46 34-95 +17 .o +73.8 3 54 335.0 -26.0 
1-47 TE-KU +22.5 +71.6 6 14 351.0 -16.0 
10-49 TE-KU +40.8 +38.9 6 23 346.0 +40.0 
14-170A TE-KU +43.0 +13.0 28 250 317.1 +45.8 
14-150A 40-65 +48.0 +9.0 3 17 4.4 +60.0 
16-56A 53-69 +55.6 -5.2 73 00 346.7 +62.4 
13-20 58 +66.6 -61.3 5 24 3.0 +82.0 
13. 24N 60-62 +22.5 +75.8 2 1 353.0 -54.0 
14-159 62 +22.5 +73.5 16 88 334.0 -38.0 
14-160 TPA +23.0 +82.0 11 62 340.1 -44.1 
14-162 TPA +18.0 -77.5 1 17 32.1 +26.3 
14-178A TPA-KU +23.2 +80.5 6 37 340.5 -28.2 
14-179A TPA-KU +23.1 +80.8 8 93 343.0 -28.0 
14-180A TPA-KU +17. 9 +73.6 8 56 342.0 -46.9 
14-181A TPA-KU +15. 9 +74.3 3 28 348.1 -45.1 
14-182A TPA-KU +18. 5 +76.5 2 10 326.6 -56.6 
14-185A 64 +21.5 +70.5 14 86 333.9 -38.5 
14-187 TPA-KU +45.5 +11.5 12 97 343.0 +41.4 
11.656 45.5 +62.0 +17 .o 2 20 15.0 +61.0 
11.695 45.5 +50.0 +17 .0 6 129 36.0 +57 .o 
11.603 .. 82.5 +79.0 +15.0 12 47 335.0 +77 .o 
OT13-34 TE +31. 9 -141.8 10 359.4 +38.0 
R2.64 TM-TE +44.0 +135.0 70 696 9.0 +70.0 
R2.78A TM-TO +40.2 +44. 7 2 21 346.0 +58.0 
R2.78B TO +40.0 +44.6 2 16 348.0 +68.0 
R3.02 23-60 +38.0 +59.0 8 81 6.0 +27 .o 
R3.05 23-63 +39.0 +45. 7 2 17 16.0 +48.0 
R3.3/12 34-60 +41.2 +44.1 8 73 0.2 +47.1 
R3.11 TE +41.0 +72.0 1 13 359.0 +50.0 
R3.18BC TE +40. 7 +44.4 6 56 358.6 +48.3 
R3.19 TE +39.0 +45.0 2 20 15.0 +60.0 
R3.20 TE +38.5 +48.5 8 83 19.0 +54.0 
R3. 21 TE +38.5 +48.5 12 124 352.0 +58.0 
R3. 23A TE-TPA +39.0 +45.0 8 77 327.0 +52.0 
R3.07 TPA +36.5 +60.5 2 20 10.0 +41.0 
-------------------------------------------------------------
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2..,..12 23-60 +55.0 -3.0 7 00 174.0 -73.0 
14-129B 24 +1.5 +7.5 15 36 186.5 +0.1 
2-13 23..:.60 +57 .4 -6.3 53 174 186.1 -59.7 
2-14 23-60 +56. 7 -6.2 3 15 184.1 -54.5 
14-124 TM-TE +12.0 +43.0 13 15 185.0 -21.0 
1-34 23-38 +45.8 +3.1 9 00 201.0 -57.0 
9-25B TO +41.0 +25.0 14 42 206.0 -65.6 
9-26 TO +45.0 +11.0 9 16 184.0 -61.0 
10-40B TO +35.0 +134.0 1 46 193.0 -61.0 
11-22B 33.7 -31.7 +150.2 1 18 199.5 +58.5 
ll-23B TO +40.5 +8.5 5 25 149.7 -40.5 
12-45B 27-36 +29.3 -103.3 11 77 185.8 -40.5 
14-122B 32 +39.0 -116.0 5 36 153.7 -51.3 
14-128 24 +49.7 +12.2 1 31 177.4 -51.4 
15-27B 24-32 +24.0 -105.0 19 109 158.8 -29.2 
16-37B TO +42.0 +25.8 2 29 183.5 -44.3 
16-42B 23-30 +38.0 -107.0 13 98 168.0 -42.9 
1979-3 TO +42.5 +10.0 10 94 160.0 -45.0 
1-29 23-60 +55.1 -6.4 24 72 194.0 -60.0 
1-30 23-60 +56.4 -5.8 16 112 166.0 -73.0 
2-16 23-60 +55.1 -6.4 16 25 184.0 -63.0 
2-18 23'-60 +55.1 -6.4 19 35 173.0 -65.0 
8-33B 34-57 +55.0 -4.0 1 62 173.2 -58.7 
9-27 TE +70.0 -25.0 28 157 168.0 -62.0 
10-41B TE +39.0 +39.5 3 11 156.9 -47 .o 
ll.,..27B 51.6 -32.0 +151.4 2 22 197.6 +68.8 
11-28 TE +53. 7 -2.9 11 54 170.0 -61.0 
12~9 TE +55.0 -6.0 54 225 185.0 -54.0 
14-137B 39 +48.4 -123.7 14 63 162.2 -54.0 
14-143B 49-56 +56.6 -6.2 99 350 180.0 -61.0 
14-144B TE +57 .6 -6.6 61 292 186.9 -61.0 
14-145 TE +57 .4 -6.3 90 344 183.4 -58.3 
14""'146B 47 +38.4 -79.6 4 20 186.7 -52.1 
15-30B 44-54 +51.2 -4.7 23 78 169.9 -60.4 
16-47B 52 +56.5 -5.8 6 22 192.4 -41.6 
16-48B 44-49 +44.5 -uo.o 6 74 160.0 -58.0 
16-49 44-49 +42.8 -107.3 9 64 168.2 -61.2. 
14-150B 40-65 +48.0 +9.0 5 26 216.0 -57.2 
14-151 50-60 +62.0 +7 .o 6 34 171.9 -72.2 
14-152 50-60 +62.0 +7 .0 3 18 175.1 -53.9 
14-153 56 +56.6 -6.2 6 23 153.0 ""'75.0 
16-54B TE-TPA -27.0 +141.5 6 17 196.6 +65.8 
16-55 TE-TPA +43.5 +12.5 2 16 150.1 -49.7 
16-56B 53-69 +55.6 -5.2 99 000 181.9 -65.6 
1979-12 TE +30.0 +32.1 8 141 189.5 -7.8 
1-39 34-95 +22.0 +78. 9 9 70 164.0 +48.0 
1-40 34-95 +18. 7 +73.4 20 139 147.0 +50.0 
1-43 34-95 +16.5 +74.3 2 10 168.0 +60.0 
1-45 34-95 +17 .o +73.8 5 00 144.0 +60.0 
--------------------------------------------------------------
-------------------------------------------------------------
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8-39 TE-KU +17 .4 +77.5 6 33 145.0 +60.0 
8-41 TE-KU +18.0 +75.0 57 300 153.0 +52.0 
8-43 42-65 +18.0 +75.0 63 00 152.0 +53.0 
10-50 TE-KU +17 .5 +77 .5 6 38 154.0 +61.0 
13-22R 60-62 +17 .8 +73.8 8 64 155.5 +50.3 
13-23 60-62 +19.9 +75. 9 3 42 160.0 +46.0 
13-24R 60-62 +22.5 +75.8 11 59 164.0 +49.0 
14-163 TPA +54.5 -2.0 10 83 160.0 -64.0 
16-59 62 +56.4 -6.1 78 492 182.1 -57.5 
14-174 63-68 -31.8 -64.5 3 12 165 .o +53.0 
14-178B TPA-KU +23.2 +80.5 12 103 155.1 +47.3 
14-180B TPA-KU +17. 9 +73.6 19 127 159.7 +47 .0 
14-182B TPA-KU +18.5 +76.5 9 110 153.6 +51.3 
14-185B 64 +21.5 +70.5 4 22 137.5 +53 .o 
1979-15 55 +68.2 +31. 7 4 22 170.0 -59.0 
11.580 33.4 +58.0 8.0 1 11 204.1 -54.5 
11.675B 45.5 +59.0 9.0 7 20 194.1 -58.8 
R3.16 TO-KU 44.0 135.0 50 504 189.0 -80.0 
R3.04 TE 42 .o 42.0 1 14 175.0 -47 .o 
R3.11 TE 41.0 72.0 2 22 177 .o -36.0 
R3.20/2 TE 38.5 48.5 21 206 195.2 -51.7 
R3. 25AB TPA-KU 43.9 135.0 58 580 184.3 -64.5 
-------------------------------------------------------------
Normal polarity data for the Cretaceous period 
---------------------------------------------------------------
CODE AGE B N DECL INCL SLAT SLONG 
-------------------------------------------------------------
G6.32 65-105 2 13 341.0 -38.0 -39.0 0.5 
G7.24 / 77-89 9 76 335.0 +61.0. 37.8 240.4 
G8.46 KU 2 12 358.0 +69.0 50.2 14.6 
G9.34N 13 56 358.8 -12.1 -3.8 -32.4 
G10.49 6 23 346.0 +40.0 40.8 38.9 
G1L32 80 8 25 359.0 +44.0 38.8 -9.5 
G11.35 32 147 327.0 +69.0 45.3 -72.8 
G12. 52N 2 12 327 .o -34.5 22.7 81.3 
G12.58N 85 12 1.7 -18.9 17.4 ...,.165.0 
G12.67 2 15 326.0 -6.0 32.5 35.0 
G13.25 85 4 37 356.0 +49.0 48.6 -121.0 
G13.26N 75 7 34 338.9 +33.5 18.1 -77.4 
G14.192N 75 2 10 34.1 +74.3 54.2 -130.0 
G14.193,. 27 163 358.4 -3.8 24.5 34.2 
G14.195 80 3 43 344.2 +37 .2 47.0 11.0 
G14.202N 84-88 31 289 344.9 +52. 9 43.0 145.8 
G14.205N 65-100 3 355.8 -25.7 21.1 166.5 
-------------------------------------------------------------
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Gl4.206N 65-100 3 3.4 -29.9 5.6 183.4 
G14.207 4 18.1 +9.6 29.8 197.1 
G14.208N 65-100 6 10.3 -16.2 18.1 202.5 
G14.212 4 54 321.1 +66.3 40.0 -105.0 
G14.213N 68-78 18 246 0.7 +71.9 46.0 -112.5 
G15.34N • 7 23 1.3 +65. 7 52.5 -127.5 
G15.40 2 10. 345.5 +38.2 45.8 11.9 
G15.41 2 10 344.2 .f-43. 3 45.8 11.9 
G15.42 2 10 342.7 +50.9 45.8 11.9 
G15.44 74 10 64 10.6 -64.5 -18.0 47.0 
Gl5.45 . 70-75 14 116 7.1 -63.6 -:-21.0 48.0 
Gl5.46 70 > 6 31 348.8 -66.2 -24.2 46.0 
G15.47 86-88- 11 68 350.3 -56.1 -22.8 44.3 
G15.52 65-70 19 325.0 +39.1 26.0 -101.0 
G16.63 2 12 355.5 +15.6 30.0 9 1.3 
Gl6.66N 4 22 0.7 +57.7 42.5 23•5 
G16.67N 65-88 3 36 358.6 +57.7 42.5. 24.5 
G16.71N 64-80 13 52 0.8 +63.5 53 •. 5 -129.0 
G16.79 84-91 17 114 335.0 +37.8 41.9 16.0 
Gl6.86 80-82 3 18 328.5 .f-43. 3 43.5 12.5 
G16.88 72-80 2 10 328.1 +54. 7 43.5 12.5 
G16. 93 • 86 5 57 330.3 -67.5 '-28.8 24.6 
R4-:-02 2 13 16.0 +11.0 40.0 49.0 
R4-17 6 78 10.0 .f-49.0 41.0 45.0 
R4-19AE 18 183 7.9 +52.9 41.0 73.0 
R4-24N 5 50 20.0 +68.0 61.5 164.0 
R4-30ABN 8 79 32.5 445.5 40.3 45.7 
R4-31 12 115 355.0 +59.0 41.0 49.0 
R4-33N 11 112 334.0- +57.0 47 •. 3 142.4 
R4-38 3 33 17.0 +55.0 .41.0 44.0 
R4.39AC 11 110 13.6 +60.0 3Q.7 45.1 
R4.40AFN 16 156 19.3 +47 • .1 40.8. 45.0 
010.83 33 176 352.0 .f-40.0 38.8 -9.2 
010.213 82 .• 5 12 47 335.0 +77.0 79.0 15.0 
010.216 76.5 3 46 325.5 +62.7 42.0 -105.0 
010.118 85 4 37 356.5 .f-48.7 48.6 -121.0 
010.253N 84 32 304 344.9 +52.9 43.3 145.6 
013.17 79 10 352.8 +2.4 41.3 146.0 
013.18 79 10 352.9 '-3.6 40.6 146.8 
013.19 79 10 341.3 +22.2 40.9 144.9 
013.24 64-79 10 28.0 +5.o 28.4 148.2 
013.8 . 10 360.0 -18.9 12.6 -179.1 
013.60 10 22.4 -45.1 1.0 -179.5 
013.62 10 352.5 -24.3 6.2 -174.0 
013.10 10 2.9 +0.2 19.0 -153.8 
013.11 10 8.9 -19.4 19.2 -153.8 
013.13 10 13.5 -8.4 17.3 -154.2 
013.69 84 10 28.0 -36.6 12.0 -165.8 
013.70 87 10 21.8 -24.2 18.3 -161.8 
013.71 87 10 350.7 -6.7 20.0 -158.2 
1979-6 7 33 346.8 .f-49.9 40.5 37.8. 
1980-1CN 2· 21 347.9 -28.8 -o.9 122.0 
1980-5 85'-99 9 110 0.4 -20.6 -8.4 -35.0 
G6.31 99-104 8 45 314.0 -'85.0 -43.0 147.0 
Gl5. 219 95-119 11 66 2.8 -82.0 -73.0 .,..63.0 
Gl5.48 86-95 10 45 352.2 -55.8 -18.0 44.4 
G15.49 86-95 12 57 358.0 -59.4 -16.4 46.0 
G15.220 95-119 8 55 357.6 -83.5 ..-74.4 -63.8 
------~-----~-------~----------------------------------------
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010.183 94 17 68 350.8 +65.2 48.8 -123.2 
010.210 86 9 163 358.4 -3.8 24.5 34.2 
013.25 87-96 10 16.0 -13.0 27.1 148.7 
013.53 94 10 1.0 +6.4 29.5 153.5 
G7.23 93 22 55 19.0 -79.0 -36.0 150.0 
G3.25 100-135 3 19 2.0 +59.0 50.5 -1.5 
G9.41 5 15 314.0 +10.0 34.0 36.0 
G10.66N 100-122 4 16 341.0 +64.8 45.5 -73.0 
G11.36N 100-122 3 12 339.1 +58.0 45.3 -72.8 
G11. 37 98 19 47 329.0 +54.0 34.5 -92.8 
G12. 71 3 22 332.0 +8.0 31.0 35.0 
G12. 72 12 98 336.0 -45.0 23.8 85.0 
G12.79N 2 14 349.1 +56.7 46.1 18.3 
G13.29N 100-105 24 159 314.4 -62.7 24.6 87.7 
G14.224 5 28 347.0 +38.5 31.7 -6.9 
G14.225N 100-140 3 21 331.9 +26.3 32.2 -6.0 
G15. 59 100-109 8 78 357.1 -48.9 -32.2 -64.1 
G15.60N 101-132 24 255 358.5 ·-4(). 6 -29.0 -50.0 
G15. 61 100-121 18 110 3.0 +49.5 33.5 -117 .o 
G16.97 109 16 64 21.0 +61.0 53.2 -129.4 
G16.98 102 7 26 13.0 +53.0 54.1 -130.6 
R4.04 3 37 354.0 +70.0 45.0 35.0 
R4.06N 40 394 11.1 +53.2 38.0 67 .o 
R4.07 35 350 353.0 +54.0 38.0 68.0 
R4.09 10 101 30.0 +77 .o 56.5 89.5 
R4.11 110-130 5 46 29.0 +72.0 50.0 107.5 
R4.14 22 216 2.0 +51.0 45.0 35.0 
R4.15 21 216 359.0 +48.0 45.0 35.0 
R4.29ABN 8 81 0.6 +56.7' 41.0 73.0 
R4.35 15 154 39.0 +53.0 40.0 45.5 
R4.44 3 26 . 360.0 +81.0 49.0 131.4 
R4.47 2 15 27.0 +66.0 41.0 45.0 
010.161 121 18 110 3.0 +49.5 33.5 -117 .o 
013.4 130 10 326.8 +1.3 -1.6 3.5 
1979-13BN 119-125 2 10 316.9 +35.8 34.3 -2.2 
1979-14 129 9 42 328.6 +61.0 49.5 -55.4 
1980-3 6 20 8.0 -41.5 -29.8 -71.0 
G13.32 119-160 8 35 318.0 +38.0 32.0 354.0 
G14.232N 139 16 80 328.2 +64.2 54.0 -125.0 
R4.37 12 118 25.0 +53.0 39.0 46.0 
R4.49 • 143 10 104 5.0 +39.0 40.0 46.0 
G5.15 100-135 4 21 3.0 +68.0 51.5 0.5 
SITE167 72-75 4 23 +27 .3 +28.0 7.1 -176.8 
SITE169 70-75 2 13 +34. 7 +38.0 11.2 -178.0 
SITE260 100-104 3 16 -41.9 -43.0 -16.1 ll0.3 
SITE260 100-104 8 48 --47.3 -49.0 -16.1 ll0.3 
SITE263 100-102 5 29 -55.0 -56.0 -23.3 111.3 
SITE166 95-110 4 21 +44.2 +47 .5 3.8 -175.1 
SITE261 KL 3 18 -52.6 -54.0 -12.9 117.8 
SITE263 KL 15 90 -57.3 -60.0 -23.3 -111.0 
SITE304 KL 2 ll +21.6 +22.5 +39.3 155.1 
SITE397 ll8-120 3 20 +39.9 +41.0 +26.8 -15.2 
SITE261 118-160 2 13 -46.1 -46.5 -12.9 117.8 
-------------------------------------------------------------
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Gl.39 KU 9 96 164.0 +48.0 22.0 78.9 
Gl.40 20 139 147 .o +50.0 18.7 73.4 
Gl.42 3 12 161.0 +50.0 19.6 73.6 
G1.43 2 168.0 +60.0 16.5 74.3 
Gl.45 5 144.0 +60.0 17.0 73.8 
G9.34R 7 28 176.3 +21.6 -3.8 -32.4 
G10.56 6 31 154.0 -36.0 40.5 39.3 
G12.52R 11 69 158.4 +49.3 22.7 81.3 
Gl2.58R 85 4 189.2 +24.1 17.4 -165.0 
G14.190R 65-100 6 35 185.4 +43.6 -21.9 -46.6 
G14.208R 65-100 3 195.1 +22.0 18.1 202.5 
G14.211 74 19 49 198.5 -59.7 55.1 -6.4 
G14.213R 68-78 6 71 206.7 -67.6 46.0 -112.5 
G14.221 19 107 167 .o -22.0 36.7 15.1 
G16.68R 65-88 2 10 145.6 -45.9 42.0 25.5 
G16.89R 65-75 2 10 145.6 -45.9 43.5 12.5 
R4. 30R 2 22 203.1 -40.9 40.3 45.7 
R4.40AFR 4 35 204.7 -46.3 40.8 45.0 
010.243R 82 10 87 147.3 -43.0 43.4 12.6 
010.184 70.5 19 107 167.0 -22.0 36.7 15.1 
010.248 71 8 34 165.0 -26.0 36.7 15.1 
010.193 75 6 36 190.0 +40.6 -21.9 -46.6 
013.61 10 180.2 +37.3 2.7 -174.0 
013.9 10 199.8 +18.0 17.9 -152.7 
013.14 10 196.4 +35.3 17.1 -154.2 
013.15 10 189.3 +12. 7 22.2 -162.6 
G15.53 86-95 15 88 162.9 -30.1 36.7 15.1 
G9. 39R 4 56 152.3 +56.1 16.8 81.2 
013.58 107 10 207.8 +36.2 22.1 171.5 
G8.52 125-135 2 24 150.0 -54.0 43.5 -72.5 
G10.66R 100-122 13 60 151.4 -56.5 45.5 -73.0 
G11. 36R 100,..,122 29 135 157.8 -'59.4 45.3 -72.8 
G12.79R 4 17 216.6 -63.7 46.1 18.3 
G13.29R 100-105 3 24 171.1 +50.2 24.6 87.7 
G14.215 118.5 6 86 169.5 +52.0 -32.0 -64.0 
G15.60R 101-132 13 105 179.2 +39.0 -29.0 -so.o 
R4.06R 3 27 200.3 -55.5 38.0 . 67 .o 
R4.45ADR 5 45 208.5 -46.0 44.0 43.0 
013.3 130 10 168.4 +26.1 0.8 2.1 
013.5 130 10 158.8 +23. 7 0.4 2.6 
013.48 130 10 155.5 +23.9 0.4 2.6 
G14.231R 129-150 3 12 164.5 +51.1 -31.8 -64.5 
G5.16 100-135 4 21 185.0 -72 .. 0 51.0 0.5 
SITE10 65-75 2 10 -29.4 -30.0 +32.9 -52.2 
SITE 167 72-75 4 26 -17.0 -17.5 7.1 183.2 
SITE169/70 70-75 3 19 -22.4 -23.0 11.2 182.0 
SITE166 95-110 3 15 -33.7 -37 .o 3.8 184.9 
SITE263 KL 2 10 +59.7 +61.0 -23.3 110.0 
--------------------------------------------------------------
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Gl4.236 10 57 8.5 +60.3 38.5 -110.0 
Gl4.237N 2 10 351.3 +34.2 39.9 -110.1 
Gl4. 238 7 42 357.7 +48.7 38.6 -110.7 
Gl5.62 144-155 4 26 37.6 -82.9 -37 .o 144.3 
Gl6.115 8 26 345.0 +70.0 53.2 -129.2 
R5.01 2 20 9.0 +60.0 48.0 38.0 
R5.02 2 33 19.0 +66.0 41.0 56.0 
R5.13N 5 44 4.0 +41.0 40.5 45.5 
R5.14A 3 30 342.0 +45.0 40.5 46.5 
R5. 21N 3 29 25.0 +55.0 39.0 46.0 
R5.22 3 30 26.0 +54.0 41.0 45.0 
R5.25ACN 5 32 0.7 +44.6 41.0 45.1 
R5. 26ADN 47 285 359.6 +35. 7 39.6 45.8 
09.113 152-160 6 35 318.4 +38.5 32.0 -6.0 
1979-10 JU-JM 15 121 3.9 -17.9 -6.4 -47.4 
1980-4N 157 4 24 337.8 -37.4 -18.6 -70.3 
G7.26 167 51 132 319.0 -84.0 -42.0 147.0 
G8.60 15 92 322.0 -64.0 24.5 87.5 
G13.34N 166.5 9 18 358.0 -57.0 -44.8 -66.6 
Gl4.239N 168 10 60 45.5 -69.0 -82.6 -50.0 
Gl4.240 15 56 32.5 -57.4 -48.2 -68.8 
G14.250 161-173 3 10 331.0 -57.5 -24.0 18.0 
Gl5.69 167 33 69 331.8 -83.9 -42.0 147.0 
09.138N 168 6 60 45.5 -69.0 -84.0 -50.0 
1979-13AN 173 3 21 331.9 +26.3 34.3 -2.2 
G5.20 178 2 10 27.0 -86.0 -33.8 150.8 
G5.21 168 3 10 359.0 -81.0 -33.8 150.8 
G13. 35 182-187 5 .27 325.0 +40.0 30.5 -6.5 
Gl3.36 180-186 16 96 339.0 +28.0 30.5 -6.5 
G15. 72 193 14 36 315.9 -76.7 -31.0 150.0 
Gl6.126 11 11 342.6 +26.1 35.7 352.4 
09.175 188 3 10 331.0 -57.5 -24.5 18.0 
09.111 180..:186 16 98 339.0 +27 .5 29.5 -6.5 
09.112 182-187 5 27 325.0 +40.0 30.5 -6.5 
013.64 182 10 23.0 +5. 9 28.1 -162.3 
Gl.55 160-200 9 12 328.0 -40.0 -18.0 26.0 
-------------------------------------------------------------
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Gl4.237R. 5 30 175.2 -38.0 39.9 -110.1 
Gl5.65R 141-145 3 62 151.7 -54.9 38.1 -108.1 
Gl5.66R 141-145 2 19 151.1 -41.5 38.1 -108.1 
R5.21R 2 16 199.0 -51.0 39.0 46.0 
R5.25ACR 7 42 175.0 -35.2 41.0 45.1 
R5. 26ADR 7 44 188.8 - 45.7 39.6 45.8 
09.176R 143.5 3 62 151.7 -54.9 38.1 -108.2 
09.177R 143.5 2 19 151.1 -41.5 38.1 -108.2 
09.137R 154 3 30 175.2 -38.0 39.9 249.9 
Gl3.34R 166.5 8 23 212.0 +70.0 -44.8 -66.6 
Gl5.70R 172-178 3 22 144.8 +74. 9 -33.7 150.4 
GlO. 77R 174 7 59 159.0 +44.5 -22.1 30.7 
G14.248R 173-192 5 50 151.3 -9.4 6.5 -10.5 
Gl.57 154-190 3 17 173.0 +58.0 -26.5 29.1 
Gl.59 174-190 3 15 167.0 +51.0 -29.1 29.9 
G8.62 182-196 4 20 152.0 +48.0 -22.0 30.7 
G8.63 177 6 36 149.0 +59.0 -21.8 31.2 
-------------------------------------------------------------
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Appendix 4: Mathematical description for global reconstruction 
(after Goldstein, 1980 and Franchateau, 1970) 
Composition of two successive rotations 
Consider a two-dimensional space having complex axes denoted ·by u 
an:d v; then a general linear transformation can be represented by a 
unitary transformation matrix Q = ( a 
c 
u' = a u + b v 
v' c u + d v 
b d ) , namely 
Assume P1 is the first rotation which sends a vector r represented 
by P into .E.1 , then i\ is given by 
* where Q1 is the transposed complex conjugate of Q1 • 
second rotation P2 which sends .E.t into r 2 is given by 
(1) 
Accordingly, the 
Therefore, the total rotation PT which sends r to .E.z is given by 
The matrix QT is given by 
(2) 
340 
which shows that two successive rotations can be represented by a 
single rotation. 
Finding the intermediate rotation 
If we know the initial rotation Q1 and the total rotation QT, we 
can solve the intermediate rotation Q2 by Cramer's rule. By taking the 
inverse of Q1 , the equation (2) is given by 
Namely, the intermediate rotation can be solved by taking the inverse 
of the initial rotation followed by the total rotation. 
Mathematical procedure to find a position after a rotation 
Let us consider a vector r (r = x e + y e + z e ) in the 
- -x -y -z 
three-dimensional space. The vector r can be represented by a 
Hermitian matrix P 
z X+ i y 
• 
p = 
x - i y -z 
If we perform an anticlockwise rotation through an angle 8 about an 
axis 
w + i l;; 
Q = 
n + i ~ 
z;; e , then elements of matrix Q are given by 
-z 
- n+ i ~ 
(3) 
w- i l;; 
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where w= cos(S I 2) 
~ sin(S I 2) cos( A p ) cos(0 p ) 
n sin(S I 2) cos( A p ) sin(0 p ) 
l; = sin(S I 2) sin( A ) p 
and Ap and 0p are respectively the latitude and longitude of the 
rotation pole. From equation (1), P is given by 
z x + i y 
p = 
x - i y -z 
w + i l; - n+ i ~ z X+ iy l 
X- iy -n- :U; n + i ~ w - i l; -z 
..J 
Namely 
X= 
y 2 2 2 2(w l; + ~n )x + (w - ~ + n 2 l; )y + 2(-w ~ + ns )z (4) 
z = 
Equation (4) presents the position (i, y, z) reached by the initial 
position (x, y, z) after the rotation ( A , 0 ; e). In practice, since p p 
the latitudes and longitudes of sampling sites are given, the positions 
(x, y, z) and (i, y, z) are converted into (A , 0) and ( X, ~) 
respectively in spherical coordinates, by using the following equations 
x = cos Acos0 x = cos "f cos~ 
y cos A sin0 
z = sin A 
y = cos X sin0 
z = sin X 
Non-commutative property of two successive rotations 
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By equation (3), the elements of first rotation (A 1 , 01 ; e 1 ) are 
given as 
(5) 
where w1 = cos(e1 I 2) 
~1 = sin(e1 I 2) cos(A. 1 ) cos(0 1 ) 
nl sin(e1 I 2) cos( A 1 ) sin(01 ) 
z;;l = sin(e1 I 2) sin( A 1 ) 
Similarly, the elements of sec.ond rotation ( A 2 , ¢2 ; e 2 ) are given by 
• 
w2 + i z;; 2 -n2+i~2 
Q2 = (6) 
n2 + i t;:2 w2 - i z;; 2 
Substituting equations (5) and (6) into equation (2) yields the 
elements of total rotation as 
WT Wl w2 - f;: 1 f;: 2 - n 1 n 2 - I;; 1 ~ 2 
~T = wl ~ 2 + ~ 1 w2 - n 1 z;; 2 + z;; 1 n 2 
If rotations are performed in a reverse order, QT 
elements of Q are given by 
T 
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Because of this non-commutative property, careful attention should 
be paid to the order of successive rotations. 
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