I. INTRODUCTION

O
BJECT detection plays an important role in many imageprocessing problems. Examples from medical imaging are marker recognition [2] and leukocyte tracking. In remote sensing, tasks like automatic target recognition and delineation of particular areas entail object recognition. In such applications, it is important to determine the position of each detected object with the highest possible accuracy and precision. When the positions of the objects need to be known with subpixel precision, accurate and robust estimates can be obtained by computing their center of gravity [3] .
We will present a framework for analyzing the accuracy (bias) and precision (variance) of the weighted center of gravity in the presence of noise, see Fig. 1 . In this paper, we first review different noise generating processes (Section II). In Section III, the total variance is subdivided into a bias of the mean and the variance around this mean center of gravity. Subsequently, we derive a novel formula for the variance of the weighted center of gravity measure, along with two approximations. In Section IV, Manuscript received February 13, 2001 ; revised June 28, 2002. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Ioannis Pitas.
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Digital Object Identifier 10.1109/TIP.2002.806250 the validity of the formulas and the circumstances under which these approximations suffice are investigated experimentally. Section V contains our conclusions.
II. BACKGROUND
Define a noise-free image as a two-dimensional (2-D) 1 sampled function ( , ) of the discrete coordinates and . Assume that the intensity of the pixels in a noisy image is the result of successive realizations of a random variable . The noise-generating process is defined by the class of stochastic functions :
, with the -dimensional parameter vector describing the stochastic model of . We distinguish between three (external) general noise generating processes.
• Additive noise: ; • Multiplicative noise: (see, e.g., [4] ); • Impulsive (Salt-and-Pepper) noise:
(see [5] ).
The simplest stochastic process is that of additive noise. In fact, the linearity of the weighted center of gravity is justified in a situation with additive noise. We limit our analysis of the weighted center of gravity to the situation with additive noise.
III. CENTER OF GRAVITY AND ITS VARIANCE
Let us define a detection function (e.g., a filter), whose output is related to the probability that the coordinate is the central pixel of the object to be detected. In the sequel, we assume that the value center for being in some neighborhood, , in the vicinity of the true object center. In a gray-level image, the weighted center of gravity of the object is defined as [3] (1) with a function that weighs the coordinates defined as where when or when . In the first case, where the parameter , the center of gravity is attracted to the brighter pixels in whereas for , darker pixels attract . In practical applications, (e.g., 0.01) and for bright-center objects, whereas and for dark-center objects.
Equation (1) shows that the noise is propagated to the weighted center of gravity through the weights . Define the variance of the center of gravity for as (2) with ( ) denoting the true and ( ) the estimated center of gravity, and the number of observations. We propose to split the variance component of the weighted center of gravity into the variance of the estimates in relation to the estimated mean , and the bias component, , which yields (see Appendix A) (3) with . The weighted center of gravity is only an unbiased estimator of the true center when for . In the presence of noise the variance around the mean remains (see Table II ).
In order to find an expression for the variance of the quotient of two stochastic terms, (3), we start off with the delta-method 2 [6] , which states that for a stochastic variable , where denotes the mean of the variable . Let denote the quotient of two entities and , so this approximation can be rewritten as (4) with the covariance between and . Because the centers of the -and -coordinates are independent, we will perform the derivation for the -coordinate only. Define as the numerator and as the denominator in (1), i.e., , and . Inserting these terms into (4) yields (5) From (1) and from the definition of , we can estimate the mean and variance in as and , respectively, with the estimated average of the weights in , and the coordinate of the estimated center of gravity, in the neighborhood [7] . Similarly, the estimated average and variance of the denominator in (4), become and , respectively. Let the center of the area be the origin of the coordinate system such that the covariance term in (4) can be omitted [1] . This yields the following approximation to (6) with the estimated center of gravity in the -direction. If the object is positioned centrally inside the neighborhood of the marker's center of gravity (i.e., and are very close to zero) the second terms inside the brackets in (6) (i.e., ) can also be neglected and, thus, (5) simplifies to the approximation derived by Oron et al. [1] (7)
IV. EXPERIMENTS
A. Experimental Setup
Simulations with synthetic objects were carried out to investigate the accuracy of the derived variance estimators (5)-(7). We conducted a number of simulations in which 2500 markers with a (2-D) circular bell shape [8] and a size of 10 10 pixels were generated. The gray values of the centers of the markers were set close to 2 whereas the values at the edges were close to 0. Gaussian zero-centered noise with with steps of 0.05 was superimposed on the markers. Two experiments were performed using a 10 10 neighborhood . Additionally, one experiment was performed to measure image deformation.
B. Experiment 1-Misplacing the Window
We investigated the influence of translating the object away from the center of the window [having coordinates (5.5, 5.5)] along the -axis. Fig. 2(a) shows the results from the first experiment. Fig. 2(b) shows that applying a threshold to the marker images before calculating the centers of gravity reduces the intrinsic bias toward the center of . The threshold was applied such that the center of gravity was always based on the 16 largest gray values in the window . It is clear from this experiment that the bias caused by misplacing the window can be reduced by application of a threshold.
C. Experiment 2 Precision of the Approximate Variance Estimators
In the second experiment, the true variance of the center of gravity estimates was compared to the approximations from (6) and (7) . The variances were compared, for markers translated by 0, 1.5 (not shown) and 3.0 pixels along the -direction.
The simulations show that (6) is a good approximation to the true resulting variance of the center of gravity measure [ Fig. 3(a) and (b)], and (7) is a good approximation if the marker is positioned centrally in the window. From this experiment, it is clear that (6) outperforms (7), the approximation derived by Oron et Fig. 4 . Radiograph of the rectangular grid used in experiment three. The band crossings used to measure the horizontal and vertical distances are indicated with black dots. All the distances measured were distances over 4 cells (white arrow illustrates the cord).
al. [1] , when is not centered on the center of gravity of the marker.
D. Experiment 3-Assessment of Image Deformation
In this experiment, we used a radiograph of a rectangular calibration grid [ Fig. 4(a) ] to assess the amount of image deformation caused by pincushion distortion. An image of the grid was acquired with a tube voltage of 60 kV and convolved with the LoG (Laplacian of the Gaussian kernel) [9] in order to find the crossings of the horizontal and vertical bands. The crossings' locations were roughly estimated using the Hough Transform [10] . Before calculating each center of gravity from the radiograph itself, the neighborhood was superimposed with additive Gaussian noise with a specific variance. Table I shows the results of the Student's T-tests for the hypothesis H : two parallel cords have the same length. It appears from Table I that when the SNR deteriorates, the number of significantly different cord lengths, for which the hypothesis H can be rejected, decreases.
V. DISCUSSION
Both the estimated center of gravity and its variance depend on the size of the window that encompasses the pixels that are regarded as belonging to the object. It is clear from both (6) and (7) that a larger leads to a decrease in the variance as occurs in the denominators of both variance formulas. Decreasing the size of the window, on the other hand, diminishes the probability that pixels that do not belong to the particular object enter the calculation. Hence, the center of gravity may be estimated more accurately, because this decreases the averaging bias (see Table II ).
Our simulations indicate that a threshold should in general be applied. Several automatic methods have been developed for optimal threshold selection, for a discussion, see, e.g., [11] . Which threshold value is optimal for estimating the center of gravity, depends on the intensity pattern surrounding the object center, the chosen window size, the level of the noise present and the preferred tradeoff between the (inversely related) averaging bias and discretization bias, and variance. A high threshold implies that only a few pixels enter the computation. A low threshold results in more averaging, because more pixels enter the center-of-gravity calculation, such that noise has less influence on the center of gravity estimate. However, this compromises the accuracy (averaging bias) in the sense that the center of gravity estimate becomes biased by the positioning of the window (see Table II ). 
VI. CONCLUSION
In this paper, we have studied the behavior of the (weighted) center of gravity estimate as a function of additive noise present in gray value images. Furthermore, we analyzed the influence of applying a threshold to the gray value image (which determines the weighing scheme) for a possible bias and variance of the center of gravity measure. The decision whether to apply a threshold to the gray value image or not, is basically a choice between accuracy and precision. Application of a threshold before the center of gravity is computed, results in general in a better accuracy (smaller bias) but a worse precision. For a specific application where the exact object centers should be known, we recommend experiments be conducted to establish the desired tradeoff between bias and variance. Our variance formula makes it possible to estimate the tradeoff between accuracy and precision, in the presence of noise. Factors that can be varied are listed in Table II . We have compared three formulas for the estimation of the variance of the center of gravity measure with the true variance. Our approximation (6) performs much better than the one presented by Oron [1] (7), when the evaluation window is not centered on the true center of gravity. Because the true center of gravity is generally unknown beforehand, a misplacement of the window might easily occur. In this case, if an estimation of the precision of the center of gravity measure is requested, our novel estimator (6) should be applied. In conclusion, we can state that in order to find the best estimate for the center of gravity in a gray level image, a threshold should in general be applied to (the local neighborhood in) the image before calculating a center of gravity measure.
APPENDIX
In Section IV, we define the variance of the center of gravity for as (A.1) with denoting the true and the estimated center of gravity and the number of observations. Next, we propose to divide the variance component of the weighted center of gravity into the variance of the estimates in relation to the estimated mean and the (squared) bias component [7] , [12] , . In order to achieve this, we subtract and add (only -components are shown, -components are identical) to the term in (A.1). This yields (A.2)
Expanding the quadratic term, gives us (A.3)
In (A.3), the term is a constant and because of the definition of in (7) the term is equal to zero. Substituting this finding in (A.3), results in (A. 4) which is equal to the -component of (6) .
