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APPROXIMATION OF THE AVERAGE OF SOME RANDOM
MATRICES
GRIGORY IVANOV, MA´RTON NASZO´DI, AND ALEXANDR POLYANSKII
Abstract. Rudelson’s theorem states that if for a set of unit vectors ui and positive weights
ci, we have that
∑
ciui ⊗ ui is the identity operator I on Rd, then the sum of a random
sample of Cd ln d of these diadic products is close to I. The ln d term cannot be removed.
On the other hand, the recent fundamental result of Batson, Spielman and Srivastava
and its improvement by Marcus, Spielman and Srivastava show that the ln d term can be
removed, if one wants to show the existence of a good approximation of I as the average
of a few diadic products. It is known that essentially the same proof as Rudelson’s yields a
more general statement about the average of positive semi-definite matrices.
First, we give an example of an average of positive semi-definite matrices where there is
no approximation of this average by Cd elements. Thus, the result of Batson, Spielman and
Srivastava cannot be extended to this wider class of matrices.
Next, we present a stability version of Rudelson’s result on positive semi-definite matrices,
and thus, extend it to certain non-symmetric matrices. This yields applications to the study
of the Banach–Mazur distance of convex bodies.
Finally, we show that in some cases, one needs to take a subset of the vectors of order d2
to approximate the identity.
1. Introduction
For vectors u, v ∈ Rd, their tensor product (or, diadic product) is a linear operator on
R
d defined as (u ⊗ v)x = 〈u, x〉 v for every x ∈ Rd, where 〈u, x〉 denotes the standard inner
product. For a positive integer k, we use the notation [k] = {1, . . . , k}, and the cardinality
of a multi-set σ (counting multiplicities) is denoted by |σ|.
A random vector v in Rd is called isotropic, if Ev⊗v = I, where E denotes the expectation
of a random variable, and I is the identity operator on Rd.
According to Rudelson’s theorem [Rud99], if we take k independent copies y1, . . . , yk of
an isotropic random vector y in Rd for which |y|2 ≤ γ almost surely, with
k =
⌈
cγ ln d
ε2
⌉
, then E
∥∥∥∥∥1k
k∑
i=1
yi ⊗ yi − I
∥∥∥∥∥ ≤ ε,
where ‖A‖ = max{〈Ax,Ax〉1/2 : x ∈ Rd, 〈x, x〉 = 1} denotes the operator norm of the matrix
A. We say that a sequence of unit vectors u1, . . . , um in R
d yields a John decomposition of I,
if 1
d
I ∈ conv{ui⊗ ui : i ∈ [m]}, that is, if there are scalars α1, . . . , αm ≥ 0 with
∑m
i=1 αi = 1
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such that
(1)
m∑
i=1
αiui ⊗ ui = 1
d
I.
Rudelson’s result applies in this setting as well. The coefficients αi define a probabil-
ity distribution on [m]. Let σ = {i1, . . . , ik} be a multiset obtained by k independent
draws from [m] according to this distribution, and consider the following average of matrices
1
k
∑
i∈σ
√
dui ⊗
√
dui. It follows that, in expectation, this average is not farther than ε from
I in the operator norm, provided that k is at least cd ln d
ε2
, where c is some constant.
Our starting point is an observation according to which Rudelson’s proof yields the fol-
lowing more general statement.
Theorem 1.1. Let 0 < ε < 1 and Q1, . . . , Qk be independent random matrices distributed
according to (not necessarily identical) probability distributions P1, . . . ,Pk on the set Pd of
d×d real positive semi-definite matrices such that EQi = A for some A ∈ Pd and all i ∈ [k].
Set γ = E(maxi∈[k] ‖Qi‖), and assume that
k ≥ cγ(1 + ‖A‖) ln d
ε2
,
where c is an absolute constant. Then
(2) E
∥∥∥∥∥∥
1
k
∑
i∈[k]
Qi − A
∥∥∥∥∥∥ ≤ ε.
This result is not new. Oliveira mentions that [Rud99] implicitly proves Theorem 1 of
[Oli10], which in turn easily yields Theorem 1.1. See also [Tro16, Theorems 5.1 and 4.1],
and similar results in [CGT12]. For completeness, we provide a proof that follows closely
Rudelson’s argument [Rud99].
As was noticed by Rudelson [Rud97, Remark 3.3], and by Aubrun in [Aub07], the loga-
rithmic term in Theorem 1.1 cannot be omitted. More specifically, even if the Qi are diadic
products, (2) does not hold for k = cγ(1+‖A‖)
ε2
.
If instead of considering the expectation of the average of randomly chosen ui ⊗ ui, we
want to show the existence of a small subset of the set of ui⊗ui whose average is close to I,
then the picture changes, as was shown by a completely different approach introduced in the
fundamental paper of Batson, Spielman and Srivastava [BSS14]. It was developed further by
Marcus, Spielman and Srivastava [MSS15] (see also [Sri12]), and by Friedland and Youssef
[FY17]. In [FY17], it is shown that if a sequence of unit vectors u1, . . . , um in R
d yields a
John decomposition of I, then there is a (deterministically obtained) multi-subset σ of [m]
of size |σ| = cd
ε2
with
∥∥∥ 1|σ|∑i∈σ√dui ⊗√dui − I∥∥∥ < ε.
The first contribution of the present paper is that we cannot remove the ln d term in the
setting of Theorem 1.1, even when we choose the matrices Qi deterministically. In fact, in
general, there does not exist a good approximation of size O(d).
Theorem 1.2. For any integer d ≥ 8, any 1 ≤ γ, and any 0 < ε < 1
16
, there are positive
semi-definite matrices Q1, . . . , Qn in Pd with I ∈ conv{Qi} and ‖Qi‖ ≤ 2γ for all i ∈ [n]
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such that, for any non-empty multi-subset σ of [n] of size |σ| ≤ γ ⌊log2 d⌋
96ε
, we have∥∥∥∥∥ 1|σ|
∑
i∈σ
Qi − I
∥∥∥∥∥ ≥ ε.
In view of Theorem 1.2, it would be highly desirable to unify Rudelson’s bound (Theo-
rem 1.1) that applies to matrices of any rank and the Batson-Spielman-Srivastava bound
which applies to matrices of rank one. We propose the following problem.
Problem. Estimate the function f(r) for which the following holds.
For any dimension d and error 0 < ε < 1, if Q1, . . . , Qm ∈ Rd×d are positive semi-definite
matrices of rank at most r and operator norm at most γ with 1
m
m∑
i=1
Qi = I, then there is a
multi-subset σ of [m] of size |σ| ≤ (1+γ)f(r)
ε2
with
∥∥∥ 1|σ|∑i∈σQi − I∥∥∥ < ε.
Rudelson’s result shows that f(d) ≤ c ln d, which by Theorem 1.2 is sharp. By [BSS14] and
subsequent works, we have f(1) = c, which is clearly sharp. In [FY17] the stable rank (ie.
the square of the ratio of the Hilbert–Schmidt norm and the operator norm) is considered in
place of rank. Therein, as well as in [SHS15], it is shown that the ln d term may be removed
in certain cases. Nevertheless, to our knowledge, even for f(2), no bound is known better
than the obvious f(2) ≤ f(d) (≤ c ln d).
Our second goal is to study extensions of Theorem 1.1 to the case of non-symmetric
matrices. First, the geometric motivation behind the study of these questions in linear
algebra comes from John’s theorem [Joh48], extended by K. Ball [Bal92] (see also [Bal97]).
Theorem 1.3 (John’s theorem). For every convex body K ⊂ Rd, there is a unique ellipsoid
of maximum volume contained in K. Moreover, this ellipsoid is the o-centered Euclidean
unit ball Bd2 if and only if there are contact points u1, . . . , um ∈ bd (K) ∩ bd
(
Bd2
)
such that
for some scalars α1, . . . , αm > 0, equation (1) and
∑m
i=1 αiui = 0 hold.
Giannopoulos, Perissinaki, and Tsolomitis proved [GPT01] (see also [BR02, Lew79], [TJ89,
Theorem 14.5], and for an improved version [GLMP04]) that the maximum volume affine
image of any convex body K contained in L also yields a decomposition of the identity
similar to John’s. In order to state it, we recall some terminology.
The polar of a convex body K in Rd is defined as K◦ = { x : 〈x, y〉 ≤ 1 for every y ∈ K}.
Definition 1.4. Let K and L be convex bodies in Rd. We say that K is in John’s position
in L if K ⊆ L and for some scalars α1, . . . , αm > 0 with
∑m
i=1 αi = 1, we have
(3)
1
d
I =
m∑
i=1
αiui ⊗ vi
and
(4) 0 =
m∑
i=1
αiui =
m∑
i=1
αivi,
where u1, . . . , um ∈ bd (L) ∩ bd (K) , v1, . . . , vm ∈ bd (L◦) ∩ bd (K◦) with 〈ui, vi〉 = 1 for all
i ∈ [m].
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Note that if K and L are origin-symmetric and (3) is satisfied for a set of vectors then by
including the opposite of each vector, (4) is also satisfied.
Finally, we can recall Theorem 3.8 from [GLMP04], which is our geometric motivation for
extending Rudelson’s result to non-symmetric matrices.
Theorem 1.5 (Gordon, Litvak, Meyer, Pajor). Let K and L be two convex bodies in Rd
such that K ⊆ L, and K is of maximum volume among all affine images of K contained in
L. Assume also that 0 ∈ intL.
Then there exists z ∈ int(K) such that K−z is in John’s position in L−z with m ≤ n2+n.
Definition 1.6. Let K be a convex body in Rd. We denote the Banach–Mazur distance of
K to the Euclidean ball by
r(K) = inf{λ : E ⊂ K − a ⊂ λE , for some ellispoid E and vector a in Rd}.
It follows from John’s theorem that r(K) ≤ d for any convex bodyK in Rd, and r(K) ≤ √d
for all centrally-symmetric convex bodies.
We prove a stability version of Rudelson’s result, that is, when K is very close to the
Euclidean ball, then we can approximate the identity with diads coming from O(d lnd)
contact pairs.
Theorem 1.7. Let K and L be convex bodies in Rd with Bd2 ⊆ K ⊆ (1 + 1/d2)Bd2 . Assume
that K is in John’s position in L, and the vectors ui and vi for i ∈ [m] satisfy the conditions
of Definition 1.4.
Then for any ε ∈ (0, 1) and
k ≥ cd ln d
ε2
,
where c > 0 is a universal constant, there is a multiset σ ⊂ [m] of size k such that
(5)
∥∥∥∥∥dk
∑
i∈σ
ui ⊗ vi − I
∥∥∥∥∥ ≤ ε
and
(6)
1
k
∥∥∥∥∥
∑
i∈σ
ui
∥∥∥∥∥ ≤ ε√d and 1k
∥∥∥∥∥
∑
i∈σ
vi
∥∥∥∥∥ ≤ ε√d.
On the other hand, when K is not so close to the Euclidean ball, the existence of an
approximation of I using only a few vector-pairs cannot be guaranteed.
Theorem 1.8. For any positive integer d > 2, any 0 < ε < 1/2, and 0 < δ <
√
d/2− 1,
there is an origin-symmetric convex body K ⊆ C = [−1, 1]d with r(K) = √1 + δ2 such that
its maximum volume inscribed ellipsoid is Bd2 and there are points ui ∈ bd (K) ∩ bd (C),
vi ∈ bd (K◦) ∩ bd (C◦) satisfying (3) with the following property. If M ⊂ [m] is a subset
such that ∥∥∥∥∥
∑
i∈M
βiui ⊗ vi − I
∥∥∥∥∥ ≤ ε,
for some scalars βi, then
|M | ≥ dmin
{
d
4
,
(
δ
4ε
)2}
.
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We prove Theorem 1.1 in Section 2. In Section 3, we show Theorem 1.7, where the main
idea is to symmetrize matrices. Its use is limited though, as shown by an example we describe
in Section 3.3. This explains why we require K to be so close to the ball. Section 4 contains
the proof of Theorem 1.2. Finally, in Section 5, we prove Theorem 1.8.
2. Symmetric matrices – Proof of Theorem 1.1
Let Pd denote the cone of positive semi-definite symmetric matrices in Rd×d. The Schatten
p-norm of a real d× d matrix A is defined as
‖A‖Cdp :=
(
d∑
i=1
(si(A))
p
)1/p
,
where s1(A), . . . , sd(A) is the sequence of eigenvalues of the positive semi-definite matrix√
A∗A. We recall that ‖A‖ ≤ ‖A‖Cdp for all p ≥ 1, and we also have
(7) ‖A‖ ≤ ‖A‖Cdp ≤ e ‖A‖ for p = ln d,
where ln denotes the natural logarithm and e denotes its base.
From this point on, r denotes a sequence of k Rademacher variables, that is, r = (r1, . . . , rk),
where the ri are random variables uniformly distributed on {1,−1}, independent of each
other and all other random variables in the context.
We state the following inequality due to Lust–Piquard and Pisier [LP86, LPP91], essen-
tially in the form as it appears in the book [Pis98, Theorem 8.4.1].
Theorem 2.1 (Lust–Piquard). 2 ≤ p <∞. For any d and any Q1, . . . , Qk (not necessarily
positive definite) square matrices of size d we have
E
r
∥∥∥∥∥
k∑
j=1
rjQj
∥∥∥∥∥
p
Cdp


1/p
≤ c√pmax


∥∥∥∥∥∥
(
k∑
j=1
QjQ
∗
j
)1/2∥∥∥∥∥∥
Cdp
,
∥∥∥∥∥∥
(
k∑
j=1
Q∗jQj
)1/2∥∥∥∥∥∥
Cdp


for a universal constant c > 0.
Note that for any d × d matrix Q, the product Q∗Q is positive semi-definite. Since, by
Weyl’s inequality, the Schatten p-norm is monotone on the cone of positive semi-definite
matrices, we may deduce from the theorem of Lust–Piquard the following inequality
(8)

E
r
∥∥∥∥∥
k∑
j=1
rjQj
∥∥∥∥∥
p
Cdp


1/p
≤ c√p
∥∥∥∥∥∥
(
k∑
j=1
QjQ
∗
j +Q
∗
jQj
)1/2∥∥∥∥∥∥
Cdp
.
Lemma 2.2 (Symmetrization by Rademacher variables). Let q1, . . . , qk be independent ran-
dom vectors distributed according to (not necessarily identical) probability distributions P1, . . . ,
Pk on a normed space X with Eqi = q for all i ∈ [k].
Then
E
q1,...,qk
∥∥∥∥∥1k
k∑
ℓ=1
qℓ − q
∥∥∥∥∥ ≤ 2k Eq1,...,qk Er
∥∥∥∥∥
k∑
ℓ=1
rℓqℓ
∥∥∥∥∥ .
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Proof of Lemma 2.2. Let q¯1, . . . , q¯k be independent random vectors chosen according to P1, . . . ,
Pk, respectively.
E
q1,...,qk
∥∥∥∥∥1k
k∑
ℓ=1
qℓ − q
∥∥∥∥∥ = 1k Eq1,...,qk
∥∥∥∥∥
k∑
ℓ=1
qℓ − E
q¯1,...,q¯k
k∑
ℓ=1
q¯ℓ
∥∥∥∥∥
≤ 1
k
E
r
E
q1,...,qk
E
q¯1,...,q¯k
∥∥∥∥∥
k∑
ℓ=1
rℓ(qℓ − q¯ℓ)
∥∥∥∥∥ ≤ 2k Eq1,...,qk Er
∥∥∥∥∥
k∑
ℓ=1
rℓqℓ
∥∥∥∥∥ ,
where we used that rℓ(qℓ − q¯ℓ) and qℓ − q¯ℓ have the same distribution. 
Proof of Theorem 1.1. The argument follows very closely Rudelson’s.
Denote by D = 1
k
∑
i∈[k]Qi − A, and p = ln d. Then
E
Q1,...,Qk
‖D‖ ≤ E
Q1,...,Qk
‖D‖Cdp
(S)
≤ 2
k
E
Q1,...,Qk
E
r
∥∥∥∥∥
k∑
ℓ=1
rℓQℓ
∥∥∥∥∥
Cdp
(H)
≤ 2
k
E
Q1,...,Qk

E
r
∥∥∥∥∥
k∑
ℓ=1
rℓQℓ
∥∥∥∥∥
p
Cdp


1/p
(L-P)
≤ c0
√
p
k
E
Q1,...,Qk
∥∥∥∥∥∥
(
k∑
ℓ=1
Q2ℓ
)1/2∥∥∥∥∥∥
Cdp
(PSD)
≤ c0
√
p
k
E
Q1,...,Qk

max
ℓ∈[k]
‖Qℓ‖1/2 ·
∥∥∥∥∥∥
(
k∑
ℓ=1
Qℓ
)1/2∥∥∥∥∥∥
Cdp


≤ c1
√
p
k
E
Q1,...,Qk

max
ℓ∈[k]
‖Qℓ‖1/2 ·
∥∥∥∥∥
(
k∑
ℓ=1
Qℓ
)∥∥∥∥∥
1/2


(H)
≤ c1
√
γp
k
[
E
Q1,...,Qk
∥∥∥∥∥
(
k∑
ℓ=1
Qℓ
)∥∥∥∥∥
]1/2
≤ c1
√
γp√
k
[
E
Q1,...,Qk
‖D‖+ ‖A‖
]1/2
,
where c0 and c1 are positive constants. Here, we use Lemma 2.2 in step (S) and the inequality
(8) in step (L-P). The inequality (PSD) relies on the fact that the matrices Qi are positive
semi-definite, and (H) follows from Ho¨lder’s inequality.
Thus, we obtain
E ‖D‖ ≤ c1
√
γ ln d√
k
√
E ‖D‖+ ‖A‖.
Denoting by α =
(
c1
√
γ ln d√
k
)2
, we have
(E ‖D‖)2 − αE ‖D‖ − α ‖A‖ ≤ 0.
Therefore, we get E ‖D‖ ≤ α +
√
α ‖A‖, and thus the inequality
E ‖D‖ ≤ c
2
1γ ln d
k
+
c1
√
γ ‖A‖ ln d√
k
≤ ε
holds for k ≥ cγ(1+‖A‖) ln d
ε2
with sufficiently large c. Theorem 1.1 is proved. 
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3. Upper bound for non-symmetric diads – Proof of Theorem 1.7
Theorem 1.7 is an immediate corollary to the following result.
Theorem 3.1. Let K and L be convex bodies in Rd and r(K) ≤ 2 such that
Bd2 ⊆ K ⊆ r(K)Bd2 .
Assume that K is in John’s position in L, and the vectors ui and vi for i ∈ [m] satisfy the
conditions of Definition 1.4.
Then, for any 0 < ε < 1 and
k ≥ cd ln d
ε2
r(K)
(
d
√
r(K)− 1 + 1
)
,
where c > 0 is a universal constant, there is a multiset σ ⊂ [m] of size k such that (5) and
(6) hold.
We will show that Theorem 3.1 follows from the following more general result.
Theorem 3.2. Let 0 < ε < 1 be given, and let Q1, . . . , Qm and A be square matrices of size
d such that
A =
m∑
i=1
αiQi,
where αi ≥ 0 and
∑m
i=1 αi = 1. Set γ = maxi ‖Qi‖, and
b =
1
2γ
∥∥∥∥∥
m∑
i=1
αi (QiQ
∗
i +Q
∗
iQi)
∥∥∥∥∥ .
Assume that
k ≥ cγ(1 + b) ln d
ε2
for some constant c > 0.
Then there is a multi-subset σ ⊂ [m] of size k such that∥∥∥∥∥1k
∑
i∈σ
Qi − A
∥∥∥∥∥ ≤ ε.
3.1. Proof of Theorem 3.2. Randomly draw k elements from [m], each time taking each
element with probability 1
m
, and denote by σ the random multisubset of [m] that is obtained.
Set
Ui =
1
2γ
(QiQ
∗
i +Q
∗
iQi) , B =
m∑
i=1
αiUi. and EB = E
σ
∥∥∥∥∥1k
∑
j∈σ
Uj −B
∥∥∥∥∥ ,
Then b = ‖B‖, and ‖Ui‖ ≤ γ.
Since the Ui are positive semi-definite matrices, we can apply Theorem 1.1 and get that
EB ≤ ε.
Setting p = ln d, we obtain that
1
k
E
σ


∥∥∥∥∥∥
(∑
j∈σ
Uj
)1/2∥∥∥∥∥∥
Cdp

 =
1√
k
E
σ


∥∥∥∥∥∥
(
1
k
∑
j∈σ
Uj
)1/2∥∥∥∥∥∥
Cdp


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(7)
≤ e√
k
E
σ


∥∥∥∥∥∥
(
1
k
∑
j∈σ
Uj
)1/2∥∥∥∥∥∥

 = e√k Eσ


∥∥∥∥∥1k
∑
j∈σ
Uj
∥∥∥∥∥
1/2


(T)
≤ e√
k
E
σ


(∥∥∥∥∥1k
∑
j∈σ
Uj − B
∥∥∥∥∥+ ‖B‖
)1/2

(9)
(H)
≤ e√
k
(
E
σ
(∥∥∥∥∥1k
∑
j∈σ
Uj − B
∥∥∥∥∥+ ‖B‖
))1/2
=
e√
k
(EB + ‖B‖)1/2 ≤ e
√
1 + b√
k
.
Here, (T) and (H) follow from the triangle inequality and Ho¨lder’s inequality respectively.
Set
Dσ =
1
k
∑
j∈σ
Qj − A.
Our aim is to show that Eσ ‖Dσ‖ ≤ ε.
Using the notation r for Rademacher variables introduced in Section 2, we have
E
σ
‖Dσ‖ ≤ E
σ
‖Dσ‖Cdp
(S)
≤ 2
k
E
σ
E
r
∥∥∥∥∥
∑
i∈σ
riQi
∥∥∥∥∥
Cdp
(H)
≤ 2
k
E
σ

E
r
∥∥∥∥∥
∑
i∈σ
riQi
∥∥∥∥∥
p
Cdp


1/p
(L-P)
≤ c1
√
p
k
E
σ


∥∥∥∥∥∥
(∑
j∈σ
[
QjQ
∗
j +Q
∗
jQj
])1/2∥∥∥∥∥∥
Cdp

 =
c1
√
p
√
γ
k
E
σ


∥∥∥∥∥∥
(∑
j∈σ
Uj
)1/2∥∥∥∥∥∥
Cdp


(9)
≤ ec1
√
p
√
γ
√
1 + b√
k
≤ ε,
where c1 is some positive constant. Note that (S) and (L-P) follow from Lemma 2.2 and (8)
respectively and the last inequality holds for a sufficiently large constant c, and (H) follows
from Ho¨lder’s inequality. This finishes the proof of Theorem 3.2.
3.2. Proof of Theorem 3.1. In order to obtain (5) and (6) for the vectors ui and vi in R
d,
we will prove (5) for the vectors ai = (vi, 1/
√
d) and bi = (ui, 1/
√
d) in Rd+1. This lifting
argument is standard, so we leave it to the reader to verify that the latter claim is indeed
sufficient.
Since ui and vi satisfy Definition 1.4, we have∑
i∈m
αidai ⊗ bi = Id+1,
where Id+1 is the identity operator on R
d+1. Note, that 〈ai, bi〉 = 1 + 1/d. We will assume
that d ≥ 3.
For every i ∈ [m], set Qi = dai ⊗ bi. We are going to use the notations A,Ui, B, b, and γ
as defined in Theorem 3.2, where A = Id+1. Since B
d
2 ⊆ K ⊆ r(K)Bd2 , we have
‖ai‖2 ≤ r(K)2 + 1/d and ‖bi‖2 ≤ 1 + 1/d.
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Using ‖Qi‖ = d ‖ai‖ ‖bi‖ and 1 ≤ r(K), we obtain
‖Qi‖2 ≤ d2(r(K)2 + 1/d)(1 + 1/d) ≤ d2r(K)2(1 + 1/d)2,
and thus
(10)
Since d ‖ai‖ ‖bi‖ ≤ γ and d/γ ≥ 1/((1 + 1/d)r(K)), we get∥∥∥∥d2γ ‖ai‖2 bi ⊗ bi − dai ⊗ bi
∥∥∥∥ = d ‖bi‖
∥∥∥∥dγ ‖ai‖2 bi − ai
∥∥∥∥
= d ‖ai‖ ‖bi‖
[(
d ‖ai‖ ‖bi‖
γ
)2
+ 1− 2d(1 + 1/d)
γ
]1/2
(11) ≤ (1 + 1/d)dr(K) (2− 2/r(K)) 12 ≤ 2d
√
r(K)(r(K)− 1).
Similarly, we have
(12)
∥∥∥∥d2γ ‖bi‖2 ai ⊗ ai − dbi ⊗ ai
∥∥∥∥ ≤ 2d√r(K)(r(K)− 1).
By the definition of B, we have
B =
m∑
i=1
αiUi =
m∑
i=1
αi
(QiQ
∗
i − γdbi ⊗ ai) + (Q∗iQi − γdai ⊗ bi)
2γ
+
m∑
i=1
αi
ai ⊗ bi + bi ⊗ ai
2
(13) =
m∑
i=1
αi
(QiQ
∗
i − γdbi ⊗ ai) + (Q∗iQi − γdai ⊗ bi)
2γ
+ Id+1.
Using the equations QiQ
∗
i = d
2 ‖bi‖2 ai⊗ ai and Q∗iQi = d2 ‖ai‖2 bi⊗ bi and inequalities (11)
and (12), we deduce from (13) that
b = ‖B‖ ≤ 2d (r(K)(r(K)− 1))1/2 + 1 ≤ 4d
√
r(K)− 1 + 1,
because r(K) ≤ 2. Combining the last inequality with (10), we apply Theorem 3.2 with
A = Id+1, and obtain (5), completing the proof of Theorem 3.1.
3.3. Symmetrization will not always help. The main idea of the proof of Theorem 3.2
is to symmetrize the matrices. Its use is limited, as shown by the following example.
Fix a δ > 0, and for i ∈ {1, 2}, set ui = vi = ei. For i ∈ {3, . . . , d}, let
u+i = ei + δe1, u
−
i = ei − δe1;
and
v+i = ei + δe2, v
−
i = ei − δe2.
Then clearly,
I = u1 ⊗ v1 + u2 ⊗ v2 + 1
4
∑
3≤i≤d
(
u+i ⊗ v+i + u+i ⊗ v−i + u−i ⊗ v+i + u−i ⊗ v−i
)
,
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and thus,
I =
1
4d
[
Q1 +Q2 +Q
++
3 +Q
+−
3 +Q
−+
3 +Q
−−
3 + . . .+Q
++
d +Q
+−
d +Q
−+
d +Q
−−
d
]
,
where Q1 = 4du1 ⊗ v1, Q2 = 4du2 ⊗ v2, and Q++i = du+i ⊗ v+i , Q+−i = du+i ⊗ v−i , etc.
Now, the b that appears in Theorem 3.2 is large. For, say δ = 0.1, we have γ = 16d,
and b > 0.01d (we leave the details to the reader), thus, Theorem 3.2 yields no meaningful
result. Moreover, the above example can be realized geometrically as contact points (as
in Definition 1.4) of two convex bodies, both constant close to the Euclidean ball in the
Banach–Mazur distance.
We note however, that it is enough to use only Cd vectors to approximate the identity, if
in Theorem 3.2 K is an ellipsoid constant close to the standard unit ball.
4. The log factor is needed – Proof of Theorem 1.2
In this section, we prove Theorem 1.2. First, in Lemma 4.1, we show that in ℓt1, a point
in the convex hull of other points may not be well approximated in terms of the dimension
t. Then, we use the fact that ℓt1 embeds isometrically in ℓ
d
∞ for d = 2
t, which embeds
isometrically in the space of matrices of size d× d.
Lemma 4.1. Consider the point a = 1
12k
(1, . . . , 1) ∈ ℓt1, where k and t are positive integers.
Denote by e1, . . . , et the standard basis of ℓ
t
1 and by et+1 the zero vector.
Then, for any non-empty multiset σ0 ⊂ [t + 1] of size s, where s ≤ 3k, we have∥∥∥∥∥1s
∑
i∈σ0
ei
2
− a
∥∥∥∥∥
1
≥ t
12k
.
Proof of Lemma 4.1. Since the i-th coordinate bi of
1
s
∑
i∈σ0 ei/2 is either equal to 0 or at
least 1
2s
≥ 1
6k
, we have |bi − 112k | ≥ 112k for every i ∈ [t], which finishes the proof of the
lemma. 
Without loss of generality, we may assume that d = 2t, where t is a non-negative integer.
Indeed, assume that we find the desired matrices Q1, . . . , Qn for d = 2
t. Let now d be
d = 2t + h with h < 2t. Then the matrices Q′1, . . . , Q
′
n of size d× d whose upper left corner
is Qi, and the other entries are zero will satisfy the conditions of the theorem.
Note that it is sufficient to consider multisets σ such that
(14) m/2 < |σ| ≤ m.
Indeed, if the theorem is proved for such multisets, then it holds for a multiset σ with
|σ| ≤ m/2: the multiset σ′ consisting of 2l copies of σ, where l = ⌊log2(m/|σ|)⌋, satisfies (14),
and thus the statement of the theorem holds for σ′. Since σ′ consists of several copies of σ,
we can easily conclude that Theorem 1.2 is true for σ.
Enumerate all ±1 sequences of length t as s1, . . . , sd. Clearly, the linear map
φ : ℓt1 → ℓd∞ such that φ(x) = (〈x, s1〉 , . . . , 〈x, sd〉)
embeds ℓt1 isometrically into ℓ
d
∞. We identify ℓ
d
∞ with the subspace of diagonal matrices in
the space Rd×d equipped with the operator norm.
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Next, we are going to construct the desired matrices Qi. Let k be an integer such that
(15) k =
⌊
m
γ
⌋
=
⌊
t
96ε
⌋
,
so k ≥ 1. Using the notation introduced in Lemma 4.1, for every i ∈ [t+ 1], put
Qi = γψ(ei/2), where ψ(x) = φ(x− a) + I.
Note that ψ is an affine isometry from ℓt1 into ℓ
d
∞.
By (15), we have∥∥∥ei
2
− a
∥∥∥
1
≤
∥∥∥ei
2
∥∥∥
1
+ ‖a‖1 ≤
1
2
+
t
12k
<
1
2
+
96tε
12t
=
1
2
+ 8ε ≤ 1,
for every i ∈ [t + 1], and therefore ‖Qi‖ ≤ γ (‖I‖+ ‖ei/2− a‖1) < 2γ and the matrix Qi is
positive definite.
Assuming λi =
1
6k
for i ∈ [t] and λt+1 = 1− t6k , we have
a =
t+1∑
i=1
λi
ei
2
.
Since
∑t+1
i=1 λi = 1 and λi ≥ 0 for every i ∈ [t + 1], we obtain a ∈ conv
{
e1
2
, . . . , et+1
2
}
. Thus,
denoting by Qt+2 the zero matrix, we get
t+1∑
i=1
λi
γ
Qi +
(
1− 1
γ
)
Qt+2 =
t+1∑
i=1
λi(φ(ei/2− a) + I) = φ
(
t+1∑
i=1
λiei/2
)
− φ(a) + I = I,
that is,
I ∈ conv{Q1, . . . , Qt+2}.
To prove the theorem, assume that there is a multiset σ of [t + 2] with (14) such that
(16)
∥∥∥∥∥ 1|σ|
∑
i∈σ
Qi − I
∥∥∥∥∥ < ε.
Next, (t + 2) is an element of σ with multiplicity |σ| − s for some non-negative integer s.
Denote by σ0 the multi-subset of σ which does not contain (t + 2). Thus, |σ0| = s.
Since trace(φ(y)) = 0, we obtain trace(Qi) = γtrace(I) = γd for every i ∈ [t + 1]. Thus,
it follows from (16) and the inequality |trace(A)| ≤ d ‖A‖ for an arbitrary matrix A of size
d that
(17)
∣∣∣∣ γs|σ| − 1
∣∣∣∣ < ε,
and therefore
|σ|
γ
(1− ε) < s < |σ|
γ
(1 + ε).
By (17), (14) and (15), we obtain
(18) s <
|σ|
γ
(1 + ε) ≤ m
γ
(1 + ε) < 3k
11
and
(19) s >
|σ|
γ
(1− ε) > m
2γ
(1− ε) > k
4
Since ψ is an affine map, we have∥∥∥∥∥ 1|σ|
∑
i∈σ
Qi − I
∥∥∥∥∥ =
∥∥∥∥∥ γ|σ|
∑
i∈σ0
ψ
(ei
2
)
− I
∥∥∥∥∥ =
∥∥∥∥∥ γ|σ|ψ
(∑
i∈σ0
ei
2
)
− I
∥∥∥∥∥ =∥∥∥∥∥ γ|σ|φ
(∑
i∈σ0
ei
2
− sa
)
+
γs
|σ|I − I
∥∥∥∥∥ ≥
γs
|σ|
∥∥∥∥∥φ
(
1
s
∑
i∈σ0
ei
2
− a
)∥∥∥∥∥−
∣∣∣∣ γs|σ| − 1
∣∣∣∣ ≥
γs
|σ|
∥∥∥∥∥1s
∑
i∈σ0
ei
2
− a
∥∥∥∥∥
1
− ε,
where, in the last inequality, we combine (17) with the fact that φ is an isometry.
By (18), we may apply Lemma 4.1 to the multiset σ0 to obtain the inequality∥∥∥∥∥ 1|σ|
∑
i∈σ
Qi − I
∥∥∥∥∥ > γs|σ| · t12k − ε,
which, by (16) and (19), yields
2ε >
γt
48|σ| ,
and thus
m ≥ |σ| > γt
96ε
,
completing the proof of Theorem 1.2.
5. Slow approximation far from the ball – Proof of Theorem 1.8
To prove Theorem 1.8, let {e1, . . . , ed} be the standard basis in Rd, and set d′ = 2⌊log2 d⌋.
Clearly, d′ ≥ d/2 > δ2 + 1. For every i ∈ [d] and j ∈ [d′], let wji be a vector satisfying the
following conditions:
(1) wji ∈ bd (C), and
〈
wji , ei
〉
= 1 for all i ∈ [d] and j ∈ [d′];
(2) |wji − ei| = δ for all j ∈ [d′];
(3) w1i , . . . , w
d′
i are the vertices of the (d
′−1)-dimensional regular simplex centered at ei.
In particular,
∑d′
j=1w
j
i = d
′ei.
In order to prove the existence of wji , it is clearly sufficient to show the following.
Lemma 5.1. Let D = 2k for some positive integer k. Then there is a (D − 1)-dimensional
regular simplex conv{p1, . . . , pD} contained in the (D − 1)-dimensional cube {x ∈ [−1, 1]D :
〈(1, 0, . . . , 0), x〉 = 1} with |(1, 0, . . . , 0)− pj | = √D − 1 for all j ∈ [D − 1].
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Proof of Lemma 5.1. The simplex can be constructed in a standard way using Hadamard
matrices as follows. Recall that Walsh matrices (the simplest examples of Hadamard matri-
ces) are defined by the following recursive construction
H1 =
[
1
]
, H2 =
[
1 1
1 −1
]
, . . . , H2k =
[
H2k−1 H2k−1
H2k−1 −H2k−1
]
.
Let p1, . . . , pD be the columns of H2k . They are pairwise orthogonal, and each one is of
Euclidean length
√
D. They clearly satisfy the requirements of Lemma 5.1. 
Consider the following convex body
(20) K = conv
(
Bd2 ∪ {±wji }i∈[d], j∈[d′]
)
.
and points u(i−1)d′+j = w
j
i and v(i−1)d′+j = ei for i ∈ [d] and j ∈ [d′] .
We check that the convex body K and the points uk, vk (with k ∈ [dd′]) satisfy the
conditions of the theorem. First, by Theorem 1.3, the ball Bd2 is the maximum volume
ellipsoid in K. Second, uk ∈ bd (K) ∩ bd (C) and vk ∈ bd (K◦) ∩ bd (C◦).
Since
∑d′
j=1w
j
i = d
′ei, we have
I =
1
d′
d∑
i=1
d′∑
j=1
wji ⊗ ei =
1
dd′
dd′∑
k=1
duk ⊗ vk.
For simplicity, denote by Qij the operator du(i−1)d′+j ⊗ v(i−1)d′+j = dwji ⊗ ei.
Let M ⊂ [d] × [d′] be a subset of the set of pairs of indices and let βij be non-zero
scalars, where (i, j) ∈ M , such that A =∑(i,j)∈M βijQij is an ε-approximation of I, that is,
‖A− I‖ ≤ ε.
Considering M as a 0− 1 matrix of size d× d′, we may assume that the first row contains
the smallest number of ones, denote this number by ℓ. Since d′ ≥ d/2, it is sufficient to show
that ℓ ≥ min
{
d′
2
,
(
δ
4ε
)2}
. We will assume that ℓ < d
′
2
, and will show that ℓ ≥ ( δ
4ε
)2
.
Without loss of generality, assume that β1k = 0 if (1, k) 6∈M . Since ‖A− I‖ ≤ ε, we have
ε ≥ ‖(A− I) e1‖ ≥ |〈(A− I) e1, e1〉| =
∣∣∣∣∣
d′∑
j=1
β1jd
′ 〈wj1, e1〉− 1
∣∣∣∣∣ =
∣∣∣∣∣d′
d′∑
j=1
β1j − 1
∣∣∣∣∣ .
Therefore,
(21) d′
d′∑
j=1
β1j ≥ 1− ε ≥ 1
2
.
Consider the vectors
y =
∑
j: β1j 6=0
(wj1 − e1) and x = y/‖y‖.
Note that x is a unit vector with 〈x, e1〉 = 0 and
〈
(wj1 − e1), x
〉
=
〈
wj1, x
〉
=
δ√
ℓ
√
d′ − ℓ
d′ − 1 ≥
δ√
2ℓ
for all j such that β1j 6= 0. The last inequality holds by the assumption ℓ < d′/2.
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On the other hand, by (21),
ε ≥ ‖(A− I) x‖ ≥ |〈(A− I)x, e1〉| =
〈(
d′∑
j=1
β1jQ1j
)
x, e1
〉
= d
d′∑
j=1
β1j
〈
wj1, x
〉
= d
d′∑
j=1
β1j
〈
(wj1 − e1), x
〉 ≥ d′ d′∑
j=1
β1j
δ√
2ℓ
≥ δ
4
√
ℓ
.
Thus, ℓ ≥ ( δ
4ε
)2
as needed, and the proof of Theorem 1.8 is complete.
Acknowledgement. We thank the referees for a number of important citations, as well as
for the suggestions that improved the presentation.
Part of the research was carried out while the three authors were members of Ja´nos
Pach’s chair of DCG at EPFL, Lausanne, which was supported by Swiss National Science
Foundation Grants 200020-162884 and 200021-175977.
G.I. was supported also by the Swiss National Science Foundation grant 200021-179133 and
by the Russian Foundation for Basic Research, project 18-01-00036A. M.N. was supported
also by the National Research, Development and Innovation Fund grant K119670. A.P. was
supported in part also by the Leading Scientific Schools of Russia through Grant No. NSh-
6760.2018.1 (Theorems 1.1 and 1.2) and by the Ministry of Education and Science of the
Russian Federation in the framework of MegaGrant no 075-15-2019-1926 (Theorems 1.7 and
1.8).
References
[Aub07] Guillaume Aubrun. Sampling convex bodies: a random matrix approach. Proceedings of the
American Mathematical Society, 135(5):1293–1303, 2007.
[Bal92] Keith Ball. Ellipsoids of maximal volume in convex bodies. Geom. Dedicata, 41(2):241–250, 1992.
[Bal97] Keith Ball. An elementary introduction to modern convex geometry. In Flavors of geometry,
volume 31 of Math. Sci. Res. Inst. Publ., pages 1–58. Cambridge Univ. Press, Cambridge, 1997.
[BR02] Jesu´s Bastero and Miguel Romance. John’s decomposition of the identity in the non-convex case.
Positivity, 6(1):1–16, 2002.
[BSS14] Joshua Batson, Daniel A. Spielman, and Nikhil Srivastava. Twice-Ramanujan sparsifiers. SIAM
Rev., 56(2):315–334, 2014.
[CGT12] Richard Y. Chen, Alex Gittens, and Joel A. Tropp. The masked sample covariance estimator:
an analysis using matrix concentration inequalities. Information and Inference: A Journal of the
IMA, 1(1):2–20, 05 2012.
[FY17] Omer Friedland and Pierre Youssef. Approximating matrices and convex bodies. International
Mathematics Research Notices, pages 2519–2537, 2017.
[GLMP04] Y. Gordon, A.E. Litvak, M. Meyer, and A. Pajor. John’s decomposition in the general case and
applications. J. Differential Geom., 68(1):99–119, 09 2004.
[GPT01] A. Giannopoulos, I. Perissinaki, and A. Tsolomitis. John’s theorem for an arbitrary pair of convex
bodies. Geom. Dedicata, 84(1-3):63–79, 2001.
[Joh48] Fritz John. Extremum problems with inequalities as subsidiary conditions. In Studies and Essays
Presented to R. Courant on his 60th Birthday, January 8, 1948, pages 187–204. Interscience
Publishers, Inc., New York, N. Y., 1948.
[Lew79] D. R. Lewis. Ellipsoids defined by Banach ideal norms. Mathematika, 26(1):18–29, 1979.
[LP86] Franc¸oise Lust-Piquard. Ine´galite´s de Khintchine dans Cp (1 < p < ∞). C. R. Acad. Sci. Paris
Se´r. I Math., 303(7):289–292, 1986.
[LPP91] Franc¸oise Lust-Piquard and Gilles Pisier. Noncommutative Khintchine and Paley inequalities.
Ark. Mat., 29(2):241–260, 1991.
14
[MSS15] Adam W. Marcus, Daniel A. Spielman, and Nikhil Srivastava. Interlacing families II: Mixed
characteristic polynomials and the Kadison-Singer problem. Ann. of Math. (2), 182(1):327–350,
2015.
[Oli10] Roberto Imbuzeiro Oliveira. Sums of random Hermitian matrices and an inequality by Rudelson.
Electron. Commun. Probab., 15:203–212, 2010.
[Pis98] Gilles Pisier. Non-commutative vector valued Lp-spaces and completely p-summing maps. Socie´te´
mathe´matique de France, Paris, France, 1998.
[Rud97] M. Rudelson. Contact points of convex bodies. Israel J. Math., 101:93–124, 1997.
[Rud99] M. Rudelson. Random vectors in the isotropic position. J. Funct. Anal., 164(1):60–72, 1999.
[SHS15] Marcel K De Carli Silva, Nicholas JA Harvey, and Cristiane M Sato. Sparse sums of positive
semidefinite matrices. ACM Transactions on Algorithms (TALG), 12(1):1–17, 2015.
[Sri12] Nikhil Srivastava. On contact points of convex bodies. In Geometric aspects of functional analysis,
volume 2050 of Lecture Notes in Math., pages 393–412. Springer, Heidelberg, 2012.
[TJ89] Nicole Tomczak-Jaegermann. Banach-Mazur distances and finite-dimensional operator ideals,
volume 38 of Pitman Monographs and Surveys in Pure and Applied Mathematics. Longman
Scientific & Technical, Harlow; copublished in the United States with John Wiley & Sons, Inc.,
New York, 1989.
[Tro16] Joel A. Tropp. The expected norm of a sum of independent random matrices: An elementary
approach. In Christian Houdre´, David M. Mason, Patricia Reynaud-Bouret, and Jan Rosin´ski,
editors, High Dimensional Probability VII, pages 173–202, Cham, 2016. Springer International
Publishing.
GRIGORY IVANOV: INSTITUTE OF DISCRETE MATHEMATICS AND GEOMETRY, TU
WIEN, VIENNA; MOSCOW INST. OF PHYSICS AND TECHNOLOGY, MOSCOW, RUSSIA
MA´RTON NASZO´DI: ALFRE´D RE´NYI INST. OF MATH.; MTA-ELTE LENDU¨LET COMBI-
NATORIAL GEOMETRY RESEARCH GROUP; DEPT. OF GEOMETRY, LORA´ND EO¨TVO¨S
UNIVERSITY, BUDAPEST
ALEXANDRPOLYANSKII: MOSCOW INST. OF PHYSICS AND TECHNOLOGY, MOSCOW,
RUSSIA; INSTITUTE FOR INFORMATION TRANSMISSION PROBLEMS RAS, MOSCOW,
RUSSIA; CAUCASUSMATHEMATICAL CENTER, ADYGHE STATE UNIVERSITY, MAIKOP,
RUSSIA
15
