In the article the problem of the integrable classification of nonlinear lattices depending on one discrete and two continuous variables is studied. By integrability we mean the presence of reductions of a chain to a system of hyperbolic equations of arbitrarily high order integrable in the Darboux sense. Darboux integrablity admits a remarkable algebraic interpretation: the Lie-Rinehart algebras related to both characteristic directions corresponding to the reduced system of the hyperbolic equations have to be of finite dimension. A classification algorithm based on the properties of the characteristic algebra is discussed. Some classification results are presented.
Introduction
We are interested in the problem of integrable classification of lattices of the form: u n,xy = f (u n+1 , u n , u n−1 , u n,x , u n,y ), −∞ < n < ∞, (1.1) where the sought function u n = u n (x, y) depends on the real x, y and the integer n. The function f = f (x 1 , x 2 , . . . , x 5 ) of five variables is assumed to be analytic in a domain D ⊂ C 5 . The symmetry approach provides a very effective classification tool for integrable 1+1-dimensional models (see [1] ). However, for equations with three or more independent variables, higher symmetries contain non-local variables, and this circumstance causes serious technical problems that reduce the efficiency of the method [2] . Various approaches to the investigation of integrable multidimensional models are discussed in the literature (see for instance, [3] - [8] ). For the purposes of an integrable classification, the method of reducing an equation to integrable two-dimensional models is often used. Usually, the authors require that the reduced models be soliton systems or integrable systems of the hydrodynamic type [9] - [12] . In our opinion, the presence of a sufficient number of reductions that are Darboux integrable (see [13] - [21] ) can also be a sign of the integrability of a multidimensional model. In our recent study (see [22] - [24] ), we tested this idea by applying it to a nonlinear chain of the form (1.1).
We have observed previously that any integrable lattice of the form (1.1) admits the socalled degenerate cutting off boundary conditions. When such kind boundary conditions are imposed at two different points n = N 1 and n = N 2 then the lattice reduces to a Darboux integrable system of the hyperbolic type equations. We suggested and developed in our works [22] - [26] a classification algorithm based on this observation. Let's briefly discuss the essence of the method.
We say that the constraint u 0 = ϕ 0 = const defines a degenerate boundary condition for the lattice (1.1) if it divides (1.1) into two independent semi-infinite lattices, defined on the intervals −∞ < n < 0 and 0 < n < +∞, respectively. There are two different kinds of the degenerate boundary conditions: regular and singular. In the regular case the point (u 1 , ϕ 0 , u −1 , 0, 0) belongs to D and the following conditions
are met guaranteeing that for this choice of u 0 function f does not depend on u 1 and u −1 , so that we have f (u 1 , ϕ 0 , u −1 , 0, 0) =f (ϕ 0 ). Therefore the equation (1.1) implies a relation
from which the boundary value ϕ 0 is determined.
In the singular case we have as a rule two different constraints u 0 = c 1 and u 0 = c 2 with constants c 1 , c 2 such that for the values u 0 = c 1 and
is not defined (the case c 1 = c 2 is not excluded), however the nearest equations
are correctly defined, i.e. the functionsf (x, y, z, w) = f (c 1 , x, y, z, w) andf (x, y, z, w) = f (x, y, c 2 , z, w) are analytic in some domains in C 4 . Example 1. Evidently the Toda lattice equation obtained by setting n = ±1 and u 0 = ±∞ in (1.2) are correctly defined. Thus the constraint (1.3), (1.4) divides the lattice (1.2) into two semi-infinite lattices
u n,xy = e u n+1 −un − e un−u n−1 , −∞ < n < −1 and u 1,xy = e u 2 −u 1 , u n,xy = e u n+1 −un − e un−u n−1 , 1 < n < +∞.
Example 2. The lattice u n,xy = e u n+1 −2un+u n−1
(1.5) admits a singular degenerate cut-off u 0 = −∞, since for this value of u 0 the r.h.s. of (1.5) implies that the closest equations take the form u −1,xy = 0 and u 1,xy = 0. Example 3. Let us consider the lattice
found in [9] , [27] . It is easily proved that the lattice admits a regular degenerate cut off boundary condition u 0 = c as well as the singular one u 0 = ∞.
Example 4. The lattices u n,xy = (u n+1 − 2u n + u n−1 )u y and u n,xy = (e u n+1 −un − e un−u n−1 )u y admit regular degenerate boundary condition u 0 = c, where c is an arbitrary constant. It is easy to verify that for any change of the variables u n = g(v n ) applied to (1.1), the degenerate boundary condition is again transformed into a degenerate one.
Inspired by these observations, we use the following definition of integrability in the article. Definition 1. The lattice (1.1) is called integrable if there exist boundary values ϕ 0 and ϕ 1 such that for any choice of the integer N, the hyperbolic type system
obtained from the lattice (1.1) is integrable in the sense of Darboux.
We stress that the well-known integrable lattices of the form (1.1) considered in the Examples 1-4 are definitely integrable in the sense of the Definition 1 as well.
Now we have to recall what Darboux integrability is. First we define the notion of the nontrivial x-and y-integrals. A function I = I(x,ū,ū x ,ū xx , ...) is called a y-integral if it satisfies the condition D y I = 0. Hereū is a vectorū = (u 1 , u 2 , . . . , u N ),ū x is its derivative and so on. Similarly, a function J = J(y,ū,ū y ,ū yy , ...) is an x-integral if it solves equation D x J = 0. Integrals of the form I = I(x) and J = J(y) are called trivial. A system (1.6) is called Darboux integrable if it admits a complete set of functionally independent integrals in both characteristic directions x and y. Completeness means that the number of functionally independent integrals is N in each direction.
Let I = I(x,ū,ū x ,ū xx , ...) be a nontrivial y-integral for the system (1.6). We rewrite the equation
where
and
Since the integral I doesn't depend on the variable u i,y we have additional equations
In the sequel, we need the notion of characteristic algebra. Let A denote the ring of locally analytic functions of the dynamical variablesū y ,ū,ū x ,ū xx , . . . . Consider the Lie algebra L y with the usual operation [Z, W ] = ZW − W Z, generated by the differential operators Y and X j defined in (1.7) and (1.9) over the ring A, adding consistency conditions:
In such a case algebra L y is called Lie-Rinehart algebra [29] , [30] . We call it also characteristic algebra in the direction of y. In a similar way characteristic algebra L x in the direction of x is defined.
Algebra L y is of a finite dimension if it admits a basis containing a finite number of the operators
where the coefficients are functions a 1 , a 2 , . . . , a k ∈ A.
Due to the equations (1.7) and (1.9) and according to the definition of the characteristic algebra an arbitrary y-integral belongs to the kernel of any operator in L y . Moreover, the following statement is valid.
Theorem 1 System (1.6) admits a complete set of the y-integrals (a complete set of the xintegrals) if and only if its characteristic algebra L y (respectively, characteristic algebra L x ) is of finite dimension.
Corollary of Theorem 1. System (1.6) is integrable in the sense of Darboux if both characteristic algebras L x and L y are of finite dimension.
The remarkable work of A. B. Shabat [28] , which gives a complete description of the characteristic Lie algebra for the Toda lattice (1.5), is worth mentioning. We note that this was the first example of a characteristic Lie algebra for an equation with three independent variables. We apply the above algebraic integrability criterion to describe integrable cases of the lattice (1.1). Since the elements of the characteristic algebras are vector fields with infinitely many components the problem of determining the dimensions of L y , L x or of their subsets is a nontrivial task. To this end the lemma below can be used effectively [13, 14] .
Lemma 1 If the vector field of the form
Let us evaluate the action of the operator
Proof of Lemma 2. Evidently the operator of the total derivative D y acts on the set of the variablesū y ,ū,ū x ,ū xx , . . . according to the rule
After a transformation due to (2.1) the latter implies
By comparing the coefficients in front of the independent variables u i,yy we get the statement of the lemma.
The first integrability condition
Let us investigate the problem of describing lattices of the form (1.1) integrable in the sense of Definition 1. We are looking for the function f using the system (1.6) obtained by truncating the lattice (1.1). From the condition that the characteristic algebras L x and L y are finitedimensional, differential equations are derived, which the function f must satisfy. First we consider a sequence of the multiple commutators defined due to the rule
Specify the action of the operator ad Dx on the members of the sequence. For the first two of them we can easily find due to the Jacobi identity
It can be proved by induction that for the general value of m these formulas look like
where the factors C Since the characteristic algebra L y is a finite dimensional linear space over the ring A then there exists a natural N such that W N +1 is linearly expressed through the previous members of the sequence W 1 , W 2 , . . . , W N which are supposed to be linearly independent. It is easily checked that W 1 doesn't vanish, thus we get
Let us apply the operator ad Dx to both sides of (3.1) and obtain
where the tail contains only the combinations of the operators W N −1 , W N −2 , ...W 1 , X 1 , ...X N . Now we express W N +1 due to the expansion (3.1) and then collect the coefficients in front of W N :
For simplicity we denote λ := λ N and ǫ := (N +1)N 2
and omit the subindex 0 in the expressions u 0 and f 0 when it does not lead to misunderstanding. Then (3.2) takes the form
Since the components of the vector fields W j depend on the variablesū y ,ū,ū x ,ū xx , . . . the factors λ j might depend only on these variables as well. Therefore, (3.3) implies
By comparing the coefficients before u j,xx , u j,xxx , ... in (3.4) we show that the derivatives ∂λ ∂u j,x , ∂λ ∂u j,xx , . . . all vanish and also we have ∂λ ∂u j = 0 for j = 0. Thus λ depends only on u and u y and it solves a system of the equations
Let us reduce the system (3.5) to the homogeneous form by introducing a new sought function v(u x , u, u y , λ) such that λ found from the equation v(u x , u, u y , λ) = 0 solves system (3.5). By differentiating equation v(u x , u, u y , λ(u x , u, u y )) = 0 with respect to the variables u x , u, u y we obtain After substitution of these formulas into (3.5) we get
Obviously, the desired function v is annihilated not only by the operators l 1 and l 2 , but also by any operator from the Lie-Rinehart algebra L generated by these two operators. For instance, v solves the equation
We are interested in a solution v which essentially depends on λ, i.e. it is supposed that ∂v ∂λ does not vanish identically, therefore dimension of the algebra L must be no greater that three. This requirement can be called the first integrability condition in the direction of y. In a similar way we can derive an integrability condition in the direction of x.
Thus we have two possibilities
The first case is realized only if
In the second case we obtain a linear equation for λ Aλ + B = 0, where
If A doesn't vanish identically then we find λ = − B A and substitute it into the system (3.5) and also into the equation
to derive equations that the function f must satisfy. If A vanishes identically then B vanishes as well and we get two equations
We have not investigated these rather complex equations. However we checked that the system (3.6) admits a solution of the form f (u 1 , u, u −1 , u x , u y ) = α(u 1 , u, u −1 )u n,x u n,y + β(u 1 , u, u −1 )u n,x + γ(u 1 , u, u −1 )u n,y + δ(u 1 , u, u −1 ). In other words the lattice of the form u n,xy = αu n,x u n,y + βu n,x + γu n,y + δ, (3.7)
satisfies the first integrability condition in both directions x and y.
4 Classification of a special case of the lattice (1.1)
In this section we concentrate on the lattices of the form (3.7) assuming that functions
do not vanish identically 1 . Operator Y defined by the formula (1.8) in this case may be represented as
, we will restrict ourselves to the study of the subalgebraL y of the characteristic algebra L y that is generated by the operators R and
. It is obvious that in this case the algebras L y andL y have a finite dimension only simultaneously.
The main scheme we use below is to construct an appropriate sequence of the operators in the algebra and use the fact that a linear space spanned by the sequence over the ring A 1 In the case when both of these requirements are violated the lattice can be reduced to the form un,xy = βun,x + γun,y + δ.
On the classification of this kind lattices see [26] . must be of finite dimension. Since we are going to apply Lemma 1 the sequence W 1 , W 2 , ... should be very special, it has to satisfy the condition
Below in order to obtain a complete description of the integrable cases of the lattice (3.7), (4.1) we use three sequences.
First sequence
We begin with the sequence defined as
We evaluated the action of the operator ad Dx on the members of the sequence:
Then we check that the operators Y 0 , Y 1 , W 1 are linearly independent and assume that for a natural M ≥ 2 operator W M is linearly expressed through the previous members of the sequence
while the operators Y 0 , Y 1 , W 1 , . . . , W M −1 are linearly independent. Now we apply the operator ad Dx to the equation (4.3) and get
Replace W M due to (4.3) and obtain the equation for determining λ
Since λ = λ(u 0 , u 1 ) we obtain from (4.4)
Comparing the coefficients in front of the independent variables u 0,x and u 1,x we find a system of equations
Solvability of the system provides an integrability condition for the lattice. It allows to specify the coefficient α:
Here P , Q and c 1 are unknown functions of one variable, M is unknown integer.
Second sequence
The next sequence is more complex, it contains three operators Y 0 , Y 1 , Y 2 and their multiple commutators: Actually the sequence splits down into three subsequences {Z 3m }, {Z 3m+1 } and {Z 3m+2 } and the latter is the most important.
Theorem 2 Assume that the operator Z 3k+2 is represented as a linear combination
of the previous members of the sequence (4.5) and none of the operators Z 3j+2 for j < k is a linear combination of the operators Z s with s < 3j + 2. Then the coefficient ν k satisfies the equation
Proof of the theorem is based on the lemma.
Lemma 4
Assume that all the conditions of Theorem 2 are satisfied. Suppose that the operator Z 3k (the operator Z 3k+1 ) is linearly expressed in terms of the operators Z i , i < 3k (respectively, i < 3k + 1). Then in this expansion the coefficient at Z 3k−1 is zero.
Equation (4.6) is equivalent to an overdetermined system of the equations for ν k
The compatibility condition of the system allows to prove that M = 2, k = 2. Both introduced above expansions are essentially specified 
where r(u n ) = k 1 2 u 2 n + k 2 u n + k 3 and the factors k i -are arbitrary constants. By similar reasonings in the x-direction we obtain an explicit expression for the coefficient
n +k 2 u n +k 3 , and the coefficientsk i -are arbitrary constants.
Third sequence
The next step of our investigation is to refine the function δ. To do this, we build a new sequence on a set of multiple commutators containing the operator R (see (4.2) above) that is a nonlocal part of the main characteristic operator Y :
Consider the following sequence of the operators in the characteristic algebra L(y, N):
By using the sequence we determine completely the desired coefficients of the quasilinear chain (3.7)
u n,xy = α n u n,x u n,y + β n u n,x + γ n u n,y + δ n . (4.9)
Theorem 4 Up to point transformations there are three essentially different versions of the chain (4.9) passing the necessary integrability test: 1) the chain (4.9) reduces to the known Ferapontov-Shabat-Yamilov chain (see [9, 27] )
degenerate boundary conditions are u 0 = c 0 , u N +1 = c 1 where c 0 , c 1 are arbitrary constants; 2) u n,xy = α n (u n,x u n,y − u n (u n,x + u n,y ) + u 2 n ) + u n,x + u n,y − u n , (4.11)
degenerate boundary conditions are u 0 = 0, u N +1 = 0; 3) u n,xy = α n (u n,x u n,y − s n (u n,x + u n,y ) + s 2 n ) + s ′ n (u n,x + u n,y − s n ), (4.12)
where s n = u 2 n + C and C -is an arbitrary constant. Degenerate boundary conditions are u 0 = u N +1 = √ −C.
Equations 2) and 3) are found in our articles [23, 24] . It is proved in [25] that in the periodically closed case u n = u n+2 the lattice 2) admits higher symmetries.
Theorem 5
The lattices (4.10)-(4.12), found in Theorem 4 are integrable in the sense of Definition 1 formulated in the Introduction.
Theorem can be proved by showing that the characteristic algebra L y of the system of hyperbolic type equations obtained from lattice (4.9) by imposing appropriate boundary conditions is of finite dimension (see [24] ). To this end we show that the subalgebraL y ⊂ L y generated by the operators {Y j } 
Conclusions
In the article a method for classification of integrable models with three independent variables is discussed. A conjecture is formulated that any integrable two dimensional lattice of the form (1.1) admits an infinite set of reductions being Darboux integrable 1+1-dimensional systems of hyperbolic type equations (see Definition 1 above). The conjecture is approved by several examples. In §3 for the lattice of general form (1.1) a necessary integrability condition is derived which might be useful for further investigations. In §4 the efficiency of the algorithm is illustrated by presenting the results obtained earlier in [23] , [24] . We note that, in contrast to the symmetry classification, in the framework of this approach we do not use non-local variables.
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