Abstract-The arrangement graph A n,k , which is a generalization of the star graph (n − k = 1), presents more flexibility than the star graph in adjusting the major design parameters: number of nodes, degree, and diameter. Previously, the arrangement graph has proved Hamiltonian. In this paper, we further show that the arrangement graph remains Hamiltonian even if it is faulty. Let F e  and F v  denote the numbers of edge faults and vertex faults, respectively. We show that A n,k is Hamiltonian when 1) (k = 2 and n − k ≥ 4, or
Fault-Free Hamiltonian Cycles in Faulty Arrangement Graphs
Sun-Yuan Hsieh, Gen-Huey Chen, and Chin-Wen Ho, Member, IEEE Computer Society Abstract-The arrangement graph A n,k , which is a generalization of the star graph (n − k = 1), presents more flexibility than the star graph in adjusting the major design parameters: number of nodes, degree, and diameter. Previously, the arrangement graph has proved Hamiltonian. In this paper, we further show that the arrangement graph remains Hamiltonian even if it is faulty. Let F e  and F v  denote the numbers of edge faults and vertex faults, respectively. We show that A n,k is Hamiltonian when 1) (k = 2 and n − k ≥ 4, or k ≥ 3 and n k k − ≥ + 4 2 ), and F e  ≤ k(n − k) − 2, or 2) k ≥ 2, n k k − ≥ + 2 2 , and F e  ≤ k(n − k − 3) − 1, or 3) k ≥ 2, n − k ≥ 3, and F e  ≤ k, or 4) n − k ≥ 3 and F v  ≤ n − 3, or 5) n − k ≥ 3 and F v  + F e  ≤ k. Besides, for A n,k with n − k = 2, we construct a cycle of length at least 1) is the number of nodes in A n,k .
Index Terms-Arrangement graph, fault-tolerant embedding, Hamiltonian cycle, graph-theoretic interconnection network, star graph.
----------F ----------

INTRODUCTION
HE star graph [1] , [2] has been recognized as an attractive alternative to the hypercube network. Unfortunately, there is a major drawback for the star graph: a rigorous restriction to its size (i.e., n!). Recently, the arrangement graph [11] , which is a generalization of the star graph, has been proposed as a possible solution to the problem. The arrangement graph presents more flexibility than the star graph in terms of choosing the major design parameters: number of vertices, degree, and diameter, while preserving most of the nice properties of the star graph. Previous work on the arrangement graph can be found in [10] , [11] , [12] , [13] . In [11] , the arrangement graph was shown to be vertex and edge symmetric, and its connectivity, diameter, and fault diameter were computed. A shortest-path routing algorithm was also designed for the arrangement graph. In [10] , maximum number of vertex-disjoint paths were constructed between arbitrary two vertices of the arrangement graph. In [12] , it was shown that the arrangement graph can embed cycles of all lengths ranging from three to the size of the graph. Besides, the arrangement graph can be decomposed into vertex-disjoint cycles in many different ways. In [13] , it was further shown that the arrangement graph can embed multidimensional grids, hypercubes, and spanning trees all with constant dilations. The spanning trees can support broadcasting and personalized communication in the arrangement graph.
Since node faults and link faults may happen when a network is put in use, it is practically meaningful to consider faulty networks. Many related work have appeared in the literature, for example, [16] , [22] , [25] , [27] . In [22] , Latifi et al. showed that an n-dimensional hypercube (n-cube for short) with at most n − 2 link faults is Hamiltonian. In [25] , Rowley and Bose showed that, with slight modifications, a base-d undirected de Bruijn graph with at most d − 1 edge faults is Hamiltonian. In [16] , Fernandes et al. showed that a WK-recursive network of degree d with at most d − 3 link faults is Hamiltonian. In [27] , Tseng et al. showed that an n-dimensional star graph (n-star for short) with at most n − 3 edge faults is Hamiltonian. Throughout this paper, graph and network, vertex and node, and edge and link are used interchangeably.
Although Day and Tripathi [12] have shown that the arrangement graph is Hamiltonian, they have assumed the arrangement graph is fault-free. In this paper, we consider faulty arrangement graphs and investigate their Hamiltonicity. The rest of this paper is organized as follows: In the next section, the structure of the arrangement graph is reviewed and some necessary definitions and notations are introduced. Some fundamental results are also presented. In Section 3, we show that Hamiltonian cycles exist in the arrangement graph even if there are edge faults. The situation of vertex faults is discussed in Section 4. In Section 5, the situation of both edge faults and vertex faults is discussed, and this paper concludes with some remarks. Often, k is referred to as the dimensions of A n,k and the position of p i is said to be the ith dimension. An edge of A n,k is said to be of the ith dimension if its two incident vertices differ between their corresponding arrangements in the ith dimension. It is easy to see that A n,k contains n!/(n − k)! vertices and is regular of degree k(n − k). The diameter of A n,k has been proven to be 3k/2 [11] .
When k = 1, A n,k is isomorphic to the complete graph of n vertices. On the other hand, when k = n − 1, A n,k is isomorphic to the n-star [11] . To see this, we observe that if every vertex p 1 p 2 ... p k−1 of A n,n−1 is prefixed with p 0 , where p 0 is the missing element of {1, 2, ..., n} in p 1 p 2 ... p k−1 , then the vertex set of the resulting A n,n−1 comprises all n! permutations of 1, 2, ..., n. Besides, two vertices p 0 p 1 ... p k−1 and q 0 q 1 ... q k−1 are adjacent if and only if p 0 ≠ q 0 , p i ≠ q i for some 1 ≤ i ≤ k − 1 and p j = q j for all 1 ≤ j ≤ k − 1 and j ≠ i. This coincides with the definition of the n-star.
The structure of A n,k is recursive. We note that A n,k contains embedded A n−k+r,r for all 1 ≤ r ≤ k. An embedded A n−k+r,r is conveniently denoted by <s 1 s 2 ... s k > n,r , where s i ∈ { * , 1, 2, ..., n} for all 1 ≤ i ≤ k ( * represents a "don't care" symbol) and exactly r of s 1 For example, let us consider < *** 3> 5, 3 , which represents an embedded A 4,3 of A 5, 4 . After executing a 3-partition on < *** 3> 5, 3 , the embedded A 4,3 is partitioned into four embedded A 3,2 s, represented by < ** 13> 5,2 , < ** 23> 5,2 , < ** 43> 5,2 , and < ** 53> 5 After the I-partition, the embedded A n−k+r,r is partitioned
For example, let us consider the same example as above. If a (3, 2)-partition is executed on < *** 3> 5,3 , a 3-partition is first applied to < *** 3> 5, 3 so that four embedded A 3,2 s, i.e., < ** 13> 5,2 , < ** 23> 5,2 , < ** 43> 5,2 , and < ** 53> 5,2 , result. Then, a 2-partition is applied to each of the four embedded A 3,2 s. Consequently, 12 embedded A 2,1 s, i.e., < * 213> 5,1 , < * 413> 5,1 , < * 513> 5,1 , < * 123> 5,1 , < * 423> 5,1 , < * 523> 5,1 , < * 143> 5,1 , < * 243> 5,1 , < * 543> 5,1 , < * 153> 5,1 , < * 253> 5,1 , and < * 453> 5 is a permutation of k − r elements from {1, 2, ..., k}, A n,k is partitioned into n(n − 1)(n − 2) ... (n − k + r + 1) embedded A n−k+r,r s. As will be seen in the next section, if i 1 i 2 ... i k−r is carefully chosen, the resulting embedded A n−k+r,r s can be arranged into a ring so that every two neighboring A n−k+r,r s are adjacent. In the following, we formally characterize a ring: for all 
then R r forms a cycle of n(n − 1)(n − 2) ... (n − k + r + 1) rvertices. Actually, each r-edge consists of (n − k + r − 1)(n − k ≠ ′ and s i = * are each partitioned into n − k + r (r − 1)-vertices after executing an i-partition, the r-edge between them is split into n − k + r − 1 (r − 1)-edges connecting n − k + r − 1 pairs of (r − 1)-vertices that belong to the two adjacent r-vertices. The other pair of (r − 1)-vertices that are not adjacent are We note that after executing a partition on R r , each A j (0 ≤ j ≤ n(n − 1)(n − 2) ... LEMMA 1. For A n,k with n − k ≥ 3 (resp. n − k = 2), an R r of (maximal) length n(n − 1)(n − 2) ... (n − k + r + 1) contains an R r−1 of (maximal) length n(n − 1)(n − 2) ... (n − k + r + 1)(n − k + r), where r ≥ 1 (resp. r ≥ 2). Lemma 1 provides a method to construct a Hamiltonian cycle for A n,k with n − k ≥ 3. By repeatedly executing partitions, rings R k−1 , R k−2 , ..., R 1 , R 0 in sequence, all of maximal length, can be generated within A n,k . Since each 0-vertex is a vertex of A n,k and each 0-edge is an edge of A n,k , R 0 is a Hamiltonian cycle of A n,k .
PROOF. Suppose
Given a graph G, we use V(G) and E(G) to represent the sets of vertices and edges of G, respectively. We say G is connected if there exists a path in G between any two of its vertices. The degree of v ∈ V(G), denoted by deg (v) , is the number of edges incident with it. A cycle (path) in G is called a Hamiltonian cycle (path) if it contains every vertex of G exactly once [7] . G is said to be Hamiltonian if it contains a Hamiltonian cycle. A Hamiltonian G can embed a ring with dilation 1 and expansion 1. A Hamiltonian G is said to be k vertex (edge) fault-tolerant Hamiltonian if it remains Hamiltonian after removing at most k vertices (edges) [23] . G is said to be Hamiltonian-connected if there exists a Hamiltonian path between every two vertices of G. 
Slight modifications of the proof above can lead to the following lemma: 
FAULT-FREE HAMILTONIAN CYCLES IN A n,k WITH FAULTY EDGES
In this section, we show that Lemma 1, combined with proper partitions, can lead to a fault-free Hamiltonian cycle in A n,k with faulty edges. The situation of faulty vertices is discussed in the next section. We concentrate our effort on the case of n − k ≥ 2. The case of n − k = 1 has been discussed in [27] . Recall that when k = n − 1, A n,k is isomorphic to the n-star.
Let F e denote the set of faulty edges. According to the dimensions where faulty edges belong to, F e can be partitioned into k subsets, denoted by D i , i = 1, 2, ..., k, where each D i is the set of faulty edges that belong to the ith dimension. For example, if 
2 . Thus, the PROOF. Without loss of generality, we assume that a j-partition is executed on R r , where For
is faulty if it contains faulty edges. An R r of A n,k is said to be fault-free if it does not contain faulty r-edges, where 1 ≤ r ≤ k. We note that the rvertices of a fault-free R r may contain faulty edges. In the rest of this section, we use E i,j to denote the set of faulty i-edges that belong to the jth dimension. For example, let F e = {(15, 13), (15, 14) } be the set of faulty edges in A 5,2 . After executing a 2-partition on A 5,2 , we have E 1,2 = {( * 5, * 3), ( * 5, * 4)}.
Our method of constructing a fault-free Hamiltonian cy- 
.., R 0 can be generated similarly, where R 0 is a Hamiltonian cycle in A n,k .
PROOF. First, we construct fault-free R k−1 , R k−2 , ..., R 3 for the faulty A n,k . We only need to apply a (a 1 , a 2 , ..., a k−3 )-partition to the faulty A n,k . Initially, an a 1 -partition is executed on the faulty A n,k and, so, a K n k −1 is obtained.
We note that all edges of the
removed is Hamiltonian. Hence, a fault-free R k−1 can be generated.
In general, when an a i -partition is executed on a Next we show how to obtain a fault-free R 2 from a fault-free
partition is first executed on R 3 so that each A i forms a 
s that result from all A j s with j ≠ t are Hamiltonian-connected and their 2-edges are not faulty, a fault-free R 2 can be generated by taking X l and X (l+1) mod n−k+3 as the entry and exit 2-vertices of A t , respectively, and properly selecting the entry and exit 2-vertices for all A j s with j ≠ t. o
For ease of description, an
is said to be good if after a partition each (r − 1)-vertex of A i is adjacent to one (r − 1)-vertex of
, R r satisfies the condition of Lemma 9).
there is a fault-free good R 1 in A n,k .
PROOF. By Lemma 10, there exists a fault-free R 2 = [A 0 ,
faulty 1-edges in all A i s. First, we consider the situation in which each A i contains at most n − k − 4 faulty 1-edges. In order to construct a fault-free R 1 , the entry and exit 1-vertices for each A i are determined as fol-
between A i and A (i−1) mod n(n−1)(n−2)...(n−k+3) , and select a (fault-free) 1-edge, denoted by
Refer to Fig. 3a . We let T i and W i be the entry and exit 1-vertices of A i , respectively. Similarly,
is the exit 1-vertex of
, and
and
We note that U i as required can be found because T i is adjacent to at least five 1-vertices of A i with faulty 1-edges removed. Similarly, another 1- 
where "+" means concatenation.
We further show that the obtained R 1 is good. Let 1 , and Z = <z 1 z 2 ... z k > n,1 be arbitrary three consecutive 1-vertices of the R 1 , and p = dif(X, Y) and q = dif(Y, Z). According to Lemma 9, the R 1 is good if x p ≠ z q always holds. The latter can be assured for the following reason. If (X, This contradicts the adjacency of X and Z. Hence, we have x p ≠ z q .
We continue to consider the other situation in which A t for some 0 ≤ t ≤ n(n − 1)(n − 2) ... (n − k + 3) − 1 contains more than n − k − 4 faulty 1-edges. We note that it is impossible for two K n k − +2 1 s to contain more than n − k − 4 faulty 1-edges simultaneously for, otherwise, we have
.
Since E n k a k 1, 1 and Z = <z 1 z 2 ... z k > n,1 be the neighboring 1-vertices of U and S, respectively, in C. Refer to Fig. 3b . In order to construct a fault-free good R 1 , we let T be the entry 1-vertex of A t and determine the exit 1-vertex of A t as follows: Without loss of generality, we assume U is the exit 1-vertex of A t . Clearly, the cycle C with the 1-edge (T, U) removed forms a fault-free Hamiltonian path from T to U for A t . On the other hand, the entry and exit 1-vertices for the other A i s with i ≠ t and the faultfree Hamiltonian paths between them can be determined all the same as the previous situation. Similarly, a fault-free good R 1 can be generated. o we construct a fault-free Hamiltonian cycle for A n,2 according to three situations. The first situation is that all n − 3 faulty edges are located in the same A t for some 0 ≤ t ≤ n − 1 and there exists a faulty edge, say (u, v) , so that the other n − 4 faulty edges are incident to u or v. We note that n − 2 vertices of A t are connected to A (t−1) mod n , and n − 2 vertices of A t are connected to A (t+1) mod n . Moreover, since the R 1 is good, one vertex of A t is connected to A (t−1) mod n only, another is connected to A (t+1) mod n only, and the others are each connected to both A (t−1) mod n and A (t+1) mod n . Thus, it can be assured that one of u and v is connected to A (t−1) mod n and the other is connected to A (t+1) mod n . Without loss of generality, we assume u is adjacent to a vertex, say u′, of A (t−1) mod n , and v is adjacent to a vertex, say v′, of A (t+1) mod n .
We then show that there exists a fault-free Hamiltonian path between u and v in A t . Since such a path exists for the trivial case of n = 4, we assume n ≥ 5. Let K′ denote the resulting K n−1 0 of A t with n − 3 faulty edges removed, and H = K′ − {u, v} be a complete graph of n − 3 vertices. Since n ≥ 5, H contains two or more vertices. Let x and y be two vertices of H that are adjacent to u and v, respectively. Clearly, a Hamiltonian path between x and y in H combined with edges (u, x) and (y, v) constitutes a fault-free Hamiltonian path between u and v in A t .
Since all other A i s with i ≠ t do not contain faulty edges, they are Hamiltonian-connected. A fault-free R 0 , i.e., a fault-free Hamiltonian cycle, in A n,2 can be generated by taking u and v as the entry and exit vertices of A t , respectively, and properly selecting the entry and exit vertices for all A i s with i ≠ t.
The second situation is that all n − 3 faulty edges are located in the A t , but the faulty edge (u, v) mentioned above does not exist. By Lemma 5, the result-
of A t with n − 3 faulty edges removed contains a fault-free Hamiltonian cycle. Let f and g be any two adjacent vertices in the Hamiltonian cycle. Since all other A i s with i ≠ t are Hamiltonian-connected, a fault-free Hamiltonian cycle for A n,2 can be generated by taking f and g as the entry and exit vertices of A t , respectively, and properly selecting the entry and exit vertices for all A i s with i ≠ t.
The third situation is that n − 3 faulty edges are distributed over two or more A i s. By Lemma 4, each re-
with faulty edges removed is Hamiltonianconnected. As described in the proof of Lemma 1, a fault-free Hamiltonian cycle for A n,2 can be generated by properly selecting the entry and exit vertices for each A i .
When k ≥ 3, we have
Since constructing a fault-free Hamiltonian cycle for Without loss of generality, we assume U = A t and V = A (t+1) mod n for some 0 ≤ t ≤ n − 1. We note that (U, V) contains exactly one faulty edge, and all other 1-edges (A i , 
By Lemma 10 a fault-free R 2 can be generated after applying a (a 1 , a 2 , ..., a k−2 )-partition to A n,k . Similar to the first situation in the proof of Lemma 12, a faultfree R 1 can be generated by applying an a k−1 -partition to the R 2 . We then apply an a k -partition to the R 1 .
Since there are, in total, E D n k PROOF. With the arguments similar to the proof of Lemma 14, a healthy R 3 can be generated after applying an (a 1 ,
applied to the R 3 , and its each 3-vertex forms a
contains n − k − 1 faulty 2-edges at most. By Lemma 6, each K n k − +3 2 with faulty 2-edges removed is Hamiltonian-connected. Again, with the arguments similar to the proof of Lemma 14, a fault-free R 2 can be generated. Then, as described in the proof of Lemma 11, a fault-free good R 1 can be generated 
PROOF. Since the degree of A n,k is k(n − k) [11] , H e (A n,k ) has an upper bound of k(n − k) − 2. So, we only need to That is, a healthy R 1 can be generated in A n,2 because its each 1-edge contains at most n − 5 faulty edges. Then, with the same arguments as the proof of Lemma 14, a fault-free Hamiltonian cycle for A n,2 can be generated.
On 
PROOF. In order to prove H e (A n,k ) ≥ k(n − k − 3) − 1, we only need to show that A n,k is k(n − k − 3) − 1 edge faulttolerant Hamiltonian. Without loss of generality, we assume F k n k e = − − − 3 1
Similar to the proof of Lemma 14, a healthy R 1 can be generated. Then an a k -partition is applied to the R 1 , and its each 1-vertex forms a K n k
with (at most n − k − 3) faulty edges removed is Hamiltonian-connected. Consequently, a fault-free Hamiltonian cycle for
PROOF. In order to prove H e (A n,k ) ≥ k, we only need to show that A n,k is k edge fault-tolerant Hamiltonian. Without loss of generality, we assume F k e = . Suppose that S = a 1 a 2 ... a k is a permutation of 1, 2, ..., k so that That is, a fault-free R k−1 can be generated in A n,k .
Then we assume a fault-free R k−r+1 can be obtained When j = k, a fault-free Hamiltonian cycle for A n,k can be generated after applying an (a 1 , a 2 , ..., a k )-partition to A n,k . o Table 1 When n − k = 1, A n,k is isomorphic to the n-star and its H e (A n,k ) was computed in [27] , which is also the best. PROOF. We determine the desired permutation S as follows: First, let a 1 be a position where at least two vertices in F v differ. For example, if F v = {123456, 123654}, a 1 is set to 4 or 6. An a 1 -partition is then applied to A n,k to generate an R k−1 and F v is partitioned into (at least two) nonempty subsets so that each subset has its faulty vertices belonging to the same (k − 1)-vertex of the R k−1 . The position a 2 is determined similarly; we simply let a 2 be a position where at least two vertices in the largest-size subset differ. Then, an R k−2 can be generated after an a 2 -partition is applied to the R k−1 . The above process can be performed repeatedly until all generated subsets have their sizes equal to one, or an R 1 is generated. For the former case, without loss of generality, we assume a 1 , a 2 , ..., a j have been determined and an R k−j is obtained, where j ≤ k − 2. Each (k − j)-vertex of the R k−j contains at most one faulty vertex. Then a j+1 , a j+2 , ..., a k−1 are determined arbitrarily from {1, 2, ..., k} − {a 1 , a 2 , ..., a j }, and each 1-vertex of the resulting R 1 contains at most one faulty vertex. For the latter case, it is not difficult to show by induction that for 1 ≤ r ≤ k − 1, each r-vertex of the generated R r contains at most n − 3 − (k − r) faulty vertices. This completes the proof. o PROOF. Suppose to the contrary that there are two 1-vertices of the R 1 which contain, in total, n − k or more faulty vertices. Then there are at most (n − 3) − (n − k) = k − 3 faulty vertices distributed over the other 1-vertices. This is a contradiction because k − 1 partitions for PROOF. We construct an R 1 as required. First, an R 2 can be generated by applying a (a 1 , a 2 , ..., a k−2 )-partition to A n,k . An a k−1 -partition is then applied to the R 2 and its 2-vertex is split into n − k + 2 1-vertices. Suppose two of the 1-vertices contain exactly n − k − 1 faulty vertices. Then there are totally k faulty 1-vertices; the other k − 2 each contain one faulty vertex because k − 1 partitions cause at least k 1-vertices faulty and, on the other hand, the other (n − 3) − (n − k − 1) = k − 2 faulty vertices are contained in at most k − 2 1-vertices. We continue to show that at most one 2-vertex contains two faulty 1-vertices and the other 2-vertices each contain one faulty 1-vertex. First, without loss of generality, we suppose that there are two 2-vertices, say X and Y, that each contain more than one faulty 1-vertex. Then, since there are totally k faulty 1-vertices, the number of faulty 2-vertices is at most k − 2. This is a contradiction because k − 2 partitions for generating the R 2 can cause at least k − 1 2-vertices faulty. So, at most one 2-vertex contains more than one faulty 1-vertex. Further the 2-vertex, if existing, contains two faulty 1-vertices for, otherwise, the number of faulty 2-vertices is at most k − 2, which is again a contradiction.
Suppose there is one 2-vertex, say Z, containing two faulty 1-vertices, and the other 2-vertices each contain at most one faulty 1-vertex. Since Z contains n − k + 2 ≥ 5 1-vertices, there is a Hamiltonian path for these n − k + 2 1-vertices so that its two end 1-vertices are not faulty and the two faulty 1-vertices are not adjacent. Then an R 1 as required can be generated by properly determining the entry and the exit 1-vertices for each 2-vertex. On the other hand, if each 2-vertex contains at most one faulty 1-vertex, then an R 1 as required can be generated similarly. o
PROOF. In order to prove H v (A n,k ) ≥ n − 3, we show that A n,k is n − 3 vertex fault-tolerant Hamiltonian. Without loss of generality, we assume F n v = − 3 . Let S = a 1 a 2 ... a k be defined as in Lemma 17. An (a 1 , a 2 , ..., a k−2 )-partition is applied to A n,k to generate an R 2 . By applying an a k−1 -partition to the R 2 , its each 2-vertex is split into n − k + 2 1-vertices. Two situations are discussed below.
The first situation considers that two of the 1-vertices contain totally n − k − 1 faulty vertices. By Lemma 19 we can construct an R 1 so that its every two consecutive 1-vertices do not contain faulty vertices simultaneously. Besides, the proof of Lemma 19 showed that there are totally k faulty 1-vertices in the R 1 and the other k − 2 each contain one faulty vertex. An a kpartition is then applied to the R 1 and its each 1-vertex is split into n − k + 1 vertices that are completely connected. Then let us consider the fault-free R 1 that results from removing all faulty vertices from the faulty R 1 . It is not difficult to see that by Lemma 19 , some 1-edges of the fault-free R 1 each contains at least three edges and the others each contain at least two edges. Consequently, a fault-free Hamiltonian cycle can be generated by properly determining the entry and the exit vertices for each 1-vertex of the fault-free R 1 .
The other situation considers that no two of the 1-vertices contain totally n − k − 1 faulty vertices. By Lemma 18, every two 1-vertices contain at most n − k − 2 faulty vertices. An R 1 can be generated by applying an (a 1 , a 2 , . .., a k−1 )-partition to A n,k . An a k -partition is then applied to the R 1 . Since each 1-vertex of the R 1 is split into n − k + 1 vertices, its each 1-edge contains n − k edges. It is easy to see that some 1-edges of the faultfree R 1 each contain at least three edges, and the others each contain at least two edges. A fault-free Hamiltonian cycle can therefore be generated. o Table 2 shows partial values of H v (A n,k ). The values on the right of the bold line are obtained from Theorem 4.
When k = 1, we have H v (A n,1 ) = n − 3, which is the best.
When n − k = 1, A n,k is isomorphic to the n-star, which is known to be a bipartite graph [2] . Since A n,n−1 has even vertices, it does not contain a fault-free Hamiltonian cycle if F v is odd. Assuming F n v ≤ − 3 , Tseng et al. [27] have constructed a fault-free cycle of length at least n F v ! − 4 in the n-star. Since the n-star contains n! vertices, at most 3 F v vertices are missed in the fault-free cycle.
DISCUSSION AND CONCLUSION
In the previous two sections, we have concentrated our attention on faulty edges and faulty vertices, respectively. Now we turn our attention to the situation in which they happen simultaneously. Let us consider A n,k with n − k ≥ 3, and suppose F e ≥ 1, Thus far we have not dealt with A n,k with n − k = 2. Although our method cannot assure a fault-free Hamiltonian cycle for it, even if F k e ≤ − 1 or F k v ≤ − 1, a large-size fault-free cycle can be constructed. We first suppose F k e = − 1. According to the proof of Theorem 3, a faultfree R 1 can be generated whose each 1-vertex does not contain faulty edges. Then an a k -partition is applied to the R 1 , and its each 1-vertex is split into n − k + 1 = 3 vertices that are completely connected. Since each 1-edge of the R 1 contains two edges, we may properly determine the entry and exit vertices for all 1-vertices of the R 1 so that at most one has its entry vertex identical to its exit vertex. Equivalently, we have the following theorem. We continue to consider F k v = − 1. According to the proof of Lemma 19, a good R 1 can be generated so that its each 1-vertex contains at most one faulty vertex and In this paper, we have estimated the fault-tolerant capabilities of the arrangement graph much more conservatively. Actually, there are many situations in which more faults are allowed to construct a fault-free Hamiltonian cy- We are interested in the probability of failures, but computing it for general n and k seems very difficult because a restricted case of the "partition of m" problem needs to be solved first. The "partition of m" problem is to compute the number of different ways to write a positive integer m as a sum of positive integers, disregarding their order. For example, m = 4 can be written as 1 + 1 + 1 + 1, 2 + 1 + 1, 2 + 2, 3 + 1, and 4. This problem has been recognized as a quite difficult problem (see p. 12 of [20] ). In Fig. 4 , we show in curves the probabilities of failures partially for k = 3, 4, and 5, where all faulty edges are assumed to have the same probability of falling into each dimension. As revealed with the curves, the probabilities tend to drop as both k and n increase. The problem of fault-tolerant embedding has received much attention recently. It can be briefly stated as follows: how to embed a (fault-free) guest network of as large a size as possible into a given faulty host network. In this paper, we have specialized the problem with ring being the guest network and the arrangement graph being the host network. For other guest networks and host networks, the interested readers may consult [6] , [8] , [9] , [16] , [22] , [24] , [25] , [27] , [28] , [29] , [30] , [31] . One related problem is to design fault-tolerant graphs. This problem can be described as follows: Given a graph G, how to construct a graph H so that after removing some vertices and/or edges of H, the resulting graph contains G as a subgraph. Some existing fault-tolerant graphs can be found in [3] , [4] , [5] , [14] , [15] , [17] , [18] , [19] , [21] .
