Abstract-Algorithms following the peer-to-peer Precision Time Protocol (PTP) specified by the IEEE 1588 standard achieve synchronization of distributed clocks by propagating the timing information of a preselected master clock throughout the entire network. Based on this noisy timing information, each slave clock tries to follow as closely as possible the master time. In this work we formulate clock synchronization as a stochastic estimationcontrol problem. A two dimensional LQG controller is derived which produces an optimal reconstruction of the master time at each slave in the sense of minimizing the mean square error of the estimated master counter and frequency. Owing to its specific structure, the LQG controller does not violate the transparent clock concept. The performance of the proposed controller is verified by simulations.
I. INTRODUCTION
In Ethernet based networked systems, many applications require the distributed elements to cooperate with each other. To enable the full functioning of such applications with strict time constraints, it is usually desired that all the participants follow a unique time basis. Unfortunately, each element typically has its own clock, and the Ethernet due to its stochastic properties does not provide a reference time to the network elements. Protocols like the Precision Time Protocol (PTP) or the Precision Transparent Clock Protocol (PTCP), specified by the IEEE 1588 standard [1] or the IEC 61158, define ways to synchronize the distributed clocks.
At the initial stage, a master clock is elected which provides the reference time to other elements, called slaves. PTP messages which deliver timing information will be exchanged between different elements. Based on this timing information, each slave tries to rebuild the master reference time and adjust its own clock to follow it.
Sync messages containing the master time stamped at transmission are periodically sent from the master to the slaves. Due to the propagation delay of a message within each element and between neighboring elements, the timing information received by a slave element is usually outdated. To compensate this, the propagation delay needs to be estimated. In PTP, this is achieved by stamping the sending and the receiving time of PTP messages. Based on the time stamps, delays are estimated. However, time stamps are usually noisy due to stamping jitters. On the other hand, the propagation delays are typically not constant. All these factors introduce uncertainties into the system. For a slave separated from the master by a number of bridges, the uncertainties associated with all the time stamps and the delays greatly influence synchronization performance.
The authors of [2] , [3] proposed a Kalman filter for clock synchronization with the Networked Time Protocol (NTP), [4] developed a Kalman filter for PTP. However, these contributions concentrated only on the synchronization of a slave that is directly connected to the master. Here, we study the synchronization solution of a network with a line topology, in which many slaves have to communicate with the master through other intermediate slaves, called bridges. Such networks consisting of tens or even more than 100 cascaded elements are becoming more and more common in industrial Ethernet applications. This can be due to the large dimension of some automation systems, like brown coal mining sites or transportation systems at airports. Here it is cheaper to introduce intermediate elements between distant nodes that need to be synchronized, since direct connections would require different technology (e.g. glass fiber) for physical reasons. Another reason for cascading very many elements is the trend towards ever finer grained modularity in the periphery of automation systems, resulting in many individual nodes that need to communicate and be synchronized. A synchronization algorithm for estimating the master time for line topologies has been discussed in [5] . However, this algorithm, called "standard" algorithm by us, does not model the uncertainties involved in the system explicitly, which significantly reduces the number of elements that can be synchronized reliably.
In [6] we used a one dimensional probabilistic model of the synchronization process to design a Linear Quadratic Gaussian (LQG) controller. This model assumed the frequencies of the individual elements to be exogenous signals which were estimated using standard algorithms (see Section II). Here, we have included the frequencies (to be precise: ratios of frequencies, see below) in the state space, assuming them to be random walk processes. This provides a more realistic model of the stochastic dynamics of the master and slave elements (similar to the one proposed in [7] ). Using this model, we design an optimal Linear Quadratic Gaussian (LQG) controller which produces a master time estimate for any given local slave time. We show that the LQG controller can be split into a Kalman filter which estimates only the master dynamics and a Linear Quadratic Regulator (LQR) which controls only the slave dynamics. The Kalman filter estimates the master time and frequency at the set point (i.e., at the time instant when new timing information is available), while the LQR controller generates a continuous function that follows as closely as possible the estimate of the Kalman filter at the set points. We design our system such that the control loop in a bridge will not influence the timing information that is sent to the subsequent slaves. By doing this, our solution is still compatible with the transparent clock (TC) concept, which has been adopted in IEEE 1588-2008 [1] , also known as 1588 Version 2.
The remainder of the paper is organized as follows. In Section II we will briefly introduce the Precision Time Protocol. Section III describes the optimal control approach we take to clock synchronization and the state space model on which this is based. In Sections IV and V we derive the corresponding Kalman filter and Linear Quadratic Regulator. VI describes the complete estimation system resulting in a continuous master time estimate. Simulation results in Section VII assess the performance of the LQG controller.
II. PTP WITH TRANSPARENT CLOCKS Fig. 1 shows a system with N + 1 cascaded elements connected in a line topology. The PTP has a master/slave structure. The first element is the time source, also called (grand)master, which provides the reference time to the remaining N elements, called slave elements. Time intervals measured by two different clocks will be called "skewed". To be able to add or subtract them from each other they have to be converted to the same time basis. To this end each slave determines its the frequency ratio of the master clock and its own clock. This quantity is called rate compensation factor (RCF) and will be denoted by r n at the nth slave. Throughout the paper, we will denote estimates of quantities by hats over the variable, as inr n . The RCF can be estimated as the difference of the Master counters estimates received in two subsequent Sync messages, divided by the number of slave ticks passed during this interval, i.e.
(cf. also the left hand side of Fig. 2 ). To reduce noise in this estimate, several of these "preliminary" estimates are averaged to provide the RCF estimate that will finally be used: The received Sync message is forwarded to the next slave after a bridge delay b n , which is recorded at each slave as the difference of the times stamped at reception and forwarding (and thus does not need to be estimated). The line delay d n is the propagation time between the n th slave and its uplink element, and has to be estimated by using the "line delay estimation process", shown in Fig. 2 on the right, where j indexes the line delay computation. This process uses 4 timestamps: with periodicity Δ (usually much larger than a Sync message interval), slave n (the requester) sends a request message to slave n − 1 and records its time of departure, s req out n (j). Node n − 1 (the responder) reports the two timestamps of receiving the request message and transmitting the reply: s req in n−1 (j) and s resp out n−1 (j). The responder delay of node n − 1 is in local time:
Node n records the time s resp in n (j) of receiving the desired reply after a requester delay which in local (node n) time iŝ
To be able to subtract the skewed time intervals of (3) and (4), each element maintains an "RCF peer" estimate, i.e. a frequency ratio estimate to its predecessor, estimated via:
Then the line delay can be estimated as:
As with the RCF, several successive line delay estimates are averaged. We used n (k) to denote the line delay estimate that is finally used for the k th Sync message. Each time when a Sync message arrives at a slave element (which we call a set point), it brings the latest timing information of the master clock. Based on this information and using the quantities estimated above, the slave element updates its master time estimate. The master time estimate at Sync message reception is the content of the Sync message (i.e. the master time estimate of the previous element at sending time) plus the line delay expressed in master ticks:
(cf. the left hand side of Fig. 2 ). To act as a transparent clock, the slave updates the Sync message by adding its own processing time (the bridge delay) and propagating this updated Sync message to the next slave element:
(contrary to the line delay, the bridge delay in slave ticks is exactly known at slave n). This concludes the description of the synchronization algorithm based on the PTP. However, this "standard" algorithm does not model the uncertainties involved in the system explicitly and contains several ad-hoc components like the number of estimate averages in (2) . In this work, in contrast, we take an optimal control approach to solving the synchronization problem that uses the known system dynamics and stochastic properties explicitly. We outline this approach in the following section.
III. TRACKING MASTER TIME USING AN 
as the number of local slave ticks passed between two set points (i.e. Sync messages). Then the dynamics of the master time as seen by slave n can be expressed by:
where the rate compensation factor r n (k) compensates the frequency difference between the master clock and the slave clock. r n itself is a dynamic variable, depending on the temporal evolution of the frequencies of master and slave n, which in turn are driven by external disturbances like temperature changes, vibrations, etc, or internal instabilities of the clocks. To be as general as possible, we lump all effects together and model r n as a random walk process:
where ω n represents white noise. We discuss the validity of this assumption in Section IV. With the two dimensional master state
the dynamics can be written as
A way of synchronizing slave n to the master that optimally exploits our knowledge of the master dynamics S M is to track the master with a virtual model of these dynamics that resides locally in the slave. To this end we introduce a local state
CT n stands for Controlled Time and represents the current estimate of the master time at set points. o n stands for Offset Compensation Factor (OCF). It is an estimate of RCF which compensates the frequency skewness and the counter offset between slave n and the master. The local model has the same dynamic structure as the master. Differently to S M , however, it is noisefree since it is a virtual system, but can be controlled (a prerequisite to track the master at all):
Note that we define the influence of the correcting variable u 
Due to the identical structure of S M and S S (compare (13) and (15)) the difference model becomes
where we have defined the input to the system as
since the master dynamics does not have a control input. Note that S D (just like S M and S S ) is an event driven system, resulting in the dynamics matrix A n (k) to be time varying. In Section V we will instead assume S D to be time invariant. We want to stabilize S D such that the cost functional
is minimized, where Q and r are weighting parameters that can be chosen freely. Since S D is linear, this problem is solved by a Linear Quadratic Regulator (LQR). As the LQR is a state feedback controller, it requires knowledge of the state x From this observation (which we will define in Section IV, and which includes measurement noise ν), we need to calculate an estimatex D n using a Kalman filter. The separation principle states that this Kalman filter can be defined independently of the controller, which results in the traditional LQG structure shown in Fig. 3a .
Note that in
S n is not corrupted by noise. Moreover, it is a virtual variable that is known exactly at slave n. Therefore, only x M n needs to be estimated from the noisy observation y M n . This is done using a Kalman filter as we will describe in Section IV. Since the master dynamics is independent of the control signal u D n , x M n can be estimated outside of the control loop. This means that in our special case the Kalman filter can be moved outside the control loop, leading to the new system structure shown in Fig. 3b . This structure has the advantage of being compatible with the transparent clock concept, which demands that a pure master estimate, not "corrupted" by a controller, be forwarded to the next element. This estimatex M n is available in the separated structure of Fig. 3b , but not in the classical LQG structure of Fig. 3a .
Moving the estimation of x M n out of the control loop also implies that the controlled plant is now not the difference model S D , but only the slave dynamics S S . Consequently, the control signal u D n generated by the LQR controller needs to be converted to u S n , which according to (18) can be done by multiplication with −1. We will derive the optimal controller for the slave dynamics in Section V.
IV. ESTIMATION OF THE MASTER STATE WITH A KALMAN FILTER
Let us now derive the Kalman filter (KF) that estimates the state of the master dynamics S M given by (13). The observations available to the KF are the Sync messages arriving at a slave n at set points. As outlined in Section II, a Sync message containsM out n−1 (k), the master time estimate of the previous slave at message forwarding time. The true value of this time is related to the true master time at message reception at element n via the line delay between the two slaves (cf. the estimation equation (7)), so our observation model is
The pair (A n (k), C n (k)) is observable for all realistic values of a n (k) andd n (k), so that the state x M n can be reconstructed. For optimal performance of the KF, the observation noise ν n and the process noise ω n need to be quantified. Analysis of the observation process shows that ν n can be split into several sources (ignoring the time indices for clarity):
plus second order effects that we neglect.
• η out n−1 is the main contribution to the observation noise. It is the error in the master estimate at element n − 1. The variance of this error is estimated automatically during the KF process at element n − 1 and can be passed on to element n with the Sync message (see below).
• ξ n−1 is the stamping jitter incurred when the Sync message is sent. It can be derived in a straightforward way from the hardware properties.
• η d,n is the error in line delay resulting from the estimation process outlined in Section II. This error affects y M n via the model uncertainty of the observation matrix C n . It is difficult to quantify as it depends on the exact nature of the estimation process ford. The process noise ω n , on the other hand, reflects the fact that RCF is not fixed but rather changes due to external and internal disturbances of the elements. While these disturbances will surely not all be Gaussian, modeling their combined effect by a Gaussian additive noise as done here is optimal in the absence of more detailed knowledge of the disturbance dynamics: First, it is the most parsimonious model in terms of required assumptions, and second, the added effect of many independent random variables approaches a Gaussian distribution (central limit theorem). Note that some effects like oscillator stability are commonly quantified by their sample variance (e.g. the Allan variance), making white noise the best model to capture those effects.
Having derived the state transition model S M (13) and the observation model (20) of the process as well as quantified the noise variances σ νn and σ ωn , the KF is derived in the standard way. Letting Q n (k) = 0 0 0 σ ωn (k) and denoting the error covariance matrix by P n (k), the estimation process consists of the following computations.
• Predicted mean
• Predicted variance
• Updated mean
The Kalman filter estimates the master time when the Sync message arrives (M in n (k)). Additionally, an estimate of the master time at transmission (M out n (k)) needs to be passed on to the next slave to agree with the transparent clock concept. This value is estimated according to (8). The variance of this value is estimated as the uncertainty of the master estimate at Sync reception plus the variance in the assumed bridge delay incurred from the uncertainty in RCF (leaving out time indices for clarity, p x,y representing the respective entries of P):
These estimates are passed on to the next slave where they are used in the update step of the Kalman filter ( (24) and (25)).
V. LQR CONTROL OF A SLAVE ELEMENT Having obtained an optimal estimate of the master state (counter and RCF), we now proceed to derive the corresponding LQR for the slave dynamics S S (15). In order to have a time invariant system, allowing us to use the stationary form of the LQR, we from now on assume the number of slave ticks between two Sync messages to be constant:
This leads to the time invariant slave dynamics (which on top are identical for all slaves)
We now derive an LQR controller that lets the slave dynamics (29) track the master while minimizing the cost functional (19). To find the LQR gain, we need to solve the DARE (discrete time algebraic Riccati equation)
Assuming Q to be symmetric,
we can simplify (30) to the three equations
with
(32) cannot be solved in closed form. If we assume r = 0 however (i.e. we are not punishing the change of OCF), (32) leads to
so that we can calculate P in closed form.
In either case, once we have the solution P, the LQR gain is obtained as
Since we want to control the slave and not the difference dynamics (cf. Fig. 3b , the relevant correction variable is obtained as 
VI. THE FULL SYSTEM
Combining the Kalman filter and the LQR controller, we obtain the LQG solution. An important difference between the output of the Kalman filter and the Controlled Time generated by the LQR-and maybe the main reason why we are using a controller at all to estimate master time-is that Controlled Time can be extrapolated into a continuous function free of any jumps. This property is required by many applications that use the output of the synchronization process.
While we could extrapolate the master estimate of the KF at time k until the next set point using the also estimated RCF, the result of this extrapolation would nevertheless be inconsistent with the next KF estimate due to the innovation incorporated at time k+1. On the other hand, we can extrapolate Controlled Time starting from a set point k to any local time s before the next set point by:
This extrapolation will carry over smoothly into the next discrete value CT n (k+1) since the slave dynamics is a virtual, noisefree process only driven by o n . We can even imagine S S to be a continuous plant which is sampled at set points to generate an input to the discrete LQR, the correction signal of which acts on the plant via a zero order hold. This concept is illustrated in Fig. 4 , which shows the layout of the full LQG system.
In this figure, we also can see how the transparent clock concept is preserved by the KF being separated from the controller: The master time estimateM out n is passed on to the subsequent element without being influenced by the controller, which in turn calculates the continuous, improved estimate CT for further use by outside applications.
VII. SIMULATION RESULTS
We verified the performance of the LQG controller for synchronization using an event-based Matlab simulator built by us. We simulated the synchronization protocol in a network containing 200 elements that are connected to form a line topology, as illustrated in Fig. 1 . Parameters for the simulation Table I set in or end.
are summarized in Table I . To assess the synchronization performance under realistic conditions, we simulated external disturbances to the network like temperature changes, vibrations, and shocks. The effects of these disturbances on element frequency are modeled in our simulator according to the known hardware properties of the elements. We compared the performance of the standard algorithm as outlined in Section II to the LQG controller derived in Sections IV through VI. The performance of the two approaches is assessed through the synchronization error, i.e. the difference between the estimated master time and the true master time. We evaluate the error every 10ms, i.e. at every set point and at two additional instances per Sync interval. Controlled Time between set points is calculated according to (38); the master time estimate of the standard algorithm is extrapolated beyond set points using RCF. outperforms the standard algorithm. For a synchronization precision requirement of 80ns, e.g., the standard algorithm can support 59 elements, while the LQG controller supports 146 elements, more than doubling performance. As outlined in Section I, the trend in modern automation systems is towards ever larger networks, requiring more nodes to be synchronized to a given accuracy.
VIII. CONCLUSIONS
This paper approaches clock synchronization as an estimation-control problem. We have derived a twodimensional state space model to describe the probabilistic evolution of the master clock and the dynamics of the virtual local slave clocks. Based on these models, we designed an LQG controller that optimally regulates Controlled Time. We showed that the estimator that is part of the LQG controller can be moved outside the closed loop in this special case. Therefore, the output of the control loop does not affect the timing information that is sent to the subsequent slaves. Consequently, the proposed approach complies with the transparent clock concept of IEEE 1588.
Our simulations show that the LQG controller significantly reduces the error in the master time estimation compared to the standard PTP algorithm. This allows more elements to be synchronized reliably, which is required by modern automation networks. Moreover, Controlled Time provides a continuous master time estimate that is available between set points and which does not jump at set points. These properties are required by many of the potential subsequent machine control applications which use the output of the estimation process.
Future work will focus on extending the current model of the master and slave dynamics to explicitly incorporate knowledge about the form of external disturbances (as opposed to the current white noise assumption). This might improve synchronization performance in the presence of such disturbance scenarios, while at the same time reducing the generality of the controller.
