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Abstract. One of the significant limitations in human behaviour when receiving 
online information is our lack of visual cognitive abilities, the ability to pay 
greater attention in a short time. The question arises about how we handle online 
messages, which contain and send people with the same associated interests as 
ourselves, regarding social influences and individual beliefs. This study aims to 
provide some insight into misinformation sharing. The availability of enormous 
amounts of COVID-19 information makes the selectivity of messages likely lim-
ited by the distortion of perceptions in the communicating environment. It is also 
in line with the fact that human attention is essentially limited and depends on 
the conditions and tasks at hand. To understand this phenomenon, we proposed 
a Tuning Attention Model (TAM). The model proposes tuning and intervene in 
a user's attention behaviour by incorporating an attention-based design when us-
ers decide to share COVID-19 misinformation. In pilot study results, we found 
that attention behaviour negatively correlated with misinformation sharing be-
haviour. The results justify that when attention behaviour increased, misinfor-
mation sharing behaviour will decrease. We suggest an attention-based design 
approached on social media application's that could intervene in user attention 
and avoid selective exposure caused by the spread of COVID-19 misinformation. 
The study expected to produce continuous knowledge leading to non-coercive 
handling of sharing COVID-19 misinformation behaviour and laying the basis 
for overcoming misinformation issues. 
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Since the advent of online messages, our internal and external environments have 
been flooded with rising amounts of information. According to Cisco (2018), "Global 
IP traffic is expected to reach 396 Exabyte per month by 2022, up from 122 Exabyte 
per month in 2017. There will be 4.8 billion internet users by 2022. That's up from 3.4 
billion in 2017 or 45 percent of the world's population". Being aware of the incredible 
explosion of information today in online media makes us realize that it is significantly 
inversely comparable to our ability to access it. It is merely because our attention re-
mains very limited. As humans, we have limited cognitive skills in processing and un-
derstanding information obtained from the surrounding environment. Therefore, in the 
early stages of every task-oriented, it is essential for those focusing on designing Hu-
man-Computer Interaction (HCI) to examine characteristics of attention and their inter-
active association with action planning (Salihan, Nazlena, & Masnizah, 2017). 
 
Understanding the value or quality of information is also vital to how users should 
consume information for constructive purposes or have a detrimental impact on indi-
viduals or social structures. Amid the increasing burden of the COVID-19 pandemic, 
there are parallel emergencies that need to be tackled simultaneously—the rise of coun-
terfeit drugs, fake news, and misinformation on treatment around COVID-19. Credible 
sources of information from health experts are also the key to justifying health profes-
sionals' suggestions with the skills and training necessary to fight this emergency. Es-
sentially, they can be a source of accurate and reliable information relevant to the public 
or other associate health professionals, thereby reducing the spread of misinformation 
on the treatment of COVID-19. Ideal conditions can achieve by presenting accurate and 
reliable information based on relevant health authorities and professional associations 
recommendations to ensure that the public is not affected by other exposure factors. 
 
COVID-19 is not only a global pandemic and has a multidimensional effect. Ac-
cording to the WHO, it is also an "infodemic", highlighting the immediate social prob-
lems arising from a large amount of misinformation and fake news circulating about 
COVID-19 (Laato et al., 2020). Numerous issues of COVID-19 misinformation are 
relatively found in social media, which plays an essential role in the spread of misin-
formation (Allcott and Gentzkow, 2017). It also raises questions regarding what plat-
forms can prevent fake news spread (Figueira and Oliveira, 2017). During the COVID-
19 pandemic, clear communication about the severity of the situation and suggested 
medical standards are needed to ensure people take the right action and do not suffer 
unnecessary anxiety (Farooq et al., 2020). The abundance of unclear, ambiguous, and 
incorrect information during COVID-19 leads to information overload and accelerated 
health anxiety (Laato et al., 2020). Although sufficient research has shown that people 
exhibit confirmation bias related to selective exposure on social media, the lack of re-
search trying to untangle the several effects of selective exposure and sharing in the 
context of COVID-19 is still urgently needed. 
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This study aims to produce a model that can describe the selective phenomenon amid 
COVID-19 misinformation and proposed attention-based design, which is expected to 
intervene in the attention of user interactions in the behaviour of sharing misinfor-
mation. As well as modelling the psychological dimensions occurs with attention-based 
design approach solutions. 
 
The paper is structured as follows.  The first part contains an introduction that briefly 
describes the phenomenon of selective exposure in COVID-19 misinformation. The 
second part includes a background on the existing literature on attention-based design, 
selective exposure, and its relationship to the spread of misinformation about COVID-
19. The third section contains the material and method applied. The fourth section con-
tains the result's main findings, and the fifth part includes a discussion of the implica-
tions and the sustainability of future research. 
 
2 Background 
2.1 Attention-based design  
Designing a system that can intervene in user attention is a significant challenge for 
research in HCI and cognitive techniques. Attention interface is one crucial part of the 
human and machine (computer) interaction process, which explicitly focuses on human 
attention as an essential input for computers. One of the most dominant modalities is to 
increase user attention with interface application design through a visual approach. Vis-
ual is the dominant modality for information transfer in HCI (Spence, Lloyd, McGlone, 
Nichols, & Driver, 2000). One example is the concept of selective visual attention, 
which is closely related to increasing attention behaviour and can increase the certainty 
of choice in human decision making and goal-directed behaviour in facing an efficient 
task when viewed from time consumption (Zizlsperger et al., 2012; Chelazzi, 2012). 
Gaining insight into the user's visual attention is very important to obtain information 
about the influence of brand or product sales in consumer decision making (Pieters and 
Warlop, 1999). 
 
Because humans have limited cognitive resources and capacities, we struggle with 
information overload in today's information-rich society (Edmunds & Morris, 2000). 
Deciding which material to access or attend is a challenge for individuals (Dukas, 
2002), but at the same time, offers an exploratory topic of interest to researchers. Such 
information overload has also manifested itself in academia and other fields, which has 
developed into a "battle of attention" (Torgler & Piatti, 2013). Readers face the 
tradeoffs of what to read and, therefore, allocate their attention to neglecting other stim-
uli. In general, attention is explored in various fields, such as cognitive science, neuro-
science, sociology, or primatology (Lanham, 2006). It has been defined (collectively) 




Previous research suggests that designers should view attention as a dynamic process 
when designing attention management views, particularly regarding handling COVID-
19 misinformation sharing behaviour. Visual display events that temporarily precede 
the contextual content of a current message may need to be considered for further in-
vestigation. A developer can make several technical approaches. First, to use a zoom-
lens metaphor, previous views may have affected the user's current attention 'zoom set-
ting'. Second, the last state view may have resulted in the user shaping his current area 
of concern to a specific object shape. Third, there may be a negative priming effect of 
previous stimuli that the user is actively trying to ignore. Lee & Choo (2013) reviewed 
how attention works using appropriate metaphors. According to the spotlight metaphor, 
attention can be characterized as an internal radiance illuminating the location where 
an object is placed and clearly enhances the user's focus (Posner, Snyder, & Davidson 
1980).  Hodas and Lerman (2012), mention the attentiveness factor is inherently the 
property of individual users and is limited for each task and situation. Social media 
designers would influence users through the user interface's design choices. Interface 
design can manipulate user visibility to maximize user attention when consuming 
COVID-19 information on social media applications. 
 
2.2 Selective exposure  
Attention to COVID-19 continues to grow on Twitter and possibly other platforms 
as well. People tend to care about the news that exposures them personally (shares their 
own beliefs), making sense that relevant conversations will develop as the pandemic 
continues to involve more people on a personal level. Likewise, attention is focused on 
the countries hardest hit by the disease, demonstrating that attention, discussion, and 
information sharing have the most significant impact on those most affected (Singh et 
al., 2020). 
 
However, at the end of February 2020, the comparative flu myth and the misinfor-
mation of home remedies for COVID-19 appeared almost as frequently in the data col-
lected by Singh et al. (2020), although there is some evidence to suggest that the com-
parative flu myth may have declined by the end of their data collection. In mid-March, 
the myths about heat kill COVID-19 and vaccine development also emerged from time 
to time. Users' selective exposure maintained their relative position compared to other 
myths and tended to reflect only topic's conversations. It is also important to note that 
tweets that counter or debunk certain COVID-19 myths are also likely to be part of an 
identified tweets pool. Almost everyone agrees that "prevention is better to care for". 
However, the critical prevention process is not only the responsibility of stakeholders 
(government, health agencies, and experts). Furthermore, the fundamental prevention 
of the infodemic problem is how to reduce the exposure that occurs continuously to 
someone's knowledge and belief. If it is not mediated, it will quickly "crystallize" in 
behaviour and create new social problems in addressing COVID-19 treatment. 
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Besides, as seen in the prevention of COVID-19, according to Singh et al. (2020), 
recipients and stakeholders can lose patience with prevention because evaluations that 
are not obtained immediately provide results. Although other evaluation types (e.g., 
formative) are useful, stakeholders (e.g., leaders, political figures) may intervene to fix 
problems quickly. However, as evidenced by the rushed attention to developing a vac-
cine for COVID-19, infectious disease scientists remind us that development will take 
a long time, require collaboration across the scientific community, and incur consider-
able costs before it becomes robust and secure (Corey et al., 2020).  
 
A significant impact that continues to occur is that selective exposure can lead to an 
echo chamber's emergence on social media. A group of like-minded people working 
together to frame and reinforce a shared narrative, thus facilitating fake news and the 
general flow of COVID-19 misinformation. In both cases, the main driver of selective 
exposure is interested in a topic, where people prefer information that matches their 
interests while avoiding off-topic information. The understanding of interest as a driver 
of attention is also at the root of selective exposure theory. Based on cognitive disso-
nance theory, selective exposure is defined as "preference information consistent with 
previously held beliefs along with avoidance of information contrary to such beliefs" 
(Graf & Aday, 2008). 
 
3 Material and methods 
The method used in this study is carried out, starting with the determination of sam-
pling and questionnaire design.  The data collection technique in this study used non-
probability sampling with a purposive sampling method approach. The instrument used 
was an online questionnaire that provides questions to determine the user's answers (n 
= 112) about the relationship of attention behaviour in sharing misinformation on social 
media. 
 
The questions consist of demographic information, gender, profession, age, educa-
tion, and frequently used social media platforms. Respondents were asked to choose 
the most appropriate item (5 Likert scales). One example of questionnaire materials is 
s shown in Figure 1. This question is related to whether they would share information 
if there were information about the application of the rubella vaccine in children, and 
the narrative of this application can cause an adverse effect. This question also investi-
gates whether a selective exposure factor occurs when the user decides to share or not 










Fig 1. An example of the questionnaire materials regarding the harmful effects of 
applying the rubella vaccine to children 
 
4. Results  
The pilot study findings in a questionnaire show selective exposure happened when 
users asked to share or not share information circulating on social media. These findings 
are very relevant to the issue of medical knowledge in dealing with sharing COVID-19 
misinformation. The following are some of the results that we highlight concerning the 




4.1. Questionnaire Results 
We collected data from 112 respondents from October 1, 2018, to November 30, 
2018 (8 weeks). Demographic data collected consists of numerous sections, namely 
gender, age group, recent education, occupation, and cyberspace most regularly used 
(see Table 1). The results show that the sample contains slightly more women (55.4%). 
The origin of the largest participating country is Indonesia at 92.9%. The most widely 
used social media platform is WhatsApp at 86.6%, and the age range of most partici-
pants is 30-39 years at 39.3%. 
 












 Female 55.4%  Malaysia 7.1% 
Age <17 years 12.5% 
The most used 
cyberspace 
Twitter 11.6% 
 18 – 20 years 2.7%  WhatsApp 86.6% 
 21 – 29 years 33%  Facebook 50% 
 30 – 39 years 39.3%  Instagram 55.4% 
 40 – 49 years 8%  YouTube 24.1% 
 50 – 69 years 4.5%    
 60> years 2.7%    
Highest 
Education 
Less than high 
school degree 




15.2%    
 Diploma degree 3.6%    
 Bachelor degree 40.2%    




12.5%    
 
 
The questionnaire results also show that 34% of 112 respondents agree that users 
easily share misinformation without reading the content first (especially when dealing 
with their exposures, including beliefs and social influences). Approximately 75% of 
respondents agree that sharing misinformation with attentive behaviour is essential. 
Previous research has confirmed that quality is not a mandatory requirement for online 
virality (Weng, 2012). The results we obtained in examining selective exposure factors 
clearly show that the top element is an epistemic belief within one's internal self. This 
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epistemic belief factor becomes affected when social influences factors predominate. 
These results are consistent with justification from Chua et al. (2017), who mentions 
that epistemic belief significantly affected users' decisions to share online health ru-
mours. The question about belief factors in sharing misinformation shows that 78% of 
respondents share information because they want to share their beliefs with others. The 
majority of respondents share information on social media because they want to help 
and share the knowledge they believe in others. It is also stated by Garrett & Weeks 
(2017), which is that individuals are inclined to think misperceptions, and this expo-
sure/bias rises with opportunity (e.g., time to think) and with the ability (e.g., cognitive 
resources). Furthermore, we find that selective exposure to social influences factors 
emerge in second place. Still, these two states are also influenced by how long it takes 
the user to pay more attention to the information obtained. 
 
One of the material's contexts was medical information containing rumours spread 
on social media about vaccinating children's harmful impacts. This question shows that 
112 participants dominantly answered doubtful (neutral), particularly 28.6%. These re-
sults show that the participants experienced a dissonance phase, which tends to be in-
fluenced by the exposure (bias) from within them, precisely with the belief and social 
influence factor. These cognitive dissonance phases emerge where the user has doubts 
in deciding whether to share the information or not. This critical phase will "boil down" 
depending on how much pressure the epistemic belief and social influence factors face. 
This finding is consistent with McLeod's (2018) results, stating that cognitive impair-
ment involves conflicting attitudes, beliefs, or behaviours. 
 
4.2.  Proposed Tuning Attention Model (TAM) 
 
In the context of the development of a model, we construct the findings from the 
questionnaire results and understand related theories into an initial model that will 
clearly explain this phenomenon, including proposed assigning the role of attention-
based design. We built an initial concept called the Tuning Attention Model (TAM) 
based on the questionnaire results. This TAM model suggests the phenomena that oc-
cur, including psychological dominance and intervention tools through COVID-19 mis-












Fig. 2 Tuning Attention Model (TAM) 
 
 
In the initial model (Figure 2), thick red lines indicate ideal conditions (target behav-
iour), where the user is at the expected level of attention. The user is exposed to higher 
social influence factors than the epistemic belief factor (as shown in the blue arrow as 
a trigger). The user tends not to have attention, and this exposure triggers user behaviour 
to share misinformation. This is shown in the lacking of dashed red lines. 
 
 The behavioural conditions that need to be tuned and measured are as shown in the 
dotted yellow line. The attention-based solution or approach used in this model is the 
tuning treatment (reversing the target behaviour condition). The attention-based design 
implies that misinformation containment policies should also emphasize behavioural 
interventions, like labelling and incentives to dissuade the spread of misinformation, 
particularly on COVID-19 misinformation. These intervention tools based on psycho-
logical understanding is significantly more essential rather than focusing exclusively 
on bots. These findings suggest that concerted cognitive psychological efforts are 
needed to be embedded on design social media applications and encourage users to flag 




5. Discussion  
This study's significance is a comprehensive investigation that integrates psycholog-
ical aspects, which mainly become one of the HCI field's core domains. Unfortunately, 
very little research emphasizes the integrated approach of human cognitive psycholog-
ical factors in dealing with COVID-19 misinformation sharing behaviour and in line 
with research by (Vosoughi et al., 2018; Bakshy et al., 2009; Cook et al., 2017), en-
couraging investigation on human judgment factors. These justifications imply that 
misinformation containment policies should also emphasize behavioural interventions, 
like labelling and incentives to dissuade the spread of misinformation, rather than fo-
cusing exclusively on bots. 
 
 The significants of increasing attention behaviour to influence selective exposure 
has been identified in this study. This study's finding indicated that attention-based de-
sign is needed to further application to COVID-19 misinformation sharing behaviour 
phenomena. The attention-based design also implied that a particular strategy would 
suggest intervening selective exposure amid COVID-19 misinformation. Research into 
attention-based design and how those designs would affect selective exposure on a user 
in sharing COVID-19 misinformation is required. Research is also needed to share use-
ful COVID-19 information with attentive behaviour based on health sources credibility. 
Research that focuses on detecting COVID-19 misinformation with machine learning 
approaches or robotic applications is expected to be complementary when a user fails 
to detect COVID-19 misinformation. Research using a hybrid approach to seeing 
COVID-19 misinformation with a unifying machine and human collaboration will be 
necessary. As social beings, devices have limitations in terms of individual and social 
interactions. 
 
The studies reveal that selective exposure occurs when users encounter medical in-
formation such as vaccine use in children. The selective exposure could influence user 
attention in handling sharing COVID-19 misinformation. By taking a practical ap-
proach to future research through attention-based design, it is expected to produce user 
interfaces that prioritize solving the COVID19 misinformation phenomenon in a non-
coercive manner, particularly prioritizing a humanist approach. 
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