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1. INTRODUCTION
1.A. The Compact Case. Let M be a compact oriented Riemannian
manifold of dimension m, E  M a hermitian vector bundle, and D a sym-
metric elliptic differential operator of order d # Z+ on C (E ). The classical
results on existence, uniqueness, and regularity of solutions of D are among
the cornerstones of global analysis:
v D is essentially self-adjoint in L2 (E ) with domain C  (E ) (by slight
abuse of notation, we denote the closure of D by the same symbol);
(1.1)
v D is a Fredholm operator (of index 0), i.e. there are a bounded
operator Q and compact operators K r , K l in L2 (E ) such that
D Q =I&K r , Q D =I&K l ; (1.2)
v with respect to the Sobolev scale Hs (E ) :=D((D 2+I )s2d), s0,
Q is of order &d and K rl of order &. (1.3)
The restriction to symmetric operators is not essential since we may
always consider a given elliptic operator together with its adjoint. But it is
a technical advantage for more refined questions like index theorems: We
bring in an isometric involution, |~ , on E which anticommutes with D on
C (E ) and hence produces a splitting
D =\ 0D +
D &
0 + on C (E +)C (E &), (1.4)
with E \ the \1-eigenbundle of |~ . Then, by the well-known formula of
McKeanSinger we have
ind D +=tr[|~ e&tD
 2], t>0. (1.5)
It is hence of great importance that (cf., e.g., [17, Lemma 1.9.1])
v for any differential operator, P , of order p on C (E ), we have an
asymptotic expansion
tr[P e&tD 2]tt  0+ : aj (D , P ) t( j&m& p)d. (1.6)
Even though it took a long time after the original proof of the
AtiyahSinger Index Theorem [3, 26] until a complete proof could be
based on (1.4) and (1.5) (cf. [1, 16]), the heat equation method now seems
to be the most powerful tool for extensions of the Index Theorem. Recall
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that for the important class of twisted Dirac operators, with E =S F ,
S a spin bundle on M , this theorem reads
v ind D +=|
M
A (M ) 7 ch F . (1.7)
1.B. Compact Manifolds with Boundary. In this series of papers, we
want to present the extension of the main results quoted above ((1.1), (1.2),
(1.3), (1.6), (1.7)) to Dirac type operators on manifolds with boundary.
Though a good part of our results is more or less known, we obtain a
conceptually as well as technically transparent derivation of this theory,
with considerable simplifications and extensions in most cases. Moreover,
the functional analytic approach we have developed lends itself naturally to
substantial generalizations, e.g., to situations with non-compact bound-
aries. The basic inspiration for this approach is, of course, the beautiful
work of Atiyah et al. [2] which we generalize.
To explain our work in greater detail, we consider a compact hypersur-
face, N, in M which bounds an open subset, M, of M . We assume that N
is oriented as the boundary of M. We put E :=E  M, D :=D  C (M ).
Then D is a first order elliptic differential operator on M, and symmetric
in L2 (E) with domain C 0 (E). Recall that D is an operator of Dirac type
[5, Definition 3.36; 17, Sect. 1.8.2] if D2 has scalar principal symbol given
by the metric tensor, i.e., D (!)2=|!|2 for each ! # T*M. Note that this
class of operators is considerably larger than the class of Dirac operators
associated to a Clifford connection (or twisted Dirac operators) [23,
Sect. II.5; 5, p. 119].
If D is of Dirac type then we obtain in a tubular neighbourhood, U, of
N in M a very simple separation of variables. In fact, U is isometric to
(&=0 , =0)_N with metric dx2 gN(x), x # (&=0 , =0), gN a smooth family of
metrics on N, and with EN :=E  N we obtain the following result.
Lemma 1.1. Let D be of Dirac type. As operator in L2 (E  U) with
domain C 0 (E  U), D is unitarily equivalent to an operator of the form
# \ ddx+A(x)++V(x) (1.8)
in L2 ((&=0 , =0), L2 (EN)) with domain C 0 ((&=0 , =0), C
 (EN)).
Here, # # L(L2 (EN)) and A(x) is (the closure of ) a symmetric elliptic
differential operator on EN of first order; D(A(x))=: D is independent
of x and A(x) depends smoothly on x # (&=0 , =0). Furthermore, V #
C ((&=0 , =0), C (End(EN))).
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Moreover, the following relations hold:
#*=&#, #2=&I, (1.9a)
#(D)=D and #A(x)+A(x) #=0, x # (&=0 , =0). (1.9b)
If D is a Dirac operator associated to a Clifford connection, then A can be
chosen in such a way that V=0.
This lemma has been widely used for some time, especially in the
product case (gN(x)#gN(0)) where it plays a prominent role in [2]. For
non-product metrics some care is needed to compute A(x) in each specific
case, cf., e.g., [17, Sect. 3.10; 9, Sect. 5].
We will base our analysis on a thorough study of the operator equation
(1.8) with the structure properties (1.9); these properties will be assumed
throughout this paper. This approach is reasonable since the results we are
aiming at can be obtained from merging ‘‘interior analysis’’ (to be carried
out on M ) with ‘‘boundary’’ analysis involving the operator (1.8).
The main difference between the analysis of D and D lies, of course,
in the fact that D is not essentially self-adjoint on C 0 (E). Moreover, if
self-adjoint extensions of D exist, they may differ widely with respect to
existence, uniqueness, regularity, and heat trace expansions. It is, therefore,
our first task to characterize those self-adjoint extensions which behave
nicely with respect to existence, uniqueness, and regularity; this is the
purpose of the present paper.
1.C. Results for the Model Operator. Replacing in (1.8) L2 (EN) by an
arbitrary Hilbert space, H, and C (EN) by the domain, H1 , of a self-
adjoint operator A in H, we obtain the model operator
D=# \ ddx+A+ in H0 :=L2 (R+ , H) with domain C 0 (R+ , H1).
(1.10)
We will have to deal with variable coefficients but for the purpose of the
present introduction we will restrict to the constant coefficient case. Indeed,
for most of the problems dealt with in this paper operators with variable
coefficients merely appear as perturbations of (1.10), in view of the
KatoRellich Theorem. Furthermore, since V(x) is a bounded operator, it
can be ignored in the discussion of self-adjoint extensions of D.
On C 0 (R+ , H1) we clearly have
(Df, g)H0&( f, Dg)H0=( f (0), #g(0)) H . (1.11)
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Now if D is symmetric on a subspace, D0, of C 0 (R+ , H1) then it follows
from (1.11) that, with I&P the orthogonal projection onto D0 in H, we
have
D0/DP :=[ f # C 0 (R+ , H1) | Pf (0)=0] (1.12a)
and
I&P#*P#. (1.12b)
Moreover, DP, 0 :=D  DP is a symmetric extension of D  D0. If we assume
for a moment that H is of finite dimension then it is readily seen that DP, 0
is essentially self-adjoint in H0 if and only if
I&P=#*P#. (1.13)
Indeed, if Dmax denotes (D  C 0 ((0, ), H1))* then
D(Dmax)/H1, loc (R+ , H), (1.14)
and (1.11) remains valid with Dmax in place of D, for f, g # D(Dmax).
An orthogonal projection, P, with (1.13) will be called #-symmetric; it is
easy to see that #-symmetric projectionsand hence self-adjoint extensions
of Dexist if and only if
sign(i#  ker A)=0. (1.15)
As an illustration, note that i ddx does not admit self-adjoint extensions in
L2 (R+).
Returning to the general case, we meet the essential difficulty that (1.14)
has no reasonable analogue. In particular, elements of D(Dmax) do not
admit H-valued restrictions to zero. To overcome this obstacle, we imitate
the Sobolev scales Hs (EN) and Hs (E) and their interplay in our abstract
setting (which has some tradition in Analysis, cf., e.g., [26, Chap. XIII]).
Hs (EN) is replaced by
Hs :=Hs (A)
:={D( |A|
s), equipped with the graph norms for s0;
a suitable dual of H&s (A), for s<0.
(1.16)
We also need
H :=H (A) := ,
s # R
Hs (A);
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and
H& :=H& (A) := .
s # R
Hs (A).
Next we introduce, for n # Z+ ,
Hn :=Hn (R+ , A) := ,
n
k=0
Hk (R+ , Hn&k (A)), (1.17a)
where, for i, j # Z+ ,
Hi (R+ , Hj (A)) :={ f # H0 } \ ddx+
l
f # L2 (R+ , Hj (A)), 0li= . (1.17b)
By interpolation, we then obtain a scale of Hilbert spaces, Hs=Hs (R+ , A),
s # R+ . Relations (1.17a), (1.17b) also make sense with R in place of R+ ;
in this way we obtain the scale Hs (R, A). Generalizing the classical Trace
Theorem for Sobolev spaces, we have the following result about trace maps
which will allow the formulation of boundary conditions.
Theorem 1.2. The map
r: C 0 (R+ , H) % f [ f (0) # H
extends by continuity to a map
rs : Hs  Hs&12 , s>12,
and also to a map
r*: D(Dmax)  H&12 .
Of course, the loss of regularity under the trace map requires the (con-
tinuous) extension of the boundary projections to the space H&12 . To deal
with this, we introduce operators of finite order on the Hilbert scale
(Hs (A))s # R . Thus, a linear map, B: H  H , is an operator of order
+ # R if for each s # R there is a constant C(s) such that, for any x # H ,
&Bx&HsC(s) &x&Hs++ . (1.18)
In particular, B extends to an element of L(Hs , Hs&+) for all s # R. The
totality of such operators forms the linear space Op+ (A). Op& (A) :=
+ # R Op+ (A) is called the space of smoothing operators.
Thus we will have to require that the boundary projections are elements
of Op0 (A). It follows easily from (1.18) that Op0 (A) is a V-algebra but it
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is, in general, not spectrally invariant in the sense that B # Op0 (A) and B
invertible in L(H) implies B&1 # Op0 (A). To allow for a minimum of func-
tional constructions, we do need actually even more. We are forced to
restrict attention to certain subalgebras, 90 (A)/Op0 (A), satisfying the
following two conditions.
90 (A) is a V-subalgebra of Op0 (A) containing the smoothing
operators (1.19a) and with holomorphic functional calculus;
90 (A) contains an orthogonal projection P+ (A), satisfying
I&P+ (A)=#*P+ (A) #, P(0, ) (A)P+ (A)P[0, ) (A). (1.19b)
Recall that an algebra, A/L(H), has holomorphic functional calculus
if for B # A and f holomorphic in a neighbourhood of spec B (in L(H)) we
have f (B) # A, where f (B) is defined by the Cauchy integral. Note also that
the existence of P+ (A) with (1.19b) is equivalent to (1.15) in the finite
dimensional case. In general, if 0  specess A then (1.15) is equivalent to the
existence of a spectral projection of A satisfying (1.19b).
Let us illustrate these conditions for the case where A is an elliptic dif-
ferential operator on C (EN) and N=M as in Section 1.B. Then we have
Hs (A)&Hs (EN), and a natural choice of the algebra 9 0(A) is the algebra
of classical pseudodifferential operators on EN , to be denoted by 9 0cl (EN).
It follows from results of Seeley [31, Theorem 5] that 9 0cl (EN) has
holomorphic functional calculus. Moreover, since 0  specess A, we have to
verify (1.15) to obtain a spectral projection, P+ (A), of A fulfilling (1.19b);
but this is a consequence of the Cobordism Theorem. To see this, we split
H=: H+H& according to the \i-eigenspaces of #. In view of (1.9),
A=\ 0A+
A&
0 + , (1.20)
and A+ is a Fredholm operator with index
ind A+=dim ker A & ker (#&i)&dim ker A & ker (#+i). (1.21)
Now it is straightforward to check that there exists an orthogonal projec-
tion P+ (A) # Op0 (A) with the property (1.19b) if and only if
ind A+=0, (1.22)
and this follows from the Cobordism Theorem (cf. the discussion after
[12, Corollary 3.6]).
Again from Seeley’s work, we deduce that P+ (A) # 9 0cl (EN) so (1.19a),
(1.19b) are satisfied in a natural way.
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Now we are in the position to formulate our results for the model
operator. The main theorem of this article reads as follows.
Theorem 1.3. Let H be a Hilbert space and A a self-adjoint operator in
H. Assume, moreover, that an algebra, 90 (A)/Op0 (A), is given with the
properties (1.19a) and (1.19b).
Then DP, 0 with domain (1.12a) is essentially self-adjoint in L2 (R+ , H) for
any orthogonal projection P # 90 (A) with the properties
#*P#=I&P (1.13)
and
(P, P+ (A)) is a Fredholm pair. (1.23)
The domain of the closure, DP , of DP, 0 is
D(DP)=[ f # H1 (R+ , A) | Pf (0)=0]. (1.24)
Conversely, if A is discrete then the self-adjointness of D*  D(DP) implies
(1.13) and (1.23).
We note that the orthogonal projection P& (A)=I&P+ (A) # 90 (A)
obviously does not satisfy (1.23). However, we will show in Proposi-
tion 4.18 that DP&(A) is essentially self-adjoint with domain D(DP&(A))
* [ f # H1 (R+ , A) | Pf (0)=0] (cf. Proposition 4.15 through 4.19 for a
detailed discussion of this phenomenon). Hence the ‘‘self-adjointness’’ in the
last statement of the Theorem cannot be replaced by ‘‘essentially self-
adjoint on DP .’’
The crucial notion of a Fredholm pair of projections is described in
Section 3; the proof of Theorem 1.3 takes up Sections 2 to 5; since we do
not see a direct way to prove it, we have to interpolate various notions of
‘‘regularity’’ which accounts for the length of our presentation. At the end
of Section 5 we give the proof of Theorem 1.3 referring to the several inter-
mediate results.
We can view Theorem 1.3 as the analogue of (1.1) for the model
operator. Taking advantage of the self-adjointness of DP we can try to
satisfy (1.2) by setting
Q :=|
|*| 1
*&1 dE(*), (1.25)
where E(*)=EDP(*), * # R, denotes the spectral resolution of DP .
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The regularity result in Theorem 4.13 together with the compactness
property expressed in Proposition 2.21 easily yields the following analogue
of (1.2) and (1.3).
Theorem 1.4. We assume the situation of Theorem 1.3 and, in addition,
that A is discrete. For , # C 0 (R) with ,=1 near 0 we put Q, :=,Q. Then
Q, maps into D(DP) and there are compact operators, Krl, , , in H such that
DPQ,=,&Kr, , , Q,DP=,&K l, , . (1.26)
Moreover, Q, is of order &1 and Krl, , of order & with respect to the
Sobolev scale Hs (R+ , A), s # R+ .
1.D. Results for Manifolds with Boundary. It is not difficult to translate
Theorems 1.3 and 1.4 into statements on D and the Sobolev scales Hs (E)
and Hs (EN), s # R. We only need to make Lemma 1.1 somewhat more
explicit.
For this, we introduce, on U, the global coordinate
x( p) :=dist( p, N), p # U, (1.27)
and denote by
8: L2 (E  U)  L2 ((&=0 , =0), L2 (EN)) (1.28)
the isometry implicit in Lemma 1.1. Then we have the properties
8u=8(( b x) u),  # C (&=0 , =0), u # L2 (E  U), (1.29a)
(8u)(0)=u  N, u # C 0 (E  U), (1.29b)
8(( b x) Hs (E))=Hs (R, A),  # C 0 (&=0 , =0), s # R, (1.29c)
which allow us to localize near N and to transfer regularity.
To formulate the boundary conditions, we restrict attention to orthogonal
projections in L2 (EN) which are classical pseudodifferential operators; i.e.,
from now on we choose 90 (A)=9 0cl (EN), as indicated above. In the
theory of boundary value problems for linear elliptic differential operators,
it was observed by Caldero n [14] that a prominent role is played by an
idempotent, C + # 9 0cl (EN), with the property that
C+ (Hs (EN)) = Ns (EN)
:=[u # Hs (EN) | u=u~ N for u~ # Hs+12 (E) with Du~ =0]
(1.30)
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for all s # Rj , C+ is called the Caldero n projector (cf. [28, 30] a comprehen-
sive summary can be found in [19, Appendix]). One checks that
C+&P+ (A) # 9 &1cl (EN) (1.31)
which explains the importance of the AtiyahPatodiSinger boundary con-
dition. In order to obtain boundary conditions which define Fredholm
operators (as in (1.2), (1.3)), Seeley introduced the notion of ‘‘well-posed’’
boundary condition [28] which we develop in Section 7 below. Combining
the results described so far with Theorem 7.2, we obtain the following
optimal version of Seeley’s result, as a consequence of our general theory.
Theorem 1.5. Let M be a compact manifold with boundary as in Section
1.B and let D be an operator of Dirac type (resp. a first order symmetric elliptic
differential operator of the form (1.8)) acting on sections of the hermitian
vector bundle E.
Let P # 9 0cl (EN) be an orthogonal projection in L
2 (EN) satisfying (1.13).
Then DP :=D*DP :=[ f # H1 (E M ) | P( f N)=0] is self-adjoint in
L2 (E) if and only if P is well-posed in the sense of Seeley. This, in turn, is
equivalent to the fact that (P, P+ (A)) is a Fredholm pair.
In this case there are a bounded operator, Q, and compact operators, Kr ,
Kl , in L2 (E) such that Q maps into D(DP) and
DPQ=I&Kr , QDP=I&Kl .
Moreover, with respect to the Sobolev scale Hs (E), s # R+ , Q is of order &1
and Krl of order &.
The proof of this Theorem is presented at the end of Section 7.
1.E. Further Results. Theorem 1.5 is the main application presented
here of the results in this paper but, by their abstract character, they apply
to more singular situations as well. This will be carried out in part III of
this series for covering spaces of compact manifolds with boundary.
Among the material presented here we still have to mention Section 6
where we deal with variable coefficients and also, in preparation for the
following parts, with the regularity theory of D2. Here the reader will find
the (fairly easy) arguments necessary to prove the results mentioned above
for variable coefficients (i.e., for the case where gN(x) is not constant near
x=0).
The other publications in this series will be devoted to the analogues of
the statements (1.6) and (1.7).
In part II, we will develop systematically the index theory of the operator
#( ddx+A(x)) (with suitable involutions) on finite or infinite intervals, with
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appropriate boundary conditions. Again, we will simplify and extend
various known results but also present some new theorems.
Part III will address index theorems on manifolds with boundary in full
generality, based on Theorem 1.5, and we will apply it to the ‘‘glueing’’ of
indices. Moreover, we use our techniques to give very simple proofs of
various results in index theory like the Cobordism Theorem, or the index
theorems of Callias and Ramachandran.
Part IV will derive the heat expansion for the operators described in
Theorem 1.5, using only the simple structure of the model operator. In this
context, variable coefficients present essential new difficulties. We will pay
special attention to the (spectrally defined) determinant of these operators
as a function on the Grassmannian of well-posed projections.
Some of the results of this and the forthcoming papers have been
announced in [11].
2. SOBOLEV SPACES AND OPERATOR ALGEBRAS ASSOCIATED
WITH SELF-ADJOINT OPERATORS
2.A. The Sobolev scale of an unbounded Operator. We consider a
Hilbert space, H. We fix a self-adjoint (unbounded) operator A in H and
introduce the dense subspace
H := ,
s0
D( |A| s), (2.1)
where D denotes the domain of an unbounded operator. For s # R let
Hs=Hs (A) be the completion of H with respect to the scalar product
(x, y) s :=( (I+A2)s2 x, (I+A2)s2 y) , (2.2)
such that H0=H, H1=D(A), and we have embeddings is$, s : Hs$ /Hs of
norm at most 1, for s$>s. Then (I+A2)+2 induces an isometry Hs  Hs&+
for all s, + # R and we obtain a perfect pairing
H&s _Hs  C,
(2.3)
(x, y) [ Bs (x, y) :=( (I+A2)&s2 x, (I+A2)s2 y) 0 ,
with Bs (x, y)=(x, y) 0 for x, y # H . In particular
|Bs (x, y)|&x&&s &y&s . (2.4)
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If s0 then
Hs=D( |A| s). (2.5)
The natural inclusion map Hs$ /Hs is compact if and only if A is discrete,
i.e., if A has a compact resolvent in H. For s # R, Hs is a Hilbert space with
strong antidual H&s . H becomes a Fre chet space under the seminorms
(& }&n)n # Z , with dual space H&=s # R Hs .
Definition 2.1. A linear map, T: H  H , is called an operator of
order + # R, if T induces a continuous linear map from Hs to Hs&+ , for all
s # R, that is, if for any s # R there is a constant Cs (T ) such that
&Tx&s&+Cs (T ) &x&s , x # H . (2.6)
T is called smoothing or of order & if it is of order + for all + # R. We
denote the set of all operators of order + by Op+ (A), &+<.
Proposition 2.2. (1) For T # Op+ (A) let T* be the Hilbert space
adjoint of T considered as an (unbounded ) operator in H with domain H .
Then H /D(T*) and T t :=T*H is in Op+ (A). In particular, T* is
densely defined (resp. bounded if +0).
(2) Suppose that T, T t: H  H are linear with
(Tx, y)=(x, T ty) , x, y # H .
If T and T t satisfy (2.6) for some sj0, j # Z+ , with limj   sj=, then
both T and T t are in Op+ (A).
(3) Let T # L(H0) with T(Hs)/Hs&+ , T*(Hs)/Hs&+ for s0 and
some fixed +0. Then T # Op+ (A).
Proof. (1) We note first that (2.6) is equivalent to the estimate
|(Tx, y) |Cs (T ) &x&s &y&+&s , x, y # H , s # R. (2.6$)
This implies (1), with Cs (T*)=C+&s (T ).
(2) In (2), we have (2.6$) for sj , j # Z+ , by assumption on T, and
from the assumption on T t we derive (2.6$) for &sj++, j # Z+ . Hence the
assertion follows from complex interpolation.
(3) It follows from the Closed Graph Theorem that T and T* map
Hs continuously into Hs&+ , for s0. Then (2) implies the assertion. K
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Note that for any rapidly decreasing Borel function f: R  R the
operator f (A) is smoothing. In particular, P0 (A), the orthogonal projection
onto ker A, is smoothing.
Corollary 2.3. Op0 (A) is a V-subalgebra of L(H0), the algebra of
bounded linear operators on H0 .
The smoothing operators Op& (A) form a two-sided V-ideal in Op0 (A).
Proof. The product of operators of order 0 is an operator of order 0.
Thus Op0 (A) is an algebra and by the previous Proposition it is a V-algebra.
The last statement is obvious. K
Lemma 2.4. Let T # Op+ (A). If T(H) is finite-dimensional, then T is
smoothing.
Proof. Choose a basis ( fi)Ni=1 for T(H) which is orthonormal in H.
We can write, for x # H ,
Tx= :
N
i=1
Ti (x) fi ,
with Ti : H  C linear. It follows for s # R that
|Ti (x)|=|(Tx, f i) |Cs (T ) &x&s & fi&+&s .
But then Ti (x)=(x, ei) for some ei # H . K
Definition 2.5. Slightly more generally, we call a family (Hs)s # R
(s # R+) a scale of Hilbert spaces if
(1) Hs is a Hilbert space for each s # R (s # R+),
(2) Hs$ /Hs embeds continuously for ss$,
(3) if s<t, 0<%<1, then the complex interpolation space satisfies
[Hs , Ht]%=H%t+(1&%) s ,
(4) H :=s # R+ Hs is dense in Ht for each t.
In view of (2.3) the Sobolev scale of an unbounded self-adjoint operator
satisfies in addition
(5) the H0 -scalar product restricted to H extends to an antidual
pairing between Hs and H&s for all s # R.
For the complex interpolation method we refer to [32, Sect. 4.2]. A scale
(Hs)s # R+ satisfying (1)(4) can be extended to a scale of Hilbert spaces
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parametrized over R by defining H&s to be the completion of H with
respect to the norm
&x&&s := sup
y # H"[0]
|(x, y) |
&y&s
, s # R+ .
This family will also satisfy (5). However, the scales of Sobolev spaces on
manifolds with boundary usually do not satisfy (5).
Thus, if A is a self-adjoint operator in the Hilbert space H, then
(Hs (A))s # R is a scale of Hilbert spaces satisfying (5). The converse is
almost true: namely, if (Hs)s # R is a scale of Hilbert spaces satisfying (5),
then for each N>0 there exists a self-adjoint operator A in H0 with
Hs (A)=Hs for |s|N (cf. [25, Sect. 1.2.1]). However, it is not clear
whether there exists such an A for all s # R simultaneously. For example,
we will prove in Corollary 2.20 that (Hs (R+ , A))s # R+ satisfies (1)(4),
hence it can be extended to a scale of Hilbert spaces parametrized over R.
However, we do not know of a self-adjoint operator B in L2 (R+ , H) such
that Hs (R+ , A)=Hs (B) for all s0.
The results of this section have obvious counterparts for a given scale of
Hilbert spaces (Hs)s # R . If the axiom (5) is not satisfied, duality arguments
are not possible and one has to restrict attention to s0.
A useful property of an algebra A/L(H) is its spectral invariance by
which we mean the assertion
T # A, T invertible in L(H) O T invertible in A. (2.7)
A slightly stronger assumption is
A admits holomorphic functional calculus, (2.8)
by which we mean that for T # A and any function f, holomorphic in a
neighborhood of spec T, we have f (T ) # A.
We proceed to show that Op0 (A) is, in general, not spectrally invariant;
this will force us to restrict our attention to suitable subalgebras.
Proposition 2.6. Let A be a discrete operator with eigenvalues |+0 |
|+1||+2 | } } }  . Assume that there exists a subsequence (+nk)k # Z+
satisfying
0<*1 }
+nk
+nk+1 }*2<1 (2.9)
for some *1 , *2 .
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Then Op0 (A) is not spectrally invariant in L(H0); i.e., there exists an
operator T # Op0 (A) which is invertible in H0 but with T &1  Op0 (A).
Proof. Denote by (en)n # Z+ an orthonormal basis of H with Aen=+nen .
Put for !=n=0 !n en # H
K! := :

k=0
!nk+1 enk .
K is in Op0 (A) in view of (2.9). Furthermore, we have
&K&H0  H0=1.
Hence for any 0<*<1 the operator I+*K is invertible in H0 .
Next consider !=(!n)n # Z+ with
!n :={(&1)
k *&k,
0
n=nk ,
otherwise.
Inequality (2.9) implies ! # Hs for ss0<0 small enough. Since (I+*K) !
=0 the operator (I+*K) is not invertible in Hs and thus (I+*K)&1 
Op0 (A). K
Remark 2.7. (1) Gramsch [18, Ex. 6.2] gave the first example of a
discrete operator A such that Op0 (A) is not spectrally invariant. Proposi-
tion 2.6 is a generalization of this.
(2) We conjecture that for discrete A the algebra Op0 (A) is never
spectrally invariant in L(H0).1
(3) The condition (2.9) is fulfilled if
+n tCn:
for some C, :>0. One just takes nk :=2k. Thus, if A is a self-adjoint
elliptic operator on a compact manifold then Op0 (A) is not spectrally
invariant.
2.B. Sobolev Spaces on R and R+ . Let
D=# \ ddx+A+ (2.10)
as defined in (1.9), (1.10).
Since it will be necessary to distinguish between operators on the whole
line R and on the half line R+ we denote by D the operator #( ddx+A) acting
on C 0 (R, H) in L
2 (R, H). This is a symmetric operator in L2 (R, H) with
1 Note added in proof. The second named author has recently shown that this conjecture
is false.
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D 2=&d 2dx2+A2. Furthermore, we put D\ :=D C 0 (R*\ , H), R*\ :=
R\ "[0]. D\ is a symmetric operator in L2 (R\ , H). If no confusion is
possible we will write D :=D+ .
The unique self-adjoint extension of D will be the source of another
Sobolev scale which is crucial for our further study.
Lemma 2.8. All powers of D are essentially self-adjoint.
Proof. The assertion is easy to see for bounded A. But D commutes
with the spectral projections of |A| so we can reduce the problem to this
case. K
By a slight abuse of notation, we identify D with its unique self-adjoint
extension. Next we define the Sobolev spaces
Hs (R, A) :=Hs (D ), s # R. (2.11)
Hs (R, A) is a Hilbert space with norm
& f &2s =|
R
&(I+!2+A2)s2 f (!)&2 [!, (2.12)
where
f (!) :=|
R
e&ix!f (x) dx, [! :=
1
2?
d!.
The following maps are continuous,
D ,
d
dx
, A: Hs (R, A)  Hs&1 (R, A),
(2.13)
#, 8 : Hs (R, A)  Hs (R, A),
where (Af )(x) :=A( f (x)), (#f )(x) :=#f (x), f8 (x) :=f (&x).
Furthermore, we put Hs (R\ , A) :=[ f  R\ | f # Hs (R, A)], s # R, and
equip this space with the quotient Hilbert space structure, i.e.,
& f &s :=inf[& f &s | f R\= f ]. (2.14)
Clearly, there is a natural restriction map Hs (R, A)  Hs (R\ , A) of norm 1.
(2.13) also holds with R\ in place of R, except that 8 maps Hs (R\ , A)
continuously into Hs (R , A).
We will prove in Corollary 2.20 below that the family (Hs (R+ , A))s # R+
is a scale of Hilbert spaces hence, as noted after Definition 2.5, it can be
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extended to a scale of Hilbert spaces parametrized over R. We do not
claim, however, that (Hs (R+ , A))s # R is a scale of Hilbert spaces. Although
this is conceivable, the family (Hs (R+ , A))s # R will certainly not satisfy
axiom (5). Hence, in the discussion of Hs (R+ , A) we will restrict ourselves
to the case s0. According to the remark after Definition 2.5 we could
extend (Hs (R+ , A))s0 to a scale of Hilbert spaces satisfying (5). However,
we refrain from doing so for two reasons: first, this definition of Sobolev
spaces of negative order would differ from the usual definition on manifolds
with boundary [32, Sect. 4.5] and, secondly, integration by parts shows
that the operator D would not be of order one for that scale. The spaces
Hs (R+ , A) for negative s will play no further role in the rest of the paper.
We note that for s0 we have an inclusion Hs (R(+) , A)/L2 (R(+) , Hs)
of norm less or equal 1. Indeed,
|
R
& f (x)&2Hs dx=|
R
& f (!)&2Hs [!=|
R
&(I+A2)s2 f (!)&2 [!
|
R
&(I+!2+A2)s2 f (!)&2 [!
=& f &2s . (2.15)
Remark 2.9. The Sobolev spaces introduced above can be expressed in
terms of standard Sobolev spaces. Namely, we put for a Hilbert space H
Hk (R(+) , H) :={ f # L2 (R(+) , H) } \ ddx+
j
f # L2 (R(+) , H), 0 jk=
= Hk (R(+)) H, (2.16)
where  denotes the Hilbert space tensor product. Then one infers from
(2.13) that for n0
Hn (R, A)= ,
n
k=0
Hk (R, Hn&k (A)). (2.17)
(cf. [27, p. 8]). Equation (2.17) is also true with R+ in place of R (this is
shown in Corollary 2.20 below), this fact, however, is less obvious.
Equation (2.17) can be improved using complex interpolation. We con-
sider Hilbert spaces E, F with self-adjoint operators BI in E and CI
in F. We put E$ :=D(B), F $ :=D(C). Then BC is a symmetric operator
on H (B)H (C)/E F. This operator is essentially self-adjoint and
its unique self-adjoint extension will be denoted by B C (cf. [10]). Since
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BI we can define the graph norm of B by &x&B :=&Bx&F . If we define the
graph norms of C and B C similarly we see that
D(B C)=E$ F $. (2.18)
Furthermore, B I and I C are commuting self-adjoint operators with
(B I )(I C)=B C. Hence we have for any %>0
(B C)%=B%  C%. (2.19)
These considerations imply
[E F, E$ F $]% =D((B C)%)=D(B% C%)
=D(B%) D(C%)=[E, E$]% [F, F $]% . (2.20)
From the inequality 12 (b
s+cs)(b+c)s2s (bs+cs), for b, c, s0, and
the Spectral Theorem we infer
[E, E$]s F & E [F, F $]s =D(Bs  I ) & D(I C s)
=D((B I+I C)s)
=[E F, E$ F & E F $]s . (2.21)
With these preparations we can prove:
Proposition 2.10. For s0 we have the identities
,
0ts
Ht (R(+) , Hs&t)=Hs (R(+) , H0) & H0 (R(+) , Hs), (2.22)
and
Hs (R, A)=Hs (R, H0) & H0 (R, Hs). (2.23)
Equation (2.23) is to be understood as an equality of Hilbert spaces; i.e., we
have norm estimates
C&1 (& f &Hs(R, H0)+& f &H0(R, Hs))
& f &Hs(R, A)C(& f &Hs(R, H0)+& f &H0(R, Hs)) (2.24)
for all f # Hs (R, A).
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Proof. We apply (2.18)(2.21) to the spaces Hs (R(+) , Ht)=Hs (R(+))
 Ht . A consequence of (2.20) is the identity
[Hs (R(+) , Ht), Hs$ (R(+) , Ht $)]%=H%s$+(1&%) s (R(+) , H%t $+(1&%) t), (2.25)
in particular
[L2 (R(+) , Hs), Hs (R(+) , H0)]%=H%s (R(+) , H(1&%) s). (2.26)
This implies (2.22). In view of (2.17), (2.21), (2.26), and (2.22) we obtain
for 0sN # Z+
Hs (R, A)=[L2 (R, H0), HN(R, A)]sN
=[L2 (R, H0), HN(R, H0) & H0 (R, HN)]sN
=[L2 (R, H0), HN(R, H0)]sN & [L2 (R, H0), H0 (R, HN)]sN
=Hs (R, H0) & H0 (R, Hs). (2.27)
The first inequality in (2.24) follows from (2.15) and a similar calculation
for & }&Hs(R, H0) . Since both norms & }&Hs(R, H0) , & }&Hs(R, H0)+& }&H0(R, Hs) are
Hilbert space norms on Hs (R, A), the first inequality in (2.24) implies the
second. K
The same reasoning would work for R+ in place of R if we knew that
(Hs (R+ , A))s0 is a scale of Hilbert spaces; this fact is the content of
Corollary 2.20.
Lemma 2.11. Let f: R_spec A  C be a continuous function. Assume
that for fixed x # R the function f (x, } ) is of polynomial growth.
(1) For u # H , we have
|
R
& f (x, A) u&2 dx&u&2 sup
* # spec A
|
R
| f (x, *)|2 dx. (2.28)
(2) For . # C 0 (R, H0), the function x [ f (x, A) .(x) is weakly
integrable over R and
"|R f (x, A) .(x) dx"
2
&.&2L2(R, H) sup
* # spec A
|
R
| f (x, *)|2 dx. (2.29)
By continuity, (1) extends to u # H and (2) extends to . # L2 (R, H).
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Proof. f (x, A) u is well-defined since f (x, } ) is assumed to be of polyno-
mial growth.
(1) Let (E(*))* # R be the spectral resolution of A. Then
|
R
& f (x, A) u&2 dx=|
R
( f (x, A) u, f (x, A) u) dx
=|
R
|
R
| f (x, *)|2 d(E(*) u, u) dx
&u&2 sup
* # spec A
|
R
| f (x, *)|2 dx.
(2) For u # H we estimate with (1),
|
R
|( f (x, A) .(x), u) | dx|
R
&.(x)& & f (x, A) u& dx
&.&L2(R, H) \|R & f (x, A) u&2 dx+
12
&.&L2(R, H) &u& \ sup* # spec A |R | f (x, *)| 2 dx+
12
,
which proves both the weak integrability and the estimate. K
Theorem 2.12 (Trace Theorem). (1) For s>12 the restriction map
r: C 0 (R, H)  H , f [ f (0),
induces by continuity bounded linear operators r: Hs (R, A)  Hs&12 and r+ :
Hs (R+ , A)  Hs&12 .
(2) Let s>&12. If f, (I+A2)&12 f $ # Hs (R, A), then we have the
estimate
& f (0)&s&12C(& f &s+&(I+A2)&12 f $&s).
Proof. (1) For f # C 0 (R, H) we write f (0)=R f (!) [! and estimate
with Lemma 2.11:
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& f (0)&2s&12 ="|R (I+A2)s2&14 f (!) [!"
2
="|R (I+A2)s2&14 (!2+I+A2)&s2
_(!2+I+A2)s2 f (!) [!"
2
sup
*>0
|
R
(1+*)s&12 (1+*+!2)&s [! & f &2s
=|
R
(1+!2)&s [! & f &2s .
This proves the assertion for Hs (R, A). For Hs (R+ , A), it is an immediate
consequence of the definition of the quotient norm on Hs (R+ , A).
(2) It suffices to prove this estimate for f # C 0 (R, H). By (1) we
have
& f (0)&2s&12 =&(I+A
2)&12 f (0)&2(s+1)&12
C(s) |
R
&(I+A2)&12 (I+!2+A2)12
_(I+!2+A2)s2 f (!)&2 d!
=C(s) |
R
&(I+!2+A2)s2 f (!)&2 d!
+C(s) |
R
&(I+!2+A2)s2 (I+A2)&12 !f (!)&2 d!
=C(s)(&(I+A2)&12 f $&2s +& f &2s ). K
The restriction map r is in fact surjective, more precisely:
Proposition 2.13. Let u # Hs&12 , . # Hs (R), and put T :=(I+A2)12.
Then the function
f (x) :=.(xT ) u
is in Hs (R, A) and
& f &s&.&s &u&s&12 .
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In particular, if .(0)=1 we get a continuous right inverse to the restriction
map r by
e. (u)(x) :=.(xT ) u.
Note that this result is valid without any restriction on s.
Proof. Assume first . # S(R) and u # H . Then f # S(R, H) and
from the Spectral Theorem we see that
f (!)=T &1.^(!T &1) u.
With Lemma 2.11(1) we obtain
& f &2s =|
R
&(!2+T 2)s2 T &1.^(!T &1) u&2 d !
sup
*>0
|
R
(!2+*2)s *&2s&1 |.^(!*)|2 d ! &u&2s&12
=&.&2Hs(R) &u&
2
s&12 .
Since S(R) is dense in Hs (R) and H in Hs&12 , we reach the conclusion.
K
Corollary 2.14. Let s>12+k, k # Z+ . Then the map
r(k)+ : Hs (R+ , A)  
k
j=0
Hs&12& j , f [ 
k
j=0
(D jf )(0),
is continuous and surjective. Moreover, there exists a continuous right inverse
e(k) to r (k)+ with e
(k) kj=0 H independent of s.
Proof. Clearly, by Theorem 2.12, r (k)+ exists and is continuous since
D j: Hs (R+ , A)  Hs& j (R+ , A)
is. It remains to construct e(k).
We choose . # C 0 (R) with .=1 near 0. Then in view of Proposition
2.13 we may choose e(0) :=e. ; this is independent of s>12.
Inductively, we assume that we have constructed e(k). Choose . # C 0 (R)
with
.( j) (0)=0, 0 jk, .(k+1) (0)=1,
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and put for (!0 , ..., !k+1) # k+1j=0 Hs&12& j , s>12+k+1,
e(k+1) (!0 , ..., !k+1)
:=(&#)k+1 .(xT ) T &k&1 (!k+1&(Dk+1e(k) (!0 , ..., !k))(0))
+e(k) (!0 , ..., !k),
where T=(I+A2)12, as in Proposition 2.13. K
Lemma 2.15. (1) D(D*)/[ f # L2 (R+ , H) | f $ # L2 (R+ , H&1)], and we
have a continuous restriction map r*: D(D*)  H&12 , f [ f (0).
(2) For fj # D(D*), j=1, 2 we have
&(D*f1 , f2)+( f1 , D*f2)= lim
=  0
(#(=A+i)&1 f1 (0), (=A+i)&1 f2 (0)).
If fj (0) # H12 for some j # [1, 2] then
&(D*f1 , f2)+( f1 , D*f2)=B(&1) j+1 12 (#f1 (0), f2 (0)). (2.30)
Proof. (1) For f # D(D*) we have Af # L2 (R+ , H&1), hence f $ #
L2 (R+ , H&1). We apply Theorem 2.12(2) with s=0 and obtain the
estimate
& f (0)&&12 C(& f &+&(I+A2)&12 f $&)
C(& f &+&(I+A2)&12 D*f &+&(I+A2)&12 #Af &)
C(& f &+&D*f &).
(2) For f # D(D*) we put f= (x) :=i(=A+i)&1 f (x). Then we have
f= # D(D*) & L2 (R+ , H1) and f $= # L2 (R+ , H). Moreover, f=  f, D*f=
(D*f )&=  D*f, as =  0. Thus, integration by parts gives
&(D*f1 , f2)+( f1 , D*f2)=lim
=  0
[(D*f1, = , f2, =)&( f1, = , D*f2, =)]
=lim
=  0
(#f1, = (0), f2, = (0))
=lim
=  0
(#(=A+i)&1 f1 (0), (=A+i)&1 f2 (0)).
To prove the last assertion we note that if fj (0) # H12 then lim=  0
i(=A+i)&1 fj (0) = fj (0) in the H12-topology and we reach the conclusion.
K
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A similar result holds for D*& . This follows immediately from the identity
D*&#f8 =&#(D*+ f ) 6 . (2.31)
A consequence of the previous lemma is the following characterization of
the space Hn (R+ , A).
Proposition 2.16. Let f # D((D*+)n). Then f # Hn (R+ , A) if and only if
there exists a g # D((D*&)n) with
(D j& g)(0)=(D
j
+ f )(0), 0 jn&1. (2.32)
Proof. If f # Hn (R+ , A) then there exists f # Hn (R, A) with f  R+=f
and one can take g :=f  R& .
Conversely, assume that g # D((D*&)n) satisfies (2.32). Put
f (x) :={ f (x),g(x),
x0,
x<0.
(2.33)
For . # C 0 (R, H0) we find using Lemma 2.15
|( f , D n.) |= |( (D*+)n f, .R+) L2(R+, H0)+( (D*&)
n g, .R&)L2(R&, H0) |
Cf &.&L2(R, H0) ,
thus f # D((D n)*)=Hn (R, A) in view of Lemma 2.8. K
From these facts we get the following regularity result.
Corollary 2.17 (1) For n # Z+ we have
Hn (R+ , A)
={ f : R+  H } D
jf # L2 (R+ , H), 0 jn,
(D jf )(0) # Hn&12& j , 0 jn&1= , (2.34)
(2) and
Hn+1 (R+ , A)=[ f # L2 (R+ , H) | Df # Hn (R+ , A), f (0) # Hn+12].
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Proof. (1) The inclusion / follows from (2.13) and Corollary 2.14.
To prove the converse inclusion we pick f in the right hand side of (2.34)
and put
g(x) :=e(n&1) ( f (0), (Df )(0), ..., (Dn&1f )(0))(x), x0.
Now the assertion follows from Proposition 2.16.
(2) This follows immediately from (1) by induction. K
Proposition 2.18. For a fixed integer N choose (aj)Nj=1 such that
:
N
j=1
(& j) l aj=1, l=0, 1, ..., N&1. (2.35)
For f # C 0 ([0, ), H) put
(E (N)f )(x) :={
f (x), x0,
:
N
j=1
aj f (& jx), x<0.
Then E (N) has a continuous extension to a map
Hs (R+ , H0) & H0 (R+ , Hs)  Hs (R, A), for sN&1,
also denoted by E (N).
Proof. The system (2.35) determines the a1 , ..., aN uniquely.
Fix k # Z+ , kN&1, and f # Hk (R+ , H0) & H0 (R+ , Hk). Then (2.35)
implies that the right and left derivatives of E (N)f coincide up to order k at
0. Hence E (N) extends by continuity to a map
Hk (R+ , H0) & H0 (R+ , Hk)  Hk (R, H0) & H0 (R, Hk).
The assertion follows from complex interpolation and (2.23). K
Remark 2.19. The construction of the extension operator E (N) used
here is standard by now (cf., e.g., [32, Sect. 4.4]). Seeley [29] refined the
construction of the sequence (aj) in (2.35) and showed that E (N) can indeed
be constructed in such a way that it is independent of N. Such an extension
operator extends C-functions defined in a half space to C-functions in
the whole space. As remarked by Seeley the method of construction of E (N)
can be traced back to work of L. Lichtenstein [24] and M. R. Hestenes
[20].
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Corollary 2.20. (1) (Hs (R+ , A))s # R+ is a scale of Hilbert spaces.
(2) For s # R+ we have
Hs (R+ , A)=Hs (R+ , H0) & H0 (R+ , Hs)= ,
0ts
Ht (R+ , Hs&t).
The norm estimates (2.24) hold with R+ in place of R.
Thus, the operators E (N) defined in Proposition 2.18 have unique con-
tinuous extensions
E (N)s : Hs (R+ , A)  Hs (R, A), sN&1,
satisfying (E (N)f )R+= f.
Proof. (1) Observe first that in view of (2.13) there is a continuous
inclusion map
Hs (R+ , A)/Hs (R+ , H0) & H0 (R+ , Hs). (2.36)
Denote by R( f ) :=f  R+ the restriction map onto R+ . By definition we
have for s<t, % # [0, 1]
H%t+(1&%) s (R+ , A)
=R(H%t+(1&%) s (R, A))
=R([Hs (R, A), Ht (R, A)]%)/[Hs (R+ , A), Ht (R+ , A)]% .
To prove the converse let Nt+1 be an integer. Then, in view of (2.36)
and Proposition 2.18, for f # [Hs (R+ , A), Ht (R+ , A)]% we have E (N) ( f ) #
[Hs(R, A), Ht(R, A)]%=H%t+(1&%) s(R, A) and thus f =R(E (N)f ) # H%t+(1&%) s
(R+ , A). This proves (1).
(2) It suffices to prove the converse inclusion of (2.36). Let f #
Hs (R+ , H0) & H0 (R+ , Hs). If Ns+1 is an integer then, as before, we
have E (N)f # Hs (R, A) and thus f =R(E (N)f ) # Hs (R+ , A).
The norm estimates follow from the fact that two comparable Hilbert
space norms are equivalent and from the continuity of the inclusion
(2.36). K
We denote by L p (H) the von NeumannSchatten class of p-summable
operators in H. A linear map T: H  H from the Hilbert space H into the
Hilbert space H is in the class L p if T*T # L p2 (H); this implies
TT* # L p2 (H ).
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Proposition 2.21. If (A+i)&1 is in L p (H) (compact), then for any
. # C 0 (R) the map H1 (R+ , A)/L
2 (R, H), f [ .f, is of class L p+1
(compact).
Proof. W.l.o.g. we may assume supp ./(0, 1). We consider the
operator {0=&d 2dx2+A2 on
[ f # C ([0, 1], H) | f (0)= f (1)=0].
Since (A+i)&1 is compact, the operator A is discrete. By slight abuse of
notation let (ea)a # spec A be an orthonormal basis of H with Aea=aea .
Clearly, ea # H . Then
[- 2 sin(n?.)ea]n # N, a # A (2.37)
is an orthonormal basis of L2 ([0, 1], H). Furthermore,
{0 (- 2 sin(n?.)ea)=(n2?2+a2) - 2 sin(n?.)ea . (2.38)
Thus (2.37) is an orthonormal basis of eigenvectors of {0 . Hence {0 is
essentially self-adjoint and { 0 is discrete. This implies that the map
D({ 0)/L2 ([0, 1], H) is compact.
If (A+i)&1 # L p (H) then
:

n=1
:
a # spec A
(1+n2?2+a2)&p2&12
C :
a # spec A
|

0
(a2+t2+1)&p2&12 dt
C$ :
a # spec A
(a2+1)&p2<,
hence the map D({ 0)/L2 ([0, 1], H) is of class L( p+1)2. Since the map
H2 (R+ , A)/L2 (R, H), f [ .f,
factorizes through D({ 0) we conclude that H2 (R+ , A)/L2 (R, H), f [
.f, is of class L( p+1)2, too. Now the assertion follows from interpolation.
K
3. FREDHOLM PAIRS
3.A. Fredholm Pairs in a Hilbert Space. Let H be a Hilbert space. We
denote by P(H) the set of orthogonal projections on H.
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Definition 3.1. Let P, Q # P(H). The pair (P, Q) is called a Fredholm
pair if Q: im P  im Q is a Fredholm operator. The index of this operator
is denoted by ind(P, Q).
The pair (P, Q) will be called invertible if Q: im P  im Q is invertible.
We will see below that these definitions are symmetric in P and Q. The
notion of a Fredholm pair was introduced by Kato [22, IV 4.1]. Bojarski
[6] seems to be the first one who used this concept in the theory of elliptic
boundary value problems (cf. also Booss and Wojciechowski [7; 8,
Sect. 24]). Recently, the notion was systematically studied by Avron et al.
[4] who apparently were not aware of the earlier literature. The following
fact is proved by straightforward calculation [4, Sect. 2]:
Propostion 3.2. Let P, Q # P(H). We put
X :=P&Q, Y :=I&P&Q,
(3.1)
K :=2PQ&P&Q=&(2P&I ) X=X(2Q&I ).
Then
(1) X2+Y2=I, XY=&YX, and X2 commutes with P and Q.
(2) KK*=K*K=X2, in particular, K is a normal operator. Moreover,
&K&&P&Q&.
(3) Z :=I+K satisfies ZQ=PZ=PQ.
The following proposition gives a useful Fredholm criterion.
Proposition 3.3 [4, Proposition 3.1]. (P, Q) is a Fredholm pair if and
only if
\1  specess (P&Q). (3.2)
In this case,
ker Q & im P=ker (P&Q&I ),
(3.3)
im Q & ker P=ker (P&Q+I ),
in particular,
ind(P, Q)=dim ker (P&Q&I )&dim ker (P&Q+I ). (3.4)
We see from (3.2) that, indeed, (P, Q) is a Fredholm pair if and only if
(Q, P) is.
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Corollary 3.4. For P, Q # P(H) the following statements are equiv-
alent:
(1) &P&Q&<1,
(2) \1  spec(P&Q),
(3) (P, Q) is an invertible pair,
(4) l(PQ)=P, r(PQ)=Q and PQ has closed range (where l and r
denote the left and right support, respectively).
Proof. The equivalence of (1) and (2) follows since P&Q is self-adjoint
and &P&Q&1. The equivalence of (2) and (3) follows from Proposi-
tion 3.3 and the equivalence of (3) and (4) is well known. K
Since (1) is symmetric in P, Q this corollary implies that if (P, Q) is
invertible then (Q, P) is invertible, too.
Remark 3.5. We note for future reference that (P, Q) is Fredholm if
and only if the operator
T :=PQ+(I&P)(I&Q) (3.5)
is a Fredholm operator. In this case
ker T=ker T*=im Q & ker Pker Q & im P, (3.6)
hence (P, Q) is an invertible pair if and only if T is invertible. Note that
ind T is always zero.
We will now study deformations of Fredholm pairs.
Lemma 3.6. Let P, Q # P(H) with &P&Q&<1. Then Zs :=I+sK, 0
s1, with K from (3.1), is an invertible and normal operator, Ps :=
ZsQZ&1s # P(H) and
P1=P, &Ps&Q&<1, 0s1.
Proof. From Proposition 3.2 we infer that K is normal with &K&<1,
hence Zs is normal and invertible. Furthermore, P1 = ZQZ&1 = P.
Moreover,
Z s*Zs=I+s(K+K*)+s2X2=I+(s2&s) X2 (3.7)
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commutes with P and Q. Since Zs is normal we have Ps # P(H). We thus
also have
Ps=UsQU s* (3.8)
with the unitary operator Us=Zs (ZsZ s*)&12.
Since &Zs&I&&K&<1 and since Zs is normal, the spectrum of Us is
contained in [z # C | |z|=1, |arg z|?2&$] for some $>0. Hence there
exists =>0, 0<q<1 such that for z # spec Us we have
|z&=|q.
Consequently,
&Ps&Q&=&[Us&=I, Q]&q<1. (3.9)
The last estimate uses the fact that for P # P(H) and any bounded operator
T # L(H) we have the estimate
&[P, T]&&T&. (3.10)
This follows immediately from
[P, T]=PT&TP=PT(I&P)&(I&P) TP. (3.11)
The lemma is proved. K
Next we consider an arbitrary Fredholm pair (P, Q), P, Q # P(H). We
put
P$ :=l(PQ), Q$ :=r(PQ), (3.12)
P" :=P&P$, Q"=Q&Q".
Note that P" is the orthogonal projection onto im P & ker Q and Q" is the
orthogonal projection onto ker P & im Q.
Since PQ=P$Q$ and since PQ has closed range we infer from
Corollary 3.4 that (P$, Q$) is an invertible pair, hence
&P$&Q$&<1. (3.13)
Furthermore, by construction
P$P, Q$Q. (3.14)
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Let Us=Us (P$, Q$) be the family of unitaries constructed in the proof of
Lemma 3.6. Then
P$=U1Q$U1*. (3.15)
Put
Q :=U1*PU1=Q$+U 1*P"U1 , (3.16)
and
Ps :=UsQ U s*, P$s :=UsQ$U s*, 0s1. (3.17)
Then one sees that &Ps&Q &<1, as in the proof Lemma 3.6, and since
Q &Q$ is of finite rank, we see that (Ps , Q), 0s1, is a continuous
family of Fredholm pairs with
P0=Q =Q$+Q ", P1=P. (3.18)
Thus we have proved the following fact.
Lemma 3.7. Let (P, Q) # P(H) be a Fredholm pair. Then there is a con-
tinuous family of Fredholm pairs (Ps , Q), 0s1, such that P1=P and
P0=Q =Q$+Q " with a finite rank projection Q "(I&Q$). More precisely,
Ps=UsQ U s* where Us is constructed from P$, Q$ as in the proof of
Lemma 3.6.
Consider the Fredholm pair (Q , Q) constructed above. We have
dim(ker Q & im Q)=dim(ker Q " & im Q")
=rank(Q")&rank(Q "Q")
(3.19)
dim(im Q & ker Q)=dim(im Q " & ker Q")
=rank(Q ")&rank(Q "Q"),
hence
ind(P, Q)=rank Q "&rank Q". (3.20)
If ind(P, Q)=0 we can find a path of orthogonal projections of finite rank
in the space (I&Q$)(H) connecting Q " and Q", and hence we can find a
path (Ps , Q) of Fredholm pairs connecting (P, Q) with the pair (Q, Q).
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Theorem 3.8. For fixed Q # P(H) the connected components of
[P # P(H) | (P, Q) Fredholm]
are labeled by ind(P, Q).
More precisely, given P, P$ # P(H) such that the pairs (P, Q), (P$, Q) are
Fredholm with the same index then there is a smooth family of unitary
operators Ut , 0t1, such that
U0=I, U1 PU &11 =P$,
(Ut PU &1t , Q) is Fredholm.
3.B. Fredholm Pairs of #-Symmetric Projections of Order 0. In the
discussion of self-adjoint extensions of D=#( ddx+A) below we will need
projections P # P(H) which are #-symmetric in the sense that
#P=(I&P) #. (3.21)
In particular, we will require the existence of a specific projection with
(3.21):
Assumption 3.9. There is a spectral projection, P+ (A), of A satisfying
(3.21) and, in addition,
1[0, ) (A)P+ (A)1(0, ) (A). (3.22)
We will write P+ :=P+ (A) if no confusion is possible. Furthermore we
abbreviate
P& :=P& (A) :=I&P+ (A). (3.23)
In view of our basic structural assumptions we easily see the following fact.
Proposition 3.10. A projection with (3.21) and (3.22) exists if and only
if the involution i# | ker A has signature 0 by which we mean that
ker(#+i) & ker A&ker(#&i) & A. A unique such projection exists if and
only if ker A=0.
Namely, if i# | ker A has signature 0 we may choose an isometry
U: ker(#+i) & ker A  ker(#&i) & A (3.24)
and put
_: ker A  ker A, _ :=\ 0U*
U
0 + . (3.25)
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Then the orthogonal projection
P+ (A, _) :=1(0, ) (A)
I+_
2
(3.26)
satisfies Assumption 3.9 and it is clear that all such projections are in one
one correspondence with unitaries U: ker(#+i) & ker A  ker(#&i) & A.
If i# has signature {0 on ker A, we can often remedy this defect by
slightly extending H. Namely, w.l.o.g. let V be a Hilbert space with
ker(#+i) & ker A& (ker(#&i) & A)V. (3.27)
If dim ker A< then V is finite-dimensional, too. We put
H :=HV, A :=A0, #~ :=# i. (3.28)
In view of (3.27) we have ker(#~ +i) & ker A &ker(#~ &i) & ker A . Hence
there exists a unitary operator _: ker A  ker A with _2=I, _#~ =&_#~ , and
thus the orthogonal projection
P+ (A ) :=1(0, ) (A)
I+_
2
(3.29)
satisfies Assumption 3.9 with respect to A , #~ .
Definition 3.11. Let A/Op0 (A) be an operator algebra. We intro-
duce
Ps (A) :={P # P(H) & A } (P, P+) is a Fredholm pair andP is #-symmetric = .
Note that for P # Ps (A) we have #(P&P+)=(P+&P) #, hence
ind(P, P+)=0. (3.30)
We want to derive the analogue of Theorem 3.8 for Ps(A). For this to
work we need an additional structural property of the algebra in question.
Thus from now on we consider algebras, 9 0 (A)/Op0 (A), with the follow-
ing properties (cf. (1.19) in the Introduction):
90 (A) is a V-subalgebra of Op0 (A) containing the smoothing
operators (3.31a) and with holomorphic functional calculus;
90 (A) contains an orthogonal projection P+ with the properties
stated (3.31b) in Assumption 3.9.
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Assuming (3.31a), in view of Proposition 3.10 property (3.31b) is
satisfied if we can find U # 90 (A) as in (3.24), since all finite spectral pro-
jections of A are smoothing.
Then the above construction goes through to yield the following result.
Theorem 3.12. Ps (90 (A)) is path connected. More precisely, given P,
Q # Ps (9 0 (A)) there is a path Pt # Ps (90 (A)), 0t1, connecting P and
Q such that t [ Pt is smooth for all Hs -norms. Pt can be chosen of the form
Pt=UtP0U &1t where Ut , for 0t1, is a smooth family of unitaries in
90 (A) satisfying
U0=I, Ut#=#Ut ,
and
t [ Ut is smooth for all Hs -norms.
Proof. Let X=P&P+ , Y=I&P&P+ , K=2PP+&P&P+ (cf.
Proposition 3.2). Note the relations
#X=&X#, #Y=&Y#,
(3.32)
#K=K#, X, Y, K # 90 (A).
Furthermore, Zs=I+sK # 90 (A) and commutes with #. Thus if &P&P+&
<1 then in view of Lemma 3.6 and (3.8)
Ps=ZsP+Z&1s =Us P+U s* , Us=Zs (ZsZ s*)
&12 (3.33)
is the desired family of projections in Ps (9 0 (A)) connecting P and P+ .
Here, we only used the spectral invariance of 90 (A).
Next we consider a general P # Ps (9 0 (A)). To show that there is a path
from P to P+ having the desired properties we repeat the construction
(3.12)(3.18). The invariance under holomorphic functional calculus of
90 (A) implies P" # 9 0 (A) and thus P$ # 9 0 (A). To see this note that P"
is the orthogonal projection onto im P & ker P+=ker(P&P+&I ) and
0  specess (P&P+&I ) by Proposition 3.3. Thus P" is an analytic function
of P&P+&I # 90 (A). Analogously, we have P$+ , P"+ # 9 0 (A).
However, since P$P, it is #-symmetric only if P"=0, hence P$ 
Ps (9 0 (A)) if P"{0. We next show that P$+P"+ # Ps (90 (A)).
P"+ is the orthogonal projection onto im P+ & ker P=ker(I&P+) &
im(I&P), thus by symmetry
#P"#*=P"+ . (3.34)
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Since im P"+ = im P$, P$+P"+ # 90 (A) is an orthogonal projection and,
by (3.34), it is #-symmetric. Furthermore, by (3.13)
&(P$+P"+)&P+&=&P$&P$+&<1, (3.35)
thus (P$+P"+ , P+) is an invertible pair. Thus by the first part of this
proof, there is a path from P$+P"+ to P+ in Ps (90 (A)) with the desired
properties.
As similar argument as in the proof of Theorem 3.8 now shows that there
also is such a path from P$+P"+ to P. K
4. REGULARITY FOR THE MODEL OPERATOR
In this section we study the operator D=D+ and the associated bound-
ary value problems on R+.
In view of (2.30) it is natural to consider, for an orthogonal projection
P # Op0 (A), the operator DP given by
D(DP) :=[u # H1 (R+ , A) | Pu(0)=0],
(4.1)
DP :=D*D(DP).
Since P is of order zero and, by Lemma 2.15, u(0) # H&12 for u # D(D*) we
have a natural extension of DP (which we denote by DP, max) given by
D(DP, max) :=[u # D(D*) | Pu(0)=0],
(4.2)
DP, max :=D*D(DP, max).
We are mainly interested in those projections which render DP self-adjoint.
To characterize them, we prepare two results.
Proposition 4.1. (1) DP is symmetric if and only if I&P#P#*.
(2) Let P1 , P2 be orthogonal projections in Op0 (A). Then P1P2
(P1 {P2) implies DP2 /DP1 (DP1 {DP2).
Proof. (1) By Lemma 2.15, we have for u, v # D(DP)
(&DPu, v)+(u, DP v)=(#u(0), v(0)).
Thus DP is symmetric if and only if for all !, ’ # ker(PH12)
(#!, ’) =0,
the ‘‘only if ’’ part following from Proposition 2.13. But this is easily seen to
be equivalent to I&P#P#*.
35BOUNDARY VALUE PROBLEMS, I
(2) P1P2 implies DP2 /DP1 . If P1P2 , P1 {P2 , then we choose
! # (H12"[0]) & (ker P2 "ker P1). By Proposition 2.13, we can find f #
H1 (R+ , A) with f (0)=!. Then f # D(DP2)"D(DP1). K
We will show in Theorem 4.3 below that if (I&P)#*P# then DP is not
self-adjoint.
We abbreviate for a # R
P<a :=1(&, a) (A); Pa :=1(&, a] (A),
(4.3)
P>a :=I&Pa , Pa :=I&P<a .
Lemma 4.2. Let r*: D(D*)  H&12 be the restriction map from Lemma
2.15. We have
r*(D(D*))=P>0 (H&12)P0 (H12), (4.4a)
in particular
r*(D(DP>0 , max))=P 0 (H12)/H12 . (4.4b)
Proof. We choose / # C 0 (R), /=1 near 0, and put for f # D(DP>0, max)
g(x) :=/(x) e&Axf (0), x0. (4.5)
Then g # D(D&)*, g(0)= f (0), so from Proposition 2.16 we infer f #
H1 (R+ , A) and hence f (0) # H12 . This proves r*(D(DP>0, max))/H12 .
To prove (4.4a) let f # D(D*). Then by Lemma 2.15 we have f (0) #
H&12 . Moreover, x [ P0 f (x) lies in D(DP>0, max) and hence by the first
part of the proof we have P0 f (0) # H12 .
Conversely, let ! # P>0 (H12), ’ # P0 (H12) be given. By Proposition
2.13 there exists f # H1 (R+ , A) with f (0)=’. Since P0!=0 we see that
(4.5), with ! in place of f (0), defines, for x>0, a function g in D(D*) with
g(0)=!. Thus !+’=r*( f +g) and we reach the conclusion. K
Now we present the main result of this section.
Theorem 4.3. Let P # Op0 (A) be an orthogonal projection.
(1) D*P=D#*(I&P) #, max .
(2) The following statements are equivalent:
(i) DP=DP, max . (4.6a)
(ii) r*(D(DP, max))/H12 . (4.6b)
(iii) If ! # H&12 satisfies P!=0 and P<0! # H12 ,
then also ! # H12 . (4.6c)
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Proof. (1) For f # D(D#*(I&P) #, max) and g # D(DP) we have by
Lemma 2.15(2)
&(D*f, g)+( f, D*g)=B12 (#f (0), g(0))
=B12 (P#f (0), (I&P) g(0))=0, (4.7)
since the last written sesquilinear form vanishes identically on H _H
and extends to H&12_H12 by continuity. Hence D#*(I&P) #, max /D*P .
To prove D*P /D#*(I&P) #, max we consider f # D(D*P). Since D*P /D*,
(4.7) gives for all g # D(DP)
0=B12 (#f (0), g(0))=B12 ((I&P) #f (0), g(0)). (4.8)
By Corollary 2.14, this implies #*(I&P) #f (0)=0 and hence
f # D(D#*(I&P) #, max).
(2) (i) O (ii). This follows immediately from the definition of DP
and the Trace Theorem 2.12.
(ii O (i). In view of Corollary 2.17(1), (ii) implies that D(DP, max)
/H1 (R+ , A) and thus (i).
(ii O (iii). Let ! # H&12 , P!=0, P<0! # H12 . Then, in view of
Lemma 4.2, ! # r*(D(D*)); hence there exists f # D(D*) with f (0)=!.
Since P!=0 we have f # D(DP, max) and thus != f (0) # H12 .
(iii) O (ii). If f # D(DP, max) then, again by Lemma 4.2, we have
f (0) # H&12 , and P<0 f (0) # H12 ; since Pf (0)=0, (iii) implies f (0) # H12 .
K
Theorem 4.3 motivates the following terminology.
Definition 4.4. P is called regular (with respect to D), if one of the
equivalent conditions (4.6) is fulfilled.
Inductively, we call P n-regular (with respect to D) for n2, if P is
(n&1)-regular and
D(DnP)/Hn (R+ , A).
Note that, for a regular projection, the restriction map r*: D(DP)  H12
is continuous.
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Remark 4.5. One should note that n-regularity is a relative notion, i.e.,
in view of (4.6c) it depends on P+ . More precisely, we should therefore
refer to the n-regular pair (P, P+). However, since A is fixed once and for
all we avoid this notion for simplicity. Referring to the pair (P, P+) cannot
be avoided, however, in the case of ‘‘Fredholmness’’ (Definition 3.1) and
‘‘ellipticity’’ (Definition 4.9). The reason is that the pair (P, P+) can be
Fredholm (resp. elliptic) without P having this property.
We note two consequences of Theorem 4.3.
Corollary 4.6. Let P # Op0 (A) be an orthogonal projection. Then DP
is self-adjoint if and only if P is regular and #-symmetric (in the sense of
(3.21)).
Corollary 4.7. Let P # Op0 (A) be an orthogonal projection. Then
D :=[u # C0 ([0, ), H) | Pu(0)=0]
is a core for DP .
Proof. For the moment we put T :=DP D. Certainly, we have D/
T/DP and thus D*P /T*/D*. We will show T*/D*P=D#*(I&P) #, max ;
then T*=D*P and hence T =T**=D**P=DP .
For f # D(T*) and g # D(T ) we find as in the previous proof
B12 (#f (0), g(0))=0.
Since ker #*(I&P) # & H is dense in ker #*(I&P) # this implies
#*(I&P) #f (0)=0 and thus f # D(D#*(I&P) #, max)=D(D*P). K
We add a few comments on why the equivalent conditions of
Theorem 4.3 should be referred to as ‘‘regularity.’’
Consider the equation
D*f =g (4.9)
with f, g # L2 (R+ , H). In general, (4.9) does not imply f # H1 (R+ , A), but
Theorem 4.3 tells us that
D*f=g, f, g # L2 (R+ , H),
(4.10)
Pf (0)=0
implies f # H1 (R+ , A) if and only if P is regular. n-regularity can be
characterized similarly:
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Proposition 4.8. An orthogonal projection P # Op0 (A) is n-regular if
and only if the relations
D*f=g # Hk (R+ , A), f # L2 (R+ , H),
(4.11)
Pf (0)=0,
imply f # Hk+1 (R+ , A), for k # Z+ , 0kn&1.
Proof. Let P be a n-regular projection and consider the relations (4.11)
for some k. Put
f1 :=f &e(k+1) (0, (Df )(0), ..., (Dkf )(0)),
where e(k+1) is defined in Corollary 2.14.
f1 is well-defined since Df # Hk (R+ , A). By construction, f1 # D(Dk+1P ),
which is contained in Hk+1 (R+ , A) since P is n-regular. But since
(D jf )(0) # Hk+12& j , 1 jk, we have e(k+1) (0, (Df )(0), ..., (Dkf )(0)) #
Hk+1 (R+ , A) hence f # Hk+1(R+ , A).
Conversely, if (4.11) implies f # Hk+1 (R+ , A), 0ln&1, then
obviously D(DkP)/Hk (R+ , A), 1kn, and hence P is n-regular. K
Of considerable importance are those projections which are n-regular for
all n # Z+ .
Definition 4.9. Let P # Op0 (A) be an orthogonal projection. The pair
(P, P+) is called elliptic if P is n-regular for all n # Z+ .
In Proposition 5.3 we will express ellipticity completely in terms of the
orthogonal projections P, P+ such that it could equally well be defined for
any pair (P, Q) of orthogonal projections in Op0 (A).
Now consider an orthogonal projection P # Op0 (A) such that (P, P+) is
elliptic. Can k # Z+ in Proposition 4.8 be replaced by any nonnegative real
number? We are going to show that if DP is self-adjoint, then this is indeed
true and follows from complex interpolation. But since we will need the
argument again below we state the result in the more general framework
of scales of Hilbert spaces:
Definition 4.10. Let (Hs)s # R(+) be a scale of Hilbert spaces and let
B # Op+ :=Op+ ((Hs)s # R(+)). B is called regular at s00 if
u # H0 , Bu # Hs0 or B
tu # Hs0 O u # Hs0++ . (4.12)
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If the scale is parametrized over R and satisfies axiom (5) (cf. Defini-
tion 2.5), then B is called elliptic if for all s # R we have
u # H& , Bu # Hs or Btu # Hs O u # Hs++ . (4.13)
For the definition of Bt see Proposition 2.2(1).
Proposition 4.11. Let (Hs)s # R be a scale of Hilbert spaces satisfying
axiom (5). Let B # Op+ for some +1 and assume that B is self-adjoint as
an operator in H0 . Then the following statements are equivalent:
(i) B is regular at all n # Z+ ,
(ii) (B&i)&1 # Op&+,
(iii) B is elliptic.
If we have only +>0 then (ii) and (iii) are still equivalent.
Remark 4.12. (1) If one and hence all of the three equivalent condi-
tions are fulfilled, then we infer in particular that the domain of B,
considered as a self-adjoint operator in H0 , is H+ .
(2) Let B # Op+, +0, be symmetric, i.e., (Bu, v)=(u, Bv) for u,
v # H . If B is regular at 0, then B: H1  H0 is a self-adjoint operator in
H0 . Since H is dense in H1 , BH is essentially self-adjoint.
(3) If Hs=Hs (A) then the operators A and |A| :, :0, are elliptic.
This follows from the previous proposition and the fact that for s # R the
operators
(I+|A|2)&s+12 (A&i)&1 (I+|A|2)s,
(I+|A|2)&s+:2 ( |A| :&i)&1 (I+|A| 2)s
are bounded in H0 . The latter follows from the Spectral Theorem.
Proof. (iii) O (i). This is clear.
(i) O (ii). Let v # Hn , n # Z+ . Then u :=(B\i)&1 v # H0 and thus
Bu=viu # H0 .
Since +1, the regularity at 0 implies u # H1 and iterating this argument
shows v\iu # Hn . Then (i) implies u # Hn++ .
We have proved that (B\i)&1 maps Hn into Hn++ for all n # Z+ . Now
(ii) follows from Proposition 2.2.
(ii) O (iii). We note first that (B\i)&1 maps H& bijectively onto
H& with inverse B\i. Namely, since B is self-adjoint, (B\i)(B\i)&1
H0=idH0 and (B\i)
&1 (B\i)H1=idH1 . Since H /H1 /H0 and (B\i)
\1
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leaves H invariant, we have (B\i)\1 (Bi) 1H=idH and by
duality these identities also hold for H& .
Let u # H& and v :=Bu # Hs . We have u # Ht for some t # R and
u=(B&i)&1 v&i(B&i)&1 u # Hmin(s, t)++ ,
from (ii). Iterating this argument we find u # Hs++ . K
Now assume that DP is self-adjoint. Then the previous result does not
apply directly to DP since DP is not an operator of order 1 with respect to
the scale (Hs (R+ , A))s # R+ : the problem is that DP is not defined on
H (R+ , A). However, the proof of the previous result shows that the
following slight modification of Proposition 4.11 is true.
Proposition 4.11$. Let (Hs)s # R+ be a scale of Hilbert spaces and let
B # Op+, +1. Let B be a self-adjoint operator in H0 with BD(B )=B.
Then the following statements are equivalent:
(i) For all n # Z+ : u # D(B ), Bu # Hn O u # Hn++ ,
(ii) (B &i)&1 # Op&+,
(iii) for all s # R+ : u # D(B ), Bu # Hs O u # Hs++ .
In view of (2.13), D may be considered as an operator of order 1 with
respect to the scale of Hilbert spaces (Hs (R+ , A))s # R+ . Then Proposi-
tion 4.11$ applies to DP . Summing up we have proved the following
regularity theorem.
Theorem 4.13 (Regularity Theorem). Let P # Op0 (A) be a #-symmetric
orthogonal projection. The pair (P, P+) is elliptic if and only if for all s # R+
the relations
D*f=g # Hs (R+ , A), f # L2 (R+ , H),
(4.14)
Pf (0)=0,
imply f # Hs+1 (R+ , A).
Proof. The ‘‘if ’’ part follows from Proposition 4.8. For the ‘‘only if ’’
part it remains to note that DP is self-adjoint, in view of Corollary 4.6.
Hence the previous discussion applies. K
The Regularity Theorem allows to improve Corollary 2.17(2).
Proposition 4.14. For all s0 we have
Hs+1 (R+ , A)=[ f # L2 (R+ , H) | Df # Hs (R+ , A), f (0) # Hs+12]. (4.15)
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Proof. Let f be in the right hand side of (4.15). Then by Proposi-
tion 2.13 we choose g # Hs+1 (R+ , A) with g(0)= f (0) and put f1 :=f &g.
Then Df1 # Hs (R+ , A), Pf1 (0)=0 and hence by the Regularity Theorem
we have f1 # Hs+1 (R+ , A) and thus f # Hs+1 (R+ , A). K
This argument relies on the existence of at least one elliptic pair (P, P+).
In Proposition 5.1 below we will see that the pair (P+ , P+) indeed is
elliptic.
Let P # Op+ (A) be an orthogonal projection such that DP is self-adjoint.
Then D(DnP)/Hn (R+ , A) already implies that P is n-regular. Namely,
from complex interpolation we infer for 0kn
D(DkP)=[H0 (R+ , A), D(D
n
P)]kn /[H0 (R+ , A), Hn (R+ , A)]kn
=Hk (R+ , A). (4.16)
Corollary 4.6 asserts that DP is self-adjoint if and only if P is regular and
#-symmetric. By Theorem 4.3(2), DP, max=DP is also self-adjoint in this
case. We now want to show that DP, max may be self-adjoint also for
non-regular #-symmetric projections. We do not treat the description of
self-adjoint extensions in full generality, we have singled out only the most
tractable class of projections.
Proposition 4.15. Let P # Op0 (A) be a #-symmetric orthogonal projec-
tion. If there is C>0 such that for = # (0, 1)
&(I&P)(I+=2A2)&1 P&H&12  H12C, (4.17)
then DP, max is self-adjoint.
Proof. In view of Theorem 4.3(1), DP, max is a closed operator with
DP, max #DP =D*P, max . Hence we need to show that DP, max is symmetric.
Let f, g # D(DP, max). Then using Lemma 2.15 we find
&(DP, max f, g)+( f, DP, max g)
= lim
=  0
B&12 ((I+=2A2)&1 #(I&P) f (0), (I&P) g(0))
= lim
=  0
B&12 ((I&P)(I+=2A2)&1 P#f (0), g(0)).
In H0 the family (I+=2A2)&1 converges to I strongly, as =  0. Since
(I+=2A2)&1 commutes with |A| we also have lim=  0 (I+=2A2)&1=I
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strongly in Hs , for each s # R. In particular, for ! # H12 we have
lim=  0 (I&P)(I+=2A2)&1 P!=0 in H12 . Hence
(I&P)(I+=2A2)&1 P # L(H&12 , H12)
converges to 0 as =  0, pointwise on a dense subset of H&12 . Conse-
quently, the uniform norm bound implies the strong convergence, and
DP, max is symmetric. K
We note some criteria for (I&P)(I+=2A2)&1 P # L(H&12 , H12) to be
bounded. First, boundedness is obvious if P and A2 commute. More
generally, we have
Lemma 4.16. If the commutator [P, A2] is in Op1 (A), then (4.17) holds
and hence DP, max is self-adjoint.
Proof. Using the identity
(I&P)(I+=2A2)&1 P==2 (I&P)(I+=2A2)&1 [P, A2](I+=2A2)&1,
we estimate
&(I&P)(I+=2A2)&1 P&H&12  H12
&I&P&H12  H12 =
2 &[P, A2](I+=2A2)&1&H&12  H12
&I&P&H12  H12 &[P, A
2]&H32  H12
_=2 &(I+=2A2)&1&H&12  H32
C. K
If we restrict to P # Ps (9 0 (A)), with 90 (A) an algebra satisfying (3.31),
then [P, A2] # Op1 (A) is implied by the following condition prominent in
Alain Connes’ Noncommutative Differential Geometry:
(H, |A|, 90 (A)) forms a special triple. (4.18)
Indeed, from [|A|, B] bounded for B # 9 0 (A), we deduce [|A| , B] #
Op0 (A) as in [15, Lemma 1], wherefrom we easily derive [P, A2] #
Op1 (A). (4.18) will also be important in deriving the heat asymptotics in
part IV of this work. This is plausible from the fact that for A a classical
pseudo differential operator with scalar principal symbol on a compact
manifold, the algebra of classical pseudodifferential operators of order 0
satisfies (4.18).
We record the result.
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Proposition 4.17. If (H, |A|, 90 (A)) is a spectral triple, then DP, max is
self-adjoint for any P # Ps (9 0 (A)).
Finally, we discuss the existence of non-regular P # Op0 (A).
Proposition 4.18. DP&, max is self-adjoint; but if A is unbounded, then
P& is not regular.
Proof. Since [P& , A2]=0, the self-adjointness of DP&, max follows from
Lemma 4.16.
Since A is unbounded and anticommutes with # the projection P1 (A)
is of  rank. Hence we can find u=P1 u # H"H12 . Then the function
f (x) :=e&Axu
is in D(DP&, max) but f (0)  H12 ; in view of (4.6b), P& cannot be
regular. K
More generally, we can prove:
Proposition 4.19. Let A be unbounded. If P is regular and [P, A] #
Op0 (A), then I&P is not regular. However, in this case DI&P, max is self-
adjoint.
Proof. Let f # D(D*). Since [P, A] # Op0 (A) one checks that Pf,
(I&P) f # D(D*). Hence Pf # D(DI&P, max), (I&P) f # D(DP, max). If I&P
were regular we would get D(D*)/H1 (R+ , A). In view of the Trace
Theorem 2.12 this contradicts (4.4).
The self-adjointness of DI&P, max follows from Lemma 4.16 since
[P, A2]=[P, A] A+A[P, A] # Op1 (A). K
5. CRITERIA FOR REGULARITY
We now study more closely the notion of n-regularity established in
Definition 4.4.
Proposition 5.1. P+ is n-regular for all n # Z+ or, in other words, the
pair (P+ , P+) is elliptic.
Proof. For n=1 this follows from Lemma 4.2.
Inductively, we assume that P+ is n-regular. Let f # D(Dn+1P+ ), then
DP+ f # D(D
n
P+
)/Hn (R+ , A) and consequently
(D jP+ f )(0) # Hn+12& j , 1 jn+1. (5.1)
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In view of Corollary 2.17 it remains to prove that f (0) # Hn+12 . Since
f # D(DnP+)/Hn (R+ , A) we already have f (0) # Hn&12 . In view of
Corollary 2.14 we may choose h :=e(n+1) (0, (Df )(0), ..., (Dnf )(0)) #
Hn+1 (R, A) and put f1 :=f &h.
As in (4.5) we put g(x) :=/(x) e&Axf1 (0), x0. Then g # D((D*&)n+1)
and (D j& g)(0)=(D
jf1)(0), 0 jn. Hence Proposition 2.16 implies
f1 # Hn+1 (R+ , A) and thus f # Hn+1 (R+ , A). K
Now we are ready to state the analogue of Theorem 4.3 for n-regular
projections:
Proposition 5.2. Let P # Op0 (A) be an orthogonal projection. The
following statements are equivalent:
(i) P is n-regular.
(ii) r (k)+ (D(D
k+1
P, max))/
k
j=0 Hk& j+12 , 0kn&1.
(iii) For 1kn the following holds:
if ! # H&12 and P!=0, P&! # Hk&12 , then ! # Hk&12 . (5.2)
Proof. The equivalence of (i) and (ii) follows from Corollary 2.17.
(ii) O (iii). We proceed by induction on n. For n=1 the assertion
follows from Theorem 4.3.
Let P be n-regular. It remains to check the case k=n in (5.2). Consider
! # H&12 , P!=0, P&! # Hn&12 . The induction hypothesis implies
! # Hn&32 . In view of Corollary 2.14 choose g :=e(n&1) (P&!, 0, ..., 0) #
Hn (R+ , A) and put
f (x) :=/(x) e&AxP+!+P& g(x).
Then f # D((D*P)n) and hence by the n-regularity of P, D*P=DP and we
have f # Hn (R+ , A), != f (0) # Hn&12 .
(iii) O (i). Again we proceed by induction on n. For n=1 the asser-
tion follows from Theorem 4.3.
Assume (5.2) for 1kn. By the induction hypothesis P is (n&1)-
regular, so for f # D(DnP) we have Df # D(D
n&1
P )/Hn&1 (R+ , A). Put
f1 :=P& f, then Df1=P+ Df # Hn&1 (R+ , A), P+ f1 (0)=0. In view of
Proposition 5.1 and Proposition 4.8 we find P& f (0)= f1 (0) # Hn&12 . Thus
(5.2) implies f (0) # Hn&12 and hence from Corollary 2.17 we infer
f # Hn (R+ , A). K
Next we clarify the relation between the notion ‘‘ellipticity’’ and ‘‘elliptic
pair’’ (Definitions 4.9 and 4.10).
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Proposition 5.3. Let P # Op0 (A) be a #-symmetric orthogonal projection.
(1) P is n-regular if and only if the operator K :=(I+A2)14
TT*(I+A2)14, where T=PP++(I&P) P& (cf. (3.5)), is regular at 0,
1, ..., n&1 in the sense of Definition 4.10. In particular, the pair (P, P+) is
elliptic if and only if K is elliptic.
(2) The pair (P, P+) is elliptic if and only if for all s # R the following
holds:
If ! # H& and P!=0, P&! # Hs , then ! # Hs . (5.3)
Proof. We remark first that (5.2) and (5.3) are, in fact, symmetric in P
and P& . Namely, (5.3) is clearly a consequence of
! # H& , P! # Ht , and P&! # Hs imply ! # Hmin(s, t) . (5.3$)
But applying (5.3) to ’ :=!&P! shows that (5.3$) also follows from (5.3),
so both statements are equivalent; a similar reasoning works for (5.2).
By the #-symmetry of P and P+ , (5.2) resp. (5.3) also hold with I&P
and P+ in place of P and P& .
With these preparations we prove (1): Let K be regular at 0, ..., n&1.
In view of Proposition 5.2(iii), we consider ! # H&12 with P!=0 and
P& ! # Hk&12 for some 1kn. We put ’ :=(I+A2)&14 ! # H0 and find
K’=(I+A2)14 (I&P) P&! # Hk&1 .
Since K is regular at k&1 we conclude ’ # Hk and thus ! # Hk&12 .
Conversely, let P be n-regular and consider ! # H0 with K! # Hk for some
0kn&1. K! # Hk implies in view of Remark 4.12
PP+P’, (I&P) P& (I&P) ’ # Hk+12 , ’ :=(I+A2)14 !.
We invoke the n-regularity of P and infer from
P(P+P’) # Hk+12 , P& (P+ P’)=0
that P+ P’ # Hk+12 . Proceeding in this way we arrive at P’ # Hk+12 .
Analogously one derives (I&P) ’ # Hk+12 , hence ’ # Hk+12 and finally
! # Hk+1 . Hence K is n-regular.
Thus the first assertion of (1) is proved. The second assertion of (1) as
well as (2) follow from the first one and Proposition 4.11. K
From now on we will use the axioms (3.31) on the algebra 90 (A).
Theorem 5.4. Let P # 90 (A) be a #-symmetric orthogonal projection. If
the pair (P, P+) is Fredholm, then it is elliptic.
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Proof. Assume first that (P, P+) is an invertible pair. Then
T=PP++(I&P) P& # 90 (A)
is invertible (by Remark 3.5 and Corollary 3.4). By axiom (3.31b) we then
have T &1 # 9 0 (A). Now let ! # H& , P& !=0, P! # Hs . Then
!=T &1T!=T &1PP+!=T &1P! # Hs . (5.4)
If P # P(90 (A)) is arbitrary, then we write P=P$+P" as in (3.12). The
proof of Theorem 3.12 shows that P$+P"+ # Ps (9 0 (A)); by (3.35) the pair
(P$+P"+ , P+) is invertible. By the first part of this proof, (P$+P"+ , P+)
also is an elliptic pair. By Lemma 2.4 the finite rank operators P" and P"+
are smoothing, hence (P$+P"+) !=P!+(P"+&P") ! # Hs and as before
we see that ! # Hs . K
If A is a discrete operator, one can get a better result. First we state the
abstract elliptic regularity theorem for scales of Hilbert spaces:
Proposition 5.5. Let (Hs)s # R be a scale of Hilbert spaces such that for
s$>s the embedding H$s /Hs is compact. Let T # Op+ :=Op+ ((Hs)s # R),
+>0. Assume that T is regular at 0. Then
(1) For 0s+, T extends to a Fredholm operator Hs  Hs&+ with
index independent of s.
(2) Let S be the generalized inverse of T defined by ST!=! for
! # ker T =, and S! :=0 for ! # im T =, where = is taken in H0 . Then S
extends by continuity to a bounded linear operator Hs  Hs++ , &+s0.
If, in addition, T is elliptic then S is a parametrix in the sense that
I&TS, I&ST # Op&,
and for all s # R, T extends to a Fredholm operator Hs  Hs&+ .
Proof. We first consider T as an unbounded operator in H0 ; then T is
a closed operator with domain H+ . To see this let (xn)n # N /H+ be a
sequence such that xn  x, Txn  ! in H0 . Since T # Op+ we have the
equality Tx=! in H&+ , and the regularity of T at 0 implies x # H+ .
By the same argument, T t induces a closed operator with domain H+ ,
which is the adjoint, T*, of T: H+  H0 .
By assumption, H+ /H0 is compact. Since the domains of T and T*
are both compactly embedded, T and T* are Fredholm operators
H+  H0 . By duality, T and T t induce Fredholm operators H0  H&+
hence, by complex interpolation, from Hs  Hs&+ , 0s+.
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By definition, the generalized inverse S maps H0  H+ and its adjoint,
S*, is a generalized inverse of T*. By duality and complex interpolation,
again, S and S* induce continuous maps S, S t: Hs  Hs++ , &+s0.
The operators I&ST, I&TS are orthogonal projections in H0 with
(I&ST )(H0)=ker T/H+ , (I&TS)(H0)=ker T t/H+ . Since I&TS, I&ST
are orthogonal projections, by duality, they map H&+  H0 and hence
H&+  H+ . This proves that ker THs is independent of s for 0s+.
If T is elliptic then the finite rank operators I&TS and I&ST map
H0  H and Lemma 2.4 implies I&TS, I&ST # Op&. K
Now we can state the main result of this section:
Theorem 5.6. Let A be discrete. For a #-symmetric orthogonal projec-
tion P # 90 (A) the following statements are equivalent:
(i) P is regular.
(ii) (P, P+) is an elliptic pair.
(iii) (P, P+) is a Fredholm pair.
Proof. (i) O (iii). Let P be a regular projection. By Proposition 5.3,
this is equivalent to the fact that K :=(I+A2)14 TT*(I+A2)14, with
T=PP++(I&P) P& , is regular at 0. From Proposition 5.5 we infer that
K is Fredholm Hs (A)  Hs&1 (A), 0s1. Hence TT* is Fredholm
Hs  Hs , &12s
1
2 , in particular, (P, P+) is a Fredholm pair.
(iii) O (ii). This follows from Theorem 5.4.
(ii) O (i). This follows from Theorem 4.3 and the definition of ellip-
ticity. K
We note that the implications ‘‘(i) O (iii)’’ and ‘‘(ii) O (i)’’ remain valid if
we assume only that P is a #-symmetric orthogonal projection in Op0 (A).
Example 5.7. In [12, Sect. 3] we described a special class of orthogonal
projections defining generalized AtiyahPatodiSinger boundary value
problems. We now discuss these projections in some detail:
Let P be a #-symmetric orthogonal projection. Assume that
[P, |A|]=0, (5.5)
PAP=: |A| P for some :>&1. (5.6)
Equation (5.5) implies that P # Op0 (A).
Proposition 5.8. Let P be a #-symmetric orthogonal projection satisfy-
ing (5.5) and (5.6). Then the following assertions hold:
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(1) The pair (P, P+) is elliptic.
(2) If dim ker A< then (P, P+) is a Fredholm pair. If ker A=0
then (P, P+) is an invertible pair.
Proof. For *>0 consider the operator
P* := 12 ( |A|+*)
&1 (A+|A| ). (5.7)
P* converges to P>0 (A) strongly, as *  0+. In view of (5.5), (5.6) we
have
PP*P = (|A|+*)&1 |A|
1+:
2
P
 (P<0 (A)+P>0 (A))
1+:
2
P (5.8)
strongly, as *  0+. Hence
PP>0 (A) P=(P<0 (A)+P>0 (A))
1+:
2
P, (5.9)
and consequently we infer that
PP+ P=
1+:
2
P+R, (5.10)
where
R=P(P+&P>0 (A)) P&
1+:
2
P0P # Op& (A). (5.11)
By construction, if dim ker A<, then R is of finite rank and if ker A=0
then R=0. For T :=PP++(I&P) P& we find
TT*=
1+:
2
I+R+#R#*. (5.12)
Since R is smoothing, TT* and thus the pair (P, P+) is elliptic, in view of
Proposition 5.3. If dim ker A< then TT* and thus (P, P+) is Fredholm.
Finally, if ker A=0 then TT* and hence (P, P+) is invertible. K
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Proposition 5.9. Let P # Op0 (A) be a #-symmetric orthogonal projec-
tion.
(1) If (I&P) P+ (I&P) # Op&= (A) for some =>0, then the pair
(P, P+) is elliptic.
(2) Let P1 # Op0 (A) be another #-symmetric orthogonal projection. If
(P, P+) is elliptic and (P&P1) # Op&= (A) for some =>0, then (P1 , P+) is
also elliptic.
Proof. (1) Let x # Hs0 , for some s0 # R, Px=0, P& x # Hs . We have
0=Px=PP+x+PP&x,
thus PP+x=&PP& x # Hs . This implies
P+ x=PP+x+(I&P) P+ (I&P) x
=&PP& x+(I&P) P+ (I&P) x # Hmin(s, s0+=) .
Iterating this procedure we conclude x # Hs .
(2) Let x # Hs0 , P1 x=0, P&x # Hs . Then
Px=(P&P1) x # Hs0+= .
hence x # Hmin(s, s0+=) . Again, we reach the conclusion by iterating this
argument. K
Now we can present the
Proof of Theorem 1.3. In this proof DP denotes the operator defined in
(4.1), i.e., D(DP)=[u # H1 (R+ , A) | Pu(0)=0], and we put DP, 0 :=
DP DP :=[ f # C 0 (R+ , H1) | Pf (0)=0]. Note that the DP in the formula-
tion of Theorem 1.3 is the DP, 0 in the present notation.
By Corollary 4.7, DP is a core for DP and hence DP is the closure of
DP, 0 . Furthermore, in view of (1.13) and Theorem 4.3(1) we have
D*P=DP, max . From (1.23) and Theorem 5.4 we infer that P is a regular
projection and hence in view of the three equivalent characterizations of
regularity in Theorem 4.3(2) we have DP=DP, max=D*P . This proves the
first part of Theorem 1.3.
To prove the second part we assume that A is discrete and that DP
is self-adjoint on [ f # H1 (R+ , A) | Pf (0)=0]. Hence P is regular by
Theorem 4.3. Then (1.23) is a consequence of Theorem 5.6 (1.13) follows
from Corollary 4.6. K
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6. VARIABLE COEFFICIENTS AND
SECOND ORDER OPERATORS
We now study the model operator (1.10) with variable coefficients. In
most applications we will need the following results only in a small
neighborhood of x=0. Therefore, we may assume that the operator has
constant coefficients at infinity. More precisely, we consider the differential
operator
D = # \ ddx+A(x)+
=: # \ ddx+A0 ++x#A1 (x)
=: D0+x#A1 (x), (6.1)
where (1.9) now holds with A(x) in place of A, for all x, and we assume
in addition that
A(x) # Op1 (A0) is self-adjoint with domain H1 (A0) and elliptic
with respect to the scale (Hs (A0))s # R , (6.2a)
for all s # R, the map
R % x [ (I+A20)s A(x)(I+A20)&12&s # L(H0 (A0)) (6.2b)
is smooth,
A1 (x)=0 for |x|R>0. (6.2c)
Note that, from (1.9)
#A1 (x)+A1 (x) #=0, for all x. (6.2d)
Assumption (6.2a) implies that
Hs (A(x))=Hs (A0) for x, s # R (6.3)
and (6.2b) implies
A( j) (x) # Op1 (A0), for j # Z+ . (6.4)
We abbreviate Hs :=Hs (A0). As in the constant coefficient case we are
interested in D as an unbounded operator in L2 (R+ , H) with domain
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C0 ((0, ), H); the corresponding operator in L
2 (R, H) with domain
C0 (R, H) will be denoted by D . Then D, D are symmetric operators in
the respective Hilbert spaces. We have
D2=&
d 2
dx2
+A(x)2&A$(x). (6.5)
Our analysis of the constant coefficient case applies to D0 in (6.1). In par-
ticular, D 0 is essentially self-adjoint on C 0 (R, H)/L
2 (R, H). Its closure
has domain H1 (R, A0) and will also be denoted by D 0 . Moreover,
H1 (R, A0)/D(D ).
We first state the analogue of Lemma 2.15.
Lemma 6.1. (1) D(D*)/[ f # L2 (R+ , H) | f $ # L2 (R+ , H&1)] and we
have a continuous restriction map r: D(D*)  H&12 , f [ f (0).
(2) For f, g # D(D*) we have
&(D*f, g)+( f, D*g)= lim
=  0
(#(\=A0+i)&1 f (0), (=A0+i)&1 g(0)).
If f (0) or g(0) lies in H12 then
&(D*f, g)+( f, D*g)=B12 (#f (0), g(0)). (6.6)
Proof. The proof is almost identical to the proof of Lemma 2.15. We
only have to note that for f # D(D*) the family
f= (x) :=i(=A(x)+i)&1 f (x)
satisfies the relations f= # L2 (R+ , H), lim=  0 f= f,
f $= (x)=&=(=A(x)+i)&1 A$(x) f=+i(=A(x)+i)&1 f $(x) # L2 (R+ , H),
and D*f= has uniformly bounded norm. Thus D*f= ( D*f as shown by the
next lemma. K
The last proof used the following simple but useful lemma, which allows
to describe a core of an unbounded operator in terms of weak convergence.
Lemma 6.2. Let D be a closed operator in a Hilbert space H.
(1) Let f # H and ( fn)/D(D) be a sequence such that ( fn) converges
weakly to f # H and (Dfn) has uniformly bounded norm in H. Then f # D(D)
and Dfn ( Df.
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(2) Let E/D(D) be a linear subspace such that for every f # D(D)
there is a sequence ( fn)/E with fn ( f and (Dfn) bounded. Then E is a core
for D.
Proof. (1) For every g # D(D*) we have
(Dfn , g)=( fn , D*g) wn   ( f, D*g), (6.7)
i.e., the bounded sequence (Dfn) converges weakly on a dense subspace and
hence is weakly convergent. Let h be the weak limit of (Dfn). Then in view
of (6.7) we have (h, g)=( f, D*g) for all g # D(D*), thus f # D(D) and
Df =h.
(2) To prove that E is a core for D we have to show that if g # D(D)
with 0=(g, f )+(Dg, Df ) for all f # E then g=0. Given such a g we
choose ( fn)/E with fn ( g and Dfn ( Dg, using (1). Then
(g, g)+(Dg, Dg)= lim
n  
[(g, fn)+(Dg, Dfn)]=0. K
As in the constant coefficient case we want to find boundary conditions
defining self-adjoint extensions of D. Our main tool will be (a variant of)
the KatoRellich Theorem so we need to estimate relative bounds.
Lemma 6.3. Let B(x), x # R, be a family of operators of order 1 satisfy-
ing (6.2b). Then for =>0 and n # Z+ there exists C(=, n, B) such that for
f # Hn+1 (R, A0) we have the estimate
&Bf &Hn cn (sup
x # R
max(&B(x) T &1&L(H0) , &T
nB(x) T &1&n&L(H0))+=)
_& f &Hn+1+C(=, n, B) & f &H0 .
Here, cn is a universal constant depending only on n and T :=(I+A20)
12.
Proof. In this proof, cn and C( } ) denote generic constants depending on
their respective arguments.
For f # H1 (R, A0) we have
&Bf &2H0 =|
R
&B(x) f (x)&2H0 dx
sup
x # R
&B(x) T &1&2L(H0) |
R
&Tf (x)&2H0 dx
=sup
x # R
&B(x) T &1&2L(H0) &Tf &
2
H0(R, A0)
. (6.8)
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Using this estimate and Proposition 2.10 we find
&Bf &Hn cn :
n
j=0 "\
d
dx+
j
T n& jBf"H0
cn :
n
j=0
:
j
i=0
&T n& jB(i)f ( j&i)&H0
cn :
n
j=0
:
j
i=0
sup
x # R
&T n& jB(i) (x) T j&n&1&L(H0)
_&T n+1& jf ( j&i)&H0 ,
where in the last inequality we have used (6.8) with T n& jB(i)T j&n in place
of B and T n& jf ( j&i) in place of f. We treat the summands with i=0 and
i{0 separately. Summands with i=0 are estimated using the following
inequality which follows from complex interpolation:
&T n& jB(x) T j&n&1&L(H0)
max(&B(x) T &1&L(H0) , &T
nB(x) T &n&1&L(H0)). (6.9a)
For i>0 we estimate in view of Proposition 2.10 and (2.13)
&T n+1& jf ( j&i)&H0 cn & f
( j&i)&Hn+1&j
cn & f &Hn+1&i
= & f &Hn+1+C(=, n) & f &H0 . (6.9b)
The last inequality follows from i>0, the fact that Hs (R, A)=Hs (D )
(2.11), and the Spectral Theorem. The lemma is proved. K
Next we note a variant of the KatoRellich Theorem.
Proposition 6.4. Let S be a self-adjoint operator in the Hilbert space H
and let R # Op1 (S) be a symmetric operator. Assume that for fixed N # Z+
and ! # H (S) we have the estimates
&R!&H0(S) b &S!&H0(S)+c &!&H0(S) , (6.10a)
&R!&HN&1(S)b &S!&HN&1(S)+c &!&H0(S) , (6.10b)
with b<1 and c>0.
Then the operator S+R is self-adjoint with domain H1 (S) and regular at
0kN&1.
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Proof. The estimates (6.10) show that for 0<=<1&b there is a *0>0
such that for **0
&R(S&i*)&1&L(Hs(S))b+=<1. (6.11)
A priori, (6.11) holds for s=0 and s=N&1, but by complex interpolation
it holds for 0sN&1. Thus the resolvent
(S+R&i*)&1=(S&i*)&1 :

n=0
(&1)n (R(S&i*)&1)n (6.12)
converges in L(Hs (S), Hs+1 (S)), 0sN&1. As in the proof of the
implication ‘‘(i) O (ii)’’ of Proposition 4.11 we now conclude that S+R is
regular at 0sN&1. Of course, the self-adjointness of S+R with
domain H1 (S) also follows from (6.12) (as in the proof of the KatoRellich
Theorem). K
Now we can prove the main result of this section, the generalization of
the Regularity Theorem 4.13 to variable coefficients.
Theorem 6.5 (Regularity Theorem). Assume (6.1)(6.2).
(1) The operator D is elliptic with respect to the scale of Hilbert
spaces (Hs (R, A0))s # R . In particular, D is essentially self-adjoint and
D(D )=H1 (R, A0).
(2) Let P # Op0 (A) be a #-symmetric orthogonal projection.
(i) The pair (P, P+) is elliptic if and only if for all s # R+ the
relations
D*f=g # Hs (R+ , A), f # L2 (R+ , H),
(6.13)
Pf (0)=0,
imply f # Hs+1 (R+ , A). In other words, in this case the operator DP defined
by
DP :=D*D(D0, P)=[ f # H1 (R+ , A0) | Pf (0)=0]
fulfills the equivalent conditions (i)(iii) of Proposition 4.11$. In particular,
DP is self-adjoint.
(ii) P is regular if and only if the operator DP defined in (i) is self-
adjoint.
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Proof. (1) By Proposition 4.11 and Remark 4.12(2), it suffices to
prove the regularity at all n # Z+ . Fix x0 # R and write
A(x)=A(x0)+(x&x0) A1 (x0 , x).
From (6.2b) we infer A1 (x0 , x) # Op1 (A0) and in view of (6.2a) we have
Hs (A(x0))=Hs (A0) and Op+ (A(x0))=Op+ (A0) for all s, + # R.
In view of Lemma 6.3 we may choose .,  # C 0 (R) with .#1 in a
neighborhood of x0 and #1 in a neighborhood of supp . such that for
the operator
B :=(x&x0) (x) #A1 (x0 , x)
we have, for a fixed n,
&Bf &Hn b & f &Hn+1+C(n) & f &0
b cn "# \ ddx+A(x0)+ f "Hn +C$(n) & f &0 , (6.14)
and
&Bf &0 b & f &H1+C(0) & f &0
b c0 "# \ ddx+A(x0)+ f "0 +C$(0) & f &0 , (6.15)
with b so small that b :=b max(c0 , cn)<1. Hence B(x) is #( ddx+A(x0))-
bounded with relative bound b<1 for both the H0 and the Hn -norm.
Now consider f # H0 (R, A0) with D f= g # Hn (R, A0). By Lemma 2.8 and
Proposition 6.4 the operator
D (x0) :=# \ ddx+A(x0)+(x&x0) (x) A1 (x0 , x)+ (6.16)
is self-adjoint with domain H1 (A0) and regular at all 0sn.
Assume that we already know that f # Ht (R, A0). Then
D (x0)* (.f )=D *(.f )=#.$f +.D *f # Hmin(n, t) , (6.17)
and consequently .f # Hmin(n, t)+1 (R, A0).
Since x0 was arbitrary we have proved f # Hmin(n, t)+1, loc (R, A0).
To prove that f # Hmin(n, t)+1 (R, A0) we choose a cut-off function . #
C0 (R) with .[&R, R]#1. Then .f # Hmin(n, t)+1 (R, A0) and in view of
(6.2c) we have (1&.) f # D(D n+10 )=Hn+1 (R, A0). (1) is proved.
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(2i) We assume that (P, P+) is elliptic and fix an integer n0. By
the Regularity Theorem 4.13, the operator D0, P , with D0 from (6.1),
induces a closed operator in Hn (R+ , A0) with domain D(D0, P) &
Hn+1 (R+ , A0). Hence, for f # D(D0, P) & Hn+1 (R+ , A0) there is an
estimate
& f &Hn+1(R+, A0)c(&D0, P f &Hn(R+, A0)+& f &Hn(R+, A0))
c &D0, P f &Hn(R+, A0)+
1
2 & f &Hn+1(R+ , A0)+c12 & f &0 , (6.18)
thus
& f &Hn+1(R+, A0)c(&D0, P f &Hn(R+, A0)+& f &0). (6.19)
In view of Lemma 6.3 we can thus choose cut-off functions .,  near 0
as in the first part of this proof (cf. (6.14), (6.15)) such that x(x) #A1 (x)
is D0, P -bounded with relative bound b<1, simultaneously for the
H0 (R+ , A0) and the Hn (R+ , A0)-norm.
Proposition 6.4 does not apply directly with R=x(x) #A1 (x) and
S=D0, P since we do not necessarily have R # Op1 (D0, P). However, an
inspection of the proof of Proposition 6.4 shows that
D 0, P :=D0, P+x#(x) A1 (x)
is self-adjoint with domain H1 (R+ , A0) and for 0tn the following
holds (cf. Proposition 4.11$ versus Proposition 4.11):
f # D(D *0, P), D *0, P f # Ht (R+ , A0) O f # Ht+1 (R+ , A0).
Now consider f satisfying (6.13). Assume we already know f # Ht (R+ , A0).
As in (6.17) we conclude .f # Hmin(n, t)+1 (R+ , A0). Using part (1) of the
theorem we infer from
D *(1&.) f=&#.$f +(1&.) D*f # Hmin(n, t) (R, A0)
that also (1&.) f # Hmin(n, t)+1 (R+ , A0).
Conversely, assume that (6.13) implies f # Hs+1 (R+ , A0). Then we
reverse the roles of DP and D0, P ; i.e., (6.13) implies that DP induces a
closed operator in Hn (R+ , A0) with domain D(D0, P) & Hn+1 (R+ , A0).
Hence, the estimates (6.18) and (6.19) hold with DP in place of D0, P . Then
we choose cut-off functions .,  as before such that x#(x) A1 (x) is
DP -bounded with relative bound b<1, simultaneously for the H0 (R+ , A0)
and the Hn (R+ , A0)-norm; as before n0 is some fixed integer.
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Then we see again that the operator
DP,  :=DP&x#(x) A1 (x)=D0, P+x(1&(x)) #A1 (x)
satisfies
f # D(D *P, ), D *P,  f # Ht (R+ , A0) O f # Ht+1 (R+ , A0) (6.20)
for 0tn. Next consider f # L2 (R+ , H) with
D0* f =g # Hs (R+ , A0), Pf (0)=0.
From part (1) we infer f # Hs+1, loc ((0, ), A0) and from
D*P, .f=#.$f +.D*P,  f
=#.$f +.D0* f # Hs (R+ , A0), (6.21)
we infer, in view of (6.20), that .f # Hmin(n, s)+1 (R+ , A0) and hence
f # Hmin(n, s)+1 (R+ , A0).
Since n is arbitrary we have proved that the operator D0, P satisfies (4.14)
and hence from Theorem 4.13 we conclude that the pair (P, P+) is elliptic.
Specializing this proof to s=0 immediately implies (2ii). The theorem is
proved. K
Remark 6.6. An alternative proof of the first part of this theorem could
have been given by means of an operator valued pseudodifferential calculus
as in [13, Sect. 2].
The regularity at 0 or 1 of D resp. DP can be obtained under weaker
assumptions. We record the results and leave the details to the reader.
Theorem 6.7. If we replace (6.2a), (6.2b) by
A(x) # Op1 (A0) and x [ A(x)(I+A20)
&12 is continuous,
then the following hold.
(1) D is essentially self-adjoint and D(D )=H1 (R, A0); in particular,
D is regular at 0.
(2) Let P # Op0 (A0) be a regular #-symmetric orthogonal projection.
Then D is self-adjoint on
D(DP) :=D(D0, P)=[ f # H1 (R+ , A0) | Pf (0)=0].
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Theorem 6.8. If we replace (6.2a), (6.2b) by
A(x), A$(x) # Op1 (A0) and x [ A(x)(I+A20)
&12 is in C1 (R, L(H0)),
then the following hold.
(1) D 2 is essentially self-adjoint and D(D 2)=H2 (R, A0). In particular,
D is regular at 0 and 1.
(2) Let P # Op0 (A0) be a 2-regular #-symmetric orthogonal projection.
Then
D(D2P)=D(D
2
0, P)=[ f # H2 (R+ , A0) | Pf (0)=0, P(Df )(0)=0].
7. WELL-POSED BOUNDARY VALUE PROBLEMS
In this section we consider the situation described in Section 1.B. We
assume that A is a symmetric elliptic differential operator of first order act-
ing on C (EN), and that # is a bundle endomorphism such that (1.9)
holds. Then D in (1.10) is an elliptic differential operator on the cylinder
M=R+_N. Also, the axioms (3.31) are satisfied with 9 0 (A)=9 0cl (EN).
For ! # T*x(N) denote by N\ (!) the space spanned by eigenvectors of A (!)
with positive and negative eigenvalues, respectively, where A (!) denotes the
leading symbol.
According to Seeley [28, Definition VI.3], a classical pseudodifferential
operator P of order 0 on C (EN) is called well-posed if
(i) P: Hs (EN)  Hs (EN) has closed range for each s # R;
(ii) for each ! # T*xN"[0] the principal symbol P (!) maps N+ (!)
injectively onto the range of P (!).
P can always be replaced by an orthogonal projection with the same null
space [28, Lemma VI.3], hence defining the same boundary condition. Our
aim is to give a functional analytic characterization of well-posedness for
orthogonal projections.
Proposition 7.1. Let P and Q be orthogonal projections in L2 (EN)
which are classical pseudodifferential operators of order 0 on C (EN), and
denote by P , Q their principal symbols. Then (P, Q) is a Fredholm pair if and
only if for each ! # T*xM"[0]
Q (!): Im P (!)  Im Q (!) (7.1)
is an isomorphism.
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Proof. Assume that (P, Q) is Fredholm. Then, by Proposition 3.3,
P&Q\1 is Fredholm and hence also elliptic (cf., e.g., [21, Chap. 19.5]).
Thus for ! # T*N"[0] the endomorphisms
P (!)&Q (!)\1 (7.2)
are invertible. Now we apply Corollary 3.4 to see that the map (7.1) is
invertible.
Conversely, if (7.1) is invertible then (P (!), Q (!)) is a finite-dimensional
Fredholm pair and the maps in (7.2) are invertible in view of (3.3), hence
P&Q\1 is elliptic. Invoking again Proposition 3.2, we conclude that
(P, Q) is Fredholm. K
Condition (i) above is automatic for a pseudodifferential idempotent.
Hence, applying this proposition to the pair (P, P+) immediately gives
Theorem 7.2. Let P be a classical pseudodifferential operator of order 0
which is an orthogonal projection. Then P is well posed if and only if (P, P+)
is a Fredholm pair.
Finally, we give the
Proof of Theorem 1.5. We use the notation of Section 1.D. By
(1.27)(1.29) and Lemma 1.1 we have
8D8*=# \ ddx+A(x)++V(x).
We choose a function  # C 0 (&=0 , =0), 01, with =1 near 0 such
that the operator
A(x)=(x) A(x)+(1&(x)) A0 (7.3)
is elliptic for all x0, which is certainly the case if the support of  is small
enough. Then we introduce the operator
D :=# \ ddx+A (x)+ (7.4)
and note that D satisfies (6.1) and (6.2). We will prove the following
Claim. The operator DP is self-adjoint if and only if the operator
DP,  :=D* [ f # H1 (R+ , A0) | Pf (0)=0] is self-adjoint.
Theorem 1.5 is an immediate consequence of the Claim:
Since the algebra 9 0cl(EN) satisfies the assumptions (1.19) (cf. the discus-
sion before Theorem 1.3) and since the elliptic operator A0 is discrete we
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infer from Theorem 5.6 that the Fredholmness of the pair (P, P+) is equiv-
alent to the ellipticity of the pair (P, P+) resp. to the regularity of P.
From the Regularity Theorem 6.5(2ii) we thus know that DP,  is self-
adjoint if and only if the pair (P, P+) is Fredholm. In view of Theorem 7.2
this, in turn, is equivalent to the fact that P is well-posed in the sense of
Seeley. Again, from the Regularity Theorem 6.5 and Theorem 1.4 we see
that the operators Q, Kr , K l are obtained by patching together an interior
parametrix of D and the analogue of (1.25) for DP,  .
It remains to prove the claim.
First, we note that the operator V(x) is bounded and hence adding or
subtracting V(x) does not affect the domain of an operator.
Choose a cut-off function / # C 0 (&=0 , =0) such that =1 in a
neighborhood of supp /. Assume first that DP is self-adjoint and let f #
D(D*P, ). By the same calculation as in (6.21) one shows /f # D(D*P, ),
hence by construction we have 8*(/f ) # D(D*P)=D(DP). Thus, by (1.29),
we have /f # D(DP, ). The proof of the converse is similar. The Claim and
hence the theorem are proved. K
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