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Abstract
We extend the classical Belitskii normal form theorem uniformly for planar nilpotent foci and limit
cycles. Then by using fractal analysis, isochronous properties near such invariant sets are well investigated.
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1. Introduction
It is well known that anisochronous trajectories on torus may generate chaotic dynamical
behaviour, which at least implies the bizarre sharp of orbits. Fractal analysis is the modelling
of data by fractals, which makes us an accessible way to characterize complicated dynamics.
It consists of methods to assign a fractal dimension and other fractal characteristics to a signal,
dataset or object which may be sound, images, molecules, networks or other data. Fractal analysis
is now widely used in all areas of science. In this paper we study isochronous properties near
planar foci and limit cycles with non-degenerated Poincaré recurrence maps.
For planar vector fields isochronous centers and related problems are well investigated includ-
ing [4,11,5] and many others. By studying the commutator of the Lie algebra generated from the
analytic or smooth vector field near the weak focus, isochronous conditions are archived in [6]
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to search isochronous conditions.
More Precisely, let V be the planar autonomous C∞ vector field. Set p be a focus with
DV (p) = 0 and ψ(t) be an isolated closed trajectory. First we study the C∞ normal forms near
p and ψ(t). Assume that corresponding Poincaré recurrence maps P are not degenerated, i.e.
there exists k ∈ N such that ∂kx (P (x)− x)|x=0 = 0. Then doing convenient changes of variables,
the vector field near invariant sets can be C∞ locally changed into an autonomous one
R˙ = gkR
k
1 + bRk−1 , β˙ = 1 + dmR
m + · · · + dk−1Rk−1, (1)
where (R,β) are (generalized) polar coordinates and gk = 0. This is in fact an extension of
Belitskii type theorems. In [3], for the C∞ vector field with a weak focus at the origin
x˙ = −y + P, y˙ = x +Q,
where (P,Q) = O(x2 + y2) as x and y → 0, Belitskii confirmed that the formal conjugation
implies C∞ conjugation except the ∞-degenerated case, i.e. the Poincaré map is ∞-flat. The
method he applied was from the study of partial differential equation solutions. Here we use the
so-called homotopy method’ to prove that his theorem is also valid including nilpotent foci and
limit cycles. See [8] and [7] for more details. Therefore, by [1] we similarly say that the focus or
limit cycle is isochronous if d1 = · · · = dk−1 = 0 in system (1).
Now inspired by the work in [13] we use fractal analysis to characterize isochronous con-
ditions. First we introduce some basic definitions. Radial Minkowski sausage Aε,rad around
A ⊆ RN is defined as Aε,rad = {x ∈ RN : drad(x,A) := d(x,A ∩ {tx: t  0}) < ε}, where d(·,·)
is the Eucildean distance, provided that the intersection is non-empty, and ∞ otherwise. Then
the Minkowski box dimension is given by
dB(A, rad) = N − lim
ε→0
ln |Aε,rad|
ln ε
.
Next, arbitrarily choosing a cross-section Γ = {(r(s), θ(s)) | 0 < s  δ} in the coordinates
(R,β) and assuming that the invariant set is an attractor, then denote An(s) ∈ Γ by the point
where the trajectory beginning at (r(s), θ(s)) touches Γ n-th time. Then A0(s) = (r(s), θ(s))
and the time from A0(s) to An(s) by the flow is remarked as Tn(s). We call the curve
Γn =
{
ϕ−Tn(s)An(u)
∣∣ 0 < u s}= {ϕTn(u)−Tn(s)A0(u) ∣∣ 0 < u s}
the n-th pull back of the cross-section Γ , where ϕt is the time t map. Analogously, above defini-
tions are all valid for the repeller by reversing the time. In addition, the curve near the invariant
set is called a spiral, if it transversely passes a cross-section infinite times by sequence.
For instance, we consider the trivial case
r˙ = −r, θ˙ = 1 + r,
with the cross-section Γ = {(s,0) | 0 < s  δ}. The trajectory is given by r(r0, θ0; t) = r0e−t and
θ(r0, θ0; t) = θ0 + t − r0e−t . By simple computation, we have that Tn satisfying Tn − se−Tn =
2πn and Γn = {ϕ−Tn(u,0) | 0 < u  pn}, where pn admits lnpn + pn = −2πn, i.e. the point
(pn,0) is the n-th time intersection between the trajectory beginning at (s,0) and Γ . Moreover,
for the general attractor case
r˙ = f1(r, θ), θ˙ = 1 + f2(r),
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late Γt , which is denoted by
Γt =
{(
r
(
x, θ(r0, θ0; t);−t
)
, θ
(
x, θ(r0, θ0; t);−t
)) ∣∣ 0 < x  r(r0, θ0; t)}.
Then we have Γn = ΓTn .
Obviously, Γn, which begins at A0 and ends in the origin, shows the isochronous property
of the invariant set. Therefore, we can finally prove that Γn pointwise converges as n → ∞ and
the limitation curve is not a spiral if and only if system (1) is isochronous. Moreover, for the
anisochronous case the constants k and m such that gkdm = 0 can be completely decided by
Minkowski box dimensions of the trajectory and the limitation curve.
All the results can be summarized as follows.
Main Theorem. Let V be the planar autonomous C∞ vector field. Set p be a focus with
DV (p) = 0 and ψ(t) be an isolated closed trajectory. Assume that corresponding Poincaré
recurrence maps P are not degenerated, i.e. there exists k ∈ N such that ∂kx (P (x) − x)|x=0 = 0.
Then the following statements hold.
(i) (Belitskii type) Doing convenient changes of variables, the vector field near such invariant
sets can be C∞ locally changed into
R˙ = gkR
k
1 + bRk−1 , β˙ = 1 + dmR
m + · · · + dk−1Rk−1,
or a polynomial one
R˙ = gkRk + dR2k−1, β˙ = 1 + dmRm + · · · + dk−1Rk−1,
where (R,β) are (generalized) polar coordinates and gk = 0.
(ii) (Existence) The limitation curve of the pull back of the cross-section exists pointwise, which
depends on the initial point but independent of the choosing of the cross-section. Moreover,
the limitation curve L is not a spiral, if and only if the focus or limit cycle is isochronous.
(iii) (Minkowski box dimension) When the invariant set is anisochronous, then there are two
cases.
(a) In the focus type, constants m and k−1 are both even. And we have that dimB(L, rad) =
2(k−m−1)
k−m for m< k − 1 and dimB(L, rad) = 1 for m = k − 1.
(b) In the limit cycle type, we have that dimB(L, rad) = 2(k−m)−1k−m .
The remainder of the paper is organized as follows. In Section 2, we prove the extension of
Belitskii type theorems. Then using it and fractal analysis the isochronous properties near planar
foci and limit cycles are studied in Section 3. And in the last section two simply examples are
well illustrated.
2. Smooth normal forms
In this part we provide C∞ normal forms near the focus and limit cycle. Belitskii once con-
firmed it in [3] for the focus p with detD(p) = 0 using properties of partial differential equation
solutions. Another possible method may stem from Sternberg by studying the commutator of the
Lie algebra. However, we follow [7] to apply homotopy method to give a uniform solution for
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Theorem 1. Let V be the planar autonomous C∞ vector field. Set p be a focus with DV (p) = 0
and ψ(t) be an isolated closed trajectory. Assume that corresponding Poincaré recurrence maps
P are not degenerated, i.e. there exists k ∈ N such that ∂kx (P (x) − x)|x=0 = 0. Then doing
convenient changes of variables, the vector field near such invariant sets can be changed into
R˙ = gkR
k
1 + bRk−1 , β˙ = 1 + dmR
m + · · · + dk−1Rk−1, (2)
or a polynomial one
R˙ = gkRk + dR2k−1, β˙ = 1 + dmRm + · · · + dk−1Rk−1,
where (R,β) are (generalized) polar coordinates and gk = 0.
The proof contains three parts. First we do formal changes to make V a rather simply form
near such invariant sets. Then using homotopy method the ∞-flat errors can be C∞ annihilated.
At last we simplify the one dimensional vector field.
As usual Uδ = {x | |x| δ}, f (·, β) ∈ C∞(Uδ × ST ) means that f (·, β) = f (·β + T ) is C∞
smooth and Jet∞·=0 f is denoted by the set of all the coefficients of the Taylor expansion of f with
respect to the variable · at the point · = 0. In addition, we say two vector fields V (x) and U(y)
are locally C∞ conjugated near the invariant set M , provided that there exists C∞ coordinates
substitutions x = H(y) locally defined in some neighborhood of M such that
V ◦H = DH ·U.
Lemma 2. Let V be the planar autonomous C∞ vector field. Set p be a focus with DV (p) = 0
and ψ(t) be an isolated closed trajectory. Assume that corresponding Poincaré recurrence maps
P are not degenerated, i.e. there exists k ∈ N such that ∂kx (P (x) − x)|x=0 = 0. Then doing
convenient changes of variables, the vector field near invariant sets can be changed into the
T -periodic system
R˙ = G(R)+w1(R,β), β˙ = 1 + F(R)+w2(R,β), (3)
where w = (w1,w2) ∈ C∞(Uδ × ST ), G(x) = gkxk + O(xk+1) with gk = 0 and k  1, F(x) =
O(x) as x → 0 and Jet∞R=0 w = 0.
The proof is quite technique and far from our main arguments. So it is put in Appendix A.
Then after achieving the pre-normal forms, next we cut the ∞-flat errors by applying the homo-
topy method.
Lemma 3. System (3) is locally C∞ conjugated to the truncation system
R˙ = G(R), β˙ = 1 + F(R). (4)
It is the kernel of the whole section. The proof of above theorem contains two parts, which
are written as Proposition 4 and 5. The key is to show that the flow map ϕ(t; ,R0, β0) has a
polynomial speed in t together with its derivatives with respect to the initial point (R0, β0) of
any degree.
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Proposition 4. If m> k − 1, then systems (3) and (4) are locally C∞ conjugated.
Proof. By homotopy methods, we solve the homological equation
[˜v, h˜] = w, (5)
where v˜ = (G(R),1 + F(R)) + sw, h˜ = (h1, h2) and s ∈ [0,1]. Then as mentioned before, the
homological equation (5) has a formal solution
h˜ = −
∞∫
0
X−1(t;R0, β0) ·w ◦ ϕ dt,
where ϕ(t; ,R0, β0) is the flow generated by the vector field v˜ with initial condition (R0, β0) and
X(t;R0, β0) is its matrix solution, i.e.
X(t;R0, β0) = Dϕ = ∂(R,β)
∂(R0, β0)
.
By the uniqueness of solutions, h˜ is T -periodic on the variable β . Therefore, the key is to show
the smoothness of h˜.
Obviously, for ∀β0 ∈ ST , the norm of flow ϕ increase at a polynomial speed as t → ∞,
namely, for t ∈ [0,∞) we have that(
R1−k0 + (1 − k)g−k t
)− 1
k−1  |R| (R1−k0 + (1 − k)g+k t)− 1k−1 , |β| β0 + η+t,
where g±k = gk ± ε, η = 1 + ε and 0 < ε  1. So the formal integral h˜ is well defined for
t ∈ [0,∞) by above inequalities. Observe that Jet∞r=0 w = 0, which admits norm controls
‖w‖ = max
Uδ×ST
∣∣w(R,β)∣∣ Cr−N, ∀N > 0,
∣∣Dpw ◦ ϕ∣∣ C(N,k)(R1−k0 + (1 − k)g+k t)−N−pk−1 , p ∈ N, t  0.
By the variation of ϕ, we have
d
dt
Dϕ = Dv˜(ϕ)Dϕ, (6)
where
Dv˜ =
(
A1,1 A1,2
A2,1 A2,2
)
=
(
kgkR
k−1(1 +O(R)) ∗
mdmR
m−1(1 +O(R)) ∗
)
.
Here, Jet∞r=0 A1,2 = Jet∞r=0 A2,2 = 0. On one hand, by Liouville’s formula ddt (detDϕ) =
trDv˜(ϕ) · detDϕ, we have
|detDϕ|
(
1 − (k − 1)g
+
k t
R1−k
) kg−k
(k−1)g+
k , t  0.
0
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|Dϕ| e
∫ t
0 |Dv˜(ϕ)|dt 
(
1 − (k − 1)g
+
k t
R1−k0
) k
k−1
.
Moreover, if 1 < q ∈ N, we have
d
dt
Dqϕ = Dv˜(ϕ)Dqϕ +Lq(t),
where Lq(t) is the multiplicative and additive of Diϕ and Di+1v˜(ϕ) for i = 1, . . . , q − 1. By
induction assumptions, Lq(t), together with its norm estimation |Lq(t)| Cq(1+ t)τq , is known
already. Thus, by Gronwall inequality, |Dqϕ| Cq(1 + t)γq as t → ∞. Here, Cq , τq and γq are
all constants depending only on v˜, q and N .
Anyway, by above norm estimations, h˜, together with its k-th derivative, have the norm control∫∞
0 C(1 + s)γ˜ ds, where γ˜ < −1 and γ˜ , C are constants depending on the vector field v˜ and k.
That is to say, h˜ ∈ C∞(Uμ × ST ) for some 0 <μ δ. 
As a special case in Proposition 4, i.e. R ≡ 0, we know that system (3) is locally orbitally
conjugated to its C∞ truncation system whatever the relation between k and m. So we just
consider the following special case of system (3)
R˙ = G(R)(1 + w˜(R,β)), β˙ = (1 + F(R))(1 + w˜(R,β)), (7)
where Jet∞r=0 w˜ = 0.
Proposition 5. If m k − 1, then the result in Lemma 4 is also valid.
Proof. As mentioned above, it is equal to prove that the C∞-flat w˜ in system (7) can be C∞
annihilated. Still by homotopy methods, we solve the homological equation
[̂v, ĥ] = ŵ,
where v̂ = (1 + sw˜(R,β)) · (G(R),1 + F(R)), ĥ = (h1, h2), ŵ = (ŵ1, ŵ2) = w˜ · (G(R),
1 + F(R)). Let ϕ be the flow generated by the vector field v̂. The key of this proof is to provide
polynomial control of the norm for Dϕ while other parts are same as in Lemma 4.
Observe that β = ∫ R
R0
du
H(u)
+β0, where H(u) = G(u)1+F(u) . Then, we have the implicit functional
expression
R(t;R0, β0)
= R0 +
t∫
0
G ◦R(s;R0, β0)
(
1 + ŵ1
(
R(s;R0, β0),
R(s;R0,β0)∫
R0
du
F(u)
+ β0
))
ds.
Take derivatives in the variable R0 and β0, then by Gronwall inequality again, we can get norm
estimations for ∀t  0∣∣∣∣ ∂R∂R0
∣∣∣∣ C1(1 + t)γ1,1 , ∣∣∣∣ ∂R∂β0
∣∣∣∣ C2(1 + t)γ1,2,
where C1, C2, γ1,1 and γ1,2 are constants depending only on vector field v̂. By the first order
variation formula (6), i.e.
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dt
∂β
∂β0
= A2,2 ◦ ϕ ∂β
∂β0
+A2,1 ◦ ϕ ∂R
∂R0
,
d
dt
∂β
∂R0
= A2,2 ◦ ϕ ∂β
∂R0
+A2,1 ◦ ϕ ∂R
∂β0
.
Note Jetr=0 A2,2 = 0. Thus by Gronwall inequality, norms of ∂β∂β0 and
∂β
∂R0
cannot increase faster
than a polynomial speed as t → ∞∣∣∣∣ ∂β∂R0
∣∣∣∣ C3(1 + t)γ1,3 , ∣∣∣∣ ∂β∂β0
∣∣∣∣ C4(1 + t)γ1,4,
where C3, C4, γ1,3 and γ1,4 are constants depending only on vector field v̂. That is to say, the
formal solution ĥ ∈ C∞ and the ∞-flat discrepancy w˜ can be C∞ annihilated. 
Proof of Lemma 3. The result follows from Proposition 4 and 5 easily. 
Next we investigate one dimensional vector fields. The following result is well known and
easy to get. However, for completeness of the proof, we rewrite it by the homotopy method. See
also [8] for more details.
Lemma 6. The C∞ vector fields
R˙ = G(R) = gkRk +O
(
Rk+1
) (8)
is C∞ locally conjugated into
R˙ = Ĝ(R) = gkR
k
1 + bRk−1 , (9)
or a polynomial one
R˙ = G˜(R) = gkRk + dR2k−1. (10)
Proof. Consider the equation
R˙ = gkRk + cRm + o
(
Rm
)
, k < m< 2k − 1.
Doing the transformation
R → R + c
gk(m− 2k + 1)R
m−k+1,
the original system is changed into R˙ = gkRk + O(Rm+1). Therefore, doing changes at most
k-times we have that R˙ = gkRk + dR2k−1 + r˜(R), where r˜ = O(R2k).
Set vs = G˜ + sr˜ and w = r˜/G˜2, which is C∞ smooth. Applying the homotopy method, it
leads to
(∂Rh)vs − h(∂Rvs) = r˜ = wG˜2.
Set h = vsf , then we get
f =
R∫
w(x)
1 + sw(x)G˜(x) dx,
0
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so are system (9) and (10), because Ĝ and G˜ can have the same jet till the degree 2k − 1 with
d = −bgk . 
Summarizing Lemma 2, 3 and 6 together, the proof of Theorem 1 can be finally got.
Proof of Theorem 1. It is followed by Lemma 2 and Lemma 3 that the vector fields near in-
variant sets can be C∞ changed into system (4). Then by Lemma 6 system (4) is conjugated
to
R˙ = Gˇ(R), β˙ = 1 + F(R), (11)
where Gˇ = Ĝ or G˜. Finally, let F = F1 +F2 and F2 = O(Rk). By setting h =
∫ R
0 F2(x)/Gˇ(x) dx
the substitution β → β + h(R) conjugates system (11) together with (2). 
3. Fractal analysis
In this part we study isochronous property in fractal analysis for system (2). First we ensure
the existence of the pointwise limitation of pull back of the cross-section. Since the changes of
variables cannot matter the pointwise existence of the limitation curve, we can begin our study
with system (2).
Theorem 7. The limitation of the pull back of the cross-section, which is denoted by L, exists
pointwise for system (2). Moreover, it depends on the initial point but independent of the choosing
of the cross-section. And if system (2) is isochronous, thenL remains a Ck cross-section. If system
(2) is anisochronous, then L is a spiral.
Proof. System (2) can be rewritten as
dR
dβ
= gkR
k
(1 + bRk−1)(1 + h(R)) ,
dt
dβ
= 1 + f (R),
where h(R) = dmRm + · · · + dk−1Rk−1 and f (R) = −h(R)/(1 + h(R)) = dmRm + O(Rm+1)
as R → 0. By Lemma 6 we change it into
dR
dβ
= gkR
k
1 + bRk−1 ,
dt
dβ
= 1 + f (R). (12)
There are two cases.
Case 1. System (12) is isochronous, if and only if k = 1 or f ≡ 0.
Case 2. System (12) is anisochronous, if and only if k > 1 and dm = −dm = 0 for m< k.
Without loss of generality, we assume gk < 0. Thus arbitrary choosing a Ck cross-section
parameterized by
Γ = {ϕt(x)(x, θ˜0) ∣∣ 0 < x  r˜0, t ∈ Ck, t(0+)= 0}.
Set A0(x) = gt(x)(x, θ˜0) = (r0(x), θ0(x)). Then points, where the trajectory beginning at A0(x)
intersects cross-sections Γ and Γ˜ = {(x, θ˜0) | 0 < x  r˜0}, are denoted by Ai(x) = (ri(x), θi(x))
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along the flow be TXY . Note that
TA0(x)An(x) − TA0 (˜r0)An(˜r0) = −t (x)+ TA˜0(x)A˜n(x) + t
(˜
rn(x)
)+ t (˜r0)
− TA˜0 (˜r0)A˜n(˜r0) − t (˜rn).
In Case 1, we have that t (r0, θ0;β) = β − θ0. So TA˜0(x)A˜n(x) − TA˜0 (˜r0)A˜n(˜r0) = 0 and
t (˜rn) − t (˜rn(x)) → 0 as n → ∞ uniformly for 0 < x  r˜0. So the pull back of the cross-section
Γ is parameterized by x as{
ϕt (˜r0)+t (˜rn(x))−t (˜rn)(x, θ˜0)
∣∣ 0 < x  r˜0},
which uniformly converges into the curve
L= {ϕt (˜r0)(x, θ˜0) ∣∣ 0 < x  r˜0}= {(x, θ˜0 + t (˜r0)) ∣∣ 0 < x  r0}.
In Case 2, the trajectory begin at the initial point (R(t), β(t))|t=0 = (r0, θ0) admits
r(r0, θ0;β) = H−1
(
β − θ0 +H(r0)
)
,
and
t (r0, θ0;β) = β − θ0 + F˜
(
β − θ0 +H(r0)
)− F˜ (H(r0)),
where H(x) = −x1−k/(gk(k − 1))+ b lnx/gk , H−1 is denoted by the inverse of H and F˜ (x) =∫
f ◦H−1(x) dx. Moreover, we have that (1− ε)x1−k H(x) (1+ ε)x1−k as x is sufficiently
small, which imply the following estimation for x is sufficiently large(
x
1 + ε
) 1
1−k
H−1(x)
(
x
1 − ε
) 1
1−k
.
Next we show that the pull back of the cross-section Γ exits pointwise. Note we have that
TA˜0(x)A˜n(x) − TA˜0 (˜r0)A˜n(˜r0) = t (x, θ˜0, θ˜0 + nT )− t (˜r0, θ˜0, θ˜0 + nT )
= F˜ ◦H(˜r0)− F˜ ◦H(x)+ F˜
(
H(x)+ nT )− F˜ (H(˜r0)+ nT )
= F˜ ◦H(˜r0)− F˜ ◦H(x)+ f ◦H−1(ξn)
(
H(x)−H(˜r0)
)
,
where ξn lies between H(x)+nT and H(˜r0)+nT . Obviously f ◦H−1 = O(x− mk−1 ) as x → ∞,
therefore f ◦ H−1(ξn) → 0 as n → ∞ for the fixed x and r˜0. Since t (˜rn(x)) and t (˜rn) → 0 as
n → ∞ uniformly for x  r˜0, the pull back of the cross-section is given by
L= {ϕt (˜r0)+F˜◦H(˜r0)−F˜◦H(x)(x, θ˜0) ∣∣ 0 < x  r˜0}.
Finally, we specially mention that since c1 lnx  F˜ (x) c2x1−ε for the sufficiently large x,
then F˜ ◦ H(x) → ∞ as x → 0, which actually imply that L is a spiral. In addition, this curve is
independent of the choice of the cross-section. 
Next we use fractal analysis to study the curve L. Let’s begin with a technical lemma, which
is from [13].
Lemma 8. Assume that the function f is of class C1 and α ∈ (0,1). Then the following state-
ments hold:
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spiral Γ of the focus type given by r = f (ψ) and d = 2+α1+α for the one of the limit cycle type
given by r = 1 ± f (ψ), provided that there exists
lim
ψ→∞
f ′(ψ)
(ψ−α)′
∈ (0,∞).
(ii) (Exponential type) The radial Minkowski dimensional contents d := dimB(Γ, rad) = 1 for
both focus and limit cycle types, provided that there exists
lim
ψ→∞
f ′(ψ)
(e−ψ)′
∈ (0,∞).
Following it, we have that
Theorem 9. Under the assumption of Theorem 7, when the focus or limit cycle is anisochronous,
then the following statements hold:
(i) In the focus type, constants m and k − 1 are both even. And we have that dimB(L, rad) =
2(k−m−1)
k−m for m< k − 1 and dimB(L, rad) = 1 for m = k − 1.
(ii) In the limit cycle type, we have that dimB(L, rad) = 2(k−m)−1k−m .
Proof. Let’s directly computer the expression of the spiral L. For system (2) we set f (R) =
dmR
m + · · · with dm = 0. Without loss of generality, we still assume gm < 0.
By Theorem 7 the spiral L is independent of the choice of the cross-section, thus we use
Γ = {(x, θ0) | 0 < x  r0} conveniently. The trajectory beginning at the initial point (r0, θ0) is
given by
R(r0, θ0; t) = H−1
(
t +H(r0)
)
, β(r0, θ0; t) = θ0 + t + F˜
(
t +H(r0)
)− F˜ (H(r0)),
where as mentioned above H(x) = −x1−k/(gk(k−1))+b lnx/gk , H−1 is denoted by the inverse
of H and F˜ (x) = ∫ f ◦H−1(x) dx. More precisely, we obtain that
F˜ (x) =
{
C1 ln(−(k − 1)gkx)(1 +m2(x)), m = k − 1;
C2(−(k − 1)gkx) k−m−1k−1 (1 +m3(x)), m < k − 1,
(13)
where C1 = dm/(−(k − 1)gk), C2 = C1(k −m− 1)/(k − 1) and mi(x) → 0 as x → ∞.
Next we calculate the pull back of the cross-section Γt = ϕ−t Γ˜t , where
Γ˜t =
{(
x,β(r0, θ0; t)
) ∣∣ 0 < x  r(r0, θ0; t)}.
Thus we obtain that
R(x) = R(x,β(r0, θ0; t);−t)= H−1(H(x)− t)
and by similar arguments for the fixed x and r0 we have that
Θ(x) = β(x,β(r0, θ0; t);−t)
= θ0 + F˜
(
H(r0)+ t
)− F˜ (H(x))+ F˜ (H(x)− t)− F˜ (H(r0))
= θ0 + F˜
(
H(r0)+ t
)− F˜ (H(R)+ t)+ F˜ ◦H(R)− F˜ ◦H(r0)
= θ0 + f ◦H(ξt )
(
H(r0)−H(R)
)+ F˜ ◦H(R)− F˜ ◦H(r0)
→ θ0 + F˜ ◦H(R)− F˜ ◦H(r0).
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L= {(R,Θ) ∣∣R = (F˜ ◦H)−1(Θ − θ0 + F˜ ◦H(r0))}.
In addition, by expression (13) as x → ∞ we have that
d
dx
(F˜ ◦H)−1(x) =
{
O(eδx), m = k − 1;
O(x−
1
k−m−1 −1), m < k − 1,
where δ is a constant dependent on m, k, gk and dm only. So by Lemma 8, it leads to the final
statements. 
Finally, we provide the proof of the main theorem.
Proof of Main Theorem. It follows Theorems 1, 7 and 9 straightforwardly. 
So together with Theorem 9 in [13], our Main Theorem can be rewritten in another form. For
simplicity, here we only state for the elemental focus case.
Proposition 10. Let V be the C∞ vector field and p be a focus with detDV (p) = 0. Set Λ be the
trajectory near p. If the Minkowski box dimension dimB(Λ, rad) = d1 < 2, then the limitation
of the pull back of the cross-section, which is denoted by L, exist pointwise and the vector field
near p can be C∞ locally changed into
R˙ = gkR
k
1 + bRk−1 , β˙ = 1 + dmR
m + · · · + dk−1Rk−1,
where gk = 0 with
k =
{
2/(2 − d1), d1 > 1;
1, d1 = 1.
In addition, if L is not a spiral, then d1 = · · · = dk−1 = 0; if L is a spiral, then dm = 0 with
m =
{
2/(2 − d1)− 2/(2 − d2), d2 > 1;
d1/(2 − d1), d2 = 1.
Proof. By Theorem 9 in [13], it was proved that d1 = 1 if k = 1 and d1 = (2k − 2)/k if k > 1
for the focus satisfying
dR
dβ
= gkRk + · · · ,
where gk = 0. So by comparisons, we know that d1 = 2 implies the Poincaré map is ∞-flat. Then
by our Main Theorem, other results hold. 
4. Examples
In this part two simple example are well illustrated to show the application of our results.
First we see a trivial case, which may happen at a strong focus or limit cycle. So by our
arguments we know that the isochronicity is confirmed,
r˙ = a0r, θ˙ = 1 + b0r2 + b1r4,
where a0 = 0.
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computer (F˜ ◦ H)−1. Here H(x) = lnx/a0, then H−1(x) = ea0x . Since in this case f (x) =
b0x2 + b1x4, then we have that
F˜ (x) =
∫
b0r
2a0x + b1e4a0x dx = b02a0 e
2a0x + b1
4a0
e4a0x,
which implies F˜ ◦ H(x) = b0x2/(2a0) + b1x4/(4a0). So as x → ∞, it is easy to see that
(F˜ ◦H)−1(x) = O(x1/2) if b0 = 0 or = O(x1/4) if b0 = 0 but b1 = 0. However, whatever b0
and b1 are, the condition (F˜ ◦ H)−1(x) → 0 as x → ∞ cannot be fulfilled, which means the
limitation curve L is not a spiral.
Then comes the other one, which can appear near some limit cycles,
r˙ = a1r2, θ˙ = 1 + d0r + d1r2,
where (a1, d0, d1) ∈ R3.
Obviously, the system has several cases.
Case 1. a1 = 0, then the system is isochronous, if and only if d0 = 0.
Case 2. a1 = 0, the origin is a center, which is isochronous, if and only if d0 = d1 = 0.
For Case 1, the following steps in the first example, we have that H(x) = H−1(x) =
−1/(a1x),
F˜ =
∫ −d0
a1x
+ d1
a21x
2 dx =
−d0
a1
ln |x| − d1
a21x
,
and F˜ ◦ H(x) = d0 ln(a1x)/a1 + d1x/a1. So when d0 = 0, then by similar arguments
(F˜ ◦H)−1(x) = O(x) implies that L is not a spiral. That is, the system is isochronous. If d0 = 0,
then (F˜ ◦ H)−1(x) = O(ea1x), which implies L is an exponential spiral and dB(L, rad) = 1.
Therefore, the system is anisochronous.
For Case 2, we still try to computer the curve L. Since the center case is far beyond
our arguments, we use the definition to study. The trajectory is given by r = r0 and θ =
θ0 + (1 + b0r0 + b1r20 )t . So by definition we have R(x) = r(x, θ(r0, θ0; t);−t) = x and
Θ(x) = θ(x, θ(r0, θ0; t);−t)= θ + b0t (r0 − x)+ b1t(r20 − x2).
Therefore, the limitation curve cannot exist. That is to say, our results greatly depend on the
contraction or expansibility of invariant sets.
Appendix A
A.1. Pre-normal forms near focus and limit cycles
In this part we investigate the vector field near planar foci and limit cycles. First of all, we
consider an elemental monodromic focus p of the vector fields V . If the Jacobian matrix is non-
degenerated, i.e. detDV (p) = 0, then in the proper Cartesian coordinates the vector fields at p
admit the form
x˙ = ax − by + o1(x, y), y˙ = bx + ay + o2(x, y),
where b = 0, o1 and o2 are higher order terms. Then in the polar coordinates x = r cos θ and
y = r sin θ , the above system can be rewritten as
r˙ = f (r, θ), θ˙ = 1 + g(r, θ), (14)
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zero, i.e. DV (p) is nilpotent, then doing proper changes of variables in Cartesian coordinates we
have that
x˙ = −y(1 + o1(x, y)), y˙ = (a2n−1x2n−1 + yb(x))(1 + o1(x, y)),
where a2n−1 > 0. Then doing x = rCs(θ) and y = rSn(θ) in generalized polar coordinates it
changes into the form of system (14) but with f and g T -periodic in θ . Here
T = 2
√
π
n
Γ ( 12n )
Γ (n+12n )
.
See [2] and [10] for more details about generalized trigonometrical functions Cs(θ) and Sn(θ).
Next we consider the vector field near an isolated closed trajectory ψ . Reparametrizing ψ for
the arc parameter and choosing moving frame along it, then vector fields near ψ maintain the
similar form of system (14) except that the period T is the are length. See [12] for more details.
Finally, the Poincaré recurrence map is not infinite degenerated, i.e. ∂nx (P (x) − x)|x=0 = 0 for
some n ∈ N. Since by [9] two periodic systems are conjugated if and only if so are their Poincaré
maps, then system (14) can be changed into
r˙ = anrn +
∑
i>n
ai(θ)r
i , θ˙ = 1 +
∑
i1
bi(θ)r
i , (15)
where ai(θ) and bi(θ) are all T -periodic and the constant an = 0.
In the following part we do formal changes of variables to make ai(θ) and bi(θ) independent
of the variable θ .
Step 1. We make bi(θ) independent of the variable θ for i < n. For any T -periodic function f
we set Ef = ∫ T0 f (s) ds/T . Assume that system have been change into
r˙ = H1(r, θ) = anrn +
∑
i>n
ai(θ)r
i , θ˙ = H2(r, θ) = 1 +
k∑
i=1
bir
i +
∑
ik+1
bi(θ)r
i ,
where k < n− 1. Then doing the transformation θ = β + hk+1(β)rk+1, then the system changes
into
r˙ = H3(r, β), β˙ = H4(r, β),
where H3(r, β) = H1(r, β + hk+1(β)rk+1) = anrn +O(rn+1) and
H4(r, β)
= (1 + h′k+1(β)rk+1)−1(−hk+1(β)(k + 1)rkH3(r, β)+H2(r, β + hk+1(β)rk+1))
= 1 +
k∑
i=1
bir
i + (bk+1(β)− h′k+1(β))rk+1 +O(rk+2)
= 1 +
k∑
i=1
bir
i + Ebk+1rk+1 +O
(
rk+2
)
by setting hk+1(β) =
∫ β
(bk+1(s)− Ebk+1) ds.0
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r˙ = H5(r, θ) =
k∑
i=0
an+i rn+i +
∑
i>n+k
ai(θ)r
i ,
θ˙ = H6(r, θ) = 1 +
n+k−1∑
i=1
bir
i +
∑
in+k
bi(θ)r
i .
Let H˜ = (H5,H6). Similarly doing the transformation r = R + hn+k+1(β)Rn+k+1 and θ = β +
gn+k(β)Rn+k , we have that(
R˙
β˙
)
=
(
U(R,β)
V (R,β)
)
= (E +DF˜)−1H˜
((
R
β
)
+ F˜ (R,β)
)
= H˜ + [H˜ , F˜ ] + · · · ,
where F˜ = (hn+k+1(β)Rn+k+1, gn+k(β)Rn+k), [·,·] is the Lie bracket with respect to (R,β).
If n > 1, setting hn+k+1(β) =
∫ β
0 (an+k+1(s) − Ean+k+1) ds and hn+k(β) =
∫ β
0 (bn+k(s) −
Ebn+k) ds the original system can be changed into
R˙ =
k∑
i=0
an+iRn+i + Ean+k+1Rn+k+1 +O
(
Rn+k+2
)
,
β˙ = 1 +
n+k−1∑
i=1
bir
i + Ebn+kRn+k +O
(
Rn+k+1
)
.
If n = 1, setting
hk+2(β) =
{− ∫∞
β
ean(k+1)(β−s)ak+2(s) ds, an > 0;∫ β
−∞ e
an(k+1)(s−β)ak+2(s) ds, an < 0
and
gk+2(β) =
{− ∫∞
β
ean(k+1)(β−s)bk+1(s) ds, an > 0;∫ β
−∞ e
an(k+1)(s−β)bk+1(s) ds, an < 0.
Then changed system has the form
R˙ =
k∑
i=0
a1+iR1+i +O
(
Rk+3
)
, β˙ = 1 +
k∑
i=1
biR
i +O(Rk+2).
In the last part, we provide the technical lemma from [12]. See also [8] for more details.
Lemma 11. For arbitrary formal series
f̂ (x, θ) =
∑
l∈Zn
al(θ)
l! x
l, x ∈ Rm,+
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function f : Rn × Rm → R such that f is 2π -periodic in each component of the variable θ and
Jet∞x=0 f = f̂ .
Using it, by choosing smooth coordinate substitutions, which have the same derivatives with
respect to x as the above formal ones at x = 0, system (14) is C∞ conjugated into system (3).
A.2. Homotopy method
In this part we provide a path method called the ‘homotopy method’ to solve homology equa-
tions. More details can be found in [7] and [8].
Set v and w be two C∞ smooth vector fields in Ω ∈ Rn. Let e = w− v and vs = v+ se. Then
v0 = v and v1 = w. Consider the vector field on Ω × R given by
V (x, s) = (vs(x),0), x ∈ Ω, s ∈ [0,1] ⊆ R.
Lemma 12. Assume that there exists a C∞ vector field
U(x, s) = (h(x),1), (x, s) ∈ Ω × [0,1],
satisfying
[h,vs] = e, (16)
where h ∈ C∞(Ω × [0,1]) and [·,·] is the Lie bracket taken with respect to the variable x. Let
Ω0 and Ω1 be two domains admit
ϕ1U
(
Ω0 × {0}
)= Ω1 × {1},
where ϕ1U is the time-1 map defined by the vector field U , then two vector fields v|Ω0 and w|Ω1
are C∞ conjugated each other.
Proof. Note that the set {s = constant} is invariant under the vector field V . Moreover, the ho-
mological equation (16) implies [U,V ] ≡ 0, where [·,·] is the Lie bracket taken with respect
to the variables x and s. Together with the condition that ϕ1U maps Ω0 × {0} into Ω1 × {1}, it
follows
ϕ1U ◦ ϕtV |s=0 = ϕtV |s=1 ◦ ϕ1U .
Thus we complete the proof by the differentiability on the initial value and the fact that V |s=0 =
(v,0) and V |s=1 = (w,0). 
Lemma 13. The functions
h(x, s) = −
∞∫
0
X−1(t;x, s) · e ◦ ϕt (x, s) dt, (17)
h(x, s) =
∞∫
X−1(−t;x, s) · e ◦ ϕ−t (x, s) dt (18)0
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by the vector field vs and the matrix solution X(t;x, s) is given by X(t;x, s) = ∂xϕt (x, s).
Proof. For simplicity of the notation, we fixed the parameter s. Let hτ := (ϕτvs )∗h, which is
defined as
hτ (x) = (X(τ ;x)h) ◦ ϕ−τvs (x) = X(τ ;ϕ−τvs x)h(ϕ−τvs x).
Since we have ϕτvs x = x + τvs(x)+ o(τ) and X(τ ;x) = I + τ∂xvs(x)+ o(τ), it follows that
hτ (x) = h ◦ ϕ−τvs x + τ(∂xvsh) ◦ g−τvs x + o(τ)
= h(x)− τ∂xh(x)vs(x)+ τ∂xvs(x)h(x) + o(τ),
which implies
dhτ
dτ
∣∣∣∣
τ=0
= [vs, h].
While by formula (17) and the definition of h we have that
hτ = −
∞∫
0
X−1(−τ ;x)X−1(t;ϕ−τvs x)e(ϕ−τ+tvs x)dt
= −
∞∫
0
X−1(t − τ, x)e(ϕt−τvs x)dt
= −
∞∫
−τ
X−1(t;x)e(ϕtvs x)dt.
So
dhτ
dτ
∣∣∣∣
τ=0
= −X−1(0, x)e(ϕ0vs x)= −e(x).
Therefore, formula (17) is a formal solution. And so is (18) by similar arguments. 
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