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RESUMO 
Os dados de processo, obtidos em unidades industriais, são a base para decisões que 
vão influir na qualidade dos produtos que gera e de ações que podem, em certos casos, afetar a 
segurança industrial. Quando obtidos em equipamentos em escala de laboratório, são o alicerce 
onde se fundamentam o projeto de novos processos. Em vista disto, quanto mais próximo os 
valores das quantidades medidas estiverem dos valores verdadeiros correspondentes, mais 
acertadas e confiáveis as ações fundamentadas na sua análise. 
Neste trabalho, foram desenvolvidos procedimentos computacionais para reconciliação 
e retificação de dados de processo, que buscam obter as melhores estimativas, de acordo com 
algum critério, para as quantidades medidas, seguidas da obtenção de estimativas para as 
quantidades não-medidas observáveis. Eles são aplicáveis a balanços de massa 
multicomponentes, sujeitos a restrições lineares, podendo ou não ocorrer reações químicas. 
Estes procedimentos utilizam projeção matricial para simplificação do problema de 
obtenção dos ajustes das quantidades medidas, o que é feito através do método dos mínimos 
quadrados ponderados e dos multiplicadores de Lagrange. Do conjunto de restrições, fazem 
parte, as equações de balanços de massa, podendo ser incluídas restrições adicionais, como a 
razão de partição conhecida de um divisor de fluxo. Considera-se que, quando a composição 
de um componente de uma corrente total é medida, a vazão total daquela corrente também é 
medida. As vazões medidas das correntes totais são sempre incluídas, o que pode levar à 
redundância, além de assegurar que a soma das vazões ajustadas dos componentes de uma 
corrente seja igual à vazão ajustada da corrente total. 
Na retificação de dados, são utilizados três testes estatísticos para detectar e identificar 
a presença de fontes de erros grosseiros, sendo um deles um teste global, aplicado ao processo 
como um todo, que é testado contra uma distribuição qui-quadrado. Os outros dois, são um 
teste de medida de potência máxima, aplicado a cada medida individual, e um teste de 
desbalanço nodal, aplicado a cada restrição remanescente, após a remoção das quantidades 
não-medidas, que são testados contra uma distribuição gaussiana. 
Relatam-se os resultados da aplicação do programa de reconciliação de dados 
(Programa RECON) a cinco processos distintos: a um processo de síntese de amônia que 
contém quatro nós, a um reator químico, onde ocorrem duas reações químicas, a uma rede de 
vapor com nove nós e vinte correntes, a um processo de síntese de ácido nitrico com oito nós 
e sete espécies químicas e a um circuito de moagem. 
Relatam-se os resultados da aplicação do programa de retificação de dados (Programa 
RETIF) a cinco casos gerados para o processo de síntese de amônia, a quatro casos do 
processo de síntese de ácido nítrico e a três casos do circuito de moagem. 
Paralelamente, foi elaborado um procedimento computacional para classificação de 
variáveis de processo, designado TCLASS, aplicável a variáveis de balanços de massa 
multicomponentes, em que as restrições se referem essencialmente a quantidades extensivas, a 
menos das equações de normalização. As vazões e concentrações de componentes medidas são 
classificadas em redundantes e em não-redundantes e as vazões não-medidas e a conversão de 
cada reação química são classificadas em observáveis e não-observáveis. Este programa pode 
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ser utilizado para definição da colocação de pontos de medição de sistemas de monitoramento 
de processos. 
Relatam-se, a aplicação do programa TCLASS a oito casos do processo de síntese de 
amônia e a dois casos de um processo de evaporação-cristalização de nitrato de potássio. 
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CAPÍTULO 1. INTRODUÇÃO 
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Os valores medidos de variáveis de processo podem conter erros de medida, pois são 
obtidos através de instrumentos que, além de serem inerentemente imprecisos, são utilizados 
para a medição de variáveis aleatórias. O caráter aleatório das medidas experimentais pode ser 
decorrente de vários fenômenos, como ruídos de processo, ruídos de sinal e perturbações 
ambientais. Portanto, um dado conjunto de valores medidos pode levar ao não-obedecimento 
das leis fundamentais de conservação de massa e de energia, referentes ao processo em 
questão. Estes erros podem ser de dois tipos: erros aleatórios, considerados independentes e 
como tendo uma distribuição normal com média zero e erros grosseiros, que são causados por 
eventos não-aleatórios, como instrumentos descalibrados, mau funcionamento de instrumentos 
de medição ou devido ao emprego de modelo do processo incompleto ou impreciso. 
Por outro lado, eles são a base de atividades importantes como projeto, planejamento 
da produção, análise, controle e otimização de processo e análise de falha de uma unidade. Em 
vista disso, são utilizados para obter estimativas de parâmetros de processo, como eficiência de 
estágio, coeficientes de transferência de calor e de massa e velocidades de reações químicas, 
por exemplo. 
O uso de dados contendo erros pode conduzir ao mau desempenho de uma unidade e a 
operações perigosas. É válido notar que, em alguns casos, as atividades de controle e 
otimização de um processo estão baseadas em pequenas melhorias em seu desempenho, de 
modo que erros nos dados ou métodos arbitrários para analisá-los, podem mascarar ou ampliar 
mudanças reais no desempenho de uma unidade. Por outro lado, os dados de laboratório ou de 
plantas-piloto, que contém erros e são usados para desenvolver modelos para o projeto de 
unidades, podem levar ao mau dimensionamento das unidades do processo. 
Quando os dados medidos são sujeitos somente a erros aleatórios, eles podem ser 
aprimorados através da reconciliacão de dados de processo, que trata da obtenção de 
estimativas (valores corrigidos) para os valores medidos através de um critério previamente 
estabelecido, sendo o método dos mínimos quadrados ponderados, o comumente empregado. 
Estes valores corrigidos são utilizados, muitas vezes, para a obtenção de estimativas para 
valores que não foram medidos, em decorrência daquelas situações onde as correntes são 
sujeitas a condições operacionais extremas que impedem a amostragem ou medição, ou 
contém instrumento danificado ou não são medidos por razões econômicas. A obtenção de 
estimativas para valores não-medidos se chama coaptacão. 
Quando há suspeita de que os dados medidos contêm valores com erros grosseiros ou 
grosseiros, é necessário identificar e remover as quantidades a eles correspondentes, antes da 
reconciliação final dos dados. Caso contrário, ela pode levar a uma série de pequenas 
incorreções nas demais quantidades medidas, originando dados ruins, isto sem considerar o 
fato de que a presença de erros grosseiros invalida a base estatística dos procedimentos de 
reconciliação de dados. A obtenção de estimativas para os valores medidos, que considera 
como possível a presença de erros grosseiros, recebe a designação de retificacão de dados. 
É importante notar que nem sempre é possível ajustar todos os dados medidos. Para 
que haja ajustes é necessário que as medidas sejam redundantes ou tenham covariância com 
outras quantidades medidas. Da mesma forma, nem sempre é possível estimar os valores de 
quantidades não-medidas, que podem ou não ser observáveis. Esta questão é tratada na 
classificacão de variáveis de processo, que permite determinar quais dos valores não-medidos 
que podem ser unicamente determinados a partir dos valores medidos. Por outro lado, no caso 
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de quantidades medidas pode ser fundamental conhecer seus valores mesmo se houver falha 
nos instrumentos responsáveis por sua medição, A classificação de variáveis de processo 
contempla a classificação de quantidades medidas em redundantes e não-redundantes. 
Além disso, a classificação de variáveis de processo pode ser usada para analisar o 
desempenho de sistemas de monitoramento e definir a colocação de instrumentos de medição 
de unidades de processo. 
Estes problemas de haver erros nos dados sempre existiram. Entretanto, quando as 
medições e a aqu.isição de dados eram feitas, habitualmente, por operadores de planta e 
engenheiros, a precisão e consistência de dados era verificada com base em seu conhecimento 
e experiência do processo. Agora, quando estas atividades são realizadas, automaticamente, 
por computadores, um volume maior de dados deve ser verificado sem o beneficio da 
vigilância e intervenção humana. Então, surge a necessidade de se contar com uma base 
racional e sistemática para análise e tratamento de dados de processo, que deve ser 
implementada em computador. 
Em vista disto, buscou-se o desenvolvimento de metodologias e procedimentos 
computacionais, qLie tratam da reconciliação e da retificação de dados de processo de sistemas 
multicomponentes? no estado estacionário, sujeitos a restrições lineares, e da classificação de 
variáveis de processo, cujos desempenhos são verificados pela aplicação a diversos casos. As 
metodologias e procedimentos estudados levaram ao desenvolvimento de três programas 
computacionais qae focalizam especificamente cada uma dessas situações, que são tratadas em 
detalhe nos capítulos 3, 4 e 5. 
CAPÍTULO 2. REVISÃO DA LITERATURA 
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Os dados <ie processo são o alicerce em que se fundamentam atividades de controle de 
processo, como planejamento e controle da produção e programação da operação, bem como 
da análise da performance do processo. Portanto, quanto mais próximos esses dados estiverem 
dos valores reais, mais confiáveis serão os resultados das análises deles derivadas. Por outro 
lado, se os valores medidos estiverem mascarados por erros de medição consideráveis, eles 
poderão conduzir a ações de controle inadequadas e indesejáveis. 
Inicialment:e, a aquisição de dados de processo era uma atividade humana e a precisão e 
consistência dos valores medidos eram verificadas pelo analista, com base em seu 
conhecimento do processo e em sua experiência. Entretanto, quando ela passou a ser feita por 
computadores, tornou-se necessária a existência de algoritmos para testar os dados medidos. A 
instalação de computadores digitais no meio-ambiente operacional de refinarias e complexos 
químicos, bem corno os avanços na instrumentação de processos, possibilitam que a aquisição 
de dados seja feita de forma ampla, freqüente e regular. Todavia, para que sejam realmente 
úteis, é necessário dispor de metodologia que permita a obtenção de estimativas confiáveis e 
consistentes das variáveis de processo, a partir dos valores medidos. 
Foi na década de 60, que surgiram os primeiros estudos sobre procedimentos para 
ajuste de dados de processo e testes para verificação de dados. Desde então, este assunto tem 
sido objeto de vários trabalhos, com enfoques diversos, entre os quais se incluem a questão da 
detecção e identificação de erros grosseiros e a classificação de variáveis medidas e não-
medidas. 
Apresenta-se, a seguir, uma análise de trabalhos sobre ajuste de dados de processo, que 
tem caráter amplo, quanto ao tipo de restrições (lineares e não-lineares) e quando às condições 
de operação ( est:ado estacionário ou não-estacionário), por exemplo. Incluem-se, ainda, 
assuntos relacionados como classificação de variáveis de processo. Para dar uma idéia da 
forma como foi obtida, informa-se que aborda trabalhos publicados na literatura, a partir de 
meados de 1960, que foram identificados, inicialmente, a partir de referências cruzadas do 
artigo de Crowe ( 1 986) e de pesquisa no Engineering Index, no período de 1985 a 1992 e no 
Current Contents, entre 1991 e agosto de 1994. Além dos trabalhos apresentados a seguir, 
outros podem ser encontrados no item 4.3, que inclui artigos sobre o problema da detecção e 
identificação de erros grosseiros. 
Ripps ( 1 965), para resolver o problema de ajuste de dados experimentais para o 
fechamento de balanços de massa e de energia de sistemas no estado estacionário, empregou o 
método dos mínimos quadrados ponderados, que tinha as equações dos balanços de massa 
nodais como condições, e utilizou os multiplicadores de Lagrange para resolver o sistema de 
equações. Observa que se deve fazer distinção entre dois tipos de erros nos dados: pequenos 
erros aleatórios e erros grosseiros, embora não defina um critério para sua identificação. 
Acrescenta que, quando há erros grosseiros, as medidas a eles correspondentes devem ser 
eliminadas, após o que se recalculam os ajustes. Apresenta um algoritmo que facilita a 
repetição do procedimento de ajuste, no caso em que se deseja estudar o efeito da remoção de 
várias medidas, uma de cada vez. Relata que, freqüentemente, ao ajuste total mínimo 
corresponde o conjunto de dados mais correto. 
Václavek (l969a) estudou o ajuste de dados de processo de balanços de engenharia de 
sistemas complexos, utilizando o método dos mínimos quadrados, cuja solução foi obtida 
através dos multiplicadores de Lagrange. Discute o problema de como escolher um esquema 
de balanço de correntes medidas, para que a combinação de dados medidos seja consistente 
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com as equações de balanço. Simplifica o sistema de equações, a ser resolvido, analisando a 
topologia do sistema e unindo nós ligados por correntes não-medidas. Considera somente o 
balanço de uma única quantidade, que pode ser, por exemplo, um balanço total de massa ou o 
de um dos componentes. 
V áclavek ( 1969b ), estudando o aprimoramento de dados medidos de balanços, em 
sistemas complexos de engenharia química, derivou um algoritmo para classificar as correntes 
medidas e as correntes não-medidas, de acordo com suas propriedades topológicas no 
esquema de balanço. As medidas são dispostas em dois grupos e em um deles se incluem 
aquelas que podem ter seu valor obtido por medida direta e também através dos valores de 
outras correntes rr.a.edidas. No outro, são colocadas as que somente podem ser determinadas 
pela medida direta. No caso de correntes não-medidas, também são possíveis duas alternativas: 
num dos grupos são colocadas aquelas que podem ser determinadas, através das relações de 
balanço, a partir das estimativas dos valores medidos, e no outro, aquelas que não podem ser 
determinadas. Define o que chama de esquema de balanço reduzido (RBS), obtido pela 
simplificação do balanço original do sistema, do qual foram retiradas todas as correntes não-
medidas e as correntes medidas que não podem ser corrigidas. Observa que o valor mínimo da 
função objetivo do RBS é o mesmo que o da função correspondente ao esquema de balanço 
inicial. 
Umeda et alii. (1971) tratam do problema de ajuste de dados e de estimar parãmetros 
de plantas químicas, como um problema de otimização sob várias restrições, que são as 
expressões matemáticas das relações entre as variáveis de processo, em condições 
estacionárias. Utilizaram o Método Complexo de Box para resolver o problema de otimização, 
que é aplicado a um processo constituído por dois reatores de tanque agitado contínuos 
(CSTR) e duas colunas de destilação com malha de reciclo. 
Nogita ( 1972) utilizou o método dos mínimos quadrados ponderados para o ajuste de 
dados de processo~ no estado estacionário, e um critério de teste estatístico, para verificar a 
presença de erros grosseiros. Apresenta um algoritmo para a identificação de erros grosseiros 
pela eliminação seqüencial de valores medidos, onde compara o efeito da remoção de cada 
medida no valor numérico da função-teste proposta, para chegar ao conjunto consistente mais 
provável, que corresponde ao menor valor da função. Considera o caso em que todas variáveis 
são medidas. 
Murthy ( 19 73) apresenta um procedimento simples para ajustar vazões molares de 
vanas espécies, que entram e saem de um reator químico, de forma que as equações de 
conservação dos elementos sejam obedecidas, sendo estas as únicas restrições impostas. 
Utilizou o método dos mínimos quadrados ponderados, sujeito às equações de conservação. O 
problema é resolvido utilizando os multiplicadores de Lagrange. Este método não exige 
qualquer conhecimento das reações químicas que ocorrem no reator. 
Murthy ( 1974) estudou o ajuste de dados de vazões, através de um reator químico, de 
modo a satisfazer as equações de balanços de massa, quando as reações são conhecidas e 
existem restrições adicionais, tais como a irreversibilidade de certas reações e o fato de certas 
espécies serem inertes, sob as condições de reação. Observa que, quando as reações são 
conhecidas, é melhor formular o problema de ajuste de dados, utilizando um conjunto de 
reações independentes. Porém, se o número de reações químicas independentes no sistema for 
igual ao máximo possível (que é igual ao número de espécies químicas menos a característica 
da matriz dos elementos) e se as reações independentes forem todas reversíveis, as correções 
obtidas usando este procedimento são idênticas às que seriam obtidas através de método 
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descrito no estudo citado no parágrafo anterior. Apresenta um conjunto de fórmulas simples 
para resolver o problema proposto, utilizando o método dos mínimos quadrados ponderados e 
a substituição algébrica direta para resolver o sistema de equações obtido. 
Almásy e Sztanó (1975) estudaram a verificação da existência de erros e a correção de 
medidas de variáveis de processos, descritos por modelos lineares. Observam que, á estimativa 
de medidas por mínimos quadrados, correspondem, também, a estimativa de probabilidade 
máxima e a estimativa não-tendenciosa de variância mínima, quando os erros de medida 
seguem uma distribuição Gaussiana com média zero. Isto ocorre quando as medidas são 
sujeitas somente a pequenos erros aleatórios. A estatística-teste proposta para verificar a 
presença de erros grosseiros se baseia na distribuição qui-quadrado, sendo aplicada ao 
conjunto de dados como um todo, cuja matriz dispersão dos erros é conhecida. Apresentam 
um algoritmo para procurar a fonte de erro grosseiro, considerando que todas as suposições 
sobre a distribuição dos erros se mantêm, exceto o valor esperado zero do erro de uma única 
medida. Quando a matriz dispersão dos erros não é conhecida, sugerem o uso de outro 
algoritmo para a verificação dos dados, que se baseia na matriz dispersão dos defeitos do 
modelo. Observam que, na prática, não se tem uma matriz exata de dispersão dos erros, mas 
uma aproximação. Todavia, provam que os erros das estimativas não são sensíveis a pequenos 
erros na estimativa dessa matriz. O método de pesquisa de erros grosseiros tem como 
limítação o fato de admítir a possibilidade da presença de um único erro sistemático, sendo 
adequado ao caso em que o quociente entre o erro grosseiro e a dispersão dos erros regulares 
não é muito pequeno. 
Václavek et alii.(l976a) descrevem um método para ajustar parâmetros de correntes 
medidas, no cálculo de balanços de massa multicomponentes e citam as relações básicas para 
resolver os ajustes. Os parâmetros selecionados são as vazões totais e as concentrações dos 
componentes das correntes. Observam que nem sempre todos os parâmetros das correntes são 
medidos e que, então, pode-se reduzir o fluxograma de massa inicial. Utilizam os conceitos de 
fluxograma reduzido de primeiro e de segundo grau e classificam as correntes em quatro 
categorias, de acordo com sua distribuição de parâmetros medidos e não-medidos. Utilizaram 
o método dos minimos quadrados ponderados para obtenção das estimativas, o qual foi 
resolvido utilizando o método dos multiplicadores de Lagrange. Em outro artigo ( 1976b ), 
descrevem os algoritmos para a obtenção dos fluxogramas reduzidos de primeiro e de segundo 
grau e para classificação dos parâmetros das correntes, que tomam possível simplificar a 
solução do sistema de equações. Uma restrição desse estudo é que prevê, somente, a 
possibilidade de classificação das correntes em quatro categorias, contemplando unicamente os 
casos em que todos os componente> de uma corrente têm sua concentração medida ou que a 
concentração de nenhum deles é medida, quando o parâmetro considerado é a concentração. 
Václavek e Louchka (1976) apresentam dois algoritmos relacionados ao ajuste de 
dados de processo. Um deles é usado para classificar os parâmetros das correntes, que são a 
vazão total e a concentração dos componentes, a fim de encontrar os parâmetros medidos 
redundantes e os parâmetros não-medidos determináveis, para simplificar os cálculos de ajuste 
de dados de processo. Observam que o uso sucessivo desse algoritmo, aplicado a variações 
individuais de um processo, é um método indireto para projetar pontos de medição. O outro 
destina-se à seleção direta das medidas necessárias para obter os parâmetros desejados de uma 
unidade. Ele também é baseado na idéia de classificação: todos os parâmetros são classificados 
em mensuráveis (conjunto A) e não-mensuráveis (conjunto B), de acordo com a viabilidade 
técnica, e em requeridos (conjunto C) e não requeridos (conjunto D), de acordo com os 
objetivos dos cálculos de balanço. As correntes são agrupadas em somente quatro categorias e 
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os autores consideram que, quando a composição de uma corrente é medida, as concentrações 
de todos os seus componentes são medidas. 
Mah et alii. (1976) mostram como informações inerentes às restrições do processo e 
estatísticas medidas podem ser utilizadas para aprimorar dados de fluxo de processo e de 
inventário. Provam que é possível, através de análise teórico-gráfica, simplificar a reconciliação 
de dados conflitantes, a qual é feita através do método dos mínimos quadrados, cuja função-
objetivo é sujeita a um conjunto de restrições modificado. Este é equivalente ao conjunto 
inicial e é obtido agregando, dois a dois, os nós ligados por arcos (correntes) não-medidas. Os 
valores estimados de variáveis não-medidas são obtidos a partir das equações restritivas 
modificadas. Propõem o uso de uma estatística-teste aplicada, inicialmente, aos balanços 
nodais individuais e, posteriormente, a agregados de nós, para verificar a presença de erros 
grosseiros e localizá-los antes de efetuar a reconciliação de dados e a coaptação. Usando esse 
critério, elaboraram um esquema para a identificação das fontes de erro. Os dados 
considerados são as vazões totais medidas, num dado instante. 
Hlavacék ( 1 977), num artigo de revisão sobre análise de plantas complexas, aborda a 
questão da estimativa e ajuste de dados de processo. Observa que este problema não tem 
merecido a mesma ênfase dada ao problema de estimativa de parâmetros de um modelo 
particular ou à discriminação entre modelos rivais, os quais têm sido objeto de grande parte 
dos procedimentos estatísticos desenvolvidos até então. Relata que para o ajuste de balanços 
de um componente vem sendo empregada, desde 1964, a estimativa pelos mínimos quadrados 
e que o ajuste de balanços multicomponentes é mais complicado, pois as restrições são não-
lineares. Registra, como possíveis, cinco modos de solução para este caso: I) substituição 
algébrica direta de variáveis das restrições na função-objetivo, 2) minimização via 
multiplicadores de Lagrange, 3) solução direta por programação não-linear, 4) minimízação 
por programação linear e 5) critério mínimax de Chebyschev. 
Knepper e Gorman (1980) apresentam as equações para ajustamento de dados e 
estimativa de parâmetros, desenvolvidas a partir da teoria das inversas generalizadas. Elas se 
destinam à análise de conjuntos de dados, sujeitos a restrições, e ao planejamento de medições 
experimentais, aplicando-se a casos lineares e não-lineares. Examinaram a convergência de 
problemas não-lineares, para o que sugerem o uso de um algoritmo computacional. 
Desenvolvem a matriz variância-covariância dos parâmetros calculados, a dos dados ajustados 
e a covariância entre elas, que são usadas na decisão da validade de medidas experimentais 
adicionais, para aumentar a precisão. Descrevem um teste qui-quadrado multivariado, que 
permite verificar as discrepâncias nas restrições, que são inconsistentes com a matriz variância-
covariância dos dados medidos. Descrevem, ainda, outros testes estatísticos para que as 
estimativas sejam livres de erros grosseiros. 
Romagnoli e Stephanopoulos (1980) estudaram a retificação de dados medidos em 
plantas químicas complexas, que operam no estado estacionário e a obtenção de estimativas de 
variáveis não-medidas. Propõem o uso de um algoritmo para classificar as correntes medidas e 
as não-medidas, baseado na matriz ocorrência, a fim de reduzir a tamanho do problema. 
Apresentam, também, diferentes algoritmos referentes à solução de problemas práticos 
especiais, como seleção de parâmetros corrigíveis, seleção de medidas necessárias para que um 
processo seja determinável e seleção de medidas necessárias para que certos parâmetros sejam 
determináveis. Propõem o uso de testes estocásticos para verificar a consistência de dados do 
processo e detectar erros grosseiros. Este estudo se aplica tanto ao caso de restrições lineares 
como não-lineares, considerando a situação em que quando a composição de certas correntes 
são medidas, elas são medidas para todos os componentes. 
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Romagnoli e Stephanopoulos (1981) estudaram a retificação de dados medidos de 
processo, na presença de erros grosseiros. Apresentam um método para identificar a fonte de 
erros, através da eli:minação seriada de uma ou mais medidas de cada vez. Utilizaram o método 
dos mínimos quadrados para a obtenção dos ajustes, tendo como restrições os balanços de 
massa nodais. No método desenvolvido, faz-se o processamento seqüencial das equações de 
balanço. Argumentam que ele simplifica a identificação de erros grosseiros, durante o processo 
de reconciliação, e facilita o tratamento de dados de processo de grande dimensão, pois 
fornece um critérie> simples individualizado para cada balanço, ao contrário da função-teste 
global. O critério é baseado na distribuição qui-quadrado dos resíduos de balanço. Utilizam 
análise estrutural para identificar um conjunto reduzido de medidas suspeitas de erro. Este 
estudo é restrito ao caso de balanços lineares, que, na prática, são encontrados somente em 
balanços globais; te>davia, pode ser aplicado ao caso de balanços de componentes e de energia 
linearizáveis. 
Mah ( 1981) apresenta uma revisão sobre estudos em áreas relacionadas ao ajuste de 
dados de processo, envolvendo a reconciliação de dados de processo, a classificação de 
variáveis e medidas, a detecção e identificação de erros grosseiros e a definição de pontos de 
tomada de medidas, que formam uma base para o projeto e análise de sistemas de 
monitoramento do desempenho de processos. Observa que, inicialmente, dava-se ênfase aos 
procedimentos de cálculo para a reconciliação, que deu lugar à questão de classificação de 
variáveis e medidas e à detecção e identificação de erros grosseiros. Argumenta que trabalho 
posterior é necessário para avaliar e generalizar os algoritmos desenvolvidos e para integrar os 
ganhos específicos em diferentes aspectos de sistemas de monitoramento do desempenho, para 
que tenham uso industrial direto. 
Stanley e Mah (198la) apresentam dois algoritmos para determínação da 
observabilidade local e global e redundância de variáveis individuais e medições de processos, 
que se baseiam em técnicas de análise teórico-gráfica. O tratamento considera somente 
restrições de conservação de massa e de energia, porém observam que pode ser estendido a 
processos com outras restrições adicionais, como frações de partição especificadas. 
Stanley e Mah (1981b) desenvolveram uma teoria sobre observabilidade e redundância 
aplicável a sistemas no estado estacionário, através de analogias com sistemas dinâmícos. 
Demonstram a importância desses conceitos na predição do desempenho qualitativo de 
estimadores, como os mínimos quadrados condicionados e outros. Mostram como a 
observabilidade local está diretamente ligada à unicidade local da solução da equação de 
medida e como a não-observabilidade local provoca a falha do estimador tanto no caso de 
estimador no estado estacionário, como no estado quase-estacionário. Para restrições e 
medições lineares, as condições para observabilidade local também valem para observabilidade 
global e o sistema é decomponivel em subsistemas (redundante, estritamente observável e não-
observável). 
Crowe et alii. ( 1983) estudaram o ajuste de dados de vazões de sistemas 
multicomponentes, no estado estacionário, utilizando os mínimos quadrados ponderados, de 
forma que as leis de conservação de massa fossem obedecidas. O caso básico contém 
restrições que são lineares nas vazões dos componentes e na vazão total. Consideram que nem 
todos os parâmetros são medidos e utilizam projeção matricial para decompor o problema, 
objetivando, inicialmente, ajustar os dados medidos corrigíveis e, posteriormente, calcular os 
valores estimados de parâmetros não-medidos observáveis. O método é estendido para casos 
contendo restrições bilineares, que envolvem parâmetros desconhecidos, como a fração de 
divisão de um divisor de fluxo. Utilizam três estatísticas-teste para verificar a presença de erros 
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grosseiros nas medidas, aplicadas ao conjunto de dados como um todo, a cada nó e a cada 
medida, baseadas na distribuição normal ou na distribuição qui-quadrado. 
Almásy e Mah (1984) observam que, quase sem exceção, todos os desenvolvimentos 
de técnicas sistemáticas para reconciliação de dados de processo se baseiam na suposição de 
que os erros de m.edida são variáveis aleatórias, que obedecem uma distribuição estatística 
conhecida, cuja ma-triz covariància é também conhecida, mas muito pouco tem sido dito sobre 
como este conhecimento pode ser obtido. Neste trabalho, delineiam e avaliam um método para 
estimar esta matriz~ fazendo uso dos resíduos das restrições, que são calculados a partir dos 
dados disponiveis. 
Tarnhane e Mah (1985), em artigo de revisão da literatura, abordam a questão da 
reconciliação de dados e detecção de erros grosseiros em redes de processos químicos. 
Consideram processos que se encontram no estado estacionário e cujos valores medidos 
representam um instantâneo do processo, num dado momento. Assumem que, na ausência de 
erros grosseiros, o valor esperado do erro é zero e que a matriz covariância é conhecida e 
positiva por definição. Observam que o método dos mínimos quadrados ponderados é 
comumente usado para obter estimativas de variáveis medidas e não-medidas, devido ás suas 
propriedades de obter a melhor estimativa no caso não-condicionado. Apresentam o método 
de solução devido a Crowe et alii. ( 1983 ), que é adequado ao caso em que, também, estão 
presentes restrições não provenientes do arranjo de fluxo das correntes. No que se refere à 
detecção de erros grosseiros, observam que, até pouco tempo, trabalhos de engenharia química 
não eram descritos no corpo da pesquisa estatística. Descrevem três tipos de testes propostos 
para detectar erros grosseiros. O primeiro é uma estatística-teste global, proposta por vários 
autores, baseada numa distribuição qui-quadrado, cuja desvantagem apontada é a necessidade 
de um esquema de teste para detectar as fontes de erros grosseiros, pois analisa o processo 
como um todo; observam que para calcular esta estatística não é necessária a reconciliação 
prévia dos dados. O segundo é uma estatística-teste nodal, destinada a verificar em separado 
cada desbalanço nodal, que é testada frente a uma distribuição normal padronizada, proposta 
por Reilly e Carpani, em 1963, e por Mah et alii (1976). Comentam que a aplicabilidade do 
algoritmo básico, desenvolvido pelos últimos, para usar esta estatística, é limitada, pois 
considera que os erros grosseiros em diferentes correntes, conectadas num mesmo nó, não se 
cancelam. Em vista disto, recomendam seu uso como teste suplementar. O terceiro é um teste 
de medida, proposto pelos próprios autores deste artigo de revisão, que é aplicado aos ajustes 
(resíduos) individuais de cada medida, que também são testados contra uma distribuição 
normal. Relatam uma dificuldade associada ao uso deste teste e uma forma de evitá-la: trata-se 
da não-identificabilidade de erros gros~eiros ocorrentes sempre que as mesmas duas correntes 
conectam os mesmos dois nós, nos casos em que as restrições são somente devidas à rede do 
processo. Este inconveniente pode ser evitado incorporando outras restrições envolvendo, 
usualmente, informações estequiométricas adicionais. Para resolver o caso de restrições não-
lineares, reportam-se ao algoritmo proposto por Knepper e Gorman (1980), do tipo Gauss-
Newton, e ao caso especial descrito por Crowe et alii.(l983). Finalmente fazem comentários 
quanto ao problema de obtenção da matriz covariância, quando há correlação entre 
observações consecutivas, ao problema de observações dependentes do tempo e à necessidade 
de muito trabalho teórico para tratar a questão de restrições não-lineares. Além disso, 
observam que os esquemas de detecção de erros grosseiros devem ser aperfeiçoados para 
incluir restrições relacionadas com a não-negatividade natural dos parâmetros e que o não-
fechamento das equações de balanço pode ser devido à mal especificação das restrições e 
sugerem o uso dos testes nodal e de medida combinados. 
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Romagnoli ( 1983 ), ao tratar do problema de reconciliação de dados em processos 
químicos, discute a relevância da redundância e a possibilidade de obter estimativas no 
processamento de dados. Define as condições gerais para a completa determinação do sistema, 
usando as propriedades de solução das equações de balanço. Desenvolve uma técnica 
recorrente para ajustamento de dados para processar as restrições do sistema, que considera 
adequada para um esquema de detecção e identificação de falhas. Trata ainda do problema de 
estimar parâmetros do sistema na presença de um vetor desvio desconhecido constante (dos 
erros sistemáticos)~ acrescentando um termo á função que modela as equações das medidas. 
As correções devidas correspondentes são aplicadas aos resultados do ajuste original que não 
considera a presença desses desvios. O caso estudado se refere a um processo no estado 
estacionário, descrito por um sistema linear ou que foi linearizado, cujas medidas são 
funcionalmente independentes. 
Narasimhan et alii.(l986) descrevem um teste estatístico composto, para determinar se 
as variáveis de um processo sofreram mudanças de estados estacionários. Esta determinação é 
importante em aplicações como na reconciliação de dados de processo, cujo procedimento 
depende do comportamento da unidade. É chamado composto pois se realiza em duas etapas: 
na primeira, determina-se se as variâncias de um conjunto de variáveis (testadas 
simultaneamente) obtidas em dois períodos de tempo consecutivos são iguais. Na segunda 
etapa, de acordo com a resposta da primeira, aplica-se o teste adequado, em que se verifica se 
os valores verdadeiros correspondentes às variáveis, cujas variâncias foram testadas na 
primeira etapa, são iguais. Se a resposta do teste do segundo estágio for negativa, diz-se que o 
sistema está no estado não-estacionário. Observam que o desempenho do teste composto é 
caracterizado por duas quantidades: a probabilidade de ocorrer um erro do Tipo I e sua 
potência. Estudam o efeito dos seguintes fatores para avaliar o desempenho do teste 
composto: níveis de significância dos testes, a dimensão do conjunto de variáveis testadas 
simultaneamente, o número de medições que compõe cada média no tempo e a formulação das 
hipóteses. 
Kretsovalis e Mah (1987a) estudaram o efeito da adição ou remoção de uma única 
medida na precisão das estimativas, no caso de processos no estado estacionário. A precisão 
dos dados reconciliados é medida pelo traço da sua matriz covariância dos erros estimados. 
Provam que a redundância jamais afetará, adversamente, a precisão da estimativa e que ela 
sempre a melhorará, quando as medições se relacionarem com as variáveis de processo de 
modo diferente ao das restrições. Este tratamento considera que todas as variáveis de processo 
são observáveis ou, equivalentemente, que podem ser determinadas de forma única e que os 
erros grosseiros foram eliminados, previamente. 
Kretsovalis e Mah (1987b) desenvolveram algoritmos para classificar as variáveis e as 
medidas em redes de fluxo multicomponentes. Notam que esta classificação é importante para 
a operação de um processo, pois permite avaliar o impacto da falha de um instrumento, por 
exemplo. Além disso, também fornece uma base racional para o projeto de sistemas de 
monitoramento de processos, no que se refere ao posicionamento e definição de instrumentos 
de diferentes tipos, custos e precisão. Observam que, matematicamente falando, se for possível 
mudar o valor de uma variável sem violar as condições de conservação, então esta mudança é 
dita possível. Todavia, isto implica que os valores de certas variáveis relacionadas deverão 
variar de forma conveniente, para que as restrições permaneçam satisfeitas. Num dado 
processo, com um certo conjunto de pontos de medição, se for feita uma mudança possível 
numa variável, sem que ela seja detectada (observada) pelos instrumentos de medição, então a 
variável é dita não-observável. Por esta definição, uma variável medida é certamente 
observável, mas a não-medida pode ser obserVável ou não. Entretanto, se a medição de uma 
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variável medida for suprimida e, assim mesmo, ela permanecer observável, então ela é chamada 
redundante. Neste trabalho, o tratamento para redes de fluxo multicomponentes exclui 
balanços de energia e reações químicas, mas não impõe quaisquer restrições quanto ao número 
de medidas das frações molares das correntes. Para o desenvolvimento dos algoritmos, fizeram 
uso de conceitos teórico-gráficos, tratando em etapas, os vários gráficos derivados do gráfico 
do processo. 
Kretsovalis. e Mah ( 1988a) notam que a observabilidade de uma variável ou a 
redundância de u.ma medida são informações básicas para o projeto de sistemas de 
monitoramento de> desempenho de processos. Neste trabalho, descrevem os princípios de 
classificação de UirJ. tratamento destinado a redes de processo generalizadas, incluindo balanços 
de massa totais e rnulticomponentes, balanços de energia, reações, trocas de calor e divisores 
de correntes. Os aigoritmos elaborados exploram as propriedades teórico-gráficas da rede e a 
resolubilidade das equações restritivas para determinar a observabilidade. Em outro artigo 
(1988b ), descrevem os dois algoritmos desenvolvidos para classificação, fazendo uma análise 
detalhada de cada Lim, bem como ilustram sua aplicação, através de exemplos. 
Narasimhan e Mah (1988) descrevem a aplicação do método da razão de probabilidade 
condicional generalizada (GLR) para identificar erros grosseiros causados por desvios em 
instrumentos de medição e controladores, vazamentos no processo e falha dos controladores, 
em processos dinâmicos de malha fechada. Este método dá um esquema geral para identificar 
diferentes tipos de erros grosseiros, cujo efeito no processo pode ser modelado. 
Pai e Fisher (1988) tratam do problema de reconciliação de dados sujeitos a restrições 
não-lineares. Observam que a solução de problemas gerais deste tipo exige, invariavelmente, 
algum tipo de método iterativo. Desenvolvem um procedimento iterativo, que utiliza a 
projeção matricial de Crowe et alii.(l983) e combina um esquema quase-Newton com um 
esquema Gauss-Newton para resolver problemas de reconciliação de dados não-lineares. Neste 
estudo, propõem uma atualização tipo Broyden para substituir os valores anteriores das 
derivadas, de modc que a convergência possa ser melhorada, sem calculá-las repetidamente. 
Esta atualização é feita, usando os resíduos da função no novo ponto, para gerar, a partir da 
matriz anterior, utn.a aproximação do Jacobiano. 
Prasad e Kuester (1988) investigaram o uso de dois procedimentos, um seqüencial e o 
outro não-seqüencial, para ajuste de dados, visando sua implementação em microcomputador, 
aplicado a um pr<> cesso de liquefação, no estado estacionário ou quase-estacionário. Como 
estimador seqüencial, utilizaram um filtro de Kalman no estado estacionário, que, conforme 
observam, representa, essencialmente, uma solução recorrente de problemas de minimos 
quadrados lineares~ quando os ruídos do processo e das medidas são considerados variáveis 
Gaussianas normais. Este estimador se mostrou adequado para a estimativa de vazões em 
linha, servindo também como um integrador de dados de processo. Os dados integrados, livres 
de erros sistemáticos, podem ser usados na técnica não-seqüencial. O problema de coaptação 
de dados foi resolvido, de forma não-seqüencial, utilizando a abordagem de balanços reduzidos 
e uma rotina de otimização condicionada não-linear para minimizar a função-objetivo dos 
minimos quadrad<>s ponderados e obter os dados ajustados, seguida de uma rotina de 
otimização geral, mão-condicionada, não-linear. A abordagem não-seqüencial se mostrou mais 
adequada para implementação fora de linha e seus principais beneficios são o ajustamento das 
composições e o cálculo de parâmetros do modelo do processo, que satisfazem as restrições 
dos balanços materiais. Investigaram, ainda, a adequabilidade de diferentes esquemas de 
detecção de erros grosseiros, descritos na literatura, aplicados às duas metodologias. 
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Crowe (1989) tratou da questão da redundância e observabilidade de dados de 
processo na reconciliação, no estado estacionário. Tinha em vista que, antes ou durante este 
procedimento, pode-se querer saber quais as quantidades não-medidas que podem ser 
determinadas de fonna única, a partir de valores, correspondentes aos medidos, consistentes 
com as restrições do processo e quais não podem. Quanto à redundância, observa que ela, em 
geral, leva a conflitos entre os dados e os balanços e, portanto, à necessidade de reconciliá-los, 
possibilitando verificar a confiabilidade de valores medidos. Apresenta a teoria e métodos 
diretos para classificar quantidades não-medidas, em observáveis e não-observáveis, e para 
identificar medidas redundantes. Estes métodos se baseiam nas matrizes que descrevem a 
estrutura da planta e em qualquer conjunto de valores consistente com as restrições. A teoria 
permite a colocação arbitrária de medições, reações químicas, divisores de fluxo e fluxos de 
energia puros. Nenhuma consideração sobre a estrutura das restrições é feita, além da que diz 
que elas são lineares nas quantidades extensivas não-medidas. 
Holly e Crowe (1989) aplicaram o procedimento de reconciliação de dados a medidas 
de vazões màssicas de uma planta de extração, baseado na minimização da soma ponderada 
dos quadrados dos ajustes, descrito por Crowe et alii.(l983). Tratam de aspectos importantes 
como de testes para verificar a uniformidade dos dados e da questão de estimar variâncias e 
covariâncias. Utilizaram três estatísticas-teste para detectar erros grosseiros: um teste global, 
em que os desbalanços são testados coletivamente contra uma distribuição qui-quadrado, um 
teste de medida aplicado a cada ajuste individual e um teste de desbalanço nodal, sendo os dois 
últimos testados contra uma distribuição normal. Verificaram que a eliminação de qualquer 
uma de duas determinadas vazões remove o erro grosseiro aparente nos dados. 
Serth et alii.(l993) relatam estudos para obter estimativas para a eficiência de estágio 
em um processo de separação por destilação "flash", num único estágio, envolvendo a 
detecção de erros grosseiros e a reconciliação de dados. Observam que, são evitados 
problemas relacionados com a falta de independência entre as eficiências dos componentes e 
dificuldades computacionais, associadas à introdução de quantidades no equilíbrio nas 
equações restritivas na reconciliação de dados, quando é usada a definição de eficiência dada 
pela eficiência de vaporização ou pela eficiência de Murphree modificada, podendo a última ser 
baseada nas frações molares ou nas vazões dos componentes. Como o caso de reconciliação é 
não-linear, citam um procedimento de regressão linear iterativo para resolvê-lo, ao qual é 
incorporado um algoritmo para eliminar erros sistemáticos. Nesse método, o problema de 
reconciliação é resolvido de forma recorrente. Em cada etapa, os resíduos são testados para 
detectar erros grosseiros e a medida correspondente ao resíduo mais significativo é removida 
do conjunto de valores medidos, até que nenhum resíduo seja estatisticamente significante. Os 
desvios-padrão relativos usados para erros aleatórios, cuja covariância foi tomada como igual a 
zero, eram equivalentes a 0,4% para temperaturas e 2,5% para as vazões, frações molares e 
fluxo de calor. Concluem que, utilizando as definições de eficiência sugeridas, é possível obter 
estimativas efetivas para a eficiência e também a efetiva detecção de erros grosseiros. Neste 
estudo, a melhor detecção de erro foi obtida usando a eficiência de Murphree baseada nas 
frações molares. 
Leibovici et alii.(l993) relatam duas aplicações da reconciliação de dados a processos 
de separação através de destilação "flash", sendo um deles em dois estágios. Ao tratar seus 
dados consideraram que todas as composições têm desvios-padrão iguais. Observaram que os 
valores reconciliados da separação em dois estágios, que tiveram mudanças significativas, 
estão mais próximos dos valores previstos pela equação de estado de Soave-Redich-Kwong 
do que os valores medidos correspondentes. 
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Phillips e Harrison ( 1993) aplicaram a reconciliação de dados e um método chamado 
Teste de Medidas Iterativo Modificado, para identificação de erros grosseiros, a dados de 
simulação e a dados experimentais não-lineares obtidos em reator em escala piloto, onde 
ocorriam duas reações simultâneas. Os valores medidos e reconciliados foram usados para 
determinar as velocidades das reações usando regressão linear. Nos dados da simulação, foram 
introduzidos erros grosseiros para testar o desempenho do método de detecção de erros 
grosseiros citado, que foi aplicado aos dados experimentais. Observaram que as melhores 
velocidades para ambas as reações foram obtidas quando o conjunto de dados identificado 
como contendo erros grosseiros foi eliminado e quando a regressão foi feita usando dados 
reconciliados a partir do conjunto de dados remanescentes, que não continha erros grosseiros. 
Serth e Heenan ( 1986) apresentam algoritmos para detectar erros grosseiros em dados 
de processo, sujeitos a restrições lineares, aplicando-os a um sistema de medição de vapor, por 
meio de simulação. Foram usados o teste de medida (MT), o teste dos pseudo-nós (MP), 
anteriormente desenvolvidos, e várias modificações deles, além de um método novo (SC). 
Concluíram que os algoritmos SC e MIMT (teste de medidas iterativo modificado) se 
constituem em métodos efetivos e confiáveis para detectar erros e reconciliar dados de 
sistemas de medição de vapor. Ambos possibilitaram a detecção de aproximadamente 80% dos 
erros grosseiros nos dados e propiciaram reduções médias nos erros totais superiores a 60%. 
Observaram, entretanto, que o MIMT é computacionalmente mais eficiente, exigindo menos 
tempo de computação, em média, do que o SC. Verificaram que com o algoritmo MT foi 
obtido um desempenho fraco, por razões parcialmente relacionadas com a estrutura do sistema 
e com a faixa dos valores empregados. Observam que o sucesso do método SC sugere que 
uma abordagem útil para detectar erros grosseiros pode ser através de uma combinação de 
algoritmos diferentes de modo a explorar a força de cada um. 
Madron ( 1985b) comparou métodos para identificar fontes de erros grosseiros 
aplicáveis a balanços de massa de um único componente, para verificar sua eficácia e o volume 
de trabalho envolvido, considerando a ocorrência de um único erro grosseiro. Utilizou os três 
métodos mais freqüentemente empregados para isto: análise dos ajustes, análise dos resíduos 
das equações do modelo matemático, que se baseiam na distribuição normal padronizada, e a 
eliminação sucessiva de quantidades medidas, que se baseia na distribuição qui-quadrado. 
Concluiu, de acordo com o caso analisado e com base em sua experiência ao solucionar 
problemas reais, que os métodos propostos são úteis na detecção de medidas sujeitas a erros 
grosseiros. Todavia, observa que devemos ter em mente que, só raramente, estes métodos são 
capazes de identificar de forma definitiva a fonte de erro grosseiro. Na maioria dos casos, eles 
permitem, somente, que seja delineado um conjunto de prováveis fontes de erro grosseiro e a 
determinação da fonte de erro se toma um problema de análise do próprio processo de 
medição. Entre os métodos disponíveis, recomenda a análise dos ajustes, cujos resultados 
podem ser refinados pelo método da eliminação sucessiva das quantidades medidas. 
Serth et alii.(l987) estenderam o uso do teste de medida iterativo modificado (MIMT) 
desenvolvido para sistemas sujeitos a restrições lineares ao caso de sistemas não-lineares. 
Testaram o algoritmo desenvolvido através de simulação, usando os dados de um circuito de 
moagem industrial. Foram detectados, corretamente, aproximadamente 80% dos erros 
sistemáticos dos dados, obtendo-se uma redução média no erro total de mais do que 60%. 
F oram estudados oito casos, contemplando-se o efeito da correlação entre os erros em dois 
deles. Os resultados indicaram que o algoritmo é robusto com respeito ás correlações entre os 
erros e que o seu desempenho global foi comparável ao obtido previamente com um sistema 
linear quase do mesmo tamanho. 
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Mathiesen (1974) estudou o ajustamento de um conjunto de m medidas redundantes 
de modo a se adequarem a um conjunto de p equações e q inequações como um problema de 
programação linear. Usou a soma dos valores absolutos dos ajustes ponderados como a 
função-objetivo a ser minimizada. O método de ajustamento linear se baseia na idéia de que os 
erros grandes e pequenos, dentro de uma certa faixa, têm a mesma probabilidade, isto é, são 
erros distribuídos retangularmente. O resultado é que m menos p medidas são aceitas sem 
qualquer ajuste, enquanto as p medidas remanescentes são ajustadas para satisfazer o sistema 
de equações, ao contrário do método quadrático, onde são feitos ajustes em todas as medidas. 
Observa que o método linear se constitui de um método mais grosseiro porém mais rápido e, 
com respeito a erros grandes, mais estável do que o quadrático, permitindo também a inclusão 
de inequações de modo fácil. Na sua opinião, o método linear será mais útil na prática do que 
o quadrático, embora o último seja o mais mencionado na literatura. 
Liebman et alii.(l992) propuseram o uso de um novo método de reconciliação de 
dados dinâmicos não-lineares, usando programação não-linear. Argumentam que ele se 
constitui de um meio mais robusto para tratar sistemas de engenharia química, que operam 
dinamicamente, em regiões altamente não-lineares, onde o filtro de Kalman ou o filtro de 
Kalman estendido, tipicamente usados na reconciliação de dados de processo governados por 
equações dinâmicas, podem ser imprecisos. Além disto, o método proposto pode ser aplicado 
a problemas que envolvem restrições dadas por inequações e para aqueles cuja função-objetivo 
não é dada pelos mínimos quadrados ponderados. Observam que, através do uso de técnicas 
de solução e otimização simultâneas aprimoradas, seu algoritmo fornece um esquema geral 
para obtenção de estimativas de parâmetros e de estado, e que considera, ainda, a questão de 
medidas tendenciosas. Enfim, demonstram o uso desse método e suas extensões ao caso de um 
reator. 
Tjoa e Biegler ( 1991) observam que, na reconciliação de dados de processo, os dados 
são ajustados para satisfazer as restrições do processo, minimizando o erro no sentido dos 
mínimos quadrados. Neste estudo, em lugar disto, minimizam uma função-objetivo que é 
construída usando o princípio da probabilidade máxima, para construir uma nova distribuição, 
que considera as contribuições devidas a erros aleatórios e grosseiros, também chamada de 
distribuição Gaussiana contaminada. Observam que a vantagem da minimização desta função é 
que ela dá estimativas não-tendenciosas na presença de erros grosseiros e que, 
simultaneamente, pode ser construído um teste para detectar estes erros, baseado na função 
distribuição, sem ser necessário supor que as restrições sejam lineares. Desenvolveram um 
método de programação quadrática sucessiva (SQP) lubrido e demonstram a praticidade da 
estratégia empregada através de dois exemplos. Observam que os resultados mostraram que o 
método dá estimativas não-tendenciosas e é efetivo na identificação de erros grosseiros. 
Verneuil et alii.(1992) enfocam a questão da eliminação de erros grosseiros, dividindo-
a em três etapas: l )a detecção da presença de erros grosseiros, 2)a identificação dos erros 
grosseiros, buscando as prováveis fontes de erros e 3 )a sua eliminação pela remoção 
apropriada de dados corrompidos por este tipo de erro. Consideram a análise dos resíduos e a 
dos ajustes individuais, ferramentas poderosas para detectar erros grosseiros, porém cuja 
eficiência não é ilimitada. Observam que a eficiência da detecção de erros grosseiros pode ser 
expressa pela potência do teste (que é a probabilidade de detectar um erro grosseiro), mas 
sugerem o uso dos assim chamados valores limiares. Valor limiar é um valor tal que há 90% de 
probabilidade de que o erro grosseiro seja detectado. Para a identificação dos erros grosseiros 
sugerem que algumas quantidades sejam excluídas, a priori, da pesquisa de erros, como 
aquelas cujos valores limiares são extremamente altos e aquelas que não são ajustáveis. 
Observam que, do ponto de vista de identificação de erros grosseiros, somente variáveis 
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medidas diretamente devem ocorrer no modelo matemático. Recomendam o uso dos seguintes 
métodos para eliminação de erros grosseiros: análise dos resíduos das equações, análise dos 
ajustes padronizados e eliminação de quantidades medidas. Sugerem o uso de informações 
preliminares, como intervalos dentro dos quais todos os valores podem cair, para discriminar 
entre dois ou mais valores suspeitos de conter erros grosseiros e descrevem o método 
Credibilidade de Identificação. Argumentam que estes métodos podem ser usados quando 
houver mais de um erro grosseiro e que o método de eliminação sucessiva pode ser empregado 
quando os ajustes padronizados diferirem significativamente, em valores absolutos. Elimina-se 
o maior valor e se for detectada a presença de erro grosseiro, o procedimento é repetido, 
terminando quando não for detectado erro ou se não houver quantidades redundantes 
remanescentes. Todavia, observam que os métodos de identificação de erros grosseiros 
raramente fornecem resultados não-duvidosos, especialmente quando há mais de um deles. 
Observam, ainda, que a inconsistência dos dados pode ser causada por modelos matemáticos 
inadequados e que os modelos de balanço podem ser invalidados pela ocorrência de 
vazamentos de material, de desvios do estado estacionário, pela inadequação da estequiometria 
e perdas de calor. 
Stanley e Mah ( 1977) mostram como podem ser estimadas temperaturas e vazões de 
uma rede de processo, a partir de um modelo quase-estacionário e de um filtro de Kalman 
discreto. Observam que os dados necessários para aplicações deste tipo se encontram 
disponíveis em muitas unidades em operação e que as necessidades computacionais estão 
dentro das capacidades dos computadores de processo. Usando dados coletados durante um 
período de dois meses, desenvolveram um modelo no estado quase-estacionário para a rede de 
processo, o qual levou à aplicação de um filtro de Kalman discreto. Verificaram que, ajustando 
os pesos relativos dos ruídos de processo e covariãncias dos ruídos das medidas, o filtro podia 
ser ajustado para dar uma redução significativa nos erros (de até 70%) e responder rápida e 
estavehnente a mudanças bruscas nas condições de processo. Observaram que a redundância 
das medidas contribui significativamente para a redução global dos erros e que experimentos 
posteriores mostraram que o filtro funcionou de forma razoavelmente boa com desvios 
isolados. Entretanto, notam que a inclusão indiscriminada de desvios e de parâmetros, como de 
variáveis a serem estimadas não é recomendável. 
Crowe (1992) derivou um teste de potência máxima (MP), baseado na distribuição 
normal, para detectar erros grosseiros no balanço das espécies, em torno de unidades de 
processo individuais, aplicável às restrições originais e ao caso bilinear. Observa que o teste, 
anteriormente desenvolvido, era limitado pois se aplicava ás restrições remanescentes após a 
eliminação das vazões não-medidas e ao caso de restrições lineares. Mostra que o quadrado da 
estatística-teste MP é precisamente igual à redução na soma ponderada dos quadrados dos 
ajustes, que resulta da remoção daquela restrição. Ilustra com dois exemplos. 
Ramamurthi et alii.(l993), objetivando mostrar a importãncia da reconciliação de 
dados dinâmicos para melhorar o desempenho de uma malha fechada, propõem o uso de uma 
estratégia de estimativa baseada no horizonte linearizado sucessivamente (SLlffi) para estimar 
parâmetros e estados. Adotaram uma estratégia de dois níveis para a estimativa de entradas e 
saídas do processo, as quais são corrompidas por erros de medidas. A estimativa das entradas 
é desacoplada da estimativa das saídas e dos parâmetros, através de uma estratégia de dois 
níveis, resultando na redução significativa do tempo de computação. Realizaram estudos de 
simulação em malha aberta e fechada, em um reator contínuo agitado, para demonstrar a 
efetividade da estratégia proposta. Observam que foram obtidos resultados satisfatórios para 
estimativa de estado e parâmetros, em pontos de operação da malha aberta estável e instável e 
numa região que exibia comportamento de ciclo limite. Demonstram, ainda, o desempenho de 
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um controlador preditivo não-linear, usando as estimativas obtidas pelo procedimento SLHE. 
Notaram que o desempenho do sistema de controle, usando esta abordagem, é virtualmente 
idêntico a um método baseado em programação não-linear, que usa o modelo não-linear 
completo. 
Stephenson e Shewchuk (1986) abordam as possibilidades de uso do programa de 
simulação MASSBALL para reconciliar dados de processo. Este programa está baseado na 
abordagem orientada para equações, num ambiente modular. E construído um modelo 
selecionado, interligando blocos-padrão modulares, referentes ás operações fundamentais 
(como mistura e separação de correntes, adição ou consumo de calor e reações), que 
estabelecem as equações, mas não as resolvem. No caso de reconciliação de dados, o 
programa permite a entrada de dados medidos redundantes e inconsistentes, diretamente, num 
modelo sub-restringido. Observam que a única exigência é que o subconjunto de valores 
medidos deve ser suficiente para satisfazer os graus de liberdade não-restringidos. As medidas 
são reconciliadas minimizando a soma ponderada dos quadrados das diferenças normalizadas 
entre valores medidos e calculados, que satisfazem equações restritivas do modelo e outras 
restrições estabelecidas. 
Rollins e Roelfs ( 1992) relatam seus estudos para estender procedimento de obtenção 
de estimadores não-tendenciosos para os valores de variáveis de processo, quando há desvios 
nas medidas e vazamentos no processo, ao caso em que as restrições são bilineares. Descrevem 
três maneiras de testar hipóteses, quando as restrições são bilineares, sendo que duas 
consideram a aproximação à distribuição estatística verdadeira e usam a teoria normal, 
podendo ser usadas de imediato. Na terceira, propõem um teste de hipóteses, usando a 
distribuição exata, todavia esta distribuição ainda não foi desenvolvida. Verificaram que cada 
técnica tem méritos e limitações próprias, porém, somente a abordagem em dois estágios e a 
linearização podem ser usadas de imediato, demandando estudos para melhor compreender as 
aplicações mais adequadas. Entretanto, a abordagem que emprega a distribuição exata exigirá 
o desenvolvimento da distribuição e de testes estatísticos. 
Darouach e Zasadzinski (1991 ), estudando uma solução para o problema de balanços 
materiais lineares dinâmicos, desenvolveram um algoritmo baseado no modelo singular ou 
modelo dinâmico linear generalizado, para os quais a representação espacial do estado-padrão 
e o filtro de Kalman não podem ser usados. O algoritmo é baseado no método desenvolvido 
para o estado estacionário e conduz a um esquema recorrente, que consideram muito útil no 
processamento em tempo real. Ele reduz problemas computacionais tais como singularidades e 
erros de arredondamento, que podem ocorrer em sistemas complexos. Observam que a 
convergência deste método foi provada no caso da reconciliação de dados dinâmicos. 
Keller et alii.( 1992) propõem um algoritmo analítico para estimar a matriz covariância 
dos erros de medida, que é empregada na reconciliação de dados de processo. Ele se baseia 
nos resíduos de restrições lineares, calculados a partir dos dados disponíveis. Observam que 
uma exigência indispensável para sua aplicação é redundância espacial suficiente e que este 
algoritmo pode ser aplicado a medidas correlacionadas, se todos os sensores sujeitos a tais 
medidas forem conhecidos. Apresentam dois exemplos. 
Rollins e Davis (1992) relatam uma abordagem para detectar erros grosseiros que 
fornece estimativas não-tendenciosas para variáveis de processo, quando existe medidas 
tendenciosas e/ou vazamentos. Ela é aplicável a sistemas descritos pelo seguinte modelo: os 
erros são normalmente distribuídos, o estado é estacionário e as restrições são lineares. 
Apresentam as equações para obter as estimativas das variáveis de processo, bem como as 
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equações para identificar medidas tendenciosas e vazamentos. Incluem-se, entre elas, a função 
potência para um teste global e dois testes dos componentes de nível-a e suas fimções de 
potência. Comparam esta abordagem com uma estratégia de compensação em série, variando o 
nível de significància, a matriz variância-covariância, o tamanho dos desvios das medidas, o 
número de variáveis tendenciosas e o tamanho da amostra. Avaliam e comparam a precisão das 
estimativas dos desvios e o desempenho em detectar a presença de vazamentos no processo. 
MacDonald e Howat (1988) estudaram a extensão de técnicas de reconciliação de 
dados sujeitos a restrições não-lineares para estimar parâmetros de processo, aplicando-as a 
uma operação de destilação "flash", em um único estágio. Empregaram dois procedimentos, 
um deles chamado de seqüencial ou desacoplado e o outro chamado acoplado. No primeiro, os 
dados são reconciliados para satisfazer os balanços de massa e energia e após são obtidas 
estimativas para os parâmetros, usando a estimativa de probabilidade máxima. No segundo, 
faz-se a reconciliação de dados para satisfazer as restrições e obter as estimativas para os 
parâmetros (neste caso, as eficiências), simultaneamente. Observam que o primeiro é mais 
rápido computacionalmente e mais facilmente adaptável aos algoritmos de reconciliação 
existentes, mas não é estatisticamente rigoroso, enquanto o segundo é. Concluíram que ambos 
têm sucesso ao reduzir significativamente os erros de medida das variáveis do processo. 
Verificaram que os dados ajustados podem ser tidos como mais precisos do que os valores 
medidos, com exceção das pressões de alimentação e de operação, que não são ajustadas nos 
dois casos. Observaram que o procedimento acoplado ajusta melhor as variáveis de processo 
do que o outro e que ambos resultam em estimativas mais exatas e precisas para as eficiências 
do que se os dados não fossem ajustados. Todavia, na maioria dos casos não há uma diferença 
significativa nas eficiências calculadas pelos dois procedimentos. Verificaram que o 
procedimento acoplado exige, substancialmente, maior tempo de computação, embora ele 
forneça somente melhorias marginais em relação ao procedimento desacoplado, com exceção 
da predição do desvio-padrão da eficiência. 
Sanchez et alii.(l992) relatam possibilidades de uso do pacote computacional 
PLADAT, que permite a classificação de variáveis operacionais de uma planta química 
completa. Os resultados da classificação são usados para reduzir o tamanho do problema de 
reconciliação, que se baseia em uma técnica de programação não-linear (programação 
quadrática sucessiva). O algoritmo adotado para a classificação é uma variação de um 
procedimento desenvolvido anteriormente, que se baseia na determinação de um conjunto de 
saída para as equações de balanço de massa e de energia. As medidas com erros grosseiros são 
previamente localizadas e eliminadas, utilizando métodos estatísticos. Discutem, ainda a 
aplicação deste pacote para definir a colocação de novos instrumentos de medição no sistema 
de instrumentação de uma seção de uma planta de etileno existente, que tem ISO correntes e 
45 unidades, de modo que, com o menor número de instrumentos, seja possível o completo 
conhecimento de todas as correntes do processo. 
Aldrich e Devender ( 1993) aconselham o uso de redes neuronais para detectar erros 
sistemáticos em sistemas de processo, obtendo-se uma relação interna das relações entre as 
distribuições dos resíduos das medidas e dos resíduos das restrições do processo, através de 
redes neuronais de retro-propagação. Observam que a maior vantagem das redes neuronais é 
que elas podem ser usadas para detectar erros sistemáticos em sistemas sujeitos a restrições 
não-lineares, ao contrário dos métodos estatísticos convencionais. Demostram o seu uso, 
através de dois exemplos: a localização de erros sistemáticos múltiplos num circuito de 
flotação industrial e em dados medidos de um circuito de hidrociclones de três estágios, sujeito 
a restrições de processo não-lineares. Observam que os exemplos, discutidos neste trabalho, 
indicam que as redes neuronais de retro-propagação de camada única fornecem uma alternativa 
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atrativa aos processos estatísticos tradicionais, para a detecção de erros sistemáticos medidos 
sujeitos a restrições não-lineares, e que elas são um opção atrativa para a detecção, em linha, 
desses erros. 
Terry e Himmelblau (1993) observam que um dos problemas que engenheiros se 
deparam é a identifkação e eliminação de erros grosseiros de dados medidos e sua retificação, 
para que satisfaçam restrições de processo tais como os balanços de massa e de energia, que os 
descrevem. Acreditam que a chave para uma retificação de dados válida é o emprego de um 
bom modelo e que embora os balanços de massa e energia sejam oriundos de leis 
fundamentais, freqüentemente, são feitas tantas simplificações no seu desenvolvimento, que 
não há nada melhor do que modelos estritamente empíricos para representar um processo. 
Sugerem o uso de redes neuronais artificiais, como uma forma de construção de modelos não-
paramétricos. Notam que redes neuronais compostas de funções básicas produzem excelentes 
modelos e podem ser usadas para retificar dados. Demostram a sua aplicação através de dados 
simulados de um trocador de calor, no estado estacionário, cujos erros aleatórios e grosseiros 
foram retificados com sucesso. Ao comparar os resultados obtidos com a retificação de dados 
por mínimos quadrados condicionados via programação não-linear, concluem que o tratamento 
usando a rede neuronal artificial se mostrou superior. 
CAPÍTULO 3. RECONCILIAÇÃO DE DADOS DE PROCESSO 
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3.1 Introdução 
Como os daiLdos medidos de parâmetros de correntes de processo são sujeitos a erros 
de medida (excluindo-se, aqui, os erros sistemáticos) é necessário ajustá-los, de forma que as 
restrições do proce:::sso sejam satisfeitas, de acordo com um critério estabelecido. O problema 
básico de análise d~ dados é estimar variáveis de processo, a partir de valores medidos, e ao 
fazer isto minimizar o erro totaL 
Numa planta química, há equipamentos e correntes de processo e há variáveis de 
processo associada_ s (vazão, entalpia, por exemplo) a cada corrente. Ao analisarem-se as 
vazões totais de caCI.a correntej (j= 1, 2, ... , m), como variáveis de processo e representando os 
valores medidos po:.- :X;, os valores verdadeiros por X; e os valores estimados por x ;, definem-
se os erros de medida (e;) e os ajustes (a;) como: 
a -;
O valor verdadeiro de uma variável é aquele que seria obtido na medição se não 
houvesse caracterís 1:ica estocástica a ela associada. Consequentemente, o valor real de uma 
variável de processCJ é, por um lado, um valor hipotético, postulado como existente. Através 
do processo de rec <>nciliação, o que se obtém são estimativas dos parâmetros das correntes, 
obtidas a partir dos valores medidos, que devem obedecer a certas restrições. O modo como as 
estimativas são obti <ias e quais os ajustes feitos dependem de suposições sobre a estatística dos 
erros de medida. 
As atividades de ajuste de dados de processo podem ser divididas em várias etapas. A 
primeira consiste da obtenção de informações, como a relação dos valores medidos e suas 
variâncias ou covariâncias e os coeficientes estequiométricos das reações químicas. É também 
necessário conhecer o fluxograma do processo, no qual devem constar todas as correntes, pois 
fornece informações sobre a estrutura do processo. Além disso, de acordo com o problema de 
ajuste, podem ser i:~ncluídas outras restrições. A segunda parte diz respeito à simplificação do 
sistema de equações a minimizar, fazendo-se presente quando houver quantidades não-
medidas. A terceira parte é aquela em que se realiza o ajuste de dados, sendo chamada de 
reconciliação de dados de processo, quando se trata de ajustar valores de medidas 
redundantes, corrompidas por erros aleatórios. Em geral, como nem todos as variáveis de um 
processo são medidas, a reconciliação é seguida da assim chamada coaptação, que trata a 
questão de estimar valores de variáveis não-medidas, a partir dos valores estimados (ou 
corrigidos) de variá v eis medidas. 
Quando h ou ver suspeita de que há medidas com erro sistemático, deve ser considerada 
a sua detecção e remoção, pois sua presença invalida a base estatística do procedimento de 
ajuste de dados. Este assunto é abordado no Capítulo 4, sobre retificação de dados de 
processo. 
Neste item, trata-se do ajuste de dados de processo, cujos valores medidos contêm 
somente erros aleatórios e que são sujeitos a restrições lineares, no estado estacionário. 
A situação rnais simples de ajuste de dados de processo é aquela em que se quer obter 
a melhor estimativa de variáveis medidas, cujos valores são aparentemente conflitantes, sendo 
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chamada de reconciliação de dados. Porém, um caso bastante comum é aquele em que se quer 
obter estimativas de variáveis não-medidas, a partir dos valores corrigidos de variáveis 
medidas, o que é chamado de coaptação. Neste caso, é feito o ajuste de dados medidos e após 
são obtidas as estimativas das quantidades não-medidas, desde que elas sejam observáveis. 
Este trabalho considera a possibilidade de obter estimativas para quantidades não-
medidas, além de estimativas para as quantidades medidas. 
3.2. Obtenção de Informações Básicas 
São aqui chamadas de informações básicas, os valores das variáveis medidas, a matriz 
variância-covariância e a estrutura do processo correspondentes. Esta última permite obter as 
restrições do processo, que dizem respeito ao arranjo das correntes. Todavia, em determinados 
casos podem ser necessárias restrições adicionais, como relações de equilíbrio termodinâmico, 
reações químicas e seus coeficientes estequiométricos, por exemplo. 
3.2.1. Valores das Variáveis Medidas 
Como a análise de dados é estatística por natureza e sabendo que a redundância nas 
medidas melhora a precisão das estimativas, devemos identificar todos os pontos em questão, 
assinalando quais os parâmetros medidos. No caso de balanços totais de massa, consideram-se 
as vazões das correntes e no caso de balanços multicomponentes as vazões e a composição das 
correntes ou as vazões totais e dos componentes. 
Os parâmetros podem ser medidos de forma direta ou indireta. De acordo com Mickley 
et alii.(l957), medidas diretas são aquelas em que a quantidade medida é obtida por 
observação direta do instrumento de medição. No caso de medida indireta, o valor de uma 
quantidade é determinado por cálculo, a partir das magnitudes de outras quantidades 
diretamente medidas, através de um relação funcional existente entre elas. Portanto, no caso de 
medidas indiretas, é necessário ter os dados (o valor no instante considerado e sua variância) 
das quantidades primárias, diretamente medidas, bem como conhecer a função que as 
relaciona, que são utilizadas na obtenção da matriz covariância. 
3 .2.2. A Matriz V ariância-Covariância 
Ao reconciliar dados de processo, procura-se tratar os dados de forma que o erro total 
seja mínimo. Visto que as medidas podem ter graus de precisão diferentes, é conveniente 
tomá-los em consideração ao minimizar o erro total, pois se isto não for feito as medidas 
menos precisas terão uma participação maior no erro totaL Como a variância mede a dispersão 
em torno da média, é comum adotar-se o seu inverso como fator ponderante dos quadrados 
dos ajustes individuais. 
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Para obter uma estimativa da variància de uma variável diretamente medida é preciso 
ter um conjunto de medidas dessa quantidade. No caso de uma variável medida indiretamente é 
necessário conhecer sua relação com as variáveis primárias, além de um conjunto de medidas 
destas últimas. 
Madron et alii.( 1977), ao fazerem uma análise estatística de um reator químico, 
descrevem o modo de cálculo da matriz covariància. Observam que, usualmente, o número de 
moles de uma dada espécie, gerada por reações químicas, não é medido diretamente, sendo 
obtido por cálculo, através de variáveis primárias, que são diretamente medidas. Tratam de 
expressar a matriz covariància, através das variàncias das variáveis primárias medidas, 
considerando que elas são sujeitas a erros que são variáveis aleatórias, com média zero e com 
uma distribuição normal, sendo estatísticamente independentes. Consideram duas formas de 
expressar as variáveis indiretamente medidas, para obter as expressões dos erros destas 
variáveis, por meio dos erros das variáveis primárias. Citam o método sugerido por Box para o 
cálculo aproximado da matriz covariància. Finalmente observam que, na maioria dos casos, 
nem as variàncias das variáveis primárias, nem seus valores verdadeiros são conhecidos. 
Portanto, eles são substituídos por estimativas desses valores, por exemplo, pela variância da 
amostra, em lugar da variància, e pelos valores medidos ao invés dos valores verdadeiros das 
variáveis primárias. 
Almásy e Mab (1984) tratam do problema de obter uma estimativa para a matriz 
covariància dos erros de medida, observando que ela pode ser obtida através de método direto 
ou de método indireto. Comentam que a matriz obtida pelo primeiro depende de variações nos 
valores esperados das variáveis medidas e que, em vista disto, as estimativas serão ruins, 
quando essas variações forem comparáveis ou excederem, em magnitude, os erros de medida. 
Propõem o uso de um método indireto, que se baseia no conteúdo de informações inerentes às 
restrições de conservação usadas na reconciliação de dados de processo. A matriz covariància 
dos erros de medida é obtida a partir da matriz covariància dos resíduos das equações de 
balanço da amostra, cujo valor esperado é zero, se não houver desvios sistemáticos nas 
medidas. Os resíduos são calculados diretamente a partir dos valores medidos, sem serem 
necessárias estimativas para os valores verdadeiros das variáveis medidas. A matriz covariància 
dos erros (Q) é estimada pela minimização condicionada da soma dos quadrados dos 
elementos de fora da diagonal de Q, uma vez que consideram que os erros de medida não são 
correlacionados, ou são pouco correlacionados, de forma que Q é diagonal, ou diagonalmente 
dominante. Notam, de acordo com resultados de estudos de simulação, que, no limite, quando 
o tamanho da amostra tende a infinito, a estimativa da covariància se aproxima de seu valor 
real. Observam ainda que: 1 )o método indireto funciona satisfatoriamente quando as variâncias 
têm magnitudes semelhantes e que seu desempenho se deteriora à medida que sua faixa de 
variação se amplia; 2)o método indireto é moderadamente sensível à correlação dos erros de 
medida, tendo um desempenho aceitável a níveis de coeficiente de correlação de O, 1 , não 
sendo recomendável para níveis superiores e 3 )em todos os experimentos, os erros de 
estimativa relativos são reduzidos, substancialmente, quando o tamanho da amostra aumenta. 
Concluem que se o processo estiver realmente no estado estacionário, o método direto é 
adequado, mas no caso de variações consideráveis dos valores verdadeiros das variáveis 
medidas, durante o periodo de obtenção de dados, deve ser dada preferência ao método 
indireto, que funcionará melhor quanto maior for a redundância espacial das medidas. Notam 
que tanto um método quanto o outro só são válidos quando não há erros grosseiros nos dados. 
Quando houver este tipo de erro, a calibração direta dos instrumentos contra valores de 
referência deverá ser preferida. 
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Para o cálculo da matriz variância-covariància, nos procedimentos computacionais, 
utilizou-se o método descrito no Apêndice B2, de acordo com Madron et alii.(l977). 
3.2.3. A Estrutura do Processo 
A estrutura do processo estabelece a interdependência entre as vazões e dados do 
inventário do processo, que é expressa matematicamente através de balanços de massa, no 
caso de ajuste de vazões mássicas. 
A estrutura de processos qmm1cos pode ser representada por meio de gráfico 
orientado, chamado de gráfico de processo, formado por arcos dirigidos e por nós. Os arcos 
correspondem geralmente às correntes e seu sentido é igual ao das correntes que simbolizam. 
Os nós, em geral, representam as unidades, tanques e junções do fluxograma do processo. O 
gráfico do processo pode conter somente um subconjunto de nós, quando, num dado instante, 
somente uma parte do processo estiver sendo considerada. Ele sempre contém um nó meio-
ambiente, representado por E, que pode ser visto como um complemento do processo, de onde 
partem as correntes de alimentação (incluídas as utilidades) e para onde se dirigem as correntes 
de produtos. Na Figura 3.l.a, mostra-se o fluxograma de um processo simples, constituído de 
dois reatores (RI e R2) e de duas colunas de destilação (SI e S2), e, na Figura 3.l.b, o gráfico 
de processo correspondente. 
Ao gráfico de processo podem ser aplicadas todas as representações algébricas de um 
gráfico dirigido. Faz-se uso frequente da matriz incidência A para representar a estrutura de 
um processo, cujas linhas correspondem aos nós (exclue-se o nó meio-ambiente) e cujas 
colunas correspondem aos arcos do gráfico de processo. Considere-se uma planta química que 
tenha n (i=l,2, ... ,n) unidades de processo ou nós e m Q=1,2, ... ,m) correntes. Então, a cada 
elemento (a,) corresponderà o número 1, se a corrente j entrar no nó i; o número -1, se a 
corrente j sair do nó i e o número O, se a corrente j não estiver ligada ao nó i. A matriz 
incidência (A) do processo da Figura 3.1 é 
corrente 2 3 4 5 6 7 8 
nó 1 1 -1 -I o o o o o 
2 o o 1 -] -1 o o o 
A= 3 o o o 1 o -] -] o 
4 o o o o 1 o 1 -1 
No caso de n+ 1 nós conectados, somente n linhas da matriz incidência são linearmente 
independentes. Esta propriedade vem do fato de que há, fisicamente, n balanços nodais 
independentes, posto que ao nó n+ 1 corresponde o balanço total da rede. De fato, quaisquer n 
balanços nodais podem ser escolhidos para formar um conjunto de linhas de A independentes 
e, usualmente, é deixado de fora o nó meio-ambiente. Então, nesta notação, A é uma matriz n 
x m, com caracteristica n. A matriz incidência permite a representação de arcos múltiplos entre 
cada par de nós, sendo usada, na sua forma mais simples, para expressar balanços totais de 
massa, podendo também representar balanços multicomponentes. Neste caso, cada elemento é 
um bloco, que contém C linhas que correspondem a um equipamento e C colunas que 
correspondem a uma corrente, sendo C igual ao número de componentes da dita corrente. A 
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inequação m > n é sempre válida, pois não tem sentido uma situação em que o número de 
arcos é menor do que o de nós, pois haveria equipamentos completamente desconectados. 
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a) fluxograma. 
3 2 5 
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2 5 8 
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.. 
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b) gráfico do processo. 
Figura 3.1 - Fluxograma e Gráfico de um Processo Envolvendo Dois Reatores e Duas 
Colunas de Destilação. 
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3.3. Procedimentos Para Reconciliação de Dados de Processo 
Na reconcili.ação de dados, busca-se a obtenção da melhor estimativa para valores de 
variáveis medidas, de forma que as restrições do processo sejam satisfeitas. O caso mais 
simples é aquele referente a vazões totais, onde as restrições são dadas pelas equações de 
conservação de massa relativas a cada equipamento, tanque ou junção do processo. 
Para que se possa efetuar a reconciliação de dados é necessário que haja redundància. 
Diz-se que uma medida é redundante quando for possível obter uma estimativa de seu valor, a 
partir de dados medidos de outras variáveis do sistema, uma vez que a sua estrutura seja 
conhecida. 
De acordo <:om Kumar (1981 ), a redundància das medidas aumenta a exatidão das 
estimativas, posto que a análise de dados é estatística por natureza. Na reconciliação de dados 
de vazão mássica, em que todas as vazões são medidas, tem-se a redundància máxima e o 
sistema é dito superdeterminado. 
O modo como as estimativas são obtidas e quats os ajustes feitos dependem de 
suposições sobre a estatística dos erros de medida. 
Em geral, parte-se do pressuposto que todas as medidas são sujeitas somente a erros de 
medida aleatórios, que seguem, portanto, uma distribuição normal com média zero. Considera-
se que têm sua matriz covariància conhecida, positiva por definição. Por exemplo, no caso de 
reconciliação de vazões totais, considera-se que todas as medidas são estatisticamente 
independentes e normalmente distribuídas. Consequentemente, a cada erro individual está 
associado um desvio-padrão (ou variància) e a média é zero. Quando cada instrumento 
funciona independentemente dos outros, o conjunto de medidas geradas corresponde à 
situação de teste multiamostral. 
As estimativas das variáveis medidas são obtidas, frequentemente, de forma que o valor 
da função que expressa a soma ponderada dos quadrados dos ajustes individuais seja mínimo, 
através do método dos mínimos quadrados. 
De acordo com Crowe et alii.(1983), o problema de reconciliação foi considerado pela 
primeira vez por Kuehn e Davidson ( 1961 ), que o resolveram buscando os ajustes ótimos 
através dos mínimos quadrados, usando os multiplicadores de Lagrange. 
Almásy e Sztanó (1975) observam que se os erros de medida tiverem uma distribuição 
Gaussiana, com média zero, então o vetor das estimativas, obtido através do método dos 
mínimos quadrados dos ajustes, é também a estimativa de probabilidade máxima e ainda a 
estimativa não-tendenciosa de variància mínima. 
Václavek (1969b) descreve o uso do método dos mínimos quadrados para ajustar 
dados de vazão total de processo. Observa que, como o número de equações (n), dado pelos 
balanços nodais, é menor do que o número de incógnitas (m), dado pelo número de correntes, 
não há solução única no caso geral. Portanto, devem ser acrescentadas condições que as 
estimativas dos parâmetros ( x;) devem satisfazer. Se os dados são tratados pelos mínimos 
quadrados, tais condições são dadas pelo valor mínimo da função-objetivo (f), dada por 
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m 
f=a;=L;p;a~ para j = 1, ... , m 
j:=l 
que é a soma ponderada dos quadrados dos ajustes individuais ou o quadrado do ajuste total 
(a,). Os fatores pi são os fatores ponderantes e sua presença faz com que a participação dos 
ajustes individuais no ajuste total seja diferenciada. Se todos os P; fossem iguais a 1, o 
quadrado do ajuste total seria simplesmente a soma dos quadrados dos ajustes individuais. 
Neste caso, as medidas com maiores ajustes (mais erradas) dariam maiores contribuições ao 
ajuste total. É comu.:m considerar os fatores ponderantes como iguais ao inverso das variâncias 
respectivas. Assim, as medidas com maiores variâncias (e consequentemente com maior 
probabilidade de erro, posto que a variància mede a dispersão em tomo da média) têm sua 
participação atenuada no ajuste total. 
Então, a função-objetivo f é minimizada com a condição de que as vazões estimadas 
satisfaçam as equações de balanço de massa. A solução é obtida utilizando o método dos 
multiplicadores de Lagrange. 
O caso de balanços multicomponentes também foi estudado por Václavek et 
alii.(l976a), onde a função-objetivo é modificada, acrescentando-se um termo referente aos 
ajustes das medidas de concentração. Todavia, estabelecem a condição de que quando a 
concentração de um dos componentes de uma corrente é medida, todas o são. 
3.4. Decomposição do Problema de Reconciliação de Dados de Processo 
Na maioria dos casos de reconciliação de dados de processo, nem todos os parâmetros 
das correntes de u.m sistema são medidos. Nesta situação, há diversas alternativas para 
simplificar o procedimento de reconciliação. Deve-se, geralmente, eliminar as variáveis não-
medidas, com o objetivo de diminuir a dimensão do problema de minimização, no qual são 
determinados os ajustes das quantidades medidas. 
Isto é possível, pois os conflitos com as leis de conservação só podem aparecer em 
seções do processo, onde tenham sido feitas medições em todas as correntes de uma equação 
de balanço (que pode ser a soma de balanços nodais) ou onde haja redundância. 
V áclavek (I 969a e !969b) introduziu o conceito de esquema de balanço reduzido, com 
o intuito de reduzir o esquema de balanço inicial de sistemas, que contêm variáveis não-
medidas, de modo a possibilitar a redução do problema de ajuste de dados de plantas químicas 
complexas. Junto com seus colaboradores ( !976a e 1976b ), propõe algoritmos para classificar 
os parâmetros das correntes de um processo, que servem para identificar quais os parâmetros 
medidos passíveis de correção e quais os parâmetros não-medidos que podem ser 
determinados a partir dos valores corrigidos. Argumentam que somente os parâmetros 
medidos redundantes podem ser reconciliados e somente estes precisam ser tratados na etapa 
de minimização da função-objetivo, reduzindo a dimensão do problema. Os algoritmos 
propostos permitem. classificar tanto as vazões mássicas totais, como as concentrações dos 
componentes das correntes, através, respectiva e sucessivamente, dos gráficos de correntes 
materiais reduzidos de primeiro e de segundo grau, aplicando-se a balanços multicomponentes. 
Todavia, ainda assim, são restritos, pois os parâmetros das correntes podem ser classificados, 
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somente, em quatro categorias, de forma que uma corrente deva ter todas ou nenhuma 
concentração de seus componentes medida e pode, ou não, ter sua vazão total medida. 
Mah et alii.( I 976), estudando o ajuste de vazões totais de processo, descrevem um 
procedimento, que se baseia em análise teórico-gráfica, para decompor problemas de 
reconciliação de dados, onde há correntes não-medidas. O procedimento elimina os arcos do 
gráfico do processo com vazões mássicas não-medidas (arcos não-medidos) e transforma o 
problema de reconciliação num problema constituído somente por arcos de vazões medidas 
(arcos medidos). Obtêm isto, agregando quaisquer dois nós, que têm um arco não-medido 
entre eles, removendo, portanto, todos os arcos internos entre eles. Todos os arcos externos 
são preservados nesta fusão. Este procedimento é repetido até que todos os arcos não-medidos 
sejam eliminados. A reconciliação é feita sobre a rede transformada, assim obtida. Em 
sequência, após a reconciliação, fazem a estimativa das vazões não-medidas contidas nas 
árvores-arcos do gráfico do processo. Observam que as medidas de vazão podem ser 
determinadas de forma única se, e somente se, os arcos não-medidos formarem gráficos 
acíclicos, isto é, árvores. 
R o magno li e Stephanopoulos ( 1980), tendo em vista que a aplicação do procedimento 
de reconciliação de dados a plantas químicas complexas, em escala industrial, gera problemas 
de dimensão muito grande, trataram de reduzir o tamanho do problema de mínimos quadrados, 
através da classificação das variáveis de processo medidas e não-medidas. Usando as 
propriedades de resolubilidade estruturais das equações de balanço, definiram as condições 
gerais para a verificar quais dos parâmetros não-medidos são determináveis. Pela aplicação 
direta dessas condições, desenvolveram um método que classifica os parâmetros de processo 
em quatro categorias: 1) determinável, 2)indeterminável, 3)superdeterminado e 4)estritamente 
determinado. Nas duas primeiras, são enquadradas as variáveis não-medidas e nas duas últimas 
as medidas. Usando esta estratégia de classificação, pode ser feita a redução dos balanços 
iniciais a um conjunto de equações de tamanho menor que o original, que contém somente os 
parâmetros medidos superdeterminados. Argumentam que o método é bastante geral e pode 
ser usado em conjunto com balanços de massa e calor, lineares e não-lineares. Entretanto, ao 
desenvolver os algoritmos consideraram que todos os parâmetros mensuráveis eram medidos e 
que quando a composição de uma dada corrente era medida, isto era feito para todos os seus 
componentes. 
Crowe et alii. ( 1983) utilizaram proJeçao matricial para simplificar o problema de 
reconciliação de dados de processo, contendo parâmetros não-medidos. Definiram uma matriz 
projeção, que pode ser construída, diretamente, e que elimina, de forma efetiva, as quantidades 
não-medidas do conjunto de restrições, produzindo um conjunto reduzido de balanços.Uma 
vantagem desta abordagem com relação ás alternativas apresentadas nos parágrafos anteriores 
é que não assume como premissa que as concentrações de todos os componentes de uma 
corrente devam ser medidas, quando uma delas for medida, o que lhe confere um caráter mais 
amplo do que o das demais. Ela permite tratar casos que incluem correntes cuja composição é 
parcialmente medida e mesmo conjuntos de equações restritivas lineares com matrizes 
arbitrárias. Observaram que esta metodologia é equivalente aos esquemas de balanços 
reduzidos de V áclavek(1969b ), no caso em que uma corrente é completamente medida ou não-
medida. Além disso, a metodologia foi estendida para permitir a inclusão de restrições não-
lineares, que contêm parâmetros desconhecidos, como a fração de divisão de um divisor de 
fluxo. 
Esta última metodologia é empregada nos procedimentos computacionais para 
reconciliação, retificação e classificação de variáveis de processo. 
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3.5. Reconciliação de Dados de Processo Através de Projeção Matricial 
Crowe et alii.(l983) desenvolveram um procedimento para reconciliação de vazões de 
processo, para sistemas no estado estacionário, que têm correntes medidas e não-medidas, 
cujas restrições são lineares. Utilizaram projeção matricial, para obter um conjunto reduzido 
das equações de balanço, referente ás correntes cujos dados medidos podem ser ajustados, de 
forrna que a soma ponderada dos quadrados dos ajustes seja mínima e que as leis de 
conservação sejam obedecidas. 
A planta químíca considerada tinha K unidades de processo (ou nós), J correntes e C 
componentes numa corrente. A estrutura da planta é expressa através de sua matriz incidência 
A, cujas linhas correspondem aos nós e cujas colunas, às correntes. Para obter a matriz dos 
balanços B, substitui-se cada elemento ±I da matriz incidência por ± I (a matriz identidade) e 
cada elemento O pela matriz nula. Então, a matriz B é uma matriz-bloco, em que cada um 
contém C linhas e C colunas, que correspondem a um nó e a uma corrente, respectivamente. 
Para cada nó k, em que ocorrem R.c reações químícas, constrói-se uma matriz estequiometria 
s •. Cada linha de s., corresponde a uma reação químíca r (r= 1,2, ... ,R.) e cada coluna a um 
componente c (c= 1,2, ... ,C). O elemento S.,, é o coeficiente estequiométrico do componente 
c na reação r, que ocorre no nó k, seguindo a convenção de negativo, positivo ou zero para 
um reagente, produto ou inerte, respectivamente. Para cada nó reacional, define-se um vetor 
Ç. das extensões das reações, que não é medido ou conhecido, inicialmente. Então, define-se a 
matriz estequiometria S, com blocos s., não-zero (R. por C), somente para os nós reacionais, 
onde cada linha do bloco corresponde a uma reação. 
Se X; é o vetor das vazões dos componentes na corrente j e ainda se X T = [ x; xi ... X n, 
então os balanços materiais da planta podem ser escritos como 
(3.1) 
onde Ç é o vetor das extensões de todas as reações de todos os nós reacionais. 
Balanços de energia podem ser adicionados à definição do problema, considerando a 
taxa de fluxo de entalpia como o (C+J)-ésimo componente. Então, B terá K blocos-linhas, um 
para cada nó, com C+ 1 linhas cada um. A matriz s. é modificada, adicionando uma coluna 
contendo a mudança de entalpia-padrão para cada reação (baseada num produto com 
coeficiente estequiométrico unitário). Além disso, o balanço de energia em cada nó pode 
conter um fluxo de calor q. (usualmente não-medido). 
Quando todos os componentes de uma corrente fazem parte dos balanços, deve-se 
garantir que, se a vazão total for medida, a vazão total ajustada seja igual à soma das vazões 
dos componentes ajustadas. Se x,i é a vazão total da corrente j, 
(3.2) 
onde F é um vetor linha, cujos elementos são o número l. A matriz B é, então, aumentada, 
adicionando uma linha e uma coluna para cada uma dessas correntes, e o vetor x, das vazões 
totais é juntado a x de modo que a eq.3 .l se toma 
lr 
~ o 
o 
-I [~-]fJ-o 
Por simplicidade, é mantido o balanço dado pela eq.3.1. 
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(33) 
O vetor x das vazões medidas dos componentes é composto pelos vetores x j de cada 
corrente, mas contém somente tantos elementos quanto valores medidos. A vazão de qualquer 
componente, cuja concentração não é medida, é incluída em u, o vetor das vazões 
desconhecidas. 
As colunas de B são separadas de forma que 
B0 ,B1 e B3 contêm, respectivamente, as colunas correspondentes às vazões dos componentes 
exatamente conhe<:idas (b,), às vazões dos componentes medidas (x) e às vazões dos 
componentes não-medidas (u). 
As medidas x devem ser ajustadas por quantidades "a", de forma que os balanços 
materiais, dados pela eq.3.1, sejam válidos para as vazões ajustadas, isto é, 
Supõe-se que os balanços sejam linearmente independentes. 
As vazões estimadas são dadas por 
x = x+a 
Para simplificar, definem 
e 
de modo que a eq .3 .4 fica 
Definem um problema inicial dado por 
min fta) = a TI-1a 
a;u,Ç 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
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sujeita à eq.3.8. :E é, geralmente, uma matriz ponderante, positiva por definição, mas aqui é a 
matriz variância-covariância das medidas x. Supõe-se, usualmente, que ela é uma matriz 
constituída de blocos diagonais, em que cada bloco corresponde a uma corrente, embora esta 
consideração não seja necessária. Todas as vazões exatamente conhecidas devem ser separadas 
num vetor dos valores constantes para evitar que L seja singular. 
Este problema inicial pode ser resolvido utilizando os multiplicadores de Lagrange. 
Todavia, é definido um segundo problema, cuja solução é também solução do problema inicial. 
Então, é definida uma matriz Y, cujas colunas varrem o espaço-nulo de pT, isto é, 
(3 .I O) 
Assim, qualquer vetor w(;rO), tal que PTw =O, é uma combinação linear das colunas de Y. 
Portanto, da eq.3.8, 
Isto leva à definição do segundo problema 
rnin r( a) 
a 
sujeita à eq.3.11 
Se a. é solução mínima deste problema, deve-se resolver 
para obter v •. 
(3.11) 
(3.12) 
Existe uma solução mínima para o segundo problema, pois a matriz variância é positiva 
por definição e, portanto, o valor de a. que mínimiza f\. a) é único. Observam que o vetor dos 
ajustes mínimos (a.) pode ser encontrado, mesmo se não houver um único v •. O vetor v. que 
satisfaz a eq.3 .12, existe e é único se, e somente se, as colunas da matriz P forem linearmente 
independentes. Isto significa que 
Pv=O =:> v=O (3.13) 
e leva a um teste computacional direto para verificar a unicidade de v •. A não-unicidade de v. 
é equivalente a ser possível satisfazer balanços materiais envolvendo apenas parâmetros não-
medidos. 
O método para construção da matriz Y, a qual ao pré-multiplicar a equação de 
balanços (eq.3.8) retira dela as quantidades não-medidas, é o seguinte: 
i) reduzir as colunas de P, para obter P, com colunas linearmente independentes. Isto 
equivale a pós-multiplicar P por uma matriz não-singular F, de forma que 
(314) 
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ii) separar Pr , através de uma matriz permutação, de forma que 
P,=[-~-l 
P, I 
~ 
(3.15) 
onde P, é quadrada e não-singular. Então, 
(3.16) 
Observam que nos casos em que não há reação química, o uso de Y é equivalente ao 
esquema de balanço reduzido de Václavek (1969a) aplicado a cada componente, em separado. 
Tarnhane e Mah (1985) também relatam que a pré-multiplicação da matriz dos balanços pela 
matriz Y é equivalente ao procedimento de decomposição, baseado em análise teórico-gráfica, 
proposto por Mah et alii.(1986), no caso de sistemas com restrições devidas somente ao 
arranjo do processo. 
A determinação dos ajustes é feita usando os multiplicadores de Lagrange. Resolve-se 
o segundo problema, encontrando um ponto estacionário (a.,),.) do Lagrangiano 
(317) 
Isto dá 
(3.18) 
e 
(3 .19) 
com 
(3.20) 
A eq.3.19 é resolvida obtendo-se À., que é substituído na eq.3.18 para o cálculo de a., 
desde que YrB, tenha característica igual ao número de linhas. Então, a eq.3 .12 é resolvida 
para obter v •. 
3.6. Bases do Procedimento Computacional de Reconciliação de Dados e Coaptação 
Desenvolveu-se um procedimento computacional para reconciliar quantidades medidas 
e para obtenção de estimativas de quantidades não-medidas observáveis de processos no 
estado estacionário, sujeitos a restrições lineares, envolvendo balanços de massa 
multicomponentes, ocorrendo ou não reações químicas, usando projeção matricial. 
Como se trata do caso linear, são incluídas somente aquelas situações em que quando a 
concentração de uma espécie química de uma corrente é medida, a vazão total correspondente 
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também é medida, 110ão importando o número de componentes que tem concentração medida 
naquela corrente. 
A vazão tot: ai de cada corrente é sempre considerada, destinando-se a ela a última 
coluna de cada urr:~. dos blocos, correspondente a cada uma das correntes, da matriz das 
restrições. Em vista disto, à matriz incidência são adicionadas linhas referentes ao que se 
chamou de balanço- s das correntes individuais, que são restrições de corrente. Desta forma, 
garante-se que a sorTia das vazões corrigidas dos componentes de uma corrente seja igual a sua 
vazão total corrigida e, além disso, contribui-se para aumentar a redundãncia. Se for o caso, 
podem-se adicionar outras restrições de corrente, como a referente à fração de partição 
conhecida de um di.....nsor de fluxo. 
Através do 'Vetor de informações das variáveis (viv) é feita a separação das colunas da 
matriz B, obtendo-se as matrizes B,, que é m x q, e P, que é m x n. Considerando que um dado 
sistema tenha c espécies químicas, ni correntes totais e rq reações químicas, este vetor tem um 
número de elementos igual a ni x (c+ I) + rq. Então, a cada corrente correspondem c+ 1 
elementos de viv, que correspondem às vazões dos componentes, seguidas da vazão total 
daquela corrente. P<::>rém, em geral, nem todas as espécies fazem parte de cada corrente, assim 
coloca-se O no ele~ento de viv correspondente à vazão da espécie que não pertence àquela 
corrente, 1 quando pertencer e tiver vazão do componente medida e 3 quando pertencer e não 
for medida. No elerrtento referente à corrente total, coloca-se O, quando ela contiver uma única 
espécie; quando for constituída por mais de um componente, coloca-se I quando pelo menos a 
vazão de um deles r<>r medida e 3 quando nenhuma for medida. Os últimos rq elementos de viv 
correspondem cada um deles à conversão de uma reação química e são sempre iguais a 3, pois 
elas não são medida.s.Considerou-se que não há vazões exatamente conhecidas. 
Para incluir uma reação química, basta informar através da matriz estequiometria TE, 
que é rq por c+2, o-nde cada linha corresponde a uma reação química, o número do nó, onde 
ela ocorre e seus coeficientes estequiométricos, colocando-os com sinal negativo se forem 
reagentes, positivo se forem produtos e O se forem inertes ou não participarem da reação, ou 
ainda se forem referentes às correntes totais. 
As colunas da matriz das restrições que corresponderem a elementos de viv iguais a 1 
farão parte da matriz B,, as que corresponderem a elementos iguais a 3 integrarão a matriz P. 
Como a obtenção da matriz das restrições é feita de forma ampla, isto é, como se todas 
as espécies entrasseTIJ ou saíssem de todos os nós, é necessário retirar algumas de suas linhas, 
que correspondem, por exemplo, a restrições inexistentes. Para isto, foi elaborado o vetor de 
informações dos equipamentos (vie), que, no caso de um sistema com mi nós e nr restrições de 
corrente adicionais, tem mi x (c+ I) + nr x (c+ I) + ni elementos. Cada grupo de c+ 1 elementos 
deste vetor corresponde a um nó (ou restrição adicional), atribuindo-se a eles o valor O, 
quando a espécie química correspondente não fizer contato com aquele nó (ou não participar 
daquela restrição) ou corresponder à corrente total e I quando o componente correspondente 
entrar ou sair daquele nó. Nos últimos ni elementos, correspondentes aos balanços individuais, 
coloca-se O no elemento correspondente a uma corrente com um único componente e I no 
elemento correspondente a uma corrente com mais do que um componente. As linhas 
removidas correspondem aos elementos O de vie. 
Para obtenção da matriz Y, tal que pTy =O, utilizou- se o seguinte método: 
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i) através de um processo de eliminação, permeado por trocas de linhas e colunas, 
transformou-se uma cópia da matriz P na matriz PL, que é uma matriz triangular superior, que 
tem a forma genérica dada abaixo, onde os elementos da diagonal são os "pivots" (portanto 
não-iguais a zero), de modo a obter a maior matriz não-singular no canto superior esquerdo; 
os elementos acima da diagonal podem ou não ser zero. As trocas de linhas e/ou de colunas 
são registradas através de um ponteiro para linhas (ip) e outro para colunas (i c), que são 
usados para efetuar, posteriormente, as mesmas trocas em P. Através de PL, determina-se a 
característica de (P) = r. 
* * * * * * * * * * 
o 
* * * * * * * • • 
o o * * * * * * * * 
o o o 
* * * * * * * PL= 
o o o o 
* * * * * * 
o o o o o o o o o o 
o o o o o o o o o o 
ii) trocam-se as linhas e/ou colunas de P, de acordo com os ponteiros ip e ic. 
iii) separa-se a matriz P de forma que: 
[
P.. : 
P= ... ·:· 
P, : 
onde P1 é a maior matriz quadrada não-singular (r x r) contida em P, P, é (m-r) x r e P3 é 
r x (n-r). 
iv) obtém-se yr = [-P,P,~': I], que é (m-r) x m, fazendo o produto indicado e 
completando as colunas de yr com a matriz identidade I, que é (m-r) x (m-r). 
v) desfazem-se as trocas de coluna de yr pós-multiplicando-a pela matriz fi., obtida 
após troca de linhas de uma matriz identidade (m x m) de acordo com as informações do 
ponteiro para linhas ip. 
Quando todas as quantidades são medidas yr = I, que então é m x m . 
A determinação dos ajustes é feita usando os multiplicadores de Lagrange, conforme 
descrito no item anterior. 
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Quando r = n, todos os valores não-medidos são observáveis. A determinação de quais 
dos valores não-medidos são observáveis é feita através da forma descrita na classificação de 
variáveis (Capítulo 4), tomando a solução da equação geral para o caso particular em que 
w=O, em que ela depende somente das colunas de P. 
onde: 
A obtenção de estimativas para os valores observáveis é feita através da equação: 
P -IB A V=- t lmX 
v = vetor <ias estimativas das quantidades observáveis, r x 1 
B1ro = matri:z r x q, obtida após troca de linbas de B1 de acordo com ip, tomando as 
suas r primeiras linbas 
X. =valores corrigidos das quantidades medidas 
Deve-se no-tar que nem sempre todas as quantidades medidas sofrem ajustes e que o 
vetor das estimativas de quantidades observáveis contém o valor zero na posição 
correspondente a qLiantidades não-observáveis. 
3. 7. O Programa de Reconciliação de Dados de Processo 
Este programa destina-se à reconciliação de vazões totais e dos componentes das 
correntes de um processo, seguida da coaptação, podendo tratar de sistemas com um único 
componente ou multicomponentes, sujeitos a restrições lineares. Prevê a ocorrência de reações 
químicas, bem corno a adição de restrições do tipo razão de divisão de um divisor de fluxo, 
quando ela for conhecida. Este programa, designado Programa RECON, foi escrito em 
linguagem Turbo C e sua listagem é dada no Apêndice C. 
No Prograrr1a RECON, utiliza-se projeção matricial, para simplificar o problema de 
obtenção de ajustes de quantidades medidas, que permite remover as quantidades não-medidas 
das restrições. A matriz projeção é obtida através de método desenvolvido neste trabalho, 
descrito no item 3.6. Os ajustes dos valores medidos são feitos através do método dos mínimos 
quadrados ponderados e dos multiplicadores de Lagrange. A partir dos valores corrigidos das 
quantidades medidas, são obtidas estimativas para os valores de quantidades não-medidas 
observáveis, que podem incluir vazões e a extensão de reações químicas, do modo descrito no 
item 3.6. As vazões totais das correntes são incluídas nas equações de balanço de forma que a 
vazão total corrigida de uma corrente é igual à soma das vazões corrigidas de seus 
componentes. 
Dentro do próprio programa é calculada a matriz variância-covariância, que é obtida 
considerando que as variâncias e covariâncias das vazões dos componentes dependem das 
frações correspondentes e da variância da corrente total, desprezando a participação das 
variâncias das frações dos componentes. Isto é válido, considerando aqueles casos onde as 
últimas são muito pequenas em comparação com as variâncias das correntes globais, como no 
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caso da determinaçaa.o da composição de correntes gasosas através de análise cromatográfica, 
onde o erro pode s~r da ordem de 0,05%. Nesta situação, o produto do quadrado da vazão 
pela variância da co :ncentração é praticamente igual a zero. Além disso, os elementos de fora 
da diagonal foram dii vididos por dois. 
Considerou-se que: 
-o número !Ill.áximo de nós é 1 O; 
-o número !Ill.áximo de correntes totais é 20; 
-o número !Ill.áximo de espécies químicas é 1 O; 
-o número tii.áximo de reações químicas é 5 e 
-o número III.áximo de restrições adicionais é 3. 
Os dados de entrada podem ser introduzidos através do teclado diretamente ou através 
da leitura de um arqWJivo de dados tipo texto. 
Os dados de entrada são os seguintes e devem ser gravados, em arquivo de dados, na 
seqüência dada abaix:o: 
-número de correntes totais (ni); 
-número de =ós (mi); 
-número de espécies químicas (c); 
-número de reações químicas (rq); 
-número de restrições adicionais (nr); 
-número de 'Vazões medidas ( q), que é a soma do número de vazões dos componentes 
medidas, com o núrr:~.ero de vazões totais medidas. 
-matriz de in.:formações das correntes M(ni x 2); esta matriz tem número de linhas igual 
ao número de correntes totais e duas colunas. A cada linha corresponde uma corrente tomada 
na ordem numérica, sendo que o primeiro elemento de cada linha deve conter o número do nó 
no qual a corrente entra e o segundo eleme:1to, o número do nó do qual ela sai. Quando uma 
corrente entrar ou sair do meio-ambiente, deve ser colocado o número 100. 
-vetor variàn.cia das correntes totais (varct[ni]); este vetor tem número de elementos 
igual ao número de correntes totais, cujos valores devem ser colocados na ordem numérica 
crescente dessas correntes, colocando um O no elemento correspondente a uma corrente não-
medida. 
-matriz das :fiações parciais MFM( ni x (c+ I)); esta é usada para calcular a matriz 
variância-covariânci.a., tendo ni linhas e c+ 1 colunas. A cada linha corresponde uma corrente 
tomada na ordem numérica, cujos elementos devem conter os valores das frações dos 
componentes, quando medidos; devendo-se colocar o número 2 ou O, quando não-medidos ou 
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não integrarem aquela corrente, respectivamente. No elemento correspondente à corrente 
total, que contiver um único componente, deve-se colocar O; enquanto no elemento 
correspondente à corrente total, que tiver mais de um componente deve-se colocar 1 ou 2, 
quando medida ou não-medida, respectivamente. 
-matriz estequiometria TE(rq x (c+2)); que tem número de linhas igual ao número de 
reações químicas consideradas e número de elementos igual ao número de espécies químicas 
presentes no sistema acrescido de duas unidades. No primeiro elemento de cada linha, deve 
constar o número do nó, onde ocorre a reação correspondente, seguida de seus coeficientes 
estequiométricos, colocando-os com sinal negativo se forem reagentes, positivo se forem 
produtos e O se forem inertes ou não participarem da reação ou ainda se forem referentes às 
correntes totais (que ocupam o último elemento de cada linha). 
-matriz das restrições TR(nr x ni); que tem número de linhas igual ao número de 
restrições adicionais e número de colunas igual ao número de correntes totais. Cada linha 
corresponde a uma restrição, sendo que cada elemento se refere a uma corrente total. Um 
elemento leva o número O, quando a corrente correspondente não fizer parte daquela restrição, 
ou algum coeficiente numérico diferente de zero. Por exemplo, no caso do divisor de fluxo, 
onde entra a corrente TS e saem as correntes T6 e T7, pertencentes a um sistema com 7 
correntes totais, onde a vazão total da corrente 6 é 2,0% da corrente 5, a restrição pode ser 
dada por: 
0,02 TS - T6 = O 
e a linha da matriz TR conteria os seguintes elementos: 
o o o o 0,02 -1 o 
-vetor das vazões medidas, onde são colocadas as vazões dos componentes de cada 
corrente, seguidas da vazão total de cada uma, na ordem numérica crescente das correntes. 
-vetor informações das variàveis (viv); quando se refere a um dado sistema que tem c 
espécies químicas, ni correntes totais e rq reações químicas, ele deve conter um número de 
elementos igual a ni x (c+l) + rq. Então, a cada corrente correspondem c+ I elementos de viv, 
que correspondem às vazões dos componentes, seguidas da vazão total daquela corrente. 
Porém, em geral, nem todas as espécies fazem parte de cada corrente, assim coloca-se O no 
elemento de viv conespondente à vazão da espécie que não pertence àquela corrente, I 
quando pertencer e tiver vazão do componente medida e 3 quando pertencer e não for medida. 
No elemento referente à corrente total, coloca-se O, quando ela contiver uma única espécie; 
quando for constituída por mais de um componente, coloca-se I quando pelo menos a vazão 
de um deles for medida e 3 quando nenhuma for medida. Os últimos rq elementos de viv 
correspondem cada um deles à conversão de uma reação química e são sempre iguais a 3, pois 
elas não são medidas. 
-vetor informações dos equipamentos (vie); no caso de um sistema com mi nós e nr 
restrições de corrente adicionais, ele tem mi x (c+ 1) + nr x (c+ l) + ni elementos. Cada grupo 
de c+l elementos deste vetor corresponde a um nó (ou restrição adicional), atribuindo-se a 
eles o valor O, quando a espécie química correspondente não fizer contato com aquele nó (ou 
não participar daquela restrição) ou corresponder à corrente total e 1 quando o componente 
correspondente entrar ou sair daquele nó (ou participar daquela restrição). Os últimos ni 
elementos dizem respeito às equações dos balanços individuais, colocando-se O no elemento 
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correspondente a urna corrente com um único componente e 1 no elemento correspondente a 
uma corrente com IJ:Jais do que um componente. 
3.8. Aplicações do ProgramaRECON 
A fim de tc=:star e analisar o seu desempenho em situações diversas, o programa 
RECON foi aplicad<> a cinco sistemas diferentes, usando um computador pessoal, que são: um 
processo de síntese de amônia, um reator químico onde ocorrem duas reações químicas, uma 
rede de vapor, um processo de síntese de ácido nitrico e um circuito de moagem. 
a) Processo 4Cie Síntese de Amônia 
Aplicou-se a. reconciliação de dados a um processo simples de síntese de amoma, 
empregado anteriorinente por Crowe et alii.(1983). O número de espécies químicas envolvidas 
é 4, que são nitrogênio, hidrogênio, amônia e argônio, designados, respectivamente, pelas 
letras A, B, C e D. <:>s componentes presentes em cada corrente são mostrados no fluxograma 
da Figura 3.2. A am.õnia é gerada no nó número 2, através da seguinte reação: 
N 2 +- 3H2 -+ 2NH3 
O nó número 4 é um divisor de fluxo, cuja restrição correspondente faz parte do 
conjunto de restrições, considerando que vazão da corrente 6 é igual a 2% da corrente 5. 
A,B,D 
6 I 
4 A,B,D 
A,B,D 
I 5 
7 3 
1 
I 
2 
i 
j A,D,D A,BJ) A,B,CJ) 
I 
I 2 3 
L 
4 
Figura 3.2- Fluxograma do Processo de Síntese da Amônia 
As vazões reais das correntes medidas são apresentadas na Tabela 3 .1, onde a letra T, 
seguida de um número, representa a vazão total daquela corrente. Os valores medidos foram 
obtidos introduzindo erros aleatórios, que seguem uma distribuição norrnal, aos valores reais, 
utilizando tabela encontrada em Freund (1988), que fornece números norrnais aleatórios. Para 
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obter os valores d~ uma variável aleatória, a partir de uma tabela desse tipo, faz-se uso da 
fórmula: 
x= ~+crz 
que transforma z ~m x, ou seja valores de uma variável aleatória com distribuição normal 
padronizada em v~ores de uma variável aleatória com distribuição normal com média Jl e 
desvio-padrão cr. C <>mo no uso das tabelas de números aleatórios comuns, a escolha da página 
e da coluna em que se vai começar é feita ao acaso. 
A Tabela 3 _ 1 apresenta ainda os resultados da reconciliação de dados, bem como as 
estimativas para as quantidades não-medidas observáveis. Verifica-se, neste exemplo, que as 
quantidades medidas foram corrigidas e que todas as quantidades não-medidas são 
observáveis. A re~-onciliação de dados levou á redução do erro relativo percentual médio 
(obtido através da :n1édia aritmética dos módulos dos erros relativos percentuais individuais), 
que é igual a l,28o/.é:o para os valores medidos e igual a 1,18% para os valores reconciliados. 
As frações :Jnledidas dos componentes das correntes totais e os desvios-padrão dessas 
correntes, que são ...__.sados no cálculo da matriz variância-covariância, são dados na Tabela 3.2. 
b) Reator Químico 
Aplicou-se .a reconciliação de dados ao caso de um reator químico. O número de 
espécies químicas e-nvolvidas é 7, designadas pelas letras A, B, C, D, E, F e G; a última é um 
inerte. Os componc::::ntes presentes em cada corrente são mostrados no fluxograma da Figura 
3.3. Este sistema é constituído por um único nó, onde ocorrem duas reações químicas, cujas 
estequiometrias sãe> dadas por: 
A+ 1/2B+C-)D+E 
A primeira é a reação primária e a segunda é uma reação secundária. Ambas são 
irreversíveis; D é o produto desejado, enquanto E e F não têm valor comercial. Há um total de 
9 correntes totais neste processo, 6 são correntes de alimentação, cujos produtos são 
separados em 3 correntes. 
As vazões Illedidas, que correspondem a um conjunto típico de dados sem erros 
grosseiros, gerado .através de computador, conforme trabalho de Phillips e Harrison (1993), 
são apresentadas na. Tabela 3.3, onde a letra T representa a vazão total daquela corrente. Esta 
tabela apresenta, ta.znbém, os resultados da reconciliação e da coaptação. Verifica-se que todas 
as quantidades não-medidas são observáveis, porém nem todas as quantidades medidas sofrem 
ajustes, como as vazões das correntes Al, B2, F3 e G4. 
As frações Inedidas de cada componente das correntes totais, usadas no cálculo da 
matriz variância-co-variância, são dadas na Tabela 3.4.Considerou-se que o desvio-padrão de 
cada corrente é iguaJ a 2,81% dos valores reais. 
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TabeLa 3.1. Dados do caso da síntese de amônia (em kgmol/s) 
Quantidade Valor real Valor medido Valor estimado 
Al 32,70 32,33 32,15 
Bl 98,04 98,52 96,28 
DI 0,40 0,40 0,40 
Tl 131,14 132,24 128,83 
A2 100,56 103,86 101,00 
B2 mn mn 294,89* 
D2 20,15 20,11 19,81 
T2 419,70 415,53 415,70 
A3 69,23 69,10 70,26 
B3 mn mn 202,65 
C3 mn mn 61,49* 
D3 mn mn 19,81 * 
T3 357,04 351,04 354,21 
C4 62,66 59,32 61,49 
AS mn mn 70,26* 
BS 205,00 205,28 202,65 
DS mn mn 19,81 * 
TS 294,38 291,02 292,72 
A6 nm nm 1,41 * 
B6 mn mn 4,05* 
D6 mn mn 0,40* 
T6 mn mn 5,85* 
A7 mn mn 68,85* 
B7 mn nm 198,60* 
D7 mn mn 19,41* 
T7 nm mn 286,87* 
RI mn mn 30,74* 
Obs.: nm = não-medida 
* =valores observáveis 
Tabela 3.2. Dados para o Cálculo da Variância do Caso da Síntese de Amônia 
Corrente Frações Molares Variância 
A B c D 
TI 0,2493 0,7476 o 0,0031 13,7700 
T2 0,2396 nrn o 0,0480 141,0700 
T3 0,1939 nm mn mn 102,0899 
T4 o o 1,0 o 3,14 
T5 mn 0,6964 o mn 69,3399 
nrn= não-medida 
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Figura 3.3- Fluxograma do Reator Químico 
Tabela 3.3 -Resultados do Caso do Reator Químico(mol/h) 
Quanti- Valor Vai Quanti- Valor Valor 
da de Medido Reconc. dade Medido Reconc. 
AI 3,4620 3,4620 F7 nm 0,5917* 
B2 0,7346 0,7346 G7 nm 1,5851* 
F3 0,4671 0,4671 T7 nm 5,6194* 
G4 I ,5851 I ,5851 C8 0,0496 0,0497 
C5 1,2939 1,2670 D8 0,1546 O, 1551 
ES 0,1830 0,1807 E8 0,0479 0,0480 
TS 1,4769 1,4477 T8 0,2522 0,2528 
C6 0,3477 0,3457 C9 1,1983 1,2265 
D6 0,0194 0,0193 D9 0,1976 0,2007 
E6 0,0473 0,0471 E9 0,6330 0,6410 
T6 0,4145 0,4122 T9 2,0289 2,0682 
A7 nm 3,0632* R1 nm 0,3365* 
B7 nm 0,3794* R2 nm 0,0623* 
nm = não-medida 
* = quantidade observável 
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Tabela 3.4 -Dados para o Cálculo da Variància no Caso do Reator Químico 
Corrente Frações Molares dos Componentes das Correntes 
A B c D E F G 
Tl 1,0000 o o o o o o 
T2 o 1,0000 o o o o o 
T3 o o o o o 1,0000 o 
T4 o o o o o o 1,0000 
T5 o o 0,8761 o 0,1239 o o 
T6 o o 0,8389 0,0469 0,1142 o o 
T7 nm nm o o o nm nm 
T8 o o 0,1969 0,6132 O, 1899 o o 
T9 o o 0,5906 0,0974 0,3120 o o 
nm= não-rrtedida 
c) Rede de J/apor 
Para aplicar o programa RECON a um sistema com um único componente, foi 
escolhida uma rede de vapor. Esta, conforme mostra o fluxograma da Figura 3.4, compõe-se 
de 8 nós e 20 correntes e um único componente, que é a água. 
Na Tabela 3.5, constam os valores reais das correntes, obtidos através dos valores 
empregados por Serth e Heenan (1986); contém, ainda, os valores medidos que foram obtidos 
mediante a introdução de erros aleatórios, conforme descrito anteriormente e os valores 
reconciliados. 
9 17 
8 
6 lO !3 15 
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5 li 16 19 
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+- 1 2 
Figura 3.4 -Fluxograma da Rede de Vapor 
Para a obtenção da matriz variância, considerou-se que todas as correntes têm desvio-
padrão igual a 2,5% de seus valores reais. 
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A reconciliação de dados levou à redução do erro relativo percentual médio (obtido 
através da média aritmética do módulo dos erros relativos percentuais individuais), que é igual 
a 2,03% para os va:lores medidos e igual a I ,65% para os valores reconciliados. 
Tabela 3.S- Resultados para a Rede de Vapor (em kglh) 
c::)uantidade Valor Valor Valor 
Real Medido Reconc. 
AI 166,37 167,84 167,08 
A2 0,86 0,87 0,87 
A3 53,27 S3,11 S3,4S 
A4 112,27 112,22 112,76 
AS 0,86 0,83 0,83 
A6 S2,41 S2,20 S2,62 
A7 1 09,9S 110,78 110,71 
AS 1,00 0,99 0,99 
A9 67,27 68,84 66,76 
AIO 14,86 14,07 14,14 
Ali 111,82 113,16 112,S3 
Al2 111,67 112,66 111,77 
Al3 32,73 32,87 32,93 
Al4 91,86 93,77 94,24 
AIS 23,64 24,34 24,2S 
Al6 60,00 S6,90 58,74 
Al7 85,4S 84,21 85,77 
Al8 5,4S S,22 S,24 
Al9 46,64 47,29 46,30 
A20 18,82 17,8S 17,69 
d) Processo de Síntese de Acido Nítrico 
O programa RECON foi aplicado a um processo complexo (com reciclo) de síntese de 
ácido nítrico, que é constituído de 9 nós e de 16 correntes, contendo 7 espécies químicas, que 
são: N 20 H 2 ,NH 3 ,02 ,HNO,,H,OeNO, representadas por A, B, C, D, E, F e G, 
respectivamente. 
No fluxograma do sistema mostrado na Figura 3.5, são indicados os componentes de 
cada corrente. 
Neste sistema, ocorrem três reações químicas, cada uma em um reator, cujas 
estequiometrias são dadas por: 
N 2 + 3H, =2NH3 
NH3 +0, = HN03 +H20 
NH, + 1,2502 =NO+ 1,5 H 20 
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Estas reaçõ- es têm lugar nos nós número 2, 5 e 6, respectivamente. 
O nó númc;::ro 9 é um divisor de fluxo e a restrição correspondente faz parte do 
conjunto de restriç <Jes impostas, estabelecendo que a vazão da corrente 16 é igual a 5,0 % da 
corrente 6. 
A,B 
I 
16 ~ 
A,B 9 A,B 
A,D 
3 6 8 
r 
B 1 A,B 2 A,B,C 3 c 4 
• • 
11 4 5 7 
,. 9 
A 2 A,C,D 
8 A,D,G 7 A,D,E,F,G 6 A,C,D,E,F 5 
14 11 10 
A,D,G \15 ' I E ,F • F 
13 
-
12 
Figura 3.5- Fluxograma do Processo de Síntese de Ácido Nítrico 
As vazões Illedidas, que foram obtidas mediante a introdução de erros aleatórios, 
conforme modo descrito anteriormente, a partir de dados ajustados de estudo de simulação de 
Cardoso (1991 ), são apresentadas na Tabela 3. 6; a letra T, seguida de um número, representa 
a vazão total daquela corrente. Esta tabela apresenta, também, os resultados da reconciliação, 
cujos valores são dados em kgmol/h. 
Verifica-se que todas as quantidades medidas foram corrigidas e que todas as 
quantidades não-medidas são observáveis e que a reconciliação de dados levou á redução do 
erro relativo percentual médio (obtido através da média aritmética do módulo dos erros 
relativos percentuais individuais), que é igual a 0,81% para os valores medidos e igual a 0,55% 
para os valores reconciliados. 
Considerou-se que as correntes totais têm desvio-padrão igual a 2,5% dos valores reais 
e foram usadas as fiações medidas dadas na Tabela 3.7 para o cálculo da matriz variância-
covariância. 
45 
Tab..ela 3.6- Resultados para o Caso da Síntese de Ácido Nítrico (kgmol!h) 
Quantidade Valor Valor Valor 
Real Medido Reconc. 
B1 796,52 793,39 797,95 
A2 320,62 313,18 321,15 
A3 I704,38 1700,36 I669,05 
B3 I97I,43 I98I,62 I952,73 
T3 3675,8 I 3687,17 3651,79 
A4 2025,01 2028,43 2020,20 
B4 2767,95 2783,78 2750,68 
T4 4792,96 4759,55 4770,88 
AS 1794,09 1793,2I I788,48 
B5 2075,19 2045,24 2055,51 
C5 461,84 465,39 463,45 
T5 4331,12 4286,16 4307,44 
A6 I794,09 I 793,43 I788,48 
B6 2075,19 2049,93 2055,5 I 
T6 3869,28 3774,79 3843,99 
C7 461,84 463,06 463,45 
A8 4851,63 4869,I4 4813,33 
D8 1271,45 I275,52 1272,30 
T8 6123,08 6005,82 6085,63 
A9 485 I ,63 4772,60 4813,33 
C9 461,84 466,06 463,45 
D9 1271,45 1268,68 1272,30 
T9 6584,92 6553,64 6549,08 
AIO 4851,63 4868,90 4813,33 
CIO 59,93 61,17 60,22 
DIO 467,62 465,88 465,84 
ElO 401,9I 403,60 403,23 
FIO 401,91 406,50 403,23 
TIO 6183,01 6080,25 6145,85 
All 4851,63 4795,69 4813,33 
Dll 392,71 389,22 390,57 
E!! 401,91 399,00 403,23 
Fll 491,81 496,92 493,56 
Gil 59,93 59,72 60,22 
Til 6197,99 6105,95 6160,90 
Fl2 394,82 394,53 391,78 
E13 401,91 403,86 403,23 
Fl3 886,63 878,39 885,34 
Tl3 1288,54 1275,87 1288,57 
Al4 4851,63 4831,74 4813,33 
Dl4 392,71 395,16 390,57 
Gl4 59,93 60,85 60,22 
TI4 5304,27 5313,50 5264,11 
nm = não-medida 
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continuação da Tabela 3.6- Resultados para o Caso da Síntese de Ácido Nítrico (kgmollh) 
Quantidade Valor Valor Valor 
Real Medido Reconc. 
AIS 4S31,01 4469,34 4492,18 
Dl5 392,71 389,36 390,57 
GIS S9,93 S9,40 60,22 
TIS 4983,6S S012,31 4942,96 
Al6 89,70 90,32 89,42 
Bl6 103,76 102,90 102,78 
T16 193,46 193,S8 192,20 
RI nm 231,72 
R2 nm 403,23 
R3 nm 60,22 
nm = não-medida 
Tabela 3.7 -Dados para o Cálculo da Variància no Caso da Síntese de Ácido Nítrico 
Corrente Frações Molares dos Componentes das Correntes 
A B c D E F G 
TI o 1,0000 o o o o o 
T2 1,0000 o o o o o o 
T3 0,4641 0,5359 o o o o o 
T4 0,4277 O,S723 o o o o o 
T5 0,4160 0,4770 0,1070 o o o o 
T6 0,46S9 O,S341 o o o o o 
T7 o o 1,0000 o o o o 
T8 0,7026 o o 0,2074 o o o 
T9 0,7372 o 0,0700 0,1927 o o o 
TIO 0,7852 o 0,0096 0,0756 0,0649 0,0647 o 
Til 0,7832 o o 0,0632 0,0648 0,0791 0,0097 
Tl2 o o o o o 1,0000 o 
Tl3 o o o o 0,3123 0,6877 o 
Tl4 0,9146 o o 0,0741 o o 0,0113 
TIS 0,9088 o o 0,0791 o o 0,0121 
Tl6 0,4522 O,S478 o o o o o 
e) Circuito de Moagem 
O programa de reconciliação foi aplicado ao circuito de moagem, mostrado no 
fluxograma da Figura 3.6. Ele é constituído de quatro nós; dois deles são moinhos (nós 1 e 3), 
um é uma bomba (nó 2) e o outro é uma bateria de ciclones (nó 4). O material sólido é 
classificado em três faixas granulométricas, cujas frações são tratadas de forma análoga às 
espécies químicas de um sistema multicomponentes; os ciclones desempenham papel 
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semelhante ao de c<>lunas de destilação simples e os moinhos, papel similar ao de um reator 
químico ao efetuar uma mudança nas quantidades das diferentes faixas granulométricas. 
Todavia, neste tipo de nó, como não é conhecida a "estequiometria" do processo, somente são 
consideradas a conservação dos sólidos totais e da água. Na bomba e na bateria de ciclones, 
além disto, levam-se em conta as restrições relativas á conservação de massa das faixas 
granulométricas dis-tintas dos sólidos. A seleção das restrições que devem ser incluídas é feita 
através do vetor vie~ conforme descrito no item 3.7. 
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Figura 3.6- Fluxograma do Circuito de Moagem 
Este sistema é tratado como se tivesse 4 componentes, representando-se a água por A 
e os sólidos das direrentes faixas granulométricas por B, C e D; a vazão total é representada 
por T. As correntes 1, 2 e 3 contêm somente água; a corrente 4 contém somente sólidos, cujas 
frações não são medidas. As correntes 6, 7, 8 e 9 contêm água e sólidos, mas somente são 
medidas as frações dos últimos. Todas as vazões totais são medidas. 
Utilizando valores reais das quantidades medidas deste circuito de moagem, dados por 
Serth et alii.( 1987), transformando-os para adaptá-los ao caso linear e após a introdução de 
erros aleatórios, aplicou-se a reconciliação de dados. 
A Tabela 3.8 apresenta os dados iniciais e os resultados da reconciliação, expressos em 
toneladas métricas. Verifica-se que há valores medidos que não sofreram ajustes e que há 
quantidades não-medidas que são não-observáveis. A reconciliação de dados levou à redução 
do erro relativo percentual médio (obtido através da média aritmética do módulo dos erros 
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relativos percentuais individuais), que é igual a 1,17% para os valores medidos, passando a 
igual a 0,80% para <>S valores reconciliados. 
Considerou- se que o desvio-padrão das correntes é igual a 1% dos valores reais. As 
frações mássicas 111edidas de cada faixa granu1ométrica das correntes de sólidos, usadas no 
cálculo da matriz variância-covariância, são dadas na Tabela 3.9. 
Tabela 3.8- Resultados para o Circuito de Moagem (toneladas métricas/h) 
Quantidade Valor 
Real 
AI 99,70 
A2 320,00 
A3 25,00 
B4 nm 
C4 nm 
D4 nm 
T4 257,90 
AS nm 
BS 24,28 
cs 141,75 
D5 91,90 
T5 357,60 
A6 nm 
B6 11,43 
C6 512,76 
D6 313,52 
T6 1109,40 
A7 nm 
B7 35,74 
C7 654,58 
D7 405,29 
T7 1787,00 
A8 nm 
B8 35,57 
C8 603,52 
D8 183,53 
T8 1084,30 
A9 nm 
B9 O, 14 
C9 50,66 
D9 207,09 
T9 702,70 
nm = não-medida 
no = não-observável 
* = quantidades observáveis 
Valor Valor 
Medido Reconc. 
99,90 99,35 
314,12 314,64 
24,81 24,82 
nm no 
nm no 
nm no 
259,43 259,43 
nm 99,35* 
24,20 24,29 
144,31 143,99 
93,06 92,87 
355,74 360,51 
nrn 272,02* 
11,49 11,40 
517,42 513,15 
315,38 311,12 
1122,69 1107,70 
nm 686,01 * 
35,62 35,70 
647,59 657,14 
401,16 403,99 
1795,92 1782,84 
nm 247,20* 
35,63 35,56 
613,59 607,02 
196,59 196,83 
1074,58 1086,61 
nrn 438,81 * 
0,1386 0,14 
49,91 50,12 
205,62 207,17 
691,29 696,23 
Tabela 3.9- Dados para o Cálculo da Variància no Caso do Circuito de Moagem 
Corrente 
T5 
T6 
T8 
T7 
T9 
Frações Mássicas das Faixas 
Granulométricas 
B c D 
0,0679 0,3964 0,2570 
0,0103 0,4622 0,2826 
0,0200 0,3663 0,2268 
0,0328 0,5566 O, 1831 
0,0002 0,0721 0,2947 
Conclusões resultantes da aplicação deste programa: 
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O programa de reconciliação desenvolvido foi aplicado a cinco processos diferentes, 
procurando-se através deles estudar diferentes situações, cujos resultados acima descritos 
originaram as seguintes observações: 
-em todos os casos estudados, onde foi possível calculá-lo, houve uma redução no erro 
relativo percentual médio após a reconciliação, ou, em outras palavras, o erro relativo 
percentual médio dos valores reconciliados é menor do que o dos valores medidos. 
-os processos estudados incluem diferentes situações, tanto quanto ao tipo de 
restrições, como a ocorrência ou não de reações químicas, como quanto à obtenção ou não de 
ajustes para as quantidades medidas e de estimativas para as quantidades não-medidas, que são 
destacadas a seguir para cada um deles: 
a) trata de sistema multicomponente, com quatro nós, quatro espécies químicas e sete 
correntes totais, onde ocorre uma reação química, contendo um divisor de fluxo cuja razão de 
divisão é conhecida. As quantidades medidas foram corrigidas e foram obtidas estimativas para 
todas as quantidades não-medidas; 
b) trata de sistema multicomponente com um único nó, com sete componentes, onde 
ocorrem duas reações químicas, em que todas as quantidades não medidas foram observáveis, 
porém nem todas as quantidades medidas foram ajustadas; 
c) trata de sistema com um único componente e com oito nós, contendo vinte correntes 
totais, onde todas são medidas e todas foram corrigidas; 
d) trata de sistema multicomponente, com nove nós, sendo um deles um divisor de 
fluxo com razão de divisão conhecida, sete espécies químicas e dezesseis correntes totais, onde 
ocorrem três reações químicas, cada uma em um reator. Todas os valores medidos foram 
corrigidos e todas as quantidades não-medidas, que são as extensões das reações químicas, 
foram estimadas; 
e) trata de sistema contendo quatro nós, onde as três faixas granulométricas de sólidos 
são consideradas como se fossem componentes, onde a "estequiometria" das mudanças 
granulométricas não é conhecida. Neste caso, nem todos os valores medidos foram ajustados e 
há valores não-medidos que não são observáveis. 
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Em vista <Iisso, acredita-se que o programa de reconciliação seja bastante flexível 
quanto aos proces& os cujos dados poderá reconciliar, constituindo-se de ferramenta importante 
para análise de dad-os de processo. 
CAPÍTULO 4. RETIFICAÇÃO DE DADOS DE PROCESSO 
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4. 1 Introdução 
A retificação de dados pode ser vista como um conceito mais amplo do que a 
reconciliação de dados. Usualmente, a última se refere ao ajustamento de valores medidos de 
processo para compensar somente os erros aleatórios das medidas, pois se assume que os 
valores verdadeiros, envolvidos em balanços de massa e energia, são afetados somente por 
erros aleatórios. A retificação de dados, por outro lado, envolve não somente o ajuste de 
medidas com este tipo de erro , mas também com erros grosseiros, causados por eventos não-
aleatórios como vazamentos, desvios do estado estacionário, mau funcionamento de 
instrumentos, por ex:emplo. Deve, normalmente, haver um número pequeno de erros grosseiros 
presentes num conjunto de dados, em comparação com erros aleatórios. Apesar disso, sua 
presença invalida a base estatística dos procedimentos de reconciliação, portanto é necessário 
identificá-los e eliminá-los do conjunto de medidas. Para isto, é feita uma análise baseada em 
medidas redundantes para verificar o fechamento das relações de balanço. 
4.2 Os Dados de Processo e os Erros 
Usualmente, o valor medido (x;) e o valor verdadeiro (xJ) não são exatamente iguais e 
sua diferença é chamada de erro (e; ) 
Os erros podem ser classificados em duas categorias distintas. Na primeira, estão os 
erros muito pequenos decorrentes de flutuações normais do processo, de desvios pequenos na 
amostragem e medição e variação aleatória na operação de um instrumento. Na maioria dos 
processos químicos, estas flutuações são uma pequena fração do total medido, então o 
resultado da medição é aproximadamente igual á quantidade fisica em questão. Estes erros são 
chamados de erros aleatórios. 
Em contraste com esses pequenos erros, podem ocorrer erros grandes, também 
chamados erros grosseiros, que são devidos a eventos não-aleatórios, como desvios 
instrumentais não-compensados e mau funcionamento de aparelhos de medição, por exemplo. 
Além disso, também podem conduzir a erros de estimativa grosseiros, a representação 
inadequada ou imprecisa de um processo, envolvendo vazamentos e depósitos, e a inadequada 
consideração de desvios do estado estacionário. No caso de erros grosseiros, os valores 
medidos podem ter pouca relação com a quantidade fisica. 
A presença de erros grosseiros invalida a base estatística do procedimento de 
reconciliação de dados, que considera que os erros são variáveis aleatórias, normalmente 
distribuídas, com média zero e matriz variância-covariância conhecida, positiva por definição. 
Além disso, um erro grosseiro presente em uma das medidas do conjunto que está sendo 
reconciliado causará uma série de pequenas correções em outras medidas. Esta distribuição de 
erros gosseiros tem duas desvantagens consideráveis: ela toma os dados imprecisos como um 
todo e mascara a fonte de erros, não fornecendo informações para conduzir ao reparo de 
instrumentos ou outras ações corretivas. Em vista disso, é aconselhável identificar e retirar as 
medidas que contêm erros grosseiros, para não prejudicar a confiabilidade das demais medidas 
e para tomar o processo de ajustamento de dados mais eficaz. 
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4.3 Tratamento de Dados de Processo Contendo Erros Grosseiros 
Diversos autores relatam formas de tratar erros grosseiros, que envolvem a sua 
detecção e identificação. A maior parte dos critérios propostos se baseia em testes estatísticos, 
que se aplicam ao conjunto de dados como um todo ou a cada nó (testando o desbalanço nodal 
correspondente) o-u ao ajuste de cada medida. Às vezes, são empregados em conjunto, 
utilizando-se mais de uma estatística, num mesmo problema de retificação de dados. Alguns 
testes são aplicados após a reconciliação de dados, que é seguida da remoção da medida 
suspeita, refazend~-se o procedimento de ajustamento de dados. Outros são efetuados antes de 
realizar a reconciliação de dados, o que é possível de acordo com a estatística empregada. 
Ripps ( 1965) faz a remoção de medidas redundantes suspeitas, através de uma variável 
auxiliar, que é incluída na equação básica de ajustamento de dados. Ele não fornece um critério 
para selecionar essas medidas e aconselha que seja eliminada uma medida suspeita de cada vez, 
após o que é realizado o procedimento de reconciliação. Sugere que os valores da função-
objetivo, assim obtidos, sejam usados para análise dos resultados. Relata que, frequentemente, 
o valor minimo ela função-objetivo coincide com o ajustamento mais correto. Todavía, 
acrescenta que a exatidão é melhor determinada por testes subsequentes, através da 
razoabilidade de outros parâmetros calculados a partir dos dados ajustados, pela consistência 
dos parâmetros de uma corrída para outra e recalibração de instrumentos suspeitos, por 
exemplo. A função-objetivo se refere ao processo como um todo e, também, portanto, a 
análise em questão_ 
Nogita (1972) introduz um critério para testar a inconsistência de dados e para detectar 
a existência de medidas errôneas e perturbações no processo, baseado em considerações 
estatísticas. Define uma função-teste, que é dada pelo somatório das diferenças entre o valor 
estimado e o valor medido correspondente, ponderado pelo inverso do desvío-padrão 
respectivo. Prova que esta função tem uma distribuição normal, com média zero e variância 
conhecida e testa a função normalizada (pela divísão por seu desvío-padrão ), contra uma 
distribuição normal padronizada, com média zero e variância unitária. Por experiência própria, 
sugere que uma probabilidade de erro Tipo I (de rejeitar uma hipótese zero correta) de l 0% é 
aceitável, em muitos casos. Então, de uma tabela de distribuição normal padronizada 
cumulativa, tem-se que a probabilidade da função normalizada estar compreendida no intervalo 
de -1,645 a 1,645 é de 90%. Consequentemente, quando o módulo dessa função for> 1,645, 
pode-se dizer que a inconsistência é significativa com uma probabilidade de erro Tipo I de 
O, 1 O, prevendo um desbalanço sistemático, como o sistema em estado não-estacionário, com 
efluxo ou influxo inesperados ou erro grosseiro nas medidas. Para identificação de erros 
grosseiros, adota a eliminação seqüencial de valores medidos e compara o efeito de cada 
remoção no valor numérico da função normalizada. Define o conjunto consistente mais 
provável como aquele que confere o valor minimo á dita função. De acordo com Mah et 
alii.(l986), como o critério é aplicado ao conjunto de dados, ou seja, uma única estatística é 
aplicada a todo o processo, ela pode ser ineficaz para detectar erros grosseiros em redes 
grandes. Além disso, pelo fato da reconciliação ser realizada antes da pesquisa de erro 
grosseiro, é dificultada sua identificação, devído ao espalhamento do erro grosseiro. 
Almásy e Sztanó (1975) utilizam um teste estatístico para verificar a presença de erros 
grosseiros, através de uma função obtida pela soma dos quadrados dos defeitos do modelo, 
ponderada pelo inverso da matriz dispersão. Esta função tem uma distribuição qui-quadrado 
com número de graus de liberdade igual ao número de equações do sistema. Se for 
considerado um nível de significância suficientemente pequeno, então a probabilidade do valor 
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da função ultrapassar o valor critico da distribuição qui-quadrado, sob condições normais é tão 
pequena, que pode-se inferir que alguma das hipóteses iniciais (média igual a zero ou a 
característica Gaussiana, por exemplo) não se mantém. Para identificar a fonte de erro 
grosseiro, supõem que todas as considerações sobre a distribuição dos erros são válidas, 
exceto o valor esperado zero para o erro de um único ponto de medida. 
Mah et alii.( 1976) observam que, antes de efetuar os cálculos de ajustamento de dados, 
é necessário testar a validade da hipótese, em que se supõe que todos os erros presentes nos 
dados são erros de medida aleatórios, com média zero e variância conhecida, pois a presença 
de erros sistemáticos invalida a base estatística do procedimento de reconciliação de dados. 
Com esse objetivo, propõem a construção de funções-teste, uma para cada nó, definidas pelo 
produto do desbalanço associado a cada nó pelo inverso da raiz quadrada da soma das 
variâncias das correntes associadas aquele nó. Sob a hipótese nula de que não há erro 
grosseiro, o valor esperado da função é zero. A função, assim definida, tem uma distribuição 
normal e sua variância é I. Com base nessa função, podem ser aplicados testes a cada nó do 
gráfico de reconciliação, o que, afirmam, é uma vantagem importante quando comparada com 
funções que avaliam o conjunto de dados como um todo, sendo mais sensível a erros 
grosseiros do que essas. Relatam, ainda, que é importante considerar a intensidade do erro 
grosseiro, acusado no esquema de detecção. Através de testes de simulação, verificaram que 
grande parte das correntes falha no teste de detecção a níveis relativamente baixos de erros 
gosseiros. Por exemplo, erros grosseiros de até 20 % das vazões foram detectados em 65 % 
dos casos; quando elevados a 50 % das vazões, foram detectados em 85 % dos casos. 
Portanto, consideram que o teste parece ser efetivo para os casos estudados com uma 
probabilidade de O, I O , para erros do Tipo I. Descrevem um algoritmo para isolar e identificar 
erros grosseiros e vazamentos, que se baseia na aplicação da função-teste a cada nó isolado, 
considerando que todos os arcos são medidos e depois agrupando, progressivamente, pares de 
nós, trios de nós, etc, até identificar os arcos ruins (com este tipo de erro). 
Hlavácek ( 1977), em artigo de revisão da literatura, relata que V áclavek e Vosolsobé 
propõem um critério para tratar erros grosseiros, baseado em método heurístico. O critério, 
aplicado a cada nó individualmente, é definido por uma equação que representa o quociente 
entre o resíduo de balanço no nó e a vazão medida média correspondente. Quando o módulo 
do valor obtido for menor ou igual ao valor critico (compreendido, frequentemente, entre 0,05 
e 0,2), consideram que não há erro grosseiro e efetuam o ajustamento de dados pelos mínimos 
quadrados. Observam que a conclusão de ausência de erro grosseiro pode estar errada, pois 
pode haver cancelamento de erros, o que, todavia, não é comum. Relata, ainda, que Vosolsobé 
propõe, em outro trabalho, testar todas as duplas de nós conectadas por correntes internas 
para localizar a posição da fonte de erro. 
Romagnoli e Stephanopoulos (1981) utilizaram uma função-teste dada pelo quadrado 
do vetor dos resíduos de balanço ponderado pela variância desses resíduos, para verificar a 
presença de erros grosseiros. Partem do pressuposto de que os erros de medida são 
normalmente distribuídos, com valor esperado igual a zero. Então, os resíduos das equações de 
balanço também são distribuídos da mesma forma e têm valor esperado igual a zero. 
Acrescentam que os erros sistemáticos causam o deslocamento da medida numa direção e as 
observações são distribuídas ao redor de um certo valor, diferente do valor verdadeiro do 
parâmetro. A diferença entre esses valores é o erro sistemático. A quantidade medida, neste 
caso, é o vetor dos resíduos de balanço, cujo valor teórico é conhecido e igual a zero. 
Considera-se que a incerteza do erro de medida é conhecida, então verifica-se se a média dos 
resíduos calculada difere significativamente de zero, de modo que a hipótese de média zero 
não se verifique. Como o vetor dos resíduos tem n elementos ( n equações), a função-teste terá 
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uma distribuição qui-quadrado com n graus de liberdade, que deverá ser testada contra o valor 
tabelado correspondente, uma vez que seja pré-estabelecida a probabilidade de erro admissível, 
sendo aceitável em nmitos casos o valor O, 1 O. Sugerem que a identificação de erros grosseiros 
seja feita através de análise estrutural, cujo procedimento é descrito. Propõem que, 
alternativamente, seja adotado o processamento seqüencial das equações de balanço. Ele inicia 
com a aplicação do teste a uma equação de balanço, seguida da remoção (e teste} de uma 
medida de cada vez, quando o teste estatístico revelar a presença de erros grosseiros, com 
exceçã.o daquelas Inedidas que foram consideradas sem erros grosseiros nas etapas anteriores. 
A seguir, vão-se adicionando as equações de balanço, uma a uma, à função-teste, aumentando 
da mesma forma o número de graus de liberdade da distribuição qui-quadrado tabelada. 
Tamhane (1982), estudando o uso de resíduos (ajustes individuais das medidas) para 
detectar valores extremos em regressões lineares, mostra que um teste baseado no vetor dos 
resíduos transformado tem, na classe das transformações lineares do vetor dos resíduos, certas 
propriedades ótimas para revelar a presença de um único valor extremo, quando o observador 
não está ciente de que há exatamente um desses valores. Observa que é mais poderoso do que 
outros testes baseados no uso de resíduos, neste caso específico. 
Mah e Tamhane (1982) tratam o problema de detecção e identificação da presença de 
um ou mais erros grosseiros em dados de processo, aplicado ao caso em que a reconciliação de 
dados é sujeita a restrições lineares. Consideram a situação em que todas as variáveis são 
medidas e que os erros grosseiros estão antes associados às medições do que a erros no 
modelo do processo. Observam que um teste simples, baseado nos ajustes ou resíduos 
(diferença entre o valor medido e o valor estimado) de cada variável, pode ser usado para 
detectar e identificar diretamente a fonte de erros grosseiros. Descrevem, ainda, um outro teste 
de medida baseado no vetor dos resíduos transformado (obtido pelo produto do inverso da 
matriz variância-covariância pelo vetor resíduo), que conforme Tamhane ( 1982) possui a 
máxima potência para detectar a presença de uma única medida com erro grosseiro. Este teste 
pode ser estendido ao caso de erros múltiplos, sem contudo ter assegurada suas propriedades 
de máxima potência. 
Crowe et alii.(l983) tratam da verificação e identificação de erros grosseiros na 
reconciliação de vazões, em balanços multicomponentes, no estado estacionário. Consideram 
que toda medida de concentração e vazão é independente e normalmente distribuída, com 
média desconhecida e variância conhecida. Observam que embora o produto de duas variáveis 
normais independentes não seja normalmente distribuído, tal produto é aproximadamente 
normalmente distnbuído, se as duas variáveis tiverem somente valores positivos e se seus 
coeficientes de variação (desvios-padrão relativos) forem suficientemente pequenos, isto é, 
menores do que 5%. Então, consideram que o vetor das medidas é uma amostra de uma 
distribuição normal multivariada com média desconhecida e matriz variância-covariância 
conhecida. Observam que medidas de diferentes correntes são, usualmente, tomadas como 
estatísticamente independentes, assim como medidas de concentração e de vazão total numa 
mesma corrente. Entretanto, as vazões dos componentes de uma mesma corrente não são 
independentes, pois a vazão total é comum. Utilizam três estatísticas-teste, sendo uma delas 
baseada na distribuição qui-quadrado, a qual é usada para detectar erros grosseiros, 
coletivamente, em um conjunto de combinações lineares dos erros nas equações do balanço 
reduzido. Observam que qualquer uma combinação linear desses erros pode ser testada contra 
uma distribuição normal e utilizam uma que testa o desbalanço particular em cada nó e outra 
que testa o ajuste particular de cada medida. Aconselham que se empreguem em conjunto 
essas três estatísticas, para obter tantas evidências quanto possível e observam que, em um 
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dos casos estudado:s, um dos testes não revelou a presença de erros grosseiros, enquanto os 
outros dois revelara:n1. 
Madron ( 1985), estudando o problema de identificação de erros grosseiros em medidas 
na engenharia quürúca, propõe uma abordagem, que, ao complementar outras existentes, 
permite reduzir o nÚlmero de elementos do conjunto de medidas suspeitas, que deve ser testado 
na fase final da elirr.Unação desse tipo de erro. Para isto, faz uso de informações disponíveis a 
priori, sobre a credibilidade da medida, que representa o valor máximo possível do erro 
grosseiro de cada :a:nedida. Sugere o uso do teste global qui-quadrado para detectar erros 
grosseiros e de três :métodos de identificação da fonte de erros descritos na literatura, os quais, 
acredita, não diferem consideravelmente, quanto à eficiância de identificação. O estudo é 
restrito ao caso de desvios de um pressuposto modelo de erros, não contemplando erros 
devidos á representação inadequada do modelo matemático (como vazamentos, por exemplo) 
e considera a preseaça de um único erro grosseiro. 
Iordache et alii.(1985) tratam da avaliação do desempenho do teste de medida para 
detecção de erros grosseiros em dados de processo, proposto por Mah e Tarnhane (1982), 
através da avaliação de sua potência, que é a probabilidade de detectar e identificar, 
corretamente, a presença de erros grosseiros. Consideram que somente um erro grosseiro está 
presente nas medidas e exploram a influência de diferentes parâmetros na potência do teste. 
Observam que o ereito das restrições, da configuração da rede e da posição da medida com 
erro grosseiro podem ser adequadamente considerados através da matriz restrição 
transformada e que aqueles fatores que tomam as colunas (correntes) dessa matriz mais 
proporcionais tendem a reduzir as potências associadas a estas colunas e a tomá-las umas 
iguais as outras, enquanto os fatores que as tomam menos proporcionais tendem a aumentar 
suas potências. Utilizam duas definições para a potência e observam que ela é profundamente 
afetada pela razão entre a magnitude do erro grosseiro e o desvio-padrão. Além disso, as 
potências também dependem da faixa e da distribuição dos desvios-padrão, quando eles são 
diferentes. A razão entre os desvios máximo e mínimo é uma medida do espalhamento das 
potências e quanto maior esta razão, maior a faixa das potências. Para uma mesma relação 
magnitude do erro grosseiro/desvio-padrão, quanto menor a magnitude do erro, menor a 
potência associada àquela medida. 
Narasimhan e Mah ( 1987) descrevem um método para detectar e identificar erros 
grosseiros devidos a desvios instrumentais e vazamentos em processos quírnícos, no estado 
estacionário. Ele pode ser estendido a qualquer tipo de erro que possa ser modelado 
matematicamente. Como sub-produto ele permite a obtenção de estimativa da magnitude do 
erro grosseiro. Este método é chamado de método da razão de probabilidade condicional 
generalizada ( GLR) e se baseia no teste estatístico da razão de probabilidade condicional. 
Permite a identificação de vários erros grosseiros, para o que utiliza uma estratégia baseada na 
compensação seriada de erros grosseiros. Esta forma de compensação necessita menor tempo 
de cálculo do que outras existentes, baseadas na elirnínação seriada. Observam que o método 
GLR apresenta vantagens sobre outros métodos para identificação de erros grosseiros em 
processos químicos, no estado estacionário, já que somente ele possibilita diferenciar os vários 
tipos de erros. Comentam que isto é importante, pois nem sempre se pode estar certo de que o 
processo opera, es1:ritamente, no estado estacionário. Para avaliar a performance do teste 
relatam experiências de simulação, utilizando duas medidas de desempenho. Observam que 
quando somente erros grosseiros devidos a desvios instrumentais estão presentes, então o teste 
GLR se reduz ao teste de medida e que ambos têm o mesmo desempenho, em condições 
idênticas. 
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Crowe ( 1988) apresenta um método recorrente para a identificação de erros grosseiros, 
baseado no prognóstico do efeito da remoção de qualquer conjunto determinado de medidas 
sobre testes estatísticos, sem efetuar reconciliações completas a cada vez. O objetivo é 
encontrar um ou mais conjuntos de medidas, cuja retirada fará com que sejam satisfeitos todos 
os testes estatísticos. A dedução apresentada leva diretamente ao cálculo da estatística de 
medida e á reconciliação. Mostra que a diminuição do valor da função-objetivo causada pela 
retirada de uma única medida é igual ao quadrado da estatística de medida de potência máxima 
correspondente, calculada antes da eliminação. Propõe um algoritmo para detectar os 
conjuntos suspeitos de erros grosseiros, cuja remoção conduz a valores aceitáveis de todos os 
testes estatísticos e vazões de processo, que é ilustrado com uma aplicação. Observa que o 
desempenho desse algoritmo precisa ser testado e comparado com outros publicados, a fim de 
testar sua habilidade para identificar corretamente erros grosseiros, evitando a ocorrência de 
erros do Tipo I e do Tipo IL A teoria se restringe a problemas lineares, no estado estacionário. 
Narasirnhan e Mah (1989) observam que a maioria dos testes estatísticos para 
identificar erros grosseiros propostos, até então, trata de modelos simples de processos, no 
estado estacionário. Neles, as variáveis são consideradas diretamente medidas ou não-medidas. 
Propõem técnicas para transformar, adequadamente, modelos gerais, no estado estacionário, 
em modelos simples na mesmas condições de operação. Consideram os casos em que variáveis 
de processo são medidas indiretamente e onde variáveis não-medidas estão presentes nas 
restrições. Numa situação em que ambos os casos estejam presentes, o modelo geral do 
processo é transformado no modelo simples em duas etapas. Inicialmente, eliminam-se as 
variáveis não-medidas e após são tratadas as variáveis indiretamente medidas. Então é possível 
aplicar qualquer um dos quatro testes estatísticos seguintes, previamente desenvolvidos: o 
teste global, o teste dos resíduos das restrições, o teste de medida e o teste da razão de 
probabilidade condicional generalizada. 
Kao et alii.(l990) observam que uma das maiores desvantagens da mruona dos 
métodos propostos, na literatura, para detecção de erros grosseiros é que eles partem do 
pressuposto de que as observações são não-correlacionadas seriadamente (já que a 
independência implica em ausência de correlação), o que muitas vezes não é confirmado pelas 
evidências experimentais. Relatam que observações correlacionadas podem ser causadas por 
um número de fatores fisicos associados com o tempo-morto do processo, com sua dinãmica e 
controle, bem como devido a fatores relacionados a instrumentos de medição. Nesta 
investigação, tratam de erros de medida correlacionados seriadamente, em processos químicos 
no estado estacionário. Entretanto, consideram que variáveis diferentes medidas num mesmo 
tempo ou em diferentes tempos não são correlacionadas, isto é, que não há correlação cruzada. 
Usam, como referência, o teste de medida e mostram que é bastante significativo o efeito do 
fato de negligenciar a existência de correlação. Sugerem duas soluções para este problema, que 
são avaliadas analiticamente e através de simulações em computador. Uma delas se baseia na 
obtenção da fórmula correta para a variância, que toma em consideração correlações seriadas e 
o outro envolve a filtragem para remoção de correlações seriadas dos dados de processo, 
obtendo resíduos não-correlacionados, aos quais podem ser aplicadas as técnicas 
desenvolvidas para a detecção de erros grosseiros em dados de processo independentes. 
Observam que os dois métodos são robustos, efetivos e simples de usar e que o último é mais 
poderoso no caso de vetores de dados individuais, mas exige mais tempo de computação. 
Crowe (1989) estende o conceito de potência máxima, derivado por Tarnhane (1982) 
para o teste de medida, ao teste dos resíduos da restrições de balanços lineares, no estado 
estacionário. O teste de potência máxima tem a maior probabilidade de encontrar corretamente 
um erro grosseiro em uma medida particular. Observa que a estatística de medida de máxima 
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potência de uma co:rrente de alimentação ou de produto, que corresponde a um vetor coluna 
unitário positivo ou negativo da matriz incidência dos valores medidos, é igual à estatística dos 
resíduos de potência máxima, para aquele balanço em que aquela corrente aparece. Apresenta 
dois exemplos, em .que compara o teste dos resíduos convencional com o teste de potência 
máxima. Observa que o teste de potência máxima dos resíduos deve ser usado em conjunto 
com o teste de medida de potência máxima e com o teste qui-quadrado global. Conforme os 
exemplos dados, os testes por si só podem não possibilitar a identificação precisa da fonte de 
erros grosseiros. 
4.4 Retificação de Dados de Processo Através de Projeção Matricial 
Crowe (198&) apresenta um método para predizer o efeito da remoção de um conjunto 
de medições nos resultados dos testes estatísticos, sem efetuar a reconciliação completa, 
aplicável a um sistema linear. O objetivo é encontrar um ou mais conjuntos de medidas 
removidas de modo que as quantidades remanescentes satisfaçam os três testes estatísticos 
escolhidos. Os testes estatísticos são os mais frequentemente citados na literatura: o teste qui-
quadrado global, o teste de desbalanço nodal e o teste de medidas. 
A teoria desenvolvida se limita ao caso linear e considera, para simplificar a notação, 
que os balanços contêm somente quantidades medidas; as quantidades não-medidas poderiam 
ter sido previamente eliminadas se existissem. 
O problema de reconciliação pode, então, ser definido como: 
(4.1) 
sujeita à condição 
B(x+a)=O 
onde x é o vetor das quantidades medidas ( q x I), "a" é o vetor dos ajustes correspondentes e 
B é uma matriz (p x q), de característica p, que contém a matriz incidência dos balanços das 
espécies, acrescida, possivelmente, de linhas referentes a restrições de igualdade adicionais. No 
caso de sistemas com quantidades não-medidas corresponde ao produto YrB,. 
Considera-se que as quantidades medidas têm uma matriz variância-covariãncia 
conhecida ou estimada :E, positiva por definição. 
A solução pode ser escrita como: 
(4 2) 
onde, e= Bx é o vetor dos desbalanços e H = B :E B r é uma matriz positiva por definição. 
A partir da fórmula para a variância de uma combinação linear de variáveis aleatórias 
conjuntamente distribuídas, se o valor esperado de "e" é zero e a variância das medidas é :E, 
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então, a variância d~ "e" é H. Substituindo o valor de "a" dado pela eq.4.2, o valor da função-
objetivo, na solução é 
(4.3) 
Além disso ~ de acordo com Scheffe, ela tem uma distribuição qui-quadrado. Esta é a 
base para o teste q '1Lli-quadrado global e também para a premissa que diz que se todas as 
medidas contendo e.-ros grosseiros tiverem sido eliminadas, o valor da função-objetivo, após a 
remoção, estará aba~.-ixo do valor qui-quadrado tabelado com nível de confiança e graus de 
liberdade apropriadc:> s. Entretanto, se o teste qui-quadrado for satisfeito, não signífica que não 
haja erro grosseiro, pois pode haver um erro grosseiro entre medidas aleatórias de um grande 
conjunto. Por isto, e:s:npregam-se outros testes para diagnosticar, individualmente, as medidas e 
os desbalanços das = :spécies. 
Para verifica.- o efeito da remoção de um conjunto particular de 1 medidas na função-
objetivo, separa-se a_ matriz B em 
B = [ :::13' :B"] (4.4) 
em que as l colur1as de B" correspondem aos valores removidos. Considera-se que a 
característica de B" é I(< p). Se esses valores removidos fossem efetivamente não-medidos, de 
acordo com Crowe < 1983 ), definíria-se a matriz R T, (p-l) x p por 
(4.5) 
Então, a soh.:a.ção para o caso com remoções é obtida substituindo B por R TB e "e" e H 
por 
(4 6) 
e 
(4.7) 
respectivamente. En~ão, a variação na função-objetivo f é 
(4.8) 
com 
(4 9) 
Esta matriz, expressa em termos de quantidades disponíveis, pode ser escrita: 
(4.10) 
onde a matriz G1 
(4.11) 
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A redução n4:l. função-objetivo, usando as eq.4.8 e 4.10, pode ser escrita como 
(4.12) 
Se for adicie>nada a B" uma outra medida removida, cuja coluna b é dependente das 
colunas de B", a matriz R não mudará, pois ela já satisfaria RTB" =O. Então, nem e, nem H, 
mudariam, pois a a..dição de uma coluna dependente a B" deixa M e, conseqüentemente, a 
função-objetivo inal 't:erada. 
No caso em que uma única medida é removida, a eq.4.12 fica 
(4.13) 
onde b é uma única coluna de B, correspondente à medida removida. 
A eq .4 .12 permite predizer a redução na função-objetivo resultante de cada seqüência 
de remoções: uma única de cada vez, duas de uma vez e assim por diante. Qualquer conjunto 
de valores, cuja remoção não reduz suficientemente a função-objetivo, de forma que ela 
satisfaça o teste qui -quadrado, não pode conter todos os erros grosseiros. Entre os conjuntos 
de I remoções, aqueles que satisfizeram o teste qui-quadrado serão examinados posteriormente 
para verificar qual cleles satisfaz, também, o teste do desbalanço e o de medida. 
Como verificação final, calculam-se as vazões, incluindo aquelas não-medidas, de cada 
conjunto que satisfaz os três testes estatísticos, para descartar aqueles que contêm vazões 
negativas. Qualquer conjunto que, ao ser removido, leva a vazões negativas indica que há uma 
imperfeição nas medidas remanescentes e que é improvável que todos os erros grosseiros 
corretos tenham sido removidos, considerando variâncias razoáveis. Vazões negativas podem 
surgtr se as variàncias atribuídas àquelas vazões, especialmente às menores, forem muito 
grandes. 
Se nenhum dos conjuntos, de tamanho /, satisfizer todos os testes estatísticos e não 
conduzir a vazões negativas, então devem ser removidas medidas adicionais, se possível. 
Um teste geral do desbalanço, já que a variância do vetor desbalanço "e" é H e a 
variância de qualquer combinação linear w Te é w TH w, é dado por 
Se se considerar que "e" é normalmente distribuído, com valor esperado zero, então 
z,(w) tem média zero e variância unitária. Usualmente, w deveria ser um vetor unitário, mas 
isto não é necessário. 
Após a remoção de I medidas, o teste do desbalanço pode ser escrito para qualquer 
combinação linear v como 
( 4.15) 
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Esta equação é muito parecida com a eq.4.14, exceto que w é substituído por Rv, onde 
v é um vetor unitá..rio. Então, a aplicação do teste de desbalanço para o caso de remoção é 
direta, sem a neces~idade de fazer a reconciliação, embora seja preciso obter a matriz R. 
A matriz ~ para uma remoção adicional de uma medida correspondente à coluna b de 
B', pode ser obtida a partir de uma R,, anterior àquela remoção ( I no caso de não ter havido 
nenhuma), através de 
(4.16) 
onde 
[ • T]T T c= -y:c, =R, b (4.17) 
com y te O. Se o J> :cimeiro elemento de "c" for zero, as colunas do termo entre colchetes da 
eq.4.16 devem ser permutadas de modo que c, seja colocado na posição ocupada por uma 
escolha arbitrária doe y te O em c. 
De modo similar, e considerando que o desbalanço é normalmente distribuído com 
média zero e variâJn.cia unitária H, o vetor dos ajustes "a", como mostrado anteriormente por 
Mah e Tarnhane ( 1982) e por Crowe (1983), tem média zero e matriz variância dada por 
(4.18) 
de modo que "a" pode ser testado contra uma normal univariada através de 
(4.19) 
onde Uj é vetor unit::ário j-ésimo, isto é, a j-ésima coluna da matriz identidade. 
Mah e Tam.:hane (1982) mostraram que um teste de potência máxima para as medidas, 
antes de qualquer remoção, pode ser definido por 
(4.20) 
onde bj = Buj , uma. coluna particular de B. 
Almàsy e Sztanó (1975) definiram esta mesma estatística e observaram esta 
propriedade para o valor que contém erro grosseiro. 
Após a rem vção, a estatística equivalente para uma medida remanescente pode ser dada 
por 
(4.21) 
A diferença entre os numeradores das eq. 4.21 e 4.20 é 
il(n~m) = bJ[W1 - R H~ 1RT]e 
=bJMe 
e, similarmente, a v2'lriação no quadrado do denominador é 
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(4.22) 
(4.23) 
Então, o tes. -te de medida para qualquer dos valores não-removidos pode ser calculado 
de forma rápida através da eq.4.10 para obter M. Observa-se que a estatística dada pela 
eq.4.21 poderia ser indefinida para quaisquer dos valores removidos devido às eq. 4.4 e 4.5. 
Crowe most:ra que, dada uma reconciliação com um conjunto particular de medidas, a 
redução na função-objetivo, após a remoção de qualquer uma delas, é exatamente igual ao 
quadrado da estatís1:ica de medida de potência máxima correspondente antes de sua remoção. 
Então, para qualquer medida numa dada reconciliação, comparando a estatística de medida de 
potência máxima da eq.4.20 com a variação na função-objetivo resultante da remoção daquela 
medida da eq.4.13, com b = b" encontra-se 
õf = -(z' .)2 . ., (4.24) 
Então, dada a reconciliação, pode-se saber a partir das estatísticas de medida quais 
remoções individuais, se houver, levarão a uma redução suficientemente grande na função-
objetivo para tomá-la menor do que o valor qui-quadrado tabelado pertinente. 
Assim, após a predição do efeito da remoção de qualquer conjunto particular de 
medidas sobre as estatísticas de medida das remanescentes, a redução adicional na função-
objetivo causada p<Or mais uma remoção é similarmente o quadrado da estatística de medida 
correspondente, antes de sua remoção. 
Para calcular as estatísticas de medida após uma remoção adicional, a partir de um 
conjunto que já teve medidas removidas, considera-se que a função-objetivo e as estatísticas de 
medida tenham sid<O calculadas para a remoção de l medidas, correspondentes às colunas de 
B". A estatística de medida de cada quantidade remanescente é facilmente determinável, após a 
remoção adicional do valor correspondente à coluna b• de B'. 
Para expressar a mudança no numerador e no quadrado do denominador da estatística 
de medida para a remoção adicional de b., a forma das equações é preservada, porém se 
substitui "e" por ey (da eq.4.6) e H por H, (da eq.4.7). A inversa de H, nas equações para 
estatísticas de medida e ajustes, é substituída por 
( 4.25) 
conforme a eq. 4.2 1 comparada com a eq.4.20. Então, a derivação para obter a equação para 
M pode ser feita de forma análoga para dar, com as medidas de B" previamente removidas, 
(4.26) 
para a remoção adi dona! do valor correspondente à b•. 
63 
A mudança :no numerador de z;,,j é, então, por analogia à eq.4.22, 
(4.27) 
que, com a eq.4.26~ toma-se 
(4.28) 
Similarmente, a partir das eq.4.23 e 4.26, 
(4.29) 
Então, a partir das eq.4.2! e 4.25, 
z' · = -(bTNe)/(bTNb)'/2 
aT,J J J J ( 4.30) 
antes da remoção de b,, de modo que o novo valor da estatística de medida é 
(4.31) 
com 
(4.32) 
Tendo Me H-1 já calculados, a matriz N também é disponível a partir das eq.4.9 e 4.25 
como 
(4.33) 
de modo que a nova estatística de medida pode ser obtida facilmente. 
Usando as eq .4.2 e 4.9, a mudança no ajuste da j-ésima medida remanescente, após a 
remoção das colunas de B" é 
(4.34) 
de modo que a variação adicional em aj, causada por uma remoção posterior do valor 
representado pela coluna b, é 
(4.35) 
= -ur'L Br N b z' j(b 7 N b )'12 J q ar,q q q ( 4.36) 
A mudança na função-objetivo devida à remoção de uma úníca medida, como já havia 
sido mostrado na eq .4.24, é igual ao quadrado da estatística de medida correspondente 
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anterior àquela reiJIIOoção. Então, a mudança adicional na função-objetivo, de acordo com a 
eq.4.30, causada p~la remoção posterior da medida referente à coluna b, é 
Of= 
(4.37) 
4.5 Bases do Procedimento Computacional Para Retificação de Dados e Coaptação 
DesenvolvelLl-se um procedimento computacional, que utiliza projeção matricial, para 
retificação de dado- s de processo, que envolve a obtenção de estimativas para as quantidades 
medidas e de estima.tivas para as quantidades não-medidas observáveis, cuidando de detectar e 
identificar a presen_ça de erros grosseiros. É aplicável a sistemas no estado estacionário, que 
são sujeitos a restri. ções lineares, incluindo balanços de massa multi componentes, havendo ou 
não reações químic a.s. Porém, considera-se que, quando a concentração de um componente de 
uma corrente é medida, a vazão total daquela corrente também é medida. 
As considerações quanto à inclusão das vazões totais são as mesmas descritas no item 
3. 6, bem como as referentes aos dados de entrada, incluindo os vetores viv e vie, os dados 
sobre reações químicas, restrições de corrente adicionais, etc. 
Inicialmente, é feita a reconciliação de dados para obter as estimativas dos valores 
medidos, conforme descrito no item 3.6. A seguir, aplicam-se três testes estatísticos para 
detectar e identificar possíveis fontes de erros grosseiros, que são o teste global, o teste do 
desbalanço nodal e o teste de medida. Utilizam-se três testes, pois de acordo com vários 
pesquisadores é aconselhável o uso de mais de um teste estatístico para melhorar a 
possibilidade de detectar e de identificar erros grosseiros, corretamente. 
Conforme ~ah (1990), para aplicação dos dois primeiros não é necessário efetuar a 
reconciliação, porém eles somente detectam a presença de erros grosseiros, exigindo um 
procedimento adiei onal para a identificação da( s) fonte( s) de erro( s) grosseiro( s ); enquanto o 
último exige a rec<>nciliação prévia das quantidades medidas, porém possibilita a identificação 
direta da( s) fonte( s) deste tipo de erros. 
Etapas do procedimento de retificação de dados: 
i) inicialment:e, faz-se a reconciliação de dados de processo, reduzindo o problema de 
reconciliação, através de projeção matricial, quando houver quantidades não-medidas, seguida 
da determinação de estimativas para os valores não-medidos observáveis; 
ii) calculam-se a estatística global, através da eq.4.3 e as estatísticas de medida das 
quantidades medidas, através da eq.4.20; 
iii) compara-se o valor da estatística global, com o valor tabelado da função qui-
quadrado (X~.0,) com p graus de liberdade (ou a caracteristica de Y) e nível de confiança igual 
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a 0,95; comparam-se as estatísticas de medida, usando a fórmula de Mah e Tamhane (1982) 
para relacionar o nÍvel de confiança de uma estatística individual com o global, através de 
(4.38) 
onde, a é a probabilidade de rejeitar erradamente a hipótese nula (de que não há erro 
grosseiro), escolhido como 0,05, enquanto a* é o nível de probabilidade correspondente para 
cada estatística. O inteiro s' ( s: número de vazões medidas) representa o número de estatísticas 
de medida com val <:>res absolutos distintos. Então, uma estatística de medida será considerada 
muito grande para ser aleatória se exceder o valor critico ( z,) dada pela distribuição normal 
padronizada. Por exemplo, a um nível de confiança global de 95% e quando há duas 
estatísticas de medida com valores absolutos distintos, a=0,05 e z, é igual a 2,235, sendo 
tomada no ponto o: /2 superior da Distribuição Normal Padronízada. Aqui, a estatística de 
medida, cujo valor absoluto for s: 0,01 do que uma estatística calculada anteriormente, será 
marcada através do vetor pvza[j], onde j=l, ... ,q, para evitar que se avalie, sem necessidade 
(Crowe J989a), os efeitos de sua remoção, tanto na função-objetivo, como nas estatísticas de 
medida e do desbal.anço; 
iv) se o valor da f< x~.o' e se z:.i<z, para j=l, ... ,q, calcula-se a estatística do 
desbalanço (z,), através da eq.4.14; se z,(z,, então não há indícios de erros grosseiros, 
devendo-se verificar se algum dos valores não-medidos observáveis é inaceitável (negativo). 
Aqui, z, é o valor da distribuição normal padronízada, a nível de confiança global de 95%, 
obtido conforme descrito no item iii, considerando que s' é o número de estatísticas de 
desbalanço distintas (sendo s' s: p ); 
v) se o valor da f> x~.05 e/ou se alguma das estatísticas de medida for maior do que o 
valor critico e/ou, ainda, se o valor de alguma das estatísticas de desbalanço (z,) for maior do 
que o valor critico pertinente, verifica-se se há urna úníca medida com erro grosseiro; 
vi) calculam-se novos valores para a função-objetivo para verificar o efeito da remoção 
de medidas não-marcadas, através da eq.4.24 e de seu valor inicial, calculado anteriormente. 
Os valores obtidos são comparados com x~.0, tabelado, com p-1 graus de liberdade, e os 
resultados são indicados através do vetor Jl( j,O), onde j=l, ... ,q, sendo q o número de 
quantidades medidas. A urna dada medida eliminada corresponde o valor zero, quando sua 
remoção acarretar um valor para a função-objetivo menor que o tabelado e o valor I no caso 
contrário; 
-vii) calculam-se, através das eq.4.22 e 4.23, as estatísticas de medida das quantidades 
remanescentes, após a eliminação individual de cada medida não-marcada, que são comparadas 
com os valores críticos pertinentes; coloca-se o número de estatísticas cujo valor absoluto é 
maior do que o valor critico, no vetor ZAM(j,O), onde j=l, ... ,q; portanto, cada elemento 
corresponde a uma medida removida; 
viii) verifica-se, se a remoção individual de cada medida conduziu simultaneamente a 
valores satisfatórios para as estatísticas global e de medida através dos vetores Jl(j,O) e 
ZAM(j,O); os resultados são colocados no vetor ZJI(j,O), onde j=l, ... ,q, que conterá zero no 
elemento correspondente á medida removida que conduz a resultados satisfatórios e I, no caso 
contrário. Aqui, também registram-se através da matriz VZDA(i,j), q x q, quais as medidas 
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remanescentes que têm valor absolutoS: 0,01 do que uma estatística calculada anteriormente, 
para evitar a avaliação desnecessária dos efeitos de sua remoção; 
ix) calcula-se a estatística de desbalanço após a remoção de uma medida, através da 
eq.4.15, para os casos em que ela corresponde a um elemento O do vetor ZJJ(j,O); comparam-
se os resultados das estatísticas de cada caso com o valor critico e conta-se o número de 
estatísticas de desbalanço maiores do que o critico, colocando o resultado no vetor ZEMJ(O,j), 
onde j=J, ... ,q; 
x) verifica-se quais as remoções individuais, se houver, que conduzem todas as três 
estatísticas a valores satisfatórios e, para estes casos (e para as medidas marcadas 
correspondentes, se for o caso), calculam-se os valores corrigidos das quantidades medidas 
remanescentes após uma remoção, através da eq.4.34, bem como os valores das quantidades 
não-medidas observáveis; os resultados devem ser analisados para verificar se são aceitáveis 
(se não há valores negativos); 
xi) quando nenhum elemento de ZEMl (O,j) for igual a zero, significa que as três 
estatísticas não foram simultaneamente aceitas em nenhum dos casos, então calculam-se novos 
valores da função-objetivo após a remoção de pares de quantidades medidas, através da 
eq.4.37 e dos seus valores após remoções individuais; comparam-se os valores obtidos com 
X~.os tabelado, agora com p-2 graus de liberdade, e conta-se o número de pares (npar) que 
fornecem valores satistatórios, registrando-se quais são as medidas removidas correspondentes 
através da matriz PAR (npar x 2); se npar=O, então há indícios de que existe mais de dois erros 
grosseiros; 
xii) se npar > O, calculam-se, através da eq.4.31, as estatísticas de medidas das 
quantidades remanescentes, após a remoção de cada par de medidas indicado pela matriz PAR; 
comparam-se os valores obtidos com o valor critico pertinente, colocando-se no vetor 
ZAM2(0,j), onde j= 1, ... , npar, o número de estatísticas maiores que o valor critico; 
xiii) se ZAM2(0, j)= O, calculam-se as estatísticas de desbalanço correspondentes, 
através da eq .4. 15, e verifica-se se os valores são satisfatórios, contando o número de 
estatísticas maiores que o valor critico, colocando os resultados no vetor ZEM2(0, j), onde 
j=l, .. ,npar; quando ZEM2(0, j)=O calculam-se os valores corrigidos das quantidades medidas 
remanescentes após duas remoções, através da eq.4.36, bem como os valores das quantidades 
não-medidas observáveis, incluindo, aqui, os pares que contêm medidas marcadas. Os 
resultados devem ser analisados para verificar se são aceitáveis (se não há valores negativos); 
xiv) se nenhum ZAM2(0,j)=O e/ou se nenhum ZEM2(0,j)=O, há indícios de ocorrência 
de mais de dois erros grosseiros; 
4.6 O Programa de Retificação de Dados de Processo 
Este programa, designado Programa RETIF, foi desenvolvido de acordo com o 
descrito nos 3.5 e 3 .6, que tratam da parte de reconciliação de dados e nos itens 4.4 e 4.5, que 
tratam da parte de retificação de dados. Ele pode ser usado para a obtenção de valores 
corrigidos para as quantidades medidas, que obedeçam às restrições do processo, e de 
estimativas para as quantidades não-medidas observáveis, investigando a presença e eliminando 
erros grosseiros. 
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Este progrl'a-ma se destina à obtenção de estimativas para quantidades medidas e para 
quantidades não-m~didas de sistemas no estado estacionário, sujeitos a restrições lineares, na 
presença de até dlllois erros grosseiros. É aplicável a sistemas com um único ou vários 
componentes, prev -endo a ocorrência de reações químicas, com coeficientes estequiométricos 
definidos, e a inclu:!"3ão de restrições de corrente adicionais, como a razão de divisão conhecida 
de um divisor de flLJxo. 
Faz uso sir:::a:1ultâneo de três estatísticas, que são uma estatística global, baseada na 
distribuição qui-qu ..adrado, e de estatísticas de desbalanço e de medida, testadas contra uma 
distribuição norma::& padronizada, para detectar e identificar a ocorrência de possíveis erros 
grosseiros. 
Este progra:Ina foi escrito em linguagem Turbo C e sua listagem é dada no Anexo D. 
As observações quanto aos dados de entrada, bem com obtenção da matriz variância-
covariância, são idoê?nticas às do Programa RECON, dadas no item 3.6, portanto não são aqui 
repetidas. 
O programaL inclui valores tabelados para a distribuição qui-quadrado, para o nível de 
confiança de 95%, com até 50 graus de liberdade, extraídos de Anderson (1978) e Miller et 
alii.(1990) ou obt:iidos por interpolação linear (valores referentes a 41 até 50 graus de 
liberdade). As estaLtísticas de medida e de desbalanço foram testadas contra um nível de 
confiança global de 95% (cujo valor crítico é z, = I ,96 para u = 0,05, que corresponde à área 
sob a curva igual a 1-u/2, conforme tabela da Função Distribuição Normal Padronizada, 
contida em Ander son (1978). A partir do que foram calculados os níveis de confiança 
individuais, confo11:111e descrito no item 4.5, retirando-se da mesma tabela os valores 
correspondentes pa..ra até 50 estatísticas distintas. 
4. 7 Aplicações do Programa RETIF 
Para testar :;a. operacionaíidade deste programa foram estudados os resultados de vários 
casos relatados a sceguir, incluindo um sistema de síntese de amônia, um de àcido nítrico e um 
circuito de moage~. 
a) Processa de Síntese de Amônia 
O processo de síntese de amônía (SA) é o mesmo descrito no item 3.8. Partindo-se dos 
valores medidos dados na Tabela 3.1, foram gerados casos, colocando erros em algumas 
quantidades, cujos --valores obtidos foram tomados com duas casas decimais: 
-Caso SAl: adicionou-se I 0% na vazão de B 1; 
-Caso SA2: adicionou-se 20% na vazão de A2; 
-Caso SA3: adicionou-se 20% na vazão de BS e 20% em TS; 
-Caso SA4: adicionou-se 10% na vazão de Al e 20% em C4; 
-Caso SAS: adicionou-se 20% na vazão de A2, B2 e T2; 
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A Tabela 4. J. apresenta os valores resultantes da aplicação do RETIF aos casos SAl, 
SA2 e SA3 do sistema de síntese de amônia. A seguir são feitas algumas observações sobre 
eles, onde a letra J se refere à função-objetivo (que equivale à estatística do teste global), JT ao 
valor tabelado pertinente da distribuição qui-quadrado e v indica o número de graus de 
liberdade. 
Caso SAl: 
-Função-objetivo: J(todos valores medidos)= 27,89 > JT(v=8) = 15,51 
-Estatística de medida: Há uma única estatística de medida cujo valor absoluto é maior 
do que o crítico z, (li estatísticas diferentes)= 2,835: 
z.(B 1) = - 4,82 
-A única medida, cuja remoção causa uma redução suficiente na função-objetivo (Jl ), é 
Bl: 
Jl(B 1 removida)= 4,62 < JT(v=7) = 14,07 
-A remoção de B I faz com que todos os valores absolutos das estatísticas de medida 
das quantidades remanescentes sejam inferiores ao valor crítico. 
-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao crítico, 
após a remoção de E 1. 
-Conclusão: foi detectado e identificado corretamente o erro grosseiro da quantidade 
B 1, através dos três testes estatísticos. 
CasoSA2: 
-Função-objetivo: J(todos valores medidos)= 74,67 > JT(v=8) = 15,51 
-Estatística de medida: Há três estatísticas de medida cujo valor absoluto é maior do 
que o crítico z,(l2 estatísticas diferentes)= 2,865: 
Za(A2) = -8,45 
Za(T2) = 3,67 
Za(A3) = 7,20 
-Porém, a única medida cuja remoção causa uma redução suficiente na função-objetivo 
(Jl) é A2 
JI(A2 removida)= 3,36 < JT(v=7) = 14,07 
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Tabela 4.1 - Resultados da Aplicação do RETIF aos Casos SAl, SA2 e SA3 da Síntese 
de Amônia (quantidades em kgmol!s) 
Quantidade SAl SA2 
Al 32,06 32,09 
Bl 96,01 ** 96,19 
DI 0,40 0,40 
Tl 128,46 128,68 
A2 100,96 99,75** 
B2 294,66* 295,44* 
D2 19,82 19,87 
T2 415,44 415,07 
A3 70,31 69,04 
B3 202,71 * 203,32* 
C3 61,30* 61,42* 
D3 19,82* 19,87* 
T3 354,14 353,65 
C4 61,30 61,42 
AS 70,31 * 69,04* 
BS 202,71 203,32 
DS 19,82* 19,87* 
TS 292,84 292,23 
A6 1,41 * 1,38* 
B6 4,05* 4,07* 
D6 0,40* 0,40* 
T6 5,86* 5,84* 
A7 68,90* 67,66* 
B7 198,65* 199,25* 
D7 19,42* 19,48* 
T7 286,98* 286,39* 
Rl 30,65* 30,71* 
* indica quantidades não-medidas 
* * indica quantidades removidas 
SA3 SA3 
(T2 e T3)** (B5 eT5)** 
32,08 32,19 
96,97 96,35 
0,40 0,40 
129,45 128,94 
101,62 101,04 
340,65* 292,45* 
19,85 19,81 
462,11 ** 413,30 
70,95 70,26 
248,65* 200,09* 
61,33* 61,57* 
19,85* 19,81 * 
400,79** 351,73 
61,33 61,57 
70,95* 70,26* 
248,65 200,09** 
19,85* 19,81* 
339,46 290,17** 
1,42* 1,41 * 
4,97* 4,00* 
0,40* 0,40* 
6,79* 5,80* 
69,53* 68,85* 
243,68* 196,09* 
19,45* 19,42* 
332,67* 284,36* 
30,66* 30,78* 
-A remoção de A2 faz com que os módulos das estatísticas de medida das quantidades 
remanescentes sejam inferiores ao valor crítico. 
-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de A2. 
-Conclusão: foi detectado e identificado corretamente o erro grosseiro da quantidade 
A2, através dos três testes estatísticos. À quantidade que continha o erro grosseiro, também 
correspondia o maior valor absoluto da estatística de medida. 
CasoSA3: 
-Função-objetivo: J(todos valores medidos)= 35,46 > JT(v=8) = 15,51 
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-Estatística de medida: Há duas estatísticas de medida cujo valor é maior do que o 
critico z,(12 estatí~ticas diferentes)= 2,865 : 
Za('I:""'2) = 3,46 e Za(T3) = 3,02 
-Não há urr:1a úníca medida, cuja remoção cause uma redução suficiente na função-
objetivo (Jl ). Entre1:anto, a remoção de dois pares de medidas faz com que isto aconteça: 
J2(r~movendo T2 e T3) = 6,16 < JT(v=6) = 12,59 e 
J2(r~movendo B5 e T5) = 4,37 < JT(v=6) = 12,59 
-A remoção de qualquer um dos pares faz com que os valores absolutos de todas as 
estatísticas de medida das quantidades remanescentes sejam inferiores ao valor critico. 
-Todos os '-'alores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de qualquer um dos dois pares. 
-Conclusão: embora o teste global inícial tenha detectado a presença de erro grosseiro, 
o teste de medida r1ão indicou corretamente as medidas com erros grosseiros; dois pares de 
medidas (T2 e T3, E35 eT5) foram considerados como pares contendo erros grosseiros, através 
dos três testes estat:: isticos. O par que contém erros grosseiros (B5 e T5) está entre eles e é o 
que dá o menor valc:::n para a função-objetivo após duas remoções. 
A Tabela 4.2 apresenta os valores resultantes da aplicação do RETIF ao caso SA4, do 
processo de síntese c:le amônía. A seguir são feitas algumas observações sobre ele, onde a letra 
J se refere à função -objetivo (que equivale a estatística do teste global), JT ao valor tabelado 
pertinente da distrib-.....ição qui-quadrado e v indica o número de graus de liberdade. 
CasoSA4: 
-Função-objetivo: J(todos valores medidos)= 20,87 > JT(v=8) = 15,51 
-Estatística de medida: Nenhuma estatística de medida tem valor absoluto maior do que 
o critico z,(l2 estatísticas diferentes)= 2,865. 
-Não há uma úníca medida, cuja remoção cause uma redução suficiente na função-
objetivo (Jl) ou seja, torne-a menor do que JT(v=7) = 14,07. Entretanto, a remoção de 13 
pares de medidas faz com que a função-objetivo (J2) tenha valor menor do que o tabelado 
JT(v= 6) = 12,59: 
Par J2 Par J2 
Al eBl 12,306 D2eC4 12,464 
Al eC4 I ,961 T2 eC4 11,799 
Bl e TI 4,393 A3 eC4 12,190 
Bl e C4 9,634 T3 eC4 12,449 
Dl eC4 12,503 C4 eB5 ll ,269 
Tl e C4 10,272 C4 eT5 12,315 
A2eC4 11,803 
Tabela 4.2- Resultados da Aplicação do RETIF ao Caso SA4 da Síntese de Amõnia 
(quantidades em kg:rnoVs) 
Quantidade SA4 SA4 
(AI e (B! e TI)** 
C4)** 
A1 32,99** 36,14 
B1 98,78 108,23** 
DI 0,40 0,40 
TI 132,17 144,77** 
A2 101,77 104,23 
B2 296,52* 302,86* 
D2 20,00 20,23 
T2 418,29 427,32 
A3 70,19 69,48 
B3 201,77* 198,61* 
C3 63, 17* 69,50* 
D3 20,00* 20,23* 
T3 355,12 357,81 
C4 63, 17** 69,50 
AS 70, 19* 69,48* 
B5 201,77 198,61 
D5 20,00* 20,23* 
T5 29!,96 288,31 
A6 1,40* 1,39* 
B6 4,04* 3,97* 
D6 0,40* 0,40* 
T6 5,84* 5,77* 
A7 68,79* 68,09* 
B7 197,73* 194,64* 
D7 19,60* 19,82* 
T7 286,12* 282,54* 
RI 31,58* 34, 75* 
* indica quantidades não-medidas 
* * indica quantidades removidas 
SA4 
(Bl e C4)** 
34,26 
102,59** 
0,40 
137,25 
102,82 
298,80* 
20,04 
421,67 
69,96 
200,22* 
65,72* 
20,04* 
355,94 
65,72** 
69,96* 
200,22 
20,04* 
290,22 
1,40* 
4,00* 
0,40* 
5,80* 
68,56* 
196,21 * 
19,64* 
284,42* 
32,86* 
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-A remoção de três dos treze pares faz com que os valores absolutos de todas as 
estatísticas de medida das quantidades remanescentes sejam inferiores ao valor crítico. Eles 
são: AI e C4, Bl e TI, Bl e C4. 
-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao crítico, 
após a remoção de qualquer um desses três pares. 
-Conclusão: embora o teste global inicial tenha detectado a presença de erro grosseiro, 
o teste de medida não indicou nenhuma medida como contendo este tipo de erro; três pares de 
medidas foram designados como possíveis suspeitos, através dos três testes estatísticos; o par 
que contém erros grosseiros (A 1 e C4) está entre eles e é o que dá o menor valor para a 
função-objetivo após duas remoções. 
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CasoSA5: 
-Neste caso, :Coram introduzidos erros em três quantidades medidas. 
-Função-obje-tivo: J(todos valores medidos)= 72,82 > JT(v=8) = 15,51 
-Estatística d. e medida: Há três estatísticas de medida cujo valor absoluto é maior do 
que o critico z,(l1 estatísticas diferentes)= 2,835: 
Za(A2) = -4,07 
Za(A3)= 3,77 
Za(C4)= 3,15 
-Não há uma única medida, cuja remoção cause uma redução suficiente na função-
objetivo (Jl ). Nem a remoção de dois pares de medidas faz com que isto aconteça. 
-Conclusão: embora o teste global inicial tenha detectado a presença de erro grosseiro, 
o teste de medida não indicou corretamente as medidas responsáveis; entretanto, não foram 
indicados pares de medidas cuja remoção tomasse aceitáveis todas as estatísticas, de modo que 
há indícios de existir mais de duas medidas com erros grosseiros, o que está de acordo com o 
estabelecido neste caso. 
b) Processo de Síntese de Acido Nítrico 
O processo de síntese de ácido nítrico (SN) é o mesmo descrito no item 3.8. Partindo-
se dos valores medidos dados na Tabela 3 .6, foram gerados casos colocando erros em algumas 
quantidades (cujos valores foram tomados com duas casas decimais) e/ou designando como 
não-medidas outras: 
Caso SNI: rn.antêm-se todos os valores medidos, acrescentando-se 20% ao valor de 
Bl. 
Caso SN2: considera-se, como medido, um grupo de 18 quantidades, mantendo-se os 
mesmos valores da Tabela 3.6. 
Caso SN3: considera-se, como medido, o mesmo grupo de quantidades do caso SN2, 
aumentando-se em 2 0% a referente à B l. 
Caso SN4: considera-se, como medido, o mesmo grupo de quantidades do caso SN2, 
aumentando-se, em 20%, as referentes à B le D8. 
A Tabela 4.3 apresenta os valores resultantes da aplicação do RETIF aos diversos 
casos do sistema de sintese de ácido nítrico e a seguir são feitas algumas observações. 
CasoSNJ: 
-Função-objetivo: J(todos valores medidos)= 63,98 > JT(v=43) = 59,28 
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-Estatística de medida: Há uma única estatística de medida cujo valor absoluto é maior 
do que o crítico z, (:::33 estatísticas diferentes)= 3,172: 
Za(B 1) = -7,43 
-A única medida, cuja remoção causa uma redução suficiente na função-objetivo (Jl ), é 
Bl: 
Jl(B ~ removida)= 8,76 < JT(v=42) = 58,11 
-A remoção de B 1 faz com que os valores de todas as estatísticas de medida das 
quantidades remane::scentes sejam inferiores ao valor critico. 
-Todos os v-.a! ores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de I31. 
-Conclusão: :foi detectado e identificado corretamente o erro grosseiro da quantidade 
B 1, através dos três -testes estatísticos. 
CasoSN2: 
-Função-objetivo: (todos valores medidos)= 3,90 < JT(v=11) = 19,67 
-Estatística de medida: Os valores absolutos de todas as estatística de medida são 
menores do que o critico. 
-Os valores a.bsolutos de todas as estatísticas de desbalanço (nodais) são inferiores ao 
valor critico. 
-Conclusão: não foi detectado erro grosseiro usando os três testes estatísticos, o que 
está correto pois só havia erros aleatórios. 
CasoSN3: 
-Função-obje-tivo: J(todos valores medidos)= 5!,56 > JT(v=11) = 19,67 
-Estatística de medida: Há uma única estatística de medida cujo valor absoluto é maior 
do que o critico z,(l 8 estatísticas diferentes)= 2,977: 
Za(B 1) = -6,9! 
-A única medida, cuja remoção causa uma redução suficiente na função-objetivo (JI ), é 
Bl: 
JI(Bl removida)= 3,88 < JT(v=lO) = 18,31 
-A remoção de B 1 faz com que os valores de todas as estatísticas de medida das 
quantidades remanescentes sejam inferiores ao valor critico. 
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-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de B I. 
-Conclusão- : foi detectado e identificado corretamente o erro grosseiro da quantidade 
B 1, através dos três testes estatísticos. 
CasoSN.f: 
-Função-objetivo: J(todos valores medidos)= 101,37 > JT(v=11) = 19,67 
-Estatística de medida: Há 6 estatísticas de medida cujo valor absoluto é maior do que 
o criticoz,(16 esta1:ísticas diferentes)= 2,94: 
Za(E1)= -5,14 
Za(C7)= 4,21 
Za(D8)= -7,15 
Za(T8)= 3,40 
Za(E13)= 3,39 
Za(D15)= 6,47 
-Não há uma única medida, cuja remoção cause uma redução suficiente na função-
objetivo (Jl). Entretanto, a remoção de dois pares de medidas faz com que isto aconteça: 
J2(removendo B1 e D8) = 3,79 < JT(v=9) = 16,92 
J2(removendo B1 e D15) = 14,99 < JT(v=9) = 16,92 
-Somente a remoção do primeiro par faz com que os valores absolutos de todas as 
estatísticas de medida das quantidades remanescentes sejam inferiores ao valor critico. 
Tabela 4.3. Resultados da Aplicação do RETIF aos Casos SN1, SN2, SN3 e SN4 da 
Síntese de Amônia (quantidades em kgmol/h) 
Quantidade SN1 SN2 
B1 798,31 ** 796,29 
A2 321,27 321,45* 
A3 1699,22 1716,13* 
B3 1953,09 1955,29* 
T3 3652,31 3671,43* 
A4 2020,49 2037,58* 
B4 2751,40 2751,58* 
T4 4771,89 4789,16* 
AS 1788,65 !806,46* 
B5 2055,88 2058,20* 
* mdica quantidades não-medidas 
* * indica quantidades removidas 
SN3 SN4 
797,07** 795,63** 
321,71 * 321,24* 
1716,47* 1716,56* 
1956,17* 1956,22* 
3672,65* 3672,78* 
2038,19* 2037,80* 
2753,25* 2751,86* 
4791,43* 4789,66* 
1806,81* 1806,91 * 
2059,13* 2059, 18* 
continuação da Tat:>ela 4.3 ( < uantidades em kgmol/h) 
Quantidade SNl SN2 
cs 463,68 462,25* 
'"T5 4308,22 4326,91 * 
A6 1788,65 1806,46* 
E6 2055,88 2058,20* 
"T6 3844,54 3864,66* 
C7 463,68 462,25 
Ã.8 4814,4S 4823,83 
D8 1272,83 1270,06 
T'8 6087,28 6093,89 
A9 4814,4S 4823,83* 
C9 463,68 462,2S* 
D9 1272,83 1270,06* 
T'9 6550,96 6SS6,14* 
AIO 4814,4S 4823,83* 
CIO 60,23 60,34 
D10 46S,94 466,22* 
ElO 403,45 401,92* 
FIO 403,45 401,92* 
TIO 6147,52 6154,22 
Ali 4814,4S 4823,83* 
D11 390,6S 390,80* 
Ell 403,4S 401,92* 
F1l 493,79 492,42* 
Gil 60,23 60,34* 
Til 6162,57 6169,31* 
F12 391,78 391,7S 
El3 403,4S 401,92 
F13 88S,S7 884,17 
Tl3 1289,02 1286,08 
Al4 4814,4S 4823,83* 
D14 390,65 390,80* 
Gl4 60,23 60,34* 
T14 S26S,33 S274,97* 
AIS 4493,18 4S02,38 
DIS 390,6S 390,80 
GlS 60,23 60,34 
TIS 4944,06 4953,52 
Al6 89,43 90,32 
B16 102,79 102,91 
Tl6 192,23 193,23 
RI 231,84* 231,13* 
R2 403,4S* 401,92* 
R3 60,23* 60,34* 
* indica quantidades não-medidas 
* * indica quantidades removidas 
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SN3 SN4 
462,74* 461,78* 
4328,69* 4327,87* 
1806,81 * 1806,91* 
2059,13* 2059,18* 
3865,94* 3866,09* 
462,74 461,78 
4824,4S 4829,38 
1270,99 1268,74** 
609S,44 6098,12 
4824,4S* 4829,38* 
462,74* 461,78* 
1270,99* 1268,74* 
6SS8,19* 6S59,90* 
4824,4S* 4829,38* 
60,34 60,36 
466,19* 46S,88* 
402,40* 401,43* 
402,40* 401,43* 
6155,79 6158,48 
4824,45* 4829,38* 
390,76* 390,44* 
402,40* 401,43* 
492,92* 491,96* 
60,34* 60,36* 
6170,87* 6173,S7* 
391,74 391,74 
402,40 401,43 
884,66 883,70 
1287,06 128S,13 
4824,4S* 4829,38* 
390,76* 390,44* 
60,34* 60,36* 
S27S,S6* S280,18* 
4S02,74 4S08,1S 
390,76 390,44 
60,34 60,36 
49S3,84 49S8,94 
90,34 90,35 
102,96 I 02,96 
193,30 193,30 
231,37* 230,89* 
402,40* 401,43* 
60,34* 60,36* 
-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção deste par. 
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-Conclusão= embora o teste global inicial tenha detectado a presença de erro grosseiro, 
o teste de medida r-:1ão indicou as medidas certas como responsáveis; todavia, após a remoção 
de duas medidas somente um dos pares de medidas (B 1 e D8 ) foi designado como 
responsável, atravb ::s dos três testes estatísticos; este par é justamente o que contém os erros e 
dá o menor valor p..ara a função-objetivo após duas remoções. 
c) Circuito de Moa:gem 
O circuito de moagem (CM) é o mesmo descrito no item 3.8. Entretanto, nos casos 
aqui relatados, con..::siderou-se que o desvio-padrão é igual a 2,5% dos valores reais dados na 
Tabela.3.8. Os dad<>s medidos foram recalculados e são dados na Tabela 4.4, junto com os 
resultados da retifi=ação. 
A seguir, sã CJ apresentados os seguintes casos: 
CM1: só co :Dtém erros aleatórios; 
CM2: no qu_.al acrescentou-se 20% ao valor medido da corrente C5; 
CM3: em qLJe reduziu-se em 20% o valor medido da corrente A2. 
CasoCMJ: 
-Função-objetivo: J(todos valores medidos)= 17,22 < JT(v=10) = 18,31 
-Estatística <:!e medida: todas as estatísticas de medida têm valor absoluto menor do que 
o crítico. 
-Estatística~ nodais: os valores absolutos de todas as estatísticas de desbalanço são 
inferiores ao critico _ 
-Conclusão: não há erro grosseiro, o que está de acordo com o conjunto de dados. 
CasoCM2: 
-Função-objetivo: J(todos valores medidos)= 51,97 > JT(v= 10) = 18,31 
-Estatística de medida: Há 5 estatísticas de medida cujo valor absoluto é maior do que 
o critico z, (23 estat:::ísticas diferentes)= 3,048: 
Za(A 1) = -5,00 
Za(C 5) = -6,18 
Za(I>5) = -4,62 
Za(T 5) = 5,63 
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Za(C7) = 3,05 
-Todavia, a única medida, CUJa remoção causa uma redução suficiente na função-
objetivo (Jl ), é C5: 
Jl(C 5 removida)= 13,79 < JT(v=9) = 16,92 
-A remoção de C5 faz com que os valores de todas as estatísticas de medida das 
quantidades remanescentes sejam inferiores ao valor crítico. 
-Todos os valores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de C5. 
-Conclusão: foi detectado e identificado corretamente o erro grosseiro da quantidade 
C5, através dos três testes estatísticos. 
CasoCM3: 
-Função-objetivo: J(todos valores medidos)= 33,62 > JT(v=lO) = 18,31 
-Estatística de medida: Há 3 estatísticas de medida cujo valor absoluto é maior do que 
o critico zJ23 estatísticas diferentes)= 3,049: 
Za(A2) = 4,06 
Za(A3) = 4,04 
Za(T7) = -3,07 
-Não há uma única medida, cuja remoção cause uma redução suficiente na função-
objetivo (Jl), embora seus valores após a remoção de A2 ou A3 não excedam em muito o 
valor tabelado correspondente; observou-se, ainda, que a remoção individual de qualquer 
destas medidas faz com que as estatísticas de medida das quantidades remanescentes sejam 
inferiores ao valor critico correspondente. 
-Entretanto, a remoção de 14 pares de medidas faz com que a função-objetivo (J2) 
tenha valores menores do que JT(v=8) = 15,51: 
Par J2 Par 12 
Al eA2 13,83 A2eT8 11,48 
AI eA3 14,81 A2eC9 14,72 
A2eC5 13,72 A3 eC5 14,32 
A2eD5 1,95 A3 eD5 11,63 
A2eC7 12,69 A3 eT5 13,77 
A2eT7 13,59 A3 eD6 14,46 
A2eC8 12,61 A3 eT7 10,31 
-A remoção de qualquer um desses pares faz com que os valores absolutos de todas as 
estatísticas de medida das quantidades remanescentes sejam inferiores ao valor critico. 
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-Todos os .........,a] ores absolutos das estatísticas de desbalanço são inferiores ao critico, 
após a remoção de qualquer um dos pares, com exceção do segundo (AI e A3). 
-Conclusão: o teste global inicial detectou a presença de erro grosseiro e o teste de 
medida indicou três. medidas como culpadas; todavia, a remoção individual de cada medida não 
fez com que as três estatísticas fossem aceitas; somente a remoção alternativa de vários pares 
tomou isto possív~l. Conclui-se que não houve a indicação esperada da medida com erro 
grosseiro e, por issc:>, não são fornecidos os resultados da retificação. 
Tabela 4.4- Resultados da Aplicação do RETIF aos Casos CM1 e CM2 do Circuito de 
Moagem (em tonel2a.das métricas/h) 
Quantidade Valores 
medidos 
AI 100,19 
A2 305,31 
A3 24,53 
B4 nm 
C4 nm 
D4 nm 
T4 261,72 
AS nm 
B5 24,08 
C5 148,16 
DS 94,80 
T5 352,96 
A6 nm 
B6 11,58 
C6 524,41 
D6 318,18 
T6 1142,63 
A7 nm 
B7 35,43 
C7 637,10 
D7 394,96 
T7 1809,29 
A8 nm 
B8 35,72 
C8 628,70 
D8 194,08 
T8 1060,01 
A9 nm 
B9 O, 1366 
C9 48,78 
D9 203,41 
T9 674,19 
nm = não-medida 
* = observável 
CMI CM2 
98,82 100,13 
306,60 306,32 
24,55 24,55 
no no 
no no 
no no 
261,72 261,72 
98,82* 100,13* 
24,30 24,16 
147,33 135,46** 
94,31 94,19 
364,76 353,94 
272,40* 272,45* 
11,36 11,41 
513,90 520,68 
307,66 307,84 
1105,32 1112,39 
677,83* 678,91 * 
35,66 35,57 
661,23 656,15 
401,97 402,03 
1776,68 1772,66 
247,85* 247,91 * 
35,52 35,44 
611,92 606,80 
194,63 194,21 
1089,93 1084,35 
429,97* 431,00* 
0,14 0,14 
49,31 49,35 
207,33 207,82 
686,75 688,31 
no = não-observável 
** =medida removida 
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Conclusões sobre as aplicações deste programa: 
O programa de retificação de dados foi aplicado a um processo de síntese de amônia, a 
um processo de síntese de ácido nítrico e a um circuito de moagem, gerando-se diferentes 
casos para cada processo pela adição de erros (1 O ou 20%) a alguns dos valores medidos. Os 
resultados da aplicação do programa RETIF a cada um deles, relatados anteriormente, levaram 
ás conclusões específicas apresentadas ao final da descrição de cada um, que deram origem ás 
seguintes conclusões: 
-nos casos (SAI e SA2) do processo de síntese de amônia, em que havia somente uma 
medida contendo erro grosseiro, houve a indicação correta da presença dessa medida, sendo 
ela a única medida cuja remoção fazia com que todas as estatísticas fossem aceitas; nos casos 
(SA3 e SA4) em que havia duas medidas com erros grosseiros, mais do que um par de medidas 
foi indicado como culpado em cada um deles, porém ao par em que foram introduzidos os 
erros correspondia o menor valor da função-objetivo em qualquer dos casos; no caso (SA5) 
que continha três medidas com erros grosseiros, indica-se que deve haver mais de duas 
medidas com erros grosseiros, o que está correto. 
-nos casos (SNI e SN3) do processo de síntese de ácido nítrico, em que havia uma 
medida contendo erro grosseiro, houve a indicação correta da presença dessa medida, sendo 
ela a única medida cuja remoção fazia com que todas as estatísticas fossem aceitas; no caso 
(SN4) que continha dois erros grosseiros também foi indicado de forma correta o par culpado 
e somente a sua remoção fazia com que todas os três testes estatísticos fossem aceitos; no caso 
(SN2) que continha somente erros aleatórios, não foi indicada a presença de erros grosseiros, 
que é o resultado correto. 
-num dos casos (CM2) do circuito de moagem, onde havia um único erro grosseiro 
houve a identificação correta da fonte de erro, porém no outro(CM3) não; no caso (CMI) que 
continha somente erros aleatórios, não foi indicada a presença de erros grosseiros, que é o 
resultado correto. 
Além disso, pelo fato de tratar os três processos diferentes, contendo reações químicas 
ou não, pode-se dizer que este programa se mostra capaz de retificar dados de vários outros 
processos. 
CAPÍTULO 5. CLASSIFICAÇÃO DE VARIÁVEIS DE PROCESSO 
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5. I Introdução 
De forma geral, nem todas as variáveis de um processo são medidas, em função, por 
exemplo, dos custos envolvidos ou da exeqüibilidade técnica. Porém, dado um conjunto de 
variáveis medidas, é importante saber quais as variáveis cujos valores podem ser unicamente 
determinados, a partir dele, para melhor acompanhar a operação de um processo. Por outro 
lado, no caso de variáveis medidas, pode ser fundamental conhecer os seus valores, mesmo se 
os instrumentos res pensáveis por sua medição estiverem fora de uso. 
A classificação de variáveis de processo trata de buscar respostas para estas questões, 
de modo que as variáveis não-medidas são separadas em dois grupos: observáveis, que inclui 
aquelas que podem ser calculadas de forma única a partir das que foram medidas e não-
observáveis, onde se incluem as demais. Por sua vez, as variáveis medidas são agrupadas de 
acordo com a sua redundância ou não. 
De acordo com Mah (1990), se for possível mudar o valor de uma variável sem violar 
as restrições de conservação, então a mudança é chamada factível (feasible). Comumente, tal 
mudança pode implicar que os valores de algumas outras variáveis relacionadas tenham de 
variar de forma adequada, para que as restrições continuem sendo satisfeitas. 
Dada uma rede de processo, com uma certa distribuição de um conjunto de 
instrumentos, se for feita uma mudança factível numa variável, sem que ela seja detectada (ou 
observada) pelos instrumentos, então diz-se que a variável é não-observável. Por esta 
definição, uma variável medida é certamente observável, mas as não-medidas podem, ou não, 
ser observáveis. Uma variável é dita redundante, quando ela permanecer observável, ao se 
eliminar uma medida a ela associada. 
Em geral, a redundância leva a conflitos entre os dados e os balanços e á necessidade 
de reconciliá-los. Possibilita, ainda, verificar a fidedignidade de uma dada medida. 
Diz-se que um balanço de espécies químicas conservadas, em tomo de uma seção de 
um processo, é redundante se todas as vazões das espécies que nela entram ou saem forem 
medidas. Neste caso, todas as medidas são redundantes. Se um balanço for não-redundante, 
não há possibilidade de conflito com as leis de conservação, já que a(s) medida(s) faltante(s) 
pode(m) ser escolhida(s) para satisfazer os balanços. A redundância também ocorre entre as 
medidas de uma corrente, quando todas as vazões mássicas dos componentes e a vazão total 
forem medidas. Um outro caso de redundância ocorre quando o número de concentrações 
medidas em cada corrente for ao menos igual ao número de correntes incidentes em unidade de 
processo e somente uma vazão total for medida, ou tiver um valor atribuído. 
Em vista disso, a classificação da observabilidade e da redundância fornece uma base 
racional para projet:ar o desempenho de um sistema de monitoramento, definir a colocação de 
instrumentos de direrentes tipos, custos e precisão. 
5.2 Procedimentos Para Classificação de Variáveis de Processo 
Para classificar, de forma ampla, as variáveis de uma rede de processo é necessário 
conhecer a estrutura do gráfico do processo (ou a topologia das correntes do processo) e os 
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tipos de arcos do processo (fluxo de massa e energia, fluxo de calor) e a presença de medições. 
Além disso, deve-se ter um conjunto de restrições impostas sobre quantidades extensivas em 
que se incluem as leis de conservação e os coeficientes estequiométricos de reações químicas; 
pode haver, também, um conjunto de restrições impostas sobre variáveis intensivas, como as 
chamadas equações de normalização (a soma das frações mássicas ou molares dos 
componentes de uma corrente é igual a um) ou como a igualdade de concentrações das 
espécies das correntes que entram e saem de um divisor de fluxo ou como o equilíbrio entre 
fases ou entre reações químicas. 
No caso de variáveis de balanços de massa, as medições podem ser referentes à vazão 
mássica e às frações das espécies químicas (no caso de balanços multi componentes), havendo 
três tipos de variáveis: vazão total, vazão dos componentes e frações dos componentes da 
corrente. As restrições se constituem dos balanços de massa totais e das espécies químicas, que 
são restrições nodais, e das equações de normalização, que são restrições de corrente. Podem 
haver, ainda, outras restrições aplicadas a quantidades intensivas. 
Os procedimentos para classificação de variáveis descritos na literatura consultada se 
baseiam na análise teórico-gráfica simples (Václavek, em 1969 e Mah em 1976), nos 
subgráficos perturbação e nas perturbações factíveis não-medidas (Stanley e Mah, em 1981a-
b), na resolubilidade de equações de balanços nodais (Romagnoli e Stephanopoulos, 1980), na 
teoria gráfica combinada com a resolubilidade de equações restritivas (Kretsovalis e Mah, em 
1987 e 1988a-b) e em projeção matricial (Crowe, em 1989). 
Os estudos de Václavek (1969) para classificação de variáveis, aplicados a redes de 
fluxo de massa de um único componente, baseados em análise teórico-gráfica, foram, 
posteriormente, estendidos para sistemas multicomponentes, por ele e seus colaboradores 
( 1976). Estes apresentam certas limitações, pois são aplicáveis aos casos em que as correntes 
têm a composição de todos os seus componentes medida ou então nenhuma concentração é 
medida. O conjunto de restrições é limitado, não incluindo reações químicas; consideram a 
restrição de corrente, que diz que a soma das vazões dos componentes de uma dada corrente é 
igual à vazão total, eliminando o balanço de uma espécie química por nó, ao invés de 
acrescentar uma restrição por nó, reduzindo a redundância; chamam as quantidades medidas de 
não-redundantes, quando seu ajuste é igual a zero. Entretanto, uma quantidade não-redundante 
pode ter ajuste diferente de zero devido à covariância. 
Os estudos de Romagnoli e Stephanopoulos (1980) tratam de redes multicomponentes, 
sendo aplicáveis aos casos em que as correntes têm a composição de todos os seus 
componentes medida ou então nenhuma concentração é medida. Também classificam as 
quantidades medidas como não-redundantes, quando seu ajuste é igual a zero. Todavia, uma 
quantidade não-redundante pode ter ajuste diferente de zero devido à covariância. De acordo 
com Kretsovalis e Mah ( 1987b ), sua classificação da observabilidade de uma variável não-
medida se limita ao fato dela poder ou não ser escrita como uma saida de uma equação de 
balanço nodal e que isto pode levar a uma classificação incorreta, visto que não é examinada a 
possibilidade dela ser obtida através de balanços de agregados de nós. 
Os estudos de Stanley e Mah ( 1981 a) estabelecem princípios teóricos para classificação 
da observabilidade e redundância; os algoritmos por eles desenvolvidos ( 1981 b) se destinavam 
ao tratamento de fluxos totais de massa-energia, sem reações químicas. A partir destes, 
Kresovalis e Mah ( l987b) desenvolveram princípios de classificação, baseando-se na 
resolubilidade de equações restritivas e na teoria gráfica, aplicáveis a redes de fluxo massa-
energia multicomponentes, em que fluxos de energia pura e medições de temperatura não 
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estavam presentes. Posteriormente, Kretsovalis e Mah ( 1988a-b) estenderam este tratamento a 
redes de processo generalizadas, incluindo balanços de energia, divisores de fluxo e reações 
químicas. Neste tratamento, variáveis de corrente que não caem em ciclos, com vazões 
mássicas não-medidas, são classificadas com base em critérios teórico-gráficos, somente. As 
vazões rnássicas não-medidas e que caem em ciclos são classificadas pela análise da 
possibilidade de obter estimativas de seus valores, através de medidas de composição e de 
balanços de massa dos componentes. Para tratar deste problema, são examinadas seções do 
gráfico do processo, para escolher o subconjunto apropriado de equações restritivas e para 
avaliar sua resolubilidade. Como há um número grande de seções, uma implementação 
computacional bem sucedida depende da geração seletiva daqueles poucos que são necessários 
para a classificação _ 
Utilizando projeção matricial, como já havia feito anteriormente (Crowe et alii. em 
1983 e Crowe em 1986), para reconciliar dados de processo, Crowe (1989a) desenvolveu a 
teoria e métodos diretos para classificação de dados de processo, no estado estacionário. Eles 
se baseiam nas matrizes que descrevem a estrutura da planta e em qualquer conjunto de valores 
consistentes com as restrições. É permitida a colocação arbitrária de medições, reações 
químicas, divisores de fluxo e fluxos de energia pura. 
Os últimos estudos citados foram escolhidos para servir de base para o procedimento 
computacional para classificação das variáveis desenvolvido neste trabalho. 
5.3 Classificação de Variáveis de Processo Através de Projeção Matricial 
De acordo com Crowe ( 1986), para uma distribuição arbitrária das medições, a 
classificação deve se referir aos componentes das correntes, então há três categorias de 
variáveis: 
1. Vazão total e concentração medidas e ajustáveis. 
2.Concentração medida e ajustável. 
3. Vazão total medida ou desconhecida; vazão do componente não-medida. 
Nos seus estudos ( 1989) sobre observabilidade e redundância de dados de processo, 
para reconciliação no estado estacionário, apresentados a seguir, adota essa classificação. 
Define observabilidade por: 
-Uma quantidade não-medida em um processo no estado estacionário é observável se e 
somente se ela puder ser unicamente determinada a partir de um conjunto fixo de valores, 
correspondente a vazões e concentrações medidas, que são consistentes com todas as 
restrições em questão. Toda quantidade não-medida que não for assim determinável é não-
observável. 
Observa que o conjunto de valores correspondente às medições pode ser qualquer 
conjunto fixo desde que seja consistente com as restrições. Isto garante que pelo menos uma 
solução seja encontrada para as quantidades não-medidas. Tal conjunto consistente de valores 
não precisa ser obtido pela aplicação da reconciliação de dados. 
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Adota a definição de Stanley e Mah (1981a), para redundância 
-Uma quant :idade medida é redundante se, e somente se, ela fosse observável se nâo 
fora medida. Caso contrário, a quantidade medida é não-redundante. 
A forma geral das restrições de conservação e outras, impostas sobre quantidades 
extensivas, é : 
B,x -+- B 2N 2d + Pv =O (5.1) 
onde os três termc::>s do lado esquerdo correspondem, respectivamente, às variáveis das 
categorias 1, 2 e 3, sendo: 
B, = matriz das restrições das variáveis da Categoria 1, m x q 
B2 = matriz das restrições das variáveis da Categoria 2, m x nb2 
N, = é uma matriz diagonal, que contém as vazões totais não-medidas das variáveis da 
Categoria 2, com -t:antos elementos para cada corrente, quantas forem as concentrações 
medidas em d, de modo que N,d é o vetor das vazões dos componentes 
P =matriz das restrições das variáveis da Categoria 3, m x n, definida na eq.3.6 
x =vetor das vazões medidas da Categoria 1, q x I 
d = vetor das concentrações medidas da Categoria 2, nb2 x 1 
v= vetor das variáveis da Categoria 3, n x 1 
q = número de variáveis da Categoria 1 
nb2 = número de variáveis da Categoria 2 
n = número de variáveis da Categoria 3 
O segundo termo do lado esquerdo da equação ( 5.1) pode ser substituído por : 
(52) 
onde C é uma matriz tal que cada coluna corresponde a uma corrente. Cada coluna contém a 
soma das colunas de B2 , correspondentes áquela corrente, sendo previamente multiplicadas 
pelas concentrações respectivas. 
Observa que~ em adição ás restrições acima, pode haver restrições impostas sobre 
variáveis intensivas. Como exemplos, cita a igualdade de concentrações das espécies das 
correntes, que entram e saem de um divisor de fluxo, ou o equilíbrio entre fases ou entre 
reações químicas, às quais se refere como restrições intensivas. 
A classificação das quantidades não-medidas se fundamenta nos quatro lemas 
seguintes, de acordo com Crowe (1989). Os dois primeiros dão condições suficientes para 
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encontrar vazões ILão-observáveis das Categorias 3 e 2, respectivamente. O Lema 3 apresenta 
condições necessá:r:ias e suficientes para vazões não-observáveis. No Lema 4, são dadas 
condições necessárias e suficientes para concentrações observáveis das espécies da Categoria 
~ 
.J. 
Lema I: Se existir um vetor t não-zero tal que P t = O, então cada quantidade extensiva 
não-medida corres-.::>ondente a um elemento não-zero de t é não-observável, a menos que ela 
seja determinada através de uma restrição intensiva. 
Lema 2: s~ existir um vetor w não-zero, tal que C(d- )w =O, onde d- é consistente 
com as restrições, então cada elemento de n correspondente a um elemento não-zero de w é 
não-observável, a !I"lenos que seja observável através de uma restrição intensiva. 
Lema 3: Se e somente se existir um vetor 
[] (5.3) 
tal que 
(5.4) 
onde d+ é um 'i.7etor fixo de concentrações consistentes; cada elemento de n ou v 
correspondente a Ul.m elemento não-zero de w ou t, respectivamente, é não-observável, desde 
que ele também sej .a não-observável através de restrições intensivas. 
Lema 4: UII1a concentração não-medida, cü, da espécie i na corrente j é observável se, e 
somente se, uma das três condições seguintes for válida: 
a) a vazão da espécie i, vü, é observável e a vazão total, v o;' da corrente j é observável 
ou medida, ou 
b) nem a ......,-azão da espécie i, nem a vazão total da corrente j são observáveis e 
quaisquer mudanças factíveis nessas vazões (isto é, mudanças que são consistentes com as 
restrições) forem restringidas por 
ou (5.5) 
para o escalar 13- A.qui úv é uma mudança factível na vazão de uma espécie (vü) ou na vazão 
total (v o), que mantém as restrições em vigor, ou 
c) há uma restrição intensiva, a partir da qual a concentração da espécie i na corrente k 
pode ser unicamente determinada como uma função de quantidades intensivas observáveis ou 
medidas. 
A observabilidade consistente com a condição b do Lema 4 não pode envolver 
extensões de reações não-observáveis, pois uma reação varia a vazão de uma espécie, mas 
deixa a vazão mássi ca total inalterada, tomando inválida a equação 5. 5. Para que esta equação 
se mantenha para as diversas espécies químicas de uma corrente, a variabilidade das vazões das 
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espectes deve ter quanto muito um grau de liberdade, que freqüentemente se encontra 
associado com uma vazão não-observável da Categoria 2. Define a vazão de uma espécie da 
Categoria 2 como observável se, e somente se, a vazão total daquela corrente for observável. 
A redução das restrições, como no problema de reconciliação (Crowe et alii.l983), é 
feita eliminando as variáveis não-medidas presentes nas equações restritivas (eq.5.1). Isto é 
feito usando matrizes ortogonais á matriz P, chamadas matrizes-projeção. 
A matriz Y -:r é construída para ter caracteristica máxima e ser ortogonal ás colunas de 
P, isto é, 
(5.6) 
A matriz P é separada em 
p = [~'. ·~· ~~] 
P, : ?4 
(5.7) 
onde P1 é uma matriz não-singular quadrada máxima. Não há perda de generalidade ao assumir 
que ela esteja na divisão superior esquerda, pois as colunas podem ser reordenadas e as trocas 
de linha irão acarretar, simplesmente, trocas das colunas correspondentes de yT Pode-se 
escolher 
yT = [-P2 P,-1 : I] (5 8) 
As colunas da divisão direita de P são dependentes das colunas da divisão esquerda, o 
que implica que a eq.5.6 é válida para a yT dada pela eq.5.8. 
As restrições das eq.5.1 e 5.2 são multiplicadas por YT, dando, em geral, 
YTB1x+Dn=O (59) 
onde 
(5.10) 
A matriz D é, então, dividida em 
(5.11) 
onde D1 é uma matriz não-singular quadrada máxima, contida em D. A matriz Z é definida 
como 
ZTD=O (5.12) 
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com 
(513) 
a fim de eliminar os 1:ermos da Categoria 2 das restrições. 
Para detenn_inar quais quantidades não-medidas são não-observáveis, sem o uso de 
restrições intensiva=, busca-se uma solução geral para w e t na eq.(5.4). A solução geral 
usando somente as =olunas de P é 
(5.14) 
para qualquer vetor unitário ";· Cada elemento de v correspondente a um elemento não-zero de 
t (e conseqüentemertte a uma linha não-zero da matriz que multiplica u) é não-observável pelo 
Lema I, já que P 1:=0 pela eq.5.4. Evidentemente, os elementos de v correspondentes ás 
colunas de P3 são sempre não-observáveis. Lembra que há exatamente tantas dependências 
distintas entre as co I. unas de P quantas são as colunas de P3 . 
A solução da. eq.5.4 incluindo as colunas de C, conforme Crowe (1989), é 
(5.15) 
para qualquer vetor unitário conformávelui e 
'= [-P:~C,w] (5.16) 
onde C~ é uma div-isão das linhas de C correspondentes ás linhas de P,. Observa que C é 
avaliada com valores consistentes de d, de modo que a separação de D pode ser diferente 
daquela usando valores medidos de D. Novamente, as linhas não-zero da matriz que multiplica 
li; dão os elementos não-observáveis de n. Os elementos não-zero de t indicam os elementos 
não-observáveis de """' a eles correspondentes, de acordo com o Lema 3. Todos os elementos de 
n e v, que não foram classificados como não-observáveis, são então observáveis. A partir das 
soluções gerais ( eq. 5 .14-5.16), é óbvio que todas quantidades não-medidas são observáveis se 
P e D têm característica de coluna total, pois P3 e D3 têm colunas vazias. Então, as 
quantidades intensi"'Vas podem ser introduzidas, para denominar alguma quantidade não-
observável como observável. 
O caso especial, onde D=O, deve ser notado. Aqui, D, é vazia, então sua inversa é 
vazia e D, tem uma linha vazia, mas colunas não-vazias. Então, w da eq.5.15 se toma qualquer 
coluna da matriz identidade, com ordem igual ao número de colunas de C. 
As concentrações observáveis satisfazem pelo menos uma das três condições do Lema 
4. Soluções da eq.5 A, dadas pelas eq.5.15 e 5.16, são examinadas para encontrar vazões da 
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Categoria 3, que satisfazem a eq. 5. 5. As concentrações que são classificadas como 
observáveis, através de restrições intensivas são especialmente marcadas, pois elas podem levar 
á classificação de quantidades não-observáveis como observáveis. 
Distingue quatro casos de redundância, uma vazão de uma espécie, uma concentração 
ou uma vazão total da Categoria I e uma concentração da Categoria 2. Os quatro lemas 
seguintes fornecem. os testes necessários para decidir quais medidas de cada um dos quatro 
casos são não-redundantes. 
Lema 5: Uma vazão de uma espécie de x da Categoria I é não-redundante se, e 
somente se, 
(5 17) 
onde b representa a coluna de B1 correspondente áquela espécie e z+ é avaliada a partir de 
D(d-), e sua concentração não pode ser unicamente determinada a partir de restrições 
intensivas. 
Lema 6: A concentração de uma espécie i da Categoria 1 correspondente a sua vazão 
na corrente j (a saber, o elemento xü de x) é redundante se, e somente se, 
a) a vazão correspondente da espécie i for redundante, ou 
b) ela for determinada de forma única, a partir de outras quantidades intensivas 
observáveis ou medidas, através de restrições intensivas. 
Lema 7: A vazão total medida de uma corrente j é não-redundante se, e somente se, 
ambos 
(5.18) 
onde B1.ü é o conjunto de colunas de B1 para a corrente j e x j é um vetor de vazões 
consistentes das espécies para aquela corrente, e 
b) ela não pode ser unicamente determinada a partir de outras quantidades medidas ou 
observáveis, através de restrições intensivas. 
Lema 8: A concentração medida dü de uma espécie i da Categoria 2 na corrente j é 
não-redundante se, e somente se, ambos 
( 5 .19) 
onde B2.ü é a coluna de B2 para a espécie i na corrente j e 
b) ela não é unicamente determinada através de restrições intensivas. 
Os caso;, especiais em que as matrizes P ou D têm característica igual ao número de 
linhas levam, respectivamente, a Y=O ou a D=O. Nestes casos, quaisquer valores medidos são 
não-redundantes, pois as condições dos lemas 5-8 para não-redundância são trivialmente 
satisfeitas. 
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O conjunto de valores consistentes correspondentes às medidas da Categoria 1 é usado, 
explicitamente, so :mente no Lema 7. Se a reconciliação houver sido feita, os cálculos 
necessàrios para verificar a redundància já terão sido feitos. 
5.4 Bases do Procedimento Computacional de Classificação de Variáveis de Processo 
Desenvolveu-se um procedimento computacional, utilizando Linguagem Turbo C, 
denominado TCLASS, cuja listagem é dada no Anexo E, aplicável à classificação de variáveis 
medidas e não-medidas, envolvendo balanços de massa de sistemas multicomponentes de 
processos no estado estacionàrio, onde podem ocorrer ou não reações químicas. Foi 
empregada projeção matricial, de acordo com princípios descritos no item anterior. 
Para aplicar este programa é preciso conhecer a estrutura ou topologia da rede de 
processo e saber em que correntes ocorrem medições e o tipo de medição. Em redes de fluxo 
multicomponentes, há dois tipos de medições que são a vazão total e a composição de cada 
corrente e três tipos de variáveis delas decorrentes: vazão total, vazão das espécies químicas e 
composição de cada corrente. Nas redes onde ocorrem reações químicas, é preciso saber quais 
são elas, os seus coeficientes estequiométricos e os reatores onde ocorrem. Não são impostas 
restrições sobre a situação das correntes, cuja vazão total ou cuja composição é medida, nem 
quais concentrações são medidas em cada corrente. 
As variáveis são agrupadas em três categorias: 
1) a vazão do componente é medida, o que implica que a vazão total e a concentração 
deste componente são medidas; 
2) somente a concentração do componente é medida; 
3) nenhuma medição é feita numa corrente desta categoria. 
A vazão total é tratada como a vazão de um componente adicional. Ela é colocada na 
Categoria I, quando for medida; na Categoria 2, quando ela não for medida e pelo menos a 
concentração de uma das espécies nela presente for medida e na Categoria 3, quando não for 
medida e não tiver a composição de nenhuma espécie química nela presente medida. 
A conversão de cada reação é tomada como uma variável não-medida (Categoria 3). 
O conjunto de restrições aplicado sobre quantidades extensivas, inclui os balanços de 
massa das correntes totais e das espécies químicas, incluindo reações químicas quando houver 
reatores. 
O conjunto de restrições aplicados sobre quantidades intensivas se limita às chamadas 
equações de normalização, que estabelecem que a soma das frações das espécies químicas 
contidas em cada corrente é igual a um. 
Ao conjunto de restrições dado pela eq. 5 .I, adicionou-se a matriz denominada de 
balanço das correntes individuais (BCI), sendo que cada uma de suas linhas corresponde a uma 
corrente. Os elementos correspondentes às vazões ou frações dos componentes daquela 
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corrente são iguais a 1; os elementos correspondentes às vazões totais ou ao componente total, 
daquela corrente, ~ão iguais a -1 e os elementos das colunas correspondentes às demais 
correntes são iguai =s a zero. O número de colunas é igual à soma do número de variáveis de 
cada categoria. 
Uma linha C:B. essa matriz representa o balanço de uma corrente individual, se a corrente 
correspondente tiv-er vazão total e composição medidas. No caso de uma corrente onde 
somente a compor :sição é medida, a linha correspondente representa uma equação de 
normalização. 
O procedirn..c:mto desenvolvido se baseia em lemas enunciados no item 5.2 e na solução 
geral dada pela eq _ 5.14, usando somente as colunas de P (w=O ou D tem característica de 
coluna total). 
Entretanto, a solução geral para a eq.5.4, incluindo-se as colunas de C, foi obtida 
separando as colun~s de C, da mesma forma em que foram separadas as colunas de P (eq. 5.7). 
Então, buscam-se vo..r e t que satisfaçam 
w 
(5.20) 
SubstituindO> a porção inferior desta equação, pelo produto da eq.5.4 por yT, obtém-
se: 
(5.21) 
Portanto, w deve estar no espaço nulo de D, devido à eq. 5.10 e, então, pode ser qualquer 
coluna de 
(5.22) 
Então, t 1 é obtido a partir da porção superior da eq.5.20 
(5.22) 
onde t3 é um vetor arbitrário de elementos não-zero ou uma matriz de elementos não-zero 
(pois corresponde às colunas linearmente dependentes de P, ou seja, ás colunas de P3 ), se o 
número de colunas de w for igual, respectivamente, a l ou> l. C, é uma divisão das linhas de 
C, correspondente às linhas de P,. As linhas de C devem ser trocadas da mesma forma que as 
de P antes de obter C 1 . 
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5. 5 O Programa de Classificação de Variáveis de Processo 
Este programa, designado Programa TCLASS, pode ser aplicado para a classificação 
de variáveis de processo medidas e não-medidas, de sistemas no estado estacionário, de acordo 
com as bases dadas no item 5.4. É aplicável a balanços de massa multicomponentes, onde 
ocorrem ou não, reações químicas. 
As variáveis (vazão total, vazão do componente e concentração medida do 
componente) são classificadas com base em restrições aplicadas sobre quantidades extensivas e 
nas equações de normalização. Portanto, a inclusão de outras restrições, baseadas em 
quantidades intensivas (como relações de equilíbrio), pode alterar os resultados da 
classificação. 
Considerou-se que: 
-o número máximo de nós é I O; 
-o número máximo de correntes totais é 20; 
-o número máximo de componentes é 10; 
-o número máximo de reações químicas é 5; 
Os dados de entrada podem entrar através do teclado ou através de um arquivo de 
dados tipo texto, cujas informações devem ser gravadas na ordem dada a seguir: 
-número de correntes totais (ni); 
-número de nós (mi); 
-número de componentes (c); 
-número de reações químicas (rq); 
-número de correntes totais da Categoria 2, que têm só concentração medida, (nc ); 
-número de correntes totais da Categoria 1, cuja vazão é medida, (nct): 
-número de vazões da Categoria 2 (que têm só a fração medida), (nb2); 
-número de vazões medidas (dos componentes e total), q; 
-matriz de informações das correntes M(ni x 2); esta matriz tem número de linhas igual 
ao número de correntes totais e duas colunas. A cada linha corresponde uma corrente, tomada 
na ordem numérica, sendo que o primeiro elemento de cada linha deve conter o número do nó 
no qual a corrente entra e o segundo elemento, o número do nó do qual ela sai. Quando uma 
corrente entrar ou sair do meio-ambiente deve ser colocado o número 100 no elemento 
correspondente; 
-matriz estequiometria TE(rq x( c+2)); que tem número de linhas igual ao número de 
reações químicas que ocorrem no sistema, acrescido de duas unidades. No primeiro elemento 
de cada linha, deve constar o número do nó, onde a reação ocorre, seguido dos coeficientes 
estequiométricos da reação unitária. São colocados com sinal negativo se forem reagentes, 
positivo se forem produtos. Coloca-se o algarismo O no elemento correspondente aquele( s) 
que não participar(em) da reação e também naquele referente a corrente total (que ocupa o 
último elemento de cada linha); 
-vetor de informações das variáveis (viv), que informa a categoria à qual a variável 
pertence. Quando se refere a um sistema com c componentes, ni correntes totais e rq reações 
químicas, ele deve conter um número de elementos igual a ni x (c+ I )+rq. Então a cada 
corrente correspondem c+l elementos de viv, que se referem ás vazões dos componentes, 
seguidas da vazão total daquela corrente. Como, em geral, nem todos os elementos estão 
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presentes em todas as correntes, coloca-se o algarismo O no( s) elemento( s) de viv 
correspondente(s) à(s) espécie(s) química(s) que não faz( em) parte daquela corrente; coloca-se 
o algarismo I quando pertencer e se tratar da vazão medida de um componente, o algarismo 2 
quando pertencer e somente a concentração for medida e o algarismo 3, quando pertencer e 
não tiver nenhum parãmetro medido (nem a concentração, nem a vazão total da corrente 
correspondente). No elemento correspondente à corrente total, coloca-se O, quando ela 
contiver uma única espécie. Quando dela fizerem parte mais de um componente, coloca-se I, 
quando for medida e pelo menos a concentração de um deles for medida, coloca-se 2, quando 
a vazão total não for medida, mas tiver a composição de pelo menos um componente medida e 
3, quando não for medida e nenhuma composição for medida. Os últimos rq elementos de viv, 
correspondem às conversões das reações químicas e são, portanto, iguais a 3, pois elas são 
não-medidas. 
-vetor de informações dos equipamentos (vie), que informa quais os elementos que 
contatam com cada nó (equipamento ou junção do sistema). No caso de um sistema com mi 
nós, ele tem mi x (c+ 1) elementos. Cada grupo de c+ I elementos corresponde a um nó, 
atribuindo-se a eles o algarismo O, quando a espécie química correspondente não fizer contato 
com aquele nó, ou corresponder à corrente total e o algarismo 1, quando a espécie química 
correspondente entrar ou sair daquele nó. 
-vetor dos valores das frações (fra), que informa os valores numéricos das frações 
medidas. Quando a concentração de pelo menos um dos componentes de uma corrente total 
for medida, deve haver um elemento correspondente à corrente total, colocando-se 1 no 
elemento correspondente à fração conhecida da corrente total, posicionada logo após as 
frações medidas dos seus componentes. 
-vetor do número de frações medidas por corrente (vfra), que informa o número de 
frações medidas em cada corrente. Inclue exclusivamente as correntes que têm somente 
concentração medida, contando-se a corrente total como um dos componentes quando pelo 
menos a concentração de um deles for medida. 
-vetor dos valores das vazões medidas (vaz), que informa os valores numéricos das 
vazões medidas dos componentes, seguidos da vazão total daquela corrente, na ordem 
crescente do número das correntes; 
-vetor do número de vazões medidas (vvaz), que informa o número de vazões medidas 
(da Categoria 1 ), em cada corrente total, que é incluinda na contagem. O número de elementos 
desse vetor é igual ao número de correntes totais que têm quantidades nessa categoria. 
5.6 Aplicações do Programa TCLASS 
Para avaliar o desempenho do programa TCLASS, utilizou-se um processo de síntese 
de amônia e um processo de evaporação-cristalização, em situações diversas, em função da 
existência, ou não, de medições em suas correntes. 
a) Processo de Síntese de Amônia 
No processo de síntese de amônia, o número de espécies químicas envolvidas é 4, a 
saber nitrogênio, hidrogênio, amônia e argônio, designados, respectivamente, pelas letras A, B, 
C e D. Os componentes presentes em cada corrente são mostrados na Figura 3.2. 
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A amônia é .:;gerada no nó número dois, através da seguinte reação: 
N 2 +- 3H 2 ---+ 2NH 3 
O nó númer-o 4 é um divisor de fluxo, mas a restrição correspondente não consta do 
conjunto de restriç~es. 
As vazões d e cada corrente são apresentadas na Tabela 5. 1, onde a letra T, seguida de 
um número repre==senta a vazão total daquela corrente. As quantidades medidas são 
consistentes para a c:::::lassificação da redundãncia. 
Tab~la 5.1 -Vazões do Processo de Síntese de Amônia (kgmol/s) 
Corr-ente Vazão dos Componentes Vazão 
A B c D Total 
1 32,70 98,04 o 0,40 131,14 
2 100,56 298,99 o 20,15 419,70 
3 69,23 205,00 62,66 20,15 357,04 
4- o o 62,66 o 62,66 
5 69,23 205,00 o 20,15 294,38 
6> 1,37 4,05 o 0,40 5,82 
7 67,86 200,95 o 19,75 288,56 
As tabelas 5 _ 2 a 5.4 apresentam quais as quantidades medidas nos oito diferentes casos 
(CSAI, CSA2, CSA.3, CSA4, CSAS, CSA6, CSA7 e CSA8). As tabelas 5.5 a 5.7 apresentam 
os resultados de classificação de acordo com o programa TCLASS, onde R1 representa a 
conversão da reaçãc:> química. 
Tabela 5.2- Quantidades Medidas do Caso CSA1 da Síntese de Amônia 
Caso Corrente 
I 
2 
3 
C SAl 4 
5 
6 
7 
nm =não-medida 
X =medida 
A 
X 
X 
X 
-
X 
X 
nm 
Vazão do Componente 
B c 
nm -
nm -
nm nm 
-
X 
X -
nm -
nm -
= este ccn:nponente não faz parte da corrente 
D 
X 
X 
nm 
-
nm 
nm 
nm 
Vazão 
Total 
X 
X 
X 
X 
X 
X 
nm 
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Tabela 5.3 - Quantidades Medidas dos Casos CSA2, CSA3, CSA4 CSA5 e CSA6 da 
Síntese de Amônia 
Caso Corrente Vazão do Componente 
I 
2 
3 
CSA2 4 
5 
6 
7 
I 
2 
3 
CSA3 4 
5 
6 
7 
I 
2 
3 
CSA4 4 
5 
6 
7 
I 
2 
3 
CSA5 4 
5 
6 
7 
I 
2 
3 
CSA6 4 
5 
6 
7 
nm = não-medida 
X =medida 
A B 
X nm 
X nm 
X nm 
- -
(X) (X) 
(X) nm 
nm nm 
(X) nm 
X nm 
X nm 
- -
(X) nm 
nm nm 
nm nm 
nm nm 
X nm 
X nm 
- -
nm nm 
nm nm 
nm nm 
nm nm 
X nm 
X nm 
- -
(X) nm 
nm nm 
nm nm 
X X 
nm nm 
X nm 
- -
nm nm 
X X 
nm nm 
(X) = somente a concentração é medida 
= este componente não faz parte da corrente 
c 
-
-
nm 
X 
-
-
-
-
-
nm 
X 
-
-
-
-
-
nm 
X 
-
-
-
-
-
nm 
X 
-
-
-
-
-
nm 
X 
-
-
-
Vazão 
D Total 
X X 
X X 
nm X 
- X 
nm nm 
nm nm 
nm nm 
nm nm 
X X 
nm X 
- X 
nm nm 
nm nm 
(X) nm 
nm X 
X X 
nm X 
- X 
nm nm 
nm nm 
nm nm 
X X 
X X 
nm X 
- X 
nm nm 
nm nm 
nm nm 
X X 
nm nm 
nm X 
- X 
nm nm 
X X 
nm nm 
Tabela 5.4- Quantidades Medidas dos Casos CSA7 e CSA8 da Síntese de Amônia 
Vazão do Componente 
Caso Corrente 
1 
2 
3 
CSA7 4 
5 
6 
7 
1 
2 
3 
CSA8 4 
5 
6 
7 
nm = não-medida 
X =medida 
A B 
(X) nm 
X nm 
X nm 
- -
(X) nm 
(X) nm 
nm nm 
nm nm 
X nm 
nm nm 
- -
(X) nm 
(X) nm 
(X) nm 
(X) = somente a concentração é medida 
- = este componente não faz parte da corrente 
c 
-
-
nm 
X 
-
-
-
-
-
nm 
X 
-
-
-
Vazão 
D Total 
nm nm 
X X 
nm X 
- X 
nm nm 
nm nm 
nm nm 
nm nm 
nm X 
nm nm 
- X 
nm nm 
nm nm 
nm nm 
Tabela 5.5 - Resultados dos Casos CSA1 e CSA2 da Síntese de Amônia 
Caso CSA1 
Ouantidades Medidas Redundantes Não-Redundantes 
Vazões e Concentrações Al, T1 ,A2,D2,T2,A3 ,T3,C4, DI 
da Categoria 1 T4,A5,B5,T5,A6,T6 
Concentrações da não há não há 
Categoria 2 
Quantidades Não-Medidas Observáveis Não-Observáveis 
Vazões da não há não há 
Categoria 2 
Vazões da Categoria 3 e B l,B2,B3,C3,D3,D5,B6,D6, nenhuma 
Conversão A7,B7,D7,T7,R1 
Caso CSA2 
Ouantidades Medidas Redundantes Não-Redundantes 
Vazões e Concentrações Al,Tl,A2,D2,T2,A3,T3,C4, DI 
da Categoria 1 T4 
Concentrações da A5,B5,A6 nenhuma 
Categoria 2 
Ouantidades Não-Medidas Observáveis Não-Observáveis 
Vazões da A5,B5, T5,A6,T6 nenhuma 
Categoria 2 
Vazões da Categoria 3 e B l,B2,B3,C3,D3,D5,B6,D6, nenhuma 
Conversão A7,B7,D7,T7,RI 
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Tabela 5.6 - Resultados dos Casos CSA3,CSA4, CSAS, CSA6 da Síntese de Amônia 
Caso CSA3 
Quantidades MedicL':as Redundantes Não-Redundantes 
Vazões e Conce1ntrações A2,T2,A3,T3,C4,T4 D2 
da Categoria 1 
Concentrações da AS A1,D7 
Categoria 2 
Quantidades Não-lv::fedidas Observáveis Não-Observáveis 
Vazões da AS,TS A1,Tl,D7,T7 
Categoria 2 
Vazões da Categoria 3 e B2,B3,C3,D3,B5,DS,R1 B 1 ,D l,A6,B6,D6, T6,A 7,B7 
Conversão 
Caso CSA4 
Quantidades Medíckts Redundantes Não-Redundantes 
Vazões e Concer~.trações A2,T2,A3,T3,C4,T4 Tl,D2 
da Categoria 1 
Concentrações da não há não há 
Categoria 2 
Quantidades Não-l'v:;ledidas Observáveis Não-Observáveis 
Vazões da não há não há 
Categoria2 
Vazões da Categoria 3 e B2,B3 ,C3 ,D3 ,A5,B5,D5, T5, Al,B l,D l,A6,B6,D6,A7,B7, 
Conversão T6,T7,Rl D7 
Caso CSA5 
Quantidades Medicú::ls Redundantes Não-Redundantes 
Vazões e Concer1trações A2,T2,A3,T3,C4,T4 Dí,Tl,D2 
da Categoria 1 
Concentrações da AS nenhuma 
Categoria 2 
Quantidades Não-Adedidas Observáveis Não-Observáveis 
Vazões da A5,T5 nenhuma 
Categoria 2 
Vazões da Categoria 3 e B2,B3 ,C3 ,D3 ,B5,D5,D6, T6, Al,Bl,A6,B6,A7,B7 
Conversão D7,T7,R1 
CasoCSA6 
Quantidades Medidc::ls Redundantes Não-Redundantes 
Vazões e Concentrações Al,B l,D 1, T l,C4,T4,A6,B6, A3,T3 
da Categoria 1 D6,T6 
Concentrações da não há não há 
Categoria 2 
Quantidades Não-!vfedidas Observáveis Não-Observáveis 
Vazões da não há não há 
Categoria 2 
Vazões da Categoria 3 e A2,T2,C3,A5,T5,A7,T7,R1 B2,D2,B3,D3,B5,D5,B7,D7 
Conversão 
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Tabela 5. 7 - Resultados dos Casos CSA 7 e CSA8 da Síntese de Amônia 
Caso CSA7 
Quantidades Medidas Redundantes Não-Redundantes 
Vazões e Concentrações A2,T2,A3,T3,C4,T4 D2 
da Categoria 1 
Concentrações da AS A1,A6 
Categoria 2 
Ouantidades Não-Medidas Observáveis Não-Observáveis 
Vazões da A1,T1,A5,T5,A6,T6 nenhuma 
Categoria 2 
Vazões da Categoria 3 e B2,B3,C3,D3,B5,D5,A7,T7, B1,D1,B6,D6,B7,D7 
Conversão R1 
Caso CSA8 
Quantidades Medidas Redundantes Não-Redundantes 
Vazões e Concentrações A2,T2,C4,T4 nenhuma 
da Categoria 1 
Concentrações da A5,A6,A7 nenhuma 
Categoria 2 
Quantidades Não-Medidas Observáveis Não-Observáveis 
Vazões da A5,T5 A6,T6,A7,T7 
Categoria 2 
Vazões da Categoria 3 e A3,C3,T3,R1 Al,B l,Dl, Tl,B2,D2,B3,D3 
Conversão B5,D5,B6,D6,B7,D7 
b) Processo de Evaporação-Cristalização de Nitrato de Potássio 
Para testar o desempenho do programa TCLASS nos casos onde não há reações 
químicas, utilizou-se um processo de evaporação-cristalização de uma solução de nitrato de 
potássio (A) em água (B). Os componentes presentes em cada corrente são mostrados no 
fluxograma da Figura 5.1, a onde evaporação ocorre no nó número I e a cristalização no 
número 2. 
A 
5 
AB 1 A,B 2 AB 
• 
I I 2 3 + 
f A,B I 
4 
Figura 5.1 -Fluxograma do Processo de Evaporação-Cristalização de Nitrato 
de Potássio. 
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A Tabela 5 _ 8 mostra as vazões totais (I) e dos componentes (A e B) de cada corrente, 
a Tabela 5.9 indica. as quantidades medidas em cada um dos casos (EVI e EV2) e as tabelas 
5 .I O e 5.11 mostram os resultados obtidos com o programa TCLASS. 
Tabela 5.8 - Vazões das Correntes do Caso de Evaporação-Cristalização 
Corrente A B I 
1 200,00 800,00 1000,00 
2 487,45 487,45 947,90 
3 199,968 8,332 208,30 
4 287,475 479,125 766,60 
5 o 791,70 791,70 
Tabela 5. 9 - Quantidades Medidas nos Casos EV1 e EV2 de Evaporação-Cristalização 
Caso Corrente 
1 
2 
EV1 3 
4 
5 
1 
2 
EV2 3 
4 
5 
nm = não-medida 
X =medida 
Vazão do Compon 
A B 
X X 
(X) nm 
(X) nm 
(X) nm 
- X 
X X 
(X) (X) 
(X) (X) 
(X) (X) 
- X 
(X) = somente a concentração é medida 
Vazão 
Total 
X 
nm 
nm 
nm 
X 
X 
nm 
nm 
nm 
X 
- = este componente não faz parte da corrente 
Tabela 5.1 O -Resultados do Caso EVJ de Evaporação-Cristalização 
CasoEVl 
Ouantidades Medidas Redundantes Não-Redundantes 
Vazões e Concentrações A1,B1,Tl,B5,T5 nenhuma 
da Categoria 1 
Concentrações da A3 A2,A4 
Categoria 2 
Ouantidades Não-JIAedidas Observáveis Não-Observáveis 
Vazões da A2,T2,A3,T3,A4,T4 nenhuma 
Categoria 2 
Vazões da Categoria 3 B2,B3,B4 nenhuma 
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Tabela 5.11 -Resultados do Caso EV2 de Evaporação-Cristalização 
CasoEV2 
Quantidades Medice.as Redundantes Não-Redundantes 
Vazões e Concer-1trações Al,Bl,Tl,B5,T5 nenhuma 
da Categoria 1 
Concentrações d a A2,B2,A3,B3 ,A4 ,B4 nenhuma 
Categoria 2 
Quantidades Não-lv:::fedidas Observáveis Não-Observáveis 
Vazões da A2,B2, T2,A3 ,B3, T3 ,A4,B4, nenhuma 
Categoria 2 T4 
Vazões da Categoria 3 não há não há 
Conclusões sobre as aplicações deste programa: 
Para avaliar o desempenho do programa de classificação de dados foram utilizados dois 
processos, sendo que num deles (síntese de amônia) ocorre uma reação química, havendo, 
portanto, pelo menc:::>s uma quantidade da Categoria 3 (a conversão) e no outro (evaporação-
cristalização de nitrato de potássio) não. Para cada um deles, foram gerados casos diferentes, 
em função da existência, ou não, de medições em suas correntes. 
Ao gerar os diversos casos, procurou-se que houvesse casos: 
-com corren-tes das três categorias; 
-com correa-tes das categorias I e 3; 
-com corren-tes das categorias I e 2. 
Além disso, procurou-se que fossem percorridas todas as saídas possíveis do programa, 
havendo, entre os resultados da classificação dos diversos casos: 
-vazões e cooncentrações da Categoria I redundantes e não-redundantes; 
-concentraç<:>es da Categoria 2 redundantes e não-redundantes; 
-vazões da Categoria 2 observáveis e não-observáveis; 
-vazões da Categoria 3 e conversão observáveis e não-observáveis. 
Em vista disto, e considerando que foram classificadas de forma correta as variávies 
dos casos relatados, acredita-se que este programa de classificação de variáveis de processo 
poderá ser aplicado com sucesso a diversos outros processos. 
6. CONCLUSÕES E SUGESTÕES 
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Os estudos feitos para realizar este trabalho e as aplicações dos programas 
desenvolvidos permitem traçar as seguintes conclusões e sugestões. 
6.1 Conclusões 
Este trabalho objetivava o estudo e desenvolvimento de metodologias e procedimentos 
computacionais que -permitissem fazerem-se correções nos dados medidos de um processo, de 
modo que as leis de conservação e outras restrições de um processo fossem obedecidas, e que 
possibilitassem a obtenção de estimativas para quantidades não-medidas observáveis. 
Este objetivo foi atingido, pois resultaram, como fruto deste trabalho, procedimentos, 
que deram origem ao programa de reconciliação de dados de processo (Programa RECON) e 
ao programa de retificação de dados de processo (Programa RETIF). O primeiro deve ser 
aplicado naqueles casos em que se tem certeza de que as quantidades medidas são sujeitas 
somente a erros alea1:órios, já o segundo pode ser empregado quando houver suspeita de que 
há medidas contendo erros grosseiros, desde que os processos estejam no estado estacionário 
e sejam sujeitos a restrições lineares. Em ambos, a vazão total de cada corrente é sempre 
considerada, garantindo que a soma das vazões corrigidas dos componentes de uma corrente 
seja igual a sua vazão total corrigida, e contribuindo para aumentar a redundância. 
Além disso, deste trabalho também resultou um procedimento para classificação de 
variáveis de processo, que originou o Programa TCLASS, no qual se emprega projeção 
matricial, que classifica as quantidades medidas em redundantes e em não-redundantes e as 
quantidades não-medidas em observáveis e não-observáveis. A classificação de dados é 
empregada quando se quer saber quais as quantidades não-medidas que podem ser estimadas e 
quais das quantidades medidas que podem ser estimadas mesmo quando falharem os 
instrumentos responsáveis por sua medição. Ela pode, portanto, ser usada na análise e no 
projeto de sistemas de monitoramento de processo. 
Na reconciliação de dados, emprega-se o método dos mínimos quadrados ponderados e 
os multiplicadores de Lagrange, para a obtenção dos ajustes das quantidades medidas. Quando 
há quantidades não-medidas, no sistema a reconciliar, emprega-se a projeção matricial para 
dimínuir a dimensão do problema de mínimízação. Estes mesmos métodos são empregados 
para o obtenção dos ajustes na retificação de dados. 
Para detectar e identificar medidas contendo erros grosseiros, empregam-se, na 
retificação de dados~ três testes estatísticos, que são o teste global, o teste de desbalanço nodal 
e o teste de medida, pois de acordo com vários pesquisadores, como Madron (1985b) e 
Crowe( 1983 ), por exemplo, é aconselhável o uso de mais de um teste estatístico para melhorar 
a possibilidade de encontrar corretamente estas medidas. 
Tanto o Programa RECON como o Programa RETIF foram aplicados, com sucesso, a 
diferentes processos? envolvendo balanços de um ou de vários componentes, ocorrendo ou não 
reações químicas, com adição ou não de restrições de corrente, como a razão de divisão 
conhecida de um divisor de fluxo, assegurando que eles poderão ser aplicados a tantos outros 
casos. 
Para avaliar o funcionamento do Programa RECON, estudou-se a reconciliação de 
dados, sujeitos a restrições lineares, contendo somente erros aleatórios, de cinco sistemas 
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diferentes, que são a:m sistema de síntese de amônia, um reator químico, onde ocorrem duas 
reações químicas, u:rr:t sistema de síntese de ácido nítrico, uma rede de vapor e de um circuito 
de moagem. Através desta diversificação, procurou-se fazer com que este programa esteja 
apto para fornecer es-timativas para as quantidades medidas e para as quantidades não-medidas 
observáveis de diferentes sistemas, envolvendo balanços de um único ou multicomponentes, 
com reação química. ou não, com ou sem restrições adicionais, e até com duas reações 
ocorrendo num mes:rr1o vaso. 
O programa RECON possibilitou a obtenção dos ajustes, fornecendo valores corrigidos 
para as quantidades medidas redundantes ou que tinham covariância com outra quantidade 
medida e estimativas para as quantidades não-medidas observáveis. 
Além disso, este programa foi aplicado aos mesmos dados de entrada do caso de 
síntese de amônia ( qLie não inclue as vazões das correntes totais) relatados por Crowe ( 1983 e 
1988) e do caso relatado por Ripps (1965), obtendo-se, em cada um, os mesmos resultados 
que estes pesquisadores. 
Para avaliar o funcionamento do Programa RETIF, estudou-se a retificação de dados 
de: 
-cinco casos diferentes de um sistema de síntese de amônia, dois deles contendo 
somente um erro grosseiro, dois contendo dois erros grosseiros e um contendo três erros deste 
tipo; 
-quatro casos de um sistema de síntese de ácido nítrico, um deles contendo somente 
erros aleatórios, dois contendo um erro grosseiro, e outro contendo erros grosseiros em duas 
quantidades; além disso, variou-se o número de quantidades medidas; 
-três casos de um circuito de moagem, incluindo um ou nenhum erro grosseiro. 
Embora os valores dos erros grosseiros tenham sido limitados a 10 ou 20% dos valores 
medidos, foi possível detectar e identificar as fontes deste tipo de erro na maioria dos casos 
estudados, graças ao uso em conjunto dos três testes estatísticos. Quando isto não aconteceu 
as medidas com esses erros estavam entre as possíveis responsáveis, com exceção de um caso 
do circuito de moagem. Conforme Madron (!985b), Holly e Crowe (1989), Verneuil et 
alii.(l992), entre outros, este tipo de resultado era esperado. 
O programa de retificação de dados, quando aplicado ao mesmos dados de entrada do 
caso de síntese de amônia relatado por Crowe ( 1988), que não inclue as vazões das correntes 
totais, gera os mesmos resultados por ele obtidos. 
Para verificar o funcionamento do Programa TCLASS, estudou-se a classificação de 
variáveis medidas e não-medidas de oito casos diferentes de um sistema de síntese de amônia, 
onde ocorre uma reação química, e de dois casos de um sistema de evaporação-cristalização de 
nitrato de potássio, onde não há reação química. Os oito casos do primeiro sistema abrangem 
situações diferentes, onde há quantidades não-medidas das Categorias 2 e 3 ou somente da 
Categoria 3 e os casos do segundo sistema se referem a situações diferentes, onde há, somente, 
quantidades não-medidas da Categoria 2. Procurou-se, através desses casos, gerar um 
conjunto tal que varresse as diferentes rotas do fluxograma deste programa, até a solução ou 
fim 
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Este programa pode ser usado tanto para análise de sistemas de monitoramento de 
processos existentes, como para o projeto de novos sistemas, pois sua aplicação consecutiva, a 
um mesmo sistema com as vazões colocadas em diferentes categorias, possibilita definir qual o 
conjunto de quantidades que deve ser medido para que se tenha o conjunto desejado de vazões 
medidas redundantes e de vazões não-medidas observáveis. 
É válido observar que os valores máximos arbitrados para o número de nós, correntes 
totais, espécies quirnicas, reações químicas e restrições adicionais dos programas 
desenvolvidos, pode:rn ser aumentados, desde que haja disponibilidade de memória do 
computador e que sejam previstas a ampliação dos valores estatísticos tabelados e a 
modificação da função que dá os nomes das vazões, quando for o caso. 
Por fim, num contexto mais amplo, pode-se dizer, que, ao realizar este trabalho, além 
de se desenvolver capacitação técnica no País, nesta área, está-se participando do esforço que 
a comunidade científica internacional vem realizando para obter procedimentos racionais e 
confiáveis para o aprimoramento de dados de processo e, conseqüentemente, das ações neles 
fundamentadas. 
Além disso, têm-se a convicção de que este trabalho se constitue de ponto de partida 
importante para outros estudos nesta área e que a aplicação dos programas RECON, RETIF e 
TCLASS a casos reais ou simulados possibilitarão a realização de estudos mais específicos 
como sobre o problema da detecção e identificação de erros grosseiros, por exemplo. 
6.2 Sugestões 
-Aplicar os procedimentos de reconciliação e/ou de retificação de dados a casos reais, 
obtendo a matriz variância-covariância, a partir de conjuntos de dados medidos. 
-Incluir o balanço de energia no conjunto de restrições, considerando a vazão de 
entalpia como a vazão de um componente adicional. 
-Inserir modificações nos programas RECON e RETIF, que possibilitem o tratamento 
de sistemas sujeitos a restrições não-lineares. 
-Incluir outros testes estatísticos, além dos presentes no Progranm RETIF, como o 
teste de razão de probabilidade condicional, que, de acordo com Narasinham e Mah (1987), 
permite diferenciar as diversas fontes de e'Tos grosseiros e um teste de potência máxima 
aplicado ás restrições originais descrito por Crowe (1992), por exemplo. 
-Ampliar o Programa TCLASS para que permita a classificação de concentrações não-
medidas. 
APÊNDICE A MÉTODOS MATEMÁTICOS 
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A reconciliação de dados de um processo, no estado estacionário, em que todos os 
parâmetros das correntes em questão são medidos, sujeito a restrições lineares, em que os 
erros de medida são variáveis aleatórias, que seguem uma distribuição normal (com média zero 
e matriz variância-=ovariância conhecida, positiva por definição), é resolvida, via de regra, 
utilizando o métoci <> dos mínimos quadrados ponderados para a obtenção dos ajustes, 
solucionado pelo método dos multiplicadores de Lagrange. 
Nos casos ~m que nem todos os parâmetros das correntes são medidos, é usual 
utilizarem-se estratégias para diminuir a dimensão do problema. Neste trabalho, será utilizada a 
projeção matricial para obter o conjunto reduzido de equações de balanço, a partir dos 
balanços iniciais. A n~atriz projeção pode ser construída diretamente e remove as quantidades 
não-medidas, obtendo-se o conjunto reduzido de balanços, que deverá ser resolvido. As 
medidas não-redundantes são, em geral, ajustadas se elas tiverem covariância não-zero com 
uma medida redunda..nte. 
Esta abordagem permite tratar casos em que há correntes parcialmente medidas, 
reações químicas e mesmo conjuntos de equações restritivas lineares com matrizes arbitrárias. 
Quando há erros grosseiros ou sistemáticos, eles devem ser eliminados, 
preferencialmente, aJ'Ites de efetuar os procedimentos de reconciliação. Para tanto, utilizam-se 
estatísticas-teste que servem para detectar sua presença e identificar a(s) fonte(s) de erros 
extremos. 
A. I. Método dos Mínimos Quadrados 
Em livros de álgebra linear aplicada, de métodos numéricos e de estatística aplicada à 
engenharia, como os que constam das referências bibliográficas, é comum se utilizar o método 
dos mínimos quadrados para ajustamento de dados experimentais, contendo erros aleatórios, a 
um modelo. Em outras palavras, tem-se uma relação 
observação = modelo + erro 
Mais especificamente, considere-se que o modelo tem a seguinte forma 
onde as funções ~(ti) são as funções de modelo dadas. No caso onde o modelo é uma linha 
reta, supõe-se que 
de forma que f1(t) = 1 e f2(t) = t,. Os coeficientes xj são chamados de parâmetros do modelo e 
são esses números que devem ser determinados. Se o modelo fosse perfeito e se não houvesse 
erros de medida, poder-se-ia substituir"" por=, mas isso raramente ocorre. 
O modelo aqui é chamado linear, porque ele é uma combinação linear das funções de 
modelo. Isto não significa que as funções de modelo sejam lineares. A idéia crucial é que o 
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modelo é uma função linear dos parâmetros x. Pode-se expressar o problema de ajustamento 
de dados de forma Inais concisa, usando notação matricial/vetorial. Define-se a matriz A, n x 
m,por 
e consideram-se b e x os vetores das observações e parâmetros, respectivamente. Então, a 
situação acima pode ser escrita como 
ou b-Ax,., o 
onde b-Ax é chamado de vetor dos resíduos. 
Os parâmetros serão escolhidos para fazer os resíduos b-Ax tão pequenos quanto 
possível. Um modo comum para isto é resolver 
Como se está minimizando a soma dos quadrados, este procedimento é chamado 
ajustamento de dados por mínimos quadrados. Usando normas vetoriais, o problema é 
equivalente a resolver 
onde é usada a norrna-2 Euclidiana. 
Kahaner et alii.(1988) observam que se o número de dados experimentais e de funções 
do modelo forem iguais, a matriz A é quadrada. Se A é, além disso, não-singular, a solução do 
problema de mínimos quadrados é o interpolante, isto é, o resíduo é zero. Então, apresentado 
na forma matricial, o ajustamento de dados por mínimos quadrados inclue um caso especial do 
problema de resolução de equações lineares Ax=b, se A for quadrada e não-singular. 
O problema de mínimos quadrados pode ser interpretado graficamente como a 
minimização da distância vertical dos pontos experimentais ao modelo. Subjacente à esta idéia 
está a suposição de que todos os erros da aproximação correspondam a erros nas observações 
b;. Se houver erros nas variáveis independentes t;, então pode ser mais apropriado minimizar a 
distância Euclidiana dos dados ao modelo, que corresponde à minimização da distância 
ortogonal dos pontos experimentais ao modelo. 
Em muitas aplicações, os pontos experimentais não têm a mesma importância. Isto se 
deve ao fato de se saber que uns são mais precisos que os outros. Esta informação pode ser 
incorporada ao problema de mínimos quadrados, ponderando os dados experimentais. O 
problema a resolver passa a ser 
rn}n i:[p;(b- Ax)J 
j=1 
que e um problema de mínimos quadrados ponderados, onde P, é um peso que reflete a 
importância do ponto experimental. Quanto maior a importância do dado, maior a magnitude 
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do peso. Se o erro no j-ésimo ponto experimental é ej, então se escolhe pj=lle,, por exemplo. 
Então quanto meiliL<:Jr o erro, maior o peso. A ponderação pode melhorar as propriedades 
estatísticas da solução. 
A aplicaçãe> do método dos mínimos quadrados ponderados, para o ajustamento de 
dados de process <JS químicos, tem sido relatada, em diversos estudos publicados em 
periódicos. Em tocL os os estudos de reconciliação de dados de processos químicos citados no 
Capítulo 2, emprega-se como fator ponderante o inverso de suas variâncias, de modo que as 
medidas com maio r dispersão em torno de média (e, portanto, mais passíveis de erro) têm 
menor influência nct. determinação dos ajustes. Himmelblau ( 1969) observa que este ou outro 
esquema de ponderação pode ser empregado. 
Existe muitc::::>s algoritmos diferentes para calcular um conjunto de coeficientes, que dá a 
soma mínima dos quadrados. De acordo com Kahaner et alii.(l988), pode ser difícil de se 
tomar uma decisão antecipada sobre qual o método a ser empregado, pois a solução correta 
pode depender de r..;:a.tores tais como a condição da matriz, o tamanho dos resíduos na solução e 
a forma dos dad<:>s. Acrescenta que programas computacionais baseados na fatoração 
ortogonal são cons:Iderados a melhor escolha para uso em biblioteca de programas de utilidade 
geral. 
Quando o r1úmero de dados experimentais é maior do que o número de parâmetros, 
diz-se que o sistema de equações é superdeterminado. Se o problema é subdeterminado e 
existem múltiplas s<:>luções para o sistema de equações, então pode ser importante determinar 
uma solução particLl.lar do sistema. 
Uma aplicação importante é na otimização condicionada. Considere-se a obtenção de 
uma solução para 
de um. 
mini :rnizar 
sujeita à x, + x, =I 
t(x1 , x,) 
Esta condição permite simplificar este problema, fazendo x2=l-x,, que dá 
. . . 
nun1 :rnJzar t(x, l-x,) 
x,. 
Além desse problema ser não condicionado, ele tem o número de variáveis diminuído 
O caso gera.]~ que se constitui num problema n-dimensional, é representado por 
mini rnizar t(x) 
sujei ta à Ax=b 
Este tipo él.e problema é semelhante ao que ocorre no ajustamento de dados de 
processos químicos, em que a função a minimizar é a soma ponderada dos quadrados dos 
ajustes e as restriçõo es podem ser dadas por equações de conservação de massa ou de energia, 
por exemplo. A se>lução é obtida, geralmente, utilizando o método dos multiplicadores de 
Lagrange. 
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A.2.Métodc:::::> dos Multiplicadores de Lagrange 
Um modo conveniente de encontrar o extremo (não sobre uma fronteira) de uma 
função sujeita a c<::>ndições de igualdade é usar os multiplicadores Lagrangianos, conforme 
descreve Himmelbl au (1969). No cálculo do mínimo (ou do máximo) de uma função de várias 
variáveis independ=ntes f(x" x2, ••• , x), sabe-se que a solução de 
àf 
àx, 
àf 
=O -=0 
, àx , 
2 
Cf 
... , --=0 
Oxn 
(a. I) 
dá os valores de x::_., que estão nos extremos. Considerando, entretanto, que os valores de xj 
estejam unidos por algumas relações de igualdade (condições), que são expressas em geral 
como 
g 1 ( =,x2 , ... ,xn) =O 
g,( =1 ,X2 , ••• ,xn) =O (a.2) 
Por exemplo, considere-se que a soma das frações molares de uma mistura é igual à 
unidade. Procurar resolver cada uma das eq.a.2 para isolar um único X;, de forma que ele possa 
ser eliminado por &ubstituição na eq.a.l, não é adequado, usualmente. Ao invés disso, procede-
se conforme descrit:o a seguir 
Sabe-se que num extremo a derivada total de f(x1, x2, ... , x,) vai a zero, mesmo se as 
variáveis x1, x,, ... , xn não são independentes: 
àf Cf àf df = 0= -_-dx1 +-_-dx 2 + .. +--dx, 
cxl C'Xz êxn 
(a.3) 
Assim como, 
a :h -
_1h_ dx1 +-u_IS! dx,+ ... + ogl dxn = 0 ax, àx, - àxn 
ag &g (}o 
_____Ldx +---'-dx + .. +~dx =0 
-... l ~T 2 -.. n 
OX 1 UXz CX 0 (a.4) 
- ~ -
ogv og. .+ og. dx, =O 
---- dx 1 +-_-dx 2 +. 
OX1 OX 2 Oxn 
Se as eq.a_ 4 forem multiplicadas, respectivamente, por À 1 ),2 , ... ) ... e os produtos 
resultantes forem adicionados à eq.a.3, obtém-se 
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(a.5) 
Se x,, x,, ... são consideradas variáveis independentes e xm, ... , x. (num total de p 
variáveis) são as variáveis eliminadas como variáveis independentes, devido às p equações 
restritivas, e se o J açobiano das derivadas de g, g2 , ... , g" com respeito à xm até x., chamadas x, 
não vai a zero: 
~' ••• ~1 
ârm &n 
~2 ---~2 
J(x,n, ... ,xn)= â:m &n ::t:.O 
podem-se fixar os multiplicadores À de modo que no extremo: 
(a.6) 
Devido às eq.a.6, as eq.a.5 se reduzem a uma expressão truncada, onde todos os X; são, 
verdadeiramente, independentes. Consequentemente cada termo entre parênteses deve ir a 
zero, ou: 
(a.7) 
etc 
Se se resolvem, simultâneamente, as eq.a. 7 junto com as eq.a.4 e a.6, encontram-se 
valores para os xj e para os multiplicadores À;. Se o Jacobiano J(xm , ... , x.)=O, pode-se 
intertrocar o papel de algumas variáveis independentes com o do Lagrangiano, no caso 
contrário o método falha. 
É possível estabelecer uma regra geral para uso dos multiplicadores Lagrangianos. Para 
determinar os valores extremos de uma função 
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f(x,.. ~ x,, ... , x,) 
cujas variáveis sã<:::»- sujeitas a p relações restritivas: 
i=l,2, ... ,p (a8) 
forma-se a função 
p 
F= f+L).,g, 
i=1 
e se determinam o =:s parâmetros \ e os valores de x,, x,, ... , x,, através de n equações: 
=O, j = I, 2, ... , n 
e das p eq.a.8. 
A.3. Aplicação d~s Mínimos Quadrados Ponderados Resolvidos Pelos Multiplicadores de 
Lagrange aL um Problema de Reconciliação de Dados de Processo 
Considere- :::s.e a reconciliação de dados de vazão total de um processo constituído por n 
equipamentos, tan <}Ues ou junções, onde todas as correntes são medidas. As vazões medidas 
são representadas For xi e as vazões reais por X
1
, correspondentes á corrente j (j=l,2, ... ,m). A 
partir dos valores medidos, quer-se obter estimativas (x;) desses valores, de forma que os 
balanços materiais nodais sejam satisfeitos. Supondo que o modelo é o seguinte: 
e= x.-x 
J J J 
onde ei é o erro de:::o medida e di é o ajuste da medida. 
O problemõE"i., na forma matemática, é minimizar 
f(=cJ)= L:~x~ -xJ' 
J } 
(a.9) 
sujeita às restriçõe :s;: 
(a 1 O) 
onde: 
xj= valor c ..orrigido daj-ésima medida 
xj= valor nr:J.edido da j-ésima medida 
cr~ =a variancia do erro daj-ésima medida 
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a,J= o coeficiente daj-ésima medida na i-ésima equação de balanço de massa (ou calor) 
Então, foiTIIa-se a função 
p 
F= f+ ~),,g, 
kl 
que é minimizada em relação a xi e À,. Determinam-se os valores de xi e de \, resolvendo as 
seguintes equações corno um conjunto de equações simultâneas: 
onde À, representaTIJ os multiplicadores de Lagrange. 
Em notação o matricial, o problema a resolver é 
onde: 
D= matriz diagonal com elementos I/2cri 
A= matriz dos coeficientes a" 
x= vetor dos x; 
Ã.= vetor dos À, 
a'= vetor [ 2x)crn 
cuja solução, após certas transformações, pode ser expressa corno 
J.. = (ADA 1 ( Ax 
x= x-DA'Ã 
onde x é o vetor dos x i' conforme apresentado por Kuehn e Davidson (1961 ). 
(a.ll) 
APÊNDICE B. CONCEITOS E TESTES ESTATíSTICOS 
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Como as características estatísticas dos erros de medida são de fundamental 
importância para --validar a base estatística do procedimento de reconciliação de dados de 
processo, julgou-se necessária a inclusão de alguns conceitos básicos de probabilidade e 
princípios de esta1l:ística pertinentes. Soma-se a isso, o fato da maioria dos esquemas de 
detecção e identifi=ação de erros grosseiros serem baseados em testes estatísticos. 
O conteúd<:::~ deste item se limita a buscar uma melhor compreensão dos assuntos 
relevantes ao objet :i.vo desse trabalho. Foi extraído de livros textos de estatística e de estatística 
aplicada à engenha~-ria, listados nas referências bibliográficas e de artigos sobre retificação de 
dados de processo_ 
B.l. Conce:i. tos Básicos de Probabilidade 
Experimemro: alguma coisa que resulta numa observação. Pode ou não exigir ação da 
parte do experimer::11. -tador. 
Resposta (evento simples, ponto amostra!): um dos conjuntos de observações 
possíveis, que resLJ.lta de um experimento. Uma e somente uma resposta resulta para uma 
realização do exper-imento. 
Espaço ame?stral: o conjunto de todas as possíveis respostas que podem resultar de um 
experimento. 
Evento: urr:a. subconjunto de um espaço amostrai. Diz-se que um evento ocorre se 
qualquer resposta d. o evento ocorre. 
Variável a!<E?atória: é um número (ou vetor) determinado por uma resposta, isto é, uma 
função definida em pontos do espaço amostrai. Uma variável aleatória pode ser discreta (como 
no lançamento de u.:rn dado) ou contínua (como na medição de temperatura). 
Distribuiçêi<~D oufunção contínua de probabílidade (ou função densidade): é a função 
f(x) cuja integral (tomada entre -oo e A) dá a probabilidade de uma variável aleatória X ser 
menor ou igual a algum número A, num espaço amostrai, representada por P(X :s:: A). A função 
f(x) tem as seguintc;::os propriedades: é positiva em todo o espaço amostral e é igual a 1, quando 
somada em todo <:> espaço amostral, pois é distribuída sobre todo este espaço. Pode ser 
relatada na forma de um gráfico, mas, na prática, calculam-se seu primeiro e segundo 
momentos, que sã<:>, respectivamente, o valor esperado e a variância, pois são considerados 
suficientes para descrever uma distribuição. 
Função disÉribuição acumulativa: é a função F(x), onde x é uma variável aleatória 
(discreta ou contín~a), definida por F( A)= P(x :s:: A) 
Valor esper-ado (expectativa,sign(ficado): é a :nédia ponderada dos possíveis valores 
de X, cada valor ponderado por sua probabilidade. E representada por E(X) ou ~t,, sendo 
definida por 
1!4 
E(X) = I, x;P(X = x;), para i=l, 2, ... , n. 
As propriedades do valor esperado são descritas por Beck e Arnold (1977). 
Variância: é o conceito que mede a expansão ou dispersão de X É representada por 
Var(X) e por cr 2 e é definida por 
Var(X}= I(x,- ,u)' f(x,)=E[(x- .u)'] ou 
V ar( X}= E(x')- ,u~ 
As propriedades da variância podem ser encontradas em Beck e Arnold ( 1977). 
Desvio-padrão:é a raiz quadrada não-negativa da variância. É representado por cr. 
Variável aleatória padronizada: seja x a variável aleatória com significado J.! e desvio-
padrão cr. A variável aleatória padronizada (z), que corresponde a x é definida por 
z = (x- ,u}/G. Urna variável padronizada tem valor esperado igual a O e variância igual a 1 
(desvio-padrão igual a 1 ). 
Teste amostra! simples: constitui-se de uma sucessão de leituras tomadas sob 
condições idênticas (mesmo observador e mesmo instrumento de medição), exceto o tempo. 
Teste multiamostral: ocorre quando são feitas medições repetidas de uma quantidade, 
utilizando diferentes instrumentos de medição e diferentes observadores. As trocas, tanto de 
observador como de instrumento, causam mudanças na distribuição dos erros e, 
consequentemente, tem-se um conjunto de variáveis aleatórias. 
Distribuição multivariada: é a distribuição conjunta de duas ou mais variáveis 
aleatórias definidas no mesmo espaço amostrai, própria de um teste multiamostraL Um 
exemplo é a distribuição associada com a observação simultânea de temperatura, pressão, 
direção e velocidade do vento. A função distribuição de uma distribuição bivariada é P(X 
:<:: x,Y :<:: y) e é, usualmente, simbolizada por Fx,r(x,y) 
Valor verdadeiro de uma variável: é aquele que seria obtido na medição se não 
houvesse característica estocástica (aleatória) associada com a medição. 
Erro aleatório: é um erro que representa a diferença entre o valor medido da variável 
aleatória e seu valor verdadeiro. 
Erro sistemático: é um erro introduzido continuamente, devido, por exemplo, a erro de 
calibração, desvios instrumentais, erro de técnica e, também, devido à representação 
inadequada de um processo (como a não-consideração da ocorrência de vazamentos, 
depósitos). 
Variáveis aleatórias independentes: um número finito de variáveis aleatórias X, Y, .. , 
Z, num espaço amostrai definido, são consideradas independentes se: 
P(X = x,Y = y 1 , ... ,Z = zk) = 
=P(X=x,)P(Y=y1 ) P(Z=zk) 
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para quaisquer valores de x,,yj, ... ,zk. Elas têm as seguintes propriedades: 
i)E(XY) = E(X) E(Y) 
ii)Var(X+Y) = Var(X) + Var(Y) 
iii)C ov(X,Y) =O 
onde Cov(X,Y) = covariância. 
Covariâncicr: é o conceito que relaciona duas variáveis aleatórias, X e Y, definidas num 
mesmo espaço amostrai, representada por Cov(X,Y). É definida por 
Cov( X,Y) = E[(x- ,ux}(Y- fly )] 
ou equivalentemente, 
Cov( X, Y) = E(XY)- ,u xfl y 
Coeficiente de correlação: fornece a correlação entre duas variáveis aleatórias, X e Y, 
definidas n~m mesmo espaço amostrai, representada por Px,Y. É definido por 
Px,Y =Cov(X,Y)jCTpy 
As propriedades da covariância e do coeficiente de correlação são encontradas em 
Beck e Arnold ( 1977). 
Autocovarü:incia: é a covariância entre variáveis aleatórias conjuntas X(t) e X(t2), que 
representam pontos sobre um mesmo caminho em diferentes tempos. 
Covariância cruzada: é a covariância entre dois processos estocásticos contínuos, 
sendo que um deles é referente a um ponto no tempo X(t) e o outro a um ponto e tempo 
possivelmente diferentes, Y(t2). 
B 2. A Variância e a Distribuicão de Erros Aleatórios 
Se uma medição experimental é repetida um número de vezes, os valores registrados 
das quantidades medidas diferem, quase sempre, uns dos outros. A dispersão de medições 
sucessivas de uma quantidade x é comumente expressa em termos da variância ou do desvio-
padrão do conjunto de medidas. Essas quantidades são definidas de forma que sejam úteis na 
estimativa da probabilidade de ocorrência de erros aleatórios de intensidade definida nas 
medidas. 
A variância da amostra é simplesmente o desvio quadrado médio, de n valores medidos 
de x, em relação à média da amostra x: 
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n 2 
I(x- x) (b I) 
n 
11 
onde a média (x) ê obtida por 
n 
Ix (b.2) X= 
n 
O desvio-p~drão é obtido através da variância: 
(J = Ç2 
' ,;o, (b.3) 
Na definiçã<J da variância das eq.b.l, desvios positivos e negativos em tomo da média 
não se cancelam ur-:1. s aos outros. A última forma desta equação, que define a variância, é a mais 
conveniente, quand.<l cálculos reais estão sendo feitos. 
O valor da -variância se toma mais confiável quanto mais medições forem obtidas e a 
exatidão real do pr<:>cedimento de medição é indicada pelo valor da variância, calculada a partir 
de uma quantidade muito grande de dados. Quando o número de pontos experimentais obtido 
se tomar infinito, <> conjunto infinito é chamado uma população de valores. Para tal população, 
a média da população 11 é definida como: 
n 
I . Ix J.i = lm-
I).·---)>C:O n 
e a variãncia da população cr' é definida como 
ix' -(rx)' / 
= lirn-----~ 
n~w 11 
(b.4) 
(b.5) 
O desvio-padrão da população é a raiz quadrada (não-negativa) da vanancia da 
população. A média da população é o melhor, ou mais provável, valor de x, desde que as 
variações de x sejam resultantes de efeitos pequenos, aleatórios, independentes e aditivos. Se, 
entretanto, erros de método e/ou erros não-aleatórios forem inerentes às medidas, então a 
média pode diferir substancialmente do valor verdadeiro de x. Se em um conjunto infinito de 
dados, as variações de x forem aleatórias, diz-se que a distribuição de valores de x em tomo 
da média é uma Distribuição Normal ou Gaussiana. 
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Distribuiçã= Normal ou Gaussiana. A variància da população, definida pela eq.b.5, é 
baseada numa amostra hipotética, contendo um número infinito de replicatas de uma medida. 
Todavia, para objetivos práticos, é necessário lidar com um número finito de valores da 
quantidade em quesi:ão. A média da amostra (x) é a melhor estimativa da média da população 
(!1). Entretanto, a variância da amostra ( cr;) não é a melhor estimativa da variância da 
população ( cr2 ). A melhor estimativa da variância da população é dada por 
sz-
n ' í:(x~xy 
n~l n~l 
11 2 
--cr 
n~l a (b6) 
Entretanto, é importante notar que os dados de processo, a serem ajustados, muitas 
vezes não são obtidos através de medidas diretas. Como exemplo, pode-se citar o caso da 
medida de vazão de um componente de uma corrente, como sendo dada pelo produto de duas 
quantidades (a concentração do componente na corrente pela vazão total desta corrente). Para 
estimar a variância da vazão de um determinado componente, pode ser empregado o método 
descrito por Kline e McClintock, que de acordo com Beck e Arnold ( 1977), vem sendo usado 
há décadas para estimar a variância de uma função, que não é linear, de duas ou mais variáveis 
aleatórias independentes, descrito a seguir. 
Considere-se uma variável aleatória Z = XY, dada pelo produto de duas variáveis 
aleatórias independentes. Estas variáveis podem ser escritas como a soma de seu valor 
esperado com o erro: X como 11, +e,, Y como 1-ly +e, e Z como 1-l, +e,. Então, 
(b 7) 
Como X e Y são independentes, 1-l, = 1-l,l-ly. Subtraindo 11, dos dois lados, tem-se 
Se os erros (e, e eY) forem, com certeza, muito pequenos em comparação com os 
valores esperados ( 1-1, e 1-ly ), tem-se, aproximadamente, 
011 (b 9) 
Tudo isso sugere que, se z = f\'x,y), 
Cf êf dz=-dx+-dy 
Cx êy 
(b lO) 
118 
pode-se considerar <::orno uma aproximação para cr; 
2 I q(x,y)l' 2 Í q(x,y)l' . , 
u, = L O" x + I u;. à X""Jl~ 0/ X"'j1, • 
-'Y""" L -'V'"'" 
. ~y . ry 
(b 11) 
Além disso= quando as variáveis a serem ajustadas não forem independentes, é 
necessário conhecer sua covariância. 
Madron et alii.(l977) descrevem um método, sugerido por Box, para o cálculo 
aproximado da matriz covariância (I). Consideram as variáveis medidas indiretamente ( n; ), 
escritas como fi.mçã.<J das variáveis primárias medidas ( t; ). O método consiste na linearização 
das funções f; em re:lação ás variáveis primárias. Então, aproxima-se o erro e, pelas expressões 
(b 12) 
onde: 
e e"' são os erros das variáveis primárias. Então, a matriz covariância I é dada por 
onde I+ é a matriz diagonal das vanancias das variáveis primárias. Observam que os 
resultados obtidos por este método são tanto melhores quanto mais aproximada for a 
linearização através da eq.b.l2. 
No caso mais simples, em que todos os dados são independentes, a matriz variância-
covariância é uma matriz diagonal. 
B.3. Distribuição Normal e Qui-quadrado 
O comportamento de uma variável aleatória (ou, em outras palavras, a função 
densidade de probabilidade à que está associada) fica bastante bem caracterizado por dois 
parâmetros de sua distribuição: a média e a variância (ou o desvio-padrão). A primeira dá idéia 
da posição da distribuição ao longo do eixo da variável e a segunda informa sobre a dispersão 
dos valores em tomo do valor médio. 
Existem várias funções-distribuição teóricas descritas na literatura. São tratadas, aqui, 
somente aquelas que se relacionam com os testes estatísticos utilizados para detecção e 
identificação de erros grosseiros, que são a distribuição normal e a distribuição qui-quadrado. 
B.3.1. Distribuição Normal 
As distribuições de fenômenos observados assumem, frequentemente, uma forma 
simétrica em torno da média. Uma função desse tipo, de extrema importância em estatística, é 
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chamada de Distr-:iibuição Normal ou Distribuição de Gauss, que é descrita pela função 
densidade 
De forma a~reviada, se a variável aleatória x apresenta distribuição normal, com média 
!l e variãncia cr 2 , d:ii:_2-se, simplesmente, 
x = -:::N( Jl,cr 2 ) 
Do exame c::Ia função densidade, verifica-se que: 
i) ela é sim6-trica em tomo do eixo vertical que passa por Jl; 
ii) tem orde::rtada máxima, medindo y(cr&), para x = 1t; 
iii) tem por assíntota o eixo das abscissas; 
iv) tem pon11:: os de inflexão em x = Jl ± cr . 
Quando a ~ariável aleatória x é padronizada ela passa a ter uma Distribuição Normal 
Padronizada, que -tem média zero e desvio-padrão unitário, ou equivalentemente, uma 
distribuição N(O, 1) _ Os valores desta função distribuição são tabelados e com eles se tem um 
meio de obter as pr<>babilidades associadas a qualquer variável normal, conhecidos a média e o 
desvio-padrão e a dlefinição de variável aleatória padronizada (z), descrita no item B.l 
Considerand.o, agora, o conjunto de variáveis aleatórias independentes (x1,x2 , ••. ,x.), 
cada uma normalrr:a.ente distribuída, com mesma média (!l) e mesma variância ( cr2 ), então a 
média de uma amo:s;-tra de n indivíduos, extraída de uma população N(Jl,cr 2), representada por 
X= 
~, +x2 + ... +x. 
n 
é normalmente distr-ibuída, com média f.! e variãncia cr2 /n. Este resultado é muito importante e 
é chamado de Teorcema do Limite Central. Em consequência, 
tem uma distribuiç:: ão normal padronizada. Esta situação corresponde a um teste amostrai 
simples. 
Considerando, agora um teste multiamostral envolvendo n variáveis aleatórias 
X~>X,, ... ,X,, que são normalmente distribuídas, com suas médias f.1 1 ,f.12 , ... ,Jl. e variãncias 
cr;, cr;, .. , cr!, respec:tivamente. A variável aleatória Z é 'Jma combinação linear dessas variáveis 
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Na hipótese de Z ser normalmente distribuída, sua média ~' é a média ponderada das 
médias das variáve:is aleatórias individuais, que podem ou não ser independentes, que é dada 
por 
A variância é dada por 
n 
u~ = L;a,'u; + L;L;a,a1Cov(X.,X1 ) 
ioo:l Joó J 
onde a Cov(X;. Xi) é zero, se as variáveis X; e Xi são independentes uma da outra. 
Os chamados testes nodal e de medida, muito utilizados para detectar e identificar 
fontes de erros grosseiros, são testados contra uma distribuição normal padronizada. 
B.3.2. Distribuição Qui-quadrado 
A variável aleatória, formada pela soma dos quadrados de n variáveis aleatórias 
independentes Z;, definida por 
n 
x' =L: z,', (z, = N(O,I)) 
tem uma distribuição x'. O valor n é também conhecido como o número de graus de liberdade 
da x 2 . A média e a variância dessa distribuição são expressas em graus de liberdade, sendo 
iguais, respectivamente, a n e 2n. 
A função densidade de probabilidade qui-quadrado é representada por x~. onde v 
designa o número de graus de liberdade da x 2 . Se v observações de uma variável são 
independentes, então o número de graus de liberdade é igual a v. Entretanto, um grau de 
liberdade é perdido para cada restrição sobre as v observações. A função distribuição F( x!) é 
tabulada de forma a fornecer valores x!. v, que são disponíveis na maioria dos livros de 
estatística, para os quais 
P( 2> 2 )-X -X a_,- -a 
onde ex é a probabilidade de somas dos quadrados iguais ou superiores ao valor 
correspondente tabelado. O nivel de significãncia ex é, geralmente, fixado em torno do valor 
0,05. Quanto maior ex, maior é o risco de rejeitar hipóteses boas; inversamente, o risco de 
aceitar hipóteses falsas aumenta, na medida que o valor de ex diminue. 
Se o valor calculado da variável aleatória x' for maior do que o valor tabelado x~.vo 
rejeita-se a hipótese de que as variáveis Z; sejam aleatóLas, entretanto, se o for menor ou igual 
a hipótese é aceita. 
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Esta distribUL ição é usada para a detecção de erros grosseiros em dados de processo, 
onde se verifica se a variável aleatória constituída pela soma ponderada (pelo inverso das 
variâncias) dos qu<3Ldrados dos erros da variáveis individuais segue uma distribuição qui-
quadrado. Se isto Ic:::)r verdade, é válida a hipótese de que os erros de medida são variáveis 
aleatórias normalm~:nte distribuídas e, portanto, o conjunto de medidas testadas não contém 
erro sistemático. C<3Lso isto não seja verdade, deve(m) ser identificada(s) a(s) medida(s) que 
conté( ê)m erros grc:> sseiros, submetendo-se o conjunto resultante ao teste em questão. Para 
2 
realizar o teste, devc:;::,-se calcular o valor de X e compará-lo com valores tabelados, uma vez 
definido um nível de significância a, que exprime a probabilidade de somas dos quadrados 
iguais ou superiores ao valor correspondente da tabela. Se o valor calculado for maior do que 
o valor tabelado, re_j eita-se a hipótese e se for menor ou igual ao valor tabelado, aceita-se a 
hipótese.A distribuição qui-quadrado é usada no chamado teste global de Almásy e Sztanó 
(1975) e também n<> teste do desbalanço nodal deRomagnoli et alii.(l980). 
B.4. Testes ele Hipóteses 
Uma hipótese estatística é uma suposição concernente à função distribuição de uma 
variável aleatória. U In teste de hipóteses estatístico é um procedimento para decidir se deve ser 
aceita ou rejeitada a. hipótese H0 contra uma ou mais hipóteses alternativas. Conhecida a 
função densidade de probabilidade f de uma estimativa (que é uma estimativa não-tendenciosa 
de e, uma variável a:leatória qualquer), faz-se a suposição de que a representação desta variável 
aleatória e por ttê) é correta e que a média (ou valor esperado) de e é e0• Coloca-se, então a 
seguinte questão: Se é verdadeira a hipótese de que e = e0, por quanto e pode diferir de e0, 
antes que esta hipóte:se seja rejeitada por parecer errada ? Se a hipótese e = eo for verdadeira, 
E(e) = e0 e a probabilidade de que o valor de ê seja menor ou igual a e"/' é 
e devido à simetria da curva da Distribuição Normal 
Para tomar tJma decisão concernente à hipotese, seleciona-se um valor de a, que é 
chamado nível de si.gnificância, tJara o teste, antes de coletar a amostra. Usualmente, a é 
escolhido de forma arbitrária, para ser suficientemente pequeno, a fim de que, à vista do 
analista, seja bastante improvável que ê exceda o valor selecionado de e1_"12 ou seja menor do 
que e"12 . Por exemplo, a pode ser 0,01 ou 0,05. Então, a amostra é coletada e ê é calculado. 
Se ê for maior do que 91_"12 ou menor do que e a/2 , a hipótese é rejeitada. Caso contrário, ela 
é aceita. A faixa de valores de e em que a hipótese é rejeitada é chamada região de rejeição; a 
faixa de ê em que a hipótese é aceita é chamada de região de aceitação. O teste descrito é um 
teste de dois lados, também chamado bilateral ou bicaudal. Um teste unilateral pode ser 
baseado em duas possibilidades, sendo que numa delas ê seria maior do que algum 91_", onde 
a hipótese seria rejeitada, se ê fosse de fato maior do que 9 1_"; a outra seria supor que ê seja 
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menor do que e a. Himmelblau (1978) observa que a rejeição da hipótese não implica num 
resultado defini ti v c::>, mas indica que os dados e o procedimento experimental devem ser 
submetidos a um e~ame cauteloso para averiguar se ocorreu alguma coisa errada com a coleta 
de medidas ou corr:111. a instrumentação. 
A estrutura de teste mais simples é imaginar que haja uma dicotomia de estado para as 
variáveis aleatórias. : 
i) H,: x é o valor verdadeiro da variável aleatória (que é a hipótese nula); 
ii) H1: x nãc:> é o valor verdadeiro da variável (que é a hipótese alternativa). 
No teste de hipóteses, a decisão é tomada da seguinte forma: com base na suposição de 
que a hipótese nul.a. é verdadeira, se a estatística calculada a partir da amostra experimental 
aleatória cair fora c:la região de aceitação, a hipótese nula é rejeitada e a hipótese alternativa é 
aceita. Caso contrá_:rio, a hipótese H. é aceita e H1 é rejeitada. 
Podem-se ci istinguir dois tipos de erros ao testar uma hipótese: 
i) um Erro de Primeiro Tipo (Erro Tipo I), que é o risco de declarar-se falsa uma 
hipótese verdadeiraL.; 
ii) um Erro do Segundo Tipo (Erro Tipo !I), que é o risco de não rejeitar uma hipótese, 
quando ela é falsa. 
Isto pode sc=:r resumido no esquema abaixo, onde a hipótese que está sendo testada é a 
hipótese H. 
ffipótese 
H é ve-rdadeira 
H éfcrJsa 
Aceitar H 
Decisão correta 
Erro do Tipo li 
Rejeitar H 
Erro do Tipo I 
Decisão correta 
Certamente= o erro do Tipo I existe porque a é selecionado para ser um valor não-
zero. Quando a hipo<Jtese é verdadeira e a = 0,05 , por exemplo, em 5% dos testes a hipótese 
será rejeitada, o quce é uma decisão errada. 
A probabilidade 13 é a probabilidade de não rejeitar uma diferença quando ela existe. 
Existe curvas, charr:1adas curvas de operação caracteristicas, para determinar a probabilidade 13 
. A probabilidade (I -13) é chamada potência do teste e representa a probabilidade de tomar-se a 
decisão correta ( rej eitar a hipótese), quando ela é realmente errada. Quando a diferença entre 
as médias (o) aumenta, (l-13) aumenta e 13 diminue. A seguir, apresenta-se de forma resumida 
um exemplo: 
Se Probabilidade de concluir que 
1-a a 
13 l-13 
Himmelblau ( 1978) relata que, pela descrição dos dois tipos de erros, pode-se observar 
que a tentativa de diminuir um tipo de erro resulta em um aumento no outro tipo de erro. O 
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único modo de dinoinuir os dois tipos de erro, simultâneamente, é aumentar o tamanho da 
amostra, o que pc:>de ser caro, na prática. Observa que talvez um tipo de erro tenha 
consequências men..os sérias do que o outro e, neste caso, há alguma decisão adequada 
referente à seleção de valores de a e ao número de observações a ser feito. A experiência leva 
em conta os instrurr:1entos, o projeto do processo e os custos, de modo a tomar-se uma decisão 
econmruca para a_ e f). Em geral, os estudos descritos na literatura para detecção e 
identificação de erros grosseiros, na reconciliação de dados de processo, consideram a 
probabilidade de ocorrência de erro Tipo I. 
APÊNDICE C LISTAGEM DO PROGRAMA RECON 
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O Pr-ograma RECON, conforme listado abaixo, permite a entrada de dados 
diretamente através do teclado ou de arquivo de dados. Os resultados são enviados para um 
arquivo de dados, c~jo nome se informa no início. 
!* Programa RECO -:::N - Reconciliacao de Dados de Processo e Coaptacao *I 
#include<stdio.h> 
#include<stdlib. h> 
#include<math.h> 
#include<alloc.h> 
#include<ctype.h> 
#include<string.h> 
#include<conio.h> 
#define MFM(i,j) (- (mfm+cl *(i)+j)) 
#define MB(i,j) (*( :Illb+nctm *(i)+j)) 
#define ST(i,j) (*(s-.:+nctm *(i)+j)) 
#define MS(i,j) (*(rns+nctm *(i)+j)) 
#define M(i,k) (*(rc::::I+2 *(i)+ k)) 
#define A(i,j) (*(a+-:mi *(i)+ j )) 
#define AC(i,j) (*(ac+nicl *(i)+j)) 
#define TE(i,j) (*(t~+c2 *(i)+j)) 
#define ME(i,j) (*(me+micl *(i)+j)) 
#define Bi(i,j) (*(bi. -+q *(i)+j)) 
#define Pi(i,j) (*(ppi+n *(i)+j)) 
#define ACC(i,j) (*<:acc+(nicl+rq) *(i)+j)) 
#define AR(i,j) (*(a.r+(nicl+rq) *(i)+j)) 
#define BCI(i,j) (*Cbci+(nicl+rq) *(i)+j)) 
#define ACB(i,j) (*' ( acb+(nicl +rq) *(i)+j)) 
#define TR(i,j) (*(t:r+ni *(i)+j)) 
#define MR(i,j) (*( :Illr+nicl *(i)+j)) 
#define Bl(i,j) (*(b 1. +q *(i)+j)) 
#define P(i,j) (*(pp-t-n *(i)+j)) 
#define PL(i,j) (*(pJ. +n *(i)+j)) 
#define Pl(i,j) (*(p1. +r*(i)+j)) 
#define P2(i,j) (*(p2+r*(i)+j)) 
#define P3(i,j) (*(p3 +(n-r)*(i)+j)) 
#define UP3(i,j) (*( up3+(n-r)*(i)+j)) 
#define VNO(i,j) (* (vno+(n-r)*(i)+j)) 
#define VI(i,j) (*(vi+(n-r)*(i)+j)) 
#define U(j,z) (*(u-1-r*(j)+z)) 
#define P2U(i,z) (*<:pu+r * (i)+z)) 
#define H(j,z) (*(h-1-m *(j)+z)) 
#define YT(ij) (*(y+m *(i)+j)) 
#define YHT(i,z) (*' (yh+m *(i)+z)) 
#define YTB I(i,j) ( *(yb+q *(i)+j)) 
#define S(j,z) (*(pps+q *(j)+z)) 
#define SBT(i,z) (*(sb+m *(i)+z)) 
#define SBY(i,j) (*( sby+p *(i)+j)) 
#define G(i,j) (*(g+p*(i)+j)) 
#define I(i,j) (*(ui+p*(i)+j)) 
#define X(i,j) (*(x+ ~ *(i)+j)) 
#define YTX(i,j) (*C:yx+ 1 *(i)+j)) 
#define L(i,j) (*(!+ :1 *(i)+j)) 
#define AJ(i,j) (*( aj-+ 1 *(i)+j)) 
#define UP(i,j) (*(up+p*(i)+j)) 
#define B1m(z,j) (*<b1m+q *(z)+j)) 
#define BX(i,j) (*(b:x+ 1 *(i)+j)) 
#define VO(i,j) (*(vo+ 1 *(i)+j)) 
#define ALC(i,j) (*( a1c+3*(i)+j)) 
#define CM(i,j) (*(cm+3*(i)+j)) 
#define CNM(i,j) (*(cnm+3*(i)+j)) 
#define TM(size) (float *)malloc(size*sizeof:\'float)) 
#define TMI(size) (int *)malloc(size*sizeof:\'int)) 
#define TMC(size) ( char *)malloc(size*sizeof:\'char)) 
#define MNO 1 O 
#define MCOR 20 
#define MCOM 1 O 
#define MREA 5 
#define MRES 3 
int ni; 
int mi; 
int c; 
int rq; 
int nr; 
int q; 
int M[MCOR][2]; 
float varct[MCOR]; 
float MFM[MCOR][MCOM+l]; 
float X[MCOR*(MCOM+l)][l]; 
float TE[MREA][MCOM+2]; 
float TR[MRES][MCOR]; 
int viv[MCOR *(MCOM+ 1 )+MREA ]; 
int vie[MNO*(MCOM+1)+MRES*(MCOM+ 1)+MCOR]; 
void entrar(void), mostrar(void), gravar(void),ler(void); 
char menu(void); 
void reconciliar(void); 
void backs(int r,int rs,int *ir,float *pl,float *u); 
void prod _ m(int s,int r,int w,float *y,float *h,float *yh); 
int lu(int r, int *ir, float *p 1 ); 
void vnom(int c,int rq,int ni,int nic 1 ,int *viv,char *cm,char *cnm ); 
void variancia( int ni,int c,int q,float *varct,float *mfm,float *pps); 
main() 
{ 
char ch; 
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clrscr( ); 
printfl:"\nP R O G RAMA R E C O N\n"); 
printfl:"\nRECONCILIACAO DE DADOS E COAPTACAO\n"); 
printfl:"\nEiaborado por T ALIT A FURLANETTO MENDES\n"); 
printfl:"\nOrientador: Joao Alexandre F. R Pereira\n"); 
printfl:"\n\n\n\n\n\n \n\n\t\t digite qualquer letra\n"); 
ch = getche( ); 
clrscr( ); 
for (;;){ 
ch=menu( ); 
switch( ch) { 
} 
} 
case 'E' : entrar( ); 
break; 
case 'M' : mostrar( ); 
break; 
case 'G' : gravar( ); 
break; 
case 'L' : ler( ); 
break; 
case 'R' : reconciliar( ); 
break; 
case 'S' : exit(O); 
} 
void reconciliar(void) 
{ 
float *vnob; 
int *fd; 
float *a, *ac; 
int cl, c2; 
int nic 1 ,mie 1 ,nrc l ,n,m,m l; 
. *. mt r, p, 1g; 
float *te, *me, *acc, *mfin, *bci, *acb; 
float *bi, *ppi, *b 1, *pp; 
float *tr *mr *ar· , ' , 
int *ip, *ic, *ir; 
float *pl, *p 1, *p2, *u, *pu, *up; 
float *p3, *up3, *vno, *vi, *h, *y, *yh; 
float *yb, *pps, *sb, *sby, *g, *ui, *x ; 
float *yx, *1, *aj, *b1m, *bx, *vo; 
char *em, *cnm, *comptroc; 
float al, a2; 
double fabs( ); 
register int i,j,k, ki,kj,s,t,z; 
FILE *fp; 
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char pa[20]; 
printf("Nome do Arquivo dos Resultados:"); 
gets(pa); 
if(( tp = fopen(pa~.-, "w")) = = NULL) { 
printf("Nao poss<CJ abrir arquivo\n"); 
retum; 
} 
printf("%d", fprir1tf(fp, "\nRESUL T ADOS DA RECONCILIACAO DE DADOS E DA 
COAPTACAO\n" ::> ); 
cl=c+l; 
c2 = c+2; 
miei= mi*cl; 
nicl = ni*cl; 
nrcl = nr*cl; 
clrscr( ); 
comptroc = TMC(3); 
fd = TMI(ni*2); 
mfm = TM(ni*cl ); 
X= TM(q*l); 
for ( i=O; i<ni; i+-+) for ( k=O; k<2; k++) M(i,k) = M[i][k]; 
for ( i=O; i<ni; i+-+) for (j=O;j<cl;j++) MFM(í,j) = MFM[i][j]; 
for G=O, i=O; i<q;. i++ ) X(ij) = X[i][j]; 
a= TM(ni*mi); 
for ( i=O; i<ni; i+-+ ) for ( j=O; j<mi; j++) { 
A(i,j) = ( Iv::l(i,O) = = j+ 1 ry I : O ); 
if( A(i,j) ==O) A(i,j) = ( M(i,l) = = j+l ry -1 :O); 
} 
free(fd); 
ac = TM(micl *nicl); 
for ( i=O; i<mi; i+-+ ) for ( ki=O; ki<c I; ki++ ) 
for ( j=O; j<ni; j++ ) for ( kj=O; kj<c 1; kj++ ) 
A C( (c I *i -+ki),( c 1 *j+kj) ) = ( ki = = kj ry A(j,i) : O ); 
te= TM(rq*c2); 
me= TM(rq*mic 1 ); 
for ( i=O; i<rq; i+-+) for ( j=O; j<c2; j++) TE(i,j) = TE[i][j]; 
for ( i=O; i<rq; i+-+ ) for ( j=O; j<mi; j++ ) 
for ( kj=O; kj<c 1; kj++ ) 
ME(í,c 1 *j+-kj) = ( c l *j+kj = = (TE(í,0)-1 )* c l+kj ? TE(í,kj+ l) : O ); 
free(te ); 
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acc=TM(mic1 *(I1Ic1+rq)); 
for ( i=O; i<mic 1; i++ ) for ( j=O; j<nic I; j++ ) ACC(i,j) = AC(i,j); 
for ( i=O; i<mic I; i++) 
for ( j=nicl; j<ni c l+rq; j++) ACC(i,j) = MEQ-nicl,i); 
free(ac); 
tr = TM(nr*ni); 
mr = TM(nrc1 *nicc 1); 
for ( i=O; i<nr; i+-+- ) for ( j=O; j<ni; j++ ) TR(i,j) = TR[i][j]; 
for ( i=O; i<nr; i++- ) for ( ki=O; ki<c 1; ki++ ) 
for ( j=O; j<ni; j -++ ) for ( kj=O; kj<c 1; kj++ ) 
MR( (c1 *i -+ki),(cl *j+kj)) = ( ki = = kj? TR(i,j) • O); 
free(tr); 
ar=TM((mic1+nrc l)*(nic1+rq)); 
for ( i=O; i<mic 1; i++ ) for ( j=O; j<nic 1 +rq; j++ ) AR(i,j) = ACC(i,j); 
for ( i=mic1; i<rnic l+nrcl; i++) 
for ( j=O; j<:::nicl; j++) AR(i,j) = MR(i-micl,j); 
for ( i=micl; i<micl+nrcl; i++) 
for ( j=nic 1 ; j<nic l+rq; j++ ) AR(i,j) = O; 
free(mr); 
free(acc); 
bci = TM(ni*(nic 1 +rq)); 
for ( i=O; i<ni; i++- ) { for ( j=O; j<nic 1 +rq; j++ ) 
BCI(i,j) = ( j >=(c! *i) && j < (cl *i)+cl ? I • O); 
} 
for ( i=O; i<ni; i++- ) { for ( j=O; j<nic 1 +rq; j++ ) 
if( BCI(i,jy && j = = i*c!+(cl-1)) BCI(i,j) = -1; 
} 
acb = TM((micl +nrcl+ni)*(nicl+rq)); 
for ( i=O; i<mic 1 +IHc 1; i++ ) 
for ( j=O; j<nic 1 +-:rq; j++) ACB(i,j) = AR(i,j); 
for ( i=micl+nrc 1; i<micl+nrcl+ni; i++) 
for ( j=O; j<nicl +-rq; j++) ACB(i,j) = BCI(i-(micl+nrcl ),j); 
free(ar); 
for (q=O, n=O, j=O; j<nicl+rq;j++) if( viv[j] = = 1) q++; 
e! se if ( viv[j] = = 3 ) n++; 
bi = TM((mic l+nrc l+ni)* q); 
ppi = TM((micl +nrcl+ni)* n); 
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for ( kj=O, ki=O, j=O; j<nie 1 +rq; j++ ) if ( viv[j] = = 1 ) { 
for ( i=O; i< miei -+nrc l+ní; i++ ) Bi(i,Ig) = ACB(i,j); kj++; 
} 
else if( viv[j] = = 3) { 
for ( i=O; i <mie l+nre l+ni; i++ ) Pi(i,ki) = ACB(i,j); ki++; 
} 
for ( m=O, i=O; i<mie 1 +nre l+ni; i++ ) if ( vie[i] = = 1 ) m++; 
b1 = TM(m*q); 
for ( ki=O, i=O; i<mie l+nre 1 +ni ; i++ ) if ( vie[i] = = 1 ) { 
for ( j=O; j<q; j+-+) B l(ki,j) = Bi(i,j); ki++; 
) 
free(bi); 
em= TMC(q*3); 
cnm =TMC(n*3); 
vnom( c,rq,ni,nie 1, viv,em,cnm); 
yh = TM(m*m); 
if( n) { 
pp=TM(m*n); 
for ( ki=O, i=O; i<miel+nrcl+ni; i++) if( vie[i] ==I) { 
for ( j=O; j<n; j-++ ) P(ki,j) = Pi(i,j); ki++; 
} 
free(ppi); 
pl = TM(m*n); 
for ( i=O; i<m; i++ ) for ( j=O; j<n; j++ ) PL(i,j) = P(i,j); 
ic = TMJ(n); 
ip= TMI(m); 
for ( i=O; i<m; i++ ) ip[i] = i; 
for ( i=O; i<n; i++ ) ie[i] = i; 
u = TM(m*n); 
pu= TM(m*n); 
up = TM(m*m); 
h=TM(m*m); 
for ( i=O; i<m; i++ ) for ( j=O; j<m; j++ ) H(i,j) = ( i = = j 0 l • O ); 
for ( i=O; i<n;i++ ) { 
for ( j = (k=i)+ I; j<m; j++ ) if ( fabs(PLG,i)) > fabs(PL(k,i))) k = j; 
if( k l=i ) for ( j=i ; j<n; j++ ) { 
ai= PL(i,j); PL(i,j) = PL(k,j); PL(k,j) = al; 
} 
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a2 = PL(i i)· t = <l 
' , ' 
if ( a2 = = O && t = = O ) for ( j=i+ 1; j<n; j++ ) 
for ( s=i; s<m ; s-++ ) 
if ( PL(s,j) I= C» && t ==O) for ( j=O; j<n; j++) { 
a1 = PL(i =j); PL(i,j) = PL(s,j); PL(s,j) =ai; 
t =I; k = s; 
l 
a2 = PL(i,i) ; t = O; 
if ( a2 = = O && t = = O ) for ( s=i+ I; s<n; s++ ) 
if( PL(i,s) !=O&.&.. t ==O) for (j=O;j<m;j++) { 
ai = PL(j,i):;. PL(j,i) = PL(j,s); PL(j,s) =ai; 
t = I; ic[i] = s; 
} 
a2 = PL(i,i); 
for ( ip[i]=k, j=i+ 1 :;. j<m && a2 I= O ; j++ ) { 
ai = PL(j,i) /= -a2 ; PL(j,i) =O; 
} 
for ( k=i+ 1; k<n; k++) PL(j,k) += a1 * PL(i,k); 
} 
ml=m-1; 
for ( ip[m1] = m1, i=O; i<m1; i++) 
for (j=O; j<n; j++ ) { 
a1 = P(i,j); P(i,j) = P(ip[i]j); P(ip[i],j) = a1; 
} 
for ( j=O; j<n-1; j+-1- ) if ( j<icOJ ) 
for ( i=O; i<m; H-+ ) { 
a 1 = P(i,j); P(i,j) = P(i,ic[j]); P(i,ic[j]) = al; 
} 
for (a1=0, r=O, i=O; i<n && i<m; i++) if( fabs( PL(i,i)) > 0.0001) r++; 
p = m-r; 
p 1 = TM(r*r); 
p2 = TM(p*r); 
ir= TMI(r); 
for ( i=O; i<r; i++ ) ir[i] = i; 
for ( i=O; i<r; i++) for (j=O;j<r;j++) Pl(i,j) = P(i,j); 
for (i=O; i<p ;i++ ) for ( j=O; j<r; j++ ) P2(i,j) = -P(i+r,j); 
for ( j=O; j<r; j++ ) :for ( z=O; z<r; z++) U(j,z) = ( j = = z? 1 : O); 
lu(r,ir,pl); 
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backs(r,r,ir,p 1 ,u); 
prod_m(p,r,r,p2,UL ,pu); 
for ( i=O; i<p ; i+-+- ) for ( j=O; j<p ; j++) UP(i,j) = ( i = = j ? I : O ); 
y= TM(m*m); 
for ( i=O; i<p ;i++- ) for ( j=O; j<r; j++ ) YT(i,j) = P2U(i,j); 
for ( i=O; i<p; i+-+- ) for ( j=r; j<m; j++ ) YT(i,j) = UP(i,j-r); 
for ( ip[ml]=ml, :i =O; i<ml; i++) for (j=O; j<m; j++) { 
ai= H(i,j); H(:i,j) = H(ip[i],j); H(ip[i],j) =ai; 
) 
prod _ m(p,m,m,y ,h,yh); 
) 
if ( !n ) { 
p=m; 
for ( i=O; i<m; i++- ) for ( j=O; j<m; j++ ) YHT(i,j) = (i = = j ? I : O ); 
) 
yb=TM(m*q); 
sb = TM(q*m); 
sby =TM(q*m); 
g=TM(m*m}; 
ui = TM(m*m); 
yx=TM(m*l); 
I= TM(m*i); 
aj = TM(q*l); 
for ( al=O, i=O; i<=p; i++) for (j=O;j<q;j++) { 
for ( z=O; z<m; z++ ) { 
a!+= YHT(i,z)*Bl(zj); 
} 
YTBI(i,j) = al; ai= O; 
} 
pps = TM(q*q); 
variancia(ni,c,q,varct,mfm,pps); 
for ( al=O, i=O; i<q; i++) for ( z=O; z<m; z++) { 
for ( j=O; j<q; j-+-+ ) { 
al += S(i,j) * B!(z,j); 
} 
SBT(i,z) = a 1; 
a!= O; 
} 
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for ( al =0, i=O; i<q; i++) for ( j=O; j<p; j++ ) { 
for ( z=O; z<m; z++ ) { 
al += SBT(i.~z) * YHTQ,z); 
} 
SBY(i,j) = a 1; al =O; 
} 
for ( al=O, i=O; i<p; i++) for ( z=O; z<p; z++) { 
for ( j=O; j<q; j-t-+ ) { 
al += YTB 1 (i,j)* SBYQ,z); 
} 
G(i,z)=al; al=O; 
} 
ui= TM(p*p); 
for ( i=O; i<p; i++ ) for ( j=O; j<p; j++ ) I(i,j) = ( i = = j ? 1 • O ); 
ig = TMI(p); 
for (i=O; i<p; i++ ) ig[i] = i; 
lu(p,ig,g); 
backs(p, p,ig,g, ui); 
for ( al =0, i=O; i<p; i++) { for ( j=O, z=O; z<q; z++) { 
al += YTB 1 (i,z) * X(z,j); 
} 
YTX(i,j) =ai; a 1 =O; 
} 
for ( ai =0, i=O; i<p; i++) { for ( j=O, z=O; z<p; z++) { 
al += I(i,z) * YTX(z,j); 
} 
L(i,j) = -al; al =O; 
} 
for ( al=O, i=O; i<q; i++) { for (j=O, z=O; z<p; z++) { 
al += SBY(i,z) * L(z,j); 
} 
AJ(i,j)=al; al =O; 
} 
for ( j=O, i=O; i<q; i++ ) X(i,j) += AJ(i,j); 
printf("%d", fprintf(fp,"\nVazoes Medidas•\n")); 
for ( i=O; i<q; i++ ) { 
for ( j=O; j<3; j++ )printf("%d", fprintf( fp, "%c", CM(i,j))); 
printf("%d", fprintf(fp," ")); 
} 
printf("%d", fprintf\:fp,"\n")); 
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printf("o/od", tprin-s::flfp, "\n Valores Corrigidos\n") ); 
for (j=O, i=O; i<q ; i++) printf("o/od", fprintf(fp,"%10.4f', X(i,j))); 
printf( "\n"); 
if( n) { 
vnob = TM(n); 
for ( i=O; i<n; i++ ) vnob[i] = O; 
for ( j=O; j<n-1 ; j+-+ ) if ( j <icOJ ) 
for ( i=O; i<3; i+--+ ) { 
comptroc[ :i] = CNM(j,i); CNM(j,i) = CNM(icOJ,i); 
CNM(ic[j) ,i)= comptroc[i]; 
} 
printf("o/od", tprin-tfl:fp,"\n\nVazoes nao-medidas apos troca\n")); 
for ( i=O; i<n; i++ ) { 
for (j=O; j<3; j+-+- )printf("o/od", fprintf(fp,"%c",CNM(i,j))); 
printf("%d" ~ tprintf(fp," ")); 
} 
printf("o/od ", tprin-tfl: tp, "\n") ); 
if(r==n) 
printf("%d",tpri ::rttf(tp,"\nTodos valores nao medidos sao observaveis\n")); 
else { 
p3 = TM(r*(n-r));. 
for ( i=O; i<r; i++ ) for ( j=r; j<n; j++) P3(i,j-r) = P(ij); 
up3 = TM(r*(n-r) ); 
for (ai =0, i=O; i<:::r; i++) for ( j=O; j<n-r; j++) { 
for ( z=O; z<r; .=++ ) { 
al += U( i~z)*P3(z,j); 
} 
UP3(i,j) = ai; a! =O; 
} 
vi= TM((n-r)*(n-r)); 
for ( i=O; i<n-r; i+---+ ) 
for(j=O;j<n-r;j++)VI(i,j)=(i==j? I• O); 
vno = TM(n*(n-() ); 
for ( i=O; i<r; i++ ) for ( j=O; j<n-r; j++ ) VNO(i,j) = UP3(i,j); 
for ( i=r; i<n; i++ ) for( j=O; j<n-r; j++ ) VNO(i,j) = VI(i-r,j); 
for ( ai=O, i=O; i<n; i++) { for (j=O; j<n-r; j++) { 
al += fabs(VNO(i,j)); 
) 
vnob[i] = a 1 ; a 1 = O; 
l 
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printft"%d", fprintf(fP,"\nValores nao-observaveis ")); 
for ( i=O; i<n ; i++- ) if ( vnob[i] != O ) { 
for (j=O;j<3;j++) printft"%d", fprintftfp,"%c",CNM(i,j))); 
printft"%d", fj:>rintftfp, " ")); 
} 
printft"%d", fprin-tftfp, "\n")); 
} 
ml=m-1; 
for ( ip[m 1 ]=m 1, i=O; i<ml; i++) for ( j=O; j<q; j++) { 
al = Bl(i,j); B 1(i,j) = Bl(ip[i],j); B1(ip[i],j) = a1; 
} 
b1m = TM(r*q); 
for ( i=O; i<r; i++) for (j=O;j<q;j++) B1m(i,j) = -B1(i,j); 
bx=TM(r*1); 
for ( a 1 =0, i=O; i<r; i++ ) { for (z=O, j=O; j<q ; j++ ) { 
a1 += B lm(i,j) * X(j,z); 
} 
BX(i,z)=al; al =O; 
} 
vo=TM(n*l); 
for ( al=O, i=O; i<r; i++) if( vnob[i] ==O) { 
for ( z=O, j=O; j<r; j++) { 
a 1 += U(i,j) * BX(j,z); 
} 
VO(iz)=al al=O· , , ' 
} 
else VO(i,z) = O; 
for( z=O i=r i<n· i++) VO(i z) =O· 
' ' :> - ' ' 
printft"%d ", fprintf(fp, "\n Valores Observaveis\n ") ); 
for (j=O, i=O; i<n ;i++) printft"%d", fprintftfp,"%10.4f', VO(i,j))); 
} 
else printft"%d", fPrintft fp,"\nTodos valores sao medidos\n")); 
fclose(fp ); 
} 
int lu(int r,int *ir,float *p 1) 
{ 
intrl=r-1; 
register int i,j,k; 
float al ,a2;double fabs( ); 
for ( ir[rl]=rl, i=O ; i<rl ; i++) { 
for ( j = ( k=i) + 1 ; j<r ; j++) 
if(fabs( Pl(j,i)) > fabs( Pl(k,i))) k = j; 
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) 
if ( k != i ) :for ( j=i ; j<r ; j++) { 
ai= Pl(i,j); Pl(i,j) = Pl(k,j); Pl(k,j) =a!; 
l 
if( l(a2 = Pl(i,i), a2 )) retum (-!); 
for ( ir[i]=k, j=i+ :I ; j<r; j++ ) { 
al= (Pl(j,i)/= -a2); 
) 
for ( k =i+ I ; k:<r; k++) Pl(j,k) +=ai * Pl(i,k); 
l 
if( IPI(rl,rl)) re1:um (-1); 
return(O); 
void backs (int r, int rs, int *ir, float *p I, float *u ) 
{ 
register int i, j, k; 
int ri =r- 1· 
. , 
float al; 
for ( i = O; i < r I; i++ ) { 
if ( ( j = ir[ i] ) != i ) for ( k = O; k < rs; k++ ) { 
ai = U(i,k); U(i,k) = UG,k); U(j,k) = al; 
l 
for (j =i -t- l;j < r;j++) 
for ( k =O; k < rs; k++) U(j,k) += Pl(j,i) * U(i,k); 
l 
for ( k =O; k < rs; k++) U(rl,k) /= Pl(rl,rl); 
for (i= ri - 1; i>= O; i--) { 
} 
for ( al = Pl(i,i),j =i+ l;j <r; j++) 
for ( k = O; k < rs; k++) U(i,k) -= Pl(i,j) * U(j,k); 
for ( k =O:; k < rs; k++) U(i,k) /= al; 
} 
void prod_m(int s,int r,int w,float *p2,float *u,float *pu) 
{ 
l 
register int i,j,z; 
float ai; 
for ( al=O, i=O; i<s; i++) for ( z=O; z<w; z++) { 
for( j=O; j<r; j+-+ ) { 
ai += P2(i,j) * U(j,z); 
} 
P2U(i,z) = ai; al =O; 
} 
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char menu( void) 
{ 
} 
char ch; 
do { 
printf\"\n\nC :E)ntrar dados\n"); 
printf\"(M)c::>strar dados\n"); 
printf\"(G)r <E'I.var em arquivo\n"); 
printf\"(L )e r- um arquivo de dados\n"); 
printf\"(R)e<eonciliar dados\n"); 
printf\"( S )a:í :r\n"); 
printf\"\nEs.<eolha uma das opcoes(E,M,G,L,R,S):"); 
ch = toupper(getche( )); 
} 
while( ch != 'E' &~ ch != 'M' && ch I= 'G' && ch I= 'S'&& ch I= 'L' 
&& ch I= 'R'); 
printfl:"\n"); 
retum ch; 
void entrar( ) 
{ 
int i,j,nviv ,nvie; 
príntfl:"Numero d~ correntes globais: "); 
scanf\"%d%*c",&:.ni); 
printfl:"Numero d~ nos: "); 
scanf\"%d%*c" ,&:.nli); 
printfl:"Numero d~ componentes: "); 
scanf\"%d%*c" ,&:. c); 
printf\"Numero d~ reacoes químicas: "); 
scanf\"%d%*c" ,&:.:rq); 
printfl:"Numero d~ restricoes: "); 
scanf\"%d%*c" ,&:. nr); 
printfl:"Numero d~ vazoes medidas: "); 
scanf\"%d%*c",&.q); 
nviv = ni*(c+l)+rq; 
nvie = mi*(c+ l)+ru-*(c+l)+ni; 
printfl:"Entre com inforrnacoes das correntes\n"); 
for ( i=O; i<ni; ++i ) { 
printf\"Corrente o/od:",i+l); 
scanf\"%d% *co/o d% *c" ,&M[i] [O],&M[i] [ 1 ]); 
) 
printf\"Entre com as variancias das correntes totais:"); 
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} 
for ( i=O; i<ni; i++ ) { 
printft"Entre co:rn a variancia da corrente %d: ",i+ I); 
scanft"%f' ,&varct[i)); 
} 
printft"Entre com as fracoes parciais\n"); 
for ( i=O; i<ni; i++ ) { 
printft"Corrente %d:",i+ I); 
for ( j=O; j<c+ 1;. j++) scanft"%f',&MFM[i]fj]); 
} 
printft"Entre com inforrnacoes sobre reacoes\n"); 
for ( i=O; i<rq; i++ ) { 
printft"Reacao %d:",i+l); 
} 
for ( j=O; j<c+2; j++) { 
printft"Eiemento %d: ",j+ I); 
scanft"%f',&TE[i][j]); 
} 
printft"Entre com inforrnacoes sobre restricoes\n "); 
for ( i=O; i<nr; i++ ) { 
printft"Restricao %d: ",i+ I); 
for ( j=O; j<ni; j++) scanft"%f',&TR[i]fj]); 
} 
printft"Entre com as vazoes medidas:\n"); 
for ( j=O, i=O; i<q; i++) scanft"%d" ,&X[i]fj]); 
printft"Entre com inforrnacoes das variaveis:\n"); 
for ( i=O; i<nviv; i++) scanft"%d",&viv[i]):, 
printft"Entre com inforrnacoes dos equipamentos:\n"); 
for ( i=O; i<nvie; i++) scanft"%d",&vie[i]); 
void mostrar(void) 
{ 
int i,j; 
printft"\nNumero de correntes globais:%d\n",ni); 
printft"Numero de nos:%d\n",mi); 
printft"Numero de componentes:%d\n",c); 
printf("Numero de reacoes quimicas:%d\n",rq); 
printft"Numero de restricoes:%d\n",nr); 
printf("Numero de vazoes medidas:%d\n",q); 
printf("\nlnformacoes das correntes:\n"); 
for ( i=O; i<ni; ++i ) printf("Corrente %d:%d,%d\n",i+ l,M[i][O],M[i][l]); 
printf("\n"); 
printft"\nVariancia das correntes globais:\n"); 
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for( i=O; i<ni; i++ ) printf("%8.2f\t",varct[i]); 
printf("\n"); 
printf("Fracoes parciais\n"); 
for ( i=O; i<ni; i++ ) { 
printf("Corrente %d:",i+ 1); 
for ( j=O; j<c+ 1; j++) printf("%84f'' ,MFM[i][j]); 
printf("\n"); 
} 
printf("\nMatriz estequiometria:\n"); 
for ( i=O; i<rq; i++ ) { 
for ( j=O; j<c+2; j++ ) 
printf("%6.2f'', TE[iJO]); 
printf("\n"); 
l 
printf("\nMatriz das restricoes:\n"); 
for ( i=O; i<nr; i++ ) { 
for ( j=O; j<ni; j++ ) 
printf("%6.2f'', TR[i][j]); 
printf("\n"); 
l 
printf("\nVazoes Medidas:\n"); 
for (j=O,i=O; i<q; i++) printf("%84f",X[i][j]); 
printf("\n"); 
printf("\nlnforrnacoes das variaveis:\n"); 
for ( i=O; i<(ni*( c+ 1 ))+rq; i++) printf("%d ",viv[i]); 
printf("\nlnforrnacoes dos equipamentos:\n"); 
for ( i=O; i<rni*(c+l)+nr*(c+l)+ni; i++) printf("%d ",vie[i]); 
} 
void gravar(void) 
{ 
FILE *fjJ; 
int i,j; 
char s[20]; 
printf("Nome do arquivo:"); 
gets(s); 
if( ( fp = fopen(s,"w")) = =NULL) ( 
printf("Nao posso abrir arquivo\n"); 
retum; 
} 
printf("%d",fprintf(fp,"%d %d %d %d %d %d\n",ni,mi,c,rq,nr,q)); 
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for ( i=O; i<ni; H-t- ) 
printft"%d",fpr::Intfl'fp,"%d %d ",M[i][O],M[i][1])); 
printft"%d" ,fpr::Intf(fp, "\n") ); 
printf("%d ",fprint::::f(fp, "\n") ); 
for ( i=O; i<ni; i-H- ) printft"%d",fprintf(fp,"%f\t",varct[i])); 
printf("%d ",fprint:1(fp, "\n") ); 
for ( i=O; i<ni; i++- ) { 
for ( j=O; j<c+ 1; j -++) printft"%d",fprintftfp,"%f\t",MFM[i][j])); 
printft"%d" ,fpri:r1tf{ fp, "\n ")); 
} 
for ( i=O; i<rq; i++- ) { 
for ( j=O; j<c+2; _j++) 
printf("%d" ,fpri:Iltf{fp, "%6.2f', TE[i][j]) ); 
printf("%d" ,fpri :Iltf{ fp, "\n") ); 
} 
for ( i=O; i<nr; i++-- ) { 
for ( j=O; j<ni; j--t-+ ) 
printft"%d" ,fpri:Iltf(fp, "%6.2f', TR[i][j]) ); 
printft"%d" ,fpri::l["ltf(fp, "\n") ); 
} 
for ( j=O, i=O; i<q;. i++ ) 
printf("%d •" ,fprintftfp, "%6.2f ",X[i][j])); 
printft"%d",fprint::fi: fp, "\n") ); 
for ( i=O; i<(ni*(c--+-l))+rq; i++) 
printf("%d•• ,fprintf{fp,"%d ",viv[i])); 
printft"%d" ,fprint~ fp, "\n ") ); 
for ( i=O; i<(mi*(c-H))+(nr*(c+l))+ni; i++) 
printf("%d",fprin_t:f(fp,"%d ",vie[i])); 
printft"%d",fprint~fp,"\n")); 
fclose(fp ); 
) 
void ler( void) 
{ 
FILE *fp; 
int i,j; 
char s[20]; 
printft"\nNome do arquivo:"); 
gets(s); 
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if\ ( fp = fopen( s, •• r")) = = NULL ) { 
printf\"Nao posso abrir arquivo\n"); 
exit(l ); 
} 
fseanf\fp,"%d%*c%d%*e%d%*e%d%*e%d%*e%d*e",&ni,&mi,&e,&rq,&nr,&q); 
for ( i=O; i<ni; i++ ) fseanf(fp,"%d%*e%d%*e",&M[i](O],&M[i][l]); 
for ( i=O; i<ni; i+-+- ) fseanf\fp, "%f%*e" ,&varet[i]); 
for (i=O; i<ni; i++ ) 
for ( j=O; j<e+ 1; j++ ) fseanf\fp, "%f1>/o*e" ,&MFM[i][j]); 
for ( i=O; i<rq; i++ ) 
for ( j=O; j<e+2; j++) fseanf\fp,"%f1'/o*e",&TE[i][j]); 
for ( i=O; i<nr; i++ ) 
for ( j=O; j<ni; j++ ) fseanf\fp, "%f1'/o*e" ,&TR[i][j]); 
for (j=O, i=O; i<q; i++) fseanf\fp,"%f1>/o*e",&X[i][j]); 
for (i=O; i<(ni*( c+ 1 ))+rq; i++) fseanf\fp,"%d%*e",&viv[i]); 
for ( i=O; i<(rni*(c+1))+(nr*(e+l))+ni; i++) fseanf(fp,"%d%*e",&vie[i]); 
fclose(fp ); 
} 
void vnom(int c,int rq,int ni,int niel,int *viv,char *em,ehar *enm) 
{ 
char *eompo; 
ehar *numeorl; 
char *numcor2; 
ehar *ale; 
intel =c+l; 
register int i,j,ki,kj; 
compo = TMC(MCOM+ 1 ); 
numeorl = TMC(MCOR); 
numcor2 = TMC(MCOR); 
ale= TMC(MCOR*(MCOM+l)*3); 
for ( i=O; i<e; i++ ) eompo[i] = 'A'+i; 
for ( i=e; i<e 1 ;i++ ) eompo[i] = 'T'; 
for ( i=O; i<9; i++) { 
numcorl [i]='-'; numeor2[i]='l'+i; 
} 
for ( j=O, i=9; i<ni; i++, j++ ) { 
num cor l [i]=' l '; numeor2(i]='O'+j; 
} 
if( ni = = 20) { 
numeorl [ni-1] = '2'; numeor2[ni-l] ='O'; 
} 
for ( i=O; i<ni; i++ ) for ( j=O; j<e 1; j++) { 
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} 
ALC(j+i*cl,O)o = compo[j]; ALC(j+i*cl,l) = numcorl[i]; 
ALC(j+i*c1,2) = numcor2[i]; 
} 
for ( i=nicl; i<nic ~ +rq; i++) { 
ALC(i,O) ='R';. ALC(i,l) = 'l'+(i-nicl); ALC(i,2) =' '; 
} 
for ( ki=O, kj=O, i=O; i<nic l+rq; i++ ) if ( viv[i] = = 1 ) { 
for ( j=O; j<3; j-1-+) CM(ki,j) = ALC(i,j); ki++; 
} 
else if( viv[i] = = 3) { 
for ( j=O; j -<3; j++) CNM(kj,j) = ALC(i,j); kj++; 
} 
void variancia(int ni,int c,int q,float *varct,float *mfin,float *pps) 
{ 
int nctm ,cl =c+ 1; 
float *mb, *st, *m.s; 
float *varm; 
floatal; 
register int i,j,t,k; 
for ( nctm=O, i=O; i<ni; i++ ) if ( varct[i] I= O ) nctm++; 
mb = TM(q*nctrn); 
for ( i=O; i<q; i++- ) for ( j=O; j<nctm; j++ ) MB(i,j) = O ; 
for ( t=O, k=O, j=O; j<ni; j++ ) if ( varct[j] I= O ) { 
for ( i=O; i<c l ; i++ ) if ( MFM(j,i) I= O && MFM(j,i) I= 2 ) { 
MB(k,t) = MFM(j,i); k++; 
) 
t++; 
} 
varm = TM(nctrn); 
for ( t=O, i=O; i<ru; i++ ) if ( varct[i] != O ) { 
varm[ 1:] = varct[i]; t++; 
} 
st = TM(nctm*nctm); 
for ( i=O; i<nctm; i++) 
for ( j=O; j<nctm; j++ ) ST(i,j) = ( i = = j ? varm[i] : O ); 
ms=TM(q*nctm); 
for ( al=O, i=O; i<q; i++) for (j=O;j<nctm;j++) { 
for (t=O; t<nctm; t++) { 
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al += MB(i~;: )*ST(t,j); 
} 
MS(i,j) =ai ~ al =O; 
} 
for ( al =0, i=O; i<c::::::I; i++) for ( t=O; t<q; t++) { 
for ( j=O; j<ncttrJ.; j++ ) { 
al += MS(i,J )* MB(t,j); 
} 
S(i t) =ai· a.._ 1 =o· , , , 
} 
for ( i=O; i<q; i++ :::::> for ( j=O; j<q; j++) if ( i I= j ) S(i,j) = S(i,j)/2 ; 
} 
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APÊNDICE D. LISTAGEM DO PROGRAMA RETIF 
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Este programa, conforme listado abaixo, prevê a entrada de dados através de 
arquivo de dados. Er-..tretanto, pode ser usado o programa RECON para entrar com dados pelo 
teclado, que devem ~ntão ser gravados em arquivo de dados 
!*Programa RETIF - Retificacao de Dados de Processo e Coaptacao */ 
#include<stdio.h> 
#include<ctype.h> 
#include<string.h> 
#include<conio.h> 
#include<stdlib.h> 
#include<math.h> 
#include<alloc.h> 
#define MFM(i,j) (* ("Jnfin+cl *(i)+j)) 
#define MB(i,j) (*(rnb+nctm *(i)+j)) 
#define SCT(i,j) (*(sct+nctm *(i)+j)) 
#define MS(i,j) (*(ms+nctm *(i)+j)) 
#define M(i,k) (*(rd+2 *(i)+ k )) 
#define A(i,j) (*(a-t-:mi *(i)+ j)) 
#define AC(i,j) (*(ac+nicl *(i)+j)) 
#define TE(i,j) (*(te+c2 *(i)+j)) 
#define ME(i,j) (*(me+micl *(i)+j)) 
#define Bi(i,j) (*(bi -t-q *(i)+j)) 
#define Pi(i,j) (*(ppi+n *(i)+j)) 
#define ACC(i,j) (*( acc+(nicl+rq) *(i)+j)) 
#define AR(i,j) (*(ar+(nicl+rq) *(i)+j)) 
#define BCI(ij) (*(bci+(nicl +rq) *(i)+j)) 
#define ACB(i,j) (*( acb+(nicl +rq) *(i)+j)) 
#define TR(i,j) (*(t:r+ni *(i)+j)) 
#define MR(i,j) (*(mr+nicl *(i)+j)) 
#define B l(i,j) (*(1> 1 +q *(i)+j)) 
#define P(i,j) (*(pp+n *(i)+j)) 
#define PL(i,j) (*(pl+n *(i)+j)) 
#define Pl(i,j) (*(p 1 +r*(i)+j)) 
#define P2(ij) (*(p2+r*(i)+j)) 
#define P3(i,j) (*(p3+(n-r)*(i)+j)) 
#define UP3(i,j) (*(up3+(n-r)*(i)+j)) 
#define VNO(i,j) (* (vno+(n-r)*(i)+j)) 
#define VI(i,j) (*(vi+(n-r)*(i)+j)) 
#define U(j,z) (*(u+r*(j)+z)) 
#define P2U(i,z) (*(pu+r * (i)+z)) 
#define H(j,z) (*(n+m *(j)+z)) 
#define YT(i,j) (*(y+m *(i)+j)) 
#define YHT(i,z) (*(yh+m *(i)+z)) 
#define YTBI(i,j) (*(yb+q *(i)+j)) 
#define S(j,z) (*(pps+q *(j)+z)) 
#define SBT(i,z) (* ( sb+m *(i)+z)) 
#define SBY(i,j) (*( sby+p *(i)+j)) 
#define G(i,j) (*(g-+p*(i)+j)) 
#define I(i,j) (*(ui+-p*(i)+j)) 
#define X(i,j) (*(x--&--1 *(i)+j)) 
#define YTX(i,j) (*C yx+ 1 *(i)+j)) 
#define L(i,j) (*(I+ ::1 *(i)+j)) 
#define AJ(i,j) (*(aj -+ 1 *(i)+j)) 
#define UP(i,j) (*(UL :IJ+p*(i)+j)) 
#define B1m(z,j) (*ClJlm+q *(z)+j)) 
#define BX(i,j) (*(l:::»:x+ 1 *(i)+j)) 
#define VO(i,j) (*(--;,...ro+ 1 *(i)+j)) 
#define J(i,z) (*(pj-+-2*(i)+z)) 
#define NU(k,j) (*( ::I:lu+q *(k)+j)) 
#define YI(j,i) (*(y-I -+p *(j)+i)) 
#define DE(i,j) (*( êAe+q *(i)+j)) 
#define Za(ij) (*(zC31--+q *(i)+j)) 
#define GL(i,j) (*(g;;l+q *(i)+j)) 
#define ffi(ij) (*(íbo -+q *(i)+j)) 
#define Ml(i,j) (*(rriilll+p *(i)+j)) 
#define YM(í,j) ( * (::::Y'fll+p * (i)+j)) 
#define DN(i,j) (*( d.n+q *(i)+j)) 
#define DD(i,j) (*( c:::::ld+q *(i)+j)) 
#define ZAl(i,j) (*(.=al+q *(i)+j)) 
#define ZAM(i,j) (*<I( zam+ I *(i)+j)) 
#define Jl(i,j) (*(j 1 --+I *(i)+j)) 
#define VZAD(i,j) ( *(vzad+q *(i)+j)) 
#define J2(i,j) (*(j2-+q *(i)+j)) 
#define NY(i,j) (*C ny+q *(i)+j)) 
#define YMl(íj) (*= (yml+p *(í)+j)) 
#define GA(ij) (*Cga+q *(i)+j)) 
#define ZDA(i,j) (*' <:zda+q *(i)+j)) 
#define PAR(i,j) (* <l(par+2 *(i)+j)) 
#define ZDAP(í,j) (_. (zdap+q *(i)+j)) 
#define VZD(ij) (- (vzd+q *(i)+j)) 
#define ZAM2(i,j) ( -(zam2+npar *(i)+j)) 
#define GI(i,j) (*(gi+p*(i)+j)) 
#define ZE(ij) (*(~e+p*(i)+j)) 
#define ZEI(i,j) (*C zel +pm1 *(i)+j)) 
#define CEI(i,j) (*C cel+ I *(i)+j)) 
#define MG(i,j) (*11(mg+pml *(i)+j)) 
#define RTT(i,j) (* <l(:rtt+p *(i)+j)) 
#define RT(i,j) (*( :rt+p *(i)+j)) 
#define RE(i,j) (*( :J~re+ 1 *(i)+j)) 
#define RG(i,j) (*C rg+p*(i)+j)) 
#define RR(í,j) (*( :rr+pm1 *(i)+j)) 
#define RGR(i,j) (*= (rgr+pm1 *(i)+j)) 
#define CE2(i,j) (*C ce2+ I *(i)+j)) 
#define MG2(i,j) (*= (mg2+pm2 *(i)+j)) 
#define RTT2(i,j) (*=(rtt2+pml *(i)+j)) 
#define RT2(i,j) (*< rt2+pml *(i)+j)) 
#define R2T(i,j) (*C r2t+p *(i)+j)) 
#define RE2(i,j) (*<:re2+ 1 *(i)+j)) 
#define RG2(i,j) (* <i(rg2-rp*(i)+j)) 
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#define R2R(i,j) (*( r2r+pm2*(i)+j)) 
#define RGR2(i,j) (- (rgr2+pm2*(i)+j)) 
#define ZE2(i,j) (*( ze2+pm2*(i)+j)) 
#define ZEM2(i,j) (-(zem2+npar *(i)+j)) 
#define ZJl(i,j) (*(z:j I+ 1 *(i)+j)) 
#define ZEM1(i,j) (-(zeml+q *(i)+j)) 
#define ST(i,j) (*(s-t+p *(i)+j)) 
#define M1E(i,j) (*<:m1e+l *(i)+j)) 
#define AJ1(i,j) (*(~j1+q *(i)+j)) 
#define X1(i,j) (*(x: l+q *(i)+j)) 
#define X12(i,j) (*( :x12+npart *(i)+j)) 
#define SNY(i,j) (*<: sny+npart *(i)+j)) 
#define P2R(i,j) (*(p2r+(n+2)*(i)+j)) 
#define P2RL(i,j) (* (p2rl+(n+2)*(i)+j)) 
#define P2R1(i,j) (*(p2rl+r2*(i)+j)) 
#define U2(i,j) (*(~2+r2 *(i)+j)) 
#define B12Rm(i,j) (*(b12rm+q *(i)+j)) 
#define B2X(i,j) (* (b2x+ I *(i)+j)) 
#define V02(ij) (* (vo2+npart *(i)+j)) 
#define P2R3(i,j) ("" (p2r3+(nm2-r2) *(i)+j)) 
#define UP2R3(i,j) ( *(up2r3+(nm2-r2) *(i)+j)) 
#define V12(i,j) (*(vi2+(nm2-r2) *(i)+j)) 
#define VN02(i,j) ( *(vno2+(nm2-r2) *(i)+j)) 
#define P1R(i,j) (*(p1r+(n+1)*(i)+j)) 
#define PlRL(i,j) (*(plrl+(n+1)*(i)+j)) 
#define P1R1(i,j) ("" (plrl +r1 *(i)+j)) 
#define U1(ij) (*(ul+rl *(i)+j)) 
#define BllRm(i,j) (*(bllrm+q *(i)-'-j)) 
#define B 1 X(i,j) ( * (b 1 x+ l *(i )+j)) 
#define V01(i,j) (*(vol+q *(i)+j)) 
#define PlR3(i,j) (*(p1r3+(nml-r1) *(i)+j)) 
#define UP1R3(i,j) ( *(uplr3+(nml-rl) *(i)+j)) 
#define VII(i,j) (*(vil+(nml-rl) *(i)+j)) 
#define VNOI(i,j) (*(vnol+(nml-rl) *(i)+j)) 
#define P ARF(i,j) ( *(parf+2 *(i)+j)) 
#define PART(i,j) ( *(part+2 *(i)+j)) 
#define JT(i,j) (*(t:j+SO *(i)+j)) 
#define Zc(i,j) (*(zc+SO *(i)+j)) 
#define ALC(i,j) (*(alc+3 *(i)+j)) 
#define CM(i,j) (*( cm+3 *(i)+j)) 
#define CNM(i,j) (*(cnm+3 *(i)+j)) 
#define CNM2R(i,j) (*(cnm2r+3 *(i)+j)) 
#define CNM1R(i,j) (*(cnmlr+3 *(i)+j)) 
#define TMI(size) (int *)malloc(size*sizeof(int)) 
#define TM(size) (float *)malloc(size*sizeof(float )) 
#define TMC(size) ( char *)malloc(size*sizeof(char)) 
#define MNO 10 
#define MCOR 20 
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#define MCOM 10 
#define MREA 5 
#define MRES 3 
int ni; 
int mi; 
int c; 
int rq; 
int m; 
int q; 
int M[MCOR][2);_ 
float varct[MCO~]; 
float MFM[MC()IIIIo> ::R][MCOM+ I]; 
float X[MCOR*( ~COM+!)][!]; 
float TE[MREA] .::-MCOM+2]; 
float TR[MRESJ.::l\1COR]; 
int viv[MCOR*(~COM+l)+MREA]; 
int vie[MNO*(M~ OM+ I )+MRES*(MCOM+ I )+MCOR]; 
void reconciliar(va.i.d); 
void backs(int r,int: rs,int *ir,float *pl,float *u); 
void prod_m(int s, :ii:nt r,int w,float *y,float *h,float *yh); 
int triang(int m,int :n,float *pl,float *pp,int *ip,int *ic); 
int lu(int r, int *ir, :float *p I); 
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void IEG(int p,int q,float *ui,float *yx,float *l,float *pj,float *yb,float *yi,float *de,float *nu, 
float *za); 
int emdifl:int q,int - pvza,float *za,float *zc, FILE *fp ); 
int comp _J(int p,fl<::>at *pj,float *tj); 
void RI VM(int q~ :float *za,float *pj,int *pvza); 
void comp_Jl(int J~=>,Ínt q,float *pj,int *jl,float *tj); 
void VZaD(int p,ir:a:t: q,float *yb,float *yi,float *ui,float *ib,float *mm 1 ,float *yx,float *nu, 
float *de,flo;;;E~;t *zal,int *pvza,int *vzal,int *zam, float *zc); 
void R2VM(int q, float *pj, float *zal, int *vzad, float *j2, int *pvza); 
int comp_J2(int p,1:nt q,int *pvza,int *vzad,float *zal,float *j2,float *tj); 
void Mos_par(int p,int q,int *pvza,int *vzad,float *zal,float *j2,int *par,float *tj,FILE *fp); 
void VZDA(int p,i :r1t q,float *ib,float *yi,float *ui,float *mml,float *yb,float *ny,float *zal, 
int *vzad,int npar,int *par,int *zam2, float *zc); 
int ZEduas(int p,i1111LT q,int pml,float *yb,float *cel,float *mg,float *rtt,float *rt,float *yx, 
float *gi,int Y1par,int *par,int *zam2, int *pvza,int *part, float *zc, FILE *fp); 
int ZEuma(int p,in~ q,int pml,float *yb,float *cel,float *mg,float *rtt,float *rt,float *yx, 
float *gi,int - zjl,int *zeml, float *zc); 
int ZEzero(int p,flc:::>at *yx,float *gi,float *zc, FILE *fp); 
void Valcorrl (int p,int q,float *pps,float *yb,float *st,float *mml,float *ib,float *yi, 
float *mle,f1oat *yx,float *ajl,float *x,float *xl,int *zeml,int *pvza); 
void Valcorr2(int p,int q,int npart,float *pps,float *st,float *mml,float *ib,float *yi, 
float *ml e,f1 oat *yx,float *aj 1 ,float *x,float *xl2,int *part,float *ui,float *yb, 
float *ny,flo..a-t *zal); 
void Val_obs2(int :rn,int n,int q,int npart,int *part,float *pp,float *b!,float *xl2,char *em, 
char *cnm, =har *cmn2r,float *vo2, FILE *fp); 
void Val_obsl(int :rn,int n,int q,int *zeml,int *pvza,float *pp, float *bl,float *xl,char *em, 
char *cnm, =har *cnmlr, float *vol, FILE *fp); 
void vnom (int c, i r1t rq,int ni,int *viv, char *em, char *cnm); 
void variancia(int .-::lli,int c,int q,float *varct,float *mfin,float *pps); 
main() 
{ 
FILE *fp; 
int i,j; 
char s[20]; 
clrscr( ); 
printf('"\nP R O G :RAMA R E TI F\n"); 
printf("'\nRETIFIC:::: ACAO DE DADOS DE PROCESSO E COAPTACAO\n"); 
printf("'\nElaborad <:> por T ALITA FURLANETTO MENDES\n"); 
printf("'\nOrientad....:::>r: Joao Alexandre F. R. Pereira\n"); 
printfl'"\n\n\n\n\n\r-~. '\n\n\t\tdigite qualquer letra\n"); 
getche( ); 
clrscr( ); 
printf("'\nNome de> arquivo de dados:" ); 
gets(s); 
if( (fp=fopen(s,"r-•)) = = NULL) { 
printf("'Nao pos:!!S<J abrir arquivo\n"); 
exit( 1 ); 
} 
fscanf('fp,"%d%*c::~d%*c%d%*c%d%*c%d%*c%d*c",&ni,&mi,&c,&rq,&nr,&q); 
for ( i=O; i<ni; i-H- ) fscanf('fp,"%d%*c%d%*c",&M[i][O],&M[i][l]); 
for ( i=O; i<ni; i++- ) fscanf('fp,"%±"/o*c",&varct[i]); 
for ( i=O; i<ni; i++- ) 
for ( j=O; j<c+ 1;. j++) fscanf('fp,"%±"/o*c",&MFM[i][j]); 
for ( i=O; i<rq; i+--+- ) 
for ( j=O; j<c+2;. j++) fscanf('fp,"%±"/o*c",&TE[i](j]); 
for ( i=O; i<nr; i+-+- ) for ( j=O; j<ni; j++ ) 
fscaiJ.f\: fp, "%±"/o *c" ,&TR[i] [j]); 
for ( j=O, i=O; i<q;. i++) fscanf('fp,"%:!%*c",&X[i][j]); 
for ( i=O; i<(ni*(c-+-l))+rq; i++) fscanf('fp,"%d%*c",&viv[i]); 
for ( i=O; i<(mi*(~+l))+(nr*(c+l))+ni; i++) fscanf(fp,"%d%*c",&vie[i]); 
fclose(fp ); 
reconciliar( ); 
) 
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void reconciliar(voi d) 
{ 
char *comptroc; 
float *vnob; 
int miei, nicl, nrc 1; 
int m, ml, n; 
int c 1 ,c2, r, p; 
int *ig, *fd; 
float *a, *ac, *te, *me, *acc, *mfin; 
float *bci,*acb, *bi, *ppi,*bl, *pp; 
float *tr, *mr, *ar; 
int *ip, *ic, *ir; 
float *pl, *p 1, *p2, *u, *pu, *up; 
float *p3, *up3, *vi, *vno, *h, *y, *yh; 
float *yb, *pps, *sb, *sby, *g, *ui, *x; 
float *yx, *1, *aj, *blm, *bx, *vo; 
char *em, *cnm; 
float a!; 
double fabs( ); 
int c3,c4; 
float *pj, *yi, *ib, *mml; 
float *de, *nu, *z:a, *zal ; 
int * zam, *vzad, '* j 1 ; 
float *j2, *ny; 
. * o rt * * am2· mt par, npar= , npa , part, z , 
int resposta, resp_zjl=O, resposta!, pml; 
float *cel, *rtt, *mg, *rt, *gi; 
int *zj 1, *zem 1; 
float *st,*mle, *ajl, *xl, *xl2, *vol, *vo2; 
int *pvza; 
float *tj, *zc; 
char *cnrnlr, *cnn12r; 
float JT[SO]={ 3.841, 5.991, 7.815, 9.488, l 1.070, 12.592, 14.067, 
15.507, 16.919, 18.307, 19.675, 21.026, 22.362, 23.685, 24.996, 
26.296, 27.587, 28.869, 30.144, 31.410, 32.672, 33.924, 35.172, 
36.515, 3 7. 652, 38.885, 40.113, 41.337, 42.557, 43.773, 44.985, 
46.194, 47.400, 48.602, 49.802, 50.998, 52.192, 53.384, 54.572, 
55.758, 56.933, 58.107, 59.282, 60.457, 61.631, 62.806, 63.981, 
65.156, 66.330,67.505}; 
float Zc[50] = { 1.96, 2.235, 2.39, 2.49, 2.57, 2.63, 2.68, 2.73, 2. 76, 
2.79, 2.825, 2.855, 2.88, 2.905, 2.93, 2.94, 2.959, 2.977, 2.995, 
3.021, 3.028, 3.043, 3.048, 3.053, 3.077, 3.101, 3.105, 3.109, 3.132, 
3.135, 3.137, 3.139, 3.172, 3.175, 3.177, 3.179, 3.211, 3.213, 3.214, 
3.216, 3.218, 3.219, 3.220, 3.262,3.263,3.264,3.266,3.267,3.268,3.269}; 
register int i,j,k, ki,kj,z; 
FILE *fP; 
char pa(20]; 
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printf1:"Nome do arquivo dos resultados:"); 
gets(pa); 
if ( ( fj:J = fopen(pa= ••w")) = = NULL ) { 
printf("Nao posse> abrir arquivo\n"); 
return; 
) 
c!= c+ I; miei= rui*cl; nicl = ni*cl; 
nrcl = nr*cl; c2 = c+2; 
tj = TM(50); 
zc = TM(50); 
clrscr( ); 
for ( i=O, j=O; j<SO;. j++) JT(i,j) = JTO]; 
for ( i=O, j=O; j<SO ;. j++) Zc(i,j) = Zc[j]; 
fd = TMI(ni*2); 
mfm = TM(ni*cl); 
X= TM(q*l); 
comptroc = TMC(3 ); 
for ( i=O; i<ni; i++ :> for ( k=O; k<2; k++) M(i,k) = M[i][k]; 
for ( i=O; i<ni; i++ :> for ( j=O; j<c 1; j++ ) MFM(i,j) = MFM[i][j]; 
for ( j=O, i=O; i<q; i-++) X(i,j) = X[i][j]; 
a= TM(ni*mi); 
for ( i=O; i<ni; i++ :> for ( j=O; j<mi; j++ ) { 
A(i,j) = ( M( i~ O) = = j+ 1 ? 1 : O ); 
if(A(i,j)= =O) 
A(i,j) = ( M(i, 1) = = j+ 1 ? -I : O ); 
} 
ac = TM(micl *nic :I); 
for ( i=O; i<mi; i++ ) for ( ki=O; ki<c 1; ki++ ) 
for ( j=O; j<ni; j~ ) for ( kj=O; kj <c I; kj++ ) 
AC( (c! *i+ ki),(cl *j+kj)) = ( ki = = kj? A(j,i): O); 
free(a); 
te= TM(rq*c2); 
me= TM(rq*micl); 
for ( i=O; i<rq; i++ ) for ( j=O; j<c2; j++) TE(i,j) = TE[i][j]; 
for ( i=O; i<rq; i++ ) 
for ( j=O; j<mi; j+-+- ) 
for ( kj=O; kj<c 1 ~ kj++ ) 
ME(i,cl*j+kj) = (c! *j+kj = = (TE(i,O)-l)* cl+kj? TE(i,kj+l): O); 
free(te); 
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acc = TM(mic1 *(Jnicl+rq)); 
for ( i=O; i<mic 1; :i++ ) for ( j=O; j<nic 1; j++ ) ACC(i,j) = AC(i,j); 
for ( i=O; i<mic 1; :i++) 
for ( j=nicl; j<n::icl +rq; j++) ACC(i,j) = MEG-nic1,i); 
free(ac); 
tr = TM(nr*ni); 
mr = TM(nrcl *nic: 1 ); 
for ( i=O; i<nr; i+-+- ) for ( j=O; j<ni; j++ ) TR(i,j) = TR[i]OJ; 
for ( i=O; i<nr; i+-+- ) for ( ki=O; ki<c1; ki++) 
for ( j=O; j<ni; j-++ ) for ( kj=O; kj<c 1 ; kj++ ) 
MR( (c 1 *i -+ki),( c 1 *j+kj) ) = ( ki = = kj ? TR(ij) • O ); 
free(tr); 
ar= TM((mic1 +nrc1)*(nicl+rq)); 
for ( i=O; i<mic 1; :i++ ) for ( j=O; j<nic 1 +rq; j++ ) AR(i,j) = ACC(i,j); 
for ( i=mic1; i<mic;l+nrc1; i++) 
for ( j=O; j<nic 1; j++) AR(i,j) = MR(i-micl,j); 
for ( i=micl; i<mic; 1 +nrc1; i++) for ( j=nicl; j<nicl+rq; j++) AR(i,j)= O; 
free(rnr); free(acc ::>; 
bci = TM(ni*(nic 1 +rq)); 
for ( i=O; i<ni; i+-+- ) { for ( j=O; j<nic 1 +rq; j++ ) 
BCI(ij) = ( j >= (cl *i) && j < (cl *i)+c1 ? 1 • O); 
} 
for ( i=O; i<ni; i+-+- ) { for ( j=O; j<nic 1 +rq; j++ ) 
if( BCI(ij) &&. j = = i*c1+(cl-l)) BCI(ij) =-I; 
} 
acb = TM((micl +:nrc1+ni)*(nic1+rq)), 
for ( i=O; i<mic l+nrc 1; i++ ) 
for ( j=O; j-<::nic 1 +rq; j++ ) ACB(i,j) = AR(ij); 
for ( i=mic l+nrc 1 ; i<mic I +nrc l+ni; i++ ) 
for ( j=O; j-<::nic l+rq; j++ ) ACB(i,j) = BCI(i-(mic l+nrcl ),j); 
free(ar); free(bci); 
for ( q=O, n=O, j=O; j<nicl+rq; j++) 
if ( viv[j] = = 1 ) q++; 
else if ( viv[j] = = 3 ) n++; 
bi = TM((mic1 +nrcl+ni)* q); 
ppi = TM((mic 1 +nrcl+ni)* n); 
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for ( kj=O, ki=O, j=O; j<nic I +rq ; j++ ) if ( viv[j) = = I ) { 
for ( i=ü; i.<micl+nrcl+ni; i++) Bi(i,kj)=ACB(i,j); kj++; 
} 
else if( viv[j] = = 3 ) { 
for ( i=O; i <mie I +nrc I +ni; i++ ) Pi(i,ki)=ACB(i,j); ki++; 
} 
for ( m=O, i=O; i<rnic I +nrcl +ni; i++) if ( vie[i] = = I ) m++; 
bl = TM(m*q); 
for ( ki=O, i=O; i<rnicl+nrcl+ni; i++) if( vie[i] ==I) { 
for ( j=O; j <q; j++ ) B I (k:i,j) = Bi(i,j);ki++; 
} 
free(bi); 
em= TMC(q*3); 
cnm = TMC(n*3); 
vnom( c,rq,ni,viv,crn,cnm); 
yh=TM(m*m); 
if( n) { 
pp = TM(m*n); 
for ( k:i=O, i=O; i<micl+nrc!+ni; i++) if( vie[i) ==I) ( 
for ( j=O; j<n; j++ ) P(ki,j) = Pi(i,j); ki++; 
} 
free(ppi); 
pl = TM(m*n); 
for ( i=ü; i<m; i++ ) for ( j=O; j<n; j++) PL(i,j) = P(i,j); 
ic = TMI(n); 
for ( i=O; i<n; i++ ) ic[i] = i; 
ip = TMI(m); 
for ( i=O; i<m; i++ ) ip[i] =i; 
r= triang(m,n,pl,pp,ip,ic); 
printf("%d", tprintf(fjJ,"RESUL T ADOS DA RETIFICACAO DE DADOS E DA 
COAPTACAO:\n") ); 
printf("%d", tprintf( fp, "\nn=%d r=%d\n" ,n,r) ); 
u = TM(m*n); 
pu= TM(m*n); 
up = TM(m*m); 
h= TM(m*m); 
for ( i=O; i<m; i++ ) for ( j=O; j<m; j++ ) H(i,j) = (i== j 0 I :O); 
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p = m-r; 
pml =p-1; 
p1 = TM(r*r); 
p2 = TM(p*r); 
ir= TMJ(r); 
for ( i=O; i<r; i++) iiiL :r[i] = i; 
for ( i=O; i<r; i++) for ( j=O; j<r; j++) Pl(i,j) = P(i,j); 
for ( i=O; i<p; i++ ) ::for ( j=O; j<r; j++ ) P2(i,j) = -P(i+r,j); 
for ( j=O; j<r; j++) for ( z=O; z<r;z++) UG,z) = ( j = = z? 1 : O); 
lu(r,ir,p1); 
backs(r,r,ir,p 1 ,u); 
prod _ m(p,r,r,p2,u,J==n.1); 
for ( i=O ; i<p ; i++ ) 
for ( j=O ; ___:]f <p ; j++ ) UP(i,j) = ( i = = j ? I : O ); 
y=TM(p*m); 
for ( i=O; i<p ; i++ J { 
for ( j=O; j<r; j++ ) YT(i,j) = P2U(i,j); 
for ( j=r; j<m; j++- ) YT(i,j) = UP(i,j-r); 
l 
for ( m I =m-1 ,ip[ m --:I ]=m I, i=O; i<m I; i++ ) for ( j=O; j<m; j++ ) { 
ai= H(i,j); H(i,-=:JIII) = H(ip[i]j); H(ip[i],j) = al; 
l 
prod _ m(p,m,m,y,h~ ::::y-h); 
} 
if ( !n ) { 
p=m; 
for ( i=O; i<m; i++ .-:::> for ( j=O; j<m; j++ ) YHT(i,j) = ( i = = j ? I : O ); 
l 
yb = TM(p*q); 
sb = TM(q*m); 
sby = TM(q*m); 
g= TM(p*p); 
gi = TM(p*p); 
aj = TM(q*1); 
for ( a 1 =0, i=O; i<r- ;. i++ ) for ( j=O; j<q; j++ ) { 
for ( z=O; z<m; ~++ ) { 
ai+= ~T(i,z)*Bl(z,j); 
} 
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YTB!(i,j) = al; 
) 
pps = TM(q*q); 
al =O; 
variancia( ni,c,q, va:rct,mfin,pps ); 
for ( al=O, i=O; i<q; i++) for ( z=O; z<m; z++) { 
for ( j=O; j<q; j+-+) { 
ai += S (i,j)*Bl(z,j); 
} 
SBT(i z) = a 1· ai =O 
' ' ' } 
for( al=O, i=O; i<q; i++) for(j=O;j<p;j++) { 
for ( z=O; z<m; z++ ) { 
ai += SBT(í~z) * YHTQ,z); 
) 
SBY(i,j) = a 1; ai =O; 
} 
for (ai =0, i=O; i<p; i++) for ( z=O; z<p; z++) { 
for ( j=O; j<q; j-+-+ ) { 
al += YTB 1 (i,j)* SBYQ,z); 
} 
G(iz)=al· al=O· 
' > ' } 
for ( i=O; i<p; i++ ) for ( j=O; j<p; j++) GI(i,j) = G(i,j); 
ui= TM(p*p); 
for ( i=O; i<p; i++ ) for ( j=O; j<p; j++ ) I(i,j) = ( i = = j ? 1 • O ); 
ig = TMI(p); 
for ( i=O; i<p; i++) ig[i] = i; 
lu(p,ig,g); 
backs(p,p,ig,g,ui); 
yx=TM(p*l); 
for ( i=O; i<p; i++ ) { for ( ai=O, j=O, z=O; z<q; z++) { 
ai += YTB 1 (i,z) * X(z,j); 
} 
YTX(i,j) = a 1 ; 
} 
I= TM(p*l); 
for ( i=O; i<p; i++ ) { for ( al=O, j=O, z=O; z<p; z++) { 
ai += I(i,z) * YTX(z,j); 
} 
L(i,j) = -al; 
} 
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for ( i=O; i<q; i++ :> { for ( al=O, j=O, z=O; z<p; z++) { 
al += SBY(i~z) * L(z,j); 
} 
AJ(i,j) =ai; 
} 
for ( j=O, i=O; i<q; i++) X(i,j) += AJ(i,j); 
printf("%d", fprint~fp,"\nNomes das Vazoes Medidas\n")); 
for ( i=O; i<q; i++ ) { 
for (j=O;j<3; j++- ) printf("%d", fprintf(fp,"%c",CM(i,j))); 
printf("%d", fPrin1:f(fp," ")); 
} 
printf("%d", fprintf(fp,"\n\nValores Corrigidos das Vazoes Medidas\n")); 
for ( j=O, i=O; i<q ; i++) printf("%d", fPrintf{fp,"%8.2f', X(i,j))); 
printf("%d", fprintf(fp,"\n")); 
if ( n) { 
vnob = TM(n); 
for ( i=O; i<n; i++) vnob[i] = O; 
for ( j=O; j<n-1; j++ ) if ( j <icOJ ) 
for ( i=O; i<3; i++ ) { 
comptroc[i] = CNM(j,i); CNM(j,i) = CNM(ic[j],i); 
CNM(ic[j],i) = comptroc[i]; 
} 
printf("%d" ,fprint:t( fp, "\n\nNomes das Quantidades Nao-Medidas\n")); 
for ( i=O; i<n; i++ ) { 
for ( j=O; j<3; j++- )printf("%d ", fprintf( fP, "%c" ,CNM(i,j)) ); 
printf("%d", fprintf(fp," ")); 
} 
printf("%d", fprint:ft:fP,"\n")); 
if(r==n) 
printf("%d",fprint:f( fp, "\nTodas quantidades nao-medidas sao observaveis\n")); 
else { 
p3 = TM(r*(n-r)); 
for ( i=O; i<r; i++ ) for ( j=r; j<n; j++) P3(i,j-r) = P(i,j); 
up3 = TM(r*(n-r)); 
for ( i=O; i<r; i++ ) for ( j=O; j<n-r; j++ ) { 
for ( al =0, z=O; z<r; z++) { 
al += -U(i,z) * P3(z,j); 
} 
UP3(i,j) = al; 
} 
vi= TM((n-r)*(n-r)); 
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for ( í=O; i<n-r; i++- ) for (j=O; j<n-r; j++) VI(i,j) = (i== j ? I • O); 
vno = TM(n*(n-r)). ;. 
for ( i=O; i<r; i++ ) for ( j=O; j<n-r; j++ ) VNO(i,j) = UP3(i,j); 
for ( i=r; i<n; i++ ) for ( j=O; j<n-r; j++ ) VNO(i,j) = VI(i-r,j); 
for ( i=O; i<n; i++ )lo { for (a! =0, j=O; j<n-r; j++) { 
ai += fabs(~O(i,j)); 
} 
vnob[i] =ai; 
} 
printf("%d", tprintfl: f'p, "\nQuantidades N ao-Observaveis• ") ); 
for ( í=O; i<n; i++ )lo if( vnob[i] I= O) { 
for ( j=O; j<3; j+-4- ) 
} 
printf("%d", fpr-Intf(ip, "%c" ,CNM(i,j))); 
printf("%d", fpr-:Intf(fP," ")); 
printf("%d", tprintfl:: :fp, "\n")); 
} 
for ( ml=m-l,ip[m 1 ]=ml, i=O; i<ml; i++) 
for ( j=O; j<q; j++-- ) { 
a!= Bl(ij); B 1 <i,j) = Bl(ip[i],j); Bl(ip[i],j) =a!; 
} 
blm = TM(r*q); 
for ( i=O; i<r; i++ ) :for ( j=O; j<q; j++ ) B lm(i,j) = -B I (i,j); 
bx=TM(r*l); 
for ( i=O; i<r; i++ ) { for ( ai =0, z=O, j=O; j<q; j++) { 
ai += B I m( :I~j) * X(j,z); 
} 
BX(i,z) = a 1; 
} 
vo = TM(n*l); 
for ( i=O; i<r; i++ ) if ( vnob[i] = = O ) { 
for ( al=O, =0, _j=O;j<r ;j++) { 
ai += U(i,j) '* BX(j,z); 
} 
VO(i,z) =ai ; 
} 
else VO(i,z) = O .;;. 
for ( z=O i=r i<n· i-++ ) VO(i z) = O· 
' ' :;> ' ' 
printf("%d", fprintECfP,"\nValores das Quantidades Observaveis•\n")); 
for (j=O, i=O; i<n; i-H) printf{"%d", tprintf\.fp,"%8.2f', VO(i,j))); 
printf("%d", tprintE<fP,"\n")); 
} 
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else printt{"o/od", fj:lrintf{fp,"\nNao ha quantidades nao-medidas\n")); 
ib = TM(p*q); 
mml = TM(p*p); 
zal = TM(q*q); 
zam = TMI(q*l); 
vzad = TMI(q*q); 
j2 = TM(q*q); 
ny = TM(p*q); 
cel =TM(p*J); 
rtt = TM(pml*p); 
mg = TM(pm I *pm 1 ); 
rt = TM(pm I *p ); 
zjl = TMI(q*J); 
zeml = TMI(J *q); 
st = TM(q*p); 
mle=TM(p*l); 
ajl = TM(q*q); 
xl = TM(q*q); 
pj = TM(q*2); 
nu= TM(l *q); 
yi = TM(q*p); 
de= TM(l *q); 
za = TM(l *q); 
jl = TMI(q*l); 
IEG(p,q,ui,yx,l,pj,yb,yi,de,nu,za); 
printf{"o/od", fprintf(fp,"\nJ( calculado) =%8.3f, p=o/od\n", J(O,O),p )); 
printf{"o/od", fprint:f(fp,"\nJT(s/rem.) =%8.3f\n", JT(O,p-1))); 
printf{"o/od", fprint:f(fp,"\nEstatisticas de Medida\n\n")); 
for ( i=O, j=O; j<q; j++ ) if ( DE(i,j) ) 
printf{"o/od", fPrintf{fp,"Za(%d)=%6.3t\t", j, Za(í,j))); 
else { Za(i,j) = O ; 
printf{"%d" ,fPrintf{fp,"Za(o/od)= na\t",j )); 
} 
pvza=TMI( q); 
c4 = emdif{ q,pvza,za,zc,fp ); 
c3 = comp _J(p,pj, tj); 
if( !c4 && !c3) { resposta= ZEzero(p,yx,gi,zc,fp); 
if ( I resposta ) { 
printf{"o/od", fprintf<:fp,"\n\nNao ha indícios de haver erros extremos\n")); 
goto fim; 
l 
} 
Rl VM(q,za,pj,pvza); 
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printf1:"%d",fprint:f(fp,"\n\nValores de J apos uma remocao\n\n")); 
for ( j=O; j<q; j++ ) 
printf1:"%d", fprintf{fp,"J(medida o/od)=%8 3t\n" ,j,J(j, I))); 
printf1:"%d", fprintf(fp,"\n") ); 
comp_JI(p,q,pj,j 1 ~tj); 
printf1:"%d", fprint:fl:fp,"\nJT(I rem.) =%8.3t\n", JT(O,p-2))); 
VZaD(p,q,yb,yi,ui,ib,mm I ,yx,nu,de,za I ,pvza, vzad,zam,zc ); 
for ( z=O, k=O; k<q; k++ ) { 
if( !JI(k,z) && !ZAM(k,z) ) { 
ZJI(k,z)=O; resp_zjl ++; 
l 
else ZJI (k,z) = I; 
l 
if( resp_zjl ) { 
resposta I =ZEut:na(p,q,pml ,yb,ce I ,mg,rtt,rt,yx,gi,zj I ,zeml ,zc ); 
printf1:"%d", fprintf{fp,"\nZEMI :")); 
for (j=O, k=O; k<q; k++) printf1:"%d", fprintf(fp,"\t%d", ZEMI(j,k))); 
if{ resposta 1 ) { 
V alcorr 1 (p ,q,pps,yb,st,mm 1 ,ib,yi,m I e,yx,aj 1 ,x,x I ,zem 1 ,pvza ); 
printf("%d", fprintf(fp,"\n\nValores Corrigidos apos 1 remocao\n")); 
for (j=O, k=O; k<q; k++) if( !ZEMl(j,k)) { 
printf{ "%d ",fprintf{fp, "\nMedida removida ") ); 
for ( z=O; z<3; z++) printf1:"%d", fprintf(fp,"%c",CM(k,z))); 
printf1:"%d", fprintf( fp, "\n") ); 
for ( i=O; i<q; i++) printf("%d", fprintf1:fjJ,"%8.2t\t",Xl(i,k))); 
) 
cnmlr=TMC((n+ 1)*3); 
vol=TM((n+l)*q); 
Vai_ obs 1 (m,n,q,zem I ,pvza,pp,b 1 ,x l,cm,cnm,cnm lr,vo l,fjJ ); 
printf1:"%d", fprintf{fjJ,"\n\nQuantidades nao-medidas apos I remocao\n")); 
for ( i=O; i<n+ 1; i++ ) { 
for ( j=O; j<3; j++ ) printf1:"%d", fprintf{fjJ,"%c", CNMJR(i,j))); 
printf("%d", fprintf(fjJ, " ")); 
) 
for (j=O, k=O; k<q; k++) if( IZEMl (j,k) 1/'ZEMl(j,pvza[k])) { 
printf("%d", fprintf(fjJ,"\n\nMedida removida ")); 
for ( z=O; z<3; z++) printf1:"%d", fprintf{fjJ,"%c", CM(k,z))); 
printf1:"%d", fprintftfjJ, "\n")); 
for ( i=O; i<n+ I; i++) printf("%d",fprintftfp,"%8.2f\t", VOJ(i,k))); 
l 
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goto fim; 
l 
} 
R2VM(q,pj,za1,-.rzad,j2,pvza); 
npar=comp _J2(P- = q,pvza,vzad,za1 ,j2,tj); 
printfl:"%d", fpri-==--tfl:fp,"\nnpar=%d\n", npar)); 
printfl:"%d", fpri-=--.tfl:fp,"\nJT(2 rem.)=%8.3f\n", JT(O,p-3))); 
par=TMI(npar*2:..- ::>; 
Mos _par(p,q,pv= .a, vzad,za 1 ,j2,par,tj,fp ); 
if ( lnpar) 
printfl:"%d", fj>I:::--Intfl:fp,"\nHa mais de dois erros grosseiros\n")); 
else { 
zam2=TMI(l *=-::~.par); 
VZDA(p,q,ib,y.---:i,ui,mml,yb,ny,za1,vzad,npar,par,zam2,zc); 
printfl:"%d", tp...rintfl:fp,"\nZAM2 ")); 
for( z=O, k=O; ~<npar; k++) printfl:"%d", fprintfl:fp,"%3d",ZAM2(z,k))); 
printfl:"%d", tp...:rintfl:fp,"\n")); 
part = TMI(np.-:aa.r*3); 
npart=ZEduasC p,q,pm I ,yb,ce I ,mg,rtt,rt,yx,gi,npar,par,zam2,pvza,part,zc,fp ); 
printfl:"%d" ,fpr::iintfl: fp, "\nPares suspeitos\n") ); 
for ( i=O; i<npa.:::Jrt; i++ ) { 
printfl:"%d", fil:::>rintfl:fp,"Par numero %d:", i+l)); 
for ( k=O; k<2; k++ ) { 
for (j=O; j<3; __j ++ ) 
printfl:"%d", fP-=-intfl:fp,"%c", CM(PART(i,k),j) )); 
printfl:"%d", ip-=-intfl:fp," ")); 
} 
printfl:"%d", ip-=-intfl: fp, "\n") ); 
} 
xi2=TM(q*nP"" a.rt); 
Valcorr2(p,q,1111L part,pps,st,mml ,ib,yi,m I e,yx,aj 1 ,x,x 12,part,ui,yb,ny,za 1 ); 
printfl:"%d", fPri. ::rJ.tfl:fp,"\nValores Corrigidos apos 2 remocoes\n")); 
for ( z=O; z<npll::lllrT; z++ ) { 
printfl:"%d",fP~ntfl:fp,"\nMedidas removidas: Par numero %3d\n", z+ 1 )); 
for ( i=O; i<q; i---+-+) printfl:"%d", fprintf(fp,"%8.2f", Xl2(i,z))); 
printfl:"%d", fP::mrintfl:fp,"\n")); 
} 
cnm2r = TMC((n-i--2)*3); 
vo2 = TM((n+-- 2)*npart); 
Vai_ obs2(m,n~ q,npart,part,pp,b I ,xl2,cm,cnm,cnm2r,vo2,fp ); 
l 
fim: ; 
fclose(fp); 
) 
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int triang(m,n,pl,pp,ip,ic) 
int m,n, *ip, *i c; 
float *pl, *pp; 
{ 
int ml = m-l,r; 
float a 1 ,a2; 
double fabs( ); 
regíster int i,j,k,s~ t; 
for ( i=O; i<n; i++- ) { 
for ( j=(k=i)+ 1; j<m; j++ ) 
if ( fabs(PL(j,i)) > fabs( PL(k,i)) ) k = j; 
if ( k I= i ) for ( j=i ; j<n; j++ ) { 
al = PL(i,j); PL(ij) = PL(k,j); PL(k,j) =a!; 
} 
a2=PL(ii)· t =o· , , ,
if( a2 ==O && 1:= =O) for (j=i+ 1; j<n; j++) 
for ( s=i; s<m ; s++ ) 
if ( PL( s,j) ! = O && t= =O ) for ( j=O; j<n; j++ ) { 
al = PL(i,j); PL(i,j) = PL(s,j); PL(s,j) =ai; 
t = 1; k = s; 
} 
a2 = PL(i,i) ; t = O; 
if ( a2 = = O && t: = = O ) for ( s=i+ 1; s<n; s++ ) 
if(PL(i,s)!=O &&t==O) 
for ( j=O; j<m; j++) { 
ai = PL(j,i); PL(j,i) = PL(j,s); PL(j,s) = al; 
t = 1; ic[i] = s; 
} 
a2 = PL(i,i); 
for ( ip[i]=k, j=i+ 1; j<m && a2 != O ; j++ ) { 
al = PL(j,i) /= -a2 ; PL(j,i) =O; 
} 
for ( k=i+ 1; k<n ;k++) PL(j,k) += a1 * PL(í,k); 
} 
for( ml=m-1, íp[rnl]=ml, i=O; i<ml; i++) 
for ( j=O; j<n; j++ ) { 
al = P(i,j); P(i,j) = P(ip[i],j); P(íp[i],j) =ai; 
J 
for ( j=O; j<n-1; j++ ) if ( j < ic[j] ) 
for (i=O; i<m; i++ ) { 
al = P(i,j); P(i,j) = P(i,ic[j]); P(i,ic[j]) = al; 
J 
for ( al=O r=O i=O· i<n && i<m ·i++) 
' ' ' ' if( fabs( PL(i,i)) > 0.0001) r++; 
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retum r; 
} 
int 1u(int r,int *ir,float *p 1) 
{ 
} 
int r1 = r-1; 
register int i,j,k; 
float a 1 ,a2;double fabs( ); 
for ( ir[r1]=r1, i=O ; i<r1 ; i++) { 
for ( j = ( k=i) + 1 ; j<r ; j++ ) 
if( fabs( Pl(j,i)) > fabs( P1(k,i))) k = j; 
i f ( k I= i ) for ( j=i ; j<r ; j++ ) { 
a!= Pl(i,j); Pl(i,j) = P1(k,j); P!(kj) = a1 ; 
} 
if( !(a2 = Pl(i,i), a2 )) retum (-!); 
for ( ir[i]=k, j=i+ 1; j<r; j++ ) { 
a! = ( Pl(j,i) /= -a2 ); 
} 
for ( k =i+ 1 ; k<r; k++) P1(j,k) +=a! * P1(i,k); 
} 
ifl: !Pl(rl,rl)) retum (-1); 
retum(O); 
void backs (int r, int rs, int *ir, float *p 1, float *u ) 
{ 
} 
register int i, j, k; 
intrl =r-1; 
float a1; 
for(i=O;i<rl; i++) { 
if ( ( j = ir[ i]) != i ) 
for ( k = O; k < rs; k++ ) 
{ 
a1 = U(i,k); U(i,k) = U(j,k); U(j,k) = a1; 
} 
for (j =i+ l; j <r; j++) 
for ( k =O; k < rs; k++) U(j,k) += Pl(j,i) * U(i,k); 
} 
for ( k =O; k < rs; k++) U(rl,k) /= Pl(rl,r1); 
for ( i = r 1 - 1; i >= O; i-- ) { 
for ( a 1 = P 1 (i,i), j = i + I; j < r; j++ ) 
for ( k =O; k < rs; k++) U(i,k) -= Pl(i,j) * U(j,k); 
for ( k =O; k < rs; k++) U(i,k) /= a1; 
} 
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void prod_m(int s,int r,int w,float *p2,float *u,float *pu) 
{ 
} 
register int i,j,z; 
float ai; 
for ( a I =0, i=O; i<s; i++ ) for ( z=O; z<w; z++ ) { 
for ( j=O; j<r; j-++ ) { 
ai += P2(i,j) * U(j,z) ; 
} 
P2U(i,z) =ai; ai= O; 
} 
void IEG(p,q,ui,yx,l,pj,yb,yi,de,nu,za) 
int p,q; 
float *ui, *yx, *1, *pj, *yb, *yi, *za, *de, *nu; 
{ 
register int i,j,z,k; 
double ai; 
for ( ai=O, i=O; i<l; i++) for ( z=O; z<l; z++) { 
for ( j=O; j<p; j-++ ) { 
a! += YTX(j,i) * -L(j,z); 
} 
J(i,z) =ai; ai = O; 
} 
for ( j=O; j<q; j-++ ) { 
for ( k=O, al =0, i=O; i<p; i++) { 
al += YTBl(i,j) * L(i,k); 
} 
NU(k,j) = a 1; 
} 
for ( j=O; j<q; j-++ ) { 
for ( ai=O, z=O; z<p; z++) { 
for ( i=O; i<p; i++ ) { 
ai += YTB l(i,j) * I(i,z); 
} 
YI(jz)=al· al =O· , , ,
l 
for ( i=O, ai =0, z=O; z<p; z++) { 
al += YIG,z) * YTB!(z,j); 
} 
DE(i,j) = sqrt( a 1 ); 
ai= O; 
l 
for ( i=O, j=O; j<q; j++) if ( DE(i,j) ) 
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} 
Za(i,j) = NU(i,j)/DE(i,j); 
else Za(i,j) = O ; 
int emdifl: q,pvza,za,zc,fp) 
int q, *pvza; 
float *za, *zc; 
FILE *fp; 
{ 
} 
register int i,j,k; 
int count=O, nmm=O; 
for ( j=O; j<q; j++) pvza[j] = j; 
for ( k=O; k<q-1; k++ ) { 
for ( i=O, j=k+ 1; j<q; j++ ) 
if ( fabs( fabs(Za(i,k))- fabs(Za(i,j))) <= 0.01 ) 
if ( pvza[j] = = j ) pvza[j] = k; 
} 
for ( count=O, j=O; j<q; j++ ) if ( pvza[j] = = j ) count++ ; 
for ( nmm=O, i=O, j=O; j<q; j++ ) { 
ifl: fabs(Za(i,j) ) > Zc(O,count-1) ) nmm++; 
l 
printf1:"%d", fprintfl:fp,"\n\nZc(estat. de medida)= %8.3f\n", Zc(O,count-1))); 
retumnmm; 
int comp_J(p,pj,tj) 
int p; 
float *pj, *tj; 
{ 
l 
if( J(O,O) > JT(O,p-1)) retum 1; 
retum O; 
int ZEzero(p,yx,gi,zc,fp) 
int p; 
float *yx, *gi, *zc; 
FILE *fp; 
{ 
float *ze; 
register int i,j,k; 
int count =O, nmm =O, pml = p-1; 
int *vze; 
ze = TM(l *p); 
for ( j=O, i=O; i<p; i++) ZE(j,i) = YTX(i,j) I sqrt( GI(i,i)); 
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printf("%d", fprintf(fp, "\n\nEstatisticas Nodais\n")); 
printf("%d", fprintf{fp, "\nZE\n ") ); 
for ( j=O, i=O; i<p~ i++) printf("%d", fprintf(fp,"%8.3f\t",ZE(j,i))); 
vze = TMI(p ); 
for ( i=O; i<p; i++ ) vze[i] = i; 
for ( k=O; k<pml; k++) for ( i=O, j=k+ 1; j<p; j++) 
if( fabs( fabs(ZE(i,k))- fabs( ZE(i,j))) <= 0.01) 
if( vze[j] = = j) vze[j] = k; 
for ( i=O; i<p; i++ ) if ( vze[i] = = i ) count++; 
for ( j=O, i=O; i<p; i++ ) if ( fabs(ZE(j,i) ) > Zc(O,count-1) ) nrnm++; 
printf("%d", fprintf{ fp, "\n \nZc( estatística nodal)= %8. 3 f\n", Zc( O, count -1 ) ) ) ; 
return nrnm; 
} 
void RlVM(q,za,pj,pvza) 
int q, *pvza; 
float *za, *pj; 
{ 
} 
register int i, j; 
double pow( ), a 1 =0, a2=2, a3=0; 
for ( i=O,j=O;j<q; j++) { if( pvza[j] = = j) { 
al = J(O,O); a3 = Za(i,j) ; 
a3 = pow(a3,a2); a! -= a3; 
J(j,l) = al ; 
} 
else J(j, 1) = J(pvza[j], 1 ); 
} 
void comp _Jl (p,q,pj,j l,tj) 
int p,q, *j I; 
float *pj, *tj ; 
{ 
) 
register int j,z; 
for ( z=O,j=O;j<q; j++) if( J(j,l) < JT(z,p-2)) Jl(j,z) =O; 
else Jl(j,z) = 1; 
void VZaD(p,q,yb, yi,ui,ib,mm l ,yx,nu,de,zal ,pvza,vzad,zam,zc) 
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. * * d * mt p, q, pvza, vza.. , zam; 
float *yb *vi *ui * ib *mm1 *yx *nu *de *za1 *zc· 
' .J ~, ., ' ' ' ' ' ' , 
{ 
float *gl, *ym, *dn, *dd; 
int i,k,j ,z=O; 
int nmmi=O, emdl =O; 
float a1; 
gl = TM( 1 *q); 
for ( a1=0, z=O, k ü; k<q; k++) { 
for ( i=O; i<p; i+-t- ) { 
a1 += YI(k,iJ * YTB1(i,k); 
} 
if ( a1 ) GL(z,k) = l/ai; 
else GL(z k) =O- a1 =o· 
, ? , 
} 
for ( k=O; k<q; k+-t-) for ( al=O, i=O; i<p; i++) { 
for ( j=O; j<p; j-t-t- ) { 
ai += I(i,j) * Y'TB I (j,k); 
} 
IB(i,k) = a1 * GL(z,k); a! =O; 
} 
ym = TM(q*p); 
for ( k=O; k<q; k+-+- ) { for (ai =0, i=O; i<p; i++) 
for ( j=O; j<p; j-t-t- ) { 
ai = IB(i,k) * YI(k,j); 
Ml(i,j)=al; al =O; 
} 
for ( ai=O, i=O; i<q; i++) for ( z=O; z<p; z++) { 
for ( j=O; j<p; j+-+) { 
al += YTB I (j,i) * Ml(j,z); 
} 
YM(i z) = al- al=O· , , , 
} 
dn = TM( I *q); 
for ( a!=O, i=O; i<q; i++) for ( z=O; z<l; z++) { 
for ( j=O; j<p; j++ ) { 
ai += YM(i,j) * YTX(j,z); 
} 
DN(z,i) =ai; ai =O; 
} 
dd = TM(I *q); 
for ( z=O, a!=O, i=O; i<q; i++) { 
for ( j=O; j<p; j++- ) { 
ai+= -YM(i,j) * YTBl(j,i); 
} 
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} 
DD(z,i) = a 1; a 1 =O; 
) 
for ( ai =2, z=O, i=O; i<q; i++) if ( k I= i ) 
if( pvza[i]l= k && pvza[k]l= i && DE(z,i)) { 
DN(z,i) += NU(z,i); 
DD(z,i) += pow( DE(z,i), ai ); 
DD(z,i) = sqrt ( DD(z,i) ); 
if( !DD(z,i)) DD(z,i) =O. OI; 
ZA1(k,i) = DN(z,i)/DD(z,i); 
} 
else ZA 1 (k,i )=8; 
else ZA1(k,k)=8; 
} 
for ( k=O; k<q; k++ ) { 
for ( j=O; j<q; j++ ) VZAD(k,j) = j; 
for ( i=O; i<q-1; i++ ) for ( j=i+ 1; j<q; j++ ) 
if( fabs( fabs(ZA1(k,i))- fabs(ZA1(k,j))) <= 0.01) 
if( VZAD(k,j) = = j && ZAI(k,j) != 8) VZAD(k,j) =i; 
for ( emd 1 =0, j=O; j<q; j++ ) 
if( VZAD(k,j) = = j && ZAl(k,j) != 8) emdl++; 
for ( nmml =0, z=O, j=O; j<q; j++) { 
if( ZA1(k,j) != 8 ) 
if( fabs(ZAI(k,j)) > Zc(O,emd1-1)) nmml++; 
} 
ZAM(k,z) = nrnml; 
} 
void R2VM( q,pj,zal, vzad,j2,pvza) 
int q, *vzad, *pvza; 
float *zal,*j2,*pj; 
{ 
l 
register int k,j,z; 
double pow( ),a 1 =0, a2=2, a3=0; 
for ( k=O; k<q; k++) { for ( z=l, j=O; j<q; j++) 
if( pvza[k] = = k) if( VZAD(k,j) = = j && ZAI(k,j) != 8 && k <j) { 
a1 = J(k,z); a3 = ZAI(k,j); 
a3 = pow(a3,a2); ai -= a3; 
J2(k,j) =ai; 
} 
else J2(k,j)=70; 
else J2(k,j)=80; 
} 
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int comp _J2(p,q,pvza, vzad,za1 ,j2,tj) 
. * * d mt p,q, pvza, vza ; 
float *j2, *za1, *tj; 
{ 
} 
register int i,k ; 
int npar=O; 
for ( k=O; k<q; k++) if( pvza[k] = = k) 
for( i=O; i<q; i++) if( VZAD(k,i) ==i && ZAI(k,i) I= 8 && k <i) 
if( J2(k,i) < JT(O,p-3)) { 
npar += 1; 
) 
retum npar; 
void Mos_par(p,q,pvza,vzad,zal,j2,par,tj,fp) 
. * * d * mt p,q, pvza, vza , par ; 
float *j2, *za1, *tj; 
FILE *fp; 
{ 
register int i,k ; 
int npar=O; 
for ( k=O; k<q; k++ ) if ( pvza[k] = = k ) 
for ( i=O; i<q; i++) if\: VZAD(k,i) ==i && ZA1(k,i) != 8 && k <i) 
if( J2(k,i) < JT(O,p-3)) { 
PAR(npar,O) = k; PAR(npar,l) =i; 
npar+= 1; 
} 
printf\:"%d", fprint:f(fp,"\nValores de J apos duas remocoes\n")); 
for(i=O;i<npar;i++) 
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printf\:"%d" ,fprintf\: fp, "J2(%d, %d)=%6.2f\n" ,P AR(i,O),P AR( i, 1 ),J2(P AR(i, O),P AR(i, 1))) ); 
) 
void VZDA(p,q,ib,yi,ui,mml,yb,ny,zal,vzad,npar,par,zam2,zc) 
int p,q,npar; 
int *par, *vzad, *zarn2; 
float *ib, *yi, *ui, *mml, *yb, *ny, *zal, *zc; 
{ 
int *vzd; 
float *yml, *ga, *zda, *zdap; 
register int i,j,k,t,s,z; 
int emd2=0, nmm2=0; 
float al,a2,a3=0,a4; 
yml=TM(q*p); 
ga=TM(q*q); 
zda=TM(q*q); 
zdap=TM(npar*q); 
vzd=TMI( npar* q); 
for ( z=O; z<npar; z:-++) { 
k=PAR(z,O); i =PAR(z,1); 
for ( a 1 =0, t=O; t <p; t++ ) for ( s=O; s<p; s++ ) { 
ai = IB(t,k) * 'YI(k,s); 
M1(t,s) = a1; a_ 1=0; 
} 
for ( s=O; s<p; s++-) for ( t=O; t<p; t++) M1(s,t) = I(s,t)- Ml(s,t); 
for ( ai=O, s=O; s<:::p; s++) { 
for ( t=O; t<p; t+-+ ) { 
a1 +=Ml(s~t) * YTB1(t,i); 
) 
NY(s,i) =a :I; ai=O; 
) 
for ( al=O, s=O; s<=p; s++) { 
a!+= YTB1(s,() * NY(s,i); 
) 
a2=al; 
for ( a1 =0, j=O ; j<=q; j++) { 
if( ZA1(k,j) != 8 .&.& VZAD(k,i) ==i && VZAD(k,j) = = j && i I= j && 
ZAI(k,i)!=8 ) { 
al=O; 
for ( s=O; s<p; s++ ) { 
a!+= YTBI(s,j) * NY(s,i); 
} 
a3 =ai; 
for ( ai =0, t=O; t<p; t++) { 
for ( s=O; s<p; s+-+ ) { 
al += YTEl(s,j) * Ml(s,t); 
) 
YMl(j t)=ai· a 1=0· , ' , 
) 
for ( al=O, t=O; t<p; t++) { 
a!+= YM l(j,t)* YTBl(t,j); 
} 
a4=a1; al=O; 
GA(i,j)= a3/sqrt(a2 *a4); 
ZDA(i,j) = (ZAl (k~j)-GA(i,j)*ZAI (k,i))/sqrt(l-pow(GA(i,j),2)); 
} 
} 
else ZDA(i,j) = 25; 
ZDAP(z,j) = ZDA(i,j); 
} 
for ( k=O; k<npar; k++ ) { 
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} 
for ( j=O; j<q; j++ ) VZD(k,j) = j; 
for ( i=O; i<q-1; i++ ) for ( j=i+ 1; j<q; j++ ) 
if( fabs( fabs(ZDAP(k,i))- fabs(ZDAP(k,j))) <= 0.01 ) 
if( VZD(k,j)= j && ZDAP(k,j) != 25) VZD(k,j) =i; 
for ( emd2=0, j=O; j<q; j++) 
if ( VZD(k,j) = = j && ZDAP(k,j) I= 25 ) emd2 += 1 ; 
for ( nmm2=0, z=O, j=O; j<q; j++ ) { 
if( VZD(k,j) = = j && ZDAP(k,j) 25) 
if ( fabs(ZDAP(k,j)) > Zc(O,emd2-1)) nmm2++; 
} 
ZAM2(z,k) = nmm2; 
} 
int ZEuma(p,q,pml ,yb,ce1,mg,rtt,rt,yx,gi,zj1,zem1,zc) 
. 1*.1* 1 mt p,q,pm , ZJ , zem ; 
float *yb, *cel, *mg, *rtt, *rt, *yx, *gi, *zc; 
{ 
register int i,j,k,t; 
float al; 
float *re, *ze1, *rg, *rr, *rgr; 
int countl=O ,nmrni=O; 
int *vze1, *pcel; 
int resposta1=0; 
pcel=TMI(p); 
re=TM(pm I* I); 
zei=TM(q*pml); 
rg=TM(pml *p ); 
rr=TM(p*pml); 
rgr=TM(pm1 *pml ); 
for ( t=O, k=O; k<q; k++) if ( !ZJl(k,O) ) { 
for ( i=O; i<p; i++) pce1 [i]= i; 
for (j=O, i=O; i<p; i++) CE1(i,j) = YTBI(i,k); 
for ( j=O, i=j+ 1; i<p; i++ ) 
if( !CEI(j,j) && CEI(i,j)) { 
pceiOJ =i; pcel[i] = j; 
ai= CEI(j,j); CEI(j,j) = CEl(i,j); CE!(i,j) =a!; 
} 
for ( t=O, i=O; i<pml; i++) for ( j=O; j<pm1; j++) MG(i,j) =(i== j ? -CE!(t,t) : O); 
for ( i=O; i<pm 1; i++ ) { 
for ( j=O; j<l; j++) RTT(ij) = CEI(i+ l,j); 
for (j=1; j<p; j++) RTT(i,j) = MG(i,j-1); 
} 
for ( i=O; i<pm 1; i++ ) 
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} 
for ( j=O; j<p; j++-) RT(i,j) = RTT(i,pcel[j]); 
for ( al=O, i=O; i<pml; i++) 
for ( t=O; t<l; t+-+) { 
for ( j=O; j<p; j-+-+ ) { 
ai += RT(i,j) * ~XG,t); 
} 
RE(i t) =ai· ai =O· 
' ' ' } 
for (ai =0, i=O; i<pml; i++) for ( t=O; t<p; t++) { 
for ( j=O; j<p; j-+-+ ) { 
ai += RT(i,j) * GIG,t); 
} 
RG(i t)= a1· a l =O· 
' ' ' } 
for ( i=O; i<pm 1; i+-+ ) for ( j=O; j<p; j++ ) RRG,i) = RT(i,j); 
for ( al=O, i=O; i<pml; i++) for ( t=O; t<pml; t++) { 
for ( j=O; j<p; j-+-+ ) { 
ai += RG(i,j) * RRG,t); 
} 
RGR(i t) =ai· al=O· 
' , ' } 
for (j=O, i=O; i<ptn.1; i++) ZE1(k,i) = RE(ij)/sqrt( RGR(i,i)); 
} 
else for (j=O;j<prn.l; j++) ZEI(k,j) = 10; 
vzel = TMI(pml)~ 
for ( k=O; k<q; k++- ) { 
for ( i=O; i<pml; i++) vzel[i] =i; 
for(t=O; t<pml-1; t++) for(j=t+l;j<pml;j++) 
if( fabs ( fabs(ZEI(k,t))- fabs( ZEI(k,j))) <= 0.01) 
if( vzel [j] = = j) vzel[j] = t; 
for ( countl=O, i=O; i<pml; i++) if( vzel[i] ==i) countl++; 
for(nmml=O t=O i=O· i<pmJ· i++) 
, ::> ' ' 
if( fabs(ZEI(k,i)) > Zc(O,countl-1)) nmml++; 
ZEMI(t,k) = nmm l; 
} 
for ( t=O, k=O; k<q; k++) 
if( !ZEMl(t,k)) resposta!++; 
return resposta 1 ; 
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int ZEduas(p,q,pm 1 ~yb,cel ,mg,rtt,rt,yx,gi,npar,par,zam2,pvza,part,zc,fP ) 
int p,q,pml,npar; 
int *par, *zam2, *pvza ,*part; 
float *yb *ce1 *mg *rtt *rt *yx *gi *zc· '' ~,,,,,
FILE *fP; 
{ 
register int ij,k,s,t,.z; 
float al; 
int nparf=O, nparb=O, npart=O; 
int *parf; 
int pm2=p-2; 
float *ce2, *mg2, *rtt2, *rt2, *r2t, *re2; 
float *rg2, *r2r, *rgr2, *ze2; 
int count2=0 ,nmm2=0; 
int *vze2, *zem2; 
int *pce 1, *pce2; 
pcel = TMI(p); 
pce2 = TMI(pml); 
zem2 = TMI(l *npar); 
ce2 = TM(pml * 1 ); 
mg2 = TM(pm2*pt:n2); 
rtt2 = TM(pm2*pml); 
rt2 = TM(pm2*pm 1 ); 
r2t = TM(pm2*p); 
re2 = TM(pm2*1); 
ze2 = TM(npar*pm2); 
rg2 = TM(pm2*p); 
r2r = TM(p*pm2); 
rgr2 = TM(pm2*pt:n2); 
for ( z=O; z<npar; z++) if ( !ZAM2(t=O,z)) { 
for (j=O, k=PAR(z,O), s=O; s<p; s++) CEl(s,j) = YTBl(s,k); 
for ( s=O; s<p; s++ ) pcel [s] = s; 
for (j=O, s=j+l; s<p; s++) if( !CEl(j,j) && CEl(sj)) { 
pcel[j]=s; pce1[s]=j; 
ai= CE1(j,j); CEI(j,j) = CEI(sj); CE1(sj) =ai; 
} 
for ( k=O, s=O; s<pml; s++) 
for (j=O; j<pml; j++) MG(s,j) = ( s = = j ? -CEI(k,k) • O); 
for ( k=O, s=O; s<pml; s++) { 
for ( j=O; j<l; j++ ) RTT(s,j) = CEI(s+ l,j); 
for ( j=l; j<p; j++ ) RTT(s,j) = MG(s,j-1); 
} 
for ( s=O; s<pml; s++) for ( j=O; j<p; j++) RT(s,j) = RTT(s,pcel[j]); 
for ( i=PAR(z,l), al=O,j=O, s=O; s<pml; s++) { 
for ( t=O; t<p; t++ ) { 
al += RT(s,t) * YTBI(t,i); 
} 
CE2(sj) = al; a!=O; 
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} 
for ( s=O; s<pm 1; s-++ ) pce2[ s] = s; 
for(j=O, s=j+1; s<pm1; s++) if( I CE2(j,j )&&CE2(s,j)) { 
pce20J = s; 
pce2[s] = j ; 
a1 = CE2(j,j); CE2(j,j) = CE2(s,j); CE2(s,j) = a1; 
} 
for (t=O, s=O; s<prn2; s++ ) 
for (j=O; j<pm2; j++) MG2(s,j) = ( s = = j ? -CE2(t,t) • O); 
for ( k=O, s=O; s<pm2; s++ ) { 
for ( j=O; j<1; j++) RTT2(s,j) = CE2(s+ 1,j); 
for ( j=1; j<pml; j++) RTT2(s,j) = MG2(s,j-1); 
} 
for ( s=O; s<pm2; s++) for (j=O;j<pm1;j++) RT2(s,j) = RTT2(s,pce2[j]); 
for ( a1=0, s=O; s<pm2; s++) for ( t=O; t<p; t++) { 
for ( j=O; j<pm 1 ; j++ ) { 
ai += RT2(s,j) * RT(j,t); 
} 
R2T(s,t) =ai; a1=0; 
} 
for ( a1=0, s=O; s<pm2; s++) for ( t=O; t<1; t++) { 
for ( j=O; j<p; j++ ) { 
al += R2T(s,j) * YTX(j,t); 
} 
RE2(st)= ai· ai =O· 
' ' ' } 
for ( ai =O, s=O; s<pm2; s++) for ( t=O; t<p; t++) { 
for ( j=O; j<p; j++) { 
a1 += R2T(s,j) * GI(j,t); 
} 
RG2(s t) =ai· a! =o· 
' ' ' } 
for ( i=O; i<pm2; i++ ) for ( j=O; j<p; j++ ) R2R(j,i) = R2T(i,j); 
for ( al=O, s=O; s<pm2; s++) for ( t=O; t<pm2; t++) { 
for ( j=O; j<p; j++ ) { 
ai += RG2(s,j) * R2R(j,t); 
} 
RGR2(s,t) = al; ai =O; 
} 
for ( t=O, s=O; s<pm2; s++) ZE2(z,s) = RE2(s,t) I sqrt( RGR2(s,s)); 
l 
else for ( t=O; t<pm2; t++) ZE2(z,t) = 10; 
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vze2 = TMI(pm2);.. 
) 
for ( z=O; z<npar.;. z++ ) { 
for ( i=O; i<pt112- ; i++ ) vze2[i] = i; 
for ( t=O; t<pm2- 1 ; t++ ) for ( j=t+ I; j<pm2; j++ ) 
if( fabs( fabs(.2E2(z,t))- fabs( ZE2(z,j))) <=O. OI) 
if( vze2(j] = = j ) vze2[j] = t; 
for ( count2=0, i=O; i<pm2; i++) if ( vze2[i] = = i ) count2++; 
for ( nmm2=0 t=O i=O i<pm2· i++) 
, ' ' ' 
if( fabs(ZE2(z,i~ ) > Zc(O,count2-J)) nmm2++; 
ZEM2(t,z) = ~; 
} 
printf("%d", fpriii1:f(fp,"\nZEM2:")); 
for ( t=O, z=O; z<npar; z++) printf("%d", fprintf(fp,"%3d",ZEM2(t,z))); 
printf("%d" ,fprint::f(fp, "\n") ); 
for ( nparf-=0, i=<>; i<npar; i++ ) for ( t=O, k=O; k<q; k++ ) 
if( pvza[k] != ::k && !ZEM2(t,i)) 
if( pvza[k] = = PAR(i,O) li pvza[k] = = PAR(i,l)) nparf++; 
parf-=TMI(nparf* :2); 
for ( j=O, i=O; i<a par; i++ ) for ( t=O, k=O; k<q; k++ ) 
if( pvza[k] != k && !ZEM2(t,i)) { 
if( pvza[k:::J = = PAR(i,O)) { 
PARFQ,O) = k; PARF(j,J) = PAR(i,l); j++; 
} 
if(pvza[k] ==PAR(i,J)) { 
} 
PARFQ,O) = PAR(i,O); PARF(j,l) = k;j++; 
} 
for ( t=O, nparb=O, i=O; i<npar; i++) 
if( !ZEM2(t,i)) nparb++; 
npart = nparb+np arf; 
for ( t=O, nparb=O, i=O; i<npar; i++) if( !ZEM2(t,i)) { 
PART(nparb,O) = PAR(i,O); PART(nparb,J) = PAR(i,J); nparb++; 
} 
for ( i=nparb; i<npart; i++) { 
PART(i,O) = PARF(i-nparb,O); PART(i,l) = PARF(i-nparb,l); 
} 
retum npart; 
void Valcorr 1 (p,q, pps,yb,st,mm 1 ,ib,yi,m I e,yx,aj 1 ,x,x I ,zem I ,pvza) 
int p,q;int *zem 1, * pvza; 
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float *pps, *yb, *st, *mml, *ib, *yi, *mle, *yx, *ajl, *x, *xl; 
{ 
register int s, t ,j ,k; 
float ai; 
for ( a I =0, s=O; s<q; s++ ) for ( t=O; t<p; t++ ) { 
for(j=O;j<q;j++) { 
al += S(s,j)* YTBJ(t,j); 
} 
ST(st)=aJ· al =O· , , , 
} 
for ( t=O, k=O; k<q; k++) if( !ZEMl(t,k)ff !ZEMl(t,pvza[k])) { 
for ( al =0, t=O; t<p; t++) for ( s=O; s<p; s++) { 
a!= ffi(t,k) * YI(k,s); Ml(t,s) = al; al =O; 
} 
for ( al=O, s=O; s<p; s++) for ( t=O; t<l; t++) { 
for ( j=O; j<p; j++ ) { 
ai += Ml(s,j) * YTX(j,t); 
} 
MlE(s t) =ai· a! =o· 
' , ' } 
for ( al=O, s=O; s<q; s++) for ( t=O; t<l; t++) { 
for ( j=O; j<p; j++ ) { 
a! += ST(s,j) * MIE(j,t); 
} 
AJJ(sk)=al· al=O· 
' ' ' } 
for ( t=O, s=O; s<q; s++) 
} 
if( sI= k) Xl(s,k) = X(s,t) + AJI(s,k); 
else Xl(s,k) =O; 
else for ( s=O; s<q; s++) Xl(s,k) =O; 
} 
void V alcorr2(p,q,npart,pps,st,mm I ,ib,yi,m 1 e,yx,aj 1 ,x,x 12,part,ui,yb,ny,za I) 
. * mt p,q,npart, pan; 
float *pps, *st, *rnm 1, *ib, *yi, *ml e, *yx, *aj 1; 
float *x,*x12,*ui,*yb,*ny,*zal; 
{ 
register int s,t,j,k,z,i; 
float al, a2, *sny; 
sny = TM(q*npart); 
for ( a 1 =0, s=O; s<q; s++ ) for ( t=O; t<p; t++ ) { for ( j=O; j<q; j++ ) { 
al += S(s,j) * YTBI(t,j); 
} 
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ST(s t) = al a 1 =o· , , ,
} 
for ( t=O, z=O; z<npart; z++) { 
k=PART(z,O); i=PART(z,l); 
{ 
for ( al =0, t=O; t<p; t++) for ( s=O; s<p; s++) { 
al = IB(t,k) * YI(k,s); 
Ml(t,s) =ai; al =O; 
} 
for (ai =0, s=O; s<p; s++) for ( t=O; t<l; t++) { 
for ( j=O; j<p; j++ ) { 
al += Ml(s,j) * YTX(j,t); 
} 
MIE(s t) =ai· al=O· , , , 
} 
for ( a! =0, s=O; s<q; s++ ) for ( t=O; t< I; t++ ) { 
for ( j=O; j<p; j++ ) { 
ai += ST(sj) * MIE(j,t); 
} 
AJI(s,z) =ai; ai =O; 
} 
for ( t=O, s=O; s<q; s++) 
ifl: s != k) XI2(s,z) = X(s,t) + AJI(s,z); 
else Xl2(s,z) =O; 
for ( s=O; s<p; s++ ) 
for ( t=O; t<p; t++) Ml(s,t) = l(s,t)- Ml(s,t); 
for ( al=O, s=O; s<p; s++) { 
for ( t=O; t<p; t++ ) { 
ai+= Ml(s,t) * YTBI(t,i); 
} 
NY(s z)=al · ai =O· , , , 
} 
for (ai =0, s=O; s<q; s++) { 
for ( t=O; t<p; t++ ) { 
al += ST(s,t) * NY(t,z); 
} 
SNY(s,z) =ai; al =O; 
} 
for ( a! =0, s=O; s<p; s++) { 
al += YTBI(s,i) * NY(s,z); 
) 
a2=al; 
for ( s=O; s<q; s++ ) 
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) 
) 
if( s !=i && s ! = k) 
l 
X12(s,z) = ~12(s,z)- SNY(s,z) * ZA1(k,i) I sqrt(a2); 
else X12(s,z) = O; 
void vnom(int c,int rq,int ni,int *viv,char *cm,char *cnm) 
{ 
char *compo; 
char *numcor l; 
char *numcor2; 
char *ale; 
int cl =c+!, nicl = ni*cl; 
register int i,j,ki,kj ;; 
compo = TMC(MCOM+ 1 ); 
numcorl = TMC(I"'v1COR); 
numcor2 = TMC(I"'v1COR); 
ale = TMC(MCOR. *(MCOM+ 1 )*3 ); 
for ( i=O; i<c; i++ _) compo[i] = 'A'+i; 
for ( i=c; i<c1; i+-+- ) compo[i] = 'T'; 
for ( i=O; i<9; i++ _) { 
numcorl[i] = '-'; numcor2[i] = 'l'+i; 
} 
for (j=O, i=9; i<ni .&& j<10; i++,j++) { 
numcorl [i] = '1 '; numcor2[i] = 'O'+j; 
} 
if( ni = = 20) { numcorl[ni-1] = '2'; 
numcor2[ni-1] ='O'; 
} 
for ( i=O; i<ni; i++ ) for ( j=O; j<c 1; j++ ) { 
ALC(j+i*cl,O) = compofj]; ALC(j+i*cl,1) = numcor1[i]; 
ALC(j+i*c1,2) = numcor2[i]; 
} 
for ( i=nic I; i<nic 1 -+rq; i++ ) { 
ALC(i,O )='R'; ALC(i, 1 )='-'; ALC(i,2 )=' 1 '+(i-nic 1 );; 
} 
for ( ki=O, kj=O, i=O; i<nicl+rq; i++) if( viv[i] = = l) { 
for(j=O;j<3;j-+-+) CM(ki,j) = ALC(i,j); ki++; 
} 
else if( viv[i] = = 3) { 
for ( j=O; j<3 ; j++ ) CNM(kj,j) = ALC(i,j); kj++; 
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} 
void variancia (int ni,int c,int q,float *varct, float *mfin, float *pps) 
{ 
l 
int nctm, c! =c+ 1; 
float *mb, *sct, *ms; 
float *varm, a 1; 
register int i,j,t,k; 
for ( nctm=O, i=O; i<ni; i++ ) if ( varct[i] != O ) nctm++; 
mb = TM(q*nctm); 
for ( i=O; i<q; i++ ) for ( j=O; j<nctm; j++ ) MB(i,j) = O ; 
for ( t=O, k=O, j=O; j<ni; j++) if ( varct[j] !=O) { 
for ( i=O; i<cl; i++) if( MFM(j,i) !=O && MFM(j,i) != 2) { 
MB(k,t) = MFM(j,i); k++; 
} 
t++; 
} 
varm = TM(nctm); 
for ( t=O, i=O; i<ni; i++ ) if ( varct[i] != O ) { 
varm[t] = varct[i]; t++; 
} 
sct = TM(nctm*nctm); 
for ( i=O; i<nctm; i++ ) for ( j=O; j<nctm; j++ ) 
SCT(i,j) = (i== j ? varm[i] • O); 
ms=TM(q*nctm); 
for ( al=O, i=O; i<q; i++) for (j=O;j<nctm;j++) { 
for ( t=O; t<nctm; t++ ) { 
ai += MB(i,t) * SCT(tj); 
} 
MS(i,j) =ai; ai =O; 
} 
for (a! =0, i=O; i<q; i++) for ( t=O; t<q; t++) { 
} 
for ( j=O; j<nctm; j++ ) { 
a! += MS(i,j) * MB(t,j); 
} 
if ( i== t) S(i,t) =ai; 
else S(i,t) = al/2; 
a!= O; 
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void V ai_ obs2( m,n~ q,npart,part,pp,b 1 ,x 12,cm,crun,cnm2r, vo2,fp) 
. * mt m,n,q,npart, part; 
char *em, *cnm, *cllTI12r; 
float *pp,*b1, *xl2~ *vo2; 
FILE *fp; 
{ 
float a1; 
float *p2r, *p2rl, *p2r1, *u2, *b12rm, *b2x; 
int nm2=n+2, ml=m-1, r2; 
int *vip , *vi c, *vir; 
float *vnob2, *p2r3, *up2r3 , *vi2, *vno2; 
char *comptroc; 
double fabs( ); 
register int ij,z,k, t; 
comptroc = TMC(3); 
p2r = TM(m*mn2); 
p2rl = TM(m*nm2); 
vip = TMI(m); 
vic = TMI(nm2); 
b12rm = TM(m*q); 
vnob2 = TM(mn2); 
printf("%d",fprintf{fp,"\n\nQuantidades Nao-Medidas Apos 2 Remocoes\n")); 
for ( z=O; z<npart; z++ ) { for ( i=O; i<m; i++ ) { 
for ( j=O; j<n; j++ ) P2RL(i,j) = P2R(i,j) = P(i,j); 
for ( j=n; j<n+ 1; j++) P2RL(i,j) = P2R(i,j) = B l(i,PART(z,O)); 
for ( j=n+ 1; j<nrn2; j++) P2RL(i,j) = P2R(i,j) = Bl(i,PART(z, 1 )); 
} 
for ( i=O; i<m; i++ ) for (j=O; j<q; j++) BI2Rm(ij) = Bl(i,j); 
for ( i=O; i<m; i++ ) vip[i] = i; 
for ( i=O; i<nm2; i++ ) { 
vic[i] = i; vnob2[i] = O; 
} 
r2=triang(m,mn2,p2rl,p2r, vip, vi c); 
vir= TMI(r2); 
for ( i=O; i<r2; i++ ) vir[i] = i; 
p2r1 = TM(r2*r2); 
for ( i=O; i<r2; i++ ) for ( j=O; j<r2; j++ ) P2Rl(i,j) = P2R(i,j); 
u2 = TM(r2*r2); 
for ( i=O; i<r2; i++ ) for ( j=O; j<r2; j++ ) U2(i,j) = ( i = = j ? 1 • O ); 
lu(r2,vir,p2rl ); 
backs(r2,r2, vir,p2r 1 ,u2); 
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free(vir); free(p2r 1); 
for ( i=O; i<n; i++- ) for ( j=O; j<3; j++ ) CNM2R(i,j) = CNM(i,j); 
for ( i=n, j=O; j<3; j++) CNM2R(i,j) = CM(PART(z,O),j); 
for ( i=n+ 1, j=O; j-<3; j++) CNM2R(i,j) = CM(PART(z,1),j); 
if(r2 = = nm2) { 
printf("%d",fPrintf(fP,"\nTodos os v n m sao observaveis\n")); 
printf("%d",fPrintf(fP,"\nMedidas removidas: Par numero %d\n", z+ 1)); 
for ( i=O; i<nm2; i++) { 
for( j=O; j <3 ; j++) printf("%d", fPrintf( fP, "%c", CNM2R(i,j))); 
printf("%d", fjJrintf(fP," ")); 
} 
printf("%d", fprirTtf(fP,"\n")); 
} 
else { 
p2r3 = TM(r2*(:nm2-r2)), 
for ( i=O; i<r2; i-++ ) for ( j=r2; j<nm2; j++ ) P2R3(i,j-r2) = P2R(i,j); 
up2r3 = TM(r2*(rnn2-r2)); 
for ( al=O, i=O; i<=r2; i++) for (j=O;j<nm2-r2;j++) { 
for ( k=O; k<r2.;. k++ ) { 
a1 += U2(i,k) * P2R3(k,j); 
} 
UP2R3(i,j) = a1; a1 =O; 
} 
free(p2r3 ); 
vi2 = TM((nm2-r2)*(nm2-r2)); 
for ( i=O; i<nm2-r2; i++ ) 
for ( j=O; j<nm2-r2; j++) VI2(ij) = (i== j ? l : O); 
vno2 = TM(nm2*'(nm2-r2)); 
for ( i=O; i<r2; i++- ) for ( j=O; j<nm2-r2; j++ ) VN02(i,j) = UP2R3(i,j); 
for ( i=r2; i<nm2; i++) for ( j=O; j<nm2-r2; j++) VN02(i,j) = VI2(i-r2,j); 
free(up2r3); free( v-i2); 
for ( j=O; j<nm2-l ; j++ ) if ( j < vic[j] ) 
for ( i=O; i <:3; i++) { 
comptroc[i] = CNM2R(i,i); CNM2R(i,i) = CNM2R(vic[j],i); 
CNM2R(vic[j],i) = comptroc[i]; 
} 
printf("%d", fprintf(fjJ,"\nMedidas removidas apos troca: Par numero %3d\n", z+ 1)); 
for ( i=O; i<nm2; i++) { 
for (j=O; j<3;j++) printf("%d", fPrintf(fP,"%c",CNM2R(i,j))); 
printf("%d", fPrintf( fP," ") ); 
l 
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for ( al=O, i=O; i<nm2; i++) { 
for ( j=O; j<nm2-r2; j++ ) { 
a! += fabs(VN02(ij)); 
} 
vnob2[i] =a!; al =O; 
} 
free(vno2); 
for ( vip[ m I ]=m 1, i=O; i<m I; i++ ) for ( j=O; j<q; j++ ) { 
ai= B I2Rm(i,j); Bl2Rm(i,j) = B 12Rm(vip[i],j); 
B12Rm(vip[i],j) =ai; 
} 
b2x = TM(r2); 
for ( a 1 =0, i=O; i<r2; i++ ) { 
for ( t=O, j=O; j<q; j++) { al += Bl2Rm(ij) * X12(j,z); 
} 
B2X(i t) = -aJ· ai =O· , , ' 
} 
for ( ai=O, i=O; i<r2; i++) if( vnob2[í] ==O) 
for ( k=O; k<l; k++) { for ( j=O; j<r2; j++) { 
al += U2(i,j) * B2X(j,k); 
} 
V02(i,z) = al; ai =O; 
} 
else V02(i,z) = O; 
for ( i=r2; i<nm2; i++) V02(i,z) =O; 
free(u2); free(b2x); 
printf1:"%d", tprintf(tp,"\nValores observaveis apos duas remocoes\n")); 
for ( i=O; i<n+2; i++) 
printf1:"%d" ,tprintf1:tp, "%8.2f', V02(i,z))); 
printf1:"%d", tprintfl:fP,"\n")); 
} 
} 
void Vai_ obs I (m,n,q,zeml ,pvza,pp,b l ,xl ,cm,cnm,cnmlr,vo I ,fp) 
int m,n,q, *zem 1, *pvza; 
float *pp, *bl, *x1, *vo1; 
char *em, *cnm, *cnmlr; 
FILE *tp; 
{ 
float *p1r, *p1rl, *plrl,*ul,*bllrm; 
float *bix, *plr3, *uplr3,*vil, *vnol; 
float *vnob 1, a 1; 
int nml = n+ 1, rl, ml = m-1; 
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int *vip I, *vi c 1, *v-ir 1 ; 
char *comptroc; 
double fabs( ); 
register int i,j,k,t; 
comptroc = TMC<:3); 
plr=TM(m*nml ); 
plrl = TM(m*nm :I); 
vipl = TMl(m); 
vicl = TMl(nrnl);. 
bllrm = TM(m*CJ ); 
vnobl = TM(nml :>; 
for ( t=O, k=O; k<q; k++ ) { t = O; 
if( !ZEMJ(t,k) li !ZEMl(t,pvza[k])) { 
for ( i=O; i<m; i++ ) { 
for ( j=O; j<::n; j++) PIRL(i,j) = PlR(ij) = P(í,j); 
for ( j=n; j<::nml; j++) PJRL(i,j) = PIR(i,j) = B l(i,k); 
} 
for ( i=O; i<m; i++- ) for ( j=O;j<q;j++) BllRm(i,j) = Bl(i,j); 
for ( i=O; i<m; i++- ) vip 1 [i] = i; 
for ( i=O; i<nrn 1; i-++ ) { 
vi c 1 [i] = i; vnob 1 [i] = O; 
} 
rl =triang(m,nml, p lrl,p lr,vip 1 ,vi c 1 ); 
vir! = Tl\1I(rl ); 
for ( i=O; i<rl; i+-+-) virl[i] =i; 
plrl = TM(rl *ri:>; 
for ( i=O; i<rl; i+-+- ) for ( j=O; j<rl; j++) P!Rl (i,j) = PlR(i,j); 
ul = TM(rl *rl); 
for ( i=O; i<rl; i+-+- ) for ( j=O; j<rl; j++ ) UI (i,j) = ( i= =j ? 1 : O ); 
lu( r! ,virl,p lrl ); 
backs(rl,rl,virl,p lrl,ul); 
free(virl); free(p 1 r!); 
for ( i=O; i<n; i++ ) for ( j=O; j<3; j++) CNMIR(i,j) = CNM(i,j); 
for ( i=n, j=O; j<3; j++) CNMIR(i,j) = CM(k,j); 
if(rl = = nml) printf("%d", tprintf(fp,"\nTodos os v n m sao observaveis\n")); 
else { 
plr3 = TM(rl *(nml-rl)); 
for ( i=O; i<rl; i++) for ( j=rl; j<nml; j++) PlR3(i,j-rl)=PlR(ij); 
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up1r3 = TM(r1 *(::run1-r1)); 
for ( a1=0, i=O; i<::::ri; i++) for (j=O;j<nm1-r1;j++) { 
for ( t=O; t<::::r1; t++) { 
a I +=UI C i,t) * PIR3(t,j); 
} 
UPIR3(i,j ) =ai; ai =O; 
} 
free(p I r3 ); 
vil =TM((nmi-r 1)*(nml-rl)}; 
for ( i=O; i<nml-r 1; i++) 
for (j=O; j<nmi-ri; j++) VI1(i,j) = (i== j? I :O); 
vnoi=TM(nml *(Y~mi-rl)); 
for ( i=O; i<rl; i+-+) for ( j=O; j<nmi-rl; j++) VNOI(i,j) = UPJR3(i,j); 
for ( i=rl; i<nmi ; i++) for G=O; j<nm1-r1; j++) VNOI(ij) = VII(i-ri,j); 
free(upir3); freeC::vii); 
for (j=O;j<nml- I ;j++) if(j <vic1DJ) 
for ( i=O; i<3; i-+-+ ) { 
comptroc[i] = CNMIRQ,i); CNM1RQ,i) = CNMIR(viciOJ,i); 
CNM1R(vic1DJ,i) = comptroc[i]; 
} 
for ( ai=O, i=O; i<:nmi; i++) { for ( j=O; j<nmi-ri; j++) { 
a1 += fabsC::VNOI(i,j)); 
} 
vnobi[i] = ai; ai =O; 
) 
! 
free( vno 1 ) ; 
} 
for ( vip I [ m I ]=In 1, i=O; i<m I; i++ ) for ( j=O; j<q; j++ ) { 
ai= BIIRrn(i,j); BliRm(i,j) = BIIRm(vipi[i],j); 
B IIRm(vip 1 [i],j) =ai; 
} 
bix = TM(ri ); 
for ( ai=O, i=O; i<ri; i++) { 
for ( t=O, j=O; j<q; j++) { 
al += B11Rm(ij) * XIQ,k); 
} 
BlX(it)= -aJ· al=O· 
' , , 
} 
for ( ai=O, i=O; i<rl; i++) if( vnobl[i] ==O) 
for ( t=O; t<l; t-++) { 
for ( j=O; j<rl; j++) { 
al += Ul(i,j) * BJXQ,t); 
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} 
} 
VOI(i k) = ai ai =O 
' ' ' } 
else VOI(i,k) =O; 
for ( i=rl; i<nml; i++) VOI(i,k) =O; 
free(ul); free(blx); 
} 
else for ( i=O; i<nrnl; i++) VOI(i,k) =O; 
} 
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APÊNDICE E. LISTAGEM DO PROGRAMA TCLASS 
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O Programa TCLASS, conforme listado abaixo, permite a entrada de dados 
pelo teclado ou através de arquivo de dados. Os resultados são gravados em arquivo de dados 
cujo nome é informado no início. 
I* Programa TCLASS- Classificacao de Variaveis de Processo *I 
#include <stdio. h> 
#include <alloc.h> 
#include <conío.h> 
#include <math.h> 
#include<ctype.h> 
#include<string.h> 
#include<stdlib .h> 
#define M(i,j) (*(fd+2 *(i)+j)) 
#define A(i,j) (*(a+mi *(i)+j)) 
#define AC(i,j) (*(ac+nícl *(i)+j)) 
#define TE(i,j) (*(te+c2 *(i)+j)) 
#define ME(i,j) (*(me+micl *(i)+j)) 
#define ACC(i,j) (*(acc+(nicl+rq)*(i)+j)) 
#define B l(i,j) (*(b 1 +q*(i)+j)) 
#define B2(i,j) (*(b2+nb2*(i)+j)) 
#define P(i,j) (*(pp+n*(i)+j)) 
#define BF(i,j) (*(bf+nb2*(i)+j)) 
#define C(i,j) (*( cc+nc*(i)+j)) 
#define PL(i,j) (*(pl+n*(i)+j)) 
#define Pl (i,j) (*(p 1 +r*(i)+j)) 
#define P2(i,j) (*(p2+r*(i)+j)) 
#define U(i,j) (*(u+r*(i)+j)) 
#define P2U(i,j) (*(pu+r*(i)+j)) 
#define UP(i,j) (*(up+p*(i)+j)) 
#define YT(i,j) (*(y+m*(i)+j)) 
#define H(i,j) (*(h+m*(i)+j)) 
#define YHT(i,j) (*(yh+m*(i)+j)) 
#define D(i,j) (*( d+nc*(i)+j)) 
#define P3(i,j) (*(p3+(n-r)*(i)+j)) 
#define DL(i,j) (*( dl+nc*(i)+j)) 
#define UP3(i,j) (*(up3+(n-r)*(i)+j)) 
#define VI(i,j) (*(vi+(n-r)*(i)+j)) 
#define VCN(i,j) (*(vcn+(n-r)*(i)+j)) 
#define BCI(i,j) (*(bci+(nícl+rq)*(i)+j)) 
#define ACB(i,j) (*(acb+(nicl+rq)*(i)+j)) 
#define Dl(i,j) (*(d l+rd *(i)+j)) 
#define UD(i,j) (*(ud+rd *(i)+j)) 
#define D3(i,j) (*(d3+(nc-rd) *(i)+j)) 
#define UD3(i,j) (*(ud3+(nc-rd) *(i)+j)) 
#define VIW(i,j) (*(viw+(nc-rd) *(i)+j)) 
#define W(i,j) (*(w+(nc-rd) *(i)+j)) 
#define Cl(i,j) (*(pcl+nc *(i)+j)) 
#define CIW(i,j) (*(clw+(nc-rd) *(i)+j)) 
#define P3T3(i,j) (*(p3t3+(nc-rd) *(i)+j)) 
#define T3(i,j) (*(t3+(nc-rd) *(i)+j)) 
#define T(i,j) (*(t+(nc-rd) *(i)+j)) 
#define CL(ij) (*( cl+nc *(i)+j)) 
#define D2(ij) (*( d2+rd *(i)+j)) 
#define D2U(i,j) (* ( du+rd *(i)+j)) 
#define UZ(ij) (*(uz+pmrd *(i)+j)) 
#define ZT(i,j) (*(zt+p *(i)+j)) 
#define HZ(ij) (*(hz+p *(i)+j)) 
#define ZHT(i,j) ( * ( zh+p *(i)+j)) 
#define ZY(ij) (*(zy+m *(i)+j)) 
#define ZB 1 (ij) (*( zb l+q *(i)+j)) 
#define ZB2(i,j) (*( zb2+nb2 *(i)+j)) 
#define ZBF(i,j) (*(zbf+q *(i)+j)) 
#define ZTO(ij) (*(zto+nct *(i)+j)) 
#define HC(i,j) (*(hc+nc *(i)+j)) 
#define ALC(i,j) (*(alc+3*(i)+j)) 
#define CM(i,j) (*( cm+3 *(i)+j)) 
#define CNM2(i,j) (*(cmn2+3 *(i)+j)) 
#define CNM3(i,j) (*(cnm3+3 *(i)+j)) 
#define TMJ(size) (int *)malloc(size*sizeof{int)) 
#define TM(size) (float *)malloc(size*sizeof{tloat)) 
#define TMC(size) (char *)malloc(size*sizeof{char)) 
#define MNO 10 
#define MCOR 20 
#define MCOM 1 O 
#define MREA 5 
int ni; /* correntes globais *I 
int mi; I* num de nos*/ 
int c; I* num especies químicas *I 
int rq; I* num de reacoes químicas *I 
int nc; I* num cor globais cat 2 *I 
int nct; /* num cor globais cat 1 *I 
int nb2; I* num de so fracoes medidas *I 
int q ; I* num correntes medidas *I 
int M[MCOR][2]; 
tloat TE[MREA][MCOM+2]; 
tloat fra[MCOR *(MCOM+ l)]; I* lista so fracoes medidas *I 
int vfra[MCOR]; /*numero de so fracoes medidas em cada corrente *I 
tloat vaz[MCOR*(MCOM+1)]; I* lista vazoes medidas *I 
int vvaz[MCOR]; /*num de vazoes Cat 1 em cada corrente*/ 
int viv[MCOR *(MCOM+ 1 )+MREA); 
int vie[MNO*(MCOM+ 1)]; 
void entrar(void), mostrar(void), gravar(void),ler(void); 
void classificar(void); 
char menu(void); 
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main() 
{ 
} 
char ch; 
clrscr( ); 
printf("\nP R O G- RAMA T C L A S S\n"); 
printft"\nCLASSrFICACAO DE VARIA VEIS DE PROCESSO\n"); 
printft"\nElaborad o por: T ALIT A FURLANETTO MENDES\n"); 
printft"\nOrientad.or: Joao Alexandre.F.R. Pereira\n"); 
printft"\n\n\n\n\n\rl\n\t\tpara continuar digite qualquer letra\n"); 
ch=getche( ); 
clrscr( ); 
printft"\nEscolha -._.ma opcao\n"); 
for(;;){ 
ch=menu( ); 
switch( ch) { 
} 
case 'E' : en. trar( ) ; 
break; 
case 'M' : rr1. ostrar( ) ; 
break; 
case 'G': gravar(); 
break; 
case 'L' : ler( ); 
break; 
case 'C' : classificar( ); 
break; 
case 'S' : ex:it(O); 
} 
void classificar(void) 
{ 
void backs (int r, i:nt rs, int *ir, float *pl, float *u ); 
void prod_ m(int s~ int r,int w,float *p2,float *u,float *pu); 
void vnom(int c,int rq,int ni,int nicl,int *viv, char *cm,char *cnm2,char *cnm3); 
int triang(int m,int n,float *pl,float *pp,int *ip,int *i c); 
int lu(int r,int *ir,float *pl); 
int cl,c2,nicl, mie 1; 
int m, ml, n, *fd; 
float *a, *ac, *te, *me, *acc; 
float *bci, *acb, *b 1, *b2, *pp, *bf, *cc; 
. *. *. *" mt r, 1p, !C, 1r, p; 
float *pl, *p I, *p2? '*u, *pu; 
float ai, *up, *y, *h, *yh, *d, *p3, *di; 
int *ipd, *icd, rd, * ird; 
float *up3,*vi,*vcn, *dl, *ud, *d3; 
float *ud3, *viw, *w, *pcl; 
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float *clw, *p3t3= *t3, *t, *cl; 
float *d2, *du, *u.z, *zt, *hz, *zh, *zb I, *zb2; 
int pmrd, *vvalme<ll, *vvalnm2, *vvalnm2e, *vvalnm3, *vvalmed2; 
float *zto, *zbf, * :z;y; 
char *em, *cnm2, *cnm3, *comptroc; 
int *hc, ncl, ali, *'vvalnm2t; 
int i,j,k,ki,kj,kt; 
FILE *fp; 
char s[20]; 
printf("\nNome de> Arquivo dos Resultados:"); 
gets(s); 
if ( ( fp=fopen( s, """"") ) = = NULL ) { 
printf("Nao posso abrir arquivo\n"); 
retum; 
} 
printf("%d", fprintf(fp, "RESULTADOS DA CLASSIFICACAO DE VARIA VEIS DE 
PROCESSO\n") ); 
cl=c+l; 
nicl =ni*cl; 
miei = mi*cl; 
c2 = c+2; 
comptroc = TMC(3 ); 
clrscr( ); 
fd = 1MI(ni*2); 
a= TM(ni*mi); 
for ( i=O ; i<ni ; i+-+ ) for ( j=O ; j<2 ; j++ ) M(i,j) = M[i][j]; 
for ( i=O ; i<ni; i+-+ ) for ( j=O ; j<mi ; j++ ) { 
A(i,j) = ( M(i,O) = = j+l 7 I: O); 
if(A(i,j)= =O) A(i,j)=(M(i,l)==j+l LI O); 
l 
ac = TM(micl *nic 1); 
for ( i=O ; i<mi ; i-++ ) for ( ki=O ; ki<c 1 ; ki++ ) 
for ( j=O ; j<ni ; j++ ) for ( kj=O ; kj<c I ; kj++ ) 
AC( (cl *i+ki),(cl *j+kj)) = ( ki = = kj? A(j,i): O); 
te= TM(rq*c2); 
me= TM(rq*rnic1 ); 
for ( i=O ; i<rq ; i+-+ ) for ( j=O ; j<c2 ; j++ ) TE(i,j) = TE[i][j]; 
for ( i=O ; i<rq ; i+-+ ) for ( j=O ; j<mi ; j++ ) 
for ( kj=O ; kj<c I ; kj++ ) 
ME( i, c 1 *j-+-kj) = ( c I *j+kj = = (TE(i,0)-1 )*c I +kj ? TE(i,kj+ I) : O ); 
acc=TM(micl * (nicl+rq)); 
for ( i=O ; i<mic l ; i++ ) for ( j=O ; j<nic l ; j++ ) ACC(i,j) = AC(i,j); 
for ( i=O ; i<mic l ; i++ ) 
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for ( j=nicl ; j<nícl+rq ; j++) ACC(i,j) = ME(j-nicl,i); 
for ( m=O, i=O; i<ITiicl ; i++) if( vie[i] ==I) m++; 
for ( ki=O, i=O; i<Inicl ;i++) if( vie[i] ==I) { 
for ( j=O ; j<nic 1 +rq ; j++ ) ACC(ki,j) = ACC(i,j); ki++; 
} 
bci = TM( ni * (nicl+rq) ); 
for ( i=O ; i<ni ; i+-+ ) { for ( j=O ; j<nic 1 +rq ; j++ ) 
BCI(i,j) = ( j >=(c! *i) && j < (c1 *i)+cl ? 1 :O); 
} 
for ( i=O ; i<ni ; i+-+ ) { for ( j=O; j<nic 1 +rq ; j++ ) 
if ( BCI(i,j) && j = = i*cl+(cl-1) ) BCI(i,j) =-I; 
} 
acb = TM((m+ni)* (nicl+rq)); 
for ( i=O; i<m ; i++ ) for ( j=O ; j<nic 1 +rq ; j++ ) ACB(i,j) = ACC(i,j); 
for ( i=m; i<m+ni ; i++)for ( j=O; j<nic l+rq ; j++ ) ACB(i,j) = BCI(i-m,j); 
for ( n=O, i=O ; i<nic I +rq ; i++ ) { if ( viv[i) = = 3 ) n++; 
} 
m = m+ni; 
b 1 = TM(m*q); 
b2 = TM(m*nb2); 
pp = TM(m*n); 
for ( kj=O, ki=O, kt=O, j=O ; j<nic I +rq ; j++ ) { 
if(viv[j] == 1) { 
for ( i=O; i<m; i++) Bl(i,kj) = ACB(i,j); kj++; 
} 
if ( vivO] = = 2 ) { 
for ( i=O; i<m; i++ ) BZ(i,ki) = ACB(i,j); ki++; 
} 
if(viv[j)==3) { 
) 
for ( i=O; i<m ;i++) P(i,kt) = ACB(i,j); kt++; 
) 
em= TMC(q*3); 
cnm2 = TMC(nb2*3); 
cnm3 = TMC(n*3); 
vnom( c,rq,ni,nic 1, viv,cm,cnm2,cnm3); 
if ( nb2) { 
cc = TM(m*nc); 
bf= TM(m*nb2); 
for ( i=O; i<m; i++ ) for ( j=O; j<nc ; j++) C(i,j) = O; 
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for ( j=O; j<nb2 ; j-++ ) for ( i=O ; i<m ;i++) { 
if\ fabs ( B2(i,j) ) = = 1 ) BF(i,j) = B2(i,j) * fra[j]; 
e1se BF(i,j) = B2(i,j); 
} 
for ( kj=O, j=O ; j<:r:tb2 ; j++ ) { 
for ( k=O; k<vfra [kj] ; k++ ) { 
for ( i=O; i<m; i-++ ) C(i,kj) += BF(i,j+k) ; 
l 
kj++; 
j += k-1; 
l 
l 
i f ( n ) { 
pl = TM(m*n); 
ic = TMJ(n); 
ip = TMl(m); 
for ( i=O ; i<m ; i+-+ ) for ( j=O ; j<n ; j++ ) PL(i,j) = P(i,j); 
for ( i=O ; i<m ; i+-+ ) ip[i] = i; 
for ( i=O ; i<n ; i+-+ ) ic[i] =i; 
r=triang(m,n,pl,pp~ip,ic); 
p = m-r; 
p1 = TM(r*r); 
for ( i=O ; i<r; i++ ) for ( j=O ; j<r ; j++) P1 (i,j) = P(i,j); 
ir= TMl(r); 
u = TM(r*r); 
for ( i=O ; i<r ; i++ ) ir[i] = i; 
for ( i=O ; i<r ; i++ ) 
for ( j=O ; j<r; j++) U(i,j) = (i== j? I • O); 
lu(r,ir,p1); 
backs(r,r,ir,p 1,u ); 
p3 = TM(r*(n-r)); 
for ( i=O ; i<r; i++ ) for ( j=r; j<n; j++) P3(i,j-r) = P(i,j); 
p2 = TM(p*r); 
for ( i=O ; i<p ; i++ ) for ( j=O ; j<r ; j++ ) P2(i,j) =- P(i+r,j); 
pu=TM(p*r); 
prod _ m(p,r,r,p2, u, pu); 
up=TM(p*p); 
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y=TM(p*m); 
for ( i=O; i<p; i++ ) for ( j=O; j<p; j++) UP(i,j) = ( i = = j ? 1 • O ); 
for ( i=O; i<p; i++ ) { 
for ( j=O; j<r; j++) YT(i,j) = P2U(i,j); 
for ( j=r; j<m; j+-+) YT(i,j) = UP(i,j-r); 
) 
h=TM(m*m); 
for ( i=O; i<m; i+-+- ) for ( j=O; j<m; j++ ) H(i,j) = ( i = = j ? 1 • O ); 
m1 = m-1; 
for(ip[m1J=m1, i=O;i<m1 ;i++) for(j=O;j<m;j++) { 
a1 = H(ij); H(i~j) = H(ip[i],j) ; H(ip[iJ,j) = a1; 
) 
yh = TM(p*m); 
prod _ m(p,m,m,y,h,yh); 
if ( r = = n && I nb2 ) { 
printQ"o/od", fprint:f(fp,"\nCiassificacao das Quantidades da Categoria 3\n")); 
printQ"o/od", fprint:f(fp,"\nTodas sao observaveis•")); 
for ( i=O ; i<n ; i++ ) { 
for (j=O ;j<3 ; j-++) printQ"%d",fprintQfp,"%c",CNM3(i,j))); 
printQ"o/od", fprintQfp," ")); 
) 
printQ"o/od", fprintf(fp,"\n\nNao ha vazoes da Categoria 2\n")); 
} 
else { 
if ( nb2 ) { 
d=TM(p*nc); 
for ( al=O, i=O ; i<p; i++) for ( k=O; k<nc; k++) { 
for ( j=O ; j<m ;j++ ) { 
a1 += YHT(i,j)*C(j,k); 
} 
D(ik)=a1· al =O· 
' ' , } 
dl = TM(p*nc); 
icd = TMI(nc); 
ipd = TMI(p); 
for ( i=O ; i<p ; i++ ) for ( j=O ; j<nc ; j++ ) DL(i,j) = D(í,j); 
for ( i=O; i<p ; i++ ) ipd[iJ = i; 
for ( i=O; i<nc; i++ ) icd[i] = i; 
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rd = triang(p,nc,dl,d,ipd,icd); 
di = TM(rd*rd); 
for ( i=O ; i<rd ; i++ ) for ( j=O ; j<rd ; j++ ) DI (i,j) = D(i,j); 
ird = TMJ(rd); 
ud = TM(rd*rd); 
for ( i=O ; i<rd ; i++ ) ird[i] = i; 
for ( i=O ; i<rd ; i++ ) 
for ( j=O ; j<rd ; j++ ) UD(i,j) = ( i = = j ? I O ); 
lu(rd,ird,d I); 
backs( rd,rd,ird,d 1, ud); 
d3 = TM(rd*(nc-rd)); 
for ( i=O ; i<rd ; i++ ) for ( j=rd ; j<nc ; j++ ) D3(i,j-rd) = D(i,j); 
pmrd = p-rd; 
d2 = TM(pmrd*rd); 
for ( i=O ; i<pmrd ; i++ ) for ( j=O ; j<rd ; j++ ) D2(i,j) = -D(i+rd,j); 
if(rd==nc) 
if(r==n) { 
printft"%d", fprintf(tp,"\nClassificacao das Vazoes da Categoria 2\n")); 
printft"%d", fprintftfP,"\nTodas sao observaveis:")); 
for ( i=O ; i<nb2 ; i++ ) { 
for (j=O ;j<3 ;j++) printft"%d", tprintftf]:>,"%c",CNM2(i,j))); 
printft"%d", fprintftf]:>," ")); 
} 
printft"%d", fprintfttp,"\n\nCiassificacao das Quantidades da Categoria 3\n")); 
printft"%d", fprintftfP,"\nTodas sao observaveis:")); 
for ( i=O ; i<n ; i++ ) { 
for ( j=O; j<3 ; j++) printft"%d", tprintftf]:>,"%c",CNM3(i,j))); 
printft"%d", fprintfttp," ")); 
} 
goto fim; 
} 
else { 
up3 = TM(r*(n-r)); 
for (ai =0, i=O ; i<r; i++) for ( j=O ; j<n-r; j++) { 
for ( k=O ; k<r ; k++ ) { 
ai += -U(i,k) * P3(kj); 
} 
UP3(i,j) = al; ai =O; 
} 
vi= TM((n-r)*(n-r)); 
for ( i=O ; i<n-r ; i++ ) 
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for ( j=O ; j<n-r ; j++ ) VI(i,j) = ( i = = j ~ I • O ); 
vcn = TM(n*(n-r )); 
for ( i=O ; i<r ; i-+--+ ) for ( j=O ; j<n-r ; j++ ) VCN(i,j) = UP3(i,j); 
for ( i=r ; i<n ; i-+--+ ) for ( j=O ; j<n-r ; j++ ) VCN(i,j) = VI(i-r,j); 
vvalnm3 = TMI(r:t); 
for ( ai=O, i=O; :i <n; i++) { for ( j=O; j<n-r ;j++) { 
ai+= fabs ( VCN(i,j) ); 
} 
vvalnm3[:i] = (ai~ O • I); ai= O; 
} 
for ( j=O ; j<n-1 ~ j++ ) if ( j < ic[j] ) 
for ( i=O ; i<3 ; i++ ) { 
comptroc[i] = CNM3(j,i); CNM3(j,i) = CNM3(ic[j],i); 
CNM3(ic[j],i) = comptroc[i]; 
} 
printfl:"%d", fprin.tfl:fP,"\nCJassificacao das Vazoes da Categoria 2\n")); 
printfl:"%d", fprin.tfl:fp, "\nTodas sao observaveis• ")); 
for ( i=O ; i<nb2 ; i++ ) { 
for ( j=O; j<3 ; j-++ ) printfl:"%d", tprintfl:fP, "%c", CNM2(ij)) ); 
printfl:"%d",fprintfl:fP," ")); 
} 
printfl:"%d", fprin.tfl:fP,"\n\nCiassificacao das Quantidades da Categoria 3\n")); 
printfl:"%d", fprin.tf{tp, "\nQuantidades Observaveis• ") ); 
for ( i=O; i<n ; i+-+ ) if ( vvalnm3 [i] = = 1 ) { 
for (j=O;j<3; j++) príntfl:"%d", tprintf{tp,"%c",CNM3(i,j))); 
printfl:"%d", tprintfl:fP," ")); 
} 
printfl:"%d", fprin.tfl:tp, "\n\nQuantidades Nao-Observaveis• ") ); 
for ( i=O ; i<n ; i+-+ ) if ( vvalnm3 [i] = = O ) { 
for (j=O; j<3 ; j++) printfl:"%d", tprintfl:fP,"%c",CNM3(i,j))); 
printfl:"%d", tprintf{tp," ")); 
} 
printfl:"%d", fprintfl:tp, "\n")); 
goto fim; 
} 
else { 
ud3 = TM(rd*(nc-rd)); 
for ( ai =0, i=O ; i <rd ; i++ ) for ( j=O ; j<nc-rd ; j++ ) { 
for ( k=O ; k<rd ; k++ ) ( 
ai += -UD(i,k) * D3(k,j); 
} 
UD3(i,j) = ai; a! =O; 
} 
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viw = TM((nc-rd)*(nc-rd)); 
for ( i=O; i<nc-rd; i++ ) 
for ( j=O; j<nc-rd ; j++ ) VIW(i,j) = ( i = = j ? 1 • O ); 
w = TM(nc*(nc-rd)); 
for ( i=O; i<rd; i++ ) for ( j=O; j<nc-rd ; j++ ) W(i,j) = UD3(i,j); 
for ( i=rd; i<nc ; i++) for ( j=O ; j<nc-rd ; j++) W(i,j) = VIW(i-rd,j); 
vvalnrn2 = TMI(nc); 
for ( al =0, i=O; i<nc ; i++ ) { for ( j=O ; j<nc-rd ; j++ ) { 
a 1 += fabs ( W(i,j) ); 
) 
vvalnrn2[i] = (a! ? O • 1 ); al =O; 
) 
for ( i=O ; i<nc ; i++ ) if ( icd[i] I= i ) { 
hc=TMI(nc*nc ); 
for ( i=O ; i<nc ; i++ ) 
for ( j=O ; j<nc ; j++ ) HC(i,j) = ( i = = j ? 1 • O ); 
nc1 =nc-1; 
for ( icd[ nc 1 ]=ncl, i=O ; i<nc 1 ; i++ ) for ( j=O ; j<nc ; j++ ) { 
a1 = HC(j,i); HC(j,i) = HC(j,icd[i]) ; HC(j,icd[i]) =a!; 
} 
vvalnrn2t = TMI(nc); 
for( i=O ; i<nc ; i++ ) vvalnrn2t[i] = vvalnrn2[i]; 
for ( ali=O, j=O ; j<nc; j++) { for ( i=O ; i<nc ;i++) { 
ali+= HC(j,i) * vvalnrn2t[i]; 
} 
vvalnrn2[j] =ali; ali= O; 
} 
break; 
) 
vvalnrn2e = TMI(nb2); 
for ( i=O, j=O ; j<nc ; j++ ) { for ( k=O ; k<vfraOJ ; k++ ) { 
vvalnm2e[i+j+k] = vvalnm2[j]; 
) 
i+=vfra[j]; í=i-1; 
) 
printfl:"%d", tprintfl:fP,"\nClassificacao das Vazoes da Categoria 2\n")); 
printfl:"%d", tprintfl:fP, "\n V azoes Observaveis• ") ); 
for ( i=O ; i<nb2 ;i++ ) íf ( vvalnm2e[i] = = 1 ) { 
for (j=O;j<3 ;j++) printfl:"%d", fPrintfl:fP,"%c",CT\i"M2(i,j))); 
printfl:"%d", tprintfl:fP," ")); 
} 
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printf("%d", iprintf(fp,"\n")); 
printf("%d", iprintf(fp, "\n V azoes Nao-Observaveis: ") ); 
for ( i=O ; i<nb2 ; i++ ) if ( vvalnm2e[i] = = O ) { 
for G=O; j<3 ; j++) printf("%d", fprintf(fp,"%c",CNM2(i,j))); 
printf("%d", :tprintf(fp," ")); 
} 
printf("%d" ,iprintfl:fp, "\n") ); 
ml=m-1; 
for ( ip[ml]=ml, i=O; i<ml; i++) for (j=O ;j<nc ;j++) { 
a! = C(ij); C(i,j) = C(ip[i],j); C(ip[i],j) =ai; 
} 
pcl = TM(r*nc); 
for ( i=O ; i<r ; i++ ) for ( j=O ; j<nc ; j++ ) C I (i,j) = C(i,j); 
clw = TM(r*(nc-rd)); 
for ( al=O, i=O; i<r; i++) for (j=O;j<nc-rd ;j++) { 
for ( k=O ; k<nc ; k++ ) { 
a! += Cl(i,k) * W(k,j); 
} 
CIW(ij) = al; al =O; 
l 
t3 = TM((n-r)*(nc-rd)); 
p3t3 = TM(r*(nc-rd)); 
for ( i=O ; i<n-r ; i++) for ( j=O ; j<nc-rd ; j++ ) T3(i,j) = 1; 
for ( al=O, i=O; i<r; i++) for (j=O ;j<nc-rd ;j++) { 
for ( k=O ; k<n-r ; k++ ) { 
al += P3(i,k) * T3(k,j); 
} 
P3T3(i,j) = al; al =O; 
} 
for ( i=O; i<r; i++ ) for ( j=O; j<nc-rd ; j++) CIW(i,j) += P3T3(i,j); 
t = TM(n*(nc-rd)); 
for ( al =0, i=O; i<r; i++) for ( j=O; j<nc-rd; j++) { 
for ( k=O; k<r; k++ ) { 
ai += -U(i,k) * ClW(k,j); 
} 
T(i,j) = al; ai =O; 
} 
for ( i=r ; i<n ; i++ ) for ( j=O ; j<nc-rd ; j++ ) T(i,j) = l; 
vvalnm3 = TMI(n); 
for ( al =0, i=O ; i<n ; i++) { for ( j=O ; j<nc-rd ; j++) { a! += fabs( T(ij) ); 
} 
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vvalnrn3[i] = (ai ? O • I ); ai =O; 
} 
for ( j=O ; j<n-1 ; j++ ) if ( j < ic[j] ) 
for ( i=O; i<3; i++) { 
comptroc[i] = CNM3u,i); CNM3u,i) = CNM3(ic[j],i); 
CNM3(ic[j],i) = comptroc[i]; 
} 
printf("%d", tprintfl:fp,"\nCiassificacao das Quantidades da Categoria 3\n")); 
printf("%d", tprintfl:fp,"\nQuantidades Observaveis•") ); 
for ( i=O ; i<n; i++) if ( vvalnm3[i] = = 1 ) { 
for (j=O; j<3 ;j++) printf("%d", fprintf(fp,"%c",CNM3(i,j))); 
printf("o/od", fprintf(fp," ")); 
} 
printf("%d", tprintfl:fp,"\n")); 
printf("%d", tprintfl:fp, "\nQuantidades Nao-Observaveis• ") ); 
for ( i=O; i<n; i++) if( vvalnm3[i] ==O) { 
for (j=O ;j<3; j++) printf("%d",fprintf(fp,"%c",CNM3(i,j))); 
printf("%d", tprintf(fp," ")); 
} 
printf("%d", tprintftfp,"\n")); 
goto fim; 
} 
} 
printf("%d", tprintftfp,"\nNao ha vazoes da Categoria 2\n")); 
if (r != n) { 
up3=TM(r*(n-r)); 
for ( al=O, i=O ; i<r; i++) for (j=O; j<n-r; j++) { 
for ( k=O ; k<r ; k++ ) { 
ai += -U(i,k) * P3(k,j); 
} 
UP3(i,j) =ai; ai= O; 
} 
vi= TM((n-r)*(n-r)); 
for ( i=O ; i<n-r ; i++ ) 
for ( j=O ; j<n-r ; j++ ) VI(i,j) = ( i = = j ? 1 • O ); 
vcn = TM(n*(n-r)); 
for ( i=O ; i<r ; i++ ) for ( j=O ; j<n-r ; j++ ) VCN(i,j) = UP3(ij); 
for ( i=r; i<n ; i++ ) for ( j=O ; j<n-r ; j++ ) VCN(i,j) = VI(i-r,j); 
vvalnm3 = TMI(n); 
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for (ai =0, i=O ; i<n; i++) { for ( j=O ; j<n-r; j++) { 
a! += fabs( VCN(i,j) ); 
) 
vvalnm3[i] = (ai ? O • 1 ); al =O; 
} 
for ( j=O ; j<n-1 ; j++ ) if ( j < icDJ ) 
for ( i=O ; i<3 ; i++ ) { 
comptroc[i] = CNM3(j,i); CNM3(j,i) = CNM3(icDJ,i); 
CNM3(ic[j],i) = comptroc[i]; 
} 
printfl:"%d", fprintf(fp,"\nClassificacao das Quantidades da Categoria 3\n")); 
printfl:"%d", fprintf(fp, "\nQuantidades Observaveis• ") ); 
for ( i=O; i<n; i++) if( vvalnm3[i] = = 1 ) { 
for (j=O ;j<3 ;j++) printf('"%d", fprintf('fp,"%c",CNM3(i,j))); 
printfl:"%d", fprintf('fp," ")); 
} 
printf('"%d", fprintf(fp," ")); 
printf('"%d", fprintf(fp, "\nQuantidades Nao-Observaveis: ") ); 
for ( i=O ; i<n ; i++ ) if ( vvalnm3[i] = = O ) { 
for ( j=O; j<3 ; j++) printf("'%d", fprintfl:fp,"%c",CNM3(i,j))); 
printfl:"%d", fprintf('fp," ")); 
} 
printfl:"%d", fprintf(fp," ")); 
goto fim; 
} 
printfl:"%d",fprintfl:fp,"\nNao ha vazoes da Categoria 2\n")); 
printfl:"%d", fprintfl:fp,"\nClassificacao das Quantidades da Categoria 3\n")); 
printfl:"%d", fprintfl:fp,"\nTodas sao observaveis:")); 
for ( i=O ; i<n ; i++ ) { 
for (j=O ;j<3 ;j++) printfl:"%d", fprintfl:fp,"%c",CNM3(i,j))); 
printfl:"%d",fprintfl:fp," ")); 
} 
goto fim; 
} 
} 
else { 
printfl:"\nNao ha quantidades da Categoria 3\n"); 
p=m; 
yh = TM(p*m); 
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for ( i=O ; i<p ; i++ ) 
for ( j=O ; j<m ; j ++ ) YHT(i,j) = ( i = = j? 1 • O ); 
cl = TM(m*nc); 
icd = TMI(nc ); 
ipd = TMI(m); 
for ( i=O ; i<m ; i++ ) for ( j=O ; j<nc ; j++ ) CL(i,j) = C(i,j); 
for ( i=O ; i<m ;i++ ) ipd[i] = i; 
for ( i=O; i<nc ;i++ ) icd[i] = i; 
rd = triang(m,nc,cl,cc,ipd,icd); 
if(nc>rdllp>rd) { 
di = TM(rd*rd); 
for ( i=O ; i<rd ; i++ ) for ( j=O ; j<rd ; j++ ) D 1 (i,j) = C(i,j); 
ird = TMI(rd); 
ud = TM(rd*rd); 
for ( i=O ; i<rd ; i++ ) ird[i] = i; 
for ( i=O ; i<rd ; i++ ) 
for ( j=O ; j<rd ;j++ ) UD(i,j) = ( i = = j ? 1 • O ); 
lu(rd,ird,d 1 ); 
backs(rd,rd,ird,dl, ud); 
pmrd=p-rd; 
d2=TM(pmrd*rd); 
for ( i=O ; i<pmrd ; i++ ) for ( j=O ; j<rd ; j++ ) DZ(i,j) = -C(i+rd,j); 
} 
if( rd = = nc) { 
printf("%d", tprintf\'fP,"\nC1assificacao das Vazoes da Categoria 2\n")); 
printf("%d", tprintf\'fjJ,"\nTodas sao observaveis•")); 
for ( i=O ; i<nb2 ; ) { 
} 
for ( j=O ; j<3 ; j++) printf("%d", fjJrintf(fjJ,"%c",CNM2(i,j))); 
printf("%d", fprintf(fjJ, " ")); 
} 
else { 
d3 = TM(rd*(nc-rd)); 
for ( i=O ; i<rd ; i++ ) for ( j=rd ; j<nc ; j++ ) D3(i,j-rd) = C(i,j); 
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ud3 = TM(rd*(nc-rd)); 
for ( al =0, i=O; i=rd ; i++) for ( j=O; j<nc-rd ;j++) { 
for ( k=O; k<rd ; k++ ) { al += -UD(i,k) * D3(k,j); 
} 
lTD3(i,j) =ai; al =O; 
} 
viw = TM((nc-rd_=>*(nc-rd)); 
for ( i=O; i<nc-rd;. i++ ) 
for ( j=O; j<nc-rd ; j++ ) VIW(i,j) = ( i = = j ? 1 • O ); 
w = TM(nc*(nc-rd)); 
for ( i=O; i<rd ; i+-+ ) for ( j=O; j<nc-rd; j++ ) W(i,j) = UD3(i,j); 
for ( i=rd; i<nc; i-+-+ ) for ( j=O; j<nc-rd; j++ ) W(i,j) = VIW(i-rd,j); 
vvalnm2 = TMI(nc); 
for ( al =0, i=O; i=nc; i++ ) { for ( j=O; j<nc-rd; j++ ) { 
al += fabs( W(i,j) ); 
} 
vvalnrn2[i] = ( al ? O • 1 ); al =O; 
} 
for ( i=O; i<nc; i+-+ ) if ( icd[i] I= i ) { 
hc=TMI(nc*nc ); 
for ( i=O; i<nc; i+-+ ) 
for ( j=O; j<nc; j-+-+ ) HC(i,j) = ( i= = j ? I • O ); 
ncl = nc-1; 
for ( icd[ nc l]=nc I , i=O; i<nc I; i++ ) for ( j=O; j<nc; j++ ) { 
al = HCG,i); HCG,i) = HCG,icd[i]); HCG,icd[i]) = al; 
} 
vvalnm2t = TMI(:nc); 
for ( i=O; i<nc; i+-+ ) vvalnm2t[i] = vvalnm2[i]; 
for ( ali=O, j=O; j=nc; j++) { for ( i=O; i<nc; i++) { 
ali+= HC(j ,i)* vvalnm2t[i]; 
} 
} 
vvalnm2[j] =ali; ali= O; 
} 
break; 
vvalnm2e = TMI(nb2); 
for ( i=O, j=O; j<nc; j++ ) { for ( k=O; k<vfra[j]; k++ ) { 
vvalnm2e[i+j+k] = vvalnm20]; 
} 
i += vfra[j]; i = i-1; 
} 
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printf("%d", fPrint:trfp,"\nCiassificacao das Vazoes da Categoria 2\n")); 
printf("%d", fPrintfl:fp,"\nVazoes Observaveis:")); 
for ( i=O; i<nb2; i++) if( vvalnrn2e[i] = = 1 ) ( 
for ( j=O; j<3; j++) printf("%d", fprintf(fp,"%c",CNM2(i,j))); 
printf("%d" ,fPrintf(fp," ")); 
} 
printf( "%d", fPrintfl: fp, "\n ") ); 
printf("%d", fPrintfl:fp,"\n V azoes Nao-Observaveis: ")); 
for ( i=O; i<nb2; i++ ) if ( vvalnrn2e[i] = = O ) ( 
for ( j=O; j<3; j++ ) printf("%d", fprint:trfp, "%c" ,CNM2(i,j))); 
printf("%d", fPrintf(fp," ")); 
} 
printf("%d", fPrintfl:fp,"\n")); 
} 
} 
fim: 
/* Classificacao de Quantidades Medidas *I 
if( r!= m && rd != p) { 
if( nb2) { 
du = TM(pmrd*rd); 
prod _ m(pmrd,rd,rd,d2,ud,du ); 
uz = TM(pmrd*pmrd); 
zt = TM(pmrd*p); 
for ( i=O; i<pmrd; i++ ) 
for ( j=O; j<pmrd; j++ ) UZ(i,j) = ( i = = j ? 1 : O ); 
for ( i=O; i<prnrd; i++ ) { 
for ( j=O; j<rd; j++ ) ZT(i,j) = D2U(i,j); 
for ( j=rd; j<p; j++) ZT(i,j) = UZ(i,j-rd); 
} 
hz=TM(p*p); 
for ( i=O; i<p; i++ ) 
for ( j=O; j<p; j++) HZ(i,j) = ( i = = j ? I : O ); 
ml =p-1; 
for(ipd[ml]=ml, i=O; i<ml; i++) for(j=O;j<p;j++) { 
ai = HZ(i,j); HZ(i,j) = HZ(ipd[i],j); HZ(ipd[i],j) = al; 
} 
zh = TM(pmrd*p); 
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prod _ m(pmrd, p, p ~ zt,hz,zh ); 
} 
else { 
pmrd = p; 
zh = TM(pmrd *p); 
for ( i=O; i<pmrd; i++ ) 
for ( j=O; j<p; j+-+-) ZHT(i,j) = ( i = = j ~ I • O ); 
} 
zy = TM(pmrd*rn); 
for (ai =0, i=O; i<pmrd; i++) for ( j=O; j<m; j++) { 
for ( k=O; k<p; k++) { 
ai += ZHT(i,k) * YHT(k,j); 
} 
ZY(i,j) = al; al =O; 
} 
zbl = TM(pmrd*q); 
for ( ai =0, i=O; i<pmrd; i++ ) for ( j=O; j<q; j++ ) { 
for ( k=O; k<m; k++ ) { 
ai += ZY(i,k) * Bl(k,j); 
} 
ZB l(i,j) =ai; ai =O; 
} 
vvalmedl = TMI( q); 
for ( ai=O,j=O;j<q;j++) { for ( i=O; i<pmrd; i++) { 
al += fabs( ZB!(i,j)); 
) 
vvalmedl[j]=(al ~ l• O); al =O; 
) 
zto = TM(pmrd*nct); 
zbf= TM(pmrd*q); 
for ( i=O; i<pmrd; i++ ) for ( j=O; j<nct; j++) ZTO(i,j) = O; 
for ( j=O; j<q; j++ ) for ( i=O; i<pmrd; i++ ) { 
if( fabs( ZBJ(i,j))) ZBF(i,j) = ZBl(i,j) * vaz[j]; 
else ZBF(i,j) = O ; 
} 
for ( kj=O, j=O; j<q; j++) { for ( k=O; k<vvaz[kj]; k++) { 
for ( i=O; i<pmrd; i++ ) 
ZTO(i,kj) += ZBF(i,j+k) ; 
) 
kj++; j += k-1; 
) 
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for (a1=0,j=O, k=vvazOJ-1;j<nct;j++) { 
for ( i=O; i<pmrd; i++ ) { 
ai += fabs.( ZTO(i,j) ); 
l 
vvalmedl [k] = (ai ? I :O); 
ai= O; 
k += vvaz [j+I]; 
} 
printfl:"%d", fPrin-a:fl:fp,"\n\nClassificacao das Quantidades Medidas\n")); 
printfl:"%d", fPrin-t:fl:fp,"\nVazoes e Concentracoes da Categoria 1\n")); 
printfl:"%d", fPrin -t:fl:fp, "\nRedundantes: ") ); 
for ( i=O; i<q; i++- ) ifl: vvalmed 1 [i] = = I ) { 
for (j=O;j<3;j-+-+) printfl:"%d", fprintfl:fp,"%c",CM(i,j))); 
printfl:"%d", fPrintfl:fp," ")); 
} 
printfl:"%d", fPrin-t:fl:fp,"\nNao-Redundantes:")); 
for ( i=O; i<q; i++ ) if ( vvalmed 1 [i] = = O ) { 
for ( j=O; j<3; j-+-+) printfl:"%d", fprintfl:fp,"%c",CM(i,j))); 
printfl:"%d", fPrintfl:fp," ")); 
} 
printfl:"%d", fprin-t:fl:fp,"\n")); 
if(nb2){ 
zb2 = TM(prnrd*nM); 
for ( a1 =0, i=O; i<pmrd; i++ ) for ( j=O; j<nb2; j++ ) { 
for ( k=O; k<rr1; k++ ) { 
a 1 += ZY(i,k) * B2(k,j); 
} 
ZB2(i,j) = al; al =O; 
} 
vvalmed2 = TMI(nb2); 
for ( ai =0, j=O; j<nb2; j++ ) { for ( i=O; i<pmrd; i++ ) { 
a1 += fabs( ZB2(ij) ); 
} 
vvalmed2[j] = ( a1 > 0.0001 ? 1 :O); a1 =O; 
l 
for (i=O, k=vfra[iJ- I, j=O; j<nb2; j++ ) if ( j = = k ) { 
vvalmed2[j] = 5; i++; k += vfra[i]; 
} 
printfl:"%d", fPrint:ftfp,"\nConcentracoes da Categoria 2\n")); 
printfl:"%d", fPrin1: f\ fp, "\nRedundantes: ")); 
for ( i=O; i<nb2; i++ ) if ( vvalmed2[i] = = 1 ) { 
for ( j=O; j<3; j++) printfl:"%d", fprintfl:fp,"%c",CNM2(i,j))); 
printfl:"%d", fprintfl:fp," ")); 
l 
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} 
printf( "%d", fprin -tf( tp, "\n \nN ao-Redundantes: ")); 
for ( i=O; i<nb2; i-++ ) if ( vvalmed2[i] = = O ) { 
} 
for ( j=O; j<3; j++ ) printf("%d", tprintf( tp, "%c" ,CNM2(i,j)) ); 
printf("%d", fprintf(fP," ")); 
} 
else printf("%d", fprintf(fP,"\nNao ha concentracoes da Categoria 2\n")); 
} 
eis e 
printf("%d", fprintf(fP,"\nTodos valores medidos sao nao-redundantes\n")); 
fclose(fP ); 
void vnom(int c,int: rq,int ni,int nic1,int *viv,char *cm,char *cnm2,char *cnm3) 
{ 
char *compo; 
char *numcor1; 
char *numcor2; 
char *ale; 
int cl = c+1; 
register int ij,k,ki,kj; 
compo=TMC(MCOM+ 1 ); 
numcor1 =TMC(MCOR); 
numcor2=TMC(MCOR); 
alc=TMC(MCOR *(MCOM+ 1 )*3); 
for ( i=O; i<c; i++ ) compo[i] = 'A'+i; 
for ( i=c; i<c 1; i++ ) compo[i] = 'T'; 
for ( i=O; i<9; i++ ) { 
numcor1[i] = '-'; numcor2[i] = '1'+i; 
} 
for ( j=O, i=9; i<ni && j<10; i++, j++) { 
numcor1 [i] = '1 '; numcor2[i] = 'O'+j; 
} 
if(ni==20) { 
numcor1[ni-1] = '2'; numcor2[ni-1] ='O'; 
} 
for ( i=O; i<ni; i++ ) for ( j=O; j<c 1; j++ ) { 
ALC(j+i*cl,O) = compo[i]; ALC(j+i*cl,l) = numcor1[i]; 
ALC(j+i *c 1 ,2) = numcor2[i]; 
l 
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} 
for ( i=nicl; i<nicl -+rq; i++) ( ALC(i,O) ='R'; ALC(i,l) = 'l'+(i-nicl); ALC(i,2) =' '; 
} 
for ( ki=O, kj=O, k=O, i=O; i<nicl+rq; i++) { 
if ( viv[i] = = I ) { 
for (j=O; j<3; j+-+- ) CM(ki,j) = ALC(i,j); ki++; 
} 
if ( viv[i) = = 2 ) ~ 
for ( j=O; j<3; j+-+) CNM2(kj,j) = ALC(i,j); kj++; 
} 
if ( viv[i] = = 3 ) ~ 
for ( j=O; j<3; j+-+) CNM3(k,j) = ALC(i,j); 
} 
} 
k++· , 
int triang(m,n,pl,pp,i.p,ic) 
. *" *" 1nt m,n, tp, te; 
float *pl, *pp; 
{ 
int ml=m-l,r; 
float ai ,a2; 
double fabs( ); 
register int i,j,k,s,t; 
for ( i=O; i<n;i++) { 
for ( j=(k=i)+ I; j<::n1; j++) 
if (fabs(PL(j,i)) = fabs(PL(k,i))) k = j; 
ifl:k !=i) for (j=i ; j<n; j++ ){ 
al=PL(i,j); PL(i,j)=PL(k,j); PL(k,j) =ai; 
} 
a2 = PL(i i)· t = O· , ' , 
if ( a2 = = O && t = = O ) for ( j=i+ 1; j<n; j++ ) 
for ( s=i; s<m ; s++ ) 
if( PL(s,j) != O && t ==O) for (j=O;j<n;j++) { 
ai = PL(i,j ); PL(i,j) = PL(s,j); PL(s,j) =ai; 
t=l; k= s; 
} 
a2 = PL(i i)· t =O· , ' , 
if ( a2 = = O && t = = O ) for ( s = i+ I; s<n; s++ ) 
if( Pl(i,s) !=O && t ==O) 
for ( j=O; j<rn.; j++ ) { 
al = PL(j,i); PL(j,i) = PL(j,s); PL(j,s) = al; 
t = 1; ic[i] = s; 
} 
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} 
a2 = PL(i,i ); 
for ( ip[i]=k, j=i+ 1; j<m && a2 I= O ; j++ ) { 
al = PL(j,i) /= -a2 ; PL(j,i) =O; 
) 
for ( k =i+ I; k<n; k++) PL(j,k) += al * PL(i,k); 
) 
ml=m-1; 
for ( ip[m1] = ml, i=O; i<m1; i++) for (j=O;j<n;j++) { 
a1 = P(i,j); P(i,j) = P(ip[i],j); P(ip[i],j) = a1; 
) 
for ( j=O; j<n-1; j++ ) if ( j<ic[j] ) 
for ( i=O; i<m; i++ ) { 
a1 = P(i,j); P(i,j) = P(i,ic[j]); P(i,ic[j]) = a1; 
} 
for ( a1=0, r=O, i=O; i<n && i<m; i++) if( fabs(PL(i,i)) > 0.0001 ) r++; 
retum r; 
int lu(int r,int *ir,float *p 1) 
( 
} 
int rl =r-I; 
register int i,j ,k; 
float a1,a2;double fabs( ); 
for ( ir[rl]=rl, i=O ; i<rl ; i++) { 
for ( j = ( k=i) + 1 ; j<r ; j++ ) 
if(fabs( PI(j,i)) > fabs( P1(k,i))) k = j; 
if ( k != i ) for ( j=i ; j<r ; j++ ) { 
al = Pl(i,j); Pl(i,j) = Pl(k,j); Pl(k,j) = al ; 
l 
if( !(a2 = Pl(i,i), a2 )) retum (-1); 
for ( ir[i]=k, j=i+ I; j<r; j++ ) { 
al = ( Pl(j,i) /= -a2 ); 
} 
for ( k =i+ 1 ; k<r; k++) Pl(j,k) +=ai * Pl(i,k); 
} 
if( !PI(rl,rl)) retum (-1); 
retum(O); 
void backs (int r, int rs, int *ir, float *pl, float *u) 
{ 
register int i, j, k; 
intrl =r-I; 
float al; 
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for ( i = O; i < r1; i++ ) { 
if( (j =ir[ i]) I= i) for ( k =O; k < rs; k++ ){ 
ai = U(i,k); U(i,k) = UQ,k); UQ,k) = al; 
} 
for ( j = i + 1; j < r; j++ ) 
for ( k = O; k < rs; k++) UQ,k) += Pl Q,i) * U(i,k); 
} 
for ( k =O; k < rs; k++) U(rl,k) /= Pl(rl,rl); 
for (i= r! - 1; i >=O; i--) { 
) 
for (a! = Pl(i,i),j =i+ l;j <r; j++) 
for ( k = O; k < rs; k++) U(i,k) -= Pl(i,j) * UQ,k); 
for ( k =O; k < rs; k++) U(i,k) /=a!; 
} 
void prod_m(int s,int r,int w,float *p2,float *u,float *pu) 
{ 
) 
register int i,j,z; 
float al; 
for (ai =0, i=O; i<s; i++) for ( z=O; z<w; z++) { 
for ( j=O; j<r; j++ ) { 
ai += P2(i,j) * UQ,z) ; 
} 
P2U(i z) =ai· ai= o· 
, ' ' } 
char menu(void) 
{ 
} 
char ch; 
do { 
printf\"\n(E)ntrar dados\n"); 
printf\"(M)ostrar dados\n"); 
printf\"(G)ravar em arquivo\n"); 
printf\"(L}er um arquivo de dados\n"); 
printf\"(C)Iassificar\n"); 
printf\"(S)air\n"); 
printf\"\nEscolha uma das opcoes(E,M,G,L,C,S):"); 
ch = toupper(getche( )); 
} 
while ( ch I= 'E' && ch != 'M' && ch I= 'G' && ch I= 'S' && ch I= 'L' 
&& ch != •c• ); 
return ch; 
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void entrar( ) 
{ 
int í,j,nviv,nvie; 
printfl:"Numero de correntes globais: "); 
scanfl:"%d%*c" ,,&ni); 
printfl:"Numero de nos: "); 
scanfl:"%d%*c" ,,&mi); 
printfl:"Numero de componentes: "); 
scanfl:"%d%*c" ,,&c); 
printfl:"Numero de reacoes químicas: "); 
scanfl:"%d%*c" ,&rq); 
printfl:"Numero de correntes globais da Categoria 2: "); 
scanfl:"%d%*c",&nc); 
printfl:"Numero de correntes globais da Categoria I: "); 
scanfl:"%d%*c" ,&nct); 
printfl:"Numero de so fracoes medidas: "); 
scanfl:"%d%*c" ,&nb2); 
printfl:"Numero de vazoes medidas: "); 
scanfl:"%d%*c" ,&q); 
printfl:"Entre com informacoes das correntes\n"); 
for ( i=O; i<ni; +-+-i ) { 
printfl:"Corrente o/od: ",i+ I); 
scanfl:"o/od% * co/odo/o*c" ,&M[i] [O ],&M[i][ I]); 
} 
printfl:"Entre com informacoes sobre reacoes\n"); 
for ( i=O; i<rq; i++ ) { 
} 
printfl:"Reacao o/od: ",i+ I); 
for ( j=O; j<c+2; j++ ) { 
printfl:"Eiemento o/od: ",j+ I); 
scanfl:"%f',&TE[i]0]); 
} 
nviv = ni*(c+l)+rq; 
nvie = mi*(c+l); 
printfl:"Entre com informacoes das variaveis:\n"); 
for ( i=O; i<nviv; i++) scanfl:"o/od",&viv[i]); 
printfl:"Entre com informacoes dos equipamentos:\n"); 
for ( i=O; i<nvie; i++) scanfl:"o/od",&vie[i]); 
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} 
printfl:"Entre com as so fracoes medidas:"); 
for ( i=O; i<nb2; i-++ ) { 
printfl:"Entre com a fra[%d]:" ,i+ I); 
scanf("%f',&fra[i]); 
} 
printfl:"Entre com informacoes das so fracoes medidas:"); 
for ( i=O; i<nc; i++){ 
printfl:"Entre com vfra[%d]: ",i+ I); 
scanfl:"%d% *c" ,cSévfra[i]); 
} 
printfl:"Entre com as vazoes\n"); 
for ( i=O; i<q; i++ ) { 
printfl:"Entre com vaz[%d]: ",i+ I); 
scanfl:"%f' ,&vaz: [i]); 
} 
printfl:"Entre com informacoes das vazoes medidas:"); 
for ( i=O; i<nct; i++ ) { 
printfl:"Entre com vvaz[%d]:",i+l); 
scanfl:"%d%*c" ,&vvaz[i]); 
} 
void mostrar(void) 
{ 
int i,j; 
printfl:"\nNumero de correntes globais:%d\n",ni); 
printfl:"Numero de nos:%d\n",mi); 
printfl:"Numero de componentes:%d\n",c); 
printfl:"Numero de reacoes quimicas:%d\n",rq); 
printfl:"Numero de vazoes globais da Categoria 2:%d\n" ,nc ); 
printfl:"Numero de vazoes globais da Categoria I :%d\n",nct); 
printfl:"Numero de so fracoes medidas:%d\n",nb2); 
printfl:"Numero de vazoes medidas:%d\n",q); 
printfl:"\ninformacoes das correntes:\n"); 
for ( i=O; i<ni; ++i ) 
printfl:"Corrente %d:%d,%d\n" ,i+ l,M[i][O],M[i][ I]); 
printfl:"\n"); 
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} 
printf("\nMatriz estequiometria: \n "); 
for ( i=O; i<rq; i++- ) { 
for ( j=O; j<c+2~ j++) 
printf("%6.2f', TE[iJO]); 
printf("\n"); 
} 
printf("\nlnformacoes das variaveis:\n"); 
for ( i=O; i<(ni*(c+l))+rq; i++) printf("%d ",viv[i]); 
printf("\n"); 
printf("\nlnformacoes dos equipamentos: \o"); 
for ( i=O; i<mi*(c+l); i++) printf("%d ",vie[i]); 
printf( "\n"); 
printf("\nSo fracoes medidas:\n"); 
for ( i=O; i<nb2; i++) printf("%8.4f\t",fra[i]); 
printf("\n"); 
printf("Informacoes das so fracoes medidas:"); 
for ( i=O; i<nc; i++ ) printf("%d ", vfra[i]); 
printf("\n"); 
printf("V azoes medidas\n"); 
for ( i=O; i<q; i++ ) printf("%8.4f\t",vaz[i]); 
printf("\n"); 
printf("Informacoes das vazoes medidas:"); 
for ( i=O; i<nct; i++ ) printf("%d ",vvaz[i]); 
printf("\n"), 
void gravar(void) 
{ 
FILE *fp; 
int i,j; 
char s[20]; 
printf("Nome do arquivo:"); 
gets(s); 
if(( fp = fopen(s,"w")) = = NULL) { 
printf("Nao posso abrir arquivo\n"); 
retum; 
} 
printf("%d",fprintf(fp,"%d %d %d %d \n",ni,mi,c,rq)); 
printf("%d",fprintft_fp,"%d %d %d %d \n",nc,nct,nb2,q)); 
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for (i=O; i<ni; i++ ) 
printf("%d",fPrintf(fp,"%d %d ",M[i][O],M[i][1])); 
printf("%d" ,fprintfl: fp,"\n\n") ); 
for ( i=O; i<rq; i++ ) { 
for ( j=O; j<c+2; j-++) 
printf("%d" ,fPrir:r.tf(fp, "%6. 2f', TE[i][j]) ); 
printf("%d" ,fprir:r.tf(fp, "\n") ); 
) 
for ( i=O; i<(ni*(c+ l))+rq; i++) printf("%d",fprintf(fp,"%d ",viv[i])); 
printf("%d" ,fprintfl: fp, "\n") ); 
for ( i=O; i<mi*(c+-1); i++) printf("%d",fprintf(fp,"%d ",vie[i])); 
printf("%d" ,fprintf( fp, "\n ") ); 
for ( i=O; i<nb2; i+--+) printf("%d",fprintf(fp,"%t\t",fra[i])); 
printf("%d" ,fprintf( fP, "\n ") ); 
for ( i=O; i<nc; i++- ) printf("%d",fprintf(fp,"%d ",vfra[i])); 
printf("%d" ,fprintf( fP, "\n") ); 
for ( i=O; i<q; i++ ) printf("%d",fprintf(fp,"%t\t",vaz[i])); 
printf("%d" ,fprintf( fp, "\n ") ); 
for ( i=O; i<nct; i++) printf("%d",fprintf(fp,"%d ",vvaz[i])); 
printf("%d",fprintf'( fp, "\n")); 
feio se( fp ); 
} 
void ler(void) 
{ 
FILE *fp; 
int i,j; 
char s[20]; 
printf("\nNome do arquivo de dados:" ); 
gets(s); 
if(( fp = fopen(s, "r"))== NULL ) { 
printf("Nao posso abrir arquivo\n"); 
exit(l ); 
) 
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} 
fscanf(fp,"%d%*co/od%*c%d%*c%d%*c",&ni,&mi,&c,&rq); 
fscanf(tp, "o/od% * co/od% *c% do/o *c%d% *c" ,&nc,&nct,&nb2,&q); 
for ( i=O; i<ni; i++ ) fscanf(tp,"%d%*c%d%*c",&M[i][O],&M[i][1]); 
for ( i=O; i<rq; i++ ) for ( j=O; j<c+2; j++ ) fscanf(tp, "%f"/o*c",&TE[i]OJ); 
for ( i=O; i<(ni*(c+ 1))+rq; i++) fscanf(fp,"%d%*c",&viv[i]); 
for ( i=O; i<(mi*(c-+1)); i++) fscanf(tp,"%d%*c",&vie[i]); 
for ( i=O; i<nb2; i++) fscanf{tp,"%f"lo*c",&fra[i]); 
for ( i=O; i<nc; i++ ) fscanf{tp,"%d%*c",&vfra[i]); 
for( i=O; i<q; i++) fscanf{tp,"%f"/o*c",&vaz[i]); 
for ( i=O; i<nct; i++) fscanf(tp,"%d%*c",&vvaz[i]); 
fclose(tp ); 
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LISTA DE SÍMBOLOS 
a vetor dos ajustes a; 
a; ajuste da variável j 
a; ajuste total 
a. vetor dos ajustes mínimos 
a' vetor cujos componentes são 2x/crJ 
au elemento da matriz A 
A matriz incidência de um processo 
b uma coluna da matriz B 
b0 vetor das vazões exatamente conhecidas 
h coluna da matriz B1 
B matriz dos balanços do processo 
B' matriz das colunas de B não-removidas 
B" matriz das colunas de B removidas 
B0 matriz das colunas correspondentes às vazões constantes 
B1 matriz das colunas correspondentes às vazões medidas 
B1m matriz das r primeiras linhas da matriz B1 após troca de linhas 
B2 matriz das colunas correspondentes a vazões que têm só a concentração medida 
B3 matriz das vazões não-medidas 
c definida pela eq .4 .17 
c número de componentes de um sistema 
cü concentração do componente i na corrente j 
C matriz definida pela eq.5.2 
d vetor das concentrações medidas da Categoria 2 
d+ d com valores consistentes 
D matriz definida pela eq.5.10 
Do matriz diagonal com elementos 1/crf 
e vetor dos desbalanços 
e, vetor dos desbalanços após a remoção das l colunas de B" 
e; erro da variável j 
E nó meio-ambiente num gráfico de processo 
f função-objetivo 
G1 matriz definida pela eq. 4 .I I 
H matriz YrB,I:BiY 
H, matriz definida pela eq .4. 7 
1 índice que indica o componente 
I matriz identidade 
J índice que indica o número da corrente 
J número de correntes do processo 
I número de medidas removidas 
k índice que indica o número do nó 
K número de nós do processo 
M matriz definida pela eq.4.10 
M. matriz definida pela eq.4.26 
n vetor das vazões totais não-medidas da Categoria 2 
N matriz definida pela eq.4.25 
N, matriz diagonal que contém as vazões totais da Categoria 2 
O matriz nula 
21~ 
pj fator ponderante do ajuste da variável j 
p matriz igual a [ B3 : sT] 
Q matriz variãncia não-singular de a,definida pela eq.4.18 
r reação química 
r característica da matriz P 
R matriz com colunas ortogonais a B" definida pela eq.4.16 
R. número de reações químicas do nó k 
s' número de estatísticas de medida com valores absolutos distintos 
S matriz estequiometria de todo o processo 
Sk matriz estequiometria do nó k 
t vetor das variações em v 
u vetor das vazões não-medidas 
ui vetor unitário, j-ésima coluna de I 
v vetor de quantidades não-medidas (da Categoria 3) definido por (uT: ÇTr 
v. vetor das estimativas das quantidades não-medidas 
vu vazão do componente i na corrente j 
v vetor arbitrário 
w vetor das variações em n 
w vetor arbitrário 
x vetor das vazões dos componentes 
x vetor dos valores medidos 
xj valor medido da variável j 
-) valor verdadeiro da variável j 
x; valor estimado (ajustado) da variável medida j 
x vetor dos valores ajustados definido por x =:X +a 
x.j vazão total da corrente j 
z, estatística-teste de medida 
z:.j estatística-teste de medida de potência máxima da medida j, definida pela eq.4.20 
z;,.j estatística-teste de medida de potência máxima da medida remanescente j, definida pela 
eq.4.21 
z: •. j estatística-teste de medida de potência máxima da medida remanescentej , após a 
remoção adicional ca coluna de B correspondente á medida q, definida pela eq.4.31 
z, estatística-teste de desbalanço (nodal) 
Z matriz definida pela eq.5.12 
z- Z com valores consistentes 
Y matriz cujas colunas varrem o espaço-nulo de PT 
À vetor dos multiplicadores de Lagrange 
À; componente do vetor À 
À, À que corresponde á solução mínima 
a nivel de probabilidade global 
a* nível de probabilidade de cada estatística, definida pela eq.4.38 
ll variação causada por uma única remoção adicional 
y escalar não-zero 
!l média da população 
a desvio-padrão 
ai variância da quantidade medida j 
Ç vetor das conversões das reações 
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LI. variação causada pela remoção das medidas correspondentes às colunas de B" 
r matriz definida pela eq.4.32 
I matriz variância-covariància das variáveis medidas 
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ABSTRACT 
Process data from industrial unities are the basis to take decisions which affects 
the product quality and industrial security, in certain situations. When they are obtained in 
laboratory scale, they are the beginning of new process design. By these reasons, the actions 
based on their analysis will be more correct when they are nearest oftheir real values. 
In tlús thesis, a computational procedure to reconciliate and recti:ty measured 
data and to obtain estimates of observable unmeasured quantities was developed. They are 
applied to multicornponent mass balances, subject to linear constraints, where can occur 
chemical reactions, or not. It is assumed that for any stream in which concentration is 
measured, the total flow rate is also measured. 
The reconciliation and rectification procedures make use o f matrix projection to 
obtain the adjustments of measured quantities, which is done by the weighted least squares 
method and the Lagrange multipliers, so that the conservation laws are obeyed. Beyond the 
mass balance constraints, other restrictions can be included as a known split fraction of a flow 
splitter. 
In the data rectification procedure, three statistical tests are applied to the 
detection and/or iclentification of gross errors: the global test, that uses a chi-squared statistic 
constructed from the observed discrepancies in the constraints, and the measurement test and 
nodal imbalance test, whose statistics are tested against the standard normal distribution. 
Ali the mathematical methods led to the development of computer software to 
data reconciliation and rectification and process variable classification, respectively, the 
RECON, RETIF and TCLASS programs. 
The results of the application of the reconciliation data program (RECON) to 
data of five different processes are described, including a simple ammonia syntesis system, a 
chemical reactor where two chemical reactions occur, a steam-metering system, a nitric acid 
syntesis system and a grinding circuit. The use of the rectification data program (RETIF) is 
illustrated by its applicatíon to five dífferent situations o f the ammonia syntesís system, four o f 
the nitric acíd synthesis system and three of the grinding circuit. The results show the reliability 
ofthe mathematical method and software developed. 
The TCLASS program to process variable classification can be applied to mass 
balance variables of multicomponent systems. The classification is based only on the 
constraints imposed on extensive quantities, except the normalization equations. The measured 
flow rates and concentrations are classífied in redundant or nonredundant and the unmeasured 
flow rates and the extents of reaction are classified in observable or unobservable. This 
program can also be used for designing the placement of measurements points of monitoring 
systems. The results of the application of this program to eigth situations of the ammonia 
synthesis system and two ofthe potassium nitrate evaporation-crystallization are described. 
