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A string z is quasiprriodic if there is a second string w#z such that the occurrences of I\’ in 2 cover 
I entirely, i.e., every position of z falls within some occurrence of w in z. It is shown here that all 
maximal quasiperiodic substrings of a string Y of n symbols can be detected in time O(n log’ II). 
1. Introduction 
Periodicities and other regularities in strings represent a pervasive notion in many 
areas of science, e.g., combinatorics, theory of probability and stochastic processes, 
symbolic dynamics, system theory, molecular biology, etc. In computer science these 
notions are encountered in coding and automata theory, formal languages theory, 
data compression, etc. A typical regularity that might affect an assigned string x is 
a square, i.e., a subpattern of x consisting of two consecutive instances of the same 
string (e.g., cbcb is a square in abcbcbabb, and so is bb). Squares in strings were first 
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studied by Thue [ 19,201 early in this century. Thue discovered that, with an alphabet 
of more than two characters, one can build indefinitely long “square-free” strings, i.e., 
strings having no squares as substrings. Hence, squares are acoidable [ 131 regularities 
in strings. 
Since the work of Thue, a substantial body of literature has been developed on the 
subject. In particular, the problem has been approached of testing the square freedom 
of a string and/or detecting and counting all squares and repetitions in a string. This 
problem is relevant to a variety of applications, some of which are listed in [15]. In 
addition, squares and repetitions play a significant role in the computation of some 
special substring statistics for a string [7]. 
There are optimal, linear-time sequential algorithms for testing the square freedom 
of a string over a bounded alphabet [lo, 161. A fast and elegant square-freedom test 
using fingerprinting techniques was given in [lS]. More recently, the problem has 
been studied also in the framework of parallel computation on a RAM with n proces- 
sors. The CREW algorithm in [l 1] takes 0(log2 n) time and linear space. The CRCW 
algorithm in [3] takes O(logn) time and linear space. The fastest sequential algo- 
rithms [6,9, 151 detect all squares in O(n log n) time. As shown in [9], there can be 
@(II log n) distinct positioned squares in a string x of n symbols. A notable example of 
such classes of strings is offered by the Fibonacci words which are defined recursively 
as follows: f0 = a; fi = b and, for i > 1, J =fi _ 1 j 2. (Fibonacci words not only have 
O(n log n) distinct positioned squares, but also O(n log n) distinct square substrings 
[ 11.) Thus, the algorithms in [6,9, 151 are optimal, and the algorithm in [3] achieves 
optimal speed-up. 
In this paper, we introduce and study another form of regularity in strings that we 
call quasiperiodicity. A string z is quasiperiodic if there is a second string w fz such 
that every position of z falls within some occurrence of M? in z. For example, the string 
z = abaabababaaba is quasiperiodic, since it can be obtained by the concatenation and 
superposition of 5 instances of w=aba. It is clear that a string contains some 
quasiperiodic substring only if it contains a square. Since squares are avoidable 
regularities in strings, so are also the quasiperiodicities. Here, we show that all 
maximal quasiperiodic substrings of a string x of IZ symbols can be detected in time 
O(n log’ n) and linear auxiliary space. Informally, a quasiperiodic substring z of x is 
maximal if no extension of z could be covered by either the same word w covering z or 
by an extension wa of w. 
The paper is organized as follows. In the next section, we recall some basic facts of 
combinatorics on words. Section 3 contains theoretical developments that subtend the 
criteria used by the algorithm. Sections 4 and 5 contain a description of our algorithm. 
2. Basic definitions and facts 
Let Z be an alphabet. Following standard notation, we use C + to denote the free 
semigroup generated by 1, and set C*=C +u(h}, where h is the empty word. An 
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element of C + is called a string or word, and is denoted by one of the letters 
1, s, u, u, w, x, y and z. If x = vwy, then the integer 1 u j + 1, where 1 L: 1 is the length of u, is the 
(starting) position in x of the substring w of x. We also say that each one of the 
positions /1;l+l,Iv/+2,...,/ul+I I f w o x is covered by the occurrence of \V at position 
Ivl+ 1. 
A word x is primitive if setting x = sk implies k = 1. A word x is strongly primitive or 
squure:free if every substring of x is a primitive word. A square is any string of the form 
ss, where s is a primitive word. For example, cabca and cababd are primitive words, 
but cubca is also strongly primitive, while cababd is not, due to the square ubub. Given 
a square ss, s is the root of that square and also its period. Let now w be a substring of 
x having at least two distinct occurrences in x. Then, there are words U, y, u’, y’ such 
that u fu’, and x=uwy=u’wy’. Assuming, without loss of generality (w.1.o.g.) 
I II I < I ~‘1, we say that those two occurrences of w in x are disjoint iff I u’l > 1 uw 1, u&xent 
iff lull= I w/ and overlapping if lu’l < IuwI. Then, it is not difficult to show (see, e.g., 
[13]) that word x contains two overlapping occurrences of a word w # h iff x contains 
a word of the form uuauu with UEC and c a word. We can thus list the following facts. 
Fact 1. A word x contains a square (f and only if some pair of identical substrings ofx are 
adjacent or overlap. 
Given a word x=x1 x2.. . x,, the ith rotation of x (i= 1, 2, . . . . n) is the string 
W=XiXi+l... x, x1 x2.. xi_, . Since all rotations of x have equal length, then for any 
two such rotations w and w’, NJ # w’ implies that w and w’ differ in at least one symbol. 
The following easy fact holds (cf., e.g., [12]). 
Fact 2. String x has a total ef lxl/q distinct rotations [f and only if x= v4 ,for some 
primitive word VEX+. 
3. Quasiperiods 
A primitive string w is a period of another string z if z= w’w’ for some integer c>O 
and ~1’ a prefix of w. A string z is periodic if z has a period w such that (w I ,< I z l/2. It is 
a well-known fact of combinatorics on words that a string can be periodic in only one 
period [14]. 
A string w covers another string z if every position of z is covered by some 
occurrence of w in z. In particular, every string is covered by itself. If z is covered by 
w #z, we say that z is quasiperiodic, and the ordered sequence of all occurrences of vv in 
z is called the w-cover of z. A periodic string is always also quasiperiodic, but the 
converse is not true. A string z is superprimitive if z is not quasiperiodic. Clearly, 
a superprimitive string is also primitive. However, the converse is not true. For 
example, ubu is superprimitive and also primitive, but ubaabuub is primitive but not 
superprimitive, since the superprimitive string ubuub covers it. Clearly, for any string 
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z there is always some superprimitive string w that covers z. String w is a quasiperiod 
for z. The following lemma entitles us to speak unambiguously of the quasiperiod of 
a string. 
Lemma 3.1. Every striny z has exactly one quasiperiod. 
Proof. The assertion is obviously true if z is superprimitive, thus we assume hence- 
forth that z is quasiperiodic. Let w and w’ be two distinct quasiperiods for z, and 
assume w.1.o.g. that IIV’~ > 1 WI. Since both w and w’ cover z, then w must be a prefix of 
w’. For the same reason, \V must be a suffix of w’. We now show that NJ covers w’, thus 
contradicting the assumption that w’ is superprimitive. In fact, let z’ be the longest 
common prefix of z and w’ such that w covers 2’. Assume then lz’l< IM”I. Since 
M? covers z, then I z’ I > 1 w’ / - / w 1. But w is a suffix of \v’, whence w also covers 1%“. 0 
An occurrence of a string NJ in another string z is called henceforth a (w-)seyment, 
and is identified by the pair (i, w), where i is its starting position in z, or simply by 
i when this causes no confusion. 
Lemma 3.2. Let w be the quasiperiod of z, and i and j be two consecutive segments in the 
w-corer of z. Then c = zizi+ 1 . zj- , is a primitive word. 
Proof. Assume that TV is not primitive and set v=uc for some primitive word u and 
c > 1. Under our assumptions, we have an occurrence of u2 = uzc at position i in z. But 
then there is an occurrence of c at position i+ IuI <j, whence i and j are not 
consecutive segments in the w-cover of z, a contradiction. 0 
Corollary 3.3. Under the hypothesis of Lemma 3.2, string Y = zizi+ 1 Zj_ 1 is the root of 
a square in z. 
Proof. Straightforward. 0 
Let now x be a string of n symbols. A segment (i, z) of x such that z is quasiperiodic 
spans a quasiperiodicity of x. A quasiperiodicity z of x is fully identified by the triplet of 
its starting position i in x, its quasiperiod w and its span /z (. Quasiperiodicity (i, w, I z I) 
of x is maximal if the following two conditions are satisfied: First, there is no other 
quasiperiodicity (i’, w, Iz’l) of x, with i’< i, such that Iz’/ > i-i’+ IzI. In other words, 
(i, NJ, lzl) is not embedded in another quasiperiodicity having identical quasiperiod. 
Second, letting a be the symbol of x at position if IzI, we have that wa does not cover 
za. Clearly, any two maximal quasiperiodicities in the form (i, w, 1~1) and (i’,w, 12’1) 
must be disjoint. 
We are interested in detecting all maximal quasiperiodicities of a string x. Our 
approach will be similar to the one adopted in [6] for detecting all squares in x. In 
particular, we resort to the notion of a sufix tree for x [ 173 (see Fig. 1). Informally, the 
suffix tree TX associated with string x is a digital search tree that collects all suffixes of 
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Fig. I. Salient features of a suffix tree. 
x #, where # is a symbol not belonging to C. In the compact representation of the 
tree, each arc of TX is labeled with a substring of x and each leaf is labeled with the 
starting position of a unique suffix of x #. Thus, the concatenation of the labels on 
the (unique) path leading from the root of T, to leaf i describes the suffix of x# 
starting at position i. The label of each arc can be compactly encoded into a suitable 
pair of pointers to a single reference copy of x. Thus, 7; can be stored in space linear in 
1x1. The construction of TX for a string x of YI symbols can be carried out in time 
O(nloglCl) c171. 
Following [17], we say that a substring w of x has a proper locus in TX if there is 
a node c( of TX such that the concatenation of the labels from the root of TX to 
r describes w. It is easy to check that, if a substring w of x has no proper locus in TX, 
then there is always at least another substring w’ in the form w’= WC’ which does. The 
proper locus of the shortest such extension w’ of w is the extended locus of W. In the 
following, we say that x is the locus of w in x to indicate that c( is either the locus or the 
extended locus of W, and we use T: to denote the subtree of TX rooted at x 
Lemma 3.4. Let WJ be a substriny of x and let M be the locus of w in T,. Then, the leaves 
of T,” are the starting positions of all and only the 0ccurrence.s of w in x. 
Proof. An immediate consequence of the definition of TX. 0 
Lemma 3.5. Let (i, w, I z I) be a maximal quasiperiodicity qf x. Then, w has a proper locus 
in TX. 
Proof. Assume that w has only an extended locus in 7;, and let w’ be the extension of 
w such that the locus r of w’ is the extended locus of w. Let iI, i2, . . . , ik be the ordered 
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sequence of w-segments that cover z. Observe that z =-xi, Xi, + 1. ..xik+lwI 1. By 
Lemma 3.4, we have that every occurrence of w in x is a prefix of a corresponding 
occurrence of M.‘. Consider the substring z’ = xi, xi1 + 1 . . Xi~ + lM,ll _ 1. Clearly, w’ covers 
z. ’ But z is a prefix of z’, whence quasiperiodicity (i, w, 1~1) is not maximal. 0 
Let ,Y be an arbitrary set of w-segments of x, ordered according to their starting 
positions. A maximal substring _./1’ of Y such that any two consecutive segments of 
1^ are either adjacent or overlap is called a run [7]. The size of a run is the number of 
segments in it. When reasoning in terms of a node a of TX, we use W(E) to denote the 
word M’ having node u as its proper locus, and we use d(a) to denote the depth of X, 
defined as d(u) = 1 w = I JV(a)I. A maximal substring il, i2, . . . , ik (k > 1) of the ordered 
sequence of leaves in T,” with the property that, for 1 <,f< k, if- if_ 1 6 I W(zx)I =d(cc) 
represents a run of W(X) segments based on the set of all IV(a) segments. We say that 
/ I is a run ut a(. A run , t” coalesces at u if .1^ is a run at a but L 1’ is not a run at any of 
the children of 8. 
Theorem 3.6. (i, w, lzl) is a maximal quasiperiodicity of x if and only if there is a node 
a in T, and a run c t”- (iI, i2, . . . . ik} coalescing at x such that: WI= W(U), il =i, 
ik = i - 1 + I ZI -d(z), and for no ancestor fl of x leaf i, falls in the same run at /I with 
leqf il +d(z)-d(b). 
Proof. “If” part: Let c( be a node of 7; and .1 1 = { il, i2, . , ik} be a run that coalesces at 
a and having the properties stated in the claim. Clearly, the segment (il,z) that 
corresponds to Xi, .~i, + 1 . xik 1 +dcoJ spans a quasiperiodicity of x. Let ~~~+~(~)=a. 
Since .~1. coalesces at a, then word W(a)a cannot cover za. Thus, the only way in which 
(i, W(x), I z I) could fail to be maximal is if W(r) is not superprimitive. Assume that this 
is the case and let y be the quasiperiod of IV(a). It is easy to see that, since W(U) has 
a proper locus in TX, then so does the suffix 4‘ of W(z). Since y is also a prefix of W(z), 
then the proper locus fi of y is an ancestor of x. Clearly, i1 and il + IzI - 1 - 1 yl share 
a run at fl, contrary to the assumption. 
“Only if” part: By Lemma 3.5, w has a proper locus u in TX. Since (i, w, I z I) is maximal, 
then the occurrences of w that cover z form a run ,4” at x. Assume that J’ does not 
coalesce at x. Then, there is a direct son y of CI such that .,V is also a run at ‘/. But then, 
every segment (j, w) in the cover of (i, z) can be extended into a corresponding segment 
(j, w’) where w’= wu = W(y). Letting a be the first symbol of v, we have then that wa 
covers zu, which contradicts the hypothesis that (i, w, lzl) be maximal. Assume now 
that for some ancestor /? of SI leaves i and i+d(a)-d( B) fall in the same run. Then 
W(p) covers w, which contradicts the assumption that w is superprimitive. 0 
4. Climbing TX with runs 
Based on Theorem 3.6, the task of detecting all maximal quasiperiodicities in x can 
be divided into two subtasks. The first subtask consists of computing all runs that 
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coalesce at the internal nodes of TX. The second subtask is to check, for each one of 
such runs, whether or not its constituent segments are superprimitive. Although we 
shall see that these two subtasks can be both carried out during a single walk through 
7;., it is convenient to consider them separately. 
In this section, we concentrate on the implementation of the first subtask, i.e., the 
computation of all coalescing runs of TX. Such a computation will be carried out 
during a bottom-up visit of TX, in such a way that the synthesis of the runs that 
coalesce at the generic node a is based somewhat on the already computed runs at the 
children of a. The crux of our method is to obtain an appropriate description of the 
collection of runs at each node of 7; as we climb up from the leaves towards the root of 
the tree. The computation of all coalescing runs in TX is a trivial by-product of this 
process. In the following, we assume, for simplicity of exposition, that TX is a binary 
tree, but it will be apparent that this restriction can be waived with no substantial 
penalty. Throughout the rest of this section, we concern ourselves with establishing 
the following result. 
Theorem 4.1. There is an algorithm to detect all coalescing runs qf .x in O(n log’ n) time. 
Proof. The proof is a consequence of the explicit construction that follows. 0 
Our scheme consists of repeated applications of two basic procedures. The first such 
procedure is called MERGE and operates as follows. Let c[ be a node in 7;, and let cx, 
and u2 be the children of X. Let L,, and L,, be the sorted lists of leaves at slI and x2, 
respectively, and assume that L,, and L,, are individually partitioned into disjoint 
consecutive sublists where each sublist represents a run of F’(U) segments. We can 
assume that the runs coalescing at til and a2 have been already detected at this point, 
so that the lists L,, and La2 are no longer needed. The task of MERGE at c( is to 
combine the structured lists L,, and L,, into a single, similarly structured list L, (note 
that this destroys both L,, and L,,). Thus, each sublist of L, will be a run of W(H) 
segments at E, and the runs coalescing at c( will be given precisely by the sublists of L, 
that did not formerly exist in either L,, or L,,. Note that the input to this MERGE 
consists of segments of length d(E), while the runs at, say, CI~ contain segments of 
length d(cc,)>d(r). In other words, the input to the MERGE at c( does not exactly 
coincide with the outputs of the two MERGES that took place at ‘yI and x2, 
respectively. In fact, the list that results, say, from the MERGE at %I is partitioned into 
runs of W(cc,) segments, while the corresponding list L,, that serves as input to the 
MERGE at a must be partitioned in terms of W(M) segments. The transformation of 
one partition into the other is the objective of the second procedure, which is called 
CLIP. In general, CLIP transforms the run partition of the list L, of all W(x) segments 
at node E into the run partition that would pertain to L, if this list consisted of W(B) 
segments, where fl=Father[cr]. Clearly, an appropriate mixture of MERGES and 
CLIPS will realize the evolution of the runs as we climb up in TX from the leaves to the 
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root. The time performance of our scheme depends on the implementation of MERGE 
and CLIP. This is examined next. 
We consider first the MERGE at the generic node E. Let, as before, L,, and L,, 
be the sorted lists of leaves at x1 and x2, respectively, and assume w.1.o.g. that 
1 L,, I< IL.,,l. We can obtain the sorted list of leaves L,= L#,uL,, in time 
0( 1 L,, 1 log IL,, I) by allocating each list as a balanced tree (see, e.g., [4, Ch. 4]), so that 
the leaves in a list would be orderly stored into consecutive leaves of the correspond- 
ing balanced tree. Recall, however, that the MERGE at a must also produce the 
partition of L, into runs of W(Z) segments, starting from the appropriate partitions of 
L,, and L_. In order to keep track of runs, each run within a list must be allocated 
into a separate balanced tree. In conclusion, the data structure needed at node c( can 
be visualized as a collection of balanced trees organized on two levels. At the top level, 
we have the index balanced tree, each leaf of which represents, according to the case, 
either an unaggregated (i.e., not belonging to any run) W(E) segment or the represen- 
tative (i.e., the leftmost W(a) segment) of a run. At the bottom of the index, each leaf of 
the index that corresponds to the representative of a run points to a balanced tree 
specifically dedicated to allocate that run. In the following, we use the term two-tree to 
refer to the two-level data structure just described. As seen earlier, the global L-lists 
only undergo expansions as the bottom-up computation progresses. On the other 
hand, we will see that the individual run sublists behave like concatenable queues, since 
they undergo insertions and concatenations during MERGES, and splittings during 
CLIPS (we conform to [4] for the specification of these primitives). The following 
lemma assumes that consistent two-tree allocation of the L-lists are available at each 
node of TX when needed. 
Lemma 4.2. The totul time taken by all MERGES throughout the bottom-up visit of TX 
is O(n log’ n). 
Proof. We stipulate that a MERGE is performed always by inserting leaves from the 
smaller list into the larger one. Then, a same leaf can be involved in at most logn 
two-tree insertions as it climbs up through the nodes of TX. In fact, each time a leaf 
undergoes insertion, the size of the L-list containing that leaf doubles at least. Since 
there are n leaves, then O(n log n) insertions are performed through all MERGES. We 
now examine the work involved in performing an individual two-tree insertion. To 
insert a leaf, we first search for its appropriate position among the leaves of the index. 
This costs 0 (log n) operations on the balanced tree used to allocate the index. Assume 
we have reached the bottom of the index. In the most involved case, the newcomer leaf 
will find that both its left and right neighbors in the index are representatives of runs. 
By searching both balanced trees dedicated to these runs we can determine whether 
the newcomer leaf is to be aggregated to both such trees, to only one of them, or to 
none. In the first case, we have that two formerly separated runs are bridged by the 
newcomer leaf into a new single run. In terms of the two-tree, this requires an insertion 
in and a concatenation of balanced trees at the bottom level, and the deletion of a run 
representative from the index. In the second case, we only need to perform a balanced- 
tree insertion at the bottom level, possibly followed by the update of a run representa- 
tive in the index. In the third case, no operation is necessary at the bottom level of the 
two-tree, but the newcomer leaf needs to be inserted in the index. In conclusion, each 
leaf insertion in a two-tree requires a constant number of concatenable-queue opera- 
tions on sets of size at most n. Hence, each such insertion requires O(log n) work. Since 
0 (17 log n) two-tree insertions are performed in total, this yields the claimed 
O(M log’ n) bound for the collection of all A4ERGEs. 1 
Consider now the task of CLIP. Each segment at the outset of a CLIP can be 
regarded as the clipped version of a corresponding segment in the input. If we imagine 
to perform such a clipping simultaneously on all segments at LX, we can expect in 
general that the clipping of a segment originally in a run will break the run into two 
pieces. Thus, it would appear that, in order to extract the run partition at Father[a], 
we need to rescan the list L, of W(U) segments clipping the segments one by one. 
Fortunately, we can avoid such a rescanning, as is explained next. 
Assume that the clipped segment (i, W(Father[~])) breaks a former run of W(U) 
segments at a. This implies that i is the position of a substring ss of x such that i + 1 s / is 
the successor of i in T_z and d(Father[a])< Is/ <d(a). The following known fact from 
[6] proves that, in addition, string s is primitive, whence ss is actually a square in X. 
Fact 3. (j, ~‘4’) is the occurrence of c( squure in .Y ifand only if there is u node ;’ in TX such 
that d(y)>lyi, und j and j+lyl are consecutive leaves in Tz. 
The deepest node in 7; fulfilling Fact 3 for ( j, yy) will be called the detecting node for 
that square occurrence. Clearly, every square occurrence in x has precisely one 
detecting node in TX. Moreover, for every positionj in x, the detecting nodes for all 
squares that start at position j must lie on the unique path of TX that describes thejth 
sutlix of x, that is, on the path that leads from the root of 7; to leafj. 
We have just seen that a run is not affected in the transition from c( to Futher[sl] 
unless such a transition splits the run in correspondence with a pair (i, i+ IsI) of 
consecutive II’(cc) segments such that 1.s is the period (i.e., root) of a square (i,ss) in 
.Y and d(Futher [a]) < 1 s) d d(a). Our plan is to access in succession only those leaves of 
L, that are starting positions of such squares, so that the update of the run partition of 
L, will require only the time necessary to perform a number of run splittings equal to 
the number of these leaves. Each splitting will then be charged to the unique square it 
destroys. Thus, the total number of splittings performed throughout the bottom-up 
computation will be bounded by the maximum possible number of squares in x, i.e., 
O(n log n). We will manage to implement our CLIPS using the two-tree allocation of 
runs discussed earlier, so that each split will charge O(logn) time, whence the total 
work charged by all CLIPS throughout our bottom-up computation will be 
O(n log2 n). Before we can claim this bound, however, we need to analyze the structure 
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of the lists which provide fast sequential access to the needed occurrences of squares, 
and the overhead imposed by the maintenance of such lists. 
Consider again the list L, of all leaves in Tz. Let p1 >pz> ... >JJ~ be the distinct 
period lengths of all the occurrences of squares that have detecting nodes in T” and 
roots not longer than d(x). (Such roots have, thus, loci at c( or at ancestors of u in TX.) 
For each ps (1 <f< k), the access list relative to pf is the ordered list Lhf of all leaves of 
L, that are starting positions of squares having period length ps. In the transition 
from c( to FatherCal, we will individually process, in order of decreasing period 
lengths, the existing access lists relative to the periods longer than d(Father[a]). An 
access list will be discarded after its use. 
Observe that Fact 3 guarantees that all occurrences of squares (and the correspond- 
ing periods) needed in the transition from c( to FatherCal are detected from pairs of 
consecutive adjacent or overlapping segments during one of the MERGES that take 
place at u or at some descendant y of X. As part of that MERGE, we can insert the first 
term in each newly discovered pair of adjacent or overlapping segments into its 
appropriate access list. Note that this involves identifying first the specific access list, 
and then the appropriate place of insertion in that list. By introducing an additional 
two-tree specifically dedicated to the collection of access lists at x, both tasks will be 
accomplished in overall O(log n) time. In such a two-tree, the index stores the sorted 
sequence { p1 , p2, . . . , pk} of lengths of periods discovered so far and not yet discarded, 
and (at the bottom of the index) each period points to the corresponding individual 
segments. The remaining details are trivial and are omitted. In general, we make the 
creation and maintenance of access list an additional part of the MERGE procedure. 
As just seen, this upgrade of MERGE does not alter the complexity of the procedure, 
thus Lemma 4.2 still holds. 
For the correctness of our approach, we still need to show that every segment from 
L, that ends up in one of the access lists at x has the same successor in L, as it had in 
L,. This is done in Lemma 4.3. The lemma also ensures that a leaf of L, cannot 
simultaneously belong to two or more access lists, whence the total number of entries 
in the collection of all access lists at any given node a is linear in the number of leaves 
in T,“. 
Lemma 4.3. Let y be a descendant of CI in TX, and let j and j+ 1 VI, with 1 VI <d(a) be 
consecutive leaves in L,. Then j and j+ I VI are consecutive leaves in L,. 
Proof. By Fact 3, (j, vv) is a square, and thus v is primitive. By Fact 2, all rotations of 
r are distinct. Assume the existence of an intermediate node /I on the path from 7 to 
c( such that a leaf h, with j < h < j + Iv 1, is in Tj. Then there is an occurrence of v at h. 
But this is impossible, since the segments of length I VI that begin between j and j+ /VI 
are precisely all distinct rotations of v. 0 
In summary, the operation of CLIP in the transition from some node x to 
FatherCal is as follows. The procedure considers, in order of decreasing period 
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lengths, all the lists Ll such that P,~ > d(Father [a]). For each such list, the leaves in the 
list are scanned in succession and, in correspondence with each such leaf, a former run 
at 2 is split. When all the access lists that needed to be considered are exhausted, they 
are simply discarded, having produced the run partition at Father[cc]. 
Lemma 4.4. The collection of’ all executions qf CLIP takes time O(nlog’ n). 
Proof. Consider the operation of CLIP in the transition from some node CI to 
FatherCal. In such a transition, all periods longer than d(Father[a]) are handled 
consecutively in order of decreasing length. Once the head of a particular access list, 
say, Lh is reached, the list itself is scanned sequentially, and the scanning itself takes 
total work proportional to the size of Lh. But each one of the leaves of Lh is in fact the 
representation of a distinct square occurrence in x, with period length ps. In other 
words, the total work involved in scanning LL is proportional to the number of square 
occurrences represented in this list. Now each such square occurrence joined some 
past version of Li at the detecting node for that square, and it was never removed 
from that access list ever since, by virtue of Lemma 4.3. Moreover, because the 
computation on TX proceeds bottom-up (i.e., below the current period length p,.), then 
none of the squares represented in LL will ever reappear in another access list, once 
LL is discarded. Thus, if the scanning of an access list is charged to the square 
occurrences it represents, then no such occurrence receives more than one such charge 
through all CLIPS in the bottom-up computation of TX. In conclusion, the total work 
done in scanning access lists through all CLIPS in the bottom up computation of TX is 
bounded by the number O(nlogn) of distinct square occurrences in x. 
We now consider the updates which are induced by a particular leaf i in Li on the 
run structure of L,. The contraction beyond length pJ of the segment currently 
associated with i in L, splits a former run of L,. Clearly, such a splitting is accomp- 
lished in O(logn) time in the two-tree allocating L,, since it requires only a finite 
number of concatenable-queue primitives. Again, each such splitting is charged to 
a distinct square occurrence among the O(nlogn) such occurrences in x. Thus, the 
total charges made by this splitting through all executions of CLIP are O(nlog’ n), as 
claimed. q 
In conclusion, the bottom-up computation of runs described in this section takes 
O(n log2 n) time and requires linear auxiliary space. This concludes our discussion of 
Theorem 4.1. In view of Theorem 3.6, however, our computation only yields all 
candidate quasiperiodicities in x. In order for one such candidate triplet (i, w, lzl) to 
actually be a quasiperiodicity, word w must be superprimitive. Thus, our strategy 
must provide also means for certifying the superprimitivity of all candidate 
quasiperiods detected. This problem is studied in the next section. 
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5. The authentication of quasiperiods 
Recall that, whenever at some node M of TX a new run ..I ~ coalesces, then the segment 
(i,:) of x spanned by that run is instantaneously known. In fact, i is the first leaf in 
L 1 and also the starting position of 5, and I=/ =(i,+Iwl- 1)-i, where ik is the last leaf 
in / 1 and w= W(x) (whence ) 1~1 =d(cc)). With trivial extra bookkeeping, the triplet 
(i, 1)~ 1, I z I), which fully characterizes I t’, can be produced in constant time during the 
MERGE at x Note that the format of this triplet is similar to that of a quasiperiodic- 
ity, and in fact it denotes a quasiperiodicity if and only if \V is superprimitive. In this 
section, we describe how the superprimitivity of every candidate quasiperiod is tested. 
Since there are no more runs than there are squares in x, then we do not have to test 
more than O(n log n) candidate quasiperiodicities. Testing the superprimitivity of an 
isolated string requires a time at least linear in the length of that string. However, 
Theorem 3.6 suggests that one could exploit the structure of suffix trees to perform 
each test much faster. As the following discussion shows, this is true, but the main 
problem is to avoid having to test the same candidate too many times. 
Assume we made the convention that, at the time that. 1’ coalesces, the correspond- 
ing triplet (i, IuJ/, lzl) is appended to an auxiliary test list. Triplets in a test list can be 
stored in order of increasing i, and test lists can accompany L-lists in their upward 
migration on 7;. As said, triplet (i,Iwl,lz/) is introduced in a test list when .,1‘ co- 
alesces, and is removed from that test list if and only if some subsequent MERGE 
proves w to be quasiperiodic. Lemma 4.3 ensures that, once a triplet is removed from 
a test list, it is never reintroduced in any test list. In fact, both the introduction of 
(i, IwI, lzl) in a test list and its possible subsequent removal can be put in one-to-one 
correspondence with a distinct square in x. Thus, no more that O(nlogn) insertions 
and deletions of triplets take place throughout the bottom-up visit of r,. If also the 
individual test lists are allocated each on a separate balanced tree, then their mainte- 
nance through the bottom-up visit of TX does not affect the O(M log’ n) time bound of 
the preceding section. In fact these lists are just merged during MERGES and split 
during CLIPS, much in the same way as it happens to their associated runs. However, 
the real bottleneck along these lines is not the maintenance of test lists but their use. 
After each MERGE, we would have to consider explicitly each individual test lists and 
check its elements one by one for superprimitivity. An element in a list may be checked 
several times without this resulting in the removal of that element from the list. Thus, 
the associated work may well exceed the O(nlog2 n) time bound that we want to 
achieve. 
The upgrade of procedure MERGE which we now proceed to describe follows 
a different approach which gets around this difficulty. As a result, we will limit to 
O(log n) the number of tests per candidate quasiperiod, and we will be able to perform 
each test in constant amortized time. 
Our first step is to associate a unique special segment with each node of 7; where 
the coalescence of some run occurs. (Among other things, we need such a segment to 
take upon itself some of the work charged by the subsequent superprimitivity tests.) 
For this, consider a node CL of TX and let, as earlier, L,, and L,, be the run-partitioned 
lists of W(x) segments at the two children xl and CX~ of CI, respectively. Assume 
IL,, 1~ 1 L,& so that the elements of L,, are inserted in succession into the run 
structure L,,. Let .1” be the first one among the runs coalescing at x. In the general 
case, I results from the coalescence of a number of previously disjoint runs of L,,, 
,1;,. 1’ 2, . . . . . l’;,, which were connected by MERGE through segments from L,, (see 
Fig. 2). Observe that, since 1. coalesces at CX, then at least one of these runs is 
nonempty, and thus c 1 ; is certainly nonempty. Let (ir, w) and (i,, w) be the first and 
last segment of. 1;, respectively. Since c 1 ‘f 1 ;, then if (iI, w) does not have a prede- 
cessor in I 1. then (i,, w) must have a successor in . C”. We define the characteristit 
segment of x to be (ir, w), if (iI, w) has a predecessor in 1”) and to be the successor of 
(if,\\‘) otherwise. Thus, the immediate predecessor of the characteristic segment of 
every node was not the immediate predecessor of that segment prior to the MERGE at 
that node. Since a characteristic segment and its immediate predecessor are not 
disjoint at the time of coalescence, then the introduction of characteristic segments has 
ultimately the effect of mapping each node of TX where some run coalesces into 
a distinct candidate quasiperiod in x. Obviously, if the candidate quasiperiod repres- 
ented by the characteristic segment of x fails to be superprimitive, then every candi- 
date quasiperiodicity issued at E also fails, and vice versa. 
During the MERGE at c(, it is trivial to spot the characteristic segment of c( on the 
fly. The most important consequence of the introduction of characteristic segments is 
the fact, already noted earlier, that we may have only O(n) characteristic segments 
(one at most for each node of TX), even though we could have O(nlogn) candidate 
quasiperiodicities. This means that we can keep a pointer from every candidate 
quasiperiodicity to its node of coalescence, and subsequently tag those nodes that are 
discovered not to be loci of superprimitive strings. At the end of the visit of TX, it is 
Fig. 2. The coalescence of a run I from runs I , , I ‘z ,__. 1 ;,. and segments inserted from L,>. 
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easy to combine the information accumulated in this way, and thus get all and only 
the maximal quasiperiodicities of x. 
Assume now that (j,w) was found to be the characteristic segment of M and let 
(i, w, 1 z 1) be the triplet describing the associated run. V and j’ be the predecessor of j in 
,t ‘. Observe that, ifj-j’ < 1 w l/2, then w is periodic, hence not superprimitive. We can 
thus state the following fact. 
Fact 4. Jfj-j’< 1 WI/~, then (i, w, lzl) is not a maximal quasiperiodicity. 
A run ,t. for which, for every pair of consecutive segments (1, w) and (m, w) in ,-t ., we 
have m-I > I w//2 is called a necklace. We know from Theorem 1 that, if w is not 
superprimitive, then a run covering w will coalesce at some node higher in TX. The 
following lemma shows that such a run will be actually a necklace, a condition that is 
crucial to our construction. 
Lemma 5.1. Assume j-j’ < I w//2. Then, there is an ancestor /I of c( such that j’ and 
j’ + I w I - W(p) are in a same necklace coalescing at p. 
Proof. By the definition of characteristic segment, there must be two distinct symbols 
b and b’ in C such that (j’, wb’) and (j, wb) are occurrences of substrings of x. Since 
w is periodic, then there is a primitive prefix u of w and an integer g> 1 such that 
w= Pu’, where U’ is a possibly empty prefix of U. Clearly, UU’ covers w. Moreover, 
(j’+IK1 1, uu’b’) and (j + I uy- ’ 1, uu’b) are occurrences of substrings of x. Hence, uu’ 
has a proper locus in TX. Letting p be this proper locus, the claim readily follows. 0 
Fact 4 and Lemma 5.1 show that if j-j’ < 1 wl/2, then we can already predict that 
a run covering the one just coalesced will be discovered at some later stage. Thus, no 
action is needed. Necklaces are the only type of runs that need testing. With easy 
bookkeeping, it is trivial to check whether a run is a necklace in constant time at the 
time it coalesces. From now on, we say shorthand that a segment is the characteristic 
segment of a run or necklace to mean that it is the characteristic segment of the node 
at which that run or necklace is the first one to coalesce. 
Lemma 5.2. For any position j of x, the number of times that j can be the starting 
position of the characteristic segment of a necklace is O(log n). 
Proof. Let (j, w) be the characteristic segment of some necklace JI/“, and let (j’, w) be 
the predecessor of (j, w) in _il‘ (see Fig. 3a). Let w’ be the longest prefix of w for which 
(j’, w’) is the characteristic segment of some necklace, and let JV’ be this second 
necklace. Finally, let (j”, w’) be the predecessor of (j, w’) in Jlr’. It will be sufficient to 
show thatj-j”<2(j-j’)/3. To see this, assume j-j”>2(j-j’)/3, as shown in Fig. 3a. 
Then,Iw’l3j-j”32(j-j’)/3,whencej”-j’~Iw’l/2.Now,wfisaprefixofw,andthus 
it occurs at j’. But then w’ has a period not exceeding l/21 w’l, hence w’ is periodic, and 
,I” is not a necklace. 0 
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Fig. 3. Illustrating Lemma 5.2 
We go back to our upgrade of MERGE. If (j, MJ) is found to be the characteristic 
segment for the first necklace at node CX, then the quadruple (i,j’, 1~1, lzl) describing 
that necklace is generated and assigned to (e.g., appended to a list associated with) leaf 
j (cf. Fig. 3b). (In practice, we need a pointer from leafj to node CI, and a record ofj’; we 
carry along quadruples for ease in mnemonics.) In our strategy, this quadruple will 
stay with leaf j throughout a number of MERGES and CLIPS, possibly with other 
quadruples similarly assigned to j in the process. 
Assume that (a j’, Ivtl,l z I) was assigned to leafj at z but ~1 is not superprimitive. With 
reference to Figs. 3b and 4, we examine the implications of Theorem 3.6 in this case. 
By that theorem, there is an ancestor fl of x such that letting w’= W(b), there are 
leaves j” s.t. j'<j" <j, and j”’ =j’+l\vI--/u“I in L,, possibly with j”=j”‘, such that 
j, ,j’, j” and j”’ are all positions of ~1’ segments in some run (actually, necklace in view 
of Lemma 5.1) ,1“ coalescing at 8. Note that as soon as we detect such a situation, 
then we know that the triplet (i, w, lzl) fails to be a quasiperiodicity, as it is supplanted 
by the triplet representing ._C”‘, with quasiperiod \v’. 
To better convey our method, we examine first the special situation where the 
following conditions are simultaneously satisfied (cf. Fig. 3b): 
(1) Leaf j” joins leavesj and j’ precisely at /I (hence, j”+ I w’l =j’+ I WI, i.e., the ends 
of segments (j’, w) and (j”, MI’) coincide); and 
(2) Leaf j”’ coincides with j”. 
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Fig. 4. Testing a candidate quasiperiod 
Assume w.1.o.g. that segment (j”, w’) is inserted into a run partition containing 
segments (j’, MT’) and (j, w’). After the insertion, ,j” would find j as its immediate 
successor in a necklace of L,. Recall that the quadruple (i, j’, 1 w I,1 z I) had been assigned 
to leafi. The presence of this quadruple alerts us that an old candidate has to be tested. 
The test itself is easy, since it only involves checking whether or not j’ is in the same 
necklace as j” at this point. Note that the quadruple itself is used both to trigger and to 
shape the test, since it supplies the leaf j’. In general, we would have more than one 
quadruple associated with j, each coming from some “deeper”, still unresolved 
candidate quasiperiod that also had its characteristic segment at j. All such qua- 
druples can be similarly tested. 
In the general case, one or both of conditions (1) and (2) just discussed will not hold. 
In particular, leavesj” and j”‘join j and j’ at different nodes. Specifically, we will have 
two significant intermediate nodes between SI and /I We call these nodes ‘/ and II, and 
define them as follows (see Fig. 4). Node y is the deepest ancestor of sI at which leavesj” 
and j appear in the same list (note: this is the same as saying that j” and j appear 
consecutively in a necklace). Node q is the deepest ancestor of x where leafj”’ appears 
in the same list withj andj’. Note that we need a way to identifyj”’ at q. We can have 
that node ; is an ancestor of ye, or y=q or y is a descendant of q. Below, we only 
illustrate how the case where ;I is a descendant of ‘I and v #fl is handled by our 
upgraded MERGE. The remaining cases are similar and are left for an exercise. 
Observe that ,j”’ comes in the form of a segment of length d(q) > d( /J), while we need to 
test whether segments j’ and ,j”’ belong in the same necklace at q, i.e., when their 
corresponding segments have length 1 vv’l =d(q). Thus, one difficulty is in computing 
Ir(/?) during the merge at ~1, and another is in keeping track of the need for a specific 
test at [j in the transition from q to /I. Before we proceed with the discussion, we note 
a lemma that gives a characterization of leaf j”’ at ~1 in terms of the right endpoint 
/=j’+ 1 M,I of segment (j’, 1~). We will use such a characterization to overcome the first 
problem. 
Lemma 5.3. Asswne that, at node q, the inteyer,j=j’+ 1 WI is inserted in 15,. After such 
un insertion, the immediate lqft neighbor of:; is either j”’ or the immediate successor qf:j”‘. 
Proof. The claim is a direct consequence of the defintion of necklace, i.e., of the fact 
that W(tj) is not periodic. C 
Let now W(y) = ~v’L’. As already observed, the insertion of (j”, w’u) into the necklace 
partition at ;’ leads j” to an impact with leafj, the carrier of the quadruple (i,j’, I w 1, /~1). 
Thus, the procedure learns of the candidate quasiperiodicity (i, w, /z I), and possibly of 
other candidates attached to the list associated with j. The procedure inserts a spuri- 
ous (i.e., specially marked) leaf labeled ,j=j’+ I WI into L,. The role of ,f is to act as 
a sentinel that awaits the possible arrival of leafj”‘. Similar sentinels are issued for any 
other quadruple assigned to j. 
Consider now the MERGE at node v. When j"' joins j and j”, it also finds sentinel 
,jin constant time, by virtue of Lemma 5.3. This is all is needed to compute 1 w’l =j-,j”‘, 
i.e., the depth of the node /I at which the actual test on j’ and j”’ will have to take place. 
The procedure stores the triplet (I w’l, j’, j”‘) and a pointer to leaf j”’ in a priority 
queue based on the values of the first term in the triplet. Each element of the priority 
queue is actually a list containing all triplets that have identical first term. When node 
/j is reached, the procedure is alerted by the presence at the top of the priority queue of 
triplets having first term d(P) = I w’/. After constructing the run partition at /I, the only 
thing needed to test triplet (I ~‘1, j’, j”‘) is knowledge of whether or not j’ is smaller 
than the minimum leaf stored in the run at /I containing j”‘. This is easily done in 
O(log n) time, e.g., by maintaining pointers to the father in two-trees. 
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The case where v] is a descendant of y is dealt with similarly, except that instead of 
looking for a sentinel in the proximity ofj”’ we now look for j”’ in the proximity of 
a sentinel (cf. Lemma 5.3). 
We examine now the performance of the procedure. We can charge each test to the 
characteristic segment being tested (equivalently, to the node of TX that uniquely 
represents that segment). We have seen that all preparatory stages for a test either take 
constant time or can be absorbed into the O(logn) work already charged by the 
insertion of some leaf. Thus, this preparatory work is absorbed in the O(n log’ n) 
previous global bound. As for the tests themselves (i.e., checking j’ and j”’ for 
membership in the same necklace at fl), we have already argued that each such test 
charges O(log n) steps. Since each node is not tested more than O(log n) times (cf. 
Lemma 5.2) our global bound of O(n log’ n) follows. 
Theorem 5.4. There is an algorithm to compute all maximal quasiperiodicities of a string 
x of n symbols in O(n log’ n) time. 
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