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Introduction
Les transferts d'électron font partie des briques les plus élémentaires de la réactivité chimique.
Au c÷ur des processus d'oxydo-réduction, ils sont de ces phénomènes fondamentaux et impal-
pables qui fascinent et intriguent le chimiste. N'est-ce pas l'une des choses qu'on lui enseigne dès
le plus jeune âge ? La corrosion ou la combustion n'en sont qu'une de ces facettes et de celles où
il peine à n'être autre chose qu'un observateur impuissant. Alors, apprend-il à le contrôler, en
partie -certes-, par la production et l'utilisation d'un courant électrique. Puis les années passant,
il comprend l'intime relation entre la matière et la lumière et eﬀectivement, l'observe à nouveau
à travers l'interaction avec un champ électromagnétique. Toutes ces constatations expérimen-
tales permettent de lever ce coin du voile sans en ôter son mystère car elles n'ont permis que
de gravir la colline qui cachait la montagne. Or, le transfert d'électron est si courant que ces
implications tant en termes d'ingénierie que de biochimie sont colossales : le photovoltaïque,
les diodes électroluminescentes, la photosynthèse, la respiration ou la vision pour n'en citer que
quelques unes... Comprendre le transfert d'électron permettrait d'améliorer l'eﬃcacité des futurs
matériaux pour émettre ou produire de la lumière ou de mieux cerner voire reproduire comment
la sélection naturelle a créé cette chaîne complexe de processus.
Si l'on peut expérimenter ses conséquences à l'échelle macroscopique, ce processus fonda-
mental se produit à l'échelle moléculaire où les phénomènes quantiques peuvent se manifester.
En vertu de la dualité onde-corpuscule, l'électron présente des propriétés à la fois d'onde et de
particule. Ce principe intrinsèque à l'électron peut se manifester sous la forme de cohérences.
Une cohérence est l'existence d'une superposition d'états quantiques qui peut évoluer sur l'échelle
de temps du transfert d'électron. Plusieurs expériences tendent à montrer l'existence de telles
cohérences quantiques dans des molécules de type donneur-accepteur [1] ou dans des processus
proches comme les transferts d'énergie d'excitation (ou excitons) que ce soit dans les antennes
photosynthétiques [2, 3, 4] ou les polymères conjugués [5].
Les transferts d'électron peuvent donc être photo-induits, issus directement ou indirectement
d'une interaction avec un champ électromagnétique, électro-induits de façon forcée (par courant
imposé) ou spontanée. Mais malgré leur diversité, ils ont souvent un même point commun. Leurs
acteurs sont rarement isolés, bien au contraire, ils sont accompagnés d'un vaste environnement
loin d'être anodin. De vastes pans de la chimie présentent des problèmes comparables à ce que
l'on peut nommer celui "des molécules environnées". En eﬀet, la chimie des solutions placent les
réactifs dans une phase liquide (aqueuse, ammoniacale, organique, mixte...) dont les collisions
permettent la solvatation. En chimie des solides, le transfert d'électron associé à une impureté
piégée dans un site cristallin requiert une étude précise des modes de vibration du cristal et des
éventuels échanges de phonon. En cinétique des gaz ou en phase hétérogène, le même problème
peut être soulevé mais en prenant en compte les modes de vibration des molécules. En biochimie,
l'étude des mouvements des protéines ainsi que l'inﬂuence de et sur l'eau qu'elle contient constitue
encore un des grands déﬁs de la chimie du XXIème siècle [6]. Pour résumer, l'environnement joue
un rôle crucial dans la réactivité, notamment l'approche et la séparation des réactifs : tant les
éventuelles cavités qu'il est en mesure de former que ses propriétés de thermostat (son énergie
cinétique fournit de l'énergie interne aux molécules) : il a donc toute sa place pour décrire cette
réactivité.
Le problème est que même pour une molécule simple et isolée, il est diﬃcile de résoudre le
problème quantique multidimensionnel, ce qui est encore moins accessible au cas d'une solution.
Il existe cependant des méthodes qui utilisent un traitement implicite de ces degrés de liberté,
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notamment dans le cadre des systèmes quantiques ouverts. Un système quantique ouvert est
un système constitué d'un petit nombre de degrés de liberté en interaction avec un environne-
ment macroscopique (centaines à plusieurs millions de degrés de liberté). Plusieurs phénomènes
peuvent alors avoir lieu : l'énergie du système peut être transférée au proche environnement
alentour, lui revenir ou être déﬁnitivement dissipée dans l'environnement. Le transfert d'éner-
gie du système peut être vu comme un terme classique de friction mais quid de la cohérence ?
Le couplage avec l'environnement introduit également des ﬂuctuations des niveaux d'énergie du
système qui aboutissent au processus de décohérence. Enﬁn, comme l'environnement en terme
de nombre d'états est bien plus vaste que le système, il est possible d'invoquer les concepts de
thermodynamique et de déﬁnir par exemple une température. L'environnement est alors souvent
pris comme un réservoir à l'équilibre thermique appelé aussi bain. Ainsi, le système et l'environ-
nement s'inﬂuencent-ils mutuellement et leur interaction mutuelle sera tout l'objet de ce travail
de thèse.
Dans ce travail, le transfert d'électron est étudié dans trois types de systèmes moléculaires
illustrés sur la ﬁgure 1. Le premier est un transfert intermoléculaire dans une hétérojonction
oligothiophène-fullerène modélisant une interface de séparation de charge pour de futures cel-
lules photovoltaïques organiques. Le second est un transfert intramoléculaire dans des com-
posés organiques à valence mixte où l'on étudie l'eﬀet d'un pont avec une chaîne croissante
de n-paraphénylènes dans des polymères aromatiques avec des sites donneur-accepteur (1,4-
diméthoxy-3-méthylphénylènes). Le troisième est le transfert intermoléculaire dans une chaîne
de tryptophanes dans une chromoprotéine cryptochrome. Dans tous ces cas, une attention par-
ticulière est portée à une modélisation réaliste.
Pour ce faire, nous avons paramétré des hamiltoniens décrivant un système électronique
donneur-accepteur couplé à un bain d'oscillateurs harmoniques par des calculs de chimie quan-
tique. La paramétrisation de l'hétérojonction oligothiophène-fullerène a été réalisée dans le cadre
d'une collaboration à l'aide de calculs de TD-DFT et d'une stratégie de diabatisation [7] aﬁn
de déﬁnir le système électronique et le bain. Pour les composés organiques à valence mixte et
la chaîne de tryptophane, le choix de la paramétrisation s'est portée sur la nouvelle méthode
de la théorie de la fonctionnelle de la densité contrainte (cDFT) [8, 9] où une contrainte sur la
diﬀérence de charge entre deux sites préalablement identiﬁés est imposée lors du calcul de la
résolution des équations de Kohn-Sham. Une telle approche permet de déﬁnir directement des
états quasi-diabatiques pour eﬀectuer la propagation dynamique. L'environnement associé aux
états de transfert de charge est ensuite déterminé à l'aide d'une analyse des modes normaux à la
géométrie d'équilibre pour les composés organiques à valence mixte ou à travers la ﬂuctuation de
l'écart énergétique entre les deux états quasi-diabatiques dans le cas de la chaîne de tryptophane.
Il s'est avéré que tous ces systèmes moléculaires sont fortement couplés, ce qui nécessite d'uti-
liser des stratégies de dynamique quantique peu conventionnelles. En eﬀet, les approximations
habituelles telles que l'approximation markovienne où l'on néglige les eﬀets de mémoire ou la
théorie de perturbation s'avèrent ici insuﬃsantes. Des méthodes exactes de résolution telles que
les matrices hiérarchiques [10] dans le formalisme de la matrice densité permettent de résoudre
a priori ces diﬀérents problèmes mais elles se révèlent particulièrement gourmandes en mémoire
et temps de calcul. Aﬁn de tirer proﬁt des équations-maîtresses approchées standard utilisant la
théorie de perturbation, il est également possible d'eﬀectuer une transformation de coordonnées
[11, 12] aﬁn de déﬁnir une coordonnée collective incluse avec le système électronique qui est lui-
même couplé à un bain secondaire. Ces approches de dynamique quantique dissipative peuvent
être également comparées à des méthodes de résolution explicite de l'équation de Schrödinger
multidimensionnelle telle que la méthode multi-couches multiconﬁgurationnelle de produits de
Hartree dépendant du temps (ML-MCTDH) [13, 14] dans un modèle où l'environnement est
formé d'un nombre grand mais ﬁni d'oscillateurs.
D'autres méthodes existent dans la littérature mais ne seront pas explorées dans ce travail.
En eﬀet, ce modèle pourrait être résolu exactement dans le formalisme des intégrales de chemin
[15, 16]. Des équations stochastiques utilisant la théorie de perturbation à l'ordre 2 ont également
été proposées [17, 18] mais une vaste littérature existe sur ce problème : certaines pouvant se
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Figure 1  Illustration schématique des trois systèmes moléculaires considérés dans ce travail. A
gauche, une hétérojonction oligothiophène (OT4) -fullerène (C60). Au centre, composés organiques à
valence mixte : DMPn : 1,4-diméthoxy-2-méthylphényles reliées par un pont de n para-phénylènes. A
droite, représentation schématique d'un cryptochrome : une molécule de ﬂavine adénosine diphosphate
(FAD) excitée en interaction avec une chaîne de trois tryptophanes : W400, W377 et W324 le tout dans
un environnement protéique et aqueux complexe
ramener à des formes respectant l'équation de Lindblad (sauts quantiques, diﬀusion d'états...)
[19, 20, 21] ou d'autres récemment avec une résolution exacte à l'aide du développement d'une
hiérarchie [22]. En s'éloignant cependant des résolutions intégralement quantiques, des méthodes
mixtes quantiques classiques pourraient être envisagées telles que des simulations utilisant des
paquets d'ondes gaussiens [23], des équivalents classiques des degrés de liberté électroniques
[24, 25, 26] ou des trajectoires classiques avec des sauts de surface [27].
Résoudre le problème de la dynamique du transfert d'électron dans des systèmes environnés
fortement couplés reste complexe tant par la haute dimensionalité de ce problème fondamental
que par la nécessité d'aller au-delà de la théorie de perturbation. A défaut de ne pouvoir résoudre
complètement l'intégralité des cas présentés, la principale tâche de ce travail est de comprendre
les phénomènes en jeu, de déﬁnir les domaines de validité de chacune des méthodes et d'esquisser
des pistes pour pouvoir les dépasser.
Les apports spéciﬁques de ce travail aﬁn de défendre cette thèse sont :
 l'implémentation des matrices hiérarchiques
 l'exploration des modèles vibroniques pour les coordonnées collectives
 la calibration par cDFT du modèle des composés organiques à valence mixte
 l'extension à plusieurs états électroniques pour le modèle du cryptochrome
Chacun de ces éléments sont détaillés tout au long de ce manuscrit qui comporte quatre
parties :
 La première présente les outils et les méthodes de dynamique quantique à la fois dans le
formalisme dissipatif et pour la résolution explicite multidimensionnelle.
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 La seconde rapporte les résultats de dynamique obtenus dans le cadre de la paramé-
trisation d'un transfert de charge intermoléculaire d'une hétérojonction oligothiophène-
fullerène. Ce système constitue le cas de référence où la validité des méthodes proposées
a été éprouvée.
 La troisième expose les résultats de la paramétrisation de l'hamiltonien par cDFT ainsi
que ceux de dynamique obtenus pour le transfert de charge intramoléculaire de composés
organiques à valence mixte pour lesquels on fait varier la chaîne du bain. Des résultats
sont présentés pour un modèle spin-boson où le système est constitué des seuls deux états
électroniques et un modèle vibronique plus complexe où cette fois, toute la dynamique
dans une coordonnée collective représentant l'ensemble des déformations au cours du
transfert de charge est prise en compte.
 La quatrième propose une méthode de paramétrisation de l'hamiltonien modèle d'un
transfert intermoléculaire d'électron dans une chaîne de trois tryptophanes par l'étude
de la ﬂuctuation induite par l'environnement au cours de dynamiques de type QM/MM
(Quantum Mechanics (cDFT) / Molecular Mechanics (champ de force)). L'autre origina-
lité de cette partie est de présenter la paramétrisation d'un hamiltonien à trois états pour
décrire la chaîne ainsi que le traitement dynamique subséquent. Des résultats préliminaires
seront enﬁn développés.
Cette thèse conclut avec un bref bilan de chaque partie et propose les perspectives qui se
dégagent de ce travail. Les annexes détaillent les paramètres utilisés ainsi que des développements
théoriques utilisés au cours de ce travail.
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Partie I
Approches théoriques et méthodologie
C'est précisément parce que le beau n'est pas seulement une synthèse
transcendante à opérer, mais qu'il ne peut se réaliser que dans et par une
totalisation de nous-mêmes, c'est précisément pour cela que nous voulons
le beau et que nous saisissons l'univers comme manquant de beau, dans
la mesure où nous-même nous nous saisissons comme un manque.
J.-P. Sartre, L'être et le néant
Résumé de cette partie :
Des modèles d'hamiltoniens désignant diﬀérentes partitions système-bain (systèmes électro-
nique (spin-boson) ou vibronique (avec une coordonnée collective telle que le mode eﬀectif ou le
chemin de réaction)) sont tout d'abord présentés, détaillés et comparés.
Ces hamiltoniens sont ensuite employés pour des propagations par des méthodes de dyna-
mique quantique dissipative. Le bain pouvant être considéré comme un thermostat stationnaire,
son inﬂuence sur le système peut être implicitement prise en compte. Des approches utilisant
la théorie de perturbation ont été proposées associées ou non à l'approximation markovienne.
En eﬀectuant une paramétrisation judicieuse de la densité spectrale, la méthode des matrices
hiérarchiques, à travers le calcul des ordres élevés, permet à convergence d'obtenir la dynamique
numériquement exacte.
Enﬁn, ces mêmes hamiltoniens peuvent être utilisés pour des propagations avec des méthodes
explicites multidimensionnelles telles que MCTDH et ML-MCTDH.
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Introduction
L'objectif de ce travail est de rendre compte de l'interaction mutuelle entre le transfert de
charge et les mouvements nucléaires. En eﬀet, au cours de ce transfert, les noyaux se trouvent
dans un potentiel modiﬁé qui induit un mouvement nucléaire. Si l'on suppose que la modiﬁcation
de la géométrie des noyaux se limite à des mouvements harmoniques de faible amplitude, chaque
coordonnée de la surface d'énergie potentielle peut être décrite sous la forme d'oscillateurs har-
moniques déplacés par la présence de la charge. En eﬀet, du fait de la présence de la charge sur
l'un des deux états, le premier et le second état ne présentent pas la même géométrie : le second
état est déformé par rapport au premier état.
Ce modèle peut couvrir une vaste variété de processus dynamiques. Il suﬃt en eﬀet de
connaître l'énergie 1 et 2 des deux états électroniques, le couplage électroniques H12 entre
ceux-ci et les déplacements mutuels induits di pour chaque coordonnée qi pour le paramétrer.
Ce problème peut donc se formaliser sous la forme d'un hamiltonien en unités atomiques (~ = 1)
et en coordonnées pondérées de masse du type :
H =
(
1 H12
H12 2
)
+

M∑
i=1
1
2
(
p2i + ω
2
i q
2
i
)
0
0
M∑
i=1
1
2
(
p2i + ω
2
i (qi − di)2
)
 (I.1)
L'ensemble des M oscillateurs peut représenter diﬀérents aspects de l'environnement. Dans
le cas de petites molécules isolées, leur signiﬁcation première sera l'ensemble des modes propres
de ce système moléculaire. Dans des systèmes plus complexes, il peut modéliser un solvant ou un
environnement moléculaire ou cristallin étendu comme une inﬁnité d'oscillateurs (à travers une
limite continue en faisant tendre le très grand nombre de ces oscillateurs vers l'inﬁni).
Malgré sa simplicité, ce modèle reste un problème multidimensionnel complexe. Si établir
les paramètres de cet hamiltonien a été abordé au cours de cette thèse, dans cette première
partie, nous chercherons avant tout à présenter les outils théoriques qui seront utilisés sur les
diﬀérents systèmes moléculaires. En eﬀet, l'hamiltonien générique (I.1) peut être réexprimé sous
diﬀérentes formes qui pourront le rendre potentiellement plus apte à une résolution ultérieure.
En particulier, les modes des mouvements nucléaires peuvent être transformés de telle manière
à ce que l'ensemble des oscillateurs harmoniques couplés au système électronique forme une
coordonnée collective auquel un bain secondaire sera couplé. Il est ensuite nécessaire de résoudre
l'équation de propagation dynamique quantique. Une faune abondante de méthodes existe dans
le formalisme des systèmes quantiques ouverts ou dans la résolution explicite de l'équation de
Schrödinger. Nous tenterons de développer les linéaments de quelques unes des méthodes des
plus approchées aux numériquement exactes.
I.1 Modèles d'hamiltonien
L'hamiltonien est l'ingrédient essentiel pour la propagation dynamique. Il contient la sur-
face de potentiel multidimensionnelle qui rend compte des déformations géométriques liées à la
présence de la charge. Cependant, la résolution de la dynamique explicite de cet hamiltonien
(voire même sa paramétrisation) n'est souvent pas envisageable tant le nombre de degrés de
liberté accessible est important. On peut donc chercher à réduire la dimensionalité du problème
en eﬀectuant une séparation entre un système qui comporte la dynamique d'intérêt et un en-
vironnement qui couvre le reste (voir ﬁgure I.1). Ces deux ensembles ne sont pour autant pas
isolés, ils interagissent fortement l'un avec l'autre, c'est tout l'objet de ce travail. Mais, une fois
cette séparation faite, le problème est exprimé d'une nouvelle manière qui permet d'appliquer
plusieurs approximations qui vont grandement faciliter la propagation. Dans toute la suite de
l'exposé, il est donc présenté un hamiltonien générique de la forme :
H = HS +HB +HSB (I.2)
10
Figure I.1  Schéma représentatif de la séparation du système avec l'environnement. Le système et
l'environnement interagissent mutuellement.
où HS désigne l'hamiltonien du système, HB l'hamiltonien du bain et HSB le terme de couplage
entre le système et le bain.
Chacun de ces termes suivant le modèle choisi peut désigner des réalités diﬀérentes que nous
développerons ci-après car la séparation système-environnement n'a rien de trivial. Quelle est
la nature du système ? Celle de l'environnement ? Quels degrés de liberté faut-il associer au
système ? Lesquels sont pour l'environnement ?
Séparer le système-bain amène déjà à faire des approximations dans la modélisation d'un
système physique réel. Ce choix est laissé aux desiderata du modélisateur mais il ne doit pas
cacher des problématiques réelles et les approximations pour les dépasser. Arrive un premier
glissement sémantique pour eﬀacer les frontières de particules et de molécules au proﬁt du terme
degrés de liberté. Dans la molécule elle-même, il faut en eﬀet pouvoir séparer les mouvements
associés à la réaction et ceux qui sont seulement spectateurs. Là encore, un peu d'arbitraire dans
le judicieusement choisi !
Prenons l'exemple d'un transfert d'électron photo-induit pour une molécule en solution. Ini-
tialement, elle est dans son état fondamental à l'équilibre thermique. Puis, elle est soumise à
un rayonnement électromagnétique d'une fréquence qui mène à un état de transfert de charge.
Au cours de la dynamique dans cet état de transfert de charge, quelques degrés de liberté de
la molécule pourront être modiﬁés. Les degrés de liberté du solvant ainsi qu'un certain nombre
de degrés de liberté de la molécule elle-même sont probablement peu aﬀectés. Le modélisateur
doit veiller a priori à inclure l'ensemble des degrés de liberté d'intérêt dans le système mais il
ne peut pas formellement les connaître. Il peut certes les intuiter qualitativement en invoquant
le sens chimique ou physique. Cependant, le résultat de la dynamique est ce sur quoi il fonde
son postulat et on ne peut obtenir davantage que ce que l'on met dans son modèle. En réponse
à ce paradoxe, il est donc nécessaire d'avoir des données quantitatives telles que les surfaces de
potentiel électroniques ainsi que des outils pour pouvoir les étudier.
La déﬁnition de l'état initial est un deuxième déﬁ. Une transition de type Franck-Condon
mènerait par exemple à placer la distribution de l'état initial dans l'état de transfert de charge.
Cette distribution n'est pas état propre de l'état de transfert de charge et évolue sur la surface
elle-même. Si le transfert de charge est rapide, le système ne peut être considéré comme les
seuls degrés de liberté aﬀectés par la dynamique du transfert de charge mais aussi par ceux
de la dynamique hors-équilibre dans l'état de transfert de charge. Cependant, l'environnement
peut aussi agir plus rapidement que le transfert lui-même et thermaliser ces degrés de liberté.
Dans ce cas, tous les modes sont dans leur équilibre thermique et le système peut être réduit
comme les seuls modes impliqués par le transfert de charge. Dans tous ces cas, l'environnement
est constitué des degrés de liberté par complémentarité par rapport à un système donné. Sa
dynamique temporelle est étudiée implicitement et l'hypothèse d'équilibre thermique doit être
soigneusement vériﬁée.
Du fait de la quantiﬁcation des niveaux d'énergie, il est aussi bien possible de discuter en
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terme de degrés de liberté qu'en terme d'états. On peut ainsi opérer le deuxième et dernier
glissement sémantique et avoir une représentation plus adaptée à la mécanique quantique de ce
que sont le système et l'environnement. Dans le cadre d'un modèle d'ordre zéro, on peut faire
une partition entre les états du système et ceux de l'environnement. Le système est constitué
des états issus des degrés de liberté étudiés au cours du temps, l'environnement l'ensemble des
autres états issus des degrés de liberté dont on néglige la variation au cours du temps.
Le solvant est en quantité bien supérieure à la molécule et par les nombreuses collisions qu'il
lui fait subir constitue un thermostat dont la température peut être imposée par l'opérateur.
L'environnement peut donc être ainsi pris à l'équilibre thermique même si ce n'est pas indis-
pensable. Il faut également prendre garde de ne pas négliger des états ou des degrés de liberté
importants pour la dynamique.
Cependant, si la température est une notion triviale au sens commun, elle est d'une extrême
subtilité en physique. Dans le cas du problème des molécules environnées, il est d'usage de
travailler dans l'ensemble canonique. En eﬀet, on considère que le système est en contact d'un
réservoir d'énergie, l'environnement. Rien n'empêcherait de choisir d'autres ensembles (comme en
électrochimie, où la réaction électrochimique n'a lieu qu'au niveau de l'électrode et que la solution
constitue un réservoir de particules et d'énergie et pour lequel l'ensemble grand-canonique semble
mieux adapté). En général, l'ensemble { système + bain } constitue globalement un système isolé.
I.1.1 Hamiltonien spin-boson
Le modèle spin-boson constitue le modèle de base de la dynamique quantique dissipative :
deux niveaux électroniques (le niveau du donneur et de l'accepteur) sont placés dans un bain
dissipatif constitué de M oscillateurs harmoniques indépendants et couplés linéairement au sys-
tème. Reste à savoir comment déﬁnir le couplage entre le système et l'environnement et comment
aboutir à un bain.
Pour comprendre à présent ce que sont ces termes de couplages, on peut s'appuyer sur
l'hamiltonien tel que nous l'avons introduit par l'équation (I.1). Le système constitué de ces deux
états électroniques (1) et (2) et d'un ensemble deM oscillateurs harmoniques indépendants dont
on supposera la pulsation identique dans les deux états électroniques. Du fait de la présence de la
charge sur l'un des deux états, l'état (1) et l'état (2) ne présentent pas la même géométrie : l'état
(2) est déformé par rapport à l'état (1). Cette déformation peut être assimilée à un déplacement
des oscillateurs par rapport à la référence de ceux de l'état (1). Pour la suite de la présentation,
nous eﬀectuerons le changement de coordonnée suivant qui permet de placer la référence des
déplacements des oscillateurs au centre des géométries d'équilibre des deux états électroniques :
qi = qi +
di
2
(I.3)
Ce changement de coordonnée ne modiﬁe pas la description énergétique de l'hamiltonien. En
revanche, elle aura des conséquences par la suite notamment pour la déﬁnition de l'état initial
des dynamiques. L'hamiltonien total peut alors s'écrire :
H =
(
1 H12
H12 2
)
+

M∑
i=1
1
2
(
p2i + ω
2
i
(
qi +
di
2
)2)
0
0
M∑
i=1
1
2
(
p2i + ω
2
i
(
qi − di2
)2)
 (I.4)
=
1 +
1
8
M∑
i=1
ω2i d
2
i H12
H12 2 +
1
8
M∑
i=1
ω2i d
2
i

︸ ︷︷ ︸
HS
+
M∑
i=1
1
2
(
p2i + ω
2
i q
2
i
)(1 0
0 1
)
︸ ︷︷ ︸
HB
+
M∑
i=1
ω2i
di
2
qi
(
1 0
0 −1
)
︸ ︷︷ ︸
HSB
(I.5)
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De façon notable, il apparaît que le terme de couplage vibronique HSB est proportionnel au
déplacement des oscillateurs par rapport à l'état de référence :
ci = ω
2
i di (I.6)
On peut donc associer ces termes de couplage aux déplacements des oscillateurs. Ces derniers
peuvent être calculés à partir d'une analyse en modes normaux des structures des deux géométries
d'équilibre. On peut également remarquer qu'il apparaît un terme égal à un quart de :
λ =
1
2
M∑
i=1
ω2i d
2
i (I.7)
Cette énergie appelée énergie de renormalisation est un équivalent de l'énergie de réorganisation
dans la théorie de Marcus [28, 29, 30]. On peut d'ores et déjà noter que le changement de
coordonnée permettra par la suite de s'abstraire de l'énergie de réorganisation dans les expressions
en modiﬁant la référence de l'énergie potentielle.
Dans le cadre de ce système aﬁn de caractériser l'évolution du système en l'absence de bain,
on peut remarquer que HS est un simple hamiltonien à deux états caractérisée par une pulsation
de Rabi ΩRabi qui correspond à la diﬀérence entre les énergies propres (avec ~ = 1) et ARabi
qui correspond à l'amplitude des oscillations de Rabi en l'absence de couplage à l'environnement
[31] :
ΩRabi =
√
(1 − 2)2 + 4H212 et ARabi =
4H212
(1 − 2)2 + 4H212
(I.8)
Lorsque l'on ne considère plus seulement un bain discret mais que l'on passe à sa limite
continue, on déﬁnit une quantité appelée densité spectrale qui s'écrit en coordonnées pondérées
de masse sous la forme :
J (ω) =
pi
2
M∑
i=1
c2i
ωi
δ (ω − ωi) = pi
2
M∑
i=1
ω3i d
2
i δ (ω − ωi) (I.9)
Cette quantité très pratique pour discuter de l'inﬂuence du couplage système-bain est la
donnée centrale de ce modèle dissipatif.
I.1.2 Transformation des coordonnées du bain
Le but est ici d'extraire l'un des modes les plus couplés au bain et de le traiter explicitement
comme une coordonnée du système. Le reste du bain est traité comme des modes secondaires
couplés à cette coordonnée de la même façon que dans le modèle spin-boson. Deux approches
au cours de cette thèse ont été proposées pour déterminer ce mode : le chemin de réaction et
la méthode des modes eﬀectifs. Dans cette première approche, le mode traité dans le système
correspond à celui qui permet d'interpoler les géométries ﬁnale et initiale d'équilibre et les modes
secondaires sont les oscillateurs harmoniques orthogonaux à ce chemin de réaction. Dans la
seconde, le mode est pris dans la direction qui prend l'ensemble du couplage vibronique.
Dans le cas du système à deux niveaux, il est possible d'écrire l'hamiltonien (I.4) en coor-
données pondérées de masse sous la forme :
H =
(
1 + T + V1(q) H12
H12 2 + T + V2(q)
)
(I.10)
avec les opérateurs cinétique T et potentiels V1/2(q) déﬁnis tels que :
T =
1
2
M∑
i=1
− ∂
2
∂q2i
et V1/2(q) =
1
2
M∑
i=1
ω2i (qi ± di/2)2 (I.11)
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où l'on a déﬁni le vecteur q dans une base standard e = (e1, · · · , eM ) tel que :
q =
M∑
i=1
qiei (I.12)
Dans cette équation, nous avons négligé la variation du couplage électronique en fonction des
coordonnées nucléaires.
Chemin de réaction linéaire
On commence par déﬁnir un chemin de réaction linéaire :
u1 = d/ ‖d‖ avec d =
M∑
i=1
(di/2) ei (I.13)
pour arriver à eﬀectuer un changement de coordonnées {qi} → {x1, xi} à travers la transfor-
mation vectorielle des {ei} → {ui}. Le chemin de réaction linéaire u1 et les modes secondaires
{ui/i ∈ [[2,M ]]} sont construits normalisés et orthogonaux.
L'opérateur de l'énergie potentielle peut être écrit dans ce nouveau jeu de coordonnées
comme :
V1/2 =
1
2
(q± d)TΛ (q± d) avec q = x1u1 +
M∑
i=2
xiui (I.14)
Il est toujours possible de décomposer :
∀i, ui =
M∑
j=1
u
(i)
j ej et notamment qi =
M∑
j=1
xju
(i)
j (I.15)
Par la suite, on utilise la notation Λij = δijω2i aﬁn de développer l'expression de l'énergie
potentielle sous la forme :
V1/2 =
1
2
((
x1 ± x01
)
u1 +
M∑
i=2
xiui
)T
Λ
((
x1 ± x01
)
u1 +
M∑
i=2
xiui
)
(I.16)
=
1
2
u1TΛu1(x1 ± x01)2 + M∑
i=2
M∑
j=2
xixjui
TΛuj +
M∑
i=2
xi
(
x1 ± x01
) (
u1
TΛui + ui
TΛu1
)
(I.17)
A l'aide de l'expression précédente, on peut d'ores et déjà poser les paramètres du chemin de
réaction, le déplacement x01 la pulsation du chemin de réaction déﬁnis comme :
x01 = ‖d‖ =
1
2
√√√√ M∑
i=1
d2i et Ω˜
2 = u1
TΛu1 =
M∑
i=1
d2iω
2
i
M∑
i=1
d2i
(I.18)
De façon pratique, on déﬁnit le projecteur sur le chemin de réaction comme P = u1u1T
et son projecteur complémentaire Q = I − P pour exprimer les matrices PΛP, QΛQ. Après
diagonalisation, PΛP mène à une seule valeur propre non nulle Ω˜2, celle du chemin de réaction
qui a pour vecteur propre u1 et QΛQ mène à M − 1 valeurs propres non nulles ω˜i2 des modes
du bain secondaire de vecteurs propres {ui/i ∈ [[2,M ]]}. Les couplages κi sont ensuite calculés
comme PΛQ+QΛP exprimés ensuite dans la base des {ui}.
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Figure I.2  Schéma représentatif de l'hamiltonien vibronique dans le cas du chemin de réaction. Une
coordonnée x1 est extraite du bain issue du modèle spin-boson et est traitée exactement dans le système.
Les fonctions W1/2 (éq. (I.23)) sont des paraboles de pulsation Ω˜ et déplacées de ±x01 de part et d'autre
de la référence (voir éq.(I.18)).
L'expression de l'opérateur cinétique modiﬁé par une transformation quelconque quant à lui
est donnée par [32] :
T = −1
2
∑
mn
w(x)−1
∂
∂xm
w(x)Gmn(x)
∂
∂xn
(I.19)
où w(x) = det[w] oùw = [ ∂∂xm qi] = [u
(i)
m ] avec i = 1, · · · ,M etm = 1, · · · ,M et [Gmn] = [gmn]−1
où g est le tenseur métrique. Ce dernier est déﬁni tel que :
gmn =
M∑
i=1
(
∂qi
∂xm
)(
∂qi
∂xn
)
=
M∑
i=1
u(i)m u
(i)
n (I.20)
Comme les modes ui sont construits tous orthonormaux, on trouve immédiatement que la
matrice métrique est l'identité et que le carré du déterminant de la jacobienne est 1. Ainsi,
T =
1
2
M∑
i=1
− ∂
2
∂q2i
=
1
2
M∑
i=1
− ∂
2
∂x2i
=
1
2
M∑
i=1
p˜2i (I.21)
L'hamiltonien vibronique peut alors s'écrire :
H =
1 + 12(p˜21 + Ω˜2(x1 + x01)2) H12
H12 2 +
1
2
(p˜21 + Ω˜
2(x1 − x01)2)

︸ ︷︷ ︸
HS
(I.22)
+
M∑
i=2
1
2
(
p˜2i + ω˜
2
i x˜
2
i
)(1 0
0 1
)
︸ ︷︷ ︸
HB
+
M∑
i=2
κ˜ix˜i
(
(x1 + x
0
1) 0
0 (x1 − x01)
)
︸ ︷︷ ︸
HSB
où Ω˜, x01 sont déﬁnies par l'équation (I.18), x1 est déﬁni par l'équation (I.14) et l'on pose :
W1/2 = 1/2 +
Ω˜2
2
(x1 ± x01)2 (I.23)
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Le chemin de réaction constitue une première coordonnée collective dont nous avons déﬁni
les paramètres. Il existe cependant d'autres modèles dans la littérature. Nous nous intéresserons
par la suite à celui du mode eﬀectif.
Mode eﬀectif
En utilisant la déﬁnition des couplages vibroniques (éq. (I.6)), le mode eﬀectif [33, 12, 34] est
déﬁni comme :
g1 = c/ ‖c‖ avec c =
M∑
i=1
ciei (I.24)
aﬁn d'eﬀectuer un changement de coordonnées {qi} →
{
X1, X¯i
}
à travers la transformation
vectorielle des {ei} → {gi}. g1 est appelé le mode eﬀectif. Le mode eﬀectif et les modes se-
condaires {gi/i ∈ [[2,M ]]} sont tout comme pour le chemin de réaction construits normalisés et
orthogonaux dans leur espace.
Par le choix de la référence des oscillateurs, l'énergie de réorganisation est identique sur les
deux états et peut être négligée. L'opérateur de l'énergie potentielle s'écrit alors :
V1/2 =
1
2
(
qTΛq± cq) avec q = X1g1 + M∑
i=2
X¯igi (I.25)
où l'on note ‖c‖ = D0 d'où cq = D0X1 et Λij = δijω2i . Il est possible de remarquer que :
qTΛq =
(
X1g1 +
M∑
i=2
X¯igi
)T
Λ
(
X1g1 +
M∑
i=2
X¯igi
)
(I.26)
= g1
TΛg1X1
2 +
M∑
i=2
M∑
j=2
X¯iX¯jgi
TΛgj +
M∑
i=2
X¯iX1
(
g1
TΛgi + gi
TΛg1
)
(I.27)
Dans l'expression précédente, il est possible de poser D0 comme une constante de renorma-
lisation de la coordonnée collective et Ω¯21 la fréquence du mode eﬀectif telle que :
D0 = ‖c‖ =
√√√√ M∑
i=1
c2i et Ω¯
2
1 =
M∑
i=1
c2iω
2
i
M∑
i=1
c2i
(I.28)
En employant des opérateurs de projection (P = g1g
T
1 ) suivant une démarche exactement
identique à celle employée pour le chemin de réaction [34], il est possible de réécrire l'hamiltonien
sous la forme :
H =
1 + 12(P¯ 21 + Ω¯21X21 ) + D02 X1 H12
H12 2 +
1
2
(P¯ 21 + Ω¯
2
1X
2
1 )−
D0
2
X1

︸ ︷︷ ︸
HS
(I.29)
+
M∑
i=2
1
2
(
P¯ 2i + ω¯
2
i X¯
2
i
)(1 0
0 1
)
︸ ︷︷ ︸
HB
+
M∑
i=2
κ¯iX¯iX1
(
1 0
0 1
)
︸ ︷︷ ︸
HSB
Dans le cas des modes eﬀectifs avec une distribution continue, il est également possible de
suivre la procédure exposée dans la référence [35]. En passant à la limite continue et en utilisant
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Figure I.3  Représentation à deux dimensions du mode eﬀectif g1 et du chemin de réaction u1 dans le
cas électronique dégénéré. En pointillés, sont dessinés les deux états diabatiques, en isosurfaces colorées
les états adiabatiques. A gauche, cas sans barrière. A droite, cas avec barrière.
la déﬁnition de la densité spectrale (I.9), il est possible de déterminer Ω¯1, la pulsation du mode
eﬀectif et D0, la constante de renormalisation de la coordonnée collective à la limite continue :
D20 =
2
pi
∫ +∞
0
dωJ(ω)ω et Ω¯21 =
2
piD20
∫ +∞
0
dωJ(ω)ω3 (I.30)
La construction des modes secondaires couplés au mode eﬀectif sont déterminés directement
à travers une densité spectrale secondaire. La procédure utilisée est détaillée dans l'annexe C.
Comparaison du mode eﬀectif avec le chemin de réaction
Malgré les nombreuses similarités de démarche entre le mode eﬀectif et le chemin de réaction,
les deux méthodes présentent un certain nombre de diﬀérences.
Si le chemin de réaction connecte les minima des deux structures, le mode eﬀectif, lui, en-
globe l'ensemble du couplage vibronique. La ﬁgure I.3 permet d'illustrer dans le cas électronique
dégénéré à deux dimensions chacune de ces deux méthodes.
La référence des oscillateurs est prise ici au milieu et coïncide avec le minimum de l'état
adiabatique fondamental (dans le cas sans barrière) ou l'état de transition (dans le cas avec
barrière). Le chemin de réaction u1 est le vecteur connectant les deux minima alors que le mode
eﬀectif g1 est le gradient de l'énergie diabatique au point de référence des oscillateurs. Il est de
fait orthogonal à la couture des surfaces diabatiques. Le mode eﬀectif est donc la seule direction
sur laquelle peut varier la diﬀérence d'énergie entre les deux états diabatiques.
Chacune de ces directions a donc des avantages et des inconvénients. Un problème peut
potentiellement survenir quand on l'utilise pour traiter le bain par des méthodes perturbatives.
En eﬀet, la force du couplage du bain secondaire à la coordonnée collective est un paramètre
crucial pour la validité de ces approches. Cependant, si le traitement dynamique qui le suivait
était exact et comparable notamment de par l'état initial, les résultats devraient être équivalents
quel que soit le choix de cette direction ou le modèle (spin-boson, ...).
I.2 Méthodes de dynamique dissipative
Les diﬀérents hamiltonien-modèles que nous avons déﬁnis dans la précédente section peuvent
s'écrire sous la forme :
H = HS +HB +HSB (I.31)
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où HS est l'hamiltonien du système, HB est l'hamiltonien du bain et HSB l'hamiltonien de
couplage du système avec le bain. Il est à présent nécessaire d'eﬀectuer la propagation dynamique
de l'équation dynamique associée à cet hamiltonien.
I.2.1 Déﬁnition de la matrice densité
L'un des postulats fondamentaux de la mécanique quantique suppose que la mesure d'une
grandeur physique représentée à travers un observable Aˆ ne peut fournir que l'une des valeurs
propres de Aˆ. Les états propres de Aˆ forment alors une base complète et orthonormée dans
l'espace de Hilbert notés {|α〉}. Ainsi, la description complète d'un état est donnée par un
vecteur |Ψ〉 tel que sa décomposition s'écrit :
|Ψ〉 =
∑
α
cα|α〉 (I.32)
Si cette condition est remplie, alors la valeur moyenne 〈Aˆ〉 de l'observable Aˆ est donnée par :
〈Aˆ〉 = 〈Ψ|Aˆ|Ψ〉 (I.33)
On dit alors que le vecteur |Ψ〉 constitue un état pur, c'est à dire ici une superposition des états
{|α〉}.
Supposons à présent que l'on ne puisse pas avoir accès à une telle fonction d'onde |Ψ〉.
L'observateur peut certes faire une mesure mais il ne sait pas exactement quel état quantique
il manipule. En revanche, il peut avoir accès à des grandeurs relatives à l'ensemble de ces états
telles qu'une distribution liée à la température ou un potentiel chimique. La mesure est alors
dite incomplète et on est face à un mélange statistique d'états purs |Ψk〉 (que l'on suppose
orthonormés à des ﬁns de simplicité) pondérées par leur probabilité pk d'appartenir à ce mélange
[36]. La valeur moyenne 〈Aˆ〉 de l'observable Aˆ est donnée par :
〈Aˆ〉 =
∑
k
pk〈Ψk|Aˆ|Ψk〉 (I.34)
On peut alors déﬁnir un opérateur densité ρˆ tel que :
ρˆ =
∑
k
pk|Ψk〉〈Ψk| (I.35)
La matrice densité ρ dans une base complète d'états orthogonaux |α〉 s'écrit alors :
ρˆ =
∑
α,β
〈α|ρˆ|β〉|α〉〈β| =
∑
α,β
ρα,β|α〉〈β| (I.36)
et la valeur moyenne 〈Aˆ〉 de l'observable Aˆ est donné par
〈Aˆ〉 =
∑
α,β
∑
k
pk〈Ψk|β〉〈β|Aˆ|α〉〈α|Ψk〉 =
∑
α
〈α|ρˆAˆ|α〉 = Trα[ρˆAˆ] (I.37)
où Trα[•] désigne la trace sur la base complète orthonormale des |α〉.
I.2.2 Projecteurs de Nakajima-Zwanzig
Il est nécessaire de déterminer les outils qui permettent de prendre en compte implicitement la
dynamique du bain sur le système. Pour ce faire, nous présenterons les projecteurs de Nakajima-
Zwanzig, outil mathématique qui permet d'eﬀectuer la séparation système-bain. Nous discuterons
au-delà de son sens mathématique, son expression et le fait de lui attribuer un sens physique
cohérent avec le problème étudié.
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Choix du projecteur thermique
Le rôle du projecteur est de partager l'ensemble total de l'espace de Hilbert avec d'une part ce
qu'est le système et d'autre part le bain suivant une séparation {système-bain} sélectionnée parmi
les degrés de liberté ou les états déﬁnis à travers l'hamiltonien. Or, l'hamiltonien de l'ensemble
{système + bain} n'est pas séparable du fait du couplage du système avec le bain et la fonction
d'onde ne peut s'écrire simplement comme le produit des fonctions propres du système et des
fonctions propres du bain.
Comme notre but est de réduire la dimension de la matrice densité totale vers une matrice
densité réduite ρS(t) ne s'étendant plus que sur les coordonnées du système et représentant
l'évolution dynamique de ce dernier et appelée matrice densité du système, on doit pour cela
prendre en compte l'inﬂuence de l'ensemble des degrés de liberté du bain sur le système réduit.
On déﬁnit alors :
ρS(t) = TrB[ρ(t)] (I.38)
La trace partielle TrB[] permet de rendre compte de l'intégration sur l'ensemble des degrés de
liberté du bain. Le système apparaît alors clairement dans ses degrés de liberté propres, séparés
de son environnement : les caractéristiques recherchées du projecteur à construire.
L'environnement quant à lui est pris comme un bain d'oscillateurs harmoniques à l'équilibre
thermodynamique. La matrice densité s'avère de par ses propriétés statistiques d'une grande
utilité pour décrire la distribution boltzmanienne d'équilibre ρeqB au sein de ses états propres telle
que :
ρeqB =
e−βHˆB
TrB[e−βHˆB ]
(I.39)
On déﬁnit le projecteur thermique comme :
Pρ = ρeqB TrB[ρ] = ρ
eq
B ρS (I.40)
où l'on pose ρS comme la matrice densité du système.
L'opérateur P est bien un projecteur car :
P 2ρ = ρeqB TrB[ρ
eq
B TrB[ρ]] = ρ
eq
B TrB[ρ
eq
B ]TrB[ρ] = ρ
eq
B TrB[ρ] = Pρ (I.41)
L'opération de projection permet donc de déﬁnir la séparation système-bain. On peut alors
chercher l'évolution dynamique de la matrice densité du système ρS à partir de la matrice densité
totale.
Application à la résolution de l'équation de Liouville
En matrice densité, l'évolution dynamique d'un système est donnée par un équivalent de
l'équation de Schrödinger : l'équation de Liouville-Von Neumann :
d
dt
ρ(t) = −i[Hˆ, ρ(t)] = Lρ(t) (I.42)
où L• = −i[Hˆ, •] est un super-opérateur appelé opérateur de Liouville ou liouvillien (~ = 1 en
unités atomiques ici)
En appliquant l'opérateur de projection de Nakajima-Zwanzig P à cette équation ainsi que
son opérateur complémentaire Q = 1 − P , il est possible d'accéder à un système d'équations
diﬀérentielles :
d
dt
Pρ(t) = PLPρ(t) + PLQρ(t) (I.43)
d
dt
Qρ(t) = QLPρ(t) +QLQρ(t) (I.44)
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La première équation de ce système d'équations diﬀérentielles donne l'évolution de la matrice
densité du système à travers l'évolution de Pρ = ρSρ
eq
B selon l'équation (I.40). La résolution de ce
système d'équation est développée dans l'annexe D. Elle permet d'accéder à l'équation intégro-
diﬀérentielle de Nakajima-Zwanzig (D.9) formellement équivalente à l'équation de Liouville (I.42).
Elle décrit l'évolution de la matrice du système sous la forme :
ρeqB
d
dt
ρS(t) = ρ
eq
BLSρS(t)︸ ︷︷ ︸
Système
+ I(t)︸︷︷︸
Corrélations initiales
+ ρeqB
∫ t
0
dτK(t, τ)ρS(τ)︸ ︷︷ ︸
Terme de mémoire
(I.45)
où il est possible de distinguer trois termes importants 1 :
 le liouvillien du système LS :
LSρ
eq
B ρS(t) = PLPρ(t) (I.46)
Il rend compte de l'évolution du système isolé.
 le terme de corrélations initiales I(t)
I(t) = PLQT (+)e
∫ t
0 dt
′QLQρ(0) (I.47)
Il s'annule notamment lorsque l'on suppose que le système et le bain sont initialement
factorisables :
ρ(0) = ρS(0)⊗ ρeqB ⇒ I(t) = 0 (I.48)
On supposera cette hypothèse valable pour tout le reste de l'exposé.
 l'intégrale de mémoire
∫ t
0 dτK(t, τ)ρS(τ)
K(t, τ)ρeqB ρS(τ) = PLT
(+)e
∫ t
τ dt
′QLQLρeqB ρS(t) (I.49)
A chaque temps t, il est nécessaire d'intégrer pour l'ensemble des temps τ < t. Ce terme
représente la dynamique implicite du bain et son inﬂuence sur le système.
La diﬃculté de la résolution de l'équation de Liouville est ici ramenée à l'évaluation de
l'intégrale de mémoire. Comme elle est sous forme intégro-diﬀérentielle, pouvoir la traiter de
façon la plus exacte possible reste une tâche excessivement complexe.
Représentation d'interaction
Dans la suite de cette section et ce aﬁn d'améliorer la compacité et la lisibilité, les équations
seront présentées en représentation d'interaction :
ρI (t) = e
iH0tρ(t)e−iH0t (I.50)
où H0 = HS +HB et en unités de masse atomique ~ = 1.
Dans ce cas, l'équation de Liouville-Von Neumann s'écrit
d
dt
ρI (t) = −i
[
eiH0tHSBe
−iH0t, ρI (t)
]
(I.51)
= L (t) ρI (t) (I.52)
où L (t) • = −i[eiH0tHSBe−iH0t, •] est l'opérateur liouvillien utilisé en représentation d'interac-
tion.
La matrice densité du système ρS,I (t) en représentation d'interaction s'écrit alors :
ρS,I (t) = TrB[ρI (t)] = e
iHStρS(t)e
−iHSt (I.53)
1. La notation T (+)e• désigne l'exponentielle ordonnée dans le temps. Son développement ne peut donner
qu'un produit de termes fonction du temps t de telle sorte que t augmente en allant de la droite vers la gauche
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Le terme de couplage système-bain HSB est décomposé sous la forme :
HSB = S.B (I.54)
où S un opérateur du système et B un opérateur du bain.
En représentation d'interaction, le liouvillien s'écrit donc :
L(t) = S(t).B(t) (I.55)
où ont été déﬁnies S(t) et B(t) les représentations en interaction de respectivement S et B :
S (t) = eiHStSe−iHSt et B (t) = eiHBtBe−iHBt (I.56)
En utilisant la déﬁnition du projecteur et en supposant que la valeur moyenne des ﬂuctuations
du bain est nulle, on peut remarquer que :
PL(t)PρI(t) = ρ
eq
B TrB[L(t)ρ
eq
B ]ρS,I(t) = ρ
eq
B S(t)TrB[B(t)ρ
eq
B ]ρS,I(t) = 0 (I.57)
Finalement, en considérant également l'approximation de bain initialement factorisable va-
lide, l'équation (I.45) se ramène alors à l'équation suivante :
ρeqB
d
dt
ρS,I (t) = ρ
eq
B
t∫
0
dτTrB
L (t)T (+)e t∫τ dt′(1−P )L(t′)L (τ) ρS,I (τ)
 (I.58)
= ρeqB
t∫
0
dτKI(t, τ)ρS,I (τ) (I.59)
où KI(t, τ) est le noyau de mémoire en représentation d'interaction.
L'équation (I.58) plus compacte que l'équation (I.45) est utilisée pour la suite des raisonne-
ments en étant ou non approximée.
I.2.3 Théorie de perturbation
Les opérateurs de Nakajima-Zwanzig ont permis d'écrire l'équation (I.45) puis l'équation
(I.58) en représentation d'interaction donnant accès à l'évolution du système en intégrant sur
l'ensemble des degrés de liberté du bain. Cependant, le terme de mémoire contient encore toute
la complexité du problème. Notamment, on peut constater que c'est toujours un terme intégro-
diﬀérentiel excessivement coûteux à calculer par méthodes numériques. Ce dernier peut cepen-
dant être approximé par théorie de perturbation.
Si l'on suppose que l'inﬂuence du bain sur le système est une perturbation, le terme de
couplage système-bain est supposé petit et l'hamiltonien peut s'écrire :
H = HS +HB +HSB = H0 + λS.B (I.60)
avec λ le paramètre perturbatif, S l'opérateur du système et B l'opérateur du bain.
L'équation (I.58) peut être développée par théorie de perturbation. En eﬀet, le développement
limité de l'exponentielle ordonnée dans le temps donne :
T (+)e
λ
t∫
τ
dt′(1−P )L(t′)
=
1 + λ
t∫
τ
dt′ (1− P )L (t′)+ λ2 t∫
τ
dt′
t′∫
τ
dt′′ (1− P )L (t′) (1− P )L (t′′)+O (λ2) (I.61)
Cette expression peut être réinjectée dans l'équation (I.58). Pour obtenir l'équation d'évo-
lution à l'ordre n, il suﬃt de ne conserver que les termes ayant la puissance en λn. Cette mé-
thodologie peut être poussée à des ordres plus élevés mais devient rapidement excessivement
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fastidieuse à écrire. Comme le développement des expressions apporte peu à ce stade de la lec-
ture, le lecteur intéressé pourra trouver davantage de démonstrations et de détails dans l'annexe
D, notamment le développement à l'ordre 4. Les résultats obtenus pour l'ordre 2 qui constitue le
cas-modèle pour la plupart des développements théoriques de cette thèse sont discutés ci-après.
En supposant que l'approximation de théorie de perturbation à l'ordre 2 est valide, le noyau de
mémoire peut alors être développé sous la forme :
t∫
0
dτKI(t, τ)ρS,I (τ) ≈
t∫
0
dτK(2)(t, τ)ρS,I (τ) +O(λ
2) (I.62)
≈
t∫
0
dτTrB [L (t)L (τ) ρS,I (τ)] +O(λ
2) (I.63)
où K(2)(t, τ) est le terme de mémoire à l'ordre 2 que l'on explicitera juste après.
Noyau de mémoire perturbatif à l'ordre 2
Selon le raisonnement présenté en annexe qui mène à l'équation (E.20), le terme de mémoire
à l'ordre 2 peut être écrit sous la forme :
∫ t
0
dτK(2)(t, τ)ρS,I(τ) =
t∫
0
dτTrB
[
L (t)L (τ) ρeqB ρS,I (τ)
]
(I.64)
= −[S(t),
t∫
0
dτ{S(τ)C(t− τ)ρS,I(τ)} − {h.c.}] (I.65)
où {h.c.} désigne le conjugué hermitien de l'expression entre crochets et où l'on pose C(t− τ) la
fonction de corrélation du couplage système-bain sous la forme :
C (t− τ) = TrB[B(t)B(τ)ρeqB ] (I.66)
Le terme de mémoire obtenu à l'ordre 2 est une équation non-locale dans le temps telle
que nous l'avons déﬁnie dans l'équation (I.65). Il est possible au même ordre de la théorie de
perturbation de réécrire la matrice du système au temps τ aﬁn d'obtenir un terme de mémoire
local dans le temps. En eﬀet, le terme de mémoire (I.65) est déjà en λ2, on peut donc s'intéresser
à son évolution au seul ordre 0 :
ρS,I(t) = e
iHstρS(t)e
−iHst ≈ eiHste−iHs(t−τ)ρS(τ)eiHs(t−τ)e−iHst (I.67)
En représentation d'interaction, cela signiﬁe que ρS,I(τ) ≈ ρS,I(t). En eﬀectuant le changement
de variable t′ = t− τ ,∫ t
0
dτK(2)(t, τ)ρS,I(τ) ≈ −ρeqB [S(t),
t∫
0
dt′{eiHS(t−t′)Se−iHS(t−t′)C(t′)ρS,I(t)} − {h.c.}] (I.68)
≈ −ρeqB [S(t), {eiHStDte−iHStρS,I(t)} − {h.c.}] (I.69)
où l'opérateur de dissipation Dt est déﬁni comme :
Dt =
∫ t
0
dt′e−iHSt
′
SeiHSt
′
C(t′) (I.70)
Nous avons pu voir que l'opérateur de dissipation est directement relié à la fonction de
corrélation. Cette dernière peut elle-même être reliée aux paramètres du bain et notamment à la
densité spectrale (éq. (I.9)).
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Lien avec la densité spectrale
En exploitant les propriétés de la linéarité du couplage et de l'approximation harmonique, la
fonction de corrélation C(t−τ) peut se développer comme suit (pour de plus amples informations,
se référer à l'annexe F) :
C (t− τ) =
M∑
l=1
c2l
2ωl
e−iωl(t−τ)
1
1− e−βωl +
M∑
l=1
c2l
2ωl
eiωl(t−τ)
1
eβωl − 1 (I.71)
La quantité C(t− τ) donne là dans le cadre des approximations d'un couplage linéaire à un
bain harmonique une expression (I.71) absolument remarquable. Il n'apparaît tout d'abord à ce
niveau plus aucune trace des coordonnées du bain : la complexité du problème multidimensionnel
a été ici éliminée au prix de la validité des approximations qui ont été faites. Le deuxième point
concerne le bilan détaillé. En eﬀet, les deux termes laissent entrevoir un équilibre à t inﬁni entre
la réaction et sa réaction inverse.
L'expression (I.9) peut être injectée dans l'équation (I.71) pour donner :
C (t− τ) = 1
pi
+∞∫
0
dω
J (ω) e−iω(t−τ)
1− e−βω +
1
pi
+∞∫
0
dω
J (ω) eiω(t−τ)
eβω − 1 (I.72)
A l'aide du changement de variable ω → −ω′ et en imposant l'imparité de la densité spectrale
(J(−ω) = −J(ω)), l'expression peut être réécrite sous la forme :
C (t− τ) = 1
pi
0∫
−∞
−dω′J (ω
′) eiω′(t−τ)
1− eβω′ +
1
pi
+∞∫
0
dω
J (ω) eiω(t−τ)
eβω − 1 (I.73)
La fonction de corrélation peut donc être réexprimée sous la forme :
C(t− τ) = 1
pi
+∞∫
−∞
dω
J (ω) eiω(t−τ)
eβω − 1 (I.74)
On peut également remarquer que :
C (t− τ) = 1
pi
+∞∫
0
dωJ (ω)
(
cos [ω(t− τ)] coth
[
βω
2
]
− i sin [ω(t− τ)]
)
(I.75)
La fonction de corrélation reste le paramètre crucial pour représenter l'environnement dans
l'équation dynamique. Dans certains cas que nous allons à présent exposer, elle permet d'utiliser
des approximations supplémentaires dont l'approximation markovienne.
I.2.4 Approximation markovienne
Dans cette section, nous présenterons des méthodes approchées standard en dynamique quan-
tique dissipative. Elles font toutes appel à l'approximation markovienne. Ces méthodes sont bien
documentées [30, 36, 37] et fournissent une première approche souvent plus stable et moins lourde
numériquement que celles que nous présenterons par la suite.
Domaine de validité
Pour bien comprendre ce que signiﬁe cette approximation, nous allons d'abord déﬁnir un
temps de corrélation τcor [38] tel que :
τcor =
1
|C(0)|
+∞∫
0
|C(t)|dt (I.76)
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Figure I.4  Représentation schématique des régimes markoviens et non-markoviens. Dans le régime
markovien, τcor la durée caractéristique des eﬀets de mémoire est bien inférieure à la durée caractéristique
du système τsys (τsys  τcor), ce qui n'est pas le cas du régime non-markovien.
Ce temps τcorr est une indication de la durée des phénomènes de mémoire. Dans le cas
des systèmes étudiés, cela correspond aux temps caractéristiques des mouvements nucléaires.
Au cours d'une durée caractéristique du système [0, τsys] avec τsys une période caractéristique
du système, on suppose que tous les mouvements du bain entamés à t = 0 et déclenchés par
le système soient terminés à τsys ou que leur inﬂuence soit alors négligeable. L'approximation
markovienne se formalise donc sous la forme :
τsys  τcor ⇒
t∫
0
dτKI(t, τ)ρS,I (τ) ≈
+∞∫
0
dτKI(t, τ)ρS,I (τ) (I.77)
où l'on fait tendre la borne supérieure de l'intégrale de mémoire de l'équation de Nakajima-
Zwanzig (I.58) vers l'inﬁni (voir ﬁgure I.4). La condition de markovianité est au c÷ur des analyses
que l'on peut mener a priori sur les systèmes que nous voulons étudier.
Équation de Redﬁeld
L'équation de Redﬁeld est une des méthodes les plus classiques [39, 40] pour traiter le pro-
blème des systèmes quantiques ouverts. C'est une équation-maîtresse markovienne où sont no-
tamment négligés les eﬀets de mémoire. La principale approximation reste qu'elle ne peut être
considérée que dans des cas de faible couplage du système avec le bain. En eﬀet, on suppose
que la théorie de perturbation à l'ordre 2 est ici valable et que l'on pourra exploiter l'expression
(I.69) du noyau perturbatif local dans le temps à l'ordre 2.
L'approximation markovienne suppose à présent que la fonction C(t−τ) décroît rapidement,
c'est à dire que le temps caractéristique d'évolution du système est bien plus grand que celui
du bain. La dynamique des temps passés du bain peut donc être moyennée car elle n'évolue
pas sur cette échelle de temps. Le terme de mémoire peut donc être intégré de 0 à +∞. Cette
approximation est l'approximation markovienne appliquée à l'équation (I.69).
∫ +∞
0
dτK(2)(t, τ)ρS,I(τ) = −[S(t), {eiHStDe−iHStρS,I(t)} − {h.c.}] (I.78)
= −Kred(t) (I.79)
où l'opérateur de dissipation markovien de Redﬁeld D est déﬁni comme :
D =
∫ +∞
0
dt′e−iHSt
′
SeiHSt
′
C(t′) (I.80)
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En utilisant la relation de la fonction de corrélation avec la densité spectrale de l'équation
(I.74), il est possible de réécrire :
D =
1
pi
+∞∫
−∞
dω
∫ +∞
0
dt′
J (ω) eiωt
′
eβω − 1 e
−iHSt′SeiHSt
′
(I.81)
En pratique, l'équation précédente est résolue dans la base propre de HS dont les énergies
propres seront notées Ei pour l'état |i〉. L'élément Dij de la matrice peut donc s'écrire sous la
forme :
Dij =
1
pi
+∞∫
−∞
dω
∫ +∞
0
dt′
J (ω) ei(ω−∆Eij)t′
eβω − 1 Sij (I.82)
=
1
pi
lim
η→0+
+∞∫
−∞
dω
∫ +∞
0
dt′
J (ω) ei(ω−∆Eij+iη)t′
eβω − 1 Sij (I.83)
= − 1
ipi
lim
η→0+
+∞∫
−∞
dω
J (ω)
(eβω − 1)(ω −∆Eij + iη)Sij (I.84)
=
i
pi
PP
+∞∫
−∞
dω
J (ω)
(eβω − 1)(ω −∆Eij)Sij +
J (∆Eij)
(eβ∆Eij − 1)Sij (I.85)
L'expression précédente a été déterminée en utilisant la partie principale de Cauchy 2 notée
PP pour la suite.
Dans le cas général, la partie principale de Cauchy est non-négligeable et constitue la partie
imaginaire de la matrice de Redﬁeld D. La partie principale est généralement négligée, ce qui
améliore grandement la stabilité du calcul. Mais elle constitue une approximation supplémentaire
dont la validité doit être éprouvée.
Dans le cadre de ces approximations, il est possible de remarquer que pour que l'approxima-
tion de théorie de perturbation soit valide, il faut que tous les éléments issus de la matrice de
Redﬁeld soient très petits par rapport à la fréquence de la transition correspondante. En suivant
la référence [41], ceci permet d'établir un paramètre perturbatif ξ(∆Eij) déﬁni tel que :
ξ(∆Eij) =
2|Sij |2J(∆Eij)
(eβ∆Eij − 1)∆Eij
avec ξ(∆Eij) 1 (I.86)
Ce paramètre est par la suite régulièrement exploité pour vériﬁer le comportement pertur-
batif du bain utilisé. La non-validité de l'approximation de perturbation au second ordre peut
mener à des résultats aberrants avec l'équation-maîtresse de Redﬁeld. En eﬀet, cette dernière
ne garantit pas la positivité de la matrice densité [41, 42] et peut mener à des résultats n'ayant
pas de sens physique. Des approximations supplémentaires peuvent garantir la positivité de la
matrice densité, notamment l'approximation séculaire. Des compléments pour ce dernier cas sont
développés en annexe G.
2.
lim
η→0+
∫
dx
f(x)
x− x0 ± iη = limη→0+
∫
dx
f(x) (x− x0 ∓ iη)
(x− x0)2 + η2
= lim
η→0+
∫
dx
f(x) (x− x0)
(x− x0)2 + η2
∓ i lim
η→0+
∫
dx
f(x)η
(x− x0)2 + η2
= PP
∫
dx
f(x)
x− x0 ∓ ipif(x0)
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I.2.5 Méthode des matrices auxiliaires
Comme nous l'avons vu précédemment, l'équation (I.58) est en général peu commode à ré-
soudre exactement numériquement. L'équation reste sous forme intégro-diﬀérentielle qui implique
de réaliser une intégration numérique à tous les pas de temps.
Dans le cadre du modèle harmonique avec couplage linéaire, la méthode des matrices auxi-
liaires est une méthode de paramétrisation de la densité spectrale sous une forme analytique qui
permet d'exprimer la fonction de corrélation à deux temps sous la forme d'une somme d'expo-
nentielles complexes.
C(t− τ) =
ncor∑
k=1
αke
iγk(t−τ) (I.87)
Comme ce sera détaillé dans la suite, il est aussi possible d'écrire le conjugué complexe
C∗(t − τ) comme une somme d'exponentielles avec les mêmes exposants mais des coeﬃcients
diﬀérents :
C∗(t− τ) =
ncor∑
k=1
α˜ke
iγk(t−τ) (I.88)
L'obtention des αk, α˜k et γk est détaillée dans la suite pour deux modèles de densité spectrale.
Schémas de paramétrisation de la densité spectrale
Plusieurs schémas ont été développés avec des lorentziennes ohmiques [43, 44], des lorent-
ziennes de type Drude-Lorentz [10, 45] ou des lorentziennes superohmiques [46] tandis que la
température peut être traitée par diﬀérents moyens avec un développement en série avec les
fréquences de Matsubara ou par des approximants de Padé [47, 48].
Cas des lorentziennes de type ohmique Ce premier cas est celui proposé dans les articles
[43] et [44]. La stratégie développée correspond à celle des équations (46) et (47) de l'article [44].
Supposons que la densité spectrale puisse être approximée sous la forme :
J(ω) =
nlorentz∑
l=1
plω[
(ω + Ωl)2 + Γ
2
l
] [
(ω − Ωl)2 + Γ2l
] (I.89)
Dans le cadre d'un couplage linéaire, nous avons pu montrer l'expresion (I.74) qui devient
dans le cadre de cette paramétrisation :
C(t− τ) =
nlorentz∑
l=1
1
pi
+∞∫
−∞
dω
plωe
iω(t−τ)[
(ω + Ωl)2 + Γ
2
l
] [
(ω − Ωl)2 + Γ2l
]
[eβω − 1] (I.90)
En utilisant le théorème des résidus et en fermant le contour d'intégration sur le demi-
plan supérieur, on constate que ce contour contient 2nlorentz pôles en (Ωl,Γl) et (−Ωl,Γl) ainsi
qu'une inﬁnité sur l'axe imaginaire
{
∀j ∈ N∗,
(
0, 2pijβ
)}
appelées fréquences de Matsubara qui
sont déﬁnies telles que :
νj =
2pij
β
(I.91)
Les fréquences de Matsubara (éq. (I.91)) proviennent de l'inﬁnité de pôles issus de la fonction
de Bose (eβω − 1)−1. Pour des raisons numériques, cette somme inﬁnie est tronquée en s'assurant
de sa convergence à nmatsu termes.
En prenant comme notation Res(a,b)[. . . ] désigne le résidu en a + ib de la fonction . . . , la
fonction de corrélation peut alors être écrite sous la forme :
C(t− τ) =
nlorentz∑
l=1
(
G
(+)
l +G
(−)
l
)
+
∞∑
j=1
G
(matsu)
j (I.92)
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avec les termes G(+)l , G
(−)
l et G
(matsu)
j déﬁnis tels que :
G
(+)
l = 2iRes(Ωl,Γl)
[
J(ω)
eiω(t−τ)
eβω − 1
]
(I.93)
G
(−)
l = 2iRes(−Ωl,Γl)
[
J(ω)
eiω(t−τ)
eβω − 1
]
(I.94)
G
(matsu)
j = Res(0,νj)
[
J(ω)
eiω(t−τ)
eβω − 1
]
(I.95)
Il faut noter que l'obtention de cette expression est conditionnée par la nullité du contour
de demi-cercle de rayon tendant vers l'inﬁni sur le demi-plan supérieur. Le lemme de Jordan est
eﬀectivement bien vériﬁé car quand |ω| → ∞,∣∣∣∣∣ plωeiω(t−t
′)[
(ω + Ωl)2 + Γ
2
l
] [
(ω − Ωl)2 + Γ2l
]
[eβω − 1] (ω − 0)
∣∣∣∣∣ ∼ 1ω2 (I.96)
tend bien vers 0 quand ω tend vers l'inﬁni et la fonction associée est bien holomorphe sur le
domaine du demi-cercle.
Il est également très important de noter que les pôles de J (ω) sont simples (d'ordre 1) pour
permettre que le résidu d'un produit de fonctions ait la propriété singulière suivante :
Resωf
[
fωf (ω) gωg (ω)
]
= gωg (ωf )Resωf
[
fωf (ω)
]
(I.97)
où ωf et ωg sont respectivement des pôles simples de f et g.
Si ces propriétés sont vériﬁées, les termes G(+)l , G
(−)
l et G
(matsu)
j peuvent être développés
sous la forme :
G
(+)
l = 2iRes(Ωl,Γl) [J(ω)]
ei(Ωl+iΓl)(t−τ)
eβ(Ωl+iΓl) − 1 =
pl
4ΓlΩl
ei(Ωl+iΓl)(t−τ)
eβ(Ωl+iΓl) − 1 (I.98)
G
(−)
l = 2iRes(−Ωl,Γl) [J(ω)]
ei(−Ωl+iΓl)(t−τ)
eβ(−Ωl+iΓl) − 1 = −
pl
4ΓlΩl
ei(−Ωl+iΓl)(t−τ)
eβ(−Ωl+iΓl) − 1 (I.99)
G
(matsu)
j = 2iRes(0,νj)
[
1
eβω − 1
]
J (iνj) e
− 2pij
β
(t−τ)
=
2i
β
J (iνj) e
−νj(t−τ) (I.100)
La fonction de corrélation a eﬀectivement été réexprimée sous la forme d'une somme d'expo-
nentielles complexes paramétrisées telles que :
C(t− τ) =
nlorentz∑
l=1
αl,1e
iγl,1(t−τ) +
nlorentz∑
l=1
αl,2e
iγl,2(t−τ) +
nmatsu∑
j=1
αj,matsue
iγj,matsu(t−τ) (I.101)
=
ncor∑
k=1
αke
iγk(t−τ) (I.102)
où ncor = 2nlorentz + nmatsu avec les paramètres suivants :
γl,1 = Ωl + iΓl (I.103)
γl,2 = −Ωl + iΓl (I.104)
γj,matsu = iνj,matsu (I.105)
αl,1 =
pl
8ΩlΓl
(
coth
(
β
2
γl,1
)
− 1
)
(I.106)
αl,2 =
pl
8ΩlΓl
(
coth
(
−β
2
γl,2
)
+ 1
)
(I.107)
αj,matsu =
2i
β
J (iνj,matsu) (I.108)
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Le conjugué complexe est déﬁni ensuite de telle façon que l'on conserve le même coeﬃcient
γk dans l'exponentielle.
C∗(t− τ) =
nlorentz∑
l=1
α˜l,2e
iγl,2(t−τ) +
nlorentz∑
l=1
α˜l,1e
iγl,1(t−τ) +
nmatsu∑
j=1
α˜j,matsue
iγj,matsu(t−τ) (I.109)
=
ncor∑
k=1
α˜ke
iγk(t−τ) (I.110)
où la notation suivante est employée pour les termes correspondants aux fréquences de Matsubara
et aux lorentziennes :
α˜l,1 = αl,2
∗ (I.111)
α˜l,2 = αl,1
∗ (I.112)
α˜j,matsu = αj,matsu (I.113)
Cas des lorentziennes de type super-ohmique Ce second cas est celui développé dans la
thèse d'A. Debnath [46, 49]. La densité spectrale est paramétrisée sous la forme de lorentziennes
d'ordre supérieur :
J (ω) =
nlorentz∑
l=1
plω
3[
(ω + Ωl,1)
2 + Γ2l,1
] [
(ω − Ωl,1)2 + Γ2l,1
] [
(ω + Ωl,2)
2 + Γ2l,2
] [
(ω − Ωl,2)2 + Γ2l,2
]
(I.114)
Pour calculer cette intégrale par le théorème des résidus, le contour est fermé dans le demi-
plan supérieur où il y a 4nl pôles par lorentziennes (+Ωl,1,Γl,1), (−Ωl,1,Γl,1), (+Ωl,2,Γl,2) et
(−Ωl,2,Γl,2) et une inﬁnité sur l'axe imaginaire
{
∀j ∈ N∗,
(
0, 2pijβ
)}
provenant des fréquences de
Matsubara (eq.(I.91)). Les pôles de la fonction J (ω) sont tous d'ordre 1.
En procédant de la même façon que dans le cas ohmique, l'utilisation des propriétés des
lorentziennes utilisées dans la méthode des matrices auxiliaires mène à
C (t− τ) =
ncor∑
k=1
αke
iγk(t−τ) (I.115)
avec k ∈ [[1, ncor]] où ncor = 4nlorentz + nmatsu et pour chaque lorentzienne,
γl,1 = Ωl,1 + iΓl,1 (I.116)
γl,2 = −Ωl,1 + iΓl,1 (I.117)
γl,3 = Ωl,2 + iΓl,2 (I.118)
γl,4 = −Ωl,2 + iΓl,2 (I.119)
γj,matsu = iνj,matsu (I.120)
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αl,1 =
plγ
2
l,1
8Ωl,1Γl,1
[(
(γl,1 − Ωl,2)2 + Γl,22
)(
(γl,1 + Ωl,2)
2 + Γl,2
2
)] (coth [β
2
γl,1
]
− 1
)
(I.121)
αl,2 =
plγ
2
l,2
8Ωl,1Γl,1
[(
(γl,2 − Ωl,2)2 + Γl,22
)(
(γl,2 + Ωl,2)
2 + Γl,2
2
)] (coth [−β
2
γl,2
]
+ 1
)
(I.122)
αl,3 =
plγ
2
l,3
8Ωl,2Γl,2
[(
(γl,3 − Ωl,1)2 + Γl,12
)(
(γl,3 + Ωl,1)
2 + Γl,1
2
)] (coth [β
2
γl,3
]
− 1
)
(I.123)
αl,4 =
plγ
2
l,4
8Ωl,2Γl,2
[(
(γl,4 − Ωl,1)2 + Γl,12
)(
(γl,4 + Ωl,1)
2 + Γl,1
2
)] (coth [−β
2
γl,4
]
+ 1
)
(I.124)
αj,matsu =
2i
β
J (iνj,matsu) (I.125)
Comme précédemment, le complexe conjugué C∗(t − τ) de la fonction de corrélation peut
s'écrire :
C∗(t− τ) =
ncor∑
k=1
α˜ke
iγk(t−τ) (I.126)
où la notation suivante est employée pour les termes correspondants aux fréquences de Matsubara
et aux lorentziennes :
α˜l,1 = αl,2
∗ (I.127)
α˜l,2 = αl,1
∗ (I.128)
α˜l,3 = αl,4
∗ (I.129)
α˜l,4 = αl,3
∗ (I.130)
α˜j,matsu = αj,matsu (I.131)
Au prix d'un ajustement numérique de la densité spectrale par des fonctions judicieusement
choisies, il est donc possible de paramétriser la fonction de corrélation sous la forme (I.87). Les
lorentziennes ohmiques et super-ohmiques présentent l'avantage d'être bien adaptées pour la
description de densités spectrales structurées telles que celles que nous traiterons tout au long de
la thèse. Dans le cadre de la validité de cette approximation, les équations-maîtresses subissent
également de nombreuses simpliﬁcations que nous détaillerons ci-après.
Cas du noyau de mémoire à l'ordre 2
La paramétrisation de la fonction de corrélation (I.87) permet d'éviter d'utiliser l'approxima-
tion markovienne et de travailler directement sur l'équation locale dans le temps (I.69) extraite
du noyau de perturbation à l'ordre 2. Dans la base propre de l'hamiltonien HS , l'opérateur de
dissipation Dt de l'équation (I.70) peut alors être développé sous la forme :
Dt,ij =
ncor∑
k=1
αk
∫ t
0
dt′ei(γk−∆Eij)t
′
=
ncor∑
k=1
αk
ei(γk−∆Eij)t − 1
i(γk −∆Eij) (I.132)
Pour résoudre le problème non-markovien associé à un second ordre de perturbation, il suﬃt
de résoudre avec cette paramétrisation l'équation (I.69). L'avantage de cette paramétrisation
vient de sa capacité à éviter une résolution intégro-diﬀérentielle où il faudrait à chaque pas
réintégrer sur l'ensemble de la dynamique passée. Il suﬃt ici de calculer la seule matrice Dt dont
les élements sont données par l'expression (I.132). Grâce à cette méthode, il est possible d'avoir
accès à la dynamique non-markovienne associée à une théorie de perturbation au second ordre.
La méthode originale des méthodes auxiliaires [43, 44] est développée en annexe E, la seule
diﬀérence d'approche est que l'on utilise l'équation non-locale dans le temps plutôt que celle
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locale dans le temps ici. L'approche de ce paragraphe fondée sur l'équation (I.132) s'est révélée
numériquement légèrement plus stable que les matrices auxiliaires. Elle permet également de
déﬁnir une équation non-markovienne sur laquelle on peut évaluer l'analogue non-markovien des
parties principales dans la théorie de Redﬁeld (eq. (I.79)). Si l'on compare les équations (I.85)
et (I.132), l'équivalent non-markovien de l'équation de Redﬁeld sans partie principale nécessite
de prendre Dt = Re[Dt].
Méthode des matrices hiérarchiques
De manière générale, dans les systèmes à fort couplage tels que ceux que nous étudierons, une
théorie de perturbation à l'ordre 2 ou à l'ordre 4 est insuﬃsante pour eﬀectuer une description cor-
recte. Pourtant, cette dernière associée à la paramétrisation de la fonction de corrélation par une
somme d'exponentielles complexe (I.87) et son conjugué complexe par l'équation (I.88) permet
de résoudre le problème harmonique à couplage linéaire sous la forme d'un système d'équations
diﬀérentielles couplées. La démonstration est menée pour l'ordre 2 et l'ordre 4 en annexe E. Cette
méthode pourrait probablement être généralisée à l'ordre 2n mais une telle démarche s'avère fas-
tidieuse pour des ordres élevés. En réalité, la généralisation existe déjà et a été abondamment
étudiée dans le contexte des matrices hiérarchiques. Elle a été démontrée dans la publication
originale de Y. Tanimura et R. Kubo [10] à l'aide d'équations stochastiques et d'intégrales de
chemin. Dans le présent paragraphe, nous ne suivrons pas la démarche à partir des intégrales de
chemin et nous appuierons sur la démonstration à partir du développement en cumulants de la
matrice densité du système aﬁn de développer une hiérarchie d'équations auxiliaires. L'évolution
de la matrice densité du système en représentation d'interaction est donnée par :
ρS,I(t) = TrB
e t∫0 dτL(τ)ρeqB ρS,I(0)
 (I.133)
avec L(t) le liouvillien en représentation d'interaction donné par l'équation (I.55).
Le problème du couplage linéaire à des oscillateurs harmoniques possède la propriété remar-
quable que son équation stochastique répond à celle d'un processus gaussien, ce qui induit que
le développement en cumulants de cette équation est exact à l'ordre 2 [50]. En utilisant notam-
ment la règle de Wick et les propriétés des cumulants, il est possible de développer l'expression
précédente sous la forme [51, 52, 53] :
ρS,I(t) = e
t∫
0
dτ
τ∫
0
dt′TrB [L(τ)L(t′)ρ
eq
B ]
ρS,I(0) = e
t∫
0
dτ
τ∫
0
dt′K(2)(τ,t′)
ρS,I(0) (I.134)
Cette expression est particulièrement intéressante car l'évolution exacte de la matrice densité
est donnée directement en fonction du noyau de mémoire à l'ordre 2 (éq. (I.65)). On pourra pour
davantage de détails analytiques se référer au développement de l'équation (E.20).
∫ τ
0
dt′K(2)(τ, t′) = −[S(τ),
τ∫
0
dt′C(τ − t′)S(t′) −C∗(τ − t′)  S(t′)] (I.135)
En utilisant la paramétrisation de la fonction de corrélation (éq. (I.87)) et de son conjugué
complexe (éq. (I.88)), on peut réécrire l'équation (I.65) sous une forme laissant apparaître les
paramètres (αk, γk , α˜k) de la fonction de corrélation C(τ − t′) et son conjugué complexe C∗(τ −
t′) :
∫ τ
0
dt′K(2)(τ, t′) = −
S(τ), ncor∑
k=1
τ∫
0
dt′S(t′)αkeiγk(τ−t
′) −  α˜keiγk(τ−t′)S(t′)
 (I.136)
Pour davantage de détails analytiques, on pourra s'inspirer du raisonnement donné en annexe
E notamment sur l'expression (E.25) donnée par théorie de perturbation à l'ordre 2 des matrice
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auxiliaires. Le noyau de mémoire à l'ordre 2 peut se décomposer sous la forme :
−
∫ τ
0
dt′K(2)(τ, t′) = K(τ) =
ncor∑
k=1
Kk(τ) (I.137)
où les termes Kk(τ) s'expriment sous la forme :
Kk(τ) =
τ∫
0
dt′eiγk(τ−t
′) [S (τ) , αkS (t′) −α˜k  S (t′)] (I.138)
= Φ(τ)Wk(τ) (I.139)
Dans cette expression, on aura posé :
Φ(τ) = [S(τ), ] Wk(τ) =
τ∫
0
dt′eiγk(τ−t
′)Θk
(
t′
)
avec Θk(t
′) = αkS
(
t′
)
−α˜k  S
(
t′
)
(I.140)
Pour développer les équations des matrices hiérarchiques, nous allons suivre le développement
de Tanimura et Kubo [10, 54]. Il est en eﬀet possible, en représentation de Laplace, d'écrire
l'équation (I.134) :
ρS [ω] =
+∞∫
0
dteiωtρS,I(t) =
+∞∫
0
dte
iωt−
t∫
0
dτK(τ)
ρS,I(0) (I.141)
Ceci nous amène au c÷ur de la méthodologie des matrices auxiliaires qui repose sur le fait
de poser des équations de la forme [52, 54] :
ρ
(n)
n1,··· ,nK [ω] =
+∞∫
0
dt
K∏
k=1
Wnkk (t)e
iωt−
t∫
0
dτK(τ)
ρS,I(0) (I.142)
où l'on remarque notamment que ρS,I = ρ
(0)
0,··· ,0 et nk est un entier désignant une puissance.
Le lecteur prendra ici garde aux notations un peu délicates :
 K = ncor est le nombre de termes dans la fonction de corrélation de l'équation (I.87),
cette notation ne sera utilisée que dans cette partie pour alléger un peu les expressions et
pour éviter des confusions avec les nk.
 n = {n1, · · · , nK} désigne un vecteur d'indice associé à une matrice dans la hiérarchie.
 Cette matrice est associé à un niveau n dans la hiérarchie tel que
K∑
k=1
nk = n.
Il est possible de remarquer que :
iωρ
(n)
n1,··· ,nK [ω]− Φ(t)
K∑
k=1
ρ
(n+1)
n1,··· ,nk+1,··· ,nK [ω] =
+∞∫
0
dt
K∏
k=1
Wnkk (t)
(
iω − Φ(t)
K∑
k=1
Wk (t)
)
e
iωt−
t∫
0
dτK(τ)
ρS,I(0) (I.143)
En intégrant cette dernière expression par parties 3 , on trouve que :
3. Les formules de dérivation sont données par
d
dt
K∏
k=1
W
nk
k (t) =
K∑
k=1
nk
(
d
dt
Wk(t)
)
W
nk−1
k (t)
K∏
j 6=k
W
nj
j (t)
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iωρ
(n)
n1,··· ,nK [ω]− Φ(t)
K∑
k=1
ρ
(n+1)
n1,··· ,nk+1,··· ,nK [ω] (I.144)
=
 K∏
k=1
Wnkk (t)e
iωt−
t∫
0
dτK(τ)
ρS,I(0)
+∞
0
(I.145)
−
+∞∫
0
dt
 K∑
k=1
nkΘk (t)W
nk−1
k (t)
K∏
j 6=k
W
nj
j (t) + i
K∑
k=1
nkγj
K∏
k=1
Wnkk (t)
 eiωt− t∫0 dτK(τ)ρS,I(0)
(I.146)
= −δn0ρS,I(0)−
K∑
k=1
nkΘk (t) ρ
(n−1)
n1,··· ,nk−1,··· ,nK [ω]− i
K∑
k=1
nkγkρ
(n)
n1,··· ,nK [ω] (I.147)
où δ est le symbole de Kronecker 4.
En repassant en représentation temporelle, on détermine alors un système d'équations diﬀé-
rentielles couplées : les matrices hiérarchiques 5 :
ρ˙S,I(t) = −Φ(t)
K∑
k=1
ρ
(1)
11,··· ,1k+1,··· ,1K (t)
ρ˙
(n)
n1,··· ,nK (t) = −Φ(t)
K∑
k=1
ρ
(n+1)
n1,··· ,nk+1,··· ,nK (t) +
K∑
k=1
nkΘk (t) ρ
(n−1)
n1,··· ,nk−1,··· ,nK (t)
+i
K∑
k=1
nkγkρ
(n)
n1,··· ,nK (t)
(I.148)
De la même façon que pour les matrices auxiliaires issues de développements perturbatifs,
la méthode des matrices hiérarchiques aboutit à un ensemble couplé d'équations diﬀérentielles
reliées entre elles par les coeﬃcients αj et γj déterminés lors de la paramétrisation de la fonction
de corrélation sous la forme (I.87).
ainsi que :
d
dt
Wk(t) =
d
dt
t∫
0
dt′eiγk(t−t
′)Θk
(
t′
)
= Θk (t) + iγk
t∫
0
dt′eiγk(t−t
′)Θk
(
t′
)
= Θk (t) + iγkWk(t)
avec pour résultat ﬁnal :
d
dt
K∏
k=1
W
nk
k (t) =
K∑
k=1
nkΘk (t)W
nk−1
k (t)
K∏
j 6=k
W
nj
j (t) + i
K∑
k=1
nkγk
K∏
k=1
Wk(t)
4. Si n = 0 alorseiωt− t∫0 dτK(τ)ρS,I(0)
+∞
0
= lim
t→+∞
eiωt− t∫0 dτK(τ)ρS,I(0)
− ρS,I(0) = −ρS,I(0)
Si n 6= 0 alors K∏
k=1
W
nk
k (t)e
iωt−
t∫
0
dτK(τ)
ρS(0)
+∞
0
= lim
t→+∞
 K∏
k=1
W
nk
k (t)e
iωt−
t∫
0
dτK(τ)
ρS,I(0)
− 0 = 0
5.
∫ +∞
0
dteiωt d
dt
f(t) = −iωf [ω]− f(0)
Pour les matrices auxiliaires, on suppose que ∀n et vecteur {n1, · · · , nK}, ρ(n)n1,··· ,nK (0) = 0.
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 
 0,0,0
0
,...S 
 
 1,0,
1
0,...
 
 0,1,
1
0,...
 
 0,0,
1
1,...
 
 2,0,
2
0,...
+1 
-1 
… 
… 
 
 1,1,
2
0,...
 
 1,0,
2
1,...
+2 
+3 
+1 +2 
+3 
+1 
-2 -3 
-1 
-2 -1 
-3 -1 
Figure I.5  Schéma symbolique des matrices hiérarchiques. Les matrices ρ(n){...} sont ordonnées dans
une hiérarchie jusqu'à un ordre N tel que n 6 N et couplées entre elles suivant leur vecteur d'indice j et
le nombre de paramètres présents dans la décomposition de la fonction de corrélation en exponentielles
complexes. Par exemple, la matrice ρ(1){0,1,0} dans le cas où la fonction de corrélation est décomposées en
trois termes est couplée à la matrice ρ(0){0,0,0} en descendant et aux matrices ρ
(2)
{1,1,0}, ρ
(2)
{0,2,0} et ρ
(2)
{0,1,1} en
montant à travers respectivement les paramètres 1, 2 et 3 de la fonction de corrélation.
ρ˙n(t) = −
[
S(t),
ncor∑
k=1
ρ
n+k
(t)
]
+
ncor∑
k=1
nk
(
αkS(t)ρn−k
(t)− α˜kρn−k (t)S(t)
)
+ i
ncor∑
k=1
nkγkρn(t) (I.149)
où ρn = ρ
(n)
n1,··· ,nK (t), ρn+k = ρ
(n+1)
n1,··· ,nk+1,··· ,nK (t) et ρn−k = ρ
(n−1)
n1,··· ,nk−1,··· ,nK (t)
Le schéma qui relie les matrices entre elles est déterminé à travers une hiérarchie. Pour
un ordre n donné, elle pourra être montante, allant vers l'ordre (n + 1) ou descendante vers
l'ordre (n − 1). Pour être numériquement exact, ce calcul doit être mené pour une hiérarchie
inﬁnie de matrices. A défaut de ne pouvoir l'atteindre, on adopte un schéma de clôture donné
pouvant être une troncature de hiérarchie ou une coupure judicieusement choisie aﬁn d'atteindre
la convergence. Le dernier niveau de la hiérarchie, celui où l'on eﬀectue sa troncature correspond
à la moitié de l'ordre (noyaux de mémoire d'ordre 2). Il est appelé par la suite nheom tel que :
nheom = max[n] = max[
ncor∑
k=1
nk] (I.150)
Détails de programmation Cet ensemble d'équations diﬀérentielles dont le nombre peut être
conséquent nécessite d'être propagé de façon eﬃcace. Le code développé au cours de cette thèse
adopte le schéma suivant : déterminer la hiérarchie puis résoudre les équations diﬀérentielles en
lien avec cette hiérarchie. Ce schéma présente l'avantage de pouvoir être aisément parallélisé sur
des machines à mémoire partagée par Open MP (avec l'aide de Jean-Marie Teuler du Laboratoire
de Chimie Physique (Université Paris-Sud)). La hiérarchie n'est calculée qu'une seule fois. Comme
elle est intégralement connue depuis la première itération dans le temps, chaque matrice peut
être indépendamment calculée vis-à-vis des autres. Les inconvénients sont des recherches à la
lecture dans la mémoire coûteux et une nécessité d'avoir accès à des quantités de mémoire vive
importante.
Il existe d'autres méthodes notamment celle développée dans l'équipe du Pr. Q. Shi de l'Aca-
démie Chinoise des Sciences [55] qui ne détermine pas une hiérarchie complète dès le départ mais
seulement au cours du calcul "au vol". Ceci lui permet d'implémenter un algorithme de ﬁltrage
et de négliger ainsi des pans entiers de la hiérarchie dynamiquement ajustable au cours de la
propagation. Dans un premier temps, cet algorithme applique un facteur de normalisation sur la
matrice densité :
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ρ˜n(t) =
(
ncor∏
k=1
nk!|αk|nk
)− 1
2
ρn(t) (I.151)
puis élimine les matrices auxiliaires dont l'élément maximal est inférieur à  un critère de coupure :
max[ρ˜n(t)] <  (I.152)
Pour des critères  de l'ordre de 10−8 − 10−9, un tel algorithme est plus performant que le
nôtre dans le cadre de certains systèmes considérés. Il apporte cependant quelques diﬃcultés
supplémentaires à la parallélisation : la hiérarchie nécessite d'être dynamiquement ajustée entre
tous les c÷urs de calcul. Une telle procédure n'a pas été à notre connaissance parallélisée. Ce
sujet est encore d'actualité puisque le développement d'une parallélisation eﬃciente des matrices
hiérarchiques a été proposé récemment sur des architectures parallèles [56] ainsi que sur GPU
[57].
I.3 Méthodes de dynamique explicite multidimensionnelle
Contrairement à ce que nous avons pu voir dans le chapitre précédent, nous n'allons pas
ici travailler avec l'outil de la matrice densité mais avec des méthodes résolvant explicitement
l'équation de Schrödinger dans le cas multidimensionnel. A des ﬁns de cohérence, nous maintien-
drons les modèles d'hamiltoniens avec approximation harmonique et couplage linéaire que nous
avons développés jusque là dans le cadre d'une séparation système-bain. Mais, il faut garder à
l'esprit que les méthodes explicites multidimensionnelles oﬀrent formellement une plus grande
ﬂexibilité quant à la déﬁnition de l'hamiltonien. Notamment, il serait possible d'envisager des
bains anharmoniques.
En revanche, si l'on veut correctement reproduire les problèmes dissipatifs , il faut non seule-
ment pouvoir traiter implicitement la température mais aussi pouvoir représenter cette limite
continue que l'on trouve dans la déﬁnition d'un bain. Concernant le premier point, les résultats
que nous présenterons ici n'auront été eﬀectués qu'à une température de 0 K même si d'autres
voies existent que nous traiterons en perspectives. Pour le second, pour reproduire cette limite
continue, on discrétise généralement la densité spectrale avec un grand nombre de modes que l'on
peut prendre équidistants et séparés de ∆ω. Si le système total est conservatif dans un espace des
phases ﬁni, le théorème de récurrence de Poincaré indique que le système repassera généralement
au cours du temps auprès des conditions initiales qui l'ont amorcé. On évalue généralement un
temps de récurrence de Poincaré [58] τPoinc tel que :
τPoinc =
2pi
∆ω
(I.153)
Pour que le système soit eﬀectivement dissipatif, il faut veiller à tout temps t que t τPoinc.
Si l'on prend une dynamique "caractéristique" de l'ordre de 500 fs où le bain comporte des modes
allant jusqu'à 4000 cm−1, il faut compter sur une dynamique menée avec au minimum 60 modes
donc 60 dimensions, ce qui est déjà beaucoup pour des méthodes standard. Dans la suite de cette
partie, nous veillerons à conserver cet ordre de grandeur en tête qui invoque la nécessité d'aller
vers des méthodes adaptées au calcul multidimensionnel.
Parmi les méthodes de dynamique explicite multidimensionnelle, la méthode multiconﬁgura-
tionnelle de produits de Hartree dépendante du temps [13, 59, 60] est une méthode de propagation
de l'équation de Schrödinger des plus eﬃcaces permettant d'accéder à une centaine de degrés de
liberté et dans son implémentation multi-couche à au moins un millier. Ce seront celles-ci que
nous présenterons et utiliserons dans la suite de cet exposé.
I.3.1 Méthode de propagation standard
On considère un problème quantique de m dimensions avec des coordonnées qk associées. Les
méthodes de propagation standard utilisent usuellement un développement de la fonction d'onde
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dépendante du temps sur la base de produits de fonctions d'onde orthogonales indépendantes du
temps χ(κ)jκ (qκ) et de coeﬃcients Cj1,··· ,jn(t) dépendants du temps :
Ψ(q1, · · · , qm, t) =
N1∑
j1=1
· · ·
Nm∑
jm=1
Cj1,··· ,jm(t)χ
(1)
j1
(q1) · · ·χ(m)jm (qm) (I.154)
Dans un tel développement, on notera que la coordonnée du système représentant l'un ou
l'autre des deux états sur lesquels évolue dynamiquement la fonction d'onde est représentée par
une coordonnée supplémentaire (qm = |1〉 ou qm = |2〉) :
Ψ(q1, · · · , qm) = ψ1(q1, · · · , qm−1)|1〉+ ψ2(q1, · · · qm−1)|2〉 (I.155)
Les M coordonnées du bain (ici des M oscillateurs harmoniques considérés) viennent s'ajouter
pour donner une fonction d'onde composée de produits sur les m = M + 1 coordonnées du
système. Nκ correspond au nombre de fonctions d'onde utilisées pour décrire la fonction d'onde
indépendante du temps χ(κ)jκ (qκ) pour la κième coordonnée.
L'équation de Schrödinger exprimée en unités atomiques s'écrit sous la forme :
iΨ˙(q1, · · · , qm, t) = HˆΨ(q1, · · · , qm, t) (I.156)
Pour la résoudre, on multiplie à droite par 〈φ(κ)jκ (qκ)| et on détermine l'équation d'évolution
des coeﬃcients Aj1,··· ,jm(t) dépendants du temps :
iC˙j1,··· ,jm(t) =
N1∑
l1=1
· · ·
Nm∑
lm=1
Hj1,··· ,jm;l1,··· ,lmCl1,··· ,lm(t) (I.157)
avec
Hj1,··· ,jm;l1,··· ,lm = 〈χ(1)j1 (q1) · · ·χ
(m)
jm
(qm)|Hˆ|χ(1)l1 (q1) · · ·χ
(m)
lm
(qm)〉 (I.158)
Dans des systèmes à grande dimensionalité comme ceux que l'on veut être en mesure d'étu-
dier, une telle méthodologie n'est pas eﬃcace. Prenons le cas où N1 = N2 = · · · = Nm = N . Si
l'on suppose que l'on peut écrire l'opérateur énergie potentielle sous forme diagonale, il serait né-
cessaire d'évaluer Nm termes Hj1,··· ,jm;l1,··· ,lm qui est une intégrale de N opérations pour chaque
produit de Hartree de m fonctions de base χ(κ)jκ (qκ) donc l'ordre du grandeur du nombre d'éva-
luations du membre de droite de l'équation (I.157) coûterait mNm+1 opérations. La croissance
exponentielle du nombre total de calculs à eﬀectuer (mNm+1) empêche de dépasser la dizaine
de coordonnées. Or, dans le cadre de la description d'un modèle ne serait-ce que spin-boson,
nous souhaitons décrire un bain continu constitué de quelques centaines de modes. Une telle
méthodologie n'est pas amène à la description de tels systèmes.
I.3.2 Méthode multiconﬁgurationnelle de produits de Hartree dépendant du
temps
Aﬁn d'accroître la taille du système considéré, nous pouvons dans un premier temps exploiter
la méthode MCTDH qui consiste à exprimer Ψ(q1, · · · , qm, t) par un développement selon :
Ψ(q1, · · · , qm, t) =
n1∑
j1=1
· · ·
nν∑
jν=1
Aj1,··· ,jν (t)|φ(1)j1 (t)〉 · · · |φ
(ν)
jν
(t)〉 (I.159)
où les |φ(κ)jκ (t)〉 sont des fonctions qui dépendent d'un ou plusieurs degrés de liberté et sont
dépendantes du temps, et Aj1,··· ,jν (t) un ensemble de coeﬃcients qui dépendent du temps. nκ
désigne le nombre de fonctions |φ(κ)jκ (t)〉 impliquées dans la produit de Hartree parmi ces ν
fonctions.
Les expressions des équations (I.154) et (I.159) présentent plusieurs diﬀérences :
 Chaque fonction |φ(κ)jκ (t)〉 devient dépendante du temps contrairement aux fonctions χ
(κ)
jκ
(qκ).
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 Les fonctions |φ(κ)jκ (t)〉 peuvent dépendre d'une ou plusieurs coordonnées. Dans le cas où
φ
(κ)
jκ
(t) dépend d'une seule coordonnée, ces fonctions φ(κ)jκ (qκ, t) sont appelées fonctions à
une particule ("single-particle functions") et ν = m. Dans le cas où |φ(κ)jκ (t)〉 dépend de
k coordonnées, |φ(κ)jκ (qκ1 , · · · , qκk , t)〉 est appelée fonction multimode à une particule ou
fonctions à une particule à modes combinés et ν < m.
Il est important de noter que la fonction d'onde MCTDH issue de l'ansatz de l'équation
(I.159) n'est pas déﬁnie de façon unique. Il est donc nécessaire d'imposer des contraintes sur les
fonctions à une particule :
〈φ(κ)jκ (0)|φ
(κ)
lκ
(0)〉 = δjκlκ et 〈φ(κ)jκ (t)|φ˙
(κ)
lκ
(t)〉 = −i〈φ(κ)jκ (t)|g(κ)|φ
(κ)
jκ
(t)〉 (I.160)
Ici, l'opérateur g(κ) est un opérateur de contrainte agissant uniquement sur le κième degré
de liberté. Son choix est arbitraire mais il doit être hermitien. Aﬁn de simpliﬁer les équations à
venir, on posera la condition g(κ) = 0. Ces contraintes garantissent l'orthonormalité des fonctions
d'onde à une particule pendant la propagation dynamique.
On pose également les fonctions |ζ(κ)l (t)〉 nommées fonctions à un trou ("single-hole func-
tions") qui correspondent à la combinaison linéaire de m− 1 produits de Hartree des fonctions à
une particule sauf la κième de telle façon que la fonction d'onde totale peut se décomposer sous
la forme :
Ψ(q1, · · · , qm, t) =
nκ∑
jκ=1
|ζ(κ)jκ (t)〉|φ
(κ)
jκ
(t)〉 (I.161)
avec
|ζ(κ)l (t)〉 =
n1∑
j1=1
· · ·
nκ−1∑
jκ−1
nκ+1∑
jκ+1
· · ·
nν∑
jν=1
Aj1,··· ,jκ−1,l,jκ+1,··· ,jν |φ(1)j1 (t)〉 · · · |φ
(κ−1)
jκ−1 (t)〉|φ
(κ+1)
jκ+1
(t)〉 · · · |φ(ν)jν (t)〉
(I.162)
Par le principe variationnel de Dirac-Frenkel, les équations de la méthode multiconﬁguration-
nelle de produits de Hartree dépendante du temps deviennent [13, 59] :
iA˙l1,··· ,lν (t) =
n1∑
l1=1
· · ·
nν∑
lν=1
Hl1,··· ,lν ;j1,···jνAj1,··· ,jν (t) (I.163)
et
i
nκ∑
lκ=1
ρ
(κ)
jκlκ
|φ˙(κ)lκ (t)〉 = (1− P (κ))
nκ∑
lκ=1
H(κ)jκlκ |φ
(κ)
lκ
(t)〉 (I.164)
avecHl1,··· ,ln;j1,···jn l'évaluation de l'hamiltonien pour le produit de Hartree désigné par les indices
l1, · · · , ln; j1, · · · jn , ρ(κ)ml la matrice de recouvrement des fonctions à un trou , H(κ)ml l'opérateur
de champ moyen et P (κ) le projecteur donnés par les expressions suivantes :
Hl1,··· ,lν ;j1,··· ,jν = 〈φ(1)l1 (t) · · ·φ
(ν)
lν
(t)|Hˆ|φ(1)j1 (t) · · ·φ
(ν)
jν
(t)〉 (I.165)
H(κ)jκlκ = 〈ζ
(κ)
jκ
(t)|Hˆ|ζ(κ)lκ (t)〉 et ρ
(κ)
jκlκ
= 〈ζ(κ)jκ (t)|ζ
(κ)
lκ
(t)〉 et P (κ) =
nκ∑
jκ=1
|φ(κ)jκ (t)〉〈φ
(κ)
jκ
(t)|
(I.166)
A partir de Aj1,··· ,jn(t), et les fonctions d'onde à une particule φ
(κ)
jκ
(t), la fonction d'onde
complète peut être reconstruite à chaque pas de temps par l'équation (I.159). Le développement
de l'équation de Schrödinger a été réécrit d'une nouvelle façon qui laisse cependant apparaître
deux intégrations multidimensionnelles (de l'hamiltonien directement et de l'opérateur de champ
moyen) au lieu d'une seule. Au premier abord, cette méthodologie demanderait donc plus d'eﬀorts
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numériques. Cependant, si l'on peut réécrire l'hamiltonien sous une forme de somme de produits
de termes n'agissant que sur une fonction à une particule appelé produit de Tucker :
Hˆ =
s∑
r=1
cr
ν∏
κ=1
h(κ)r (I.167)
où h(κ)r est un hamiltonien monoparticulaire n'agissant que la κième fonction à une particule.
Chaque terme de la matrice hamiltonienne peut se réécrire en fonction de la somme de
produits de termes de fonctions à une seule particule :
Hl1,··· ,lν ;j1,··· ,jν =
s∑
r=1
cr
ν∏
κ=1
〈φ(κ)lκ |h(κ)r |φ
(κ)
jκ
〉 (I.168)
A présent, considérons que n1 = nκ = · · · = n est le nombre de fonctions à une particule
que l'on peut décomposer sur une base de N fonctions de base. Le nombre de calculs issus des
hamiltoniens monoparticulaires h(κ)r sur les n fonctions à une particule |φ(κ)jκ 〉 dont chacune a un
coût de N2 à eﬀectuer est à présent de sν. Mais, il est cependant également nécessaire d'évaluer
l'action des termes de l'opérateur de la matrice de champ moyen H(κ)jκlκ . Les opérateurs H
(κ)
jκlκ
se comportent de la même façon que Hˆ pour la méthode standard sur grille (|ζ(κ)lκ (t)〉 est une
somme imbriquée de fonctions à une particule) mais avec un nombre de fonctions à une particule
n inférieur au nombre N de fonctions de base : le nombre total de calculs est νnν+1 termes
d'intégrales pour sν termes dans le produit de Tucker (éq.(I.167)) soit un coût total de sν2nν+1
pour les opérateurs de champ moyen.
Le total d'opérations est donc de p1sνnN2+p2sν2nν+1. Les coeﬃcients p1 et p2 correspondent
au poids respectif qu'occupent respectivement la détermination des intégrales associées à l'action
des hamiltoniens agissant sur une particule h(κ)r sur les fonctions à une particule |φκjκ〉 et des
intégrales associées à l'action des hamiltoniens de champ moyen H(κ)jκlκ . Dans les systèmes à
haute dimension que nous étudions, le premier terme est particulièrement intéressant puisqu'il
connaît une évolution linéaire et non exponentielle en fonction de la dimension. En revanche, le
second terme quant à lui évolue toujours exponentiellement avec le nombre de dimensions. Il est
néanmoins déjà bien plus petit que dans la méthode standard car le nombre n de fonctions à une
particule est un paramètre que l'on peut contrôler et de manière générale, n≪ N . Cependant,
n est très dépendant de la dynamique étudiée et du caractère plus ou moins couplé des fonctions
à une particule. Cette méthodologie permet donc d'accroître le nombre de degrés de libertés de
façon importante mais elle ne reste accessible que dans des systèmes relativement peu couplés et
pour un total de degrés de liberté proche de la centaine. Notons tout de même qu'ici, le nombre
ν est inférieur à m le nombre de dimensions total car certains modes peuvent être combinés dans
chaque fonction à une particule. On peut donc réduire l'inﬂuence du second terme au proﬁt du
premier.
I.3.3 Méthode multiconﬁgurationnelle multi-couches de produits de Hartree
dépendant du temps
Les fonctions d'onde à une particule peuvent dépendre d'une ou plusieurs des m coordonnées
du système. Ces fonctions que l'on note |φ(κ)jκ (qκ1 , · · · , qκk , t)〉 présentent l'avantage que lors de
la propagation pour un système à dimension élevée, elle ne compte que pour un seul terme dans
le calcul des intégrales associées aux hamiltoniens de champ moyen. Dans le sous-espace des
coordonnées {qκ1 , · · · , qκk}, l'équation de Schrödinger est alors résolue exactement.
Il est également possible d'eﬀectuer un nouveau calcul de type MCTDH dans ce sous-espace.
Cette façon de procéder correspond à un calcul de type ML-MCTDH pour méthode multi-couches
multiconﬁgurationnelle de produits de Hartree dépendant du temps (Multi-Layer Multiconﬁgu-
ration Time-Dependent Hartree) [14] et la fonction à une particule |φ(κ)jκ (qκ1 , · · · , qκk , t)〉 peut
être décomposée sous la forme :
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Figure I.6  Schéma de l'arborescence utilisée dans ce travail de thèse (voir partie III) lors des calculs
ML-MCTDH. La décomposition des fonctions à une particule (SPF) se fait sur six niveaux. La coordonnée
électronique est attachée au niveau 0. Le bain est attaché au même niveau mais chaque fonction à une
particule est décomposée en une conﬁguration d'autres fonctions à une particule et ce sur cinq autres
couches.
|φ(κ)jκ (qκ1 , · · · , qκk , t)〉 =
nκ1∑
jκ1=1
· · ·
nκk∑
jκk=1
Bjκ1 ,··· ,jκk (t)|ξ
(κ1)
jκ1
(t)〉 · · · |ξ(κk)jκk (t)〉 (I.169)
Ce nouvel ansatz (I.169) peut être à nouveau répété pour la fonction |ξ(κk)jκk (t)〉 qui peut
aller former une nouvelle couche dans la décomposition de la fonction d'onde totale (I.159) et
ainsi de suite. Cette méthodologie est schématisé sur la ﬁgure (I.6). En exploitant à nouveau
les propriétés de la décomposition sous forme d'un produit de fonctions monodimensionnelles
de l'équation (I.167), il est alors possible d'établir des relations récursives entre les diﬀérents
éléments des matrices nécessaires au calcul. Elles sont bien détaillées dans les références [61, 62].
De la même façon que la méthode multiconﬁgurationnelle de produits de Hartree dépendant
du temps, on tire proﬁt de la forme de l'équation (I.167) pour limiter le calcul des intégrales
multidimensionnelles (à croissance exponentielle) et reporter la diﬃculté du problème sur une
décomposition avec des intégrales de taille inférieure. En poussant la décomposition sur un grande
nombre de couches, il est possible à l'heure actuelle de traiter au moins un millier de degrés de
liberté [14], ce qui est approximativement une limite large pour le nombre que l'on peut souhaiter
sans le cas de la résolution du modèle spin-boson que nous avons présentée jusque là. Les calculs
multi-couches multiconﬁgurationnels de produits de Hartree dépendant du temps ont été réalisés
avec le package d'Heidelberg version 8.5.2.2 [63].
Conclusion
Cette première partie a été l'occasion de présenter les outils théoriques et méthodologiques.
Dans un premier temps, nous avons vu diﬀérents modèles d'hamiltonien : un hamiltonien spin-
boson ou un hamiltonien vibronique faisant appel à une coordonnée collective telle que le mode
eﬀectif ou le chemin de réaction qui peuvent représenter des réalités identiques mais mettent
en lumière diverses séparations système-bain. Cet hamiltonien peut ensuite être employé pour
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des propagations par des méthodes de dynamique quantique dissipative. A l'aide des outils ma-
thématiques que sont les projecteurs, il est possible de formaliser la séparation système-bain.
Le bain pouvant être considéré comme un thermostat stationnaire, son inﬂuence sur le système
peut être implicitement prise en compte et l'on aboutit à une équation intégro-diﬀérentielle pour
le système à résoudre en lieu et place de l'équation multidimensionnelle de Liouville. Sa résolu-
tion n'a cependant rien de trivial et dans un premier temps, des approches utilisant la théorie
de perturbation ont été proposées associées ou non à des approximations supplémentaires. Elles
donnent une première équation-maîtresse relativement simple à résoudre. En raﬃnant ce premier
résultat, la méthode des matrices hiérarchiques, à travers le calcul des ordres élevés, permet à
convergence d'obtenir la dynamique numériquement exacte. Ces hamiltoniens toujours dans la
même séparation système-bain peuvent être utilisés pour des propagations avec des méthodes
explicites multidimensionnelles telles que MCTDH et ML-MCTDH, les résultats obtenus sont
alors également numériquement exacts mais les techniques qui permettraient de déﬁnir une tem-
pérature n'ont pas été utilisées dans ce travail.
Ces outils posent les jalons pour leurs applications aux transferts d'électrons dans diﬀé-
rents systèmes moléculaires détaillés au cours de cette thèse : une hétérojonction oligothiophène-
fullerène, des composés organiques à valence mixte et une chaîne de tryptophanes. Ces molécules
complexes restent des systèmes-modèles : il ne s'agit pas de donner des résultats directement
comparables à une expérience mais de dégager les traits principaux de la dynamique. L'intérêt
repose plus dans les diﬃcultés rencontrées pour mettre en fonctionnement toute la théorie de
cette partie et les stratégies mises en place pour extraire par des méthodes de chimie quantique les
paramètres de l'hamiltonien-modèle. Nous pourrons alors tenter de mettre en musique ces équa-
tions, d'évaluer la qualité des approximations de modèles théoriques plus approchés mais bien
moins coûteux numériquement et d'apporter quelques clés pour le choix du modèle théorique.
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Partie II
Etude du transfert de charge intermoléculaire à
une hétérojonction oligothiophène-fullerène
Ibant obscuri sola sub nocte per umbram
perque domos Ditis vacuas et inania regna
quale per incertam lunam sub luce maligna
est iter in silvis, ubi caelum condidit umbra
Iuppiter, et rebus nox abstulit atra colorem.
Virgile, L'Énéide, Chant VI
Résumé de cette partie :
Après un bref rappel de la paramétrisation de l'hamiltonien spin-boson associé à une hété-
rojonction oligothiophène-fullerène, les coordonnées collectives du mode eﬀectif et du chemin de
réaction sont extraites après ré-échantillonnage de la densité spectrale du modèle spin-boson. Les
hamiltoniens vibroniques ainsi paramétrés se veulent équivalents à ceux du modèle spin-boson.
Des dynamiques exactes sont menées à l'aide de la méthode des matrices hiérarchiques aﬁn
de constituer un résultat de référence. Ces résultats sont ensuite comparés à des dynamiques
approchées menées avec des coordonnées collectives faisant appel à des équations-maîtresses
markoviennes et non-markoviennes utilisant la théorie de perturbation à l'ordre 2. La validité
des approximations (théorie de perturbation et non-markovianité) est analysée en détail. Les
résultats obtenus pour le mode eﬀectif avec une méthode non-markovienne où l'inﬂuence des
parties principales n'est pas négligée constituent un excellent rapport qualité-coût de calcul.
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Introduction
Cette étude s'inscrit dans le contexte général des matériaux organiques photovoltaïques [64].
En eﬀet, la ﬂexibilité de ces polymères et leur faible coût pourraient constituer une intéressante
alternative aux cellules photovoltaïques inorganiques (en silicium). Il reste cependant à améliorer
le rendement total du processus de conversion. Parmi les étapes les plus importantes (voir ﬁgure
(II.1), il est possible de distinguer quatre phénomènes : la formation d'un exciton par absorption
de photon, la diﬀusion de cet exciton à l'interface donneur accepteur (en 1 ps à 1 ns), le transfert
de charge ultrarapide (une centaine de fs) par dissociation de l'exciton au niveau de l'interface
puis la migration de l'électron ainsi formé pour être collecté par les électrodes (1 ns - 1 µs).
Au cours de ce travail, nous nous sommes intéressé à l'étape de transfert de charge par dis-
sociation de l'exciton dont la courte échelle de temps (centaine de fs) pourrait laisser apparaître
l'existence de cohérences entre les états de l'interface. Par ailleurs, des résultats expérimentaux
[65] ont montré l'importance du couplage électron-phonon lors du transfert de charge. La compré-
hension de ces mécanismes à l'échelle microscopique pourrait permettre d'améliorer la conversion
énergétique de ces matériaux.
Plusieurs études théoriques ont déjà été menées par un traitement dynamique explicite en uti-
lisant la méthode multiconﬁgurationnelle de produits de Hartree dépendants du temps (MCTDH)
[7, 58] et une approche dissipative par la méthode des matrices hiérarchiques à travers une dé-
composition de la densité spectrale en modes eﬀectifs [66]. La paramétrisation de l'hamiltonien
de cette interface utilisée pour ce travail est issue de ces publications. Une première étude a
été menée par nos soins dans la référence [67] que nous proposons de généraliser pour plusieurs
méthodes dissipatives que nous avons développées dans la partie théorique. La dynamique dissi-
pative de ce transfert de charge a été traitée à l'aide d'un traitement numérique exact directement
sur l'hamiltonien spin-boson puis après avoir extrait une coordonnée collective (mode eﬀectif ou
chemin de réaction) avec un traitement perturbatif. Ce système constitue un hamiltonien-modèle
dont les paramètres nous permettront d'évaluer, dans diﬀérents régimes, la validité des diﬀérentes
approches que nous proposons.
+ - 
+ - 
Figure II.1  Représentation schématique d'une interface donneur-accepteur pour le transfert de charge.
Après formation d'un exciton par absorption de photons, l'exciton peut diﬀuser au niveau de l'interface
donneur-accepteur . L'exciton peut alors subir une dissociation ultra-rapide (une centaine de femtose-
condes) au niveau de l'interface (c'est cette étape qui est étudiée dans cette partie) et la charge peut
migrer jusqu'à l'électrode.
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II.1 Paramétrisation de l'hamiltonien
L'hétérojonction P3HT (poly-(3-hexylthiophène)) / PCBM ([6,6]-phenyl-C61-butanoate de
méthyle) est modélisée par une interface oligothiophène (OT4) / fullerène (C60) (illustrée sur
la ﬁgure (II.2)). On suppose ici que les groupements alkyles et ester n'ont pas d'inﬂuence pour
la dissociation de l'exciton même s'il faut noter que l'orbitale la plus basse vacante de C60 est
triplement dégénérée alors que cette dégénérence par symétrie est perdue pour le PCBM, et que
la longueur de délocalisation n'est pas la même suivant la longueur de la chaîne de polythiophene
(plus grande est la longueur de délocalisation, plus basse est l'énergie de l'exciton). Plusieurs cas
seront étudiés en faisant varier la distance intermoléculaire entre les entités oligothiophène (OT4)
et fullerène (C60).
L'ingrédient principal aﬁn de mener la propagation dynamique de ce système est l'opérateur
hamiltonien H représentant les états de l'interface modélisant la dissociation de l'exciton. Pour
ce faire, il nous faut paramétriser l'hamiltonien de Caldeira-Legett tel que déﬁni dans l'équation
(I.4) et adapté aux notations des paramètres de cette partie s'écrit comme :
H =
(
0 VXT−CT
VXT−CT ∆XT−CT
)
+

M∑
i=1
1
2
(
p2i + ω
2
i
(
qi +
di
2
)2)
0
0
M∑
i=1
1
2
(
p2i + ω
2
i
(
qi − di
2
)2)

(II.1)
où le sigle XT est utilisé pour désigner l'état porteur de l'exciton (OT∗4-C60) et le sigle CT quant
à lui représente l'état à la séparation de charge (OT+4 -C
−
60). VXT−CT est le couplage électronique
entre les deux états du transfert de charge, ∆XT−CT , la diﬀérence d'énergie entre les deux
états, di les déplacements des modes de l'état CT par rapport à l'état XT . Les constantes di
correspondent ici au déplacement des modes normaux entre les états XT et CT pour un total
de M = 189 modes.
Cet hamiltonien n'a pas été calibré par nos soins mais provient d'une collaboration avec
I. Burghardt (Université de Francfort). Les données de l'article [7] et la démarche de l'article
[58] ont été réexploitées pour le présent travail. Les grandes étapes de la paramétrisation seront
brièvement exposées au cours de ce chapitre.
SH H4
Figure II.2  Représentation schématique de l'hétérojonction P3HT (poly-(3-hexylthiophène)) / PCBM
([6,6]-phenyl-C61-butanoate de méthyle) modélisée respectivement par un oligothiophène OT4 - fullerène
C60.
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Table II.1  Diﬀérences d'énergie entre les deux états diabatiques ∆XT−CT , couplages électroniques
VXT−CT calculés par LC-TDDFT, pulsations ΩRabi et amplitudes ARabi des oscillations de Rabi déﬁnies
selon l'équation (I.8) pour diﬀérentes distances intermoléculaires R.
R (Å) 2.5 2.75 3.0 3.25 3.5
∆XT−CT (eV) 0.517 0.327 0.210 0.130 0.007
VXT−CT (eV) 0.200 0.185 0.130 0.098 0.070
ΩRabi (cm−1) 4998 3708 2421 1623 856
ARabi 0.374 0.561 0.605 0.694 0.998
II.1.1 Structure électronique
Les calculs de structure électronique [7] ont été réalisés à l'aide de théorie de la fonctionnelle
de la densité dépendante du temps avec correction de portée (LC-TDDFT (long-range-corrected
time dependant density functional theory)). La fonctionnelle d'échange-corrélation BLYP a été
utilisée avec un pseudopotentiel SBKJC et sa base associée (31G split basis). De tels calculs per-
mettent de tirer les surfaces de potentiel adiabatiques mais celles-ci se révèlent d'un usage peu
pratique pour les propagations dynamiques car elles impliquent des couplages dans les termes
cinétiques. Aﬁn de s'en aﬀranchir, il est d'usage en dynamique quantique de passer dans la base
dite diabatique. Or cette dernière n'est pas déﬁnie de façon unique, on parle alors de quasi-
diabatisation. Les auteurs ont choisi de déﬁnir un ensemble de fonctions de référence prises à
une grande distance intermoléculaire aﬁn de garantir leur caractère de pur exciton ou d'état de
transfert de charge puis projettent leurs fonctions d'onde adiabatiques sur ces états de référence.
Ils obtiennent ainsi la diﬀérence d'énergie entre les deux états diabatiques ∆XT−CT , le couplage
électronique VXT−CT ainsi que les déplacements di des modes normaux c'est à dire la distance
séparant les minima de chaque mode, et ce pour diﬀérentes structures et distances intermolécu-
laires séparant les deux composés. Le couplage ∆XT−CT est supposé indépendant des vibrations
intramoléculaires mais dépend de la distance entre les deux fragments.
La structure d'empilement entre le fullerène C60 et l'oligothiophène OT4 choisie pour la
poursuite de l'étude [58] est celle où un cycle aromatique à 6 atomes du fullerène fait face à une
double liaison entre deux entités thiophènes. Même si l'étude dynamique d'autres empilements
est possible, nous avons choisi de poursuivre avec une telle structure car les résultats étaient
d'ores et déjà disponibles pour plusieurs distances intermoléculaires donnant ainsi accès à des
hamiltoniens modèles comparables pour cette interface. Les résultats obtenus pour les diﬀérences
d'énergie entre les deux états diabatiques et le couplage électronique sont donnés pour diﬀérentes
distances intermoléculaires dans la table II.1, les déplacements di sont quant à eux représentés
sur la ﬁgure II.3. 126 modes correspondent à la contribution du fullerène C60 et 63 modes à celle
de l'oligothiophène OT4.
Sur la table II.1, il est possible d'observer qu'à mesure que la distance R croît entre l'unité
thiophène et le fullerène, l'écart énergétique entre les deux niveaux diabatiques ∆XT−CT et le cou-
plage électronique VXT−CT diminue : ce dernier point est en bon accord avec l'intuition chimique.
A mesure que les cycles s'éloignent, ils sont moins amènes à interagir, le couplage électronique
qui représente cette capacité tend donc à décroître. L'amplitude de Rabi ARabi correspondant
à l'amplitude des oscillations de Rabi entre les deux états électroniques en l'absence d'environ-
nement montre qu'il y a plusieurs régimes de transfert selon la distance intermoléculaire R. Le
transfert est complet à cause d'une quasi-dégénérescence des états diabatiques pour R = 3.5 Å
et partiel (environ au tiers) seulement pour le cas R = 2.5 Å où l'écart énergétique entre les
deux états est plus important. Les autres distances intermoléculaire R sont intermédiaires. La
ﬁgure II.3 illustre quant à elle l'inﬂuence de l'environnement sur le système dans chacun des deux
états XT et CT . Les deux composés (l'oligothiophène (OT4) et le fullerène C60) participent de
façon relativement équivalente dans toutes les régions de la densité spectrale en-dessous de 2000
cm−1. Le domaine [0 - 1000] cm−1 est principalement constitués par des modes de pliage et de
torsions du squelette carboné alors que le domaine [1000 - 2000] cm−1 porte principalement des
vibrations d'élongation des liaisons carbone-carbone dans les deux composés et carbone-soufre
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Figure II.3  Déplacements des modes normaux entre l'état XT et l'état CT indépendants de la
distance intermoléculaire R (voir l'équation (II.1)).
dans l'oligothiophène. Au-dessus de 3000 cm−1, le fullerène se distingue plus particulièrement
mais les modes concernés correspondent à l'ensemble des vibrations d'élongation des liaisons
carbone-hydrogène.
II.1.2 Densité spectrale
La structure électronique est faite sur un sous-système discret représentant uniquement les
modes normaux des deux molécules principalement impliquées dans le transfert de charge. Cepen-
dant, nous n'avons ici qu'une distribution discrète qui ne représente pas encore l'environnement
plus large de la matrice moléculaire. Aﬁn de modéliser un système étendu, nous avons élargi
cette distribution spectrale sous la forme d'une densité spectrale continue.
La distribution des déplacements di des modes normaux dans le modèle de Caldeira-Leggett
(éq. (II.1)) mène aux constantes vibroniques ci = ω2i di. Suivant la méthodologie proposée par la
référence [58], ces dernières peuvent être exprimées sous la forme d'une densité spectrale continue
élargie à l'aide de lorentziennes symétrisées (aﬁn de rendre la densité spectrale nulle en zéro et
assurer la symétrie J(−ω) = −J(ω)) :
J(ω) =
pi
2
M∑
i=1
c2i
ωi
δ(ω − ωi) ≈ 1
2
M∑
i=1
c2i
ωi
(
∆
(ω − ωi)2 + ∆2
− ∆
(ω + ωi)
2 + ∆2
)
(II.2)
avec ∆ l'écart-type de l'ensemble de la distribution en fréquence des modes secondaires ∆ =√∑M
i=1 (ωi+1 − ωi)2/M .
Avec l'aide de l'algorithme d'ajustement numérique non-linéaire (Levenberg-Marquardt) im-
plémenté dans Gnuplot [68], cette fonction peut être décrite par des lorentziennes superohmiques
de la forme :
J0 (ω) =
5∑
k=1
pkω
3[
(ω − Ωk,1)2 + Γ2k,1
] [
(ω + Ωk,1)
2 + Γ2k,1
] [
(ω − Ωk,2)2 + Γ2k,2
] [
(ω + Ωk,2)
2 + Γ2k,2
]
(II.3)
Les paramètres obtenus sont reportés dans la table (II.2).
Le choix de telles fonctions n'est pas dû au hasard et l'usage de J0(ω) en lieu et place de
J(ω) doit être discutée. Malgré sa motivation première pour représenter l'environnement sous
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Table II.2  Paramètres de l'ajustement numérique des lorentziennes de type super-ohmique avec la
densité spectrale J(ω).
pk Ωk,1 (u.a.) Γk,1 (u.a.) Ωk,2 (u.a.) Γk,2 (u.a.)
4.473.10−13 7.398.10−3 5.652 .10−4 1.204 .10−2 1.799 .10−2
9.077.10−15 6.993.10−3 5.463 .10−4 2.729 .10−3 8.378 .10−4
1.303.10−15 1.446 .10−2 6.039 .10−4 3.077 .10−3 2.033 .10−4
1.900.10−17 1.934 .10−3 5.551 .10−4 1.020 .10−4 6.120 .10−4
la forme d'un bain, le choix d'un lissage par des lorentziennes sous la forme de l'équation (II.2)
présente un comportement asymptotique en ω → 0 en J(ω) → ω (ce point peut être démontré
en eﬀectuant le développement de Taylor en 0 de l'expression (II.2)). Néanmoins, le choix de
fonctions lorentziennes à travers la densité spectrale ajustée J0(ω) est en J0(ω)→ ω3 en ω → 0.
Le comportement de ces densités spectrales à la limite de fréquence nulle n'est pas le même et
il en est de même pour le traitement des basses fréquences subséquent. Le premier est considéré
dans la littérature comme un cas ohmique, le second superohmique [46, 49, 69]. Dans le cas
des matériaux tels que nous considérons l'hétérojonction, un modèle super-ohmique peut être
privilégié car il est représentatif d'un électron [69] dans un solide couplé à un bain de phonons.
Dans le traitement dynamique subséquent, nous pourrons voir que ce choix est crucial pour
paramétrer les coordonnées collectives dans le cas continu.
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Figure II.4  Densité spectrale associée au modèle spin-boson. Ajustement par 4 lorentziennes de type
super-ohmique selon l'équation (II.3).
II.1.3 Coordonnée collective avec ré-échantillonnage
Aﬁn de paramétrer un modèle avec une coordonnée collective à partir de l'hamiltonien spin-
boson, il est nécessaire de discrétiser la densité spectrale J0(ω) avec M ′ nouvelles coordonnées
avec M ′ M et ainsi correctement représenter le caractère continu du bain attaché au modèle
spin-boson. Pour ce faire, on pose les nouveaux déplacements représentant le bain continu sous
la forme :
d˜i =
√
2 |J0 (ωi)|∆ω
~piωi
(II.4)
où ∆ω est le pas de discrétisation entre deux modes pris équidistants sur l'ensemble de la distri-
bution.
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Figure II.5  Représentation de la démarche suivie pour déﬁnir une coordonnée collective représentant
une densité spectrale continue. La représentation continue est discrétisée par un nombre M ′ de modes.
Ces M ′ modes permettent de déﬁnir une direction de mode collectif qui déﬁnissent un opérateur de
projection menant au bain secondaire attaché à ce mode.
Chemin de réaction
En nous appuyant sur l'équation (I.22) déﬁnissant le chemin de réaction, il est possible d'écrire
un hamiltonien représentatif de l'hétérojonction sous la forme :
H =
12(p˜21 + Ω˜2(x1 + x01)2) VXT−CT
VXT−CT ∆XT−CT +
1
2
(p˜21 + Ω˜
2(x1 − x01)2)
 (II.5)
+
M ′∑
i=2
1
2
(
p˜2i + ω˜
2
i x˜
2
i
)(1 0
0 1
)
+
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i=2
κ˜ix˜i
(
x1 + x
0
1 0
0 x1 − x01
)
(II.6)
avec M ′ = 3600 modes utilisés ici sur un domaine s'étendant jusqu'à 5 000 cm−1.
Ces déplacements discrets déﬁnissent un vecteur d, direction que l'on prend comme celle du
chemin de réaction :
u1 = d˜/(‖d˜‖) avec ‖d˜‖2 =
M∑
i=1
d˜2i
4
= x01
2
(II.7)
Il est alors possible de déﬁnir un projecteur P sur ce chemin de réaction déﬁni comme
P = u1u1T ainsi que la matrice des fréquences au carré des modes discrétisés Λij = ωiδij .
En s'appuyant sur la partie théorique qui mène à l'équation (I.22), deux matrices doivent être
construites pour déﬁnir le nouvel espace vectoriel des modes : PΛP, QΛQ. Après diagonalisation
de chacune de ces matrices, on extrait le vecteur propre de la matrice PΛP associé à la valeur
propre Ω˜, fréquence du chemin de réaction et les M ′ − 1 vecteurs propres de QΛQ la nouvelle
base des modes secondaires ui avec i ∈ [[2,M ′]] et pour valeurs propres ω˜i les fréquences des
modes secondaires. La matrice u = {ui/i ∈ [[1,M ′]]} déﬁnit la nouvelle base. Pour obtenir les
couplages vibroniques secondaires κ˜i, il suﬃt de calculer κ˜ = uT (PΛQ+QΛP)u.
Pour construire la densité spectrale secondaire, on exploite le fait que la densité de modes
discrétisée était déjà suﬃsamment importante pour pouvoir utiliser la même déﬁnition que la
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Table II.3  Paramètres obtenues pour le chemin de réaction (Ω˜, x01) après discrétisation selon l'équation
(I.18) et pour le mode eﬀectif (Ω¯1,D0) par les formules continues du mode eﬀectif selon l'équation (I.30) et
après discrétisation de la densité spectrale avec diﬀérentes coupures selon l'équation (I.28). Ces paramètres
sont issus de la densité spectrale continue J0(ω)
Ω˜ (cm−1) 2x01 (u.a.)
382.1 57.38
Ω¯1 (cm−1) D0 (u.a.)
Formules continues (éq.((I.30))
2084 5.894.10−4
Coupure (cm−1) Formules discrètes (éq. (I.28))
5 000 1712 5.848.10−4
+∞ 2080 5.894.10−4
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Figure II.6  Densité spectrale secondaire au chemin de réaction selon l'équation (II.8).
densité spectrale primaire :
J1,CR (ω˜i) =
piκ˜2i
2ω˜i∆ω
(II.8)
Les résultats pour cette méthode sont donnés dans la table II.3 et la ﬁgure II.6.
Mode eﬀectif
L'utilisation de l'hamiltonien (I.29) des modes eﬀectifs développé précédemment donne :
H =
12(P¯ 21 + Ω¯21X21 ) + D02 X1 VXT−CT
VXT−CT ∆XT−CT +
1
2
(P¯ 21 + Ω¯
2
1X
2
1 )−
D0
2
X1

+
M ′∑
i=2
1
2
(
P¯ 2i + ω¯
2
i X¯
2
i
)(1 0
0 1
)
+
M ′∑
i=2
κ¯iX¯iX1
(
1 0
0 1
)
(II.9)
Version continue Pour paramétriser cet hamiltonien à partir d'un bain continu, il est néces-
saire de calculer les paramètres D0 et Ω¯1 selon les formules (I.30) puis de calculer la transformée
de HilbertW0(ω) de J0(ω) la densité spectrale primaire associée au modèle spin-boson pour avoir
accès à J1,ME(ω) la densité spectrale secondaire selon la relation (C.29).
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Figure II.7  Densité spectrale secondaire associée au mode eﬀectif. Cas discrets avec coupure en
fréquence à 5000 cm−1 en vert et à l'inﬁni en bleu selon l'équation (II.10). Cas continu en rouge selon
l'équation (C.29).
Il y a ici un important caveat : l'intégrale de Ω¯1 ne converge pas dans le cas de lorentziennes
de type ohmique et il est nécessaire d'additionner un cutoﬀ qui rajoute un certain arbitraire. Ce
problème peut être évité en veillant à utiliser des lorentziennes de type super-ohmique. Toutes ces
intégrales sont alors analytiques et peuvent être calculées selon de douces formules qui ont l'art de
piquer les yeux (voir annexe C). Le comportement de la transformée de Hilbert W0(ω) de J0(ω)
en 0 tend vers une constante , ce qui signiﬁe que J1,ME(ω) aura en 0 le même comportement
superohmique que J0(ω).
Les résultats numériques sont compilés dans la table (II.3) et la ﬁgure II.7.
Version discrète Pour utiliser la méthode de projection, la densité spectrale du modèle spin-
boson doit être discrétisée de la même façon que ce qui a été fait pour le chemin de réaction. Les
modes sont pris de façon équidistante et la méthodologie développée dans la partie théorique est
appliquée.
On pose notamment :
J1,ME (ω¯i) =
piκ¯2i
2ω¯i∆ω
(II.10)
Dans le cas présent, cette méthode présente des inconvénients importants : il est nécessaire
de pousser le domaine de pulsation des modes discrétisés vers l'inﬁni aﬁn de faire converger
notamment la valeur de Ω¯1. En prenant le résultat de référence des modes continus, le domaine
nécessaire est de 2.5 u.a. (environ 550 000 cm−1 pour représenter la limite inﬁnie) pour que
l'erreur relative entre ces résultats soit inférieure à 3%. Cette plage de fréquence étant particuliè-
rement grande, la discrétisation doit être suﬃsamment ﬁne pour prendre en compte les structures
intéressantes aux basses fréquences. 16 000 modes ont été ici nécessaires. La diagonalisation de
la matrice devient alors le facteur limitant. On peut néanmoins avoir grande peine à trouver une
signiﬁcation physique à des modes -même secondaires- à plusieurs centaines de milliers de cm−1.
La stratégie souvent abordée dans la littérature des modes eﬀectifs est d'appliquer un cutoﬀ aﬁn
de négliger ces modes à haute fréquence mais il s'avère que dans le présent cas (voir table (II.3)),
la fréquence Ω¯1 présente une diﬀérence non négligeable de 300 cm−1 signant un domaine d'inté-
gration insuﬃsant (jusqu'à 5 000 cm−1). De plus, la valeur qui se rapproche le plus du modèle
continu reste celle où le domaine d'intégration atteint l'inﬁni. Il est diﬃcile de trancher pour
dire si c'est le modèle des lorentziennes qui induit des comportements aux fréquences inﬁnies
sans aucun sens physique (la lorentzienne n'est strictement nulle qu'à l'inﬁni) ou une réalité du
modèle des modes eﬀectifs.
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Dans la suite du travail, nous avons choisi de conserver le modèle des modes eﬀectifs continus
ou de façon équivalente les modes eﬀectifs discrets obtenus à convergence de la fréquence. En
eﬀet, le modèle spin-boson duquel nous partons est exactement représenté par ces lorentziennes.
A défaut de donner un sens au mode collectif, nous cherchons plutôt à reproduire du mieux
possible le modèle dynamique de départ.
II.2 Dynamique du transfert de charge intermoléculaire - Résul-
tats
Une fois l'hamiltonien paramétrisé, il faut résoudre l'équation de Liouville-Von Neumann
pour avoir accès à l'évolution dynamique du système. De très nombreuses méthodes existent et
ont été détaillées dans la partie théorique. Dans un premier temps, seront présentés les résultats
exacts dans le cadre de ce modèle réalisé à l'aide de la méthode des matrices hiérarchiques.
Dans un second temps, des approches perturbatives seront proposées dans le cadre d'un modèle
vibronique (chemin de réaction ou mode eﬀectif) construit de façon équivalente à un modèle
spin-boson.
II.2.1 Résolution exacte
Dans cette partie, nous discuterons les résultats obtenus par la méthode des matrices hiérar-
chiques donnés par la ﬁgure II.8.
Méthodes utilisées
Les calculs des matrices hiérarchiques (éq. (I.149)) ont été réalisés avec l'implémentation
développée localement. Les calculs sont réalisés avec les 4 lorentziennes de type super-ohmique
ainsi que 5 fréquences de Matsubara qui se sont révélées suﬃsantes pour décrire la fonction de
Bose à la température de 298.15 K. Au total, 21 termes sont utilisés pour décrire la fonction
de corrélation. Aﬁn de faciliter la convergence du calcul, la référence des oscillateurs décrivant
le bain est placée au centre des déplacements d'équilibre : les oscillateurs de XT sont déplacés
de −di/2 et ceux de CT de +di/2. Aﬁn d'atteindre la convergence sur l'ordre, la hiérarchie des
matrices est étendue jusqu'à l'ordre 14 (nheom = 7 (voir équation (I.150))) pour un total de 1
184 040 matrices. La convergence du calcul est vériﬁée à l'aide d'un calcul à l'ordre 12.
La propagation temporelle est assurée par un intégrateur de type Runge-Kutta à pas adaptatif
(avec les paires de Cash-Karp / ordre 4-5 [70]) avec un critère de convergence sur chaque terme
de la matrice densité égale à 1.10−7 (pour une valeur attendue comprise entre 0 et 1). L'état
initial est l'état diabatique XT intégralement peuplé.
Observables
Les premières quantités que nous discuterons sont les populations dans les états diabatiques :
PXT = ρS,11 PCT = ρS,22 (II.11)
Les populations correspondent aux termes diagonaux de la matrice densité ρS(t). Ce sont
des nombres compris entre 0 et 1 et la somme des populations (Tr[ρS ]) est toujours égale à 1.
Elles représentent la probabilité d'être dans un des états à un instant donné. Dans le cas de la
base diabatique, ces probabilités sont directement associées à celles des états XT et CT . Une
population de 1 dans l'état XT indique que l'électron est localisé sur l'état XT , une population
de 0.5 dans l'état XT (et donc de 0.5 également dans l'état CT ) indique que l'électron est
parfaitement délocalisé sur chacun des deux sites dans un cas pur.
Cette base est très utile pour évaluer comme évolue le caractère de XT et CT au cours de la
dynamique. Cependant, ce n'est pas la base propre de l'hamiltonien. Dans le cas où l'on suppose
le couplage relativement faible, il est plus pratique de passer en base adiabatique. Cette dernière
est déﬁnie par une matrice de passage U qui est la matrice des vecteurs propres qui diagonalise
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la matrice hamiltonienne du système HS (on peut remarquer que HS est toujours diagonalisable
car symétrique). La matrice densité dans le base adiabatique s'écrit alors :
ρS,adia = U
†ρSU (II.12)
Les populations dans cette base sont représentatives des probabilités dans les états propres et
sont déﬁnies comme :
P+,adia = ρS,adia,11 P−,adia = ρS,adia,22 (II.13)
Les cohérences qui nous intéresseront plus particulièrement dans cette base quant à elles sont les
termes hors-diagonaux de la matrice densité.
CXT−CT,adia = ρS,adia,12 (II.14)
Elles représentent l'existence de superposition d'états entre les états. Aﬁn de minimiser des
superpositions artiﬁcielles liées au choix de la base, il est toujours préférable de les discuter en
base propre de HS (plus proche de la base propre de l'hamiltonien complet H si le couplage au
bain est suﬃsamment faible).
La trace du carré de la matrice densité Tr[ρ2S ] est un indicateur intéressant de la décohérence.
De par la positivité de la matrice densité, 0 ≤ Tr[ρ2S ] ≤ 1 et Tr[ρ2S ] = 1 dans le seul cas d'un
état pur. Cette quantité constitue une mesure de la pureté du système. Elle présente un autre
avantage puisqu'elle est invariante par rapport au changement de base.
Discussion
La ﬁgure II.8 présente pour les cinq distances intermoléculaires les populations de la matrice
densité ρS dans la base diabatique et la base adiabatique , la trace du carré de la matrice densité
Tr[ρ2S ] ainsi que le module au carré de la cohérence dans la base adiabatique.
Les cinq distances interatomiques R présentent des comportements variés avec quelques ca-
ractéristiques communes. Les populations décroissent plus ou moins vite pour peupler le nouvel
état. Les cohérences adiabatiques quant à elles décroissent relativement plus rapidement avec une
décroissance abrupte en quelques dizaines de fs suivies d'oscillations amorties de l'ordre de la cen-
taine de fs. La pureté de la matrice densité diminue pour atteindre un minimum puis augmente
pour atteindre une asymptote. En eﬀet, la matrice densité initialement peuplée correspond à un
état pur. A mesure que le transfert de charge a lieu, les deux états sont partiellement peuplés et
l'on s'attend à un mélange statistique comme ici. Lorsque le système tend vers l'équilibre, l'état
ﬁnal constitue à nouveau un état pur car le système thermalisé avec l'environnement amène dans
le présent cas à ne peupler qu'un seul état.
Dans l'analyse individuelle de ces résultats, trois groupes peuvent se dégager : les cas R =
2.5/2.75 Å, les cas R = 3/3.25 Å et le cas à R = 3.5 Å. L'analyse de leurs hamiltoniens permet
d'expliquer ces caractéristiques communes : le premier groupe présente des écarts énergétiques
∆XT−CT et des couplages électroniques VXT−CT forts, le second des écarts énergétiques et des
couplages électroniques intermédiaires tandis que le dernier cas est un cas pratiquement dégé-
néré (où ∆XT−CT est très faible) avec un couplage électroniques faible. Ces caractéristiques
se retrouvent dans l'évolution dynamique exposée sur la ﬁgure II.8 et la table II.4. Les cas
R = 2.5/2.75 Å présentent un transfert de population relativement lent, pratiquement complet
de respectivement 1200 et 500 fs accompagné d'un maintien prolongé d'un mélange statistique
Table II.4  Tr[ρ2S ]eq valeurs à l'équilibre de la trace de ρ2S obtenues par simulation numérique HEOM
(Hierarchical equations of motion) à 298.15 K et Tr[ρ2S ]eq à 298.15 K : valeurs à l'équilibre attendues
dans le cas d'un équilibre des populations de type Maxwell-Boltzmann dans les états du système pour les
cinq distances intermoléculaires.
R (Å) 2.5 2.75 3.0 3.25 3.5
Tr[ρ2S ]eq 0.999 0.991 0.981 0.963 0.847
Tr[ρ2S ]eq Eq. Boltz. Sys. 1.000 1.000 1.000 1.000 0.992
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Figure II.8  Dynamique quantique du transfert par matrices hiérarchiques à T = 298.15 K pour les
distances intermoléculaires R = 2.5/2.75/3/3.25/3.5 Å. En haut, à gauche, PXT populations de l'état
XT de la matrice densité en base diabatique déﬁnies selon l'équation (II.11). En haut, à droite, Tr[ρ2S ]
mesure de la décohérence, pureté de la matrice densité. En bas, à gauche, P+,adia populations de l'état
1 de la matrice densité en base adiabatique déﬁnies selon l'équation (II.11). En bas, à droite, module au
carré de la cohérence de la matrice densité en base adiabatique (eq. (II.14)) .
(respectivement 65 et 200 fs). Les cas R = 3.0/3.25 Å sont des cas de transfert relativement
plus rapides (respectivement de 100 et 200 fs) mais tout aussi complets que les précédents. Le
mélange statistique se maintient de fait de façon très courte (8 fs) avant de tendre vers un état
pratiquement pur. Les diﬀérences observées entre ces deux groupes de dynamiques peuvent s'ex-
pliquer à l'aide de la pulsation de Rabi, la fréquence de résonance du système ΩRabi (calculée
selon l'équation (I.8) et montrée dans la table (II.1) qui devient de plus plus en plus petite à
mesure que la distance internucléaire augmente. Or, la fréquence de résonance du système joue
un rôle crucial dans le sens où elle indique quels types de modes du bain vont inﬂuencer le sys-
tème. Pour cela, il suﬃt de regarder la valeur de la densité spectrale (voir ﬁgure II.4) à cette
fréquence. Plus cette valeur sera élevée, plus le système a de chance d'interagir fortement avec le
bain. Dans les cas R = 2.5/2.75 Å, la pulsation est élevée et relativement éloignée des zones de
couplage au bain alors que dans les cas R = 3.0/3.25 Å, le système a de fortes chances d'interagir
avec le bain. Le cas à 3.5 Å est à part : non seulement les deux états diabatiques sont quasi-
ment dégénérés mais le couplage électronique est en plus très faible, ce qui induit notamment
une pulsation de Rabi ΩRabi faible. Les résultats de dynamique obtenus sont en accord avec ces
premières observations. Les populations atteignent un palier en 100 fs et perdent leur pureté
très rapidement (8 fs). La charge est pratiquement délocalisée sur les deux sites XT et CT (0.46
pour les populations diabatiques). Dans une première approche naïve, on pourrait s'attendre à
ce que l'état ﬁnal tend à correspondre à un des états adiabatiques. Cependant, on peut observer
un rémanent de 0.08 sur ces derniers. Ceci peut être expliqué par l'inﬂuence du thermostat que
représente l'environnement. En eﬀet, du fait de l'existence d'une température, les deux états
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électroniques peuvent également se thermaliser. La diﬀérence d'énergie entre les deux états adia-
batiques étant faible, il est donc attendu que l'état XT reste en partie peuplé. Aﬁn de s'abstraire
du choix de la base, on raisonne souvent à l'aide de la trace de la matrice densité au carré qui
est invariante par changement de base. La table II.4 recense les valeurs de Tr[ρ2S ]eq obtenues par
la simulation numérique et celles prédites dans le cas d'un équilibre de Boltzmann entre les deux
états adiabatiques du système. Un écart systématique peut être noté pour toutes les distances
intermoléculaires. L'erreur d'un tel raisonnement se loge dans le fait que l'on n'a pris en compte
l'équilibre de Boltzmann uniquement entre les états du système alors qu'il faudrait raisonner
avec l'hamiltonien total qui comporte le terme de couplage au bain. Dans le présent cas, le bain
peut déjà être considéré comme fortement couplé car il a été nécessaire d'aller jusqu'à l'ordre 14
(c'est à dire nheom = 7 (voir équation (I.150))). Cela inﬂue fortement sur cet équilibre. Dans les
cas de systèmes couplés fortement tels que celui-ci, ce point renforce la nécessité d'eﬀectuer des
calculs numériquement exacts pour traiter leur dynamique.
II.2.2 Résolution approchée
Les calculs précédents restent des calculs au coût numérique élevé nécessitant la résolution
d'un grand nombre d'équations. Il est compréhensible que dans les systèmes chimiques dont
l'environnement est fortement couplé, la résolution exacte nécessite un eﬀort computationnel plus
important que ce que donneraient des méthodes utilisant simplement la théorie de perturbation.
On peut cependant tenter de rationaliser la validité de cette dernière. Pour ce faire, nous devons
nous intéresser à deux paramètres : l'un est le temps caractéristique τSB de l'évolution du système
sous l'action de HS , le second est le paramètre ξSB validant l'approximation perturbative obtenu
à l'aide de l'équation (I.86). En ce qui concerne le temps caractéristique dans le cas d'un système
à deux états électroniques, nous le choisissons à l'aide de la pulsation de Rabi ΩRabi (éq.(I.8))
tel que :
τSB =
2pi
ΩRabi
(II.15)
Lorsque τSB  τcorr où τcorr est le temps typique de la fonction de corrélation donné par
l'équation (I.76), le système évolue suﬃsamment lentement pour que l'on puisse négliger les eﬀets
de mémoire, l'approximation markovienne est valide.
Dans l'approximation markovienne, en nous appuyant sur l'équation (I.86), la théorie de
perturbation au second ordre est valide si le paramètre ξSB répond au critère suivant :
ξSB = ξ(ΩRabi) et ξSB  1 (II.16)
La table (II.5) donne les périodes typiques du système et les paramètres perturbatifs. On peut
constater que les paramètres perturbatifs sont inférieurs à 1 pour les cas R = 2.5 à 3.5 Å quoique
proche de 1 pour le cas R = 3.5 Å. L'approximation de perturbation n'est donc probablement
pas valable dans le cas R = 3.5 Å mais est valable pour les deux autres cas. En revanche, si l'on
compare la période typique du système électronique τSB avec la durée de la fonction de corrélation
telle qu'exposée sur la ﬁgure (II.9), on peut constater que le temps typique du système dans les
trois cas est inférieur à la durée de la fonction de corrélation. L'approximation markovienne n'est
donc probablement pas valable dans les trois cas. Nous verrons par la suite comment la validité
de ces approximations se manifeste dans les résultats dynamiques.
Comme nous pourrons le constater dans la suite de l'exposé, les méthodes perturbatives à
l'ordre 2 en matrice densité donnent des résultats relativement décevants. Nous pouvons ce-
pendant ici choisir d'extraire une coordonnée collective représentant le bain primaire (celui du
modèle spin-boson) et de traiter par théorie de perturbation les modes restants couplés à cette
coordonnée collective. En étendant l'espace de Hilbert représentant le système, il est possible de
traiter exactement une partie du bain. On peut alors espérer avoir capturé une partie suﬃsante
de la dynamique du bain pour que le reste soit perturbatif. Les équations dynamiques sont réso-
lues dans la base propre de la coordonnée collective (i.e. de l'hamiltonien HS) en diagonalisant
l'hamiltonien à deux composantes sur grille de Fourier [71] en N états vibroniques. Les fonctions
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Table II.5  Temps caractéristiques représentatifs τSB (éq. (II.15)), τME , τCR (éq. (II.18)) et ξSB (éq.
(II.16)), ξmax,ME , ξmax,CR , ξmoy,ME , ξmoy,CR (éq. (II.19)) paramètres perturbatifs dans les états du
système pour respectivement le modèle spin-boson, le modèle du mode eﬀectif et le modèle du chemin de
réaction et pour les trois distances intermoléculaires R = 2.5, 3.0, 3.5 Å.
R (Å) 2.5 3.0 3.5
τSB (fs) 6.3 12.3 29.4
ξSB 0.0007 0.006 0.507
τcor,SB (fs) 32.1
τME (fs) 18.4 18.2 20.2
ξmax,ME 3.18.10−1 1.94.10−1 1.45.10−1
ξmoy,ME 2.79.10−3 1.01.10−3 2.03.10−2
τcor,ME (fs) 0.850
τCR (fs) 25.3 33.1 47.3
ξmax,CR 4.50 2.28 1.42
ξmoy,CR 1.30.10−2 2.11.10−2 5.07.10−2
τcor,CR (fs) 30.2
propres de la base vibronique |ψν〉 pour chacun des états électroniques XT,CT ainsi que les
valeurs propres associées Eν sont ainsi obtenues. Cette fonction d'onde peut se décomposer sous
la forme :
|ψν〉 = |χ(CT )ν 〉|CT 〉+ |χ(XT )ν 〉|XT 〉 (II.17)
où |χ(CT ),(XT )ν 〉 sont des fonctions de la base diabatique avec ν = 1, · · · , N .
On peut s'assurer de la validité de cette méthode en calculant des paramètres perturbatifs de
la même façon que précédemment. La particularité est qu'à présent, il est nécessaire d'exprimer un
paramètre perturbatif ainsi qu'une période caractéristique dans le cas d'une coordonnée collective
puis de la comparer à la fonction de corrélation du bain secondaire (celui qui est traité par théorie
de perturbation). A des ﬁns de clarté des ﬁgures, seules trois distances intermoléculaires seront
ici exposées : R = 2.5/3/3.5 Å. Dans le cas d'une coordonnée collective (Q = CR ou ME) (CR
correspond ici au chemin de réaction et ME au mode eﬀectif), de nombreux états ne seront pas
sondés au cours de la dynamique ou seront faiblement couplés par la coordonnée de réaction : leur
transition aura une inﬂuence plus faible. Aﬁn d'avoir un paramètre d'ordre de grandeur, nous
choisissons de prendre la pulsation caractéristique du système comme la moyenne de toutes les
transitions pondérées par les éléments de la matrice de la coordonnée Qij = 〈ψi|Q|ψj〉 couplant
les états vibroniques telle que :
τQ =
2pi
ΩQ
avec ΩQ =
N∑
i=1
N∑
j=1
∆EijQij
N∑
i=1
N∑
j=1
Qij
(II.18)
où ∆Eij est la diﬀérence entre deux états |i〉 et |j〉 dans la partie de la base vibronique qui couvre
99% de
N∑
i=1
ρS,ii(0) et Qij la valeur de la coordonnée collective dans la base vibronique.
Pour les paramètres perturbatifs, nous choisissons de prendre un critère fort ξmax,Q correspon-
dant au maximum de l'ensemble des paramètres perturbatifs déﬁnis par l'équation (I.86) entre
chacun des états vibroniques dans la partie de la base vibronique qui couvre 99% de TrB[ρ(0)].
Un deuxième critère ξmoy,Q correspond à la validité de la théorie de perturbation aux temps
initiaux et est pris comme la moyenne de tous les critères perturbatifs (I.86) pondérée par la
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Figure II.9  Module au carré des fonctions de corrélation normalisées par la valeur en t = 0. En bleu,
fonction de corrélation du bain spin-boson ; en rouge, fonction de corrélation du bain secondaire associé
au mode eﬀectif ; en vert, fonction de corrélation du bain secondaire associé au chemin de réaction. Les
petites ﬂèches indiquent le temps caractéristique calculé pour chacun des modèles pour les trois distances
intermoléculaires R = 2.5/3/3.5 Å
population initiale.
ξmax,Q = maxij [ξ(∆Eij)] et ξmoy,Q =
N∑
i=1
ρS,ii(0)
N∑
j=1
ξ(∆Eij)
N
N∑
i=1
ρS,ii(0)
(II.19)
Les résultats sont présentés dans la table (II.5) et la ﬁgure (II.9). On peut tout d'abord
s'intéresser au mode eﬀectif. Sur la ﬁgure (II.9), on peut constater que la fonction de corrélation
subit une décroissance marquée de l'ordre de 10 fs au lieu de 150 fs dans le cas du modèle spin-
boson. Il faut tout de même noter que des oscillations de faible amplitude se maintiennent sur
40 fs. Lorsque l'on s'intéresse à τME la période caractéristique du système, on peut constater
que dans le cas du mode eﬀectif, la dynamique devient plus markovienne. Ce n'est pas le cas
pour le chemin de réaction où la fonction de corrélation secondaire suit approximativement celle
du chemin de réaction et où les temps caractéristiques τCR sont approximativement du même
ordre de grandeur quoiqu'un peu plus longs. La dynamique reste globalement non-markovienne
avec une légère amélioration par rapport au spin-boson. Dans les trois cas pour le mode eﬀectif,
les paramètres perturbatifs ξmax,ME et ξmoy,ME pour le mode eﬀectif sont bien inférieurs à 1
laissant penser que le traitement perturbatif subséquent est valide. En revanche, pour le modèle
du chemin de réaction, le paramètre perturbatif ξmax,CR dépasse ou est dans les environs de 1
laissant penser que la théorie perturbative rencontre rapidement des limites. Il est cependant
important de noter que le paramètre pris ici est un critère assez exigeant et que l'ensemble de
la dynamique ne repose pas seulement sur cet état et peut se développer dans des états moins
couplés au bain. Pour ces raisons, on peut le contrebalancer par le critère ξmoy,CR qui est bien
lui inférieur à 1. Il est donc possible qu'aux temps initiaux au moins, la théorie de perturbation
soit valide pour les transitions liées aux états possédant la population initiale la plus importante.
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On peut donc s'attendre à être dans un régime suﬃsamment favorable pour donner des ré-
sultats corrects pour le mode eﬀectif pour les trois distances internucléaires. Pour le chemin
de réaction, il est nécessaire de rester plus circonspect : le régime n'est pas particulièrement
perturbatif et donnera des résultats probablement hétérogènes même si la dynamique reste glo-
balement plus non-markovienne que dans le modèle spin-boson. Il reste à présent à voir ce que
ces paramètres donnent dans les calculs réels.
Méthodes utilisées
Les coordonnées collectives sont extraites selon le protocole développé dans la paramétrisation
de l'hamiltonien. Les dynamiques sont ensuite menées avec une équation-maîtresse markovienne
perturbative à l'ordre 2 (modèle de Redﬁeld).
Dans le cas présent, le choix de l'état initial est un nouveau paramètre-clé. En eﬀet, il s'agit de
reproduire du mieux possible le modèle spin-boson à l'aide d'un modèle vibronique. Le problème
est que le choix de méthodes de résolution de l'équation de Liouville impose que le bain résiduel
soit à l'équilibre thermique. La distribution de la matrice densité, l'expression des états purs qui
la composent ainsi que leur position sur la coordonnée collective représentant les deux états sont
donc des données à sélectionner avec soin
Reprenons la déﬁnition de la matrice densité dans le cadre des hypothèses (factorisation du
bain notamment) et du modèle spin-boson :
ρ(0) = ρS,SB(0)⊗ ρeqB (II.20)
=
(
1 0
0 0
)
⊗ e
−βHB
TrB[e−βHB ]
avec HB =
1
2
M∑
i=1
(
p2i + ω
2
i q
2
i
)
(II.21)
avec ρS,SB(0) = TrB[ρ(0)]
Or, si l'on considère que l'on traite par théorie de perturbation le couplage à la coordon-
née secondaire, il est possible d'eﬀectuer un développement limité dans les deux cas sur la
contribution du terme de couplage système(coordonnée collective)-bain (coordonnées résiduelles)
HB = HQ +Q.B˜ +HB˜ où HQ =
{ 1
2(P¯
2
1 + Ω¯
2
1X
2
1 ) (ME)
1
2(p˜
2
1 + Ω˜
2x21) (CR)
est l'hamiltonien représentant l'os-
cillateur harmonique de la coordonnée collective et HB˜ =

M∑
i=2
1
2
(
P¯ 2i + ω¯
2
i X¯
2
i
)
(ME)
M∑
i=2
1
2
(
p˜2i + ω˜
2
i x˜
2
i
)
(CR)
est
la somme des oscillateurs secondaires représentant les modes résiduels couplés à la coordonnée.
Q =
{
X1 (ME)
x1 (CR)
B˜ =

M ′∑
i=2
κ¯iX¯i (ME)
M ′∑
i=2
κ˜ix˜i (CR)
Dans le cas de la coordonnée collective, la matrice densité initiale pour le système peut se
réécrire en traçant sur les degrés de liberté du bain secondaire sous la forme :
ρS(0) =
(
1 0
0 0
)
TrB˜[e
−β(HQ+Q.B˜+HB˜)] (II.22)
avec dans la limite de haute température et de faible couplage,
TrB˜[e
−β(HQ+Q.B˜+HB˜)] ≈ TrB˜[e−
β
2
HQe−
β
2
HB˜e−βQ.B˜e−
β
2
HB˜e−
β
2
HQ ] (II.23)
≈ TrB˜[e−
β
2
HQe−
β
2
HB˜
(
1− βQ.B˜ + β
2
2
(Q.B˜)2
)
e−
β
2
HB˜e−
β
2
HQ ] (II.24)
≈ e−βHQ + β
2
2
e−β
HQ
2 Q2e−β
HQ
2 TrB˜[B˜
2e−βHB˜ ]] (II.25)
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A t = 0, TrB˜[B˜
2e−βHB˜ ] = C˜(0) où C˜(0) est la valeur initiale de la fonction de corrélation
associée à la densité spectrale secondaire.
Un modèle d'état initial pour la matrice densité du système approchant le modèle spin-boson
est donc une distribution de Boltzmann des états propres de la parabole diabatique du mode
collectif associée à une correction liée à la valeur initiale de la fonction de corrélation. Cependant,
nous avons pu remarquer que cette dernière n'a qu'une très faible inﬂuence.
Il est ensuite nécessaire de réaliser la propagation de la matrice densité. Nous avons proposé
plusieurs équations-maîtresses dans la partie théorique. Le choix se porte ici sur des résolutions
approchées de ces problèmes qui pourraient apporter un gain computationnel signiﬁcatif :
 l'équation de Redﬁeld (eq. (I.79)) qui constitue une approximation markovienne où l'on
a négligé les parties principales
 une approche non-markovienne selon l'équation (I.70) en prenant en compte une matrice
Dt(t) selon l'équation (I.132) où l'équivalent markovien des parties principales n'est pas
négligé et qui nécessite un ajustement numérique adéquat
 une approche non-markovienne selon l'équation (I.70) en prenant en compte une matrice
Re[Dt(t)] selon l'équation (I.132) où l'équivalent markovien des parties principales est
négligé et qui nécessite un ajustement numérique adéquat
La propagation est assurée par un propagateur à récurrence courte d'Arnoldi [37] avec un
pas de 0.723 fs. La coordonnée est représentée sur une base propre de 35 états pour le mode
eﬀectif et de 120 états dans le cas du chemin de réaction. La grille utilisée pour déﬁnir cette
coordonnée s'étend de [−200,+200] u.a. pour le mode eﬀectif et [−500,+500] u.a. pour le chemin
de réaction. Pour les méthodes non-markoviennes où un ajustement numérique est nécessaire,
nous avons utilisé les paramètres présentés en annexe dans les tables A.1 pour le mode eﬀectif et
A.2 pour le chemin de réaction. Cet ajustement numérique peut potentiellement créer des erreurs
supplémentaires. Les résultats obtenus sont montrés sur la ﬁgure (II.10).
Observables
Dans le cas des modèles spin-boson, il était facile d'analyser rapidement le degré de liberté
électronique XT et CT car ils constituaient les deux états qui formaient la matrice densité.
Dans le cas d'une coordonnée collective, il est nécessaire de fournir un équivalent. Pour cela,
nous procédons en intégrant sur la coordonnée collective aﬁn de déterminer la matrice densité
du système électronique :
ρS,el = TrQ[ρS ] (II.26)
où Q est la coordonnée collective générique représentant le mode eﬀectif ou le chemin de réaction.
En pratique, la trace sur la coordonnée Q est eﬀectuée à l'aide de projecteurs directement dans
la base propre vibronique :
ρS,el,ij = Trν
∑
ν,ν′
|χ(i)ν 〉〈χ(j)ν′ |ρS
 (II.27)
où {i, j} = {XT,CT}.
Lorsque l'on utilisera des méthodes appelant des hamiltoniens spin-boson, nous conserverons
la notation ρS,el = ρS .
De cette matrice sur les degrés de liberté électroniques ρS,el, nous pouvons tirer deux gran-
deurs que nous avons déjà utilisées au cours de la résolution exacte. D'une part, la population
diabatique dans l'état XT est toujours déﬁnie telle que :
PXT = ρS,el,11 (II.28)
D'autre part, on eﬀectuera l'analyse de la pureté de la matrice densité électronique déﬁnie par
Tr[ρ2S,el].
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Discussion
La ﬁgure II.10 présente les résultats obtenus dans le cas de trois distances intermoléculaires
R = 2.5/3/3.5 Å avec quatre méthodes : parmi elles, deux ont été réalisés à partir de l'hamiltonien
spin-boson avec respectivement une méthode perturbative markovienne (méthode de Redﬁeld)
et une méthode numériquement exacte (Matrices hiérarchiques présentées précédemment) ; les
deux autres ont été calculés à partir d'un hamiltonien vibronique : le modèle du chemin de
réaction et le modèle du mode eﬀectif où un mode collectif est traité exactement dans le système
et un bain secondaire traité par une méthode perturbative markovienne (méthode de Redﬁeld).
Pour chaque méthode, on montre la population diabatique de l'état XT et la trace électronique
Tr[ρ2S,el] représentant la pureté de la matrice densité des deux états électroniques.
La première remarque est qu'un simple modèle de Redﬁeld utilisé directement sur l'hamil-
tonien spin-boson mène à des résultats erronés par rapport aux numériquement exacts. La non-
validité de l'approximation de perturbation au second ordre mène à des résultats quantitative-
ment faux tant du point de vue des durées des dynamiques qui sont surestimées dans les cas
R = 2.5/3 Å et sous-estimées dans le cas R = 3.5 Å que de la forme générale des décroissances
des populations. Dans le cas des trois distances intermoléculaires, le modèle de Redﬁeld mène
Tr[ρ2S,el] vers l'asymptote donné par l'équilibre boltzmanien des deux états du système (voir
table (II.4)). Ce résultat est quantitativement faux comme nous avons pu le voir dans les para-
graphes précédents. Ces résultats ne sont en eux-mêmes pas surprenants et l'on peut espérer que
l'extraction d'une coordonnée collective peut potentiellement les améliorer.
Le mode eﬀectif donne des résultats qualitativement satisfaisants dans les cas R = 2.5/3
Å. Les durées de décroissance de la dynamique sont bien reproduites ainsi que la dynamique
aux temps courts. Cependant, pour le cas à R = 3.5 Å, la décroissance des populations vers
l'équilibre est plus longue et la Tr[ρ2S,el] ne tend pas vers l'asymptote donné par la méthode
numériquement exacte même si les résultats sont globalement meilleurs que ceux donnés par une
simple équation-maîtresse de Redﬁeld.
Le chemin de réaction donne des résultats contrastés très dépendants des conditions de calcul.
Les cas R = 2.5/3.5 Å sont quantitativement diﬀérents surestimant de façon générale la décrois-
sance du couplage et rajoutant une oscillation supplémentaire qui correspond à celle que l'on
peut attendre d'un paquet d'ondes dans le puits formé par le chemin de réaction. Le cas R = 3
Å est qualitativement meilleur même si la décohérence survient également plus tardivement que
les résultats attendus. La dynamique aux temps courts semble partiellement reproduite et les
résultats sont meilleurs que ceux donnés par l'équation de Redﬁeld sur le modèle spin-boson. Les
asymptotes de Tr[ρ2S,el] semblent également légèrement meilleures que celles obtenues avec un
hamiltonien du mode eﬀectif.
La transformation des coordonnées du modèle spin-boson en celles d'un modèle vibronique
(mode eﬀectif / chemin de réaction) est exacte. Cependant, plusieurs paramètres viennent per-
turber la bonne adéquation de ces résultats avec les dynamiques exactes. D'une part, la méthode
de dynamique pour traiter le bain secondaire est source d'erreurs : les approximations de l'équa-
tion de Redﬁeld utilisée sur le bain secondaire attaché à cette coordonnée ne sont pas forcément
valides. Le bain n'est probablement pas encore perturbatif même après l'extraction d'une pre-
mière coordonnée. Il est également probable que des phénomènes non-markoviens soient encore
présents dans le bain résiduel. Aﬁn de vériﬁer cette hypothèse, il faudrait extraire une seconde
coordonnée et réitérer le présent calcul. Une proposition de méthode sera évoquée en perspec-
tive. Le second problème est conceptuel : la déﬁnition de l'état initial est ici délicate et pourrait
induire des modiﬁcations importantes de la dynamique. En eﬀet, le problème est que l'on im-
pose un bain résiduel à l'équilibre thermique et factorisable initialement avec la coordonnée du
système. Formellement, ces coordonnées sont déjà mélangées et il n'y a aucune raison pour que
les coordonnées du bain résiduel soient uniquement à l'équilibre thermique, ce qui ne nous est
pas possible à mettre en ÷uvre dans nos dynamiques.
Ces résultats en demi-teinte sont une bonne illustration des diﬃcultés obtenues pour la résolu-
tion d'un simple modèle spin-boson dans des cas de systèmes à couplage au bain fort. Néanmoins,
ces résultats en particulier ceux obtenus pour le mode eﬀectif sont encourageants et laissent pen-
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Figure II.10  Dynamique quantique du transfert par diﬀérentes méthodes (bain primaire perturbatif
(méthode de Redﬁeld) sur modèle spin-boson en violet, chemin de réaction et bain secondaire perturbatif
par méthode de Redﬁeld en bleu, mode eﬀectif et bain secondaire perturbatif par méthode de Redﬁeld
en rouge, matrices hiérarchiques à T = 298.15 K pour les distances intermoléculaires (de haut en bas)
R = 2.5/3/3.5 Å. A gauche, populations de l'état 1 de la matrice densité en base diabatique. A droite,
Tr[ρ2S,el] mesure de la décohérence électronique, pureté de la matrice densité électronique.
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Figure II.11  Tr[ρ2S,el] obtenues par dynamique quantique du transfert par diﬀérentes méthodes : en
bleu, méthode non-markovienne perturbative second ordre en retirant les parties principales ; en rouge,
méthode non-markovienne perturbative seconde en conservant les parties principales ; en vert, méthode
markovienne perturbative second ordre en retirant les parties principales ; en violet matrices hiérarchiques
(résultats de référence) à T = 298.15 K pour les trois distances intermoléculaires (de haut en bas). A
gauche, mode eﬀectif. A droite, chemin de réaction.
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ser que l'on peut améliorer à moindre coût des résultats obtenus par des méthodes de Redﬁeld
en extrayant une coordonnée.
Nous allons à présent nous intéresser aux résultats obtenus à un niveau perturbatif se-
cond ordre en faisant varier divers paramètres. On peut d'une part utiliser une méthode non-
markovienne. Celle-ci nécessitera cependant d'eﬀectuer un ajustement numérique adéquat de la
densité spectrale aﬁn de pouvoir eﬀectuer la propagation dans des durées raisonnables. La ma-
trice de Redﬁeld D(t) devient alors dépendante du temps. Lors du calcul de cette matrice, il est
également possible de négliger la partie imaginaire qui correspond aux parties principales habi-
tuellement négligées dans la théorie de Redﬁeld. Les résultats montrant Tr[ρ2S,el] la pureté de la
matrice électronique qui est un bon critère pour évaluer la qualité de toute la matrice densité
sont exposés sur la ﬁgure (II.11).
Le comportement concernant les corrections non-markoviennes à l'ordre 2 (en l'absence de
parties principales aﬁn d'être comparable à la méthode markovienne) est comparable pour le
mode eﬀectif et le chemin de réaction. Les corrections sont mineures améliorant légèrement le
résultat par rapport à la seule approximation markovienne. A l'ordre 2, elle n'explique l'écart
parfois important entre les résultats approchés et exacts mais est en accord avec la valeur des
temps caractéristiques donnés dans la table (II.5) et la ﬁgure (II.9). En revanche, l'inﬂuence des
parties principales semble particulièrement importante dans ces systèmes fortement couplés et
aboutit à des résultats assez diﬀérents entre le mode eﬀectif et le chemin de réaction. On se rend
très vite compte que la qualité du mode eﬀectif est pratiquement systématiquement améliorée
par la prise en compte des parties principales. Pour R = 2.5 et 3.0 Å, l'amélioration est visible
aux temps courts alors que pour le cas R = 3.5 Å, l'asymptote semble bien meilleure. Pour
le chemin de réaction, si l'on constate qu'eﬀectivement le cas R = 2.5 Å donne de meilleurs
résultats qu'en l'absence de parties principales, les cas R = 3.0 et 3.5 Å sont des cas instables
numériquement. La présence des parties imaginaires dans des cas où la théorie de perturbation
est probablement peu valide (voir table (II.5)) mène à des résultats très aléatoires. En eﬀet,
le paramètre ξmax,CR que nous proposons prend la valeur maximale sur l'ensemble de la base
vibronique qui est probablement pas ou peu sondée. Il est donc tout à fait possible que dans
le cas R = 2.5 Å, les transitions sondées sont plus perturbatives que celles pour R = 3.0 et
R = 3.5 Å : c'est bien d'ailleurs le résultat donné par le paramètre ξmoy,CR pour les temps
initiaux. Nous pouvons également noter que l'ajustement numérique nécessaire pour mener à
bien les méthodes non-markoviennes pour le chemin de réaction produit des écarts allant jusqu'à
0.06 dans les populations diabatiques et la Tr[ρ2S ] (ce qui n'est pas le cas du mode eﬀectif) entre
deux méthodes markoviennes comparées avec et sans ajustement numérique. C'est certes une
source d'erreur supplémentaire mais elle est inférieure à celle liée à la méthode de propagation
markovienne elle-même. Ce point pourrait être amélioré dans des études ultérieures.
Conclusion
De manière générale, nous pouvons conclure que la transformation de coordonnée associée à
une théorie de perturbation à l'ordre 2 réussit avec succès à décrire correctement les diﬀérents
régimes proposés pour l'hétérojonction. Le mode eﬀectif tire son épingle du jeu et permet une
excellente description avec une méthode approchée des résultats donnés par les matrices hiérar-
chiques. En revanche, le chemin de réaction donne des résultats plus contrastés, meilleurs qu'un
spin-boson simple mais trop approximatifs concernant les résultats dynamiques pour pouvoir être
considéré comme une coordonnée eﬃcace pour résoudre ce problème. Dans tous ces cas, l'analyse
des paramètres perturbatifs et de markovianité a permis de déterminer la méthode de choix et
pourrait convenir comme méthode prédictive. D'autres paramètres pour mesurer la markovianité
pourraient également être exploités [72].
Pour tenter d'améliorer davantage ces résultats, l'extraction d'une seconde coordonnée col-
lective pourrait représenter une amélioration supplémentaire mais serait excessivement onéreuse
dans le formalisme de la matrice densité. Il est cependant toujours possible de travailler en fonc-
tion d'onde, avec des méthodes de résolution explicite exactes telle que la méthode ML-MCTDH
61
ou des méthodes stochastiques exactes ou approchées. Les méthodes de traitement numérique
explicite exactes telles que ML-MCTDH peuvent également être utilisées avec des chaînes de
coordonnées collectives, elles oﬀrent en plus de l'exactitude du résultat une meilleure ﬂexibilité
pour la déﬁnition de l'état initial (cependant à un prix computationnel plus élevé et avec la
nécessité d'utiliser une méthode adéquate pour traiter la température [73]).
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Partie III
Etude du transfert de charge intramoléculaire
dans des composés organiques à valence mixte
Ibis.
Oui, j'irai dans l'ombre terreuse.
Ô mort certaine, ainsi soit-il !
Latin mortel, parole aﬀreuse,
Ibis, oiseau des bords du Nil
G. Apollinaire, Le Bestiaire ou Cortège d'Orphée
Résumé de cette partie :
Dans un premier temps, un hamiltonien spin-boson décrivant un système donneur-accepteur
relié par un pont de n-paraphénylènes est paramétrisé par la méthode de la théorie de la fonc-
tionnelle de la densité contrainte (cDFT) qui permet d'obtenir directement des états quasi-
diabatiques. En faisant varier n, il est possible de s'intéresser à l'inﬂuence du pont sur le transfert.
En eﬀectuant une analyse en modes normaux aux géométries correspondant à une charge localisée
sur un site ou sur l'autre, il est possible de paramétrer un hamiltonien spin-boson. Cet hamilto-
nien spin-boson peut être ensuite utilisé pour des calculs de dynamiques avec des méthodes de
dynamique exactes : dissipatives d'une part avec les matrices hiérarchiques, multidimensionnelles
explicites d'autre part permettant d'accéder à diﬀérents régimes de températures.
Dans un second temps, un hamiltonien vibronique correspondant au chemin de réaction est
paramétré directement à partir des modes discrets. La densité spectrale secondaire est ensuite
élargie avec des lorentziennes. Ce second modèle n'est pas équivalent au précédent. Plus diﬃcile
à résoudre que le précédent, il a été mené avec une équation-maîtresse markovienne. L'accent est
mis ici sur le comportement dans la base vibronique et l'inﬂuence de la température.
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Introduction
Les systèmes étudiés sont des molécules constituées de groupements 1,4-diméthoxyphényles
(notés DMP par la suite) reliés par un pont de n para-phénylènes avec n = 0, 1, 2. Elles seront
notées par la suite DMPn. Les groupements terminaux DMP constituent le système donneur-
accepteur : le groupement accepteur d'électron porte une charge positive tandis que le donneur
d'électron est neutre. Un pont constitué de n paraphénylènes relient ces deux entités. Notre but
est ici d'étudier l'eﬀet de ce dernier sur le transfert de charge entre les groupements DMP.
+ 
Donneur d’électron Accepteur d’électron 
Figure III.1  DMPn : Groupes 1,4-dimethoxy-3,methylphenylènes liés par une chaîne de n-
paraphenylènes.
Les composés à valence mixte sont des molécules qui possèdent simultanément en leur sein
plusieurs états d'oxydation : ici, l'état neutre et le premier état oxydé. Si la charge peut se
déplacer d'un site à l'autre, ces molécules peuvent constituer des prototypes de ﬁl moléculaire.
Le fait d'inclure des groupements phénylènes supplémentaires et ainsi d'accroître la longueur
du pont modiﬁe profondément les caractéristiques électroniques de ces composés et de fait celui
du transfert de leur électron. Du fait de la symétrie de la molécule, l'écart énergétique entre le
donneur et l'accepteur est nul. En revanche, vont varier le couplage électronique qui représente la
capacité qu'a la charge à passer d'un site à l'autre comme les groupements donneur et accepteur
et le couplage vibronique qui représente l'inﬂuence des modes de vibration de la molécule sur le
couple donneur-accepteur. Ces molécules constituent donc des systèmes-modèles possédant des
caractéristiques bien distinctes.
Dans la classiﬁcation de Robin-Day [74], les composés organiques à valence mixte peuvent
être séparés en trois diﬀérentes classes suivant la force du couplage électronique . La classe I
comporte des composés où la charge est complètement localisée et ne peut pas se déplacer, la
classe III des composés complètement délocalisés et la classe II des cas intermédiaires où la charge
est localisée mais où le transfert d'électron peut avoir lieu.
Des études expérimentales [75, 76] montrent que DMP0 est un composé de classe III (charge
de +0.5 sur chaque cycle), alors que DMP2 a toutes les caractéristiques d'un composé de classe
II (charge +1 localisée sur un cycle et un faible couplage électronique (autour de 400 cm−1)).
Néanmoins, DMP1 présente des caractéristiques intermédiaires entre la classe III et la classe II
(charge partiellement localisée +0.8 sur le cycle accepteur et +0.2 sur le donneur).
III.1 Paramétrisation de l'hamiltonien
Pour ce transfert d'électron intramoléculaire, nous décrivons le système de transfert électro-
nique comme deux états : l'un où la charge est localisée sur un des sites méthyldiméthoxyphé-
nyliques terminaux (celui de gauche) et l'autre où la charge est localisée sur l'autre (celui de
droite). Ces deux sites sont couplés par une constante de couplage électronique VLR. Aﬁn de
décrire l'inﬂuence de l'environnement, nous choisissons toujours une description harmonique et
dans le cadre d'une approximation de faibles déplacements di , de couplage linéaire. Du fait
de la géométrie symétrique de la molécule, la diﬀérence d'énergie est nulle entre les deux états
électroniques. Comme dans la partie précédente, nous cherchons à paramétriser l'hamiltonien
(I.4) :
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Les ingrédients nécessaires pour la paramétrisation de cet hamiltonien sont donc les géomé-
tries d'équilibre de la charge localisée sur le site de gauche ou sur celui de droite aﬁn de calculer
les déplacements di pour passer d'une géométrie à l'autre ainsi que la constante de couplage
électronique VLR.
III.1.1 Structure électronique
Aﬁn de caractériser la dynamique du transfert de charge, nous avons mené des calculs de struc-
ture électronique à l'aide de méthodes de DFT contrainte (cDFT) et de DFT conventionnelle.
Ces paramètres nous donnent accès aux géométries de ces molécules ainsi qu'aux caractéristiques
électroniques des diﬀérents états portant le transfert de charge.
Protocole suivi en DFT contrainte
Les calculs de cDFT ont été eﬀectués à l'aide de la version locale d'A. de la Lande du LCP
[9, 77] du logiciel deMon2k [78]. La résolution des équations de Kohn-Sham a été eﬀectuée à
l'aide d'une densité électronique auxiliaire qui permet d'accélérer le calcul des intégrales de Cou-
lomb et d'échange-corrélation (XC) contributions dans le calcul du potentiel électronique [79].
Tous ces calculs ont été réalisés avec une base atomique TZVP (Triple Zeta avec des fonctions
de polarisation de valence) [80] et une base auxiliaire GEN-A2* [81]. Des grilles adaptives à
mailles ﬁnes ont été utilisées pour calculer le potentiel d'échange-corrélation [82]. Les critères
de convergence de 10−9 Ha et 10−6 Ha ont été utilisés respectivement pour les cycles de calculs
d'énergie SCF (Self Consistent Field) et l'erreur sur l'ajustement numérique des coeﬃcients de
la densité auxiliaire. Les fonctionnelles d'échange-corrélation suivantes ont été testées : OPBE
[83, 84], OPTX-LYP[85], revPBE98 [86], B3LYP [87] and PBE0 [84, 88]. Les calculs avec les fonc-
tionnelles hybrides ont été obtenus à l'aide d'un ajustement numérique variationnel du potentiel
d'échange de Fock [89]. L'inﬂuence des interactions de dispersion sur les géométries optimisées a
été trouvée négligeable et celles-ci n'ont pas été incluses dans les résultats ci-dessous.
Des états quasi-diabatiques ont été déﬁnis dans le formalisme de la cDFT [8] en imposant
une diﬀérence de charge nette égale à 1 entre les deux sites extrêmaux. Les charges atomiques
utilisées dans les calculs de cDFT ont été déﬁnies selon le schéma de Hirshfeld [90]. Les optimisa-
tions de géométrie pour chaque état diabatique ont été eﬀectuées avec un critère d'optimisation
de 10−5 Ha/bohr. Les modes normaux sont obtenues par diagonalisation de la matrice hessienne
des dérivées seconde de l'énergie en fonction des déplacements nucléaires par diﬀérences ﬁnies.
Le couplage électronique entre les états diabatiques est calculé à l'aide de la procédure d'ortho-
gonalisation proposée par Wu et Van Voohris[91].
Protocole suivi en DFT conventionnelle
Les résultats de cDFT ont été complétés par des calculs de DFT conventionnelle en utilisant le
logiciel Gaussian09 [92]. Ceci nous permet d'utiliser d'autres fonctionnelles d'échange-corrélation
que celles implémentées dans la version de deMon2k que nous avons utilisée en cDFT. Parmi
ces fonctionnelles, on peut noter des fonctionnelles XC hybrides avec correction à longue portée
(ωB97XD [93]) et la fonctionnelle hybride (M06HF[94]). Tous ces calculs ont été eﬀectués avec
une base 6-311g** s, des optimisations de géométrie avec des critères de convergence ﬁn et des
grilles ultraﬁnes. De la même façon que pour la cDFT, l'utilisation de fonctions diﬀuses n'a pas
d'inﬂuence sur les géométries obtenues.
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Figure III.2  Structure des molécules DMPn (après oxydation, le cycle donneur a une structure
benzoïdale alors que le groupement accepteur a une structure quinonoïdale). Par souci de clarté, une
seule formule mésomère est ici montrée.
III.1.2 Résultats : géometries, déplacements et couplage électronique
Les paramètres essentiels pour mener la dynamique du transfert d'électron sont les couplages
électroniques et les déformations géométriques.
Géométries
La qualité des géométries est essentielle car elles constituent le paramètre principal utilisé
dans la paramétrisation du bain.
Après oxydation (voir la ﬁgure III.2), une déformation benzoïdale-quinonoïdale du cycle ac-
cepteur peut être observée sur la représentation de Lewis de la molécule. Il est alors possible
d'utiliser ce comportement géométrique de façon plus générale notamment aﬁn de déterminer à
quel point la charge est localisée sur chacun des cycles [75, 76]. En particulier, la longueur de
liaison C-O δ (voir la table III.1) devient plus courte quand le cycle devient chargé. Pour DMP0,
la longueur de liaison C-O est identique entre les cycles D et A, alors qu'une diﬀérence apparaît
pour DMP1 et est encore plus prononcée pour DMP2. Ces données illustrent bien le comporte-
ment attendu pour la série des molécules DMP n dans la classiﬁcation Robin-Day. Les géométries
optimisées par DFT ne reproduisent pas systématiquement ces résultats à cause notamment de
l'erreur d'auto-interaction. L'erreur d'auto-interaction provient de la non-compensation de l'in-
tégrale de Coulomb d'un électron avec son intégrale d'échange. En eﬀet, en DFT, cette dernière
n'est pas exacte mais calculée par une fonction analytique. L'électron a alors tendance à se
sur-délocaliser produisant ainsi des résultats incorrects même qualitativement. Avec une fonc-
tionnelle GGA (Generalized Gradient approximation) OPBE ou la fonctionnelle hybride B3LYP,
la longueur de liaison C-O est la même sur les deux sites de la molécule dans les trois cas. Ces
fonctionnelles échouent à décrire la nature localisée de type II de la molécule de DMP1 et DMP2.
Au contraire, la fonctionnelle M06HF prédit que les trois molécules appartiennent à la classe II
La fonctionnelle à séparation de portée produit quant à elle des résultats corrects en comparant
cette longueur de liaison avec les données expérimentales.
Pour déﬁnir des géométries dans la base diabatique, nous avons utilisé la méthode de la
DFT contrainte. Comme on peut le voir dans la table III.1, la cDFT donne des géométries qui
correspondent bien à une charge contrainte sur un des cycles d'où le fait d'avoir des longueurs
de liaison similaires pour les trois molécules.
Déplacements
Les déplacements di décrivent les déformations des modes normaux de la conﬁguration (L)
pour qu'ils correspondent à la conﬁguration (R) et reﬂètent ainsi les déplacements des minima
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Table III.1  Variation de la longueur de la liaison C-O δ en Å des DMPn (n = 0,1,2) pour les états
diabatiques (cDFT) ou adiabatiques (DFT). A : Cycle accepteur / D : Cycle donneur.
Longueur liaison δ cDFT OPBE DFT OPBE DFT B3LYP
D A D A D A
DMP0 1.32 1.37 1.34 1.34 1.34 1.34
DMP1 1.32 1.37 1.35 1.35 1.34 1.34
DMP2 1.32 1.37 1.35 1.35 1.35 1.35
Longueur liaison δ DFT M06HF DFT ωB97XD Exp.
D A D A D A
DMP0 1.30 1.36 1.33 1.33 1.341 1.344
DMP1 1.30 1.36 1.33 1.34 1.331 1.363
DMP2 1.32 1.36 1.31 1.36 1.325 1.370
d'énergie potentielle le long d'un mode normal. Le calcul des déplacements di est eﬀectué en
suivant la procédure suivante : les géométries des conﬁgurations (L) et (R) sont placées dans
les conditions d'Eckart aﬁn de minimiser les contributions de rotation et translation globales en
suivant la référence [95]. Les deux ensembles de modes normaux QL et QR pour respectivement
les géométries de conﬁguration (L) et (R) peuvent être reliés à l'aide de la transformation linéaire
de Duschinski : QL = KRQR + KT où KR représente une matrice de rotation (prise ici comme
l'identité) et KT une matrice de translation. Or, si l'on connaît les modes normaux, il est possible
de réexprimer les coordonnées cartésiennes dans leur base ξ − ξ0i = LiQi avec i = L,R où ξ0i
représente le vecteur en coordonnées pondérées de masse de la géométrie d'équilibre du ième
état diabatique and Li la matrice de transformation des coordonnées cartésiennes pondérées de
masse vers les modes normaux. KT = tLL(ξ02 − ξ01) = d avec d =
M∑
i=1
(di/2) ei. Le vecteur KT
est alors le vecteur de déplacement des géométries d'équilibre entre les deux états diabatiques
dans la représentation des modes normaux de la conﬁguration (L). Un programme maison a été
élaboré pour ce travail et reproduit bien les résultats de référence donné par le logiciel molFC
[96] de Peluso et Borelli.
Les déplacements di reﬂètent bien comment les diﬀérents modes normaux sont aﬀectés par le
processus de transfert de charge. Les résultats sont montrés comme une fonction des pulsations
des modes normaux correspondants ωi sur la ﬁgure III.3.
Dans le cas des trois molécules, la distribution des |di| montrent trois massifs distinguables
dans trois diﬀérentes plages de fréquence : en-dessous de 900 cm−1, ce sont principalement des
mouvements de torsion qui impliquent la molécule tout entière, entre 900 and 2000 cm−1, ce sont
principalement des modes de torsion et d'élongation du squelette carboné aromatique ( > 1300
cm−1) alors que les fréquences au-dessus de 2000 cm−1 correspondent à des modes d'élongation
des liaisons C-H. Il faut ici bien aussi noter que ajouter un nouveau phénylène augmente le
nombre de modes de 30, ce qui augmente la densité d'états.
La ﬁgure III.3 montre la distribution des déplacements |di|. Entre 900 et 2000 cm−1, cette
distribution conserve la même forme et augmente légèrement de DMP0 à DMP2 même si le
nombre de modes augmente de 13 dans cette plage de fréquence pour chaque phénylène ajouté.
Pour toutes les molécules DMPn, la DFT contrainte donne des géométries très proches des
cycles donneur et accepteur pour les trois molécules, ce qui signiﬁe que les modes d'élongation
du squelette carboné des cycles DMP sont déplacés de façon similaire quelle que soit la longueur
de la chaîne. Cependant, les déplacements |di| correspondant aux fréquences au-dessus de 2000
cm−1 augmente de façon importante de DMP0 à DMP1 et de façon moindre de DMP1 à DMP2.
Ceci peut être expliqué par le rôle que joue le pont même s'il ne contribue pas au nombre
de modes de façon signiﬁcative (augmentation de seulement 4 modes par phénylène dans cette
plage de fréquence). Les modes au-dessus de 2000 cm−1 sont reliés directement aux vibrations
d'élongation des liaison carbone-hydrogène. Mais, si l'on considère à la fois les géométries des
conﬁgurations (L) et (R) d'une des molécules DMPn, on peut voir qu'à cause de la non-planéarité
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Figure III.3  Valeur absolue des déplacements des modes normaux |di| dans les coordonnées pondérées
de masse obtenues à l'aide de la fonctionnelle OPBE (voir équation (III.1)).
de la molécule et en particulier du plan contenant les cycles donneur et accepteur, les hydrogènes
des groupes méthoxy des cycles terminaux ne peuvent pas se superposer. Ainsi, même dans la
représentation des modes normaux, tous les modes impliquant ces hydrogènes (et en particulier,
les modes d'élongation) sont fortement déplacés.
Couplage électronique
Le couplage électronique est un paramètre crucial dans les dynamiques. En eﬀet, il traduit
la capacité qu'a la charge à passer d'un site à l'autre. Nous allons discuter ici les résultats
obtenus en utilisant les géométries optimisées avec la fonctionnelle XC OPBE (Table III.2). La
colonne "Exp." correspond à des mesures de transfert d'électron expérimentales interprétées à
l'aide d'un modèle de Marcus [75, 76]. Ces données montrent comme attendu que le couplage
électronique décroît lorsqu'on augmente la distance entre le cycle donneur et le cycle accepteur.
Cette décroissance est relativement faible mais est une conséquence du caractère aromatique du
pont qui les relie.
Les résultats de cDFT sont particulièrement dépendants de la quantité d'échange de Fock
inclus dans la fonctionnelle d'échange-corrélation. La fonctionnelle GGA OPBE est sans doute
incapable de reproduire des résultats ﬁables pour décrire ces systèmes. En eﬀet, la valeur du cou-
plage de DMP2 est supérieure à celle de DMP1. Les fonctionnelles hybrides reproduisent bien la
décroissance du couplage avec la distance. Mais aucune fonctionnelle hybride n'est complètement
satisfaisante en comparaison avec les données expérimentales. Pour DMP2, les valeurs les plus
basses sont obtenues avec PBE0-50 (366 cm−1), mais les valeurs obtenues pour DMP0 sont trop
basses.
Par conséquent, le couplage électronique pour les calculs de dynamique est déﬁni avec un
ajustement numérique linéaire de ln(VLR,exp) = −βRDA + b où RDA est la distance qui sépare
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Table III.2  Couplages électroniques calculés par cDFT avec les fonctionnelles d'échange-corrélation :
OPBE, B3LYP, PBE0, PBE0-50 (PBE0 avec 50 % d'échange de Fock), données expérimentales ajustées
dans le modèle de super-échange et résultats expérimentaux
VLR(cm−1) OPBE B3LYP PBE0 PBE0-50 Fit Exp. [75, 76]
DMP0 2364 1598 1400 1083 2021 2330
DMP1 1888 1123 933 608 936 760
DMP2 2254 940 892 366 434 430
Figure III.4  Représentation schématique des deux démarches pour générer les deux hamiltoniens
utilisés dans les calculs de dynamique. Les deux démarches utilisent la distribution discrète des déplace-
ments vibroniques. La première démarche (en haut) utilise un élargissement lorentzien et un ajustement
numérique. C'est un équivalent du modèle spin-boson que nous avons étudié dans la partie de l'hétéro-
jonction. La seconde démarche (en bas) consiste à extraire une coordonnée collective couplée à des modes
discrets secondaires et d'eﬀectuer l'élargissement lorentzien sur ces modes. Ces deux hamiltoniens ne sont
pas équivalents.
les cycles accepteur et donneur mesuré à partir du centre géométrique des cycles extrémaux
(DMP). Pour DMP0 jusqu'à DMP2, les distances expérimentales de RDA sont en bon accord
avec les résultats de cDFT. Nous avons trouvé β = −0.179 u.a. et b = 8.38 avec une régression
par moindre carré et un coeﬃcient de corrélation de 0.977. Cette approche peut se justiﬁer
dans le cadre du modèle de super-échange [97, 98], dans lequel on peut prouver que dans les
approximations de liaisons fortes et de perturbation au second ordre, VLR,exp suit une décroissance
exponentielle en fonction d'une seule coordonnée RDA.
III.2 Dynamique du transfert de charge - Résultats
A l'aide des calculs de chimie quantique précédents, l'hamiltonien présenté dans l'équation
(III.1) peut donc être paramétrisé pour chacun des états diabatiques de transfert de charge.
Cet hamiltonien laissé tel quel constitue une première approche discrète où les deux niveaux
électroniques sont couplés directement à leurs modes normaux de vibration. Une molécule en
phase gazeuse où les approximations harmoniques et de couplage linéaire sont respectées serait
représentative d'un tel hamiltonien. A cause du grand nombre de degrés de liberté (de 127
(DMP0) à 187 modes (DMP2)), un traitement de dynamique quantique complet demeure déjà une
tâche complexe. Une simulation avec la méthode ML-MCTDH (Multi Layer-Multi Conﬁguration
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Time Dependent Hartree) (voir éq. (I.169)) pourrait donner accès au problème multidimensionnel
complet.
Cependant, dans le présent problème, nous souhaitons prendre en compte l'inﬂuence d'un
solvant sur le transfert intramoléculaire de l'électron. Cela nécessiterait d'une part de faire des
calculs de chimie quantique avec solvant (implicite, explicite, ONIOM...) pour connaître préci-
sément la surface de potentiel, d'autre part de traiter un problème multidimensionnel de l'ordre
de la mole en terme de dimensionnalité. Un véritable déﬁ ! Le formalisme des systèmes quan-
tiques ouverts peut apporter une réponse certes partielle au problème. En eﬀet, le système peut
demeurer comme les deux états électroniques, le bain un ensemble continu d'oscillateurs harmo-
niques indépendant du temps et auquel on impose une température à travers une distribution
de Maxwell-Boltzmann. Ceci constitue le modèle spin-boson tel que présenté dans la partie pré-
cédente sur l'hétérojonction et abondamment discuté dans la littérature [99]. Cependant, on
néglige totalement dans le cadre de ce modèle la dynamique du bain qui pourtant pourrait avoir
une inﬂuence. Si l'on souhaite conserver ce formalisme puissant tout en conservant une partie
adéquate du bain, il est possible d'extraire une coordonnée d'intérêt que l'on prendra comme le
chemin de réaction (éq. (I.22)) à laquelle on couplera par la suite un bain continu d'oscillateurs
harmoniques. Nous pouvons directement attirer l'attention du lecteur sur le fait que les deux
hamiltoniens obtenus ne sont pas équivalents puisque ce ne sont pas les modes représentant la
distribution continue du spin-boson qui sont utilisés comme dans la partie précédente pour déﬁ-
nir le chemin de réaction. La démarche entreprise pour les calculs de dynamique est résumée sur
la ﬁgure III.4.
III.2.1 Modèle spin-boson
Densité spectrale
Comme détaillé en section III.1.2, des calculs de structure électronique permettent d'accéder
à la distribution des déplacements di des modes normaux de la molécule. Nous n'avons ici qu'une
description discrète de l'environnement de la molécule et non pas un bain continu représentatif
d'un environnement dissipatif. Aﬁn de prendre en compte un solvant -certes virtuel mais existant-
et non pas seulement une molécule isolée, il est possible d'écrire la densité spectrale (éq. (I.9))
pour chacun des composés comme élargie à l'aide de lorentziennes symétrisées (la démarche est
similaire à celle utilisée pour l'hétérojonction [58]) :
J(ω) =
pi
2
M∑
i=1
ωi
3d2i δ(ω − ωi) ≈
1
2
M∑
i=1
ωi
3d2i
(
∆
(ω − ωi)2 + ∆2
− ∆
(ω + ωi)
2 + ∆2
)
(III.2)
avec ∆ l'écart-type de l'ensemble de la distribution en fréquence des modes déplacés ∆ =√∑M
i=1 (ωi+1 − ωi)2/M .
Aﬁn de pouvoir faire un développement de la fonction de corrélation du couplage système-
bain sous la forme d'une somme d'exponentielles complexes (éq. (I.87)) , la densité spectrale
peut être approximée sous la forme d'une somme de lorentziennes ohmiques :
JSB(ω) =
nlorentz∑
l=1
plω[
(ω + Ωl)2 + Γ
2
l
] [
(ω − Ωl)2 + Γ2l
] (III.3)
Dans le cas présent, le choix de lorentziennes ohmiques paraît plus adapté. Contrairement au
cas de l'hétérojonction où nous souhaitions décrire une matrice moléculaire, ici, c'est un solvant
-certes virtuel- qui constitue l'environnement. Dans un modèle de solvatation d'Onsager, la mo-
lécule solvatée est traité comme un dipôle dans une cavité vide formée par le solvant. Ils peuvent
alors interagir et se polariser mutuellement pour gagner en stabilité. Dans ce modèle de solvant ,
il a été montré que la densité spectrale s'écrit sous forme ohmique [100]. Les paramètres obtenus
par ajustement numérique sont donnés en annexe dans les tables B.1, B.2 et B.3. Les densités
spectrales obtenues sont exposées sur la ﬁgure III.5. Il y a peu de nouvelles caractéristiques qui
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Figure III.5  Densités spectrales JSB associées au modèle spin-boson pour les trois composés molé-
culaires DMP0, DMP1 et DMP2 selon l'équation (III.3).
n'ont été déjà discutées avec la distribution des déplacements des modes normaux di de la ﬁgure
III.3. Lorsque l'on compare les résultats de DMP0 avec ceux de DMP1,2 (panneau inférieur), la
caractéristique la plus frappante est la bande de mode additionnelle autour de 3000 cm−1 qui
est dûe aux modes d'élongation carbone-hydrogène. Cette caractéristique est en accord avec la
distribution des déplacements des modes normaux di car les constantes de couplages vibroniques
associées sont multipliées par la pulsation au carré (ω2i ) qui est ici élevée.
Résultats et discussion
Dans un premier temps, il nous est possible de nous intéresser à la période caractéristique du
système électronique τSB et le paramètre perturbatif ξSB pour chacun des composés organiques
à valence mixte. Ces paramètres sont donnés dans la table III.3 et peuvent être comparées aux
résultats données par les fonctions de corrélation idoines de la ﬁgure III.6. Les périodes caracté-
ristiques pour chacune des molécules DMPn sont respectivement de 7.0, 17.8 et 38.3 fs, ce qui
reste très inférieur aux temps caractéristiques de la fonction de corrélation. La dynamique est
également attendue comme non-markovienne. Le critère perturbatif ξSB  1 semble respecté
pour DMP0 et DMP1 mais pas pour DMP2. Cependant, comme nous l'avons fait pour l'hété-
rojonction, il est nécessaire de remettre en cause la validité de ce paramètre car la dynamique
est très non-markovienne et n'est en toute probabilité pas valable à l'ordre 2. Dans le présent
cas, nous nous attendons à des dynamiques similaires à celles menées pour l'hétérojonction à un
détail près... Si l'on compare attentivement les densités spectrales du modèle spin-boson de l'hé-
térojonction (ﬁg. II.4) et celles des DMPn (ﬁg. III.5), l'amplitude de la densité spectrale JSB(ω)
du spin-boson est dramatiquement plus élevée dans les modes à 3000 cm−1 où l'on atteint des
valeurs six à huit fois supérieures au maximum de l'hétérojontion, deux fois plus importantes
pour les modes compris entre [1000-2000] cm−1 et également pour les modes de basse fréquence
entre [0-1000] cm−1, 2 fois plus pour DMP0 et 4 à 5 fois plus pour DMP1 et DMP2. Ce système
est donc en complexité supérieure au précédent et nécessite de pousser davantage la méthodologie
que nous avons jusque là adoptée.
Dans la partie précédente, nous avons pu montrer que la méthode des matrices hiérarchiques
permettait d'accéder avec succès au comportement dynamique du transfert de charge. Il avait
d'ailleurs constitué le résultat de référence pour d'autres méthodes. Nous allons donc appliquer à
nouveau cette méthodologie au présent problème. Cependant, il reste que le bain est davantage
couplé et que l'on peut alors rapidement atteindre les limites techniques de l'implémentation
locale des HEOM. Comme complément, nous souhaitons également ici présenter des résultats
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Table III.3  Pulsations de Rabi ΩRabi (éq. (I.8), périodes typiques représentatives τSB (éq. (II.15))
et ξSB (éq. (II.16)) paramètre perturbatif dans les états du système pour le modèle spin-boson pour les
trois composés moléculaires DMP0, DMP1 et DMP2.
DMP0 DMP1 DMP2
ΩRabi (cm−1) 4041 1872 868
τSB (fs) 8.22 17.8 38.3
ξSB 3.22.10−2 0.725 3.26
τcor,SB (fs) 25.7 22.0 24.1
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Figure III.6  Module des fonctions de corrélation normalisées obtenues pour le modèle spin-boson
pour les trois composés organiques à valence mixte étudiés. En bleu, DMP0 ; en rouge, DMP1 et en vert
DMP2.
eﬀectués avec la méthode multi-couches multiconﬁgurationnelle de produits de Hartree dépendant
du temps. Cette méthode de résolution l'équation de Schrödinger est également exacte et a déjà
fait ses preuves pour la résolution de modèles spin-boson [14, 101]. Nous essayerons de montrer
les avantages et les limites de chacune de ces méthodes.
Dans un second temps, nous pourrions nous intéresser à ce que donnent des méthodes de
résolution approchée à travers une coordonnée collective dans le cas des modèles spin-boson. La
déﬁnition des coordonnées dans le cas des lorentziennes ohmiques utilisées ici pour décrire un
solvant induit de nouveaux problèmes. Il s'est avéré qu'il n'était pas possible de formellement
décrire la forme ohmique à travers chacune des deux coordonnées collectives (chemin de réaction
et mode eﬀectif) que nous avons jusque là présentées. En eﬀet, la pulsation du mode eﬀectif dans
le modèle continu est donnée par l'équation (I.30) :
Ω¯21 ∝
∫ +∞
0
dωJ(ω)ω3 (III.4)
Or, pour des densités spectrales ohmiques telles que celles de l'équation (III.3), l'étude de
cette intégrale impropre à l'inﬁni montre que dans ce cas, elle diverge :
lim
a→+∞
∫ a
0
dωJ(ω)ω3 = +∞ (III.5)
Nous ne sommes guère plus aidé par le chemin de réaction où cette fois, le déplacement
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collectif du mode est donné par l'équation (I.18) :
Ω˜2 ∝
∑
i
d2iω
2
i ∝
∫ +∞
0
dω
J(ω)
ω2
(III.6)
et où cette fois, comme
∫ +∞
a dω
J(ω)
ω2
∼
a→0
α log[a] + β + o[a2] dans le cas ohmique,
lim
a→0
∫ +∞
a
dω
J(ω)
ω2
= +∞ (III.7)
La divergence de chacune de ces intégrales invalide l'approche que nous avions précédemment
utilisée pour l'hétérojonction et limitera notre approche aux seules méthodes exactes qui nous
étaient accessibles pour résoudre le modèle spin-boson, c'est à dire les matrices hiérarchiques et
la méthode multi-couche multiconﬁgurationnelle de produits de Hartree dépendant du temps.
Nous essayerons par la suite de voir comment tenter d'extraire une coordonnée.
Observables Aﬁn d'analyser la dynamique du transfert de charge, on calcule la population
sur l'un des états diabatiques, c'est-à-dire la localisation de la charge sur l'un des sites déﬁnie
telle que :
PL = ρS,11 et PR = ρS,22 (III.8)
PL désigne la population dans l'état diabatique de gauche et PR la population dans l'état
diabatique de droite.
Aﬁn d'avoir une idée de l'inﬂuence des cohérences tout en restant indépendant de la base
choisie pour exprimer la trace de la matrice densité au carré en Tr[ρ2S ]. C'est un indicateur de
la pureté de la matrice densité (mais aussi de façon pratique de la convergence) qui a été utilisé
et sera utilisé tout au long de cet exposé.
Méthodes Le calcul dynamique a été réalisé avec deux méthodes exactes, l'une dissipative les
matrices hiérarchiques et l'autre utilisant une méthode explicite multidimensionnelle.
Les calculs de dynamique par matrices hiérarchiques (éq. (I.149)) ne sont pas complètement
accessibles à l'implémentation locale de notre code : en réalité, seul DMP0 a pu être eﬀectué avec
succès. En revanche, à la suite d'une collaboration avec l'équipe du Pr. Q. Shi de l'Académie chi-
noise des sciences à Pékin, nous avons pu utiliser leur implémentation comportant un algorithme
de ﬁltrage des matrices densité auxiliaires [55] suivant l'équation (I.152). Ce sont les résultats
avec ce code qui sont ici montrés et exploités. Le cas de DMP0 a été par ailleurs utilisé pour
valider l'adéquation entre les deux codes et donne eﬀectivement des résultats identiques entre les
deux algorithmes.
Les calculs de dynamique dissipative de DMP0 ont été eﬀectués pour 2 températures (300
K et 150 K) à l'ordre 18 (c'est à dire nheom = 9 (voir équation (I.150))) avec cinq fréquences
de Matsubara à 300 K et sept fréquences à 150 K et un critère de coupure des matrices (cf éq.
(I.152)  = 1.10−8. Pour DMP1 et DMP2 , un ordre 30 (c'est à dire nheom = 15 (voir équation
(I.150))) et cinq fréquences de Matsubara (à 300 K) et sept fréquences de Matsubara (à 150 K)
ont été requis avec un critère de convergence à 1.10−9. La convergence sur l'ordre est vériﬁée
à l'ordre 16 pour DMP0 et 28 pour DMP1,2 et sur les fréquences de Matsubara à 150 K avec
un calcul avec cinq fréquences de Matsubara. Comme précédemment, seul l'état diabatique de
gauche L est initialement peuplé PL(0) = 1. Le bain quant à lui est centré à t = 0 au centre des
oscillateurs représentant respectivement l'état de gauche et l'état de droite. Cet état initial imite
les caractéristiques typiques d'un transfert photo-induit : le rayonnement peuple le premier état
de transfert de charge tandis que la géométrie du système demeure celle d'un système neutre
(sans localisation de charge).
Les calculs multi-couches multiconﬁgurationnels de produits de Hartree dépendant du temps
[102, 61, 103] ont été réalisés avec le package d'Heildelberg version 8.5.2.2 [63, 59, 62]. La densité
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spectrale spin-boson JSB(ω) (eq. (III.3)) est discrétisée avec 200 modes pris avec un pas uniforme
de telle façon à extraire des déplacements des modes d˜i (selon la procédure détaillée dans la
référence [58]) aﬁn de représenter le modèle spin-boson
d˜i =
√
2 |JSB (ωi)|∆ω
~piωi
(III.9)
où ∆ω = 25cm−1 est le pas de discrétisation entre deux modes pris équidistants sur l'ensemble
de la distribution. Le pas de discrétisation permet de remonter dans cette dynamique explicite à
la période de récurrence de Poincaré de τrec = 2pi∆ω estimée ici à ≈ 1.3 ps.
Les premières arborescences ML-MCTDH utilisées avec ce package m'ont été fournies par
Dr. Ulf Lorenz (Universität Potsdam), elles ont été ensuite adaptées aux problèmes traités. La
dynamique est réalisée avec six couches. La coordonnée électronique est attachée au premier
niveau. Pour les coordonnées du bain, les fonctions à une particule (SPF) de la couche la plus
profonde sont calculées sur une grille de 10 points en DVR (dont la représentation FBR sont
des fonctions propres d'oscillateurs harmoniques centrées en 0). Le détail de l'arborescence est
relativement complexe et d'un intérêt limité car elle a été ajustée empiriquement à partir des
résultats obtenus sur les hamiltoniens propres à ce calcul aﬁn d'avoir une convergence. Nous en
donnerons seulement les grandes lignes et une représentation schématique en est donnée dans
la ﬁgure I.6. Le niveau 0 possède deux branches : l'une vers le degré de liberté électronique et
l'autre vers le bain. A partir du niveau 1, les degrés de liberté du bain sont séparés sur cinq
autres niveaux en se séparant en trois branches pour chaque nouvelle fonction à une particule
(SPF). Au dernier niveau, les fonctions à une particule sont décomposées comme un MCTDH
classique sur une grille DVR. Pour clôturer cette hiérarchie avec les 200 modes, on ajoute une
nouvelle branche au dernier deuxième, dernier troisième niveau et dernier quatrième niveau.
le dernier cinquième niveau comporte seulement deux branches. Le nombre de fonctions à une
particule pour chaque niveau est donné dans la table III.4. Les modes sont ordonnés par couplage
décroissant. Les calculs sont vériﬁés en s'assurant que le poids du dernier coeﬃcient dans une
conﬁguration et ce pour toutes les conﬁgurations dans toutes les couches est inférieur à 7.10−3.
Aﬁn de rester cohérent avec le modèle de système pris pour les matrices hiérarchiques, l'état de
gauche L est le seul initialement peuplé et le paquet initial est placé au milieu des oscillateurs.
Résultats Les résultats obtenus par ces deux méthodes sont donnés sur la ﬁgure III.7. L'utili-
sation conjointe de la méthode des matrices hiérarchiques (HEOM) et la méthode multicouches
multiconﬁgurationnelle de produits de Hartree dépendant du temps (ML-MCTDH) présente
l'avantage de traiter ce problème avec deux méthodes complémentaires. En eﬀet, l'eﬃcacité de
chacune de ces méthodes est dépendante du régime de température. La méthode des matrices
hiérarchiques est bien adaptée aux hautes températures : il n'est alors pas nécessaire d'introduire
un grand nombre de fréquences de Matsubara pour traiter correctement la fonction de Bose dans
la décomposition de la fonction de corrélation. Or, c'est justement dans le régime de basse tem-
pérature (ici, à 0 K) que la méthode ML-MCTDH est la plus adaptée : il suﬃt alors de ne réaliser
qu'un seul calcul avec l'état initial dans le fondamental alors qu'introduire une température né-
cessiterait de réaliser les calculs avec plusieurs distributions initiales. Bien sûr, cette remarque
Table III.4  Nombre de particules à une fonction (SPF) pour décomposer une autre fonction à une
particule suivant l'équation (I.169) pour les trois composés à valence mixte DMP0,1,2 pour les diﬀérents
niveau de l'arborescence. Les tirets séparent la valeur minimale et la valeur maximale.
Niveau DMP0 DMP1 DMP2
1 10 10 7
2 5-10 5-10 5-8
3 4-8 4-7 4-6
4 3-6 3-6 3-6
5 2-6 2-4 2-5
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Figure III.7  Résultats obtenus pour le modèle spin-boson à l'aide de deux types de méthodes exactes :
les matrices hiérarchiques à deux température 150 K (en vert) et 300 K (en bleu) et par la méthode
multicouches multi-conﬁgurationnelle de produits de Hartree dépendant du temps à 0 K (en vert). A
gauche, PL population diabatique dans l'état diabatique de gauche. A droite, Tr[ρ2S ] la pureté de la
matrice densité. De haut en bas, composé DMP0, DMP1 et DMP2.
doit être nuancée puisqu'il existe des méthodes pour traiter les basses températures en HEOM
(avec notamment une décomposition en approximants de Padé, au lieu d'un développement en
série de la fonction cotangente [48]) et la température en MCTDH [73].
Chacun des systèmes moléculaires présente des comportements dynamiques assez diﬀérents
et dépendants de la température. On peut notamment se rendre compte que la population dia-
batique PL de DMP0 présente des oscillations amorties tendant vers la limite 0.5 de l'ordre des
centaines de fs. Ce résultat est en accord avec les données expérimentales où nous avons pu déjà
voir que ce composé a été trouvé comme un composé où la charge est parfaitement délocali-
sée. Celles de DMP1 et DMP2 présentent des oscillations courtes de l'ordre 50 fs avant que la
charge reste plus ou moins partiellement bloquée suivant la température en marquant une limite)
0.67 pour le DMP1 et 0.89 pour le DMP2. Caractéristique absolument remarquable de ces deux
derniers systèmes : passées les premières oscillations, la décroissance des populations (qui mène
au transfert) devient alors extrêmement dépendante de la température. A 0 K, la charge reste
complètement bloquée alors qu'elle subit une lente mais eﬀective décroissance en présence de
température (entre 300 K et 150 K). Il est à noter que plus la température est grande, plus la dé-
croissance est importante. La forte dépendance de la localisation à la température laisse à penser
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que l'environnement sur lequel est appliqué la température mais également les modes qui sont les
plus inﬂuencés par la température, i.e. les modes de basse fréquence. Pour DMP1 et DMP2, les
fréquences de Rabi données dans la table III.3 de ces systèmes sont de l'ordre respectivement de
1900 cm−1 et 900 cm−1 qui sont des fréquences résonnantes avec le bain (voir ﬁgure de la densité
spectrale III.5) qui constitue la principale source de transfert dans l'approximation markovienne
et de fait, devraient favoriser le transfert. La localisation ne peut donc pas être expliquée par ce
simple raisonnement. En revanche, on peut constater sur la ﬁgure III.5 de la densité spectrale que
les modes de basses fréquences sont plus développées dans les cas DMP1,2 que dans le cas DMP0.
Les modes les plus mous inférieurs à la centaine de cm−1 peuvent être diﬀéremment peuplés à
température ambiante où l'énergie thermique kBT vaut approximativement 200 cm−1. Ce sont
eux qui aux temps les plus longs gouvernent alors le transfert. La pureté de la matrice densité
Tr[ρ2S ] donne d'autres indications concernant notamment les cohérences dans le système. Il est
possible de constater que dans le cas DMP0 que pour les trois températures, Tr[ρ2S ] diminue pour
atteindre un minimum avant de réaugmenter. Ce résultat illustre la même comportement que ce
qui a déjà été vu dans le cas de l'hétérojonction. Du fait de l'écart important entre les deux états
adiabatiques, les poids de Boltzmann dans le système électronique font que le système redevient
pur en se localisant dans l'état adiabatique qui est ici une charge délocalisée sur les deux sites.
Pour les cas DMP1,2, la pureté diminue pour atteindre un minimum et se stabiliser sans croître
à nouveau (les résultats HEOM à plus long temps donnent le même résultat que les résultats
ML-MCTDH qui sont ici montrés). La charge reste localisée sur un site mais dans un mélange
statistique. Cette idée va bien avec l'image d'un transfert qui n'a lieu que de façon très partielle.
Ces résultats sont intéressants sous plusieurs aspects. Tout d'abord, ils montrent la complé-
mentarité des calculs HEOM et ML-MCTDH pour diﬀérents régimes de température tout en
donnant des résultats exacts et cohérents. Par ailleurs, le rôle des modes de basse fréquence est
de nouveau mis en exergue ainsi que l'inﬂuence de la température sur le transfert de charge
d'un site à l'autre. Ces dynamiques reproduisent également bien les comportement dynamiques
attendus selon la classiﬁcation de Robin-Day. DMP0 est un composé où la charge est délocalisée
(classe III) alors que DMP1 est un composé où la charge est partiellement délocalisée. Eﬀecti-
vement, un minimum de 30 % de la population peut être transférée sur l'autre site. Alors que
pour DMP2 où la charge est attendue comme localisée sur un des sites extrémal se révèle à ne
laisser transférer que 10 % de sa population totale. Nous reproduisons si ce n'est le détail des
résultats expérimentaux (le solvant est ici un modèle) tout au moins les grandes tendances et les
caractéristiques propres à chacune des classes de Robin et Day.
III.2.2 Modèle vibronique : Chemin de réaction
Nous avons vu précédemment comment résoudre le modèle spin-boson dans le cadre de deux
méthodes exactes. Par ailleurs, nous nous sommes également rendu compte que les méthodes
approchées dans le cadre d'une densité spectrale continue ohmique ne permettent pas de tirer
exactement une coordonnée collective pour traiter un bain secondaire de façon perturbative
comme nous l'avions fait dans la partie sur le transfert intermoléculaire dans une hétérojonction.
En revanche, il est toujours possible d'extraire une coordonnée collective directement sur les
modes discrets puis d'élargir les modes secondaires obtenus en une densité spectrale secondaire (cf
schéma III.4). C'est cette démarche que nous développerons au cours de cette partie. Nous avons
pour cela choisi la coordonnée du chemin de réaction. Il peut paraître surprenant d'avoir ici choisi
cette coordonnée compte tenu des résultats plus que modestes obtenus pour l'hétérojonction.
Cependant, il est nécessaire d'insister à nouveau que l'hamiltonien dans la méthode dissipative
ainsi obtenu est diﬀérent de celui du modèle spin-boson et que la réalité décrite est diﬀérente.
Nous souhaitons ici représenter un autre type de transfert : ce ne sera pas un transfert photo-
induit où la géométrie de l'environnement peut être encore considérée comme celle du neutre
mais un transfert où la charge est initialement localisée dans la géométrie d'une des structures
contraintes. Initialement, la charge est localisée sur l'un des deux sites et par un mécanisme
suﬃsamment rapide, cette contrainte est soudainement libérée et la charge peut se délocaliser.
Pour DMP0, ce modèle est probablement poussé à l'extrême car il doit être expérimentalement
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Table III.5  Fréquence du chemin de réaction Ω˜ et déplacement du mode 2x01
DMP0 DMP1 DMP2
Ω˜ (cm−1) 598 85 85
2x01 (a.u.) 63 617 650
diﬃcile de localiser la charge sur l'un des deux sites. Pour DMP1,2, l'image que l'on peut garder
est que la charge est initialement localisée et maintenue comme telle dans le cristal dans lequel
il est formé [75, 76]. La structure cristalline est détruite de façon ponctuelle par la solvatation :
la charge est alors en mesure de se délocaliser sur le chaîne. Bien sûr, nous ne discutons bien ici
que de dynamiques-modèles pour systèmes-modèles et il s'agit non pas d'apporter une résolution
exacte de la dynamique du transfert mais comprendre à travers ces processus schématiques le
comportement du transfert de charge en présence du mouvement nucléaire. Le chemin de réaction
choisi ici se place dans cette optique : il est en meilleur accord avec l'intuition chimique dans
le cadre de ce modèle puis que la coordonnée de réaction reproduit bien les minima où est
justement localisée le paquet d'ondes initial. Ce problème ouvre aussi la voie à des problèmes
plus complexes où les coordonnées d'intérêt du système sont traitées exactement (et peuvent aussi
n'être pas forcément harmoniques) alors que le bain implicite n'est appliqué qu'à des coordonnées
sur lesquelles ont peut appliquer sans crainte les approximations que nous avons eﬀectuées jusque
là.
Soit l'équation (I.22) déﬁnissant l'hamiltonien du chemin de réaction qui s'écrit sous la forme :
H =
12(p˜21 + Ω˜2(x1 + x01)2) VLR
VLR
1
2
(p˜21 + Ω˜
2(x1 − x01)2)
 (III.10)
+
M∑
i=2
1
2
(
p˜2i + ω˜
2
i x˜
2
i
)(1 0
0 1
)
+
M∑
i=2
κ˜ix˜i
(
x1 + x
0
1 0
0 x1 − x01
)
Il est possible de poser l'équation représentant les courbes de potentiel diabatiques VL/R
représentant le chemin de chemin de réaction sous la forme :
VL/R =
1
2
(p˜21 + Ω˜
2(x1 ± x01)2) (III.11)
Cet hamiltonien est tout d'abord paramétrisé avant de proposer une méthode de résolution
de son équation dynamique associée.
Résultats pour le modèle du chemin de réaction
Tout d'abord, nous pouvons remarquer que pour chaque molécule de DMPn, la fréquence Ω˜
de l'oscillateur du chemin de réaction (Table III.5) est très proche de la fréquences du maximum
de la distribution des déplacements |di| comme exposé sur la ﬁgure III.3. Comme 2x01 est l'écart-
type des déplacements de tous les modes normaux, il constitue une quantité intéressante pour
évaluer à quel point les géométries sont modiﬁées par le transfert de charge. Il augmente d'environ
un facteur 10 de DMP0 à DMP1 alors qu'il reste approximativement constant de DMP1 à DMP2.
Ce comportement reproduit bien ce qui avait déjà été discuté sur les déplacements |di|, c'est à
dire que la distorsion entre les deux cycles DMP impliquée par la seule existence du pont est
plus importante que l'ajout d'un nouveau cycle phénylène.
Nous montrons sur la ﬁgure III.8 les surfaces d'énergies potentielles diabatiques VL/R(x1)
avec les courbes adiabatiques qui y correspondent pour les trois molécules DMPn obtenues en
posant à partir de l'équation (III.11) :
V±(x1) =
1
2
(
VL + VR ±
√
(VL − VR)2 + 4V 2LR
)
(III.12)
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Figure III.8  Courbes d'énergie potentielle diabatiques et adiabatiques du modèle du chemin de
réaction pour DMP0,1,2 - Energies calculées par DFT contrainte (cDFT OPTX-PBE) pour diﬀérentes
géométries du chemin de réaction. Ligne violette pleine : VL Etat diabatique gauche. Ligne verte pleine :
VR Etat excité adiabatique. Ligne pointillée bleue : V− Etat adiabatique fondamental. Ligne pointillée
rouge : V+ : Etat adiabatique excité. Losanges bleus : Energies diabatiques du premier état obtenues par
cDFT. Carrés rouges : Energies diabatiques du second état obtenues par cDFT. Les courbes adiabatiques
sont obtenues par diagonalisation .
La coordonnée x1, qui décrit le mouvement le long du chemin de réaction linéaire, interpole les
deux géométries, plus précisément entre les minima de VL/R(x1) qui sont placés en x1 = ±x01
pour VL(x1) et VR(x1) respectivement.
Pour chacune des molécules, la représentation diabatique VL/R(x1) consiste en deux paraboles
représentatives de l'énergie potentielle dans le modèle harmonique et se croisant le long de la
coordonnée du chemin de réaction. Aﬁn de valider l'approche du chemin de réaction, nous avons
calculé l'énergie des deux états diabatiques sur un jeu de dix géométries obtenues le long de la
coordonnée du chemin de réaction. Il est possible de constater que l'accord est excellent pour
DMP0, très bon pour DMP1 et pour DMP2 (sauf pour |x1| supérieur à -500 u.a.). La réussite
ou l'échec de la description par un chemin de réaction dépend en premier lieu de la validité
des approximations harmoniques et de couplage linéaire. Pour ce faire, les déformations doivent
être suﬃsamment petites pour pouvoir être dans le cadre de nos approximations. Ces conditions
semblent relativement bien vériﬁées pour les cas DMP0, DMP1 et DMP2 étant donné que la
dynamique aura principalement lieu entre les minima diabatiques et l'état de transition (en
x1 = 0). Cependant, les mouvements impliqués dans le véritable chemin de réaction (qui n'est
pas forcément linéaire) peuvent être d'amplitude trop importante et associés à des mouvements
anharmoniques (telles que des torsions comme le laisse penser la ﬁgure III.3 des déplacements di)
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Figure III.9  Densité spectrale des modes secondaires JCR pour le modèle du chemin de réaction des
molécules DMP0,1,2 obtenue à l'aide de la formule (III.14)
pour pouvoir être décrits correctement dans le cadre de ce modèle. Cependant, la transformation
de l'hamiltonien spin-boson au chemin de réaction est exacte et c'est ce premier qui est à remettre
en cause. Nous choisissons donc de conserver ce modèle pour les molécules DMPn aﬁn de pouvoir
faire l'étude complète de la chaîne des trois molécules. Par ailleurs, il est intéressant de relier la
forme des courbes adiabatiques V±(x1) à la classiﬁcation de Robin-Day mentionnée ci-dessus. En
eﬀet, comme DMP0 possède un couplage électronique fort, les deux paraboles diabatiques mènent
à des courbes de potentiel adiabatique avec un seul minimum. Ceci est en accord avec le fait que
DMP0 est un composé de classe III où la charge peut se délocaliser sur les deux sites. DMP1 et
DMP2 ont un couplage électronique plus faible : les courbes adiabatiques d'énergies potentielles
sont constituées par un double puits. La charge peut alors être partiellement localisée en accord
avec la hauteur de la barrière. Ce sont bien les caractéristiques attendues pour un composé de
classe II. On voit également que la barrière est plus haute pour DMP2 que pour DMP1 qui sont
respectivement de 790 cm−1 et 1330 cm−1. Ceci explique pourquoi expérimentalement, la charge
de DMP1 se délocalise plus facilement que dans le cas de DMP2.
La distribution des constantes vibroniques secondaires κ˜i du chemin de réaction aux modes
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secondaires peut être exprimée comme une densité spectrale :
JCR(ω) =
pi
2
M∑
i=2
κ2j
ω˜j
δ˜(ω − ω˜j). (III.13)
Aﬁn de prendre en compte des eﬀets de solvants de façon heuristique mais aussi aﬁn construire
une théorie dissipative, nous avons suivi toujours la même méthode que celle exposée pour
l'hétérojonction [58] en explimant la densité spectrale comme une fonction approximée élargie
par des fonctions lorentziennes III.14.
δ(ω − ω˜j) ≈ 1
pi
(
∆˜
(ω − ω˜j)2 + ∆˜2
− ∆˜
(ω + ω˜j)
2 + ∆˜2
)
(III.14)
avec ∆˜ l'écart-type de l'ensemble de la distribution en fréquence des modes secondaires ∆˜ =√∑M
j=2 (ω˜j+1 − ω˜j)2/(M − 1).
Les courbes d'un tel JCR(ω) sont montrées sur la ﬁgure III.9.
Lorsque l'on compare les résultats de DMP0 avec ceux de DMP1,2 (panneau inférieur), la
caractéristique la plus frappante est la bande de mode additionnelle autour de 3000 cm−1 qui
est dûe aux modes d'élongation carbone-hydrogène. Cette caractéristique est en accord avec la
distribution des déplacements des modes normaux di de la ﬁgure III.3.
Le choix d'un hamiltonien vibronique dès le départ rend la méthodologie pour la résolution
de l'équation de Liouville-Von Neumann plus complexe. En eﬀet, contrairement à la partie pré-
cédente, l'objectif ici est de rendre compte de la dynamique non plus seulement sur 2 états mais
un ensemble important d'états propres qui représentent la coordonnée collective pour chacun
des deux états électroniques. Il n'y a donc plus seulement 2 états mais formellement une inﬁnité
d'états propres pour former la base des deux oscillateurs harmoniques. Bien sûr, dans la pratique,
on réduit cette base aux seuls états qui seront peuplés initialement et au cours de la dynamique
sous l'eﬀet de la température. Une telle méthodologie a l'avantage d'apporter à présent l'ébauche
de phénomènes d'un bain hors équilibre. Plusieurs méthodes sont ici proposées. Dans un pre-
mier temps, nous allons retenter de traiter le bain secondaire par des équations employant des
méthodes perturbatives et bain markovien.
Méthodes
La dynamique quantique du transfert de charge est menée par une méthode markovienne
utilisant l'équation de Redﬁeld (eq. (I.79)). La propagation est eﬀectuée avec un algorithme de
Runge-Kutta (Ordre 4-5) (avec les paires de Cash-Karp / ordre 4-5 [70]) avec un critère de
convergence égal à 1.10−7.
Comme précédemment pour l'hétérojonction, l'équation est résolue dans la base propre de la
coordonnée collective en diagonalisant l'hamiltonien HS sur grille de Fourier [71]. Les fonctions
propres de la base vibronique |χj〉 ainsi que les valeurs propres associées Ej sont ainsi obtenues
pour N états vibroniques.
N = 40 états (grille de [−200,+200] u.a.) et N = 240 états (grille de [−1500, 1500] u.a.) sont
nécessaires pour représenter la coordonnée collective pour respectivement le DMP0 aux DMP1,2.
L'état initial est la matrice densité associé à un paquet d'ondes gaussien, état propre fondamental
d'un oscillateur harmonique de pulsation Ω˜ et centré en −x01.
Observables
La population dans les diﬀérents états vibroniques Pj du système est donnée par :
Pj = 〈χj |ρS |χj〉 (III.15)
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Il est aussi possible d'obtenir depuis la matrice densité sur la base vibronique complète ρS la
matrice densité électronique en traçant sur le degré de liberté vibrationnel x1 :
ρ
(el)
S =
(
ρ
(el)
LL ρ
(el)
LR
ρ
(el)
RL ρ
(el)
RR
)
avec ρ
(el)
αα′ =
∫
ραα′(x1, x1)dx1 α, α
′ = L,R (III.16)
où les populations électroniques correspondant au potentiel diabatique sur le puits de droite ou
de gauche sont respectivement ρ(el)LL et ρ
(el)
RR et les cohérences électroniques diabatiques entre les
états L/R sont données par ρ(el)LR .
Nous nous sommes également intéressé à la dynamique nucléaire le long du chemin de réaction,
c'est à dire la densité de probabilité de la position qui est :
P (x1) = ρRR(x1, x1) + ρLL(x1, x1) (III.17)
Par analogie avec la décohérence électronique, il est aussi possible de s'intéresser à la déco-
hérence vibrationnelle que l'on prendra comme la valeur moyenne de la position 〈x1〉 :
〈x1〉 =
∫
x1P (x1)dx1 (III.18)
qui montre un comportement dynamique aussi longtemps que le mouvement vibrationnel reste
cohérent.
Le processus de décohérence peut également être analysé en considérant comme on l'a fait
jusque là la pureté de la matrice densité Tr[ρ2S ].
Résultats et discussion
Comme dans la partie précédente, nous allons discuter de paramètres caractéristiques avant
de mener les dynamiques. Nous pouvons notamment discuter a priori la (non-)markovianité et
la validité de la théorie de perturbation. Pour cela, on calcule le temps caractéristique τCR des
transitions dans le modèle du chemin de réaction, les paramètres perturbatifs associé ξmax,CR
et ξmoy,CR et le temps caractéristique de la fonction de corrélation τcor,CR déﬁni dans l'équation
(I.76).
En s'appuyant sur une démarche similaire à celle employée pour les équations (II.18) et
l'équation (II.19), il est possible de prendre la pulsation caractéristique du système comme la
moyenne de toutes les transitions pondérées par les éléments de la matrice de la coordonnée
x1,ij = 〈χi|x1|χj〉 couplant les états vibroniques telle que :
τCR =
2pi
ΩCR
avec ΩCR =
N∑
i=1
N∑
j=1
∆Eijx1,ij
N∑
i=1
N∑
j=1
x1,ij
(III.19)
où ∆Eij est la diﬀérence entre deux états |i〉 et |j〉 dans la partie de la base du chemin de réaction
qui couvre 99% de
N∑
i=1
ρS,ii(0) et x1,ij la valeur de la coordonnée collective dans la base de la
coordonnée du chemin de réaction.
Pour les paramètres perturbatifs, comme précédemment, deux critères sont choisis : le critère
fort correspond au maximum de l'ensemble des paramètres perturbatifs déﬁnis par l'équation
(I.86) entre chacun des états vibroniques dans la partie de la base vibronique qui couvre 99%
de TrB[ρ(0)], le critère perturbatif de l'état initial correspond à la moyenne de tous les critères
perturbatifs (I.86) pondérée par la population initiale.
ξmax,CR = maxij [ξ(∆Eij)] et ξmoy,CR =
N∑
i=1
ρS,ii(0)
N∑
j=1
ξ(∆Eij)
N
N∑
i=1
ρS,ii(0)
(III.20)
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Figure III.10  Population diabatique (éq. (III.16)) et cohérence estimée par la valeur moyenne de
la position 〈x1〉 (éq.(III.18)) de DMP0 comme une fonction du temps (T = 300K). Haut : Populations
diabatiques. Lignes pleines : avec dissipation, en pointillés : sans dissipation. Encart : Population diaba-
tiques (éq. (III.16)) à des temps plus courts. bas : ligne pleine 〈x1〉 avec dissipation, en pointillés 〈x1〉
sans dissipation.
La dynamique est considérée comme markovienne si τsys  τcor, perturbative si ξmax,CR  1
et perturbative à l'état initial si ξmoy,CR  1. Les résultats sont donnés dans la table III.3.
Ces résultats montrent que les temps caractéristiques du système τCR et du bain τcor,CR
sont comparables pour les trois systèmes. On peut s'attendre à un comportement dynamique
intermédiaire entre un comportement markovien et non-markovien. En revanche, le paramètre
perturbatif ξmax,CR est supérieur à 1. Comme nous avions pu le voir précédemment, il y a des
transition vibronique où la description perturbative n'est pas valide. Cependant, ce paramètre
peut être contrebalancé avec le paramètre ξmoy,CR bien inférieur à 1 et qui mesure la validité de la
théorie de perturbation pour le temps initial. La grande diﬀérence constatée entre les valeurs de
ξmax,CR et ξmoy,CR provient du fait qu'initialement, les états impliqués dans les transitions non-
perturbatives problématiques sont faiblement peuplées et contribuent peu en tout cas à l'instant
initial à l'évolution globale de la population. Une investigation au cours du temps nécessiterait
la réalisation de la dynamique. Or, nous choisissons ici de présenter des paramètres prédictifs et
a priori.
DMP0 : Composé de classe III La ﬁgure III.10 montre l'évolution de l'élement de la matrice
densité ρelLL. Nous trouvons des oscillations amorties avec deux périodes : une rapide de l'ordre
de 7.0 fs et l'ordre plus longue de 88 fs. L'ensemble s'amortit en environ 500 fs. L'oscillation
rapide correspond aux oscillations de Rabi entre les deux états électroniques (voir table III.3).
Table III.6  Temps caractéristiques de la transition pour la coordonnée du chemin de réaction τCR
(éq. (III.19)) et ξCR (éq. (III.20)) paramètre perturbatif et τcor,CR (éq. (I.76)) dans les états du système
pour le modèle du chemin de réaction et pour les trois composés moléculaires DMP0, DMP1 et DMP2.
DMP0 DMP1 DMP2
τCR (fs) 22.9 32.6 48.1
ξmax,CR 2.58 8.86 8.46
ξmoy,CR 4.61.10−3 2.71.10−2 5.31.10−2
τcor,CR (fs) 22.98 19.09 20.88
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Figure III.11  Racine carrée de la densité de probabilité de la position P (x1) de DMP0 comme
fonction du temps (T = 300K) (éq. (III.17)).
L'origine de la période plus longue est directement liée au mouvement vibrationnel engendré par
le transfert d'électron le long de la coordonnée du chemin de réaction. Cette caractéristique est
encore plus claire si l'on s'intéresse à la position moyenne le long du chemin de réaction 〈x1〉.
Les oscillations de 〈x1〉 commencent à -30 u.a., ce qui correspond au minimum de VL (voir la
ﬁgure III.8). Comme ρelLL et 〈x1〉 ont toutes deux des oscillations amorties sur la même échelle
de temps (500 fs), nous avons là de claires caractéristiques liées à la décohérence vibrationnelle.
Aﬁn de davantage mettre en exergue le rôle du bain, nous comparons les résultats précé-
dents (population et position moyenne) avec une dynamique eﬀectuée sans dissipation et la
seule coordonnée de réaction (ligne pointillée sur les deux panneaux de la ﬁgure III.10). Sans
bain secondaire, les oscillations ont toujours les caractéristiques liées aux deux périodes mais
elles n'atteignent pas le comportement asymptotique précédent. En lieu et place, on observe des
battements caractéristiques de la dynamique d'un paquet d'ondes dans un potentiel en forme
d'oscillateur harmonique.
De manière générale, ces résultats montrent une oscillation rapide de la charge accompagnée
de déformations nucléaires périodiques. Cette dynamique vibronique concertées montre une forte
dissipation liée au couplage avec le bain secondaire. Nous pouvons identiﬁer ces caractéristiques
comme celle caractérisque d'un composé de classe III dans la classiﬁcation de Robin-Day.
Après environ 1 ps, le système a atteint son équilibre thermique avec ρelLL tendant vers 0.5 et
〈x1〉 convergeant vers zéro. C'est une bonne indication de la délocalisation complète de la charge
sur la molécule toute entière et une relaxation vers une géométrie symétrique. La mouvement
quantique nucléaire est encore plus visible sur la ﬁgure III.11, où la probabilité de la distribution
le long de la coordonnée du chemin de réaction P (x1) (voir l'équation (III.17)) est exposée pour
des durées allant jusqu'à 1 ps. Au temps courts, nous trouvons un paquet d'ondes étroit piqué
sur sa valeur moyenne, il subit ensuite des oscillations amorties et s'étalent. Ce mouvement
vibrationnel est en accord avec les surfaces d'énergie potentielle montrées sur la ﬁgure III.8. A
l'équilibre, le paquet d'ondes ﬁnal s'étalent sur environ 20 u.a.
Aﬁn de montrer que cet état, tant en termes de population électronique et de mouvement
vibrationnel, est bien la limite de Boltzmann, nous avons tracé sur la ﬁgure III.12 la population
Pj de l'état vibronique |χj〉 pour j = 1, · · · , 4, états propres de HS . Nous pouvons eﬀectivement
constater que les populations tendent vers des limites données par la distribution de Boltzmann
(voir la ﬁgure III.12). La distribution de Boltzmann comprend alors plusieurs états et comme on
obtient un mélange statistique, la valeur de la Tr[ρ2S ] est inférieure à 1.
Les caractéristique principales d'un transfert d'électron de classe III est une relaxation de la
géométrie et de la charge en un temps assez rapide d'environ 500 fs. Ceci est dû à l'absence de
barrière le long du chemin de réaction et est donc signiﬁcativement diﬀérent de DMP1 et DMP2
comme nous allons à présent le voir
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Figure III.12  Populations vibroniques (éq. (III.15)) et pureté de la matrice densité réduire de DMP0
en fonction du temps à T = 300K. Les valeurs correspondantes à l'équilibre de Boltzmann sont données
sur le côté droit.
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Figure III.13  Population diabatique (éq. (III.16)) (en haut) et position moyenne 〈x1〉
(éq.(III.18)) (en bas) de DMP1 (en noir) et DMP2 (en rouge) en fonction du temps à T = 300K.
DMP1,2 : Composé de classe II Comme on peut le voir sur la ﬁgure III.8, rajouter un
(DMP1) ou deux (DMP2) cycles phényliques sur le pont amène à un chemin de réaction adiaba-
tique ressemblant à un double puits avec une barrière. Nous pouvons donc nous attendre à une
dynamique du transfert de charge particulièrement diﬀérentes de celle que l'on a pu rencontrée
pour DMP0. Les résultats sont présentés sur la ﬁgure III.13 pour DMP1 (en noir) et DMP2 (en
rouge). Lorsque l'on compare les résultats obtenus pour DMP0 (ﬁgure III.10), nous trouvons des
comportements qualitativement diﬀérents : dans le cas de DMP1,2, il n'y a pas d'oscillations mais
une lente relaxation jusqu'à l'équilibre de la charge sur une échelle de temps de l'ordre de 100 ps
pour DMP1 et encore plus longue pour DMP2. Pour des temps très courts (comme on peut le
voir dans l'encart de la ﬁgure III.13), nous trouvons des structures dynamiques faibles avant que
la décroissance lente et continue ne prenne sa place. Comme toujours, la dynamique du transfert
de charge est accompagnée de réarrangements nucléaires comme on peut le voir sur l'évolution
de la position moyenne 〈x1〉. Sur ce graphique, on observe également le même comportement
dynamique au temps court suivi d'une lente décroissance de l'ordre 100 ps pour DMP1. Dans le
cas de DMP2, la dynamique du transfert de charge accompagnée de sa dynamique nucléaire sont
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Figure III.14  Racine carrée de la densité de probabilité de la position P (x1) (éq. (III.17)) de DMP1,2
en fonction du temps (T = 300K). Haut : DMP1. Bas : DMP2.
trop lentes pour permettre une estimation ﬁable des temps de relaxation dans la fenêtre de calcul
employée. Dans les deux cas, le fait que 〈x1〉 converge vers zéro ne signiﬁe pas forcément qu'il y a
un maximum de la densité de probabilité le long de la coordonnée de réaction en x1 = 0 comme
on peut le voir sur la ﬁgure III.14 montrant la densité de probabilité P (x1) (déﬁnie dans l'équa-
tion (III.17)) en fonction du temps. On peut notamment voir que le paquet d'ondes initialement
localisé dans le minimum de VL(x1) (voir ﬁgure des paraboles diabatiques et adiabatiques III.8,
atteint sans présenter des caractéristiques dynamiques remarquables, une densité localisée sur
chacun des deux minima de la surface d'énergie potentielle adiabatique V−(x1). Les deux états
propres les plus bas en énergie sont dégénérés (voir la table III.8) et correspond à un maximum
de probabilité de localisation sur le puits de droite pour l'état fondamental et celui de gauche
pour le second. Pour analyser cette dynamique plus en détails, nous montrons sur la ﬁgure III.15
les populations Pj des états propres vibroniques de HS pour DMP1. En commençant par une
distribution qui n'est pas à l'équilibre, nous pouvons voir que durant une durée courte de 500
fs, les états les plus hauts en énergie ont convergés à leurs valeurs à l'équilibre et la dynamique
cohérente aux longs temps est entièrement comprise dans le sous-espace formé par les deux états
vibroniques les plus bas en énergie.
Pour résumer, la barrière de la surface d'énergie potentielle adiabatique le long de la coor-
donnée du chemin de réaction x1 modiﬁe de façon drastique la dynamique nucléaire et celle du
transfert, ce qui mène à une forte localisation de la charge. Les dynamiques convergent alors vers
des distributions ﬁnales à l'équilibre thermique de façon très lente et sans oscillation. Ce sont des
caractéristiques d'un système de transfert de charge de classe II. Alors que les états de plus haute
énergie relaxent rapidement, le comportement aux longs temps est entièrement dominé par les
états en-dessous de la barrière menant à cette thermalisation de la charge de façon excessivement
lente.
Eﬀets de la température Les eﬀets liés à la température sont très diﬀérents entre la classe
III et la classe II. On peut en avoir une illustration à travers la population Pi dans les états
vibroniques initiaux et à l'équilibre pour DMP0 dans la table III.7 et DMP1 dans la table III.8
et les deux à travers l'évolution de la population diabatique PL montrée sur la ﬁgure III.16.
La température du bain a une inﬂuence très faible sur la dynamique de relaxation des sys-
tèmes de classe III. En eﬀet, le paquet d'ondes nucléaire initial (état propre de VL(x1)) est
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Figure III.15  A gauche, populations vibroniques Pi (éq. (III.15)) de DMP1 en fonction du temps
(T = 300K). Les valeurs à l'équilibre de Boltzmann sont données sur le côté droit. Dans l'encart, la même
ﬁgure entre 0 et 1 ps. A droite, schémas mécanistiques proposés pour le transfert à 300 K. Un transfert
direct est peu possible car l'élément de couplage est très faible. En revanche, un transfert indirect à travers
un état au-dessus de la barrière est possible.
Table III.7  Energie Evib et valeurs moyennes de la population Pvib des états vibroniques de DMP0
pour les états initiaux Pvib,0 et les équilibres boltzmaniens Pvib,eq à diﬀérentes températures.
i= 1 2 3 4
Evib (cm−1) -1034 -692.0 -301.2 112.3
Pvib,0 0.242 0.355 0.170 3.07 10−2
Pvib,eq (300 K) 0.814 0.158 0.024 0.003
Pvib,eq (50 K) 0.999 5.29 10−5 6.91 10−10 4.70 10−15
principalement une superposition des quatre premiers états propres vibroniques. Comme exposé
sur la table III.7, les poids des états vibroniques excités (environ quarante) sont très petits. La
relaxation requiert alors seulement quelques transitions et le processus de dissipation joue sur
les mêmes échelles de temps quelle que soit la température.
Au contraire, comme on peut le voir sur la ﬁgure III.16, la relaxation pour les composés
de classe II (DMP1) dépend fortement de la température. Dans ce cas, le courbe d'énergie
potentielle de l'état adiabatique fondamental (voir ﬁgure III.8) présente une forme de double
puits et les états vibroniques sous la barrière sont bien connus pour former des doublets d'états
sur lesquels le transfert peut avoir lieu par eﬀet tunnel (voir la table III.8). Pour DMP1, à
cause de la taille de la barrière, les fonctions propres vibroniques de l'état fondamental restent
localisées seulement dans un seul des puits de potentiel avec une petite contribution sur l'autre
côté alors que les états au-dessus de la barrière sont bien plus délocalisés sur les deux sites. Dans
ces conditions, la fonction d'onde vibrationnelle initiale a des composantes seulement sur l'état
vibronique localisé sur le côté gauche comme on peut l'apercevoir dans la table III.8. L'interaction
avec le bain thermique mène à une redistribution de la population sur les états vibroniques.
Par exemple, les transferts vers l'état 3 et l'état 4 depuis l'état 1 sont très eﬃcaces car ces
transitions possèdent des valeurs élevées dans la matrice de couplage et que l'élément J(∆Eij)
est non nul. Cela mène à une thermalisation rapide entre les deux états. Ce comportement est
Table III.8  Energie Evib et valeur moyenne de la population Pvib des états vibroniques de DMP1
pour l'état initial Pvib,0 et pour l'équilibre de Boltzmann Pvib,eq à diﬀérentes températures.
i= 1 2 3 4
Evib (cm−1) -97.25 -97.25 -15.9 -15.9
Pvib,0 0.935 4.82 10−3 1.93 10−2 1.94 10−2
Pvib,eq (300 K) 0.159 0.159 0.108 0.108
Pvib,eq (50 K) 0.452 0.452 0.043 0.043
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Figure III.16  Populations diabatiques PL (éq. (III.16)) obtenues pour les trois composés DMP0,1,2
obtenues à diﬀérentes températures : 50, 120, 200, 300 K.
similaire pour les états d'énergie plus élevés comme on peut le voir sur la ﬁgure III.15. A 300
K, les derniers états vibroniques peuplés avec plus de 0.1 % de la population totale sont le
vingt-huitième (920 cm−1). Cet état vibronique est au-dessus de la barrière et est pratiquement
délocalisé sur l'état électronique gauche et droit. Or, un transfert de population direct 1 → 2
est très défavorable car les états 1 et 2 sont quasiment dégénérés avec un élement de couplage
presque nul. Le transfert (illustré sur la ﬁgure III.15) entre les deux états les plus bas en énergie se
produisent donc via les états vibrationnels excités. Ces états de plus haute énergie au-dessus de la
barrière ouvrent une voie indirecte pour un transfert de population qui correspond à un régime
quasi-stationnaire entre le premier et le second états vibroniques même si ces deux derniers
sont des états vibroniques localisés. Le transfert de charge devient alors fortement dépendant
de la distribution de la population dans les états vibroniques Pi avec la température. Cette
caractéristique est illustrée sur la ﬁgure III.17 qui correspond à la ﬁgure III.15 mais à une
température de 50 K. A cette température, les états 3 et 4 sont seulement faiblement peuplés et
le dernier niveau avec plus de 0.1% de la population totale est seulement le sixième (145 cm−1)
qui est en-dessous de la barrière. On comprend alors pourquoi la population reste piégée pour ce
composé dans l'un des puits, ce qui est en accord avec l'évolution de la population électronique
de la ﬁgure III.16. Un tel hamiltonien mériterait d'être résolu avec d'autres méthodes non-
markoviennes ou exactement avec les matrices hiérarchiques. Malheureusement, ces calculs se
sont révélés instables numériquement pour les premiers et inaccessibles pour les seconds.
87
0       10       20      30      40       50  
Temps (ps) 
0                       10 
0 
0.05 
1 
0 
0.2 
0.4 
0.6 
0.8 
Figure III.17  Populations vibroniques Pi (éq. (III.15)) de DMP1 en fonction du temps à une
température de T = 50K. Dans l'encart, la même ﬁgure entre 0 et 10 ps.
Conclusion
Les molécules de DMPn constituent une classe de systèmes très intéressants car ils ouvrent la
voie à une analyse systématique diﬀérente de celle proposée pour l'hétérojonction où la densité
spectrale restait la même et les paramètres électroniques seuls variaient. Ici, les trois composés
sont regardés à travers la variation conjointe de leurs paramètres (certes modèles) de leur envi-
ronnement et des degrés de liberté électroniques impliqués. Dans un premier temps, nous avons
proposé une paramétrisation de l'hamiltonien avec la nouvelle méthode de la DFT contrainte.
Nous avons pu tirer l'ensemble des paramètres nécessaires à l'hamiltonien spin-boson excepté le
couplage électronique qui a été ajusté sur les données expérimentales. Une analyse future de-
manderait notamment de reprendre à nouveau et complètement les calculs de chimie quantique
à l'aide d'une fonctionnelle hybride. En considérant cet hamiltonien correctement paramétré,
la résolution exacte du modèle spin-boson a été proposée avec plusieurs méthodes exactes : la
méthode des matrices hiérarchiques et la méthode multi-couches multiconﬁgurationnelle de pro-
duits de Hartree dépendant du temps. Les deux algorithmes se sont révélés complémentaires et
permettent de sonder cet hamiltonien à diﬀérentes plages de températures où ML-MCTDH est
très adapté à 0 K et les matrices hiérarchiques aux plus hautes températures (150 - 300 K). Par
la suite, comme il n'est pas possible de tirer d'une densité spectrale continue ohmique les para-
mètres pour les deux coordonnées collectives que nous avons déﬁnies, nous choisissons d'extraire
la coordonnée sur les modes discrets et d'eﬀectuer un élargissement sur les modes secondaires.
Une telle démarche mène à un hamiltonien d'une autre nature dont la dynamique n'a été menée
qu'avec une théorie de perturbation de second ordre avec approximation markovienne. Certes,
cette approche paraît un peu légère eu égard à ce que nous avons pu montrer dans la partie de
l'hétérojonction. Il faut cependant noter que les approximations markoviennes sont plus valides
dans ce cas et que l'on s'intéresse à un transfert où la géométrie du bain est initialement celle
où la charge est localisée. Ce travail ne constitue donc qu'une première approche de ces sys-
tèmes complexes où une coordonnée collective dont la dynamique interne est traitée exactement
et couplée à un bain d'oscillateurs harmoniques. En perspective, nous pourrions donc envisager
de commencer par un traitement du problème vibronique dans le formalisme des matrices hié-
rarchiques. Malheureusement, le nombre d'états nécessaires pour représenter cette coordonnée
s'échelonne de 40 à 240 états ce qui est en espace de Liouville passe au carré. Cela rend les calculs
excessivement gourmands en mémoire et nous n'avons pas été en mesure d'ainsi les traiter. En
revanche, on peut continuer à travailler en fonction d'onde dans l'espace de Schrödinger pour
éviter d'avoir à utiliser le formalisme de la matrice densité. Mais, pour traiter la température,
il faut utiliser des méthodes stochastiques. Nous en proposons une dans l'annexe I utilisant la
théorie de perturbation à l'ordre 2 exploitant la référence [17]. Aﬁn de s'aﬀranchir des problèmes
associés à la théorie de perturbation, il serait envisageable de l'étendre à l'aide du développement
d'une hiérarchie [22].
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Partie IV
Etude du transfert de charge intermoléculaire
dans une chaîne de tryptophanes d'un crypto-
chrome
L'Aufklärung, c'est la sortie de l'homme hors de l'état de minorité dont
il est lui-même responsable. L'état de minorité est l'incapacité de se
servir de son entendement sans la conduite d'un autre. On est soi-même
responsable de cet état de minorité quand la cause tient non pas à une
insuﬃsance de l'entendement mais à une insuﬃsance de la résolution et
du courage de s'en servir sans la conduite d'un autre.
Sapere aude ! Aie le courage de te servir de ton propre entendement !
Voilà la devise de l'Aufklärung.
E. Kant, Beantwortung der Frage : Was ist Aufklärung ?
Résumé de cette partie :
Dans une chromoprotéine cryptochrome, nous allons étudier le transfert de la charge sur
une chaîne de trois tryptophanes. Dans l'hypothèse de faibles déformations harmoniques, il est
possible de relier les paramètres du bain à la ﬂuctuation de l'écart énergétique entre les deux états
diabatiques. En eﬀectuant des dynamiques moléculaires de type QM/MM, il est ainsi possible
d'accéder directement à la fonction de corrélation classique qui mène à la paramétrisation de deux
hamiltoniens spin-boson représentant chacun des deux transferts. De ceux-ci, un hamiltonien à
trois états est construit en supposant les bains non-corrélés.
La dynamique quantique est menée par la méthode des matrices hiérarchiques. Les résultats
obtenus pour ce transfert de l'ordre de la ps sont discutés à l'aide d'un modèle cinétique qui
permet de rationaliser des constantes de vitesse pour ce transfert.
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Introduction
Les cryptochromes constituent une vaste famille de protéines aux fonctions et propriétés
multiples. Certains sont considérés comme impliqués dans l'horloge biologique et la régulation
des cycles circadiens (i.e. l'alternance jour-nuit) des plantes et des animaux, voire même consti-
tueraient un capteur du champ magnétique terrestre pour l'orientation de certains animaux
migrateurs [104, 105]. Pour expliquer ces propriétés singulières, l'analyse de leurs structures a
mis en évidence le rôle d'un cofacteur (i.e. une molécule non protéique liée à une protéine et
inﬂuençant ses propriétés biochimiques) FAD (Flavine Adénosine Diphosphate) lié à une chaîne
de molécules de tryptophanes notées W.
Dans cette partie, nous nous intéresserons au cryptochrome extrait de l'Arabette des Dames
(Arabidopsis Thaliana). Dans le cas de cette protéine, le groupement FAD est associé à une
chaîne de trois unités tryptophanes notées du plus proche au plus éloigné W400, W377 et W324. La
ﬂavine FAD peut également absorber des photons dans le domaine de l'UV (Ultraviolet)-Visible.
Le groupement résultant FAD∗ peut en interaction avec son plus proche voisin évoluer vers la
formation d'une paire de radicaux [FAD•− + W•+400]. L'équipe de A. de la Lande du laboratoire
de chimie physique (Université Paris-Sud) avait déjà mené une étude sur ce système [106] en
s'intéressant à l'inﬂuence de diﬀérents paramètres sur cette première étape. A présent, nous
proposons de décrire le processus de transfert de l'électron le long de la chaîne des tryptophanes :
W324 → W377 → W•+400. Le transfert de charge a lieu sur une échelle estimée aux picosecondes
par une précédente étude théorique [105]. En eﬀet, sur de telles échelles de temps, certains modes
vibrationnels de la protéine n'ont pas le temps d'atteindre la relaxation thermique et donc avoir
une inﬂuence sur le transfert. Il faut cependant noter que ces modes excessivement mous seront
potentiellement mal décrits par la description harmonique qui a prévalu tout au long de cet
exposé. Les phénomènes anharmoniques seront cependant toujours ici négligés.
Figure IV.1  Représentation schématique du cryptochrome d'Arabidopsis Thaliana modélisé par trois
molécules de tryptophanes (notés W) et une molécule ﬂavine (FAD) dans un environnement protéique et
aqueux complexe. La molécule de ﬂavine excitée FAD∗ peut former avec le tryptophane W400 une paire
de radicaux [FAD•− + W•+400]. Dans ce travail, nous décrivons le transfert de l'électron le long de la chaîne
des tryptophanes : W324 → W377 → W•+400. Cette image a été réalisée avec VMD [107] par Dr A. de la
Lande et incluse dans le présent manuscrit avec son aimable autorisation.
IV.1 Paramétrisation de l'hamiltonien
Le cryptochrome d'Arabidopsis Thaliana a été modélisé par un total de 110 000 atomes parmi
lesquels on compte environ 34 000 molécules d'eau. Autant dire un ensemble considérable qui
demande de revisiter la méthodologie que nous avons jusque là employée. Les méthodes discutées
de théorie de la fonctionnelle de la densité n'ont pour l'heure pas accès à cette taille de systèmes.
Cependant, les calculs de structure électronique peuvent être menés par une approche QM/MM
(Quantum Mechanics / Molecular Mechanics) [108] où la partie réactive du système est traitée
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Figure IV.2  Représentation schématique de l'hamiltonien-modèle du cryptochrome. Le système est
constitué de trois états |1〉, |2〉 et |3〉 représentant la charge localisée respectivement sur les tryptophanes
W400, W377 et W324. Les états |1〉 et |2〉 sont séparés par une diﬀérence en énergie de ∆1 et couplés
par une constante de couplage électronique VDA,1. Les états |2〉 et |3〉 sont séparés par une diﬀérence en
énergie de ∆2 et couplés par une constante de couplage électronique VDA,2. L'environnement est décrit
à travers deux bains 1 et 2 qui décrivent respectivement la ﬂuctuation des états électronique |1〉 et |2〉
d'une part et |2〉 et |3〉 d'autre part.
par la mécanique quantique et le reste par la mécanique classique (notamment un champ de force
paramétrisé).
La chaîne des trois tryptophanes peut être modélisée par un ensemble de trois sites où chacun
voit sa charge localisée sur l'une des entités tryptophanes. La notation |1〉, |2〉 et |3〉 est utilisée
pour décrire la charge localisée respectivement sur les tryptophanes W400, W377 et W324.
Nous supposerons ici que chaque site ne peut interagir qu'avec son plus proche voisin et que
l'environnement est décrit par un ensemble d'oscillateurs harmoniques. Il est aussi nécessaire
de déﬁnir des coordonnées pour décrire le bain. La nouvelle diﬃculté par rapport à ce qui a
été fait dans les parties précédentes est qu'il n'y a plus deux mais trois états et a priori deux
bains pour chacun des transferts. Le premier bain fait ﬂuctuer la diﬀérence d'énergie entre les
états |1〉 et |2〉, le second entre les états |2〉 et |3〉. Ces bains ne seront pas identiques. En eﬀet,
comme la charge induit des déformations sur des cycles indoles qui ne sont géométriquement pas
situés aux mêmes endroits, on considère que ce ne sont pas les mêmes modes qui sont activés
lors du transfert de charge sur les deux premiers tryptophanes que sur les suivants. Certains
modes par ailleurs peuvent ne pas être du tout activés au cours du transfert. Cependant, la taille
de l'environnement est si conséquente que l'on peut choisir de conserver un seul jeu de modes
normaux qi mais déplacés diﬀéremment de di,1 pour le premier transfert W377 → W•+400 et di,2
pour le second transfert W324 → W•+377. Les modes associés aux déplacements di,1 et di,2 ne sont
pas a priori identiques. Certains mouvements peuvent aﬀecter de façon comparable les deux sites
de transfert. On peut penser aux mouvements impliquant non pas les sites localement mais la
protéine dans son ensemble. Dans ce travail, on suppose cette contribution négligeable, ce qui
peut être formalisé par l'approximation des bains non-corrélés.
Il est possible de déﬁnir un hamiltonien à trois états représentatif de ce système moléculaire
sous la forme :
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(IV.1)
avec ∆1 et ∆2, VDA,1 et VDA,2 sont respectivement l'écart des niveaux électroniques et les
constantes de couplage électroniques pour le transfert 1 et le transfert 2.
Les termes di,j représentent les déplacements des modes induits sur les états |1〉 et |2〉 pour
j = 1 et |2〉 et |3〉 pour j = 2. Ils feront l'objet d'une attention particulière dans la suite de cet
exposé.
Comme on a supposé que les ﬂuctuations étaient indépendantes dans cet hamiltonien, il est
possible de s'intéresser dans un premier temps à chacun des deux transferts indépendamment et
de paramétrer un hamiltonien pour chacun. En extrayant les paramètres obtenus pour chaque
grâce à des calculs de structure électronique, il sera possible de construire l'hamiltonienH complet
à trois états.
IV.1.1 Paramétrisation des hamiltoniens à deux états
Comme annoncé précédemment, les états de transfert de charge W377 → W•+400 et W324 →
W•+377 sont traités deux à deux séparément. En gelant les contributions de l'autre transfert, il est
en eﬀet possible de réécrire en unités atomiques et coordonnées pondérées de masse pour chacun
des deux transferts un hamiltonien général spin-boson que l'on notera respectivement H1 et H2.
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(IV.3)
avec j = 1, 2 un entier égal à 1 ou 2 qui désigne respectivement le transfert de charge de
W377 → W•+400 et de W324 → W•+377. Dans cette expression, ∆j est l'écart énergétique, VDA,j les
constantes de couplage électronique et ci,j = ω2i di,j les constantes de couplage vibronique du
ième mode entre la forme radicalaire chargée et la forme neutre. λj = 12
∑
i
ω2i,jd
2
i,j est l'énergie
de réorganisation.
Comme dans les parties précédentes, ce seront ces hamiltoniens (IV.2) qui seront paramétrisés.
Mais une nouvelle diﬃculté vient s'ajouter à ce que l'on a pu voir précédemment. En eﬀet, aﬁn de
déﬁnir le bain, nous nous étions intéressé aux géométries de la molécule avant et après le transfert.
Dans l'approximation d'une faible déformation harmonique, il était possible de lier les paramètres
du bain aux déplacements des modes normaux que l'on pouvait calculer à travers les géométries et
la matrice hessienne. Dans le cas d'une protéine, le nombre d'atomes est excessivement important
et rend le calcul particulièrement lourd. Pour tenter de dépasser ce problème, il est possible
d'exploiter les propriétés de l'hamiltonienH1 etH2 (eq. IV.2). La diﬀérence des termes diagonaux
de l'hamiltonien diabatique (c'est à dire l'écart énergétique des deux niveaux électroniques en
présence du bain) peut s'écrire :
∆Ej = ∆j + λj −Bj avec Bj =
∑
i
ci,jqi,j (IV.4)
Si l'on a accès à un moyen de connaître la façon avec laquelle varie la diﬀérence d'énergie entre
les deux états diabatiques ainsi que les paramètres ∆j et λj , il est alors possible de connaître les
constantes de couplage vibronique et de construire le bain aﬀérant. C'est le point de départ de
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la méthodologie suivie au cours de cette partie. Nous nous intéresserons à la variation de l'écart
énergétique ∆Ej au cours du temps à l'aide de plusieurs simulations de dynamique moléculaire.
Grâce à ces dernières, on sonde une partie de l'espace des conﬁgurations de la protéine qui nous
permet de construire le bain à travers l'hypothèse ergodique. Le problème est que le bain est
représenté par des oscillateurs classiques alors que nous voulons tirer des paramètres pour des
oscillateurs quantiques.
Relation avec la fonction de corrélation classique
Dans l'approche quantique, en nous appuyant sur l'équation (I.66), les paramètres vibroniques
ci,j peuvent être reliés à une fonction de corrélation Cj(t− t′) déﬁnie telle que :
Cj
(
t− t′) = TrB[Bj(t)Bj(t′)ρeqB ] (IV.5)
avec Bj (t) = eiHB,jtBje−iHB,jt, HB,j = 12
∑
i
(
p2i + ω
2
i q
2
i
)
et Bj =
∑
i
ci,jqi,j .
La fonction de corrélation du bain de l'équation étant (IV.5) une fonction complexe hermi-
tienne (Cj(t′ − t) = C∗j (t − t′)), elle peut être développée sous une forme permettant de faire
apparaître une partie réelle symétrique CS(t − t′) et une partie imaginaire pure antisymétrique
CA(t− t′) :
Cj
(
t− t′) = 1
2
(
TrB[Bj(t)Bj(t
′)ρeqB ] + TrB[Bj(t
′)Bj(t)ρ
eq
B ]
)
︸ ︷︷ ︸
CS(t−t′)
(IV.6)
+
1
2
(
TrB[Bj(t)Bj(t
′)ρeqB ]− TrB[Bj(t′)Bj(t)ρeqB ]
)
︸ ︷︷ ︸
CA(t−t′)
(IV.7)
On note que CA(t−t′) n'a pas d'équivalent classique si les opérateurs du bain sont considérées
comme des fonctions classiques B(cl)j qui commutent et pour lesquels, on trouve que CA(t−t′) = 0.
En revanche, on peut bien identiﬁer un équivalent classique à CS(t−t′) = Re[Cj(t−t′)], nommée
Gj(t− t′), et déﬁnie telle que :
CS(t− t′) ≡ Gj(t− t′) =
∫∫
dp0dq0B
(cl)
j,p0,q0
(t)B
(cl)
j,p0,q0
(t′)WB,j(p0,q0) (IV.8)
où WB,j(p,q) est une fonction de distribution normalisée représentant la bain à l'équilibre ρ
eq
B
exprimée par un ensemble de trajectoires dans l'espace des phases des oscillateurs. La trace sur
ρeqB dans l'expression quantique se traduit par une moyenne sur les conditions initiales (p0,q0)
des oscillateurs harmoniques.
Le bain est pris classique, constitué d'oscillateurs harmoniques non couplés mais dont on
doit déﬁnir la distribution sur les conditions initiales de sa résolution. Dans le cas harmonique,
on considère que les oscillateurs de l'équation (IV.8) suivent un cas classique d'une distribution
boltzmanienne :
WB,j(p0,q0) =
e−βHB,j(p0,q0)∫∫
dp0dq0e−βHB,j(p0,q0)
(IV.9)
De façon pratique, l'espace des phases est exploré à travers des trajectoires que l'on suppose
ergodiques. Au prix de ces approximations, le terme de couplage au bain Bj est donc assimilé à
son équivalent classique B(cl)j . L'expression (IV.4) peut se réécrire :
∆Ej(t) = ∆j + λj −B(cl)j,p0,q0(t) avec B
(cl)
j,p0,q0
(t) =
∑
i
ci,jq
(cl)
i,j (t) (IV.10)
où ∆Ej(t) est la ﬂuctuation de la diﬀérence énergétique entre les deux états obtenue au cours
du temps par la dynamique moléculaire pour le jème transfert et où q(cl)i,j (t) sont à présent les
coordonnées classiques dépendantes du temps modiﬁées au cours de la dynamique.
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On verra plus loin que c'est cette diﬀérence entre états diabatiques qui est accessible par une
approche QM/MM utilisant le cDFT et la dynamique moléculaire. A l'aide de l'équation (IV.10)
et en supposant que la valeur moyenne des ﬂuctuations du bain classique B(cl)j est nulle, on peut
déduire que :
∆Ej = 〈∆Ej(t)〉t = ∆j + λj et 〈
(
∆Ej(t)−∆Ej
) (
∆Ej(t
′)−∆Ej
)〉
t
= Gj(t− t′) (IV.11)
Il est donc possible à partir des calculs QM/MM qui donnent la variation de l'écart énergétique
entre les deux états diabatiques en fonction du temps de construire la partie réelle de la fonction
de corrélation.
Il reste à présent à construire la partie imaginaire de Cj(t). S'appuyant sur l'équation (IV.5)
dans le modèle harmonique linéaire, on relève une relation entre CS(t) et CA(t). Le théorème de
ﬂuctuation dissipation quantique tel que démontré dans la partie théorique et méthodologique
donne une relation entre la fonction de corrélation Cj(t) et Jj(ω) la densité spectrale représentant
les oscillateurs du bain (Jj(ω) = pi2
∑
i
c2i,j
ωi
). L'équation (IV.5) devient alors (voir l'équation (I.74)
et l'annexe F) :
Cj (t) =
1
pi
+∞∫
0
dωJj (ω)
(
cos [ωt] coth
[
βω
2
]
− i sin [ωt]
)
(IV.12)
Cette expression montre le lien entre CS et CA. Dans l'approximation des hautes tempéra-
tures, la relation entre CS et CA peut être davantage explicitée :
βω
2
→ 0 , coth
[
βω
2
]
=
2
βω
+ o2 (βω) (IV.13)
et on en déduit que :
Cj (t) =
1
pi
+∞∫
0
dωJj (ω)
(
2
βω
cos [ωt]− i sin [ωt]
)
⇒ Re [Cj (t)] = 2
β
1
pi
+∞∫
0
dωJj (ω)
cos [ωt]
ω
(IV.14)
On a donc accès dans ces quelques lignes au théorème de ﬂuctuation-dissipation classique :
d
dt
Re [Cj (t)] = − 2
β
1
pi
+∞∫
0
dωJj (ω) sin [ωt] =
2
β
Im [Cj (t)] (IV.15)
Or, comme CS(t) et CA(t) sont des fonctions respectivement partie réelle et imaginaire de
Cj(t), on remarque qu'il est possible d'écrire :
CA(t) =
β
2
d
dt
CS(t) (IV.16)
En utilisant les équations (IV.8) et (IV.9), la densité spectrale peut être alors exprimée sous
la forme :
Jj (ω) = βωRe
 +∞∫
0
dte−iωtGj (t)
 (IV.17)
Le développement de cette expression est donné en annexe H. Il existe d'autres schémas de
paramétrisation [109, 110], notamment le cas standard, qui diﬀèrent par le traitement de la distri-
bution des conditions initiales WB,j(p0,q0) (éq. (IV.9)). Dans l'hypothèse de haute température
que nous avons faite plus haut, le cas harmonique et le cas standard donne les mêmes résultats 1.
A partir des ﬂuctuations de la diﬀérence d'énergie entre les états diabatiques ∆Ej(t) au cours
du temps et quelques approximations , il est possible de modéliser intégralement Cj(t) et par là
même la densité spectrale Jj(ω). La paramétrisation par des exponentielles permet d'exploiter
la méthodologie des matrices hiérarchiques (HEOM) pour propager les équations de dynamique.
Il ne reste plus qu'à extraire les paramètres à partir des dynamiques QM/MM.
1. Dans le cas standard, on considère que les oscillateurs suivent un cas semi-classique d'une distribution de
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Structure électronique et dynamiques moléculaires
Les calculs de structure électronique QM/MM et les dynamiques moléculaires n'ont pas été
eﬀectués par mes soins mais par T. Firmino, F. Cailliez et A. de la Lande du Laboratoire de
Chimie-Physique d'Orsay. Une description succincte en sera seulement ici faite.
Aﬁn de travailler directement avec des états diabatiques et de façon comparable à ce qui a
été présenté avec les composés organiques à valence mixte de la partie précédente, les simulations
QM/MM sont menées pour la partie mécanique quantique avec la méthode de la DFT contrainte
(cDFT) et la partie mécanique classique avec un champ de force. Pour eﬀectuer les calculs de
cDFT [8], l'implémentation locale du logiciel deMon2k [9, 78] a été utilisée avec la fonctionnelle
PBE [84], une base atomique DZVP (Double Zêta avec des fonctions de polarisation de valence)
[80] et une base auxiliaire GEN-A2 [81]. Une diﬀérence de charge calculée par le schéma de
Hirshfeld [90] de ±1 est imposée entre les cycles indoles des tryptophanes considérés. Les critères
de convergence pour l'énergie des cycles SCF, les coeﬃcients de la densité de charge et les
contraintes sur la charge sont respectivement de 10−7 Ha, 10−5 Ha and 10−5 e−. Pour les calculs
de mécanique moléculaire, le champ de force utilisé est CHARMM27 [113]. L'énergie potentielle
Ei de chaque état |i〉 est donnée par :
Ei = E
P+W2
MM,i − EW2MM,i − EP/W2MM,i + EW2cDFT,i (IV.18)
où EP+W2MM,i est l'énergie de l'ensemble des atomes considérés P et de la paire de tryptophane
étudiée au niveau mécanique moléculaire, EW2MM,i l'énergie de la paire de tryptophane au niveau
mécanique moléculaire, EP/W2MM,i est le potentiel d'interaction de Coulomb de la paire de tryp-
tophane avec les atomes de l'environnement au niveau mécanique moléculaire et EW2cDFT,i est
l'énergie de la paire de tryptophane calculée au niveau cDFT en présence des charges partielles
obtenues par le champ de force. Les termes retranchés permettent d'éviter les doubles comptages
entre ce qui est calculé en mécanique moléculaire et en cDFT.
Aﬁn d'avoir accès à tous les paramètres, deux types de calculs à la géométrie initiale (avant
le transfert) et à la géométrie ﬁnale (après le transfert) sont eﬀectués pour chacun des deux
transferts. En s'appuyant sur la ﬁgure IV.3, la variation de l'écart énergétique entre les deux
états diabatiques pour chacun des deux transferts j est notée ∆Eα,j dans la géométrie initiale
et ∆Eβ,j dans la géométrie ﬁnale :
∆Eα,1 = E2(Q = 0)− E1(Q = 0) ∆Eβ,1 = E2(Q = deq,1)− E1(Q = deq,1) (IV.19)
∆Eα,2 = E3(Q = 0)− E2(Q = 0) ∆Eβ,2 = E3(Q = deq,2)− E2(Q = deq,2) (IV.20)
Passés ces prolégomènes, il est nécessaire d'eﬀectuer les dynamiques moléculaires. Cinq géo-
métries de l'ensemble protéique sont extraites de la précédente étude du laboratoire [106] pour
fournir les conditions initiales du premier transfert après optimisation au niveau cDFT/MM.
Pour le second transfert, après quelques picosecondes, des géométries avec une valeur d'écart
énergétique du bain proche de 0 sont sélectionnées et les dynamiques moléculaires traitées avec
ces états initiaux. Les dynamiques moléculaires sont menées avec un pas de 1 fs et aﬁn de conser-
ver une température de 300 K, un thermostat de Nosé-Hoover [114, 115] associé à un paramètre
de 0.3 ps−1.
En considérant que le bain ﬂuctue avec une valeur moyenne nulle, on peut considérer que
l'écart énergétique entre les deux états électroniques en l'absence de bain est :
∆j =
1
2
(〈∆Eα,j(t)〉t − 〈∆Eβ,j(t)〉t) et λj = 12 (〈∆Eα,j(t)〉t + 〈∆Eβ,j(t)〉t) (IV.21)
Wigner et la densité spectrale s'écrit :
Jj,stand (ω) = 2 Re
 +∞∫
0
dte−iωtGj (t)
 tanh(βω
2
)
Dans l'hypothèse de haute température que nous avons faite plus haut, on retrouve bien l'expression (IV.17) du
cas harmonique : tanh
(
βω
2
) ≈ βω
2
. Ce cas est discuté dans la référence [109] en s'aidant des articles [111, 112].
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Figure IV.3  Représentation schématique des modes normaux de la protéine pour un hamiltonien
à 2 états. Qj désigne une coordonnée collective représentant tous les modes normaux qi,j pour le jème
transfert. deq,j est un déplacement collectif représentatif des di,j . ∆j et λj sont respectivement l'écart
entre les niveaux électroniques et l'énergie de réorganisation pour le jème transfert. ∆Eα,j et ∆Eβ,j
représentent la diﬀérence d'énergie entre les deux états diabatiques respectivement à la géométrie initiale
(avant transfert) et à la géométrie ﬁnale (après transfert).
où 〈f(t)〉t = 1N
N∑
k=1
f(tk) est la moyenne sur l'ensemble des points de la trajectoire, tk désigne un
temps donné et N le nombre total de points de la trajectoire.
Le couplage électronique VDA(t) est calculé de la même façon que pour les composés orga-
niques à valence mixte [91] avec la fonctionnelle PBE. Cependant, le couplage électronique est
connu pour être surestimé à cause de l'erreur d'auto-interaction [116], ce que nous avons déjà
remarqué dans la partie précédente. Le couplage est corrigé a posteriori en calculant un facteur
linéaire d'échelle à partir d'un échantillon de géométries calculées au niveau GGA (Gradient
Generalized Approximation) (PBE) et au niveau hybride en ajoutant 50% d'échange de Fock
(PBE0 [88] avec l'implémentation des fonctionnelles hybrides dans deMon2k [89]). En eﬀet, des
simulations eﬀectuées totalement au niveau PBE0 seraient bien trop coûteuses sur l'échelle de
toutes les dynamiques. Le couplage électronique utilisé dans les hamiltoniens (IV.2) est pris
comme la moyenne quadratique des couplages ainsi corrigés au cours du temps :
VDA =
√
〈VDA(t)2〉t (IV.22)
Prendre un couplage constant est déjà une approximation importante mais est inhérente au mo-
dèle choisi. Prendre la moyenne quadratique permet d'éviter de moyenner des couplages pouvant
devenir négatifs au cours de la dynamique et abaisser la valeur globale du couplage électronique.
Paramétrisation du bain
L'écart énergétique des deux états diabatiques ∆Eα,j (eq. (IV.19)) est calculée en présence
du bain au cours du temps (le temps est discrétisé avec un pas de temps ∆t = 1 fs.). En utilisant
les relations données par ses valeurs moyennes (eq. (IV.21)), la fonction de corrélation Gj(t) (eq.
(IV.8)) de la variation temporelle de l'écart énergétique (eq. (IV.10)) est donnée par :
Gj(t) =
〈(
∆Eα,j (t)−∆Eα,j (t)
)(
∆Eα,j (0)−∆Eα,j (t)
)〉
t
(IV.23)
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Pour cette section, nous avons suivi la méthodologie de la référence [117]. L'équivalent numé-
rique de l'expression de la fonction de corrélation classique (IV.23) pour le jième transfert pour
Ntraj trajectoires est :
Gj(k) =
1
N − k
N∑
l=k+1
(
∆Eα,j,i (l)−∆Eα,j,i
) (
∆Eα,j,i (l − k)−∆Eα,j,i
)
(IV.24)
La fonction de corrélation Gj(t) est directement liée à la fonction de corrélation du terme de
couplage système-bain et peut être reliée à son équivalent quantique par la relation (IV.16).
Densité spectrale Comme on l'a vu dans les deux parties précédentes, la construction d'une
densité spectrale J(ω) est d'une grande utilité à la fois pour analyser les modes en jeu au cours
du transfert de charge mais aussi comme support pour eﬀectuer les dynamiques dissipatives. De
façon pratique, il n'est conservé que 8 ps de chaque fonction de corrélation Gj,i(t) (c'est à dire
N = 8000) et cette dernière est convoluée par une gaussienne de largeur τ1= 1460 fs et τ2= 1230 fs
telle que GC,j,i(t) = Gj,i(t)e
−
(
t
τj
)2
. Cette largeur a été déterminée sur la moyenne des fonctions
de corrélation des cinq structures pour le premier transfert (G1(t) et de trois trajectoires (2,4,5)
pour le second transfert (G2(t)). La constante τj représente un temps typique de la fonction de
corrélation obtenu par un ajustement numérique d'une fonction exponentielle sur Gj(t). Cette
opération de multiplication de Gj(t) par une fonction de fenêtrage revient à un lissage de la
densité spectrale par convolution. Il est à noter que la gaussienne n'est pas normalisée, ce qui
diminuerait l'intensité de façon générale : on suppose que les valeurs initiales de la fonction
de corrélation sont correctement paramétrées par le calcul cDFT. La fonction de corrélation
obtenue est ensuite interpolée avec 221 points par un algorithme de spline cubique [70]. Comme
précédemment, il est ici nécessaire de construire la partie imaginaire de la fonction de corrélation
Gj(t) avant d'avoir à la densité spectrale. Dans la démarche qui a été suivie pour obtenir la
densité spectrale, il suﬃt d'eﬀectuer une transformée de Fourier puis d'appliquer l'expression
(IV.17).
Aﬁn de pouvoir exploiter le potentiel de la méthodologie des matrices auxiliaires (voir équa-
tion (I.87)), la fonction de corrélation doit être écrite sous la forme d'un total de ncorr,j termes :
Cj (t) =
ncor,j∑
k=1
αk,je
iγk,jt (IV.25)
Dans le but d'accéder à cette paramétrisation, la densité spectrale peut être approximée sous
la forme d'une décomposition en nlorentz,j termes :
Jj(ω) =
nlorentz,j∑
l=1
pl,jω[
(ω + Ωl,j)2 + Γ
2
l,j
] [
(ω − Ωl,j)2 + Γ2l,j
] (IV.26)
Dans l'approximation du théorème de ﬂuctuation-dissipation classique (eq. IV.16), les para-
mètres αk,l et γk,l utilisés dans la fonction de corrélation peuvent être écrits :
αl,j =

pl,j
8Ωl,jΓl,j
(
2
β(Ωl,j+iΓl,j)
− 1
)
pour l pair
pl,j
8Ωl,jΓl,j
(
2
β(Ωl,j−iΓl,j) + 1
)
pour l impair
(IV.27)
γl,j =
{
Ωl,j + iΓl,j pour l pair
−Ωl,j + iΓl,j pour l impair (IV.28)
Cette expression n'est valable que dans le domaine de validité de l'approximation de comporte-
ment classique, c'est à dire haute température et basses fréquences.
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Table IV.1  Ecarts énergétiques ∆j , énergies de réorganisation λj et couplages électroniques VDA,j
calculés par cDFT/MM selon respectivement les formules (IV.21) et (IV.22) pour les cinq trajectoires,
moyenne et écart-type.
Trajectoires 1 2 3 4 5 Moy. Ec.-type
∆1(eV) -0.48 -0.44 -0.59 -0.66 -0.39 -0.51 0.11
λ1(eV) 1.14 1.17 1.14 1.17 1.21 1.17 0.03
VDA,1(meV) 9.72 27.87 19.63 8.85 24.46 19.66 8.57
∆2(eV) -0.29 -0.51 -0.11 -0.82 -0.47 -0.44 0.27
λ2 (eV) 1.89 1.80 1.74 1.49 1.50 1.68 0.18
VDA,2(meV) 28.23 22.81 28.31 44.83 48.88 36.10 11.49
Résultats et discussion
Nous discuterons les résultats obtenus pour les diﬀérentes trajectoires à travers la méthodo-
logie exposée ci-dessus. Les résultats sont présentés dans la table IV.1 et la ﬁgure IV.4.
Paramètres électroniques Dans un premier temps, nous allons discuter les paramètres élec-
troniques obtenues par cDFT/MM, notamment l'écart énergétique ∆j et l'énergie de réorgani-
sation λj obtenu selon l'expression (IV.21) et le couplage électronique VDA,j selon l'équation
(IV.22) de la table IV.1.
Le premier point qui peut être soulevé est la grande variabilité des paramètres obtenus pour
les paramètres ∆j etVDA,j . L'écart-type trouvé sur cet échantillon de trajectoires est de l'ordre
grandeur des valeurs calculées. Ceci s'explique par la taille importante de l'espace des conﬁgura-
tions qui peut être sondé au cours de chaque trajectoire et pose le problème de l'accroissement
de l'échantillonnage statistique sur les trajectoires. Cinq trajectoires même longues (≈ 25 ps)
paraissent en eﬀet peu pour sonder toutes les géométries d'intérêt à 300 K pour le système élec-
tronique. Ces calculs restent excessivement coûteux en ressources et en temps. En revanche, la
paramétrisation du bain est moins sujette aux problèmes de convergence. L'énergie de réorgani-
sation λj possède un faible écart-type qui laisse à supposer que l'on peut correctement sonder
les modes vibrationnels responsables de la dynamique du transfert. Les temps typiques de vi-
bration pouvant aller de la femtoseconde à la centaine de femtosecondes, il est probable que la
méthodologie ici développée permette dans l'échelle de temps choisie de décrire correctement un
bain.
Concernant les résultats en eux-mêmes, on peut constater que le couplage électronique VDA,j
croit approximativement d'un facteur 2 entre le premier et le second transfert. En revanche, l'écart
entre les niveaux électroniques décroît et l'énergie de réorganisation augmente. Les variations sont
pour chacun relativement faibles. On peut également noter que l'énergie de réorganisation est ici
massive : 1 à 2 eV, soit environ 8000 à 16 000 cm−1 et elle va de plus du double à quatre fois l'écart
énergétique entre les niveaux électroniques. Le bain est donc fortement couplé et nécessitera des
techniques de propagation adaptées. Le couplage électronique VDA,j est faible, de l'ordre de
la dizaine de meV. Les états diabatiques et adiabatiques sont donc relativement proches. Pour
la suite de cet exposé, nous utiliserons la valeur moyenne comme la donnée représentative des
couplages électroniques VDA,j et des écarts des niveaux électroniques ∆j .
Fonction de corrélation / Densité spectrale Nous nous intéresserons ici à la description
des résultats obtenus pour les fonctions de corrélation selon l'équation (IV.23) et les densités
spectrales selon l'équation (IV.17) dans les diﬀérents cas étudiés. Les résultats sont présentés
sur la ﬁgure IV.4. Dans le cas des deux transferts, les fonctions de corrélations décroissent gé-
néralement rapidement dans les 500 premières femtosecondes avant de subir la lente relaxation
sur plusieurs picosecondes. Pour les trajectoires 1 et 3 du second transfert, les fonctions de cor-
rélation obtenues ne sont pas convergées : elles présentent un comportement asymptotique non
nul au-delà de 4 ps. La durée de la trajectoire s'y aﬀérant a été insuﬃsante pour décrire des
mouvements amorcés et très mous qui empêchent de sonder correctement l'espace des phases.
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Figure IV.4  Fonctions de corrélation réelles (eq. IV.23) et densités spectrales harmoniques (eq.
IV.17) associées. En haut à gauche : fonctions de corrélation G1,i(t) de chacune des i trajectoires pour le
transfert |1〉 → |2〉. En haut à droite : fonctions de corrélation G2,i(t) de chacune des i trajectoires pour le
transfert |2〉 → |3〉. En bas à gauche : J1,i densité spectrale harmonique pour chacune des i trajectoires.
En bas à droite : J2,i densité spectrale harmonique pour chacune des i trajectoires (Remarque : les
densités spectrales issues des trajectoires 1 et 3 ne sont volontairement pas montrées car leurs fonctions
de corrélation associées ne sont pas convergées.)
Elles ne seront pas prises en compte pour la suite des calculs.
Dans le cas de chaque transfert, les densités spectrales obtenues sont similaires pour les dif-
férentes trajectoires. On peut repérer diﬀérentes structures importantes : l'une inférieure à 1000
cm−1, une autre entre 1000 et 2000 cm−1 et une dernière entre 3000 et 4000 cm−1. L'attribution
de ces bandes à des mouvements atomiques ne peut être analysée aussi aisément qu'auparavant
car nous n'avons pas accès à la matrice hessienne et aux modes normaux. Néanmoins, on peut
interpréter l'apparition de ces bandes sur la base des fréquences typiques associées au mouve-
ment nucléaire. En-dessous de 1000 cm−1, ce sont des mouvements mous liés à la protéine et
aux molécules d'eau qui composent l'environnement. Entre 1000 et 2000 cm−1, on attend des
mouvements d'élongation des liaisons carbone-carbone des molécules de tryptophane contraintes.
Entre 3000 et 4000 cm−1, les vibrations d'élongation carbone-hydrogène des tryptophanes sont
attendues ainsi que les vibrations d'élongation oxygène-hydrogène de l'eau.
Les densités spectrales des deux transferts sont similaires même si la diminution des modes
entre 1000 et 2000 cm−1 est notable entre le premier et le second transfert. On peut supposer
que les paires de tryptophanes ne sont pas disposées de la même manière, ce qui inﬂuence les
modes d'élongation du squelette carboné.
Dans la suite de l'exposé, on garde uniquement la moyenne obtenue pour les fonctions de
corrélation et les densités spectrales de chacun des deux transferts.
Les densités spectrales sont par la suite ajustées numériquement par des lorentziennes oh-
miques de la forme (IV.26). Les résultats sont données sur la ﬁgure IV.6 et la table IV.2.
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Table IV.2  Paramètres de l'ajustement numérique (éq. (IV.26)) pour les densités spectrales J1(ω)
et J2(ω) utilisées (voir ﬁg. IV.6).
pl,1 1.377.10−11 6.117.10−10 1.233.10−10 1.490.10−10 4.414.10−10
Ωl,1 4.041.10−4 2.897.10−3 5.598.10−3 7.068.10−3 1.561.10−2
Γl,1 5.776.10−4 1.368.10−3 3.441.10−4 1.277.10−4 6.207.10−4
pl,2 1.458.10−11 8.177.10−10 8.175.10−10 1.234.10−10 3.932.10−10
Ωl,2 3.195.10−4 3.106.10−3 6.465.10−3 7.225.10−3 1.537.10−2
Γl,2 5.399.10−4 1.079.10−3 8.436.10−4 1.355.10−4 3.779.10−4
IV.1.2 Cas à trois états
Nous avons vu comment paramétrer les hamiltoniens à deux états (IV.2) qui sortent naturel-
lement des simulations cDFT/MM. Cependant, aﬁn de décrire la dynamique sur l'ensemble de
la chaîne des tryptophanes, il est nécessaire de construire l'hamiltonien à trois états. Ce seront
les paramètres obtenus dans le modèle spin-boson qui seront réinjectés dans un hamiltonien à
trois états tel que celui présenté sur l'équation (IV.1). Une représentation schématique de cet
hamiltonien est donnée sur la ﬁgure IV.5.
Figure IV.5  Représentation schématique des modes normaux de la protéine pour les coordonnées
qi des modes impliqués dans les deux transferts W377 → W•+400 et W324 → W•+377. Chacun de ces deux
transferts peut être représenté le long d'une coordonnée collective Q. Les écarts électroniques (∆1 et ∆2)
et les énergies de réorganisation (λ1 et λ2) sont représentées ainsi que les grandeurs mesurées ∆Eα,1,
∆Eα,2, ∆Eβ,1, ∆Eβ,2.
Hypothèse des bains non-corrélés
On suppose ici que les bains sont non-corrélées. Formellement, cette approximation s'exprime
sous la forme
TrB
[
B1 (t)B2
(
t′
)
ρeqB
]
= 0 (IV.29)
Comme les couplages vibroniques cl,1 et cl,2 agissent chacun sur le lème mode normal, il est
possible d'eﬀectuer un traitement quantique similaire à celui développé dans l'annexe F pour
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obtenir :
TrB
[
B1 (t)B2
(
t′
)
ρeqB
]
=
∑
l
cl,1cl,2
2ωl
e−iωl(t−t
′) 1
1− e−βωl +
∑
l
cl,1cl,2
2ωl
eiωl(t−t
′) 1
eβωl − 1 (IV.30)
≈
∑
l
cl,1cl,2
2βω2l
(
e−iωl(t−t
′) + eiωl(t−t
′)
)
+
∑
l
cl,1cl,2
4ωl
(
e−iωl(t−t
′) − eiωl(t−t′)
)
(IV.31)
Pour que la condition (IV.29) soit satisfaite pour tout temps t, elle doit être satisfaite au
temps t = 0 d'où : ∑
l
cl,1cl,2
ω2l
=
∑
l
ω2l dl,1dl,2 ≈ 0 (IV.32)
Le sens physique d'une telle approximation est que lorsqu'un mode est fortement déplacé
par le premier jeu de modes, il ne l'est pratiquement pas par le second. Les déformations lors
du premier transfert sont donc supposées ne pas inﬂuencer le second. Sur la base des calculs
QM/MM réalisés jusqu'à présent (dynamique du transfert de charge avec contrainte appliquée
uniquement sur deux cycles indoles), l'approximation des bains non-corrélés ne peut pas être
analysée sans procéder à des approximations supplémentaires. Pour cela, il faudrait procéder
lors de la propagation des trajectoires classiques au calcul de structures électroniques pour si-
multanément les états |1〉 → |2〉 et |2〉 → |3〉 (c'est à dire mesurer les quantités ∆Eβ,1 et ∆Eα,2
de la ﬁgure (IV.2)). Ce point sera détaillé dans les perspectives de la conclusion.
Changement de référence des oscillateurs
De nombreux problèmes doivent être soulevés dans le cadre du système à trois états. La façon
avec laquelle l'on déﬁnit la distribution initiale du bain sur laquelle sera menée la dynamique
en est un premier. En eﬀet, il serait nécessaire d'introduire une matrice densité initiale extraite
d'un calcul prenant en compte la séparation de charge entre la ﬂavine et le premier tryptophane
de la chaîne. Cette distribution ne nous étant pas accessible par le calcul, nous choisissons ici de
procéder en supposant que la chaîne des tryptophanes est dans son état neutre et que la géométrie
de cet état neutre est correctement représentée par la géométrie moyenne des positions d'équilibre
de chacun des deux états diabatiques calculés par DFT contrainte. Comme nous avons pu le voir
au cours des chapitres précédents, on peut changer la référence des oscillateurs du bain. Le
changement de coordonnée est alors le suivant :
qi = q˜i − di,1
2
+
di,2
2
(IV.33)
Il est alors possible de réécrire l'énergie potentielle des oscillateurs du bain dans l'équation
(IV.1) sous la forme :
1
2
∑
i
(
ω2i
(
q˜i ± di,1
2
± di,2
2
)2)
=
1
2
∑
i
ω2i q˜
2
i ±
∑
i
ci,1
2
q˜i ±
∑
i
ci,2
2
q˜i +
λ1 + λ2
4
± 1
2
∑
i
ω2i di,1di,2 (IV.34)
Lors de ce changement de coordonnée, on voit apparaître le terme
∑
i
ω2i di,1di,2 qui représente
la corrélation des bains. Dans l'hypothèse de non-corrélation des bains telle que stipulée dans
relation (IV.32), ce terme est négligé. On peut alors changer l'origine des énergies en plaçant la
référence de l'énergie potentielle à λ1+λ24 (voir notamment la ﬁgure IV.2) à l'hamiltonien à trois
états suivant :
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H =
−∆1 VDA,1 0VDA,1 0 VDA,2
0 VDA,2 ∆2
+ S1B1 + S2B2 +HB (IV.35)
∆1 et ∆2, VDA,1 et VDA,2 sont respectivement l'écart des niveaux électroniques et les constantes
de couplage électroniques pour le transfert 1 et le transfert 2.
Les termes Bj =
∑
i
ci,j q˜i représentent les ﬂuctuations induites par le jème bain sur les états
|1〉 et |2〉 pour j = 1 et |2〉 et |3〉 pour j = 2. Les constantes de couplage vibronique associées
aux modes qi sont ci,1 et ci,2.
S1 et S2 sont les matrices de couplage du système à l'environnement déﬁnies telles que :
S1 =
1
2
1 0 00 −1 0
0 0 −1
 et S2 = 1
2
1 0 00 1 0
0 0 −1
 (IV.36)
HB est la matrice représentant le bain :
HB =
1
2
∑
i
(
p2i + ω
2
i q˜
2
i
)1 0 00 1 0
0 0 1
 (IV.37)
C'est cet hamiltonien que nous chercherons à résoudre dans la partie qui suit. Pour ce faire,
nous utiliserons la méthode des matrices hiérarchiques dont la robustesse a fait ses preuves dans
les parties précédentes. Cependant, de nouvelles diﬃcultés viennent à nouveau s'ajouter dans la
propagation de l'équation de Liouville-Von Neumann, elles font l'objet du développement des
parties suivantes.
Résolution
La résolution de l'équation de Liouville-Von Neumann pour la propagation dynamique de
cet hamiltonien est réalisée par la méthode des matrices hiérarchiques (HEOM) (éq. (I.149)).
La résolution est alors exacte dans le cadre des diﬀérentes approximations (bain harmonique et
couplage linéaire) que nous avons couramment utilisées pour les diﬀérents hamiltoniens présen-
tés dans cette thèse. L'hamiltonien à trois états n'échappe pas à cette règle. Cependant, une
approximation que nous avons déjà évoquée au cours du chapitre précédent doit être utilisée
pour pouvoir correctement discuter cet hamiltonien. En eﬀet, si l'on ne dispose que des deux
seules fonctions de corrélation que nous avons précédemment déterminées, il est nécessaire de
supposer que les deux bains ne sont pas corrélés. Le traitement des bains corrélés dont l'inﬂuence
ne peut pas par des considérations a priori être trouvée négligeable doit passer par la détermi-
nation des fonctions de corrélation du croisement des deux termes de couplage système-bain.
Même s'il faut garder à l'esprit son existence, nous la négligerons pour la suite de ce travail.
En appliquant l'approximation de l'équation (IV.29), il est possible de réécrire les équations des
matrices hiérarchiques sous la forme :
ρS,I(t) = e
t∫
0
dτ
τ∫
0
dt′TrB [L(τ)L(t′)ρ
eq
B ]
ρS,I(0) (IV.38)
avec
TrB[L(τ)L(t
′)ρeqB •]
= TrB[[(S1(τ)B1(τ) + S2(τ)B2(τ)), [(S1(t
′)B1(t′) + S2(t′)B2(t′)), ρ
eq
B •]]] (IV.39)
≈ −[S1(τ), {S1(t′)ρeqBC1(τ − t′)•} − {h.c.}]− [S2(τ), {S2(t′)ρeqBC2(τ − t′)•} − {h.c.}]
(IV.40)
Dans le cadre de l'approximation des bains non-corrélés, la deuxième expression vient avec
un signe "=". Il apparaît alors qu'il sera possible de développer l'équation sous la forme de deux
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hiérarchies d'équations indépendantes, auxiliaires de calcul et l'équation maîtresse sur laquelle
s'appliqueront l'une et l'autre des hiérarchies. Le système d'équations diﬀérentielles peut alors
s'écrire :

˙ρS,I(t) = −
[
S1(t),
ncor,1∑
j=1
ρ
1+j ,1
(t)
]
−
[
S2(t),
ncor,2∑
j=1
ρ
1+j ,2
(t)
]
˙ρn,1(t) = −
[
S1(t),
ncor,1∑
j=1
ρ
n+j ,1
(t)
]
+
ncor,1∑
j=1
nj
(
αj,1S1(t)ρn−j ,1
(t)− α˜j,1S1(t)ρn−j ,1(t)
)
+i
ncor,1∑
j=1
njγj,1ρn,1(t)
˙ρn,2(t) = −
[
S2(t),
ncor,2∑
j=1
ρ
n+j ,2
(t)
]
+
ncor,2∑
j=1
nj
(
αj,2S2(t)ρn−j ,2
(t)− α˜jS2(t)ρn−j ,2(t)
)
+i
ncor,2∑
j=1
njγj,2ρn,2(t)
(IV.41)
La résolution dans le cas des bains non-corrélés ne présente a priori ni modiﬁcation concep-
tuelle ni changement important du programme. Ce seront ces résultats que nous allons de discuter
dans le chapitre suivant.
IV.2 Dynamique du transfert de charge - Résultats
La résolution des équations de ce nouveau système moléculaire présente un degré de diﬃculté
largement supérieur à ceux qui ont pu être évoqués précédemment. Nous ne sommes pas en
mesure de résoudre complètement le problème tel que nous l'avons formulé. Plusieurs raisons
peuvent être évoquées pour expliquer nos diﬃcultés. D'une part, le système est fortement couplé
à son environnement (l'énergie de réorganisation dépasse l'électron-volt, de l'ordre de grandeur
d'une transition électronique). Dans le formalisme des matrices hiérarchiques, cela nécessite de
monter à des ordres élevés. La structure de notre code nécessite de stocker cette hiérarchie.
Or, cette dernière croît rapidement et rend le calcul numériquement impossible. Il nous faut
donc faire de nouvelles approximations pour réduire le nombre de termes dans la fonction de
corrélation. D'autre part, l'approximation de ﬂuctuation-dissipation classique n'est plus valable
concernant des modes de plus haute fréquence. Ceci se traduit par des instabilités numériques
qui nécessitent de rajouter des fréquences de Matsubara dans la décomposition de la fonction de
corrélation rendant la résolution encore plus diﬃcile. Dans la prochaine partie, nous chercherons
à voir comment dépasser cet ouroboros.
IV.2.1 Validation du modèle par les hamiltoniens à deux états
Dans un premier temps, nous pouvons revenir aux résultats donnés par les hamiltoniens à
deux états et essayer de trouver une façon de simpliﬁer le problème en général. Il est toujours
possible de calculer les paramètres τSB et ξSB qui sont respectivement la période de Rabi et le
paramètre validant la théorie de perturbation dans le cas markovien sans partie principale. Ces
données se trouvent dans la table IV.3. Pour les deux transferts, la période de Rabi est de l'ordre
de 10 fs ce qui est très inférieur au temps typique de la fonction de corrélation de l'ordre de la
ps. Il est donc attendu que la dynamique soit fortement non-markovienne et que le paramètre
ξSB  1 semblant indiquer la validité d'une théorie de perturbation n'ait alors que très peu de
sens. En eﬀet, les phénomènes non-markoviens dépassant un simple ordre 2 ne seront alors pas
pris en compte ouvrant de nouvelles voies qui ne seront pas forcément perturbatives.
Une dynamique non-markovienne justiﬁe pleinement l'utilisation des matrices hiérarchiques
qui ont montré leurs capacités à résoudre ce problème. Aﬁn d'atteindre la convergence des ré-
sultats obtenus pour les hamiltoniens à deux états, il a été nécessaire de monter (en l'absence
de fréquences de Matsubara) à des ordres 40 pour le transfert |1〉 → |2〉 et 80 pour le transfert
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Table IV.3  Périodes caractéristiques du système électronique τSB , pulsations de Rabi et paramètres
de perturbation ξSB pour chacun des transferts |1〉 → |2〉 et |2〉 → |3〉.
|1〉 → |2〉 |2〉 → |3〉
τSB (fs) 8.03 9.24
ΩRabi cm−1 4140 3600
ξSB 2.56.10−3 6.15.10−3
|2〉 → |3〉. Les valeurs élevées de ces ordres se manifestent dans le nombre de matrices dans la
hiérarchie.
En eﬀet, le nombre de matrices hiérarchiques nhiera nécessaires pour traiter un cas avec une
seule hiérarchie est donné par :
nhiera =
(ncorr + nheom)!
ncorr! nheom!
(IV.42)
où ncorr est le nombre de termes dans la décomposition de la fonction de corrélation et nheom est le
nombre de niveaux dans la hiérarchie des matrices hiérarchiques. L'ordre du calcul est donné par
2nheom. Le nombre de matrices hiérarchiques pour quelques exemples judicieusement choisis sont
donnés dans la table IV.4. On peut remarquer que le problème complet optimiste (nécessitant les
cinq lorentziennes mais sans les fréquences de Matsubara) nécessiterait une quantité de l'ordre
de 1010 matrices. Ce qui est pour l'instant inaccessible pour notre code : nous sommes capables
de traiter un ordre de grandeur de 106 matrices.
Nous sommes cependant capable de traiter sans problème tous les cas faisant appel à deux
lorentziennes et les cas faisant appel à trois lorentziennes à l'ordre 40. Comme nous savons
traiter plus particulièrement les modes de basse fréquence dans l'approximation de ﬂuctuation-
dissipation classique, nous nous appliquerons à regarder en tout premier lieu leur inﬂuence. Ce
sont ces résultats que nous exposons sur la ﬁgure IV.6. Pour le transfert |1〉 → |2〉, les calculs
ne demandent pas d'attention particulière : ils sont convergés dans le cadre de leur modèle. On
se rend compte qu'une lorentzienne n'est pas suﬃsante mais que les résultats présentés pour
deux lorentziennes et trois lorentziennes sont relativement similaires. L'ordre de grandeur de la
décroissance semble comparable.
Pour le transfert |2〉 → |3〉, les résultats à une et deux lorentziennes sont convergés mais
ceux avec trois lorentziennes ne le sont pas (uniquement à l'ordre 40) et le nombre de matrices
qui serait nécessaire (∼ 108) va (largement) au-delà des capacités du code. Cette absence de
convergence se manifeste par des explosions numériques.
On peut cependant se rendre compte que sur les débuts de la dynamique (autour de 100 fs)
les résultats présentent des résultats comparables à ce que l'on peut voir sur dans le transfert
Table IV.4  Nombre de matrices hiérarchiques calculées pour diﬀérents cas à diﬀérents ordres. nlorentz
est le nombre de lorentziennes (eq. (IV.26)). nmatsu est le nombre de fréquences de Matsubara utilisé
pour représenter la fonction de Bose (voir développement de l'éq.(I.87)). ncorr est le nombre de termes
utilisés dans la décomposition de la fonction de corrélation (éq. (IV.25)). 2nheom est l'ordre des matrices
hiérarchiques déﬁni par l'équation (I.150). nhiera est le nombre de matrices à intégrer. Un calcul d'environ
1000000 de matrices est le maximum qui a pu être atteint.
nlorentz nmatsu ncorr nheom nhiera
2 0 4 20 10626
2 0 4 40 135751
3 0 6 20 230230
3 0 6 40 9366819
3 1 7 20 888030
3 1 7 40 62891499
5 0 10 20 30045015
5 0 10 40 1.0272.1010
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Figure IV.6  Résultats de dynamique quantique dissipative obtenus sur les hamiltoniens à deux
états (eq. (IV.2)) obtenus en prenant une à trois lorentziennes et l'ajustement numérique de la densité
spectrale par cinq lorentziennes numérotées de type ohmique. A gauche, résultats obtenus pour le transfert
|1〉 → |2〉, en haut la densité spectrale J1(ω) avec l'ajustement numérique de cinq lorentziennes ; en bas,
population diabatique obtenue pour cinq cas avec les matrices hiérarchiques à l'ordre 40. A droite, résultats
obtenus pour le transfert |2〉 → |3〉, en haut la densité spectrale J2(ω) avec l'ajustement numérique de
cinq lorentziennes ; en bas, population diabatique obtenue avec les matrices hiérarchiques à l'ordre 80
pour les cas à 1 et 2 lorentziennes et à l'ordre 40 pour les cas à 3 lorentziennes. Le code couleur pour
les populations diabatiques est le suivant : en bleu clair, avec la seule lorentzienne 1, en bleu foncé avec
les deux lorentziennes 1 et 2, en rouge avec trois lorentziennes 1,2 et 3, en vert avec trois lorentziennes
1,2 et 4, en violet avec trois lorentziennes 1,2 et 5. Tous les cas à 3 lorentziennes sont réalisés avec une
fréquence de Matsubara.
|1〉 → |2〉 : les dynamiques avec les seules deux lorentziennes les plus basses en fréquence donnent
des résultats proches des calculs avec trois.
Dans la suite, nous ne considèrerons que les deux lorentziennes 1 et 2, celles de plus basses
fréquences. Il est possible de supposer que les modes de plus hautes fréquences se manifestent
principalement au début de la dynamique et que les basses fréquences contrôlent les longs temps
qui sont davantage déterminants dans ce problème. Il est également possible que l'inﬂuence d'une
quatrième ou d'une cinquième lorentzienne modiﬁe par les interactions mutuelles la dynamique
sans que nous puissions nous en rendre compte avec les résultats actuels. Néanmoins, cet aspect
ne peut être que déﬁnitivement résolu qu'avec des calculs qui sont hors de portée numériquement.
Nous ne pouvons pas espérer résoudre le problème complètement mais plutôt tirer ici au moins
un ordre de grandeur de la durée des dynamiques. Le problème du coût computationnel est bien
connu : l'implémentation utilisée ici reste naïve et pourrait être considérablement améliorée.
Plusieurs ont déjà été proposées : avec des algorithmes de ﬁltrage [55], avec des implémentations
adaptées aux architectures massivement parallèles [56] ou au calcul promoteur sur GPU [57].
IV.2.2 Résolution de l'hamiltonien à 3 états
En supposant le modèle avec deux lorentziennes de basses fréquences valide, il est possible
de résoudre le système d'équations (IV.41). Les résultats de cette dynamique sont donnés sur la
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Figure IV.7  En lignes pleines, évolution des populations diabatiques P1, P2, P3 (selon l'équation
(IV.43) obtenues à l'aide des lorentziennes 1 et 2 de J1(ω) et J2(ω) (ﬁg. IV.6) pour chacun des 3 états.
En pointillés, résultats de l'ajustement numérique obtenus pour le modèle (IV.46) avec les paramètres de
la table IV.5.
ﬁgure (IV.7) et la ﬁgure (IV.8).
Observables
Nous allons au cours de cette partie discuter de plusieurs grandeurs que nous avons déjà
vues dans les parties précédentes mais qui sont ici adaptées à l'hamiltonien à trois états. Tout
d'abord, la matrice densité ρS(t) est contrairement aux parties précédentes une matrice 3 par
3 représentant les trois états diabatiques du système. Les populations diabatiques pour chacun
des trois états diabatiques sont données par la diagonale de la matrice densité :
P1 = ρS,11 P2 = ρS,22 P3 = ρS,33 (IV.43)
La matrice densité étant hermitienne, les cohérences diabatiques peuvent se déterminer
comme :
C12 = ρS,12 C23 = ρS,23 (IV.44)
Enﬁn, nous discuterons une troisième grandeur prise indépendante de la base, la pureté de
la matrice densité déﬁnie comme la trace de la matrice densité au carré : Tr[ρ2S(t)].
Résultats et discussion
Tout d'abord, nous pouvons nous intéresser aux populations diabatiques P1, P2, P3 données
sur la ﬁgure (IV.7). Il est possible de constater que l'état |1〉 se dépeuple comme dans le cas à
deux états en environ 1 ps. L'état |2〉 se peuple pour atteindre un maximum à 300 fs avant de
se dépeupler jusqu'à 4 ps et un transfert complet dans l'état |3〉. Nous avons donc un transfert
successif et complet de l'état |1〉 à l'état |3〉 en passant par l'état |2〉.
Aﬁn d'analyser plus en détail ce transfert à trois états, nous allons utiliser un modèle ciné-
tique qui rationalise les dynamiques que nous avons menées. Sur la ﬁgure IV.6 des résultats de
dynamique quantique obtenus avec seulement deux états, on peut remarquer que si le transfert
|1〉 → |2〉 présente une décroissance exponentielle, le cas |2〉 → |3〉 a un comportement biexponen-
tiel (qu'un simple ajustement numérique comme celui que nous allons faire par la suite permet de
conﬁrmer). Nous considérerons donc un modèle de transfert de charge à travers un seul processus
d'ordre 1 pour |1〉 → |2〉 et un double processus d'ordre 1 pour chaque pour |2〉 → |3〉 :
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Table IV.5  Constantes de vitesse obtenues par ajustement numérique du modèle cinétique (IV.46)
(en fs−1) (entre parenthèses la poids de la contribution).
|1〉 → |2〉 |2〉 → |3〉
k1 = 6.25.10−3 k2 = 2.99.10−2 (α = 0.60)
k3 = 9.07.10−4 (1− α = 0.40)
|1〉 k1→ |2〉 k2,α→
k3,1−α
|3〉
Les équations cinétiques correspondantes à ce modèle peuvent s'écrire :
P˙1 = −k1P1
P2 = αP2,α + (1− α)P2,1−α
P˙2,α = k1P1 − k2P2,α
P˙2,1−α = k1P1 − k3P2,1−α
P˙3 = αk2P2,α + (1− α)k3P2,1−α
(IV.45)
Les solutions de ce modèle peuvent rapidement se déterminer sous la forme suivante :
P1 = e
−k1t P2 = α
k1
(
e−k1t − e−k2t)
k2 − k1 +(1−α)
k1
(
e−k1t − e−k3t)
k3 − k1 P3 = 1−P1−P2 (IV.46)
Ces expressions permettent de réaliser un ajustement numérique sur ces données avec l'algo-
rithme de ﬁt non-linéaire de gnuplot [68]. Les résultats trouvés sont répertoriés sur la table IV.5
et montrés sur la ﬁgure IV.7.
Il est possible de constater que l'évolution dynamique des populations diabatiques donnée
par le modèle de l'équation (IV.46) se superpose parfaitement à celle obtenue par les matrices
hiérarchiques (cf la ﬁgure IV.7). Cela laisse à penser que ce transfert n'est ni réversible ni ren-
versable pour chacune des deux étapes, ce qui est en bon accord avec l'ordre de grandeur des
écarts énergétiques entre les états diabatiques donnés dans la table IV.1. Le fait que l'on observe
deux processus parallèle pour le second transfert avec des poids relativement comparables laisse
à penser que la population dans le second état se divise dans un premier temps avant de franchir
la barrière relative aux processus de k2 et k3. Le temps de transfert total du premier au troisième
site de l'ordre de 4 ps est dans l'ordre de grandeur des données expérimentales [104].
Les cohérences diabatiques donnent quant à elles des indications supplémentaires. En par-
ticulier, les parties imaginaires constituent une bonne mesure de la décohérence tandis que les
parties réelles donnent des valeurs non nulles à l'inﬁni ce qui provient du fait que le couplage
entre le système et le bain est fort. Cependant, le couplage électronique entre les deux états est
ici faible et la base diabatique peut être considérée proche d'une représentation adiabatique. A
l'asymptote inﬁnie, les cohérences deviennent nulles dans le cas du transfert |1〉 → |2〉 mais pas
dans le cas |2〉 → |3〉 où la partie réelle demeure à une valeur de -0.03. La valeur est faible mais
ne s'annule pas. Elle provient du fait que le système est fortement couplé avec son environnement
et que l'on n'aboutit pas dans les états propres du seul système mais du système et de l'environ-
nement. Ce comportement s'observe également dans la pureté de la matrice densité Tr[ρ2S ] qui
présente un minimum pour retendre à l'inﬁni vers 1. La matrice densité redevient pure à la limite
inﬁnie car seul l'état 3 reste peuplé : l'écart énergétique entre les deux niveaux électroniques |2〉
et |3〉 est à un ordre de grandeur supérieur à celui de l'énergie thermique (3000 cm−1 contre 200
cm−1).
Conclusion
Malgré les diﬃcultés que nous avons rencontrées et les limites du modèle que nous avons
essayées de souligner au cours de l'exposé, ces résultats sont encourageants. Ils montrent l'impor-
tance de traiter les phénomènes non-markoviens en étroite relation avec les ordres de perturbation
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Figure IV.8  Evolution des cohérences diabatiques C12, C23 selon l'équation (IV.44) et pureté
de la matrice densité Tr[ρ2S ] obtenues à l'aide des lorentziennes 1 et 2 de J1(ω) et J2(ω) (ﬁg.
(IV.6) : en haut, Tr[ρ2S ] la pureté de la matrice densité des trois états ; en bas, à gauche cohérences
diabatiques du transfert |1〉 → |2〉 ; en bas à droite |2〉 → |3〉
qui aboutissent à des ordres particulièrement élevés et qui invalident généralement la théorie de
perturbation à l'ordre 2. Le problème reste en lui-même excessivement complexe et malgré les
diﬀérentes approximations, les simulations ont montré un relatif bon accord avec les ordres de
grandeur expérimentaux. La paramétrisation par une approche dynamique cDFT/QM-MM per-
met d'extraire l'écart énergétique diabatique au cours du temps. A travers un comportement
classique et haute température du bain ainsi que l'hypothèse ergodique, il est alors possible de
paramétrer un hamiltonien harmonique à couplage linéaire pour chacun des deux transferts. A
travers cette vision de transferts successifs à deux états, nous construisons un hamiltonien à
trois états pour représenter le système complet à trois tryptophanes. La dynamique est ensuite
menée jusqu'aux limites techniques de nos machines à l'aide de la méthodologie des matrices
hiérarchiques (HEOM) en ne conservant que les deux lorentziennes de plus basse fréquence qui
gouvernaient majoritairement le transfert dans des propagations à seulement deux états. Cepen-
dant, même cette approche menée sur le calcul complet avec les cinq lorentziennes peut soulever
des questions légitimes auxquelles nous tenterons d'apporter plusieurs ouvertures. Tout d'abord,
l'hypothèse de non-corrélation des bains est déjà une approximation forte qui mérite qu'on ap-
porte une plus grande attention à sa validité. Pour ce faire, en s'appuyant sur l'état |2〉, il est
possible de calculer successivement l'écart énergétique avec l'état |1〉 et |3〉 à une même géométrie
et de tirer la ﬂuctuation de la corrélation des bains. Cette contribution peut s'avérer importante
si des modes impliquant des mouvements de l'ensemble de la protéine se manifestent simultané-
ment sur l'un et l'autre site du transfert. La deuxième point qui serait nécessaire d'approfondir
concerne la ﬂuctuations des termes de couplage électronique. En eﬀet, nous avons laissé cette
valeur constante (prise comme la moyenne temporelle) mais c'est une première approximation
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puisque l'on sait d'ores et déjà que cette grandeur ﬂuctue. Il nous faudrait donc de la même
façon que la démarche suivie pour les bains non-corrélées construire une nouvelle fonction de
corrélation. Que ce soit pour la prise en compte des bains non-corrélés ou des corrélations des
couplages, il faudrait ajouter pour chaque une nouvelle hiérarchie d'équations dans la résolution
de l'équation dynamique. Quelques améliorations techniques signiﬁcatives seraient alors requises.
Plusieurs implémentations avec des algorithmes de ﬁltrage [55], une parallélisation eﬃcace [56]
ou du calcul sur GPU [57] ont déjà été proposées, ce qui rendrait possible cette étude dans un
futur proche.
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Résumé et conclusions
L'objet de ce travail de thèse a été d'établir une méthodologie adaptée pour décrire la dy-
namique du transfert d'électron dans le cas d'un couplage système-environnement fort puis de
l'appliquer à trois systèmes moléculaires paramétrés de façon réaliste. Les hamiltoniens utilisés
sont fondés sur des couples donneur-accepteur représentant les degrés de liberté électroniques et
un ensemble d'oscillateurs harmoniques pour décrire son environnement. Malgré leurs similarités,
chacune de ces molécules a ses spéciﬁcités que nous résumons brièvement ci-dessous.
Dans une première partie, nous proposons diﬀérentes approches théoriques et méthodolo-
giques. Partant d'un modèle d'hamiltonien où les degrés de liberté électroniques sont couplés
à un bain d'oscillateurs harmoniques (spin-boson), il est possible de construire une coordonnée
collective (chemin de réaction ou mode eﬀectif) à laquelle sera couplée un bain secondaire. Deux
voies s'ouvrent alors pour résoudre l'équation dynamique associée à cet hamiltonien. Si l'on consi-
dère un bain comme un ensemble continu d'oscillateurs harmoniques que l'on peut analyser sous
la forme d'une densité spectrale, la dynamique peut être traitée par l'équation de Liouville Von-
Neumann dans le formalisme dissipatif où l'on formalise la séparation système-bain. L'équation
peut alors être développée par théorie de perturbation et tronquée à l'ordre désiré. Des approxi-
mations supplémentaires comme l'approximation markovienne ou l'approximation séculaire sont
également présentées. En décrivant la densité spectrale sous la forme de fonctions judicieusement
choisies, il est possible de résoudre le problème dissipatif à l'ordre 2 en l'absence d'approxima-
tion markovienne mais surtout de façon exacte dans le formalisme des matrices hiérarchiques.
L'équation de Liouville-Von Neumann peut alors s'écrire sous la forme d'un système d'équations
diﬀérentielles couplées sous la forme d'une hiérarchie. Comme alternative, si l'on considère le
bain comme un ensemble ﬁni et discret d'oscillateurs harmoniques, la résolution de l'équation de
Schrödinger associée à cet hamiltonien peut être menée par des méthodes de dynamique expli-
cite multidimensionnelles, de façon notable, la méthode multiconﬁgurationnelle de produits de
Hartree dépendant du temps (MCTDH) et son implémentation multi-couche (ML-MCTDH).
Dans une seconde partie, sur la base d'un hamiltonien paramétrant une interface de transfert
de charge d'une hétérojonction, notamment son environnement à l'aide d'une densité spectrale
superohmique, la dynamique quantique a été menée avec la méthode exacte des matrices hié-
rarchiques. Après une transformation des coordonnées permettant d'extraire une coordonnée
collective telle que le mode eﬀectif et le chemin de réaction, la dynamique a été menée avec des
équations approchées utilisant la théorie de perturbation au second ordre. Plusieurs équations-
maîtresses utilisant la théorie de perturbation au second ordre ont été testées avec et sans l'ap-
proximation markovienne et en négligeant ou non les parties principales. Dans la description
du modèle spin-boson, le mode eﬀectif dans sa formulation approchée non-markovienne et avec
les parties principales s'avère être le meilleur rapport qualité-temps de calcul. Ces résultats sont
encore en accord avec les prédictions données a priori par le calcul de paramètres caractéristiques
du système et de l'environnement telles que le temps de corrélation et la fréquence de Rabi.
Dans une troisième partie, trois composés organiques à valence mixte illustrant l'inﬂuence
d'un pont aromatique sur un couple donneur-accepteur ont été étudiés dans un premier temps
par la méthode de DFT contrainte. L'environnement a pu être intégralement paramétré par cette
méthode à travers une densité spectrale et les couplages électroniques ont été modélisés par un
modèle super-échange où le couplage électronique dépend de la distance entre les sites donneur et
accepteur. Deux modèles de propagation dynamique ont ensuite été résolus : l'un où les couples
donneur-accepteur sont couplés directement à un bain continu d'oscillateurs harmoniques (mo-
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dèle spin-boson), l'autre où une transformation de coordonnée (chemin de réaction) est menée en
amont directement sur les modes discrets aﬁn d'extraire une coordonnée collective qui est couplée
cette fois à un bain continu d'oscillateurs harmoniques secondaires. Dans le premier cas, deux
méthodes complémentaires ont été utilisées : les matrices hiérarchiques pour les températures
élevées er les méthodes explicites multidimensionnelles pour décrire un régime de basse tempé-
rature diﬃcilement accessible aux matrices hiérarchiques. Dans le cas d'un modèle vibronique,
une seule approche markovienne a été proposée, elle apporte le début d'une discussion autour
du traitement complet d'une coordonnée collective où le bain n'est pas forcément à l'équilibre.
Dans le cas de ces deux systèmes, les caractéristiques essentielles de ces composés que l'on peut
retrouver dans la classiﬁcation de Robin-Day ont pu être reproduites.
Dans une quatrième partie, le transfert d'électron dans une chaîne de tryptophanes d'un
cryptochrome est regardé à travers l'analyse successive du transfert des sites deux par deux.
La calibration est eﬀectuée pour chacun de ces transferts en s'intéressant à la ﬂuctuation des
niveaux d'énergie électroniques obtenus par dynamique QM/MM. Les paramètres ainsi obtenus
permettent de construire l'hamiltonien à trois états représentant l'ensemble de ces sites et de
résoudre la dynamique idoine à l'aide d'un premier modèle utilisant uniquement les modes de
basse fréquence. Un transfert du premier au troisième site est attendu dans des temps de transfert
de l'ordre de 4 ps en accord avec les attentes expérimentales.
De manière générale, nous montrons que la méthodologie proposée, appliquée à des systèmes-
modèles dans ce travail, est bien adaptée pour l'analyse de l'inﬂuence mutuelle entre le transfert
de charge et les déformations nucléaires. Le problème très fondamental d'un couple donneur-
accepteur couplé linéairement à un ensemble d'oscillateurs harmoniques paraît a priori simple.
Cependant, les systèmes moléculaires présentés sont d'une part structurés, ce qui nécessite d'utili-
ser des ajustements numériques avec un grand nombre de paramètres, et d'autre part fortement
couplés ce qui amène à aller vers des ordres élevés dans le cadre du formalisme des matrices
hiérarchiques. Dans ce cas, le choix de méthodes plus approchées en extrayant une coordonnée
collective décrivant un bain continu peuvent s'avérer intéressantes. Cependant, le bain continu
doit posséder les bonnes propriétés mathématiques (dans ce travail, le cas superohmique) aﬁn
de faire converger les paramètres de la coordonnée. Il n'y a donc pas qu'une seule méthode et
elle doit être correctement adaptée au problème en jeu. Un certain nombre de problématiques
restent encore à dépasser et peuvent être développées au-delà de ce travail, ce qui sera détaillé
par la suite.
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Perspectives
Dans un premier temps, plusieurs perspectives se dégagent pour améliorer la description
des systèmes étudiés au cours de ce travail. L'analyse systématique entreprise en extrayant une
coordonnée collective pour l'hétérojonction pourrait être poursuivie en extrayant une deuxième
coordonnée (voire une chaîne de modes) sur laquelle on pourrait traiter le bain secondaire par une
des méthodes proposées dans ce travail. Les méthodes en matrice densité étant particulièrement
coûteuses, une approche en fonction d'onde paraît dans ce cas mieux adaptée. Une mesure de
la non-markovianité [72] pourrait être aussi étudiée suivant les ordres des matrices hiérarchiques
aﬁn d'étudier l'inﬂuence du fort couplage système-bain sur ces résultats.
Dans le cas des composés organiques à valence mixte, il est envisageable de traiter plus de
degrés de liberté dans le système. Il serait possible alors d'introduire notamment les angles de
torsion entre les cycles phényliques, d'étudier ces degrés de liberté hors du seul équilibre et même
de paramétrer le couplage électronique le long de ces coordonnées. Le transfert d'électron dans
ces molécules est aussi envisageable sous la forme d'un transfert par saut où la charge pourrait
se localiser sur les cycles phényliques du pont. En appliquant diﬀérentes contraintes à l'aide de
la cDFT, il serait possible de discuter ce mécanisme par rapport à celui que nous avons envisagé.
Accroître la taille de la chaîne et modiﬁer le pont par d'autres groupements (alkyles par exemple)
permettrait d'eﬀectuer une analyse systématique et potentiellement prédictive pour le transfert
d'électron dans ces systèmes.
Dans le cas de la chromoprotéine cryptochrome, le modèle pourrait être amélioré en prenant
en compte la corrélation des bains pour les deux transferts ainsi que la ﬂuctuation du couplage
électronique au cours de la dynamique. Cette amélioration du modèle doit se faire conjointement
avec le perfectionnement technique du code des matrices hiérarchiques.
Dans un second temps, nous allons de discuter de perspectives plus générales concernant la
dynamique des systèmes complexes à un grand nombre d'atomes avec des transitions électro-
niques qui reste un déﬁ majeur. Tout d'abord, la qualité de la surface de potentiel sur laquelle
eﬀectuer la dynamique reste l'un des paramètres cruciaux pour pouvoir mener à bien tout calcul
de dynamique exact ou approché. Compte tenu de la taille des systèmes et des diﬃcultés liées
intrinsèquement à la description du transfert d'électron, dans ce travail, nous avons utilisé la
méthode de la théorie de la fonctionnelle de la densité contrainte qui permet de déﬁnir ad hoc
des états diabatiques et de s'abstraire d'une partie des problématiques liées à la diabatisation.
La déﬁnition de la contrainte reste cependant un paramètre qui fait toujours appel à un certain
empirisme. Nous avons également utilisé des fonctionnelles à séparation de portée ayant conduit
à des résultats en bon accord. Par ailleurs, pour des systèmes de très grande taille, comme la
protéine que nous avons étudié, il serait envisageable de mener un travail similaire la théorie de
la fonctionnelle de la densité avec un modèle de liaison forte DFTB (Density Functional Tight
Binding) [118, 119]. La méthodologie décrite au cours de ce travail (par DFT et cDFT) pour
le calcul ab initio constitue un bon rapport qualité-coût de calcul pour les petits systèmes or-
ganiques jusqu'aux protéines par méthode QM/MM. En paramétrisant à l'aide de calculs de
DFT un modèle DFTB, le coût de calcul de cette dernière étant moins élevé avec cette dernière
méthode, il serait possible de renouveler dans le cas de la protéine par exemple un plus grand
nombre de trajectoires pour améliorer la convergence de la fonction de corrélation du couplage
système-bain.
Ensuite, la méthode des matrices hiérarchiques a montré une grande robustesse dans la réso-
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lution du problème du bain harmonique couplé de façon linéaire. Il reste cependant un algorithme
dont la résolution pour des systèmes à basse température, très couplés et structurés, représente
encore un véritable déﬁ. La croissance exponentielle du nombre de matrices dans la hiérarchie
avec l'ordre et le nombre d'éléments dans la décomposition de la fonction de corrélation grève
rapidement les chances de mener le calcul jusqu'à convergence. L'implémentation de l'équipe du
Pr. Q. Shi utilisant des algorithmes de ﬁltrage [55] s'est révélé plus eﬃcace que le nôtre, une
parallélisation eﬃcace [56] ou du calcul sur GPU [57] pourraient également apporter un gain de
performance conséquent.
Par ailleurs, les coordonnées collectives comme le mode eﬀectif ont eﬀectivement permis
d'abaisser le couplage au bain : la théorie de perturbation même au second ordre pour le mode
eﬀectif ont donné des résultats convaincants. La combinaison des matrices hiérarchiques avec
l'extraction d'un mode eﬀectif pourrait permettre de diminuer l'ordre de la hiérarchie nécessaire
pour sa résolution et donc de la faciliter. Parallèlement, ces équations peuvent être reformulées
sous forme stochastique avec une hiérarchie d'équations [22]. Compte tenu d'une évolution vers
une architecture hautement parallélisée des serveurs de calcul, cette dernière représente une des
méthodes d'avenir pour ces équations pour plusieurs raisons. La première est technologique :
en dépit de la nécessité de mener de très nombreuses trajectoires qui peuvent être aisément
parallélisées, il n'est pas nécessaire de travailler et surtout de stocker la matrice densité dans
l'espace de Liouville dont la taille croît au carré par rapport à la fonction d'onde dans l'espace
de Schrödinger. La seconde est conceptuelle : si l'on souhaite aller au-delà du modèle spin-boson
et extraire une coordonnée collective plus adaptée à la description de tel ou tel problème, il est
également nécessaire de ne pas avoir à stocker la matrice densité qui sera démultipliée par la
taille de la hiérarchie. Cette voie a commencé à être explorée dans l'annexe I en utilisant dans un
premier temps la théorie de perturbation à l'ordre 2 selon la référence [17]. Dans ces méthodes
stochastiques, la convergence du calcul reste cependant à explorer mais il y a de bons espoirs de
pouvoir généraliser ces équations pour l'instant à l'ordre 2 vers le calcul complet à l'aide d'une
hiérarchie semblable à celle développée pour les matrices hiérarchiques.
Trouver de nouvelles méthodes dynamiques au-delà du modèle spin-boson ouvre également la
voie à dépasser l'approximation harmonique et le couplage linéaire. Il est possible d'envisager de
remplacer les paraboles du modèle vibronique dans les premières approches par des coordonnées
de réaction paramétrées véritablement par des calculs de chimie quantique. Par ailleurs, le calcul
de la variation du couplage électronique sur ces coordonnées pourrait représenter une évolution
facile à mettre en ÷uvre dans les codes développés pour nos modèles. De nouveaux calculs de
structure électronique sont envisagés pour améliorer ce point dans des travaux futurs.
Néanmoins, toutes ces méthodes reposent toujours sur des bains harmoniques. Est-il alors
envisageable de s'intéresser à des bains qui ne le sont pas ? Il est déjà possible de noter que
les méthodes explicites multidimensionnelles telles que ML-MCTDH qui ont également fait leurs
preuves dans cet exposé ne supposent pas que le bain est harmonique et oﬀrent un formalisme plus
souple dans lequel on peut envisager la résolution de ce nouveau problème. En eﬀet, la surface
de potentiel peut être exprimée sous une forme produit à l'aide d'algorithmes d'ajustement
numérique multidimensionnel détaillés par exemple dans les références [120, 121] : elle est alors
eﬃcacement exploitable par les méthodes multi-couches multiconﬁgurationnelles dépendantes du
temps.
Il n'y a -et nous espérons l'avoir démontré tout au long de ce manuscrit- pas de panacée
même pour les systèmes et les modèles proposés qui paraissent a priori relativement simples. Il
y a des méthodes plus ou moins adaptées à tels ou tels contextes ou paramètres et qui possèdent
les qualités de leurs défauts. Or, arriver à prévoir à l'avance la validité du modèle utilisé est
le fondement d'une résolution correcte et eﬃcace pour décrire le processus en jeu : c'est là art
consommé ou responsabilité du modélisateur que de pouvoir y apporter une réponse.
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Annexe A
Paramètres des lorentziennes pour les modèles
vibroniques de l'hétérojonction
La densité spectrale J1,ME de la ﬁgure (II.7) est ajustée numériquement avec des lorentziennes
de type superohmique selon l'équation (I.114). Le choix de lorentziennes superohmiques provient
du comportement attendu superohmique en ω → 0. Pour des raisons pratiques, il n'est pas
possible d'ajuster le domaine avec des fréquences supérieures à 5000 cm−1 avec cette forme de
lorentziennes. La validité de cet ajustement numérique de J1,ME est donc testée avec un calcul
de dynamique au niveau markovien pour vériﬁer que la dynamique donne un résultat équivalent
à celui obtenu avec le J1,ME original sans ajustement numérique, ce qui est bien vériﬁé. Il est
probable que ces zones de fréquences très élevées ne soient pas sondées par les états impliqués
dans la dynamique.
Table A.1  Paramètres de l'ajustement numérique des lorentziennes de type super-ohmique
avec la densité spectrale J1,ME(ω) (éq. (I.114)).
pk Ωk,1 (u.a.) Γk,1 (u.a.) Ωk,2 (u.a.) Γk,2 (u.a.)
1.621.10−16 2.220.10−3 4.684 .10−3 2.771 .10−3 2.961 .10−3
1.010.10−13 2.525.10−3 1.034 .10−2 2.362 .10−2 8.086 .10−3
9.621.10−17 1.440 .10−2 6.170 .10−4 3.398 .10−3 5.350 .10−4
6.610.10−19 3.563 .10−6 1.057 .10−3 1.034 .10−3 2.383 .10−3
La densité spectrale J1,RP de la ﬁgure (II.6) est ajustée numériquement avec des lorent-
ziennes de type ohmique selon l'équation (I.89). Le choix de lorentziennes ohmique provient du
comportement en ω → 0 observé linéaire (en ω). La qualité de l'ajustement numérique qui semble
honorable à l'oeil nu induit une diﬀérence de maximum 0.06 dans les populations diabatiques
PXT et dans la pureté de la matrice densité Tr[ρ2S,el] en eﬀectuant une dynamique markovienne
appliquée sur une densité spectrale avec et sans ajustement numérique. En réalité, la décroissance
est légèrement plus lente sans ajustement numérique qu'avec. La forme globale de la dynamique
n'est pas modiﬁée, les courts et les longs temps sont reproduits de façon identique. L'ajustement
numérique constitue une source d'erreur mais probablement pas la majoritaire.
Table A.2  Paramètres de l'ajustement numérique des lorentziennes de type super-ohmique
avec la densité spectrale J1,RP (ω) (éq. (I.114)).
pk Ωk (u.a.) Γk (u.a.)
7.447.10−15 5.316.10−3 9.174.10−4
1.128.10−13 6.893.10−3 6.497.10−4
2.590.10−14 2.979.10−3 1.176.10−3
5.139.10−16 1.447.10−2 3.132.10−4
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Annexe B
Paramètres des lorentziennes utilisées pour le
modèle spin-boson des composés organiques à
valence mixte DMPn
L'ajustement numérique est eﬀectuée ici par des lorentziennes de type ohmiques telles que
présentées dans l'équation (I.89).
Table B.1  Paramètres de l'ajustement numérique de la densité spectrale JSB de DMP0 en
u.a. (éq. (I.89)).
pl 8.304.10−10 3.061.10−10 1.287.10−10 4.521.10−11
Ωl 6.123.10−3 7.334.10−3 2.294.10−3 1.398.10−2
Γl 7.460.10−4 5.516.10−4 9.790.10−4 6.913.10−4
Table B.2  Paramètres de l'ajustement numérique de la densité spectrale JSB de DMP1 en
u.a. (éq. (I.89)).
pl 4.021.10−10 6.174.10−11 1.741.10−11 9.374.10−10 1.853.10−10 1.566.10−9 3.534.10−10
Ωl 2.227.10−3 3.149.10−3 4.445.10−3 6.268.10−3 7.349.10−3 1.371.10−2 1.451.10−2
Γl 1.324.10−3 5.393.10−4 3.648.10−4 7.427.10−4 4.546.10−4 5.117.10−4 5.047.10−4
Table B.3  Paramètres de l'ajustement numérique de la densité spectrale JSB de DMP2 en
u.a. (éq. (I.89)).
pl 3.904.10−10 9.885.10−11 2.277.10−11 9.157.10−10 1.537.10−10 1.756.10−9 3.989.10−10
Ωl 2.168.10−3 3.116.10−3 4.441.10−3 6.277.10−3 7.355.10−3 1.370.10−2 1.452.10−2
Γl 1.338.10−3 5.687.10−4 3.654.10−4 7.093.10−4 4.088.10−4 4.742.10−4 4.598.10−4
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Annexe C
Complément pour la transformation continue
des modes eﬀectifs dans le cas super-ohmique
Dans cette annexe, nous nous attacherons à décrire le calcul analytique des formules né-
cessaires pour la détermination des paramètres du mode eﬀectif continu, c'est à dire, Ω¯1, la
pulsation du mode eﬀectif et D0, la constante de renormalisation de la coordonnée collective
ainsi que J1,ME(ω) la densité spectrale secondaire. La procédure décrite dans cette annexe est is-
sue des références [35, 33, 12]. Dans le cas super-ohmique, la densité spectrale associée au modèle
spin-boson peut s'écrire sous la forme (voir équation (I.114)) :
J0 (ω) =
∑
k
pkω
3[
(ω − Ωk,1)2 + Γ2k,1
] [
(ω + Ωk,1)
2 + Γ2k,1
] [
(ω − Ωk,2)2 + Γ2k,2
] [
(ω + Ωk,2)
2 + Γ2k,2
]
(C.1)
C.1 Paramètres du mode eﬀectif D0 et Ω¯1
Ω¯1, la pulsation du mode eﬀectif et D0, la constante de renormalisation de la coordonnée
collective sont données par l'équation (I.28) :
D0 = ‖c‖ =
√√√√ M∑
i=1
c2i et Ω¯
2
1 =
M∑
i=1
c2iω
2
i∑M
i=1 c
2
i
(C.2)
En passant à la limite continue et en utilisant la déﬁnition de la densité spectrale (I.9),
D20 =
2
pi
∫ +∞
0
dωJ0(ω)ω et Ω¯21 =
2
piD20
∫ +∞
0
dωJ0(ω)ω
3 (C.3)
La fréquence du mode eﬀectif Ω¯21 est donnée par la relation :
Ω¯21 =
∑
k
pk
Γk,2Ω
4
k,1 + Γk,1Ω
4
k,2
2Γk,1Γk,2
[
(Ωk,1 − Ωk,2)2 + Γ2k
] [
(Ωk,1 + Ωk,2)
2 + Γ2k
]
+
∑
k
pk
Γk
(
Γ2k + Γk,1Γk,2
)
+ 2 (Γk + Γk,2) Ω
2
k,1 + 2 (Γk,1 + Γk) Ω
2
k,2
2
[
(Ωk,1 − Ωk,2)2 + Γ2k
] [
(Ωk,1 + Ωk,2)
2 + Γ2k
] (C.4)
avec Γk = Γk,1 + Γk,2 tandis que la constante de couplage D0 au mode suit la développement
suivant :
D20 =
∑
k
pk
(
Γk,1Γk,2 (Γk,1 + Γk,2) + Γk,2Ω
2
k,1 + Γk,1Ω
2
k,2
)
2Γk,1Γk,2
[
(Ωk,1 − Ωk,2)2 + (Γk,1 + Γk,2)2
] [
(Ωk,1 + Ωk,2)
2 + (Γk,1 + Γk,2)
2
] (C.5)
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C.2 Densité spectrale secondaire J1,ME
Pour avoir accès à la densité spectrale secondaire J1,ME , on part dans un premier temps d'une
densité spectrale J0(ω) quelconque relative aux couplages vibroniques des modes normaux dans
le modèle spin-boson aﬁn de déterminer une relation avec une densité spectrale J1,ME(ω) propre
aux oscillateurs secondaires couplés à la coordonnée collective. Cette démarche est notamment
développée dans la référence [35]. Dans ce travail, il a également fallu calculer J1,ME(ω) dans
le cas spéciﬁque d'une densité spectrale sous forme de lorentziennes superohmiques telles que
présentées dans l'équation (I.114).
C.2.1 Relation de récurrence entre J0 et J1,ME
Supposons que le spin du modèle spin-boson puisse être pris comme une coordonnée et l'en-
semble des coordonnées respectent un comportement classique [33, 12]. L'hamiltonien du modèle
du mode eﬀectif déﬁni selon l'équation (I.29) peut se réécrire sous la forme :
HQ = U (Q) +
1
2
(P¯ 21 + Ω¯
2
1X
2
1 ) +D0X1Q+
M∑
i=2
1
2
(
P¯ 2i + ω¯
2
i X¯
2
i
)
+
M∑
i=2
κ¯iX¯iX1 (C.6)
où U (Q) est un potentiel représentatif de la coordonnée relative au spin dans le modèle spin-
boson
En mécanique classique, les équations d'Hamilton s'écrivent :
P˙ = −∂HQ
∂X
et X˙ =
∂HQ
∂P
(C.7)
En coordonnées pondérées de masse, elles mènent au système d'équations diﬀérentielles sui-
vant : 
−Q¨ = dU(Q)dt +D0X1
−X¨1 = Ω¯21X1 +D0Q+
M∑
i=2
κ¯iX¯i (z)
− ¨¯ iX = ω¯2i X¯i + κ¯iX1
(C.8)
On pose la transformée de Laplace : Q̂ (z) =
+∞∫
−∞
Q (t) e−iztdt pour obtenir le système d'équa-
tions suivant : 
z2Q̂ (z) = −K̂ (z) Q̂ (z) +D0X̂1 (z)
z2X̂1 (z) = Ω¯
2
1X̂1 (z) +D0Q̂ (z) +
M∑
i=2
κ¯i
̂¯Xi (z)
z2̂¯Xi (z) = ω¯2i ̂¯Xi (z) + κ¯iX̂1 (z)
(C.9)
où l'on a posé le terme K̂(z) tel que :
K(z)Q(z) = −dU(Q(z))
dt
(C.10)
On commence par le résoudre en commençant par les oscillateurs secondaires :̂¯Xi (z) = κ¯i
z2 − ω¯2i
X̂1 (z) (C.11)
puis la coordonnée collective du mode eﬀectif :
z2X̂1 (z) = Ω¯
2
1X̂1 (z) +D0Q̂ (z) + X̂1 (z)
M∑
i=2
κ¯2i
z2 − ω¯2i
(C.12)
⇔ X̂1 (z) = D0
z2 − Ω¯21 −
M∑
i=2
κ¯2i
z2−ω¯2i
Q̂ (z) (C.13)
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pour enﬁn déterminer une expression pour la coordonnée Q représentant le spin :
z2Q̂ (z) = −K̂ (z) Q̂ (z) + D0
2
z2 − Ω¯21 −
M∑
i=2
κ¯2i
z2−ω¯2i
Q̂ (z) (C.14)
⇔ K̂ (z) = −z2 + D0
2
z2 − Ω¯21 −
M∑
i=2
κ¯2i
z2−ω¯2i
(C.15)
Dans la limite continue, en utilisant la déﬁnition de la densité spectrale I.9, il est possible de
réécrire
M∑
i=2
κ¯2i
z2 − ω¯2i
≈ 2
pi
+∞∫
0
dω
J1,ME (ω)ω
z2 − ω2 = −
1
pi
+∞∫
0
dω
J1,ME (ω)
ω − z +
J1,ME (ω)
ω + z
= − 1
pi
+∞∫
−∞
dω
J1,ME (ω)
ω − z
(C.16)
On pose alors W1 (z) qui est la transformée de Hilbert de J1,ME (ω) et s'écrit sous la forme :
W1 (z) =
1
pi
+∞∫
−∞
dω
J1,ME (ω)
ω − z ainsi K̂ (z) = −z
2 − D0
2
Ω¯21 − z2 −W1 (z)
(C.17)
La transformée de Hilbert d'une fonction présente des propriétés remarquables qui permettent
de la relier notamment à sa partie principale 1 et la fonction elle-même selon la relation :
lim
η→0+
W1 (z + iη) =
1
pi
lim
η→0+
+∞∫
−∞
dω
J1,ME(ω)
ω − z − iη (C.18)
=
1
pi
lim
η→0+
+∞∫
−∞
dω
J1,ME(ω) (ω − z)
(ω − z)2 + η2 + i
1
pi
lim
η→0+
+∞∫
−∞
dω
J1,ME(ω)η
(ω − z)2 + η2 (C.19)
=
1
pi
PP
+∞∫
−∞
dω
J1,ME(ω)
ω − z + iJ1,ME(z) (C.20)
De l'expression précédente, il est possible de déduire :
J1,ME (ω) = Im
[
lim
η→0+
W1 (ω + iη)
]
(C.21)
Or la densité spectrale associée à la coordonnée (ici, Q représentant le spin) peut être relié au
terme K̂ (z) avec une démarche très similaire à celle qui vient d'être exposée d'après les travaux
de A. Leggett [122, 123]. En eﬀet, dans le cadre du modèle spin-boson (éq. (I.4)), l'hamiltonien
correspond au mode eﬀectif est :
HQ = U (Q) +
M∑
i=1
1
2
(
p2i + ω
2
i q
2
i
)
+Q
M∑
i=1
ciqi (C.22)
où ci représente la constante de couplage vibronique du mode qi directement à la coordonnée du
spin Q .
1. La fonction présente une singularité sur l'axe réel. On utilise alors la partie principale de Cauchy PP . Elle
permet de s'aﬀranchir de l'indétermination au niveau de la singularité. On s'approche de part et d'autre de la
singularité.
PP
+∞∫
−∞
f (x)
x− adx = limε→0+
a−ε∫
−∞
f (x)
x− adx+
+∞∫
a+ε
f (x)
x− adx

.
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En employant une démarche strictement similaire à celle employée pour le mode eﬀectif, on
peut écrire K̂(z) sous la forme :
K̂(z) = −z2 +
M∑
i=1
c2i
z2 − ω2 = −z
2 − 1
pi
+∞∫
−∞
dω
J0 (ω)
ω − z = −z
2 −W0 (z) (C.23)
où W0(z) est la transformée de Hilbert de la densité spectrale primaire J0(ω).
En combinant les équations (C.17) et (C.23) et la relation entre J0 et sa transformée de
Hilbert W0, on peut établir une relation entre W0 et W1 :
J0 (ω) = Im
[
lim
η→0+
W0 (ω + iη)
]
(C.24)
= −Im
[
lim
η→0+
K̂ (ω + iη)
]
= Im
[
lim
η→0+
D0
2
Ω¯21 − (ω + iη)2 −W1 (ω + iη)
]
(C.25)
que l'on peut formaliser sous la forme :
W0 (z) =
D0
2
Ω¯21 − z2 −W1 (z)
(C.26)
Grâce à cette dernière équation, il est possible de remarquer que :
−Im
[
lim
η→0+
Ω¯21 − (ω + iη)2 −W1 (ω + iη)
]
=
−D02Im
[
lim
η→0+
W0
∗ (ω + iη)
]
lim
η→0+
|W0 (ω + iη)|2
(C.27)
⇔ J1,ME (ω) = D0
2J0 (ω)
lim
η→0+
|W0 (ω + iη)|2
(C.28)
Il est donc possible de prouver 2 que la densité spectrale secondaire J1,ME couplée à ce mode
est donnée par :
J1,ME (ω) =
D0
2J0 (ω)
W 20,PP (ω) + J
2
0 (ω)
(C.29)
où W0,PP (ω) est la partie principale de la transformée de Hilbert de J0 (ω) :
W0,PP (ω) =
1
pi
PP
+∞∫
−∞
dω′
J0 (ω
′)
ω′ − ω (C.30)
C.2.2 Calcul analytique dans le cas des lorentziennes de type superohmique
Aﬁn de déterminer la densité spectrale secondaire J1,ME(ω), il est nécessaire de calculer la
transformée de Hilbert W0,PP (ω) (éq. (C.30)) de la densité spectrale primaire J0(ω). Pour ce
faire, il est possible d'utiliser des raisonnements d'analyse complexe. Dans le plan complexe, il
est possible d'envisager dans le calcul de cette intégrale deux types de contour illustrés sur la
ﬁgure C.1 :
En utilisant le théorème des résidus sur les contours fermés C1 et C2, il est possible d'écrire
pour chacun de ces deux cas :∮
C1
J0 (z)
z − ω dz = 2pii
4∑
k=1
Reszk
[
J0 (z)
z − ω
]
(C.31)
2.
lim
η→0+
|W0 (ω + iη)|2 =
(
1
pi
PP
∫ ∞
−∞
J0(ω
′)
ω′ − ωdω
′
)2
+ J20 (ω) = W
2
0,PP (ω) + J
2
0 (ω)
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Figure C.1  Schéma des deux contours choisis pour calculer la transformée de Hilbert de J0(ω) dans
le plan complexe. A gauche, le contour C1 dans lequel le pôle en ω n'est pas inclus. A droite, le contour
C2 dans lequel le pôle en ω est inclus.
∮
C2
J0 (z)
z − ω dz = 2pii
4∑
k=1
Reszk
[
J0 (z)
z − ω
]
+ 2piiResω
[
J0 (z)
z − ω
]
(C.32)
avec z1 = Ωl,1 + iΓl,1, z2 = −Ωl,1 + iΓl,1, z3 = Ωl,2 + iΓl,2 et z4 = −Ωl,2 + iΓl,2
On peut remarquer chacun des deux points suivants :
 La singularité en ω est approchée de chaque côté sur l'axe réel. On cherche donc bien la
partie principale de J0.
 Il faut surveiller le sens de parcours sur les demi-cercles autour de la singularité ω (sens
anti-trigonométrique sur C1 et sens trigonométrique sur C2).
Ces deux intégrales fermées sur C1 et C2 peuvent être sommées et décomposées en leurs
diﬀérentes composants : les arcs de cercle qui s'étendent sur tout l'axe réel noté respectivement
C1∞, C2∞ pour chacun des deux contours fermés , les arcs de cercle orientés qui approchent la
singularité x, ε et y, ε et la partie principale PP de l'intégrale que l'on souhaite calculer :
∮
C1
J0 (z)
z − ω dz+
∮
C2
J0 (z)
z − ω dz =
∫
C1∞
J0 (z)
z − ω dz+
∫
C2∞
J0 (z)
z − ω dz+
∫
x,ε
J0 (z)
z − ω dz+
∫
y,ε
J0 (z)
z − ω dz+2PP
+∞∫
−∞
J0 (z)
z − ω dz
(C.33)
Utilisation du lemme de Jordan Pour les contours en forme d'arcs de cercle qui s'étendent
sur tout l'axe réel noté respectivement C1∞, C2∞, le lemme de Jordan 3 est vériﬁé car quand
|z| → ∞ :
∣∣∣∣∣∣ pkz
3(z − 0)[
(z − Ωk,1)2 + Γ2k,1
] [
(z + Ωk,1)
2 + Γ2k,1
] [
(z − Ωk,2)2 + Γ2k,2
] [
(z + Ωk,2)
2 + Γ2k,2
]
[z − ω]
∣∣∣∣∣∣ ∼ 1z5
(C.34)
et la fonction intégrée est holomorphe sur le domaine formé par le demi-cercle. Ainsi, d'après le
lemme de Jordan, on peut déterminer que :∫
C1∞
J0 (z)
z − ω dz =
∫
C2∞
J0 (z)
z − ω dz = 0 (C.35)
3. Si f(z) est holomorphe sur un cercle de centre O en a et de rayon R et si |(z − a) f (z)| tend vers 0 lorsque
R tend vers l'inﬁni alors
∫
C
f (z) dz étendue à un arc de cercle C au centre O donné tend vers zéro avec R.
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Calcul des contours autour de la singularité ω Autour du pôle sur C1, demi-cercle de
centre ω et de rayon ε, il est possible de déﬁnir la coordonnée polaire ϕ, l'angle formé par l'axe
réel avec une droite passant par le centre en ω, il est alors possible d'eﬀectuer le changement de
variable suivant :
z = ω + εeiϕ avec dz = iεeiϕdϕ (C.36)
ce qui permet de réécrire le contour sur C1 en y, ε sous la forme :∫
y,ε
J0 (z)
z − ω dz =
∫ 0
pi
J0
(
ω + εeiϕ
)
εeiϕ
iεeiϕdϕ = i
∫ 0
pi
J0
(
ω + εeiϕ
)
dϕ (C.37)
d'où
ilim
ε→0
∫ 0
pi
J0
(
ω + εeiϕ
)
dϕ = −ipiJ0 (ω) (C.38)
De la même façon, autour du pôle sur C2, l'intégrale sur le contour enx, ε se trouve s'écrire :∫
x,ε
J0 (z)
z − ω dz =
∫ 2pi
pi
J0
(
ω + εeiϕ
)
εeiϕ
iεeiϕdϕ = ipiJ0 (ω) (C.39)
On trouve ainsi que ∫
x,ε
J0 (z)
z − ω dz +
∫
y,ε
J0 (z)
z − ω dz = 0 (C.40)
Calcul de l'intégrale En injectant les équations (C.31), (C.32), (C.35) et (C.40) dans l'équa-
tion (C.33), il est possible de retrouver que la partie principale de la transformée de Hilbert
W0,PP (ω) de J0(ω) s'écrit :
W0,PP (ω) = 2i
4∑
k=1
Reszk
[
J0 (z)
z − ω
]
+ iResω
[
J0 (z)
z − ω
]
(C.41)
Les résidus nécessaires à cette expression analytique sont ensuite calculés et donnés par :
Resω
[
J0(z)
z − ω
]
=
plω
3[
(ω + Ωl,1)
2 + Γ2l,1
] [
(ω − Ωl,1)2 + Γ2l,1
] [
(ω + Ωl,2)
2 + Γ2l,2
] [
(ω − Ωl,2)2 + Γ2l,2
]
(C.42)
Resz1
[
J0(z)
z − ω
]
=
plz
2
1
i8Γl,1Ωl,1
[
(z1 + Ωl,2)
2 + Γ2l,2
] [
(z1 − Ωl,2)2 + Γ2l,2
]
(z1 − ω)
(C.43)
Resz2
[
J0(z)
z − ω
]
=
iplz
2
2
8Γl,1Ωl,1
[
(z2 + Ωl,2)
2 + Γ2l,2
] [
(z2 − Ωl,2)2 + Γ2l,2
]
(z2 − ω)
(C.44)
Resz3
[
J0(z)
z − ω
]
=
plz
2
3
i8Γl,2Ωl,2
[
(z3 + Ωl,1)
2 + Γ2l,1
] [
(z3 − Ωl,1)2 + Γ2l,1
]
(z3 − ω)
(C.45)
Resz4
[
J0(z)
z − ω
]
=
iplz
2
4
8Γl,2Ωl,2
[
(z4 + Ωl,1)
2 + Γ2l,1
] [
(z4 − Ωl,1)2 + Γ2l,1
]
(z4 − ω)
(C.46)
avec z1 = Ωl,1 + iΓl,1, z2 = −Ωl,1 + iΓl,1, z3 = Ωl,2 + iΓl,2 et z4 = −Ωl,2 + iΓl,2
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Annexe D
Equation intégro-diﬀérentielle de Nakajima-Zwanzig
L'évolution dynamique d'un système est donnée par l'équation de Liouville-Von Neumann :
d
dt
ρ(t) = −i[Hˆ, ρ(t)] = Lρ(t) (D.1)
Dans le cas d'un opérateur de projection quelconque P (comme par exemple, dans l'équation
(I.40)) et de son opérateur complémentaire Q = I − P , on note que :
d
dt
Pρ(t) = PLPρ(t) + PLQρ(t) (D.2)
d
dt
Qρ(t) = QLPρ(t) +QLQρ(t) (D.3)
Pour chercher les solutions de l'équation (D.3), il est nécessaire de débuter par les solutions
de son équation homogène [Qρ]hom qui s'écrivent sous la forme
[Qρ]hom(t) = T
(+)e
∫ t
0 dt
′QLQρ(0) (D.4)
où T (+) désigne l'opérateur d'ordonnancement dans le temps (tout produit de fonctions résultant
de l'expansion de l'exponentielle doit correspondre à une valeur du temps qui augmente de la
droite vers la gauche). Une solution particulière [Qρ]part = T (+)e
∫ t
0 dt
′QLα(t) peut se déterminer
par variation de la constante :
d
dt
T (+)e
∫ t
0 dt
′QLα(t) = QLPρ(t) +QLT (+)e
∫ t
0 dt
′QLα(t) (D.5)
Après les simpliﬁcations suite à la dérivation puis l'intégration de la solution particulière, la
fonction sur laquelle a lieu la variation s'écrit :
α(t) =
∫ t
0
dτT (+)e−
∫ τ
0 dt
′QLQLPρ(τ) (D.6)
Une solution particulière de l'équation diﬀérentielle (D.3) s'écrit donc :
[Qρ]part(t) =
∫ t
0
dτT (+)e
∫ t
τ dt
′QLQLPρ(τ) (D.7)
Une solution générale de l'équation diﬀérentielle (D.3) est donc :
Qρ(t) = T (+)e
∫ t
0 dt
′QLQρ(0) +
∫ t
0
dτT (+)e
∫ t
τ dt
′QLQLPρ(τ) (D.8)
Réintroduire l'équation (D.8) dans l'équation (D.2) aboutit à :
d
dt
Pρ(t) = PLPρ(t) + PLQT (+)e
∫ t
0 dt
′QLQρ(0) +
∫ t
0
dτPLT (+)e
∫ t
τ dt
′QLQLPρ(τ) (D.9)
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L'équation (D.9) est l'équation intégro-diﬀérentielle de Nakajima-Zwanzig formellement équi-
valente à l'équation de Liouville (I.42). Dans le cadre du projecteur thermique, elle permet donc
de décrire l'évolution de la matrice du système ρS(t) à travers ρ(t) comme ρ
eq
B ρS(t) = Pρ(t)
L'évolution de la matrice densité du système laisse apparaître trois termes. Le premier est le
terme associé au système électronique, il rend compte de l'évolution du système isolé :
LS• = PL• = −iρeqB [HS , •] (D.10)
Le second est le terme de corrélations initiales. Il s'annule lorsque la matrice densité peut se
factoriser sous la forme : ρ(0) = ρS(0)⊗ ρeqB .
I(t) = PLQT (+)e
∫ t
0 dt
′QLQρ(0) (D.11)
Le troisième terme est le terme rendant compte de l'inﬂuence de l'environnement sur le
système : il est appelé terme de mémoire car exprimé sous cette forme, à chaque temps t, la
mémoire de tous les temps τ < t y est conservée.∫ t
0
dτK(t, τ)• =
∫ t
0
dτPLT (+)e
∫ t
τ dt
′QLQL• (D.12)
Jusque là, le traitement reste exact mais la diﬃculté se porte désormais sur la détermina-
tion du terme de mémoire. Dans la suite des annexes (notablement l'annexe E), on tentera de
l'approximer en utilisant la théorie de perturbation.
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Annexe E
Détails analytiques pour la théorie de perturba-
tion
Dans cette annexe, nous détaillerons dans un premier temps quelques détails pour la ré-
solution de l'équation de Liouville-Von Neumann par la théorie de perturbation. Nous nous
intéresserons tout particulièrement aux développements analytiques des noyaux de mémoire par
théorie de perturbation à l'ordre 2 et 4. Par la suite, nous montrons que les équations développées
à l'aide de matrices auxiliaires dans le contexte perturbatif à l'ordre 2 [43, 44] et étendues au
cours de cette thèse à l'ordre 4 sont équivalentes à celles obtenues en utilisant la méthode des
matrices hiérarchiques (éq. (I.149)).
En représentation d'interaction, il est possible d'écrire le noyau de mémoire KI(t, τ) (voir
l'équation (I.58)) sous la forme :
KI(t, τ)ρI(τ) = λ
2PL (t)T (+)e
t∫
τ
dt′QL(t′)
QL (τ)PρI (τ) (E.1)
où L(t) est le liouvillien en représentation d'interaction L(t) = ei(HS+HB)tLe−i(HS+HB)t déﬁni
selon l'équation (I.55) et λ le paramètre de perturbation .
En utilisant les propriétés des projecteurs complémentaires, on exprime le terme de mémoire
en fonction uniquement de P :
t∫
0
dτKI(t, τ)ρI(τ) = λ
2
t∫
0
dτPL (t)T (+)e
t∫
τ
dt′QL(t′)
QL (τ)PρI (τ) (E.2)
= λ2
t∫
0
dτPL (t)T (+)e
t∫
τ
dt′(1−P )L(t′)
(1− P )L (τ)PρI (τ) (E.3)
= λ2
t∫
0
dτPL (t)T (+)e
t∫
τ
dt′(1−P )L(t′)
L (τ)PρI (τ) (E.4)
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Le développement limité de l'exponentielle donne :
T (+)e
t∫
τ
dt′(1−P )L(t′)
= 1 + λ
t∫
τ
dt′ (1− P )L (t′)
+ λ2
t∫
τ
dt′
t′∫
τ
dt′′ (1− P )L (t′) (1− P )L (t′′)+O (λ2) (E.5)
= 1 + λ
t∫
τ
dt′ (1− P )L (t′)
+ λ2
t∫
τ
dt′
t′∫
τ
dt′′L
(
t′
)
L
(
t′′
)− L (t′)PL (t′′)− PL (t′)L (t′′)+O (λ2)
(E.6)
Il ne suﬃt plus que d'insérer cette expression dans la précédente, d'utiliser la relation (I.57)
et de tronquer aux puissances de λ désirées.
A l'ordre 2, les termes en λ2 sont :∫ t
0
dτK(2)(t, τ)ρI(τ) =
∫ t
0
dτPL(t)L(τ)PρI(τ) =
t∫
0
dτρeqB TrB
[
L (t)L (τ) ρeqB ρS,I (τ)
]
(E.7)
A l'ordre 3, les termes en λ3 sont :∫ t
0
dτK(3)(t, τ)ρI(τ) =
t∫
0
dτ
t∫
τ
dt′PL (t) (1− P )L (t′)L (τ)PρI (τ) (E.8)
=
t∫
0
dτ
t∫
τ
dt′ρeqB TrB
[
L (t)L
(
t′
)
L (τ) ρeqB ρS,I (τ)
]
(E.9)
Le choix d'un bain à l'équilibre thermique, donc stationnaire, permet souvent de supposer
qu'un nombre impair de liouvilliens consécutifs en représentation d'interaction entre deux pro-
jecteurs est nul. Dans le cas d'un couplage linéaire au bain, le terme s'annule eﬀectivement [124] :
PL(t)L(t′)...L(t′2n)L(τ)P = 0 (E.10)
A l'ordre 4, les termes en λ4 sont :∫ t
0
dτK(4)(t, τ)ρI(τ)
=
t∫
0
dτPL (t)
 t∫
τ
dt′
t′∫
τ
dt′′L
(
t′
)
L
(
t′′
)− PL (t′)L (t′′)− L (t′)PL (t′′)
L (τ)PρI (τ) (E.11)
=
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′
[
PL (t)L
(
t′
)
L
(
t′′
)
L (τ)− PL (t)L (t′)PL (t′′)L (τ)]PρI (τ) (E.12)
=
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′ρeqB TrB
[
L (t)L
(
t′
)
L
(
t′′
)
L (τ) ρeqB ρS,I(τ)
]
−
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′ρeqB TrB
[
L(t)L(t′)ρeqB TrB
[
L
(
t′′
)
L (τ) ρeqB ρS,I(τ)
]]
(E.13)
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E.1 Cas de l'ordre 2
A l'ordre de perturbation 2, en exploitant les relations de commutation entre S et B et
l'invariance cyclique de la trace, le noyau de mémoire (éq. (E.7)) peut s'écrire :
∫ t
0
dτK(2)(t, τ)ρS,I(τ) (E.14)
=
t∫
0
dτTrB
[
L (t)L (τ) ρeqB ρS,I (τ)
]
(E.15)
= −i
t∫
0
dτTrB
[
L (t)
[
S (τ) .B (τ) , ρeqB ρS,I (τ)
]]
(E.16)
= −
t∫
0
dτTrB
[
S (t) .B (t) ,
[
S (τ) .B (τ) , ρeqB ρS,I (τ)
]]
(E.17)
= −
t∫
0
dτTrB
[
S(t).B(t), [S(τ).B(τ)ρeqB ρS(τ)− ρeqB ρS,I(τ)S(τ).B(τ)]
]
(E.18)
= −
t∫
0
dτ [S(t), S(τ)TrB[B(t)B(τ)ρ
eq
B ]ρS,I(τ)− ρS,I(τ)TrB[B(τ)B(t)ρeqB ]S(τ)] (E.19)
Le terme de mémoire à l'ordre 2 peut être écrit sous la forme :
∫ t
0
dτK(2)(t, τ)ρS,I(τ) = −[S(t),
t∫
0
dτ{S(τ)ρeqB TrB[B(t)B(τ)ρeqB ]ρS,I(τ)} − {h.c.}] (E.20)
{h.c.} désigne le conjugué hermitien de l'expression entre crochés
Relation avec les matrices hiérarchiques
Soit le terme de mémoire (E.20) obtenu à l'ordre 2 en utilisant la déﬁnition de la fonction de
corrélation (I.66) :
∫ t
0
dτK(2)(t, τ)ρS,I(τ) = −[S(t),
t∫
0
dτ{S(τ)C(t− τ)ρS,I(τ)} − {h.c.}] (E.21)
En utilisant la paramétrisation de la fonction de corrélation (I.87), ce premier se réécrit :
∫ t
0
dτK(2)(t, τ)ρS,I(τ) = −
t∫
0
dτ [S(t), S(τ)C(t− τ)ρS,I(τ)− ρS,I(τ)C∗(t− τ)S(τ)] (E.22)
= −
S(t), ncor∑
k=1
t∫
0
dτS(τ)αke
iγk(t−τ)ρS,I(τ)− ρS,I(τ)α˜keiγk(t−τ)S(τ)

(E.23)
On pose alors la quantité ρk(t) sous la forme :
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ρk(t) =
t∫
0
dτS(τ)αke
iγk(t−τ)ρS,I(τ)− ρS,I(τ)α˜keiγk(t−τ)S(τ) (E.24)
aﬁn de réécrire le terme de mémoire à l'ordre 2 sous la forme :∫ t
0
dτK(2)(t, τ)ρS,I(τ) = −[S(t), ρk(t)] (E.25)
Les matrices auxiliaires (E.24) peuvent être à leur tour dérivées pour donner :
ρ˙k(t) =
t∫
0
dτS(τ)αk
d
dt
eiγk(t−τ)ρS,I(τ)− ρS,I(τ)α˜k d
dt
eiγk(t−τ)S(τ) (E.26)
+ S(t)αke
iγk(t−t)ρS,I(t)− ρS,I(t)α˜keiγk(t−t)S(t)
et l'on aboutit à l'équation :
ρ˙k(t) = iγkρk(t) + αkS(t)ρS,I(t)− α˜kρS,I(t)S(t) (E.27)
L'équation intégro-diﬀérentielle issue des projecteurs de Nakajima-Zwanzig a été convertie en
un système d'équations diﬀérentielles. Cette expression(E.27) correspond à celle attendue dans
le formalisme des matrices hiérarchiques (éq. (I.149)) pour l'ordre 2.
E.2 Cas de l'ordre 4
En suivant la même stratégie que celle précédemment développée pour l'ordre 2, le dévelop-
pement de la partie du terme de mémoire de l'ordre 4 (E.13) aboutit à l'expression suivante
[125] :
∫ t
0
dτK(4)(t, τ)ρS,I(τ) =
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′
[
S (t) ,
[
S
(
t′
)
F
(
t, t′, t′′, τ
)− F (t, t′, t′′, τ)†S (t′)]]
(E.28)
où l'expression de F (t, t′, t′′, τ) est donnée par :
F
(
t, t′, t′′, τ
)
=
(〈
B (t)B
(
t′
)
B
(
t′′
)
B (τ)
〉− 〈B (t)B (t′)〉 〈B (t′′)B (τ)〉)S (t′′)S (τ) ρS,I (τ)
− (〈B (τ)B (t)B (t′)B (t′′)〉− 〈B (t)B (t′)〉 〈B (τ)B (t′′)〉)S (t′′) ρS,I (τ)S (τ)
− (〈B (t′′)B (t)B (t′)B (τ)〉− 〈B (t)B (t′)〉 〈B (t′′)B (τ)〉)S (τ) ρS,I (τ)S (t′′)
+
(〈
B (τ)B
(
t′′
)
B (t)B
(
t′
)〉− 〈B (t)B (t′)〉 〈B (τ)B (t′′)〉) ρS,I (τ)S (τ)S (t′′)
(E.29)
Dans un souci de compacité, la notation 〈. . .〉 désigne TrB[. . . ρeqB ]. Il apparaît dans cette
expression des fonctions de corrélation à quatre temps.
Simpliﬁcation de la fonction de la corrélation à quatre temps par la règle de Wick
dans le cadre du couplage linéaire
En reproduisant la démarche qui est développée dans l'annexe F en particulier dans l'équation
(F.10), on trouve que la fonction de corrélation à quatre temps peut être décomposée sous la
forme d'une somme de produits de fonctions de corrélation à deux temps :
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〈
B (t)B
(
t′
)
B
(
t′′
)
B (τ)
〉
= TrB
[
eiHBtBe−iHB(t−t
′)Be−iHB(t
′−t′′)Be−iHB(t
′′−τ)Be−iHBτρeqB
]
(E.30)
=
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
e−iωl(t−t
′)−iωj(t′′−τ)ala
†
l aja
†
jρ
eq
B
]
+ TrB
[
eiωl(t−t
′)+iωj(t′′−τ)a†l ala
†
jajρ
eq
B
]
+
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
eiωl(t−t
′)−iωj(t′′−τ)al†alaja
†
jρ
eq
B
]
+ TrB
[
e−iωl(t−t
′)+iωj(t′′−τ)ala
†
l aj
†ajρ
eq
B
]
+
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
e−iωl(t−t
′′)−iωj(t′−τ)alaja
†
l a
†
jρ
eq
B
]
+ TrB
[
eiωl(t−t
′′)+iωj(t′−τ)a†l a
†
jalajρ
eq
B
]
+
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
eiωl(t−t
′′)−iωj(t′−τ)al†ajala
†
jρ
eq
B
]
+ TrB
[
e−iωl(t−t
′′)+iωj(t′−τ)alaj†al†ajρ
eq
B
]
+
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
e−iωl(t−τ)−iωj(t
′−t′′)alajaj†a
†
l ρ
eq
B
]
+ TrB
[
eiωl(t−τ)+iωj(t
′−t′′)a†l aja
†
jalρ
eq
B
]
+
M∑
l=1
M∑
j=1
cl
2cj
2
4ωlωj
TrB
[
eiωl(t−τ)−iωj(t
′−t′′)al†aj†ajalρ
eq
B
]
+ TrB
[
e−iωl(t−τ)+iωj(t
′−t′′)alaj†ajal†ρ
eq
B
]
(E.31)
=
〈
B (t)B
(
t′
)〉 〈
B
(
t′′
)
B (τ)
〉
+
〈
B (t)B
(
t′′
)〉 〈
B
(
t′
)
B (τ)
〉
+ 〈B (t)B (τ)〉 〈B (t′)B (t′′)〉
(E.32)
Cette expression est exactement la règle de Wick : Pour ti < tj ,
∀n ∈ N, 〈B(t1)...B(t2n)〉 =
∑
Ttes paires
∏
i,j∈[1,2n]
〈T (+)B(ti)B(tj)〉 (E.33)
∀n ∈ N, 〈B(t1)...B(t2n)B(t2n+1)〉 = 0 (E.34)
Dans une fonction de corrélation à quatre temps, il y a bien les trois combinaisons de paires
qui ont été précédemment déterminées. C'est la règle de Wick qui prouve également que dans le
cas du couplage linéaire, les termes de l'intégrale de mémoire à l'ordre 3 s'annulent.
Les fonctions de corrélation à quatre temps du terme F (t, t′, t′′, τ) peuvent donc être réécrites
dans le cadre du couplage linéaire sous la forme d'un produit de fonctions de corrélation à deux
temps :
F
(
t, t′, t′′, τ
)
=
(〈
B (t)B
(
t′′
)〉 〈
B
(
t′
)
B (τ)
〉
+ 〈B (t)B (τ)〉 〈B (t′)B (t′′)〉)S (t′′)S (τ) ρS,I (τ)
− (〈B (τ)B (t)〉 〈B (t′)B (t′′)〉+ 〈B (τ)B (t′)〉 〈B (t)B (t′′)〉)S (t′′) ρS,I (τ)S (τ)
− (〈B (t′′)B (t)〉 〈B (t′)B (τ)〉+ 〈B (t′′)B (t′)〉 〈B (t)B (τ)〉)S (τ) ρS,I (τ)S (t′′)
+
(〈B (τ)B (t)〉 〈B (t′′)B (t′)〉+ 〈B (τ)B (t′)〉 〈B (t′′)B (t)〉) ρS,I (τ)S (τ)S (t′′)
(E.35)
Les fonctions de corrélation impliquées dans cette formule possèdent donc les mêmes proprié-
tés que celles de l'équation (I.71). De plus, on peut noter que F (t, t′, t′′, τ) = F † (t, t′, t′′, τ) et
que le terme de mémoire à l'ordre 4 peut être réécrit sous la forme :
∫ t
0
dτK(4)(t, τ)ρS,I(τ) =
S(t), t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′
[
S(t′), F (t, t′, t′′, τ)
] (E.36)
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avec
F
(
t, t′, t′′, τ
)
=
(
C(t− t′′)C(t′ − τ) + C(t− τ)C(t′ − t′′))S (t′′)S (τ) ρS,I (τ)
− (C∗(t− τ)C(t′ − t′′) + C(t− t′′)C∗(t′ − τ))S (t′′) ρS,I (τ)S (τ)
− (C∗(t− t′′)C(t′ − τ) + C(t− τ)C∗(t′ − t′′))S (τ) ρS,I (τ)S (t′′)
+
(
C∗(t− τ)C∗(t′ − t′′) + C∗(t− t′′)C∗(t′ − τ)) ρS,I (τ)S (τ)S (t′′) (E.37)
Relation avec les matrices hiérarchiques
Soient les termes de mémoire (I.65) et (E.36) avec (E.37) jusqu'à l'ordre 4 :∫ t
0
dτ
(
K(2)(t, τ) +K(4)(t, τ)
)
ρS,I(τ) = − [S(t), ρaux,2(t)] (E.38)
où
ρaux,2(t) =
ncor∑
k=1
ρaux,2,k(t) (E.39)
=
t∫
0
dτ
S(τ)C(t− τ)ρS,I(τ)− ρS,I(τ)C∗(t− τ)S(τ)− t∫
τ
dt′
t′∫
τ
dt′′
[
S(t′), F (t, t′, t′′, τ)
]
(E.40)
où ont été paramétrisées dans un premier temps les fonctions de corrélation en t− τ :
ρaux,2,k(t) =
t∫
0
dτS(τ)αke
iγk(t−τ)ρS,I(τ)− α˜keiγk(t−τ)ρS,I(τ)S(τ)
−
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′
[
S(t′), Fk(t, t, t′′, τ)
]
(E.41)
et en utilisant la déﬁnition (E.37) pour le terme Fk (t, t, t′′, τ) :
Fk
(
t, t′, t′′, τ
)
=
(
αke
iγk(t−t′′)C(t′ − τ) + αkeiγk(t−τ)C(t′ − t′′)
)
S
(
t′′
)
S (τ) ρS,I (τ)
−
(
α˜ke
iγk(t−τ)C(t′ − t′′) + αkeiγk(t−t′′)C∗(t′ − τ)
)
S
(
t′′
)
ρS,I (τ)S (τ)
−
(
α˜ke
iγk(t−t′′)C(t′ − τ) + αkeiγk(t−τ)C∗(t′ − t′′)
)
S (τ) ρS,I (τ)S
(
t′′
)
+
(
α˜ke
iγk(t−τ)C∗(t′ − t′′) + α˜keiγk(t−t′′)C∗(t′ − τ)
)
ρS,I (τ)S (τ)S
(
t′′
)
(E.42)
La dérivée de ρaux,2,k(t) est donnée par :
ρ˙aux,2,k(t) = iγk
t∫
0
dτS(τ)αke
iγk(t−τ)ρS,I(τ)− ρS,I(τ)α˜keiγk(t−τ)S(τ)
−
t∫
0
dτ
t∫
τ
dt′
t′∫
τ
dt′′
[
S(t′),
d
dt
Fk(t, t
′, t′′, τ)
]
+ S(t)αkρS,I(t)− ρS,I(t)α˜kS(t)
+
S(t), t∫
0
dτ
t∫
τ
dt′′Fk(t, t, t′′, τ)
 (E.43)
= iγkρaux,2,k(t) + S(t)αkρS,I(t)− ρS,I(t)α˜kS(t)−
[
S(t),
nk∑
l=1
ρaux,4,k,l(t)
]
(E.44)
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avec
ρaux,4,k,l(t) =
t∫
0
dτ
t∫
τ
dt′′Fk,l(t, t, t′′, τ) (E.45)
et
Fk,l
(
t, t, t′′, τ
)
=
(
αke
iγk(t−t′′)αleiγl(t−τ) + αkeiγk(t−τ)αleiγl(t−t
′′)
)
S
(
t′′
)
S (τ) ρS,I (τ)
−
(
α˜ke
iγk(t−τ)αleiγl(t−t
′′) + αke
iγk(t−t′′)α˜leiγl(t−τ)
)
S
(
t′′
)
ρS,I (τ)S (τ)
−
(
α˜ke
iγk(t−t′′)αleiγl(t−τ) + αkeiγk(t−τ)α˜leiγl(t−t
′′)
)
S (τ) ρS,I (τ)S
(
t′′
)
+
(
α˜ke
iγk(t−τ)α˜leiγl(t−t
′′) + α˜ke
iγk(t−t′′)α˜leiγl(t−τ)
)
ρS,I (τ)S (τ)S
(
t′′
)
(E.46)
La dérivée de ρaux,4,k,l(t) est donnée par :
˙ρaux,4,k,l(t) =
t∫
0
dτ
t∫
τ
dt′′
d
dt
Fk,l(t, t, t
′′, τ) +
t∫
0
dτFk,l(t, t, t, τ) (E.47)
= i(γk + γl)ρaux,4,k,l(t)
+
t∫
0
dτ
(
αkαle
iγl(t−τ) + αlαkeiγk(t−τ)
)
S (t)S (τ) ρS,I (τ)
−
t∫
0
dτ
(
αlα˜ke
iγk(t−τ) + αkα˜leiγl(t−τ)
)
S (t) ρS,I (τ)S (τ)
−
t∫
0
dτ
(
α˜kαle
iγl(t−τ) + α˜lαkeiγk(t−τ)
)
S (τ) ρS,I (τ)S (t)
+
t∫
0
dτ
(
α˜lα˜ke
iγk(t−τ) + α˜kα˜leiγl(t−τ)
)
ρS,I (τ)S (τ)S (t) (E.48)
A l'ordre de perturbation considéré, on peut négliger les contributions de l'ordre 4 de l'ordre 2 :
˙ρaux,4,k,l(t) ≈ i(γk + γl)ρaux,4,k,l(t) + αlS(t)ρaux,2,k(t)− α˜lρaux,2,k(t)S(t)
+ αkS(t)ρaux,2,l(t)− α˜kρaux,2,l(t)S(t) (E.49)
On obtient ici encore un ensemble d'équations diﬀérentielles couplées entre elles. Les équations
(E.44) et (E.49) sont bien connues pour l'ordre 4 et correspondent exactement à celles attendues
pour l'ordre 4 (éq. (I.149)) dans le contexte des matrices hiérarchiques.
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Annexe F
Elimination du bain dans le cas du couplage li-
néaire
Cette annexe détaille un point remarquable des méthodes dissipatives que nous utilisons.
Dans le cas harmonique avec couplage linéaire avec un bain à l'équilibre, la fonction de corréla-
tion C(t − t′) (éq. (I.66)) qui entre dans le noyau de mémoire peut être directement reliée aux
paramètres de couplage système-bain (les couplages et les pulsations des modes du bain) ainsi
que la température.
En coordonnées pondérées de masse, l'hamiltonien du bain composé de m oscillateurs har-
moniques s'écrit :
HB =
1
2
M∑
l=1
(
p2l + ω
2
l q
2
l
)
=
M∑
l=1
ωla
†
l al +
1
2
(F.1)
et l'hamiltonien du couplage système-bain HSB = S.B où S est la coordonnée du système et B
le terme de couplage au bain qui s'écrit sous la forme :
B =
M∑
l=1
clql =
M∑
l=1
cl√
2ωl
(
al + a
†
l
)
(F.2)
Dans le cadre des coordonnées pondérées de masse, les opérateurs d'échelle sont déﬁnis avec :
a†l =
ωl√
2ωl
(ql + ipl) et al =
ωl√
2ωl
(ql − ipl) (F.3)
.
La fonction de corrélation C(t− t′) (éq. (I.66)) du couplage système-bain comme :
C
(
t− t′) = TrB[B(t)B(t′)ρeqB ] (F.4)
= TrB
[
eiHBtBeiHB(t
′−t)Be−iHBt
′
ρeqB
]
(F.5)
=
M∑
l=1
M∑
j=1
clcj
2
√
ωlωj
TrB
[
eiHBt
(
al + a
†
l
)
eiHB(t
′−t)
(
aj + a
†
j
)
e−iHBt
′
ρeqB
]
(F.6)
Les opérateurs d'échelle sont également reliés par des relations aux exponentielles [126] :
e−λa
†
l ala†l = e
−λa†l e
−λa†l al et e−λa
†
l alal = e
λale
−λa†l al (F.7)
Tout en notant que e−iHBt = e
−i
M∑
l=1
ωla
†
l alt
(l'énergie de point zéro peut être négligée dans le
traitement dynamique [127]), la fonction de corrélation peut donc s'écrire sous la forme :
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C
(
t− t′)
=
M∑
l=1
M∑
j=1
TrB
[
e
i
∑
k
ωka
†
kakt
(
al + a
†
l
)
e
−i∑
k
ωka
†
kak(t−t′) (
aj + a
†
j
)
e
−i∑
k
ωka
†
kakt
′
ρeqB
]
(F.8)
=
M∑
l=1
M∑
j=1
clcj
2
√
ωlωj
TrB
[(
e−iωltal + eiωlta
†
l
)
eiωja
†
jajt
(
eiωj(t−t
′)aj + e
−iωj(t−t′)a†j
)
e−iωja
†
jajtρeqB
]
(F.9)
=
M∑
l=1
M∑
j=1
clcj
2
√
ωlωj
TrB
[(
e−iωltal + eiωlta
†
l
)(
e−iωjt
′
aj + e
iωjt
′
a†j
)
ρeqB
]
(F.10)
L'opérateur de trace sur le bain TrB[] impose que la succession de deux opérateurs d'échelle
mène à l'état de l'oscillateur harmonique considéré dont il est issu :
∀l, j → TrB[alajρeqB ] = 0 et TrB[a†l a†jρeqB ] = 0 (F.11)
∀l 6= j → TrB[ala†jρeqB ] = 0 et TrB[a†l ajρeqB ] = 0 (F.12)
La fonction de corrélation peut donc se réécrire sous la forme :
C(t− t′) =
M∑
l=1
cl
2
2ωl
TrB
[(
e−iωl(t−t
′)ala
†
l + e
iωl(t−t′)a†l al
)
ρeqB
]
(F.13)
La matrice densité à l'équilibre dans l'ensemble canonique pour les oscillateurs harmoniques
s'exprime en fonction de sa fonction de partition :
ρeqB =
1
Z
e
−β
M∑
l=1
ωla
†
l al
avec Z = TrB
[
e
−β∑
l
ωla
†
l al
]
(F.14)
où comme l'hamiltonien est séparable, la fonction de partition s'exprime comme un produit de
suite géométrique dans la base des états propres de l'oscillateur harmonique j notés |j〉 :
Z =
M∏
k=1
Zk avec Zk =
∞∑
j=0
〈j|e−βωka†kak |j〉 =
∞∑
j=0
e−βωkj =
1
1− e−βωk =
eβωk
eβωk − 1 (F.15)
On retrouve également dans la base des états propres de chaque oscillateur harmonique j
notés |j〉 que :
TrB
a†l ale−β
M∑
k=1
ωka
†
kak
 =
 M∏
k 6=l
TrB
[
a†l ale
−βωka†kak
]TrB [a†l ale−βωla†l al] (F.16)
=
 M∏
k 6=l
TrB
[
e−βωka
†
kak
] ∞∑
j=0
〈j| a†l ale−βωla
†
l al |j〉 (F.17)
=
M∏
k 6=l
eβωk
eβωk − 1
∞∑
j=0
√
j
√
j + 1e−βωlj (F.18)
≈
M∏
k 6=l
Zk
∞∑
j=0
je−βωlj (F.19)
Par dérivation par rapport à βωl de la série géométrique (F.15), on trouve que :
∞∑
j=0
je−βωlj =
eβωl
(eβωl − 1)2
(F.20)
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Il est donc possible de réécrire :
1
Z
TrB
[
a†l ale
−β∑
l
ωla
†
l al
]
=
eβωl
(eβωl − 1)2
M∏
k 6=l
eβωk
eβωk − 1
M∏
k=1
eβωk − 1
eβωk
=
1
eβωl − 1 (F.21)
La relation de commutation des opérateurs d'échelle donne
[
al, a
†
l
]
= ala
†
l − a†l al = 1, ce qui
permet d'exprimer la fonction de la corrélation sous la forme :
C
(
t− t′) = M∑
l=1
c2l
2ωl
e−iωl(t−t
′) 1
1− e−βωl +
M∑
l=1
c2l
2ωl
eiωl(t−t
′) 1
eβωl − 1 (F.22)
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Annexe G
Approximation séculaire et équation de Lind-
blad
Dans un certain nombre de cas où le couplage système-bain s'avère trop fort, entraînant de
fait la non-validité de l'approximation de perturbation au second ordre, la méthode de Redﬁeld se
révèle inopérante menant à des résultats aberrants. La théorie de Redﬁeld ne permet en eﬀet pas
de garantir la positivité de la matrice densité [42, 41]. Il est alors possible qu'un état de l'espace
de Hilbert choisi puisse posséder une population négative, ce qui n'a pas de sens physique. En
revanche, des approximations supplémentaires peuvent garantir la positivité de la matrice densité
et notamment l'approximation séculaire.
Dans cette annexe, nous allons montrer comment l'approximation séculaire appliquée au
modèle de Redﬁeld permet d'obtenir une équation sous une forme aux propriétés singulières
correspondant à l'équation de Lindblad. Sous une telle forme, la dynamique respecte la positivité
de la matrice densité. De par ses caractéristiques, cette classe d'équations est souvent utilisée
comme modèle de dissipation [128] dans des cas où la théorie de perturbation est valide.
G.1 Approximation séculaire
En posant D(t) = eiHStDe−iHSt, la matrice de Redﬁeld (I.79) peut être écrite sous la forme :
Kred = [S(t), {D(t)ρS(t)} − {h.c.}] (G.1)
= [{S(t)D(t)ρS(t)−D(t)ρS(t)S(t)}+ {h.c.}] (G.2)
où les matrices D(t) et S(t) peuvent s'écrire :
D(t) =
∑
i,j
ei∆EijtΓijSij |i〉〈j| et S(t) =
∑
i,j
ei∆EijtSij |i〉〈j| (G.3)
avec :
Γij =
J (∆Eij)
(eβ∆Eij − 1) + i
1
pi
PP
+∞∫
−∞
dω
J (ω)
(eβω − 1)(ω −∆Eij) (G.4)
Il est alors possible de réécrire la matrice de Redﬁeld sous la forme :
Kred =
∑
i,j,k,l
[{ei(∆Eij+∆Ekl)tΓij (Skl|k〉〈l|Sij |i〉〈j|ρS(t)− Sij |i〉〈j|ρS(t)Skl|k〉〈l|}) + {h.c.}]
(G.5)
L'approximation séculaire est en réalité une version de l'approximation des ondes tournantes :
on néglige l'ensemble des termes tels que |∆Eij + ∆Ekl| 6= 0 puis on exploite que la matrice S
est symétrique réelle :
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Ksec =
∑
i,j
[{Γij (Sji|j〉〈i|Sij |i〉〈j|ρS(t)− Sij |i〉〈j|ρS(t)Sji|j〉〈i|)}+ {h.c.}] (G.6)
=
∑
i,j
[{Γij
(
S2ij |j〉〈j|ρS(t)− S2ijρS,jj(t)|i〉〈i|
)}+ {h.c.}] (G.7)
Les éléments Ksec,ab = 〈a|K|b〉 de la matrice K peuvent s'écrire sous la forme :
Ksec,aa =
∑
i
(Γia + Γ
∗
ia)S
2
iaρS,aa(t)− (Γai + Γ∗ai)S2iaρS,ii(t) (G.8)
Ksec,ab =
∑
i
(ΓiaS
2
ia + Γ
∗
ibS
2
ib)ρS,ab(t) pour a 6= b (G.9)
On se rend alors compte que les éléments diagonaux de la matrice Ksec ne dépendent plus que
d'autres éléments diagonaux et que les termes diagonaux ne dépendent plus que d'eux-même.
On pourrait a priori développer les produits matriciels pour chaque élément de la matrice, de
sélectionner les termes diagonaux qui couplent uniquement ceux de la diagonale et les termes hors-
diagonaux qui se couplent seulement à eux-mêmes. Cependant, dans ce cas une petite diﬀérence
apparaît pour les termes hors-diagonaux Ksec,ab avec a 6= b :
K ′sec,ab = Ksec,ab − (Γaa + Γ∗bb)SaaSbbρS,ab (G.10)
Ces termes sont les termes de déphasage pur. A des ﬁns de cohérence dans les démonstrations
et en s'appuyant sur l'expression (G.4) de Γij , nous supposerons que le comportement de la
densité spectrale J(ω) en ω → 0 est superohmique et qu'ainsi, les termes Γaa et Γbb sont nuls.
G.2 Equation de Lindblad
L'équation de Lindblad est issue de la théorie des semi-groupes quantiques [129]. Sa principale
particularité est qu'elle respecte la positivité de la matrice densité. Sa forme générale s'écrit :
ρ˙S(t) = −i[HS , ρS(t)] + 1
2
∑
k
lk[OkρS(t), O
†
k] + [Ok, ρS(t)O
†
k] (G.11)
= −i[HS , ρS(t)]− 1
2
∑
k
lk[O
†
kOk, ρS(t)]+ − 2OkρS(t)O†k) (G.12)
où [., .]+ désigne l'anticommutateur, Ok est un opérateur k du couplage système-bain et lk
des constantes positives.
Cette forme Lindblad peut être paramétrisée [130] ou être développée au prix de certaines
approximations depuis les équations de Redﬁeld. Par exemple, en suivant la référence [127] ,
on peut montrer que l'approximation "Markov brute" mène à une forme Lindblad. Cependant,
comme celle-ci consiste à supposer que la fonction de corrélation est égale à sa valeur en 0 en
tout temps t, l'approximation semble passablement grossière pour pouvoir éviter de l'utiliser sur
les systèmes que nous considérons.
Il est possible de montrer à partir de la forme que nous avons développée dans le cadre de
l'approximation séculaire (éq. (G.9)) est bien une forme Lindblad. En réalité, il s'avère que c'est
d'une trivialité toute relative...
˙ρS,I(t) = −Ksec (G.13)
avecKsec le noyau de mémoire obtenu à l'ordre 2 par la théorie de Redﬁeld et après approximation
des ondes tournantes d'après l'équation (G.9) :
Ksec =
∑
i,j
[{Γij (Sji|j〉〈i|Sij |i〉〈j|ρS,I(t)− Sij |i〉〈j|ρS,I(t)Sji|j〉〈i|}) + {h.c.}] (G.14)
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En exploitant que la matrice S est réelle symétrique tout en posant Γij = γij + iζij avec
γij =
1
2(Γij + Γ
∗
ji) et ζij =
−i
2 (Γij − Γ∗ji) de telle sorte que les matrices γ et ζ sont hermitiques,
Ksec =
∑
i,j
Γij (Sji|j〉〈i|Sij |i〉〈j|ρS,I(t)− Sij |i〉〈j|ρS,I(t)Sji|j〉〈i|)
+
∑
i,j
Γ∗ji (ρS,I(t)Sij |j〉〈i|Sji|i〉〈j| − Sji|i〉〈j|ρS,I(t)Sij |j〉〈i|) (G.15)
=
∑
i,j
γij (Sji|j〉〈i|Sij |i〉〈j|ρS,I(t) + ρS,I(t)Sij |j〉〈i|Sji|i〉〈j| − 2Sij |i〉〈j|ρS,I(t)Sji|j〉〈i|)
+ i
∑
i,j
ζij (Sji|j〉〈i|Sij |i〉〈j|ρS,I(t)− ρS,I(t)Sij |j〉〈i|Sji|i〉〈j|) (G.16)
=
∑
i,j
γij
[
(Sji|j〉〈i|Sij |i〉〈j|, ρS,I(t)]+ − 2Sij |i〉〈j|ρS,I(t)Sji|j〉〈i|
)
+ i
∑
i,j
ζij [Sji|j〉〈i|Sij |i〉〈j|, ρS,I(t)] (G.17)
Cette expression laisse apparaître deux termes. Le premier est appelée le dissipateur et peut
s'écrire sous la forme :
D =
∑
i,j
γij
(
[Sji|j〉〈i|Sij |i〉〈j|, ρS(t)]+ − 2Sij |i〉〈j|ρS(t)Sji|j〉〈i|
)
(G.18)
Sa structure possède des caractéristiques intrinsèques intéressantes qui seront discutées dans
le paragraphe suivant. Le second terme peut s'écrire sous la forme :
LLS = −i[HLS , ρS,I(t)] et HLS =
∑
i,j
ζijS
2
ij |j〉〈j| (G.19)
Il peut être extrait du terme de mémoire et être considéré comme un terme de renormalisation
souvent appelé dans la littérature "Lamb Shift".
Tout d'abord, il s'agit de poser Ok = Sij |i〉〈j|. Ceci fait, on constate qu'eﬀectivement, l'équa-
tion (G.18) s'écrit bien sous la forme (G.12). Il reste à présent à démontrer que ∀i, j, γij ≥ 0. En
s'appuyant sur sa déﬁnition et en négligeant les parties principales, on réalise que :
γij =
1
2
(
J (∆Eij)
eβ∆Eij − 1 +
J (−∆Eij)
e−β∆Eij − 1
)
=
1
2
(
J (∆Eij)
eβ∆Eij − 1 −
J (∆Eij)
e−β∆Eij − 1
)
(G.20)
∀∆Eij > 0, J (∆Eij) ≥ 0, eβ∆Eij ≥ 1 et e−β∆Eij ≤ 1 d'où γij ≥ 0. ∀∆Eij < 0, J (∆Eij) ≤ 0,
eβ∆Eij ≤ 1 et e−β∆Eij ≥ 1 d'où γij ≥ 0. ∀∆Eij = 0, γij = 0 car on suppose J(ω) a un
comportement super-ohmique (J(ω) ∼ ω3) quand ω → 0.
Une telle approche présente l'avantage de fournir des résultats physiquement acceptables mais
ne permet probablement pas de dépasser les problématiques liées à la théorie de perturbation à
l'ordre 2.
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Annexe H
Relation de la densité spectrale à la corrélation
de la ﬂuctuation de l'écart énergétique dans le
cas à deux états
Dans cette annexe, nous allons redémontrer la relation de la densité spectrale à la ﬂuctuation
de l'écart énergétique dans le cas à deux états présentée dans l'équation (IV.10). A des ﬁns de
simpliﬁcation des expressions, l'indice j qui se référait au numéro du transfert de |1〉 → |2〉 et de
|2〉 → |3〉 est ici omis.
En assimilant le terme de couplage au bain B à son équivalent classique B(cl), il est possible
d'écrire (voir l'équation (IV.10)) :
B(cl)(t) =
∑
i
ciq
(cl)
i (t) (H.1)
Le bain est pris classique, constitué d'oscillateurs harmoniques non couplés. Chaque coor-
donnée répond donc au principe fondamental de la dynamique.
d2q
(cl)
i
dt2
+ ωi
2q
(cl)
i = 0 (H.2)
Les solutions sont q(cl)i (t) = Ae
−iωit + Beiωit avec pour conditions initiales q(cl)i (0) = qi0 et
dqi
dt
∣∣∣
t=0
= pi0 d'où
q
(cl)
i (t) = qi0 cos (ωit) +
pi0
ωi
sin (ωit) (H.3)
Dans la vision classique, en s'appuyant que l'équation (IV.8) on peut réécrire la fonction de
corrélation G(t) sous la forme :
G(t) =
∫∫
dp0dq0B
(cl)
j,p0,q0
(t)B
(cl)
j,p0,q0
(0)WB(p0,q0) (H.4)
=
∑
i,j
cicj
∫∫
dp0dq0q
(cl)
i (t)qj0WB(p0,q0) (H.5)
où WB(p,q) est une fonction de distribution boltzmanienne normalisée (eq. (IV.9)) représentant
la bain à l'équilibre ρeqB déﬁnie telle que :
WB(p0,q0) =
e−βHB(p0,q0)∫∫
dp0dq0e−βHB(p0,q0)
avec HB(p0,q0) =
1
2
∑
i
(
p2i0 + ω
2
i q
2
i0
)
(H.6)
Dans le cas classique, comme on a supposé que la fonction de distribution est associée à la
distribution boltzmanienne normalisée WB(p0,q0), il est possible de réécrire 1 :
1. L'intégrale de Gauss est donnée par : ∫
dxe−αx
2
=
√
pi
α
139
WB(p0,q0) =
∏
i
WB,i (pi0, qi0) avec WB,i (pi0, qi0) =
βωi
2pi
e−
β
2 (pi0
2+ωi
2qi0
2) (H.7)
On peut remarquer que 2 :
∀i = j,∫∫
dp0dq0q
(cl)
i (t)qj0WB,i (pi0, qi0)
=
βωi
2pi
∫
dpi0e
−βpi0
2
2
[∫
dqi0e
−βωi
2qi0
2
2
[
qi0 cos (ωit) +
pi0
ωi
sin (ωit)
]
qi0
]
(H.8)
=
βωi
2pi
∫
dpi0e
−βpi0
2
2
√
pi
2
(
βωi2
2
)3/2 cos (ωit) (H.9)
et ∀i 6= j,∫∫
dp0dq0q
(cl)
i (t)qj0WB,i (pi0, qi0)
=
βωi
2pi
∫
dpi0e
−βpi0
2
2
[∫
dqi0e
−βωi
2qi0
2
2
[
qi0 cos (ωit) +
pi0
ωi
sin (ωit)
]
qj0
]
(H.10)
= 0 (H.11)
Ainsi, la fonction de corrélation classique (IV.8) peut être réécrite sous la forme :
G(t) =
∑
i
βωi
2pi
√
pi
2
(
βωi2/2
)3/2 cos (ωit) ci2
∫
dpi0e
−βpi0
2
2 (H.12)
=
∑
i
βωi
2pi
√
pi
2
(
βωi2/2
)3/2 cos (ωit) ci2
√
pi
β/2
(H.13)
=
∑
i
ci
2
βωi2
cos (ωit) (H.14)
La transformée de Fourier G(ω) =
∫
dte−iωtG (t) de la fonction de corrélation classique peut
alors se réécrire :
G(ω) =
∫
dte−iωt
∑
i
ci
2
βωi2
cos (ωit) (H.15)
=
∑
i
ci
2
2βωi2
∫
dte−i(ω+ωi)t + e−i(ω−ωi)t (H.16)
= −
∑
i
2pici
2
2βωi2
(δ (ω + ωi) + δ (ω − ωi)) (H.17)
=
∑
i
2pici
2
2βωiω
(−δ (ω + ωi) + δ (ω − ωi)) (H.18)
2. D'autres intégrales gaussiennes sont données par :∫
dxe−αx
2
x =
[
e−αx
2
−2α
]+∞
−∞
= 0 et
∫
dxe−αx
2
x2 =
[
e−αx
2
−2α x
]+∞
−∞
−
∫
dx
e−αx
2
−2α =
√
pi
2α3/2
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Cette dernière formule est valable car∫
dω
eiωtδ (ω + ωi)
ω
=
e−iωit
−ωi (H.19)
La densité spectrale dans le cadre de nos conventions (éq. (I.9)) est prise comme :
J (ω) =
pi
2
∑
i
ci
2
ωi
δ (ω − ωi) (H.20)
qui est injectée dans le cadre de l'expression déterminée :
G(ω) =
∑
i
2pici
2
2βωiω
(−δ (ω + ωi) + δ (ω − ωi)) (H.21)
=
∑
i
2pici
2
2ωi
(−δ (ω + ωi) + δ (ω − ωi)) 1
βω
(H.22)
=
2J (ω)
βω
(H.23)
En exploitant la parité de la fonction G(t),
G(ω) = 2 Re
 +∞∫
0
dte−iωtG (t)
⇒ J (ω) = βωRe
 +∞∫
0
dte−iωtG (t)
 (H.24)
Ainsi, on obtient bien l'expression (IV.17) que l'on souhaite démontrer.
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Annexe I
Méthode stochastique
Dans cette annexe, nous allons présenter une équation stochastique développée par P. Gaspard
et M. Nagaoka [17]. Elle a été d'ores et déjà appliquée à certains des systèmes moléculaires de
cette thèse mais l'analyse de leurs résultats nécessite des investigations supplémentaires qui n'ont
pu être encore menées. En particulier, cette équation utilise la théorie de perturbation au second
ordre, ce qui ne permet pas dans la plupart des cas que nous traitons d'accéder aux dynamiques
du problème fortement couplé. Cependant, nous avons pu appliquer la même paramétrisation
de la fonction de corrélation (éq. (I.87)) que celle utilisée pour la méthodologie des matrices
auxiliaires. Cela permet de réécrire l'équation stochastique sous la forme d'un système couplé
d'équations diﬀérentielles. Un travail récent [22] a généralisé ce développement sous la forme
d'une hiérarchie d'équations permettant ainsi d'accéder à la résolution exacte de ce problème.
Enﬁn, une méthode de génération du bruit est discutée.
L'hamiltonien H est toujours considéré selon Hˆ = HS +HB +HSB où HS est l'hamiltonien
du système, HB est l'hamiltonien du bain et HSB = λS.B est l'hamiltonien du couplage système-
bain (S sera pris comme l'opérateur décrivant le vecteur X des coordonnées du système et B
comme l`opérateur décrivant correctement les coordonnées q du bain). La perturbation λ est
prise sur le couplage système-bain. Le raisonnement qui est présentement développé dans cette
partie suit la référence originale de la méthode stochastique [17] de P. Gaspard et M. Nagaoka.
L'équation de Schrödinger dépendante du temps s'écrit :
i
∂Ψ (X,q; t)
∂t
= ĤΨ (X,q; t) (I.1)
On déﬁnit une base complète et orthonormale de l'espace de Hilbert associé au bain comme
{χn(q)} avec 〈χm(q)|χn(q)〉 = δmn . On les prend comme les fonctions propres de HB d'où :
HB|χn(q)〉 = εn|χn(q)〉 (I.2)
La fonction d'onde totale est décomposée sur cette base :
Ψ (X,q; t) =
∑
n
〈χn(q)|Ψ (X,q; t)〉︸ ︷︷ ︸
φn(X;t)
|χn(q)〉 =
∑
n
φn (X; t) |χn(q)〉 (I.3)
L'équation de Schrödinger (I.1) se réécrit sous la forme :
i
∑
n
∂φn (X; t)
∂t
|χn(q)〉 =
∑
n
φn (X; t) Ĥ |χn(q)〉 (I.4)
Cette expression est multipliée par le ket 〈χm(q)| :
i
∑
n
∂φn (X; t)
∂t
〈χm(q) |χn(q)〉 = i∂φm (X; t)
∂t
=
∑
n
φn (X; t) 〈χm(q)| Ĥ |χn(q)〉 (I.5)
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ce qui permet de réécrire :
i
∂φm (X; t)
∂t
= HSφm (X; t) + εmφm (X; t) + λ
∑
n
φn (X; t) 〈χm(q)|B |χn(q)〉S (I.6)
Dans des soucis de compacité d'expression, comme cela a été fait pour le Liouvillien dans le
développement de l'équation de Nakajima-Zwanzig (cf éq (I.56)), on peut passer en représentation
d'interaction en posant B (t) = eiHBtBe−iHBt et S (t) = eiHStSe−iHSt. On déﬁnit alors la fonction
d'onde totale en représentation d'interaction ΨI(t) sous la forme :
ΨI (t) = e
i(HS+HB)tΨ (X,q; t) (I.7)
ainsi que l'hamiltonien HI en représentation d'interaction :
HI = λS(t)B(t) (I.8)
Dans cette même représentation d'interaction, on déﬁnit alors :
ϕm(t) = e
i(HS+εm)tφm (X; t) et |χn(q)〉 = |n〉 (I.9)
ce qui permet de réécrire l'équation de Schrödinger sous la forme :
i
∂ϕm (t)
∂t
= λ
∑
n
ϕn (t) 〈m|B (t) |n〉S (t) (I.10)
I.1 Projecteurs de Feshbach
Les diﬀérents coeﬃcients ϕn (t) sont tous corrélés entre eux et il est également nécessaire de
prendre en compte la grande dimensionnalité du bain (qui implique une grande densité d'état et
un spectre en énergie étendu). On sélectionne donc un niveau l  typique  et on regarde l'action
des autres sur celui-ci. On utilise pour ce faire les projecteurs de Feshbach. Ces projecteurs sont
déﬁnis comme
P = |l〉 〈l| et Q =
∑
i6=l
|i〉 〈i| (I.11)
Ils obéissent les propriétés des projecteurs, c'est-à-dire que P 2 = P , QP = PQ = 0 et P +Q = I.
L'action de ces projecteurs sur la fonction d'onde totale en représentation d'interaction ΨI (t)
peut alors s'écrire :
PΨI (t) = ϕl (t) |l〉 et QΨI (t) =
∑
n6=l
ϕn (t) |n〉 (I.12)
Dans une démarche très proche de celle utilisée pour développer l'équation de Nakajima-
Zwanzig, on peut réécrire l'équation de Schrödinger (I.1) sous la forme :
i
∂PΨI (t)
∂t
= PHIPΨI (X, q; t) + PHIQΨI (t)
i
∂QΨI (t)
∂t
= QHIPΨI (t) +QHIQΨI (t)
(I.13)
En multipliant 〈l| sur la première ligne et successivement par 〈n| sur la deuxième expression,
il est possible d'écrire :
i
∂ϕl (t)
∂t
= 〈l|HI |l〉ϕl (t) +
∑
n6=l
〈l|HI |n〉ϕn (t)
i
∂ϕn (t)
∂t
=
∑
n6=l
〈n|HI |l〉ϕl (t) +
∑
m6=l
∑
n6=l
〈m|HI |n〉ϕn (t)
...
(I.14)
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A présent, on déﬁnit toujours en représentation d'interaction les vecteurs :
Φ(t) = {ϕn(t)} , Bl (t) = {〈n|B (t) |l〉}n6=l et W (t) = [S (t) 〈m|B (t) |n〉](m,n)6=l (I.15)
Le système d'équations précédent se formalise donc exactement sous la forme :
i
∂ϕl(t)
∂t
= λS (t) 〈l|B (t) |l〉ϕl + λS (t) Bl(t)†Φ(t)
i
∂Φ(t)
∂t
= λS (t) Bl (t)ϕl(t) + λW (t) Φ(t)
(I.16)
Dans la suite, on suppose que la valeur moyenne de l'opérateur de couplage B est nulle :
〈l|B (t) |l〉 = 0 (I.17)
Cette approximation paraît valable si l'on considère que la ﬂuctuation moyenne d'un état du
bain est nulle. Il est donc à présent nécessaire de résoudre le système d'équations diﬀérentielles
suivant : 
∂ϕl(t)
∂t
= −iλS (t) Bl(t)†Φ(t)
∂Φ(t)
∂t
= −iλS (t) Bl (t)ϕl(t)− iλW (t) Φ(t)
(I.18)
On commence par résoudre l'équation en Φ(t).
La solution de l'équation homogène est Φ0(t) = Φ (0) e
−i
t∫
0
dτW(τ)
. Une solution particulière
peut être trouvée en utilisant la méthode de la variation de la constante en déﬁnissant :
Φ˜(t) = C˜ (t) e
−i
t∫
0
dτW(τ)
⇒ ∂Φ˜(t)
∂t
=
∂C˜ (t)
∂t
e
−i
t∫
0
dτW(τ)
− iW (t) e
−i
t∫
0
dτW(τ)
C˜(t) (I.19)
d'où il est possible de se ramener à l'équation :
− iλS (t) Bl (t)ϕl(t) = ∂C˜ (t)
∂t
e
−i
t∫
0
dτW(τ)
(I.20)
La fonction C˜(t) peut donc se réécrire :
C˜ (t)− C˜ (0) = −iλ
t∫
0
dt′e
i
t′∫
0
dτW(τ)
S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.21)
La solution de l'équation diﬀérentielle pour la fonction Φ˜(t) est :
Φ˜(t) = C˜ (0) e
−i
t∫
0
dτW(τ)
− iλe
−i
t∫
0
dτW(τ)
t∫
0
dt′e
i
t′∫
0
dτW(τ)
S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.22)
Une solution générale Φ(t) est donnée par :
Φ (t) = Φ0(t) + Φ˜(t) =
(
Φ (0) + C˜ (0)
)
e
−i
t∫
0
dτW(τ)
− iλ
t∫
0
dt′e
−i
t∫
t′
dτW(τ)
S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.23)
L'utilisation des conditions initiales aboutit ﬁnalement à :
Φ (t) = Φ (0) e
−i
t∫
0
dτW(τ)
− iλ
t∫
0
dt′e
−i
t∫
t′
dτW(τ)
S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.24)
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On réinjecte cette solution dans la première équation :
∂ϕl(t)
∂t
= −iλS (t) Bl(t)†Φ (0) e
−i
t∫
0
dτW(τ)
− λ2
t∫
0
dt′S (t) Bl(t)†e
−i
t∫
t′
dτW(τ)
S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.25)
Cette équation (I.25) est jusque là exacte dans le modèle préalablement déﬁni. On retrouve une
structure similaire à celle obtenue en matrice densité en faisant une séparation bain-système avec
les opérateurs de Nakajima-Zwanzig. Le problème reste encore complexe à résoudre et si l'on a
fait une partition système-bain, la diﬃculté de cette équation intégro-diﬀérentielle (I.25) reste
comparable à celle de l'équation complète de Schrödinger (I.1). Il est alors possible comme en
matrice densité de résoudre cette équation diﬀérentielle par théorie de perturbation. Le dévelop-
pement perturbatif de l'opérateur d'évolution au second ordre donne :
e
−i
t∫
0
dτW(τ)
= I− iλ
t∫
0
dτW (τ)− λ2
t∫
0
dt′
t′∫
0
dτW
(
t′
)
W (τ) + o
(
λ3
)
(I.26)
Si on introduit le développement perturbatif et que l'on tronque au second ordre :
∂ϕl(t)
∂t
= −i λS (t) Bl(t)†Φ (0)
I− iλ t∫
0
dτW (τ)

︸ ︷︷ ︸
fl(t)
− λ2
t∫
0
dt′S (t) Bl(t)†S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
︸ ︷︷ ︸
K(t,t′)
+o
(
λ3
)
(I.27)
Pour obtenir l'équation stochastique, il reste à déterminer de l'équation (I.27) les fonctions
K(t, t′) appelée terme de mémoire et fl(t) correspondant à la force ﬂuctuante, ce qui est fait
respectivement pour chaque dans les deux sous-parties suivantes.
I.2 Terme de mémoire
En utilisant les termes déﬁnis dans les équations (I.27) et (I.15), le terme de mémoire K(t, t′)
est déﬁni sous la forme :
K
(
t, t′
)
= λ2
t∫
0
dt′S (t) Bl(t)†S
(
t′
)
Bl
(
t′
)
ϕl
(
t′
)
(I.28)
= λ2
t∫
0
dt′
∑
n6=l
S (t) 〈l|B (t) |n〉S (t′) 〈n|B (t′) |l〉ϕl (t′) (I.29)
On exploite à nouveau l'approximation (I.17) (〈l|B (t) |l〉 = 0) de telle sorte que∑
n6=l
〈l|B (t) |n〉 〈n|B (τ) |m〉 =
∑
n
〈l|B (t) |n〉 〈n|B (τ) |m〉 = 〈l|B (t)B (τ) |m〉 (I.30)
Le terme de mémoire K(t, t′) se voit réécrit sous la forme :
K
(
t, t′
)
= λ2
t∫
0
dt′
∑
n6=l
S (t)S
(
t′
) 〈l|B (t)B (t′) |l〉ϕl (t′) (I.31)
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Dans le cadre de l'approximation de la typicalité statistique, bien argumentée dans la référence
[17], le coeﬃcient ϕl (t) représente statistiquement tous les autres coeﬃcients ϕn (t). On considère
donc que tous ces derniers se comportent de façon similaire et forme un ensemble statistique.
Elle se justiﬁe du fait que les fonctions propres typiques sont très irrégulières à grand nombre
quantique. Comme le bain est large, une moyenne sur l'ensemble microcanonique sera prise
équivalente à celle sur le canonique. La moyenne sur un opérateur du bain AB par un état propre
typique est alors donnée par :
〈l|AB |l〉 ≈ TrB
[
e−βHB
Z
AB
]
≡ TrB
[
ρeqBAB
]
(I.32)
avec AB un opérateur agissant sur le bain, ρ
eq
B la matrice densité du bain à l'équilibre thermique,
Z = TrB
[
e−βHB
]
la fonction de partition canonique et β = (kBT )
−1 de telle sorte que l'on peut
se ramener à une fonction de corrélation déﬁnie selon l'équation (I.66) :
〈l|B (t)B (t′) |l〉 ≈ TrB [e−βHB
ZB
B (t)B
(
t′
)]
= C
(
t− t′) (I.33)
L'intégrale de mémoire à la structure et la signiﬁcation comparable à celle obtenue pour
l'équation de Bloch-Redﬁeld généralisée est ﬁnalement donnée par :
K
(
t, t′
)
= λ2
t∫
0
dt′C
(
t− t′)S (t)S (t′)ϕl (t′) (I.34)
I.3 Force ﬂuctuante
La force ﬂuctuante, en utilisant à nouveau les termes déﬁnis dans les équations (I.27) et
(I.15), peut s'écrire sous la forme :
fl (t) = λS (t) Bl(t)
†Φ (0)
I− iλ t∫
0
dτW (τ)
 (I.35)
= λ
∑
m6=l
S (t) 〈l|B (t) |m〉
ϕm (0)− iλ t∫
0
dτ
∑
n6=l
S (τ) 〈m|B (τ) |n〉ϕn (0)
 (I.36)
Dans cette équation stochastique, on choisit la ﬂuctuation comme provenant du choix des
conditions initiales sur tous les ϕm (0). Le terme fl (t) représente donc la force ﬂuctuante compa-
rable à celle que l'on utilise dans l'équation de Langevin. La fonction d'onde initiale est supposée
être un produit direct d'un état pur du système et du bain à l'équilibre thermique (comparable à
l'absence de corrélations initiales). En exploitant la décomposition de la fonction de base totale
sur une base de fonctions propres du bain, on introduit une ﬂuctuation sur les phases pour chaque
fonction d'onde du bain avec un jeu de phases {θm} indépendantes et distribuées uniformément
sur l'intervalle [0, 2pi].
ΨI (0) =
∑
m
ϕm(0)
√
e−βεm
Z
eiθm |m〉 ainsi ϕm (0) = ϕl (0) ei(θm−θl)e−β(εm−εl)/2 (I.37)
Le terme de la force ﬂuctuante se réécrit alors :
fl (t) = λ
∑
m6=l
S (t) 〈l|B (t) |m〉ei(θm−θl)e−β(εm−εl)/2
ϕl (0)− iλ t∫
0
dτ
∑
n6=l
S (τ) 〈l|B (τ) |n〉ϕn (0)

(I.38)
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On suppose à présent que le deuxième terme dans le développement perturbatif correspond
à l'évolution temporelle du coeﬃcient ϕl (0) suivant l'équation diﬀérentielle donnée en représen-
tation d'interaction :
∂ϕl (t)
∂t
= −iλ
∑
n
ϕn (t) 〈l|B (t) |n〉S (t) (I.39)
et pour laquelle on a également supposé que 〈l|B (t) |l〉 = 0. L'explication reste toujours délicate
car on repasse d'un opérateur tronqué au second ordre vers de nouveau l'opérateur exact. Cela
se justiﬁe si l'évolution de ϕm (t) en représentation d'interaction est lente et bien sûr toujours
dans le cadre de l'approximation de couplage système-bain faible pour permettre d'utiliser les
traitements perturbatifs.
Le terme de la force ﬂuctuante se réécrit alors sous la forme :
fl (t) = λ
∑
m6=l
S (t) 〈l|B (t) |m〉ei(θm−θl)e−β(εm−εl)/2 ϕl (t) (I.40)
= λη (t)S (t)ϕl (t) (I.41)
où l'on a déﬁni le bruit comme :
η (t) =
∑
m6=l
〈l|B (t) |m〉ei(θm−θl)e−β(εm−εl)/2 (I.42)
Le bruit (I.42) doit posséder les caractéristiques suivantes :
η (t) =
1
M
∑
{θm}/m∈[0,M ]
η (t) =
2pi∫
0
dθmη (t) = 0 car eiθm = 0 (I.43)
.
Or comme m 6= l, ei(θm−θl) = 0, le produit à deux temps t et t′ du bruit (I.42) est donné par
η (t) η
(
t′
)
=
∑
m6=l
∑
n6=l
〈l|B (t) |m〉 〈l|B (t′) |n〉ei(θn+θm−2θl)e−β(εn+εm−2εl)/2 (I.44)
ce qui aboutit à :
η (t) η (t′) = 0 car ei(θn+θm−2θl) = 0 (I.45)
En revanche, le produit du bruit (I.42) et de son conjugué complexe à deux temps t et t′
s'écrit :
η∗ (t) η
(
t′
)
=
∑
m6=l
∑
n6=l
〈l|B (t′) |m〉 〈n|B (t) |l〉ei(θn−θm)e−β(εn+εm−2εl)/2 (I.46)
ce qui aboutit à :
η∗ (t) η (t′) =
∑
n6=l
〈l|B (t′) |n〉 〈n|B (t) |l〉e−β(εn−εl) (I.47)
En suivant une démarche similaire que celle utilisée pour l'intégrale de mémoire (I.34), on a :
η∗ (t) η (t′) =
∑
n6=l
eβεl 〈l|B (t′) |n〉e−βεn〈n|B (t) |l〉 = eβεlZ 〈l|B (t′) ρeqBB (t) |l〉 (I.48)
Si on fait une moyenne thermique (pondérée par les facteurs de Boltzmann) sur l'ensemble
de ces états l et on utilise à nouveau l'approximation de typicalité statistique, on a∑
l
e−βεl
Z
eβεlZ 〈l|B (t′) ρeqBB (t) |l〉 = TrB[B (t)B (t′) ρeqB ] = C (t− t′) (I.49)
On obtient alors la propriété remarquable suivante :
η∗ (t) η (t′) ≈ C (t− t′) (I.50)
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Si le bain est assez grand, le bruit est constitué d'une très large somme de termes complexes
oscillants. Ces sommes aboutissent à des variables aléatoires à distribution gaussienne d'après le
théorème de la limite centrale. Les bruits seront donc pris à distribution gaussienne.
En exploitant les équations (I.34) et (I.41), l'équation (I.27) peut ﬁnalement s'écrire sous la
forme de l'équation stochastique non-markovienne suivante :
∂ϕl(t)
∂t
= −ifl (t)−K (t, τ) = −iη (t)S (t)ϕl (t)−
t∫
0
dτC (t− τ)S (t)S (τ)ϕl (τ) (I.51)
Cette équation (I.51) a été développée dans la référence [17]. C'est à partir de celle-ci que nous
proposons d'exploiter la méthode des matrices auxiliaires de l'annexe E revisitées en... fonctions
auxiliaires.
I.4 Fonctions auxiliaires
L'équation précédente (I.51) présente l'inconvénient qu'il est nécessaire de réintégrer sur
l'ensemble des temps passés pour connaître la dynamique au temps t. Par une démarche similaire
à celle qui a été eﬀectuée dans le cadre du formalisme des matrices auxiliaires à l'ordre 2 (cf éq.
(E.25) et (E.27)), nous proposons de réécrire le fonction de corrélation sous la forme d'une somme
d'exponentielles complexes (éq. (I.87)) :
C(t− τ) =
ncor∑
k=1
αke
iγk(t−τ) (I.52)
I.4.1 Développement de l'intégrale de mémoire
L'intégrale de mémoire peut alors s'écrire :
K
(
t, t′
)
=
t∫
0
dτC (t− τ)S (t)S (τ)ϕl (τ) (I.53)
=
t∫
0
dτ
ncor∑
k=1
αke
iγk(t−τ)S (t)S (τ)ϕl (τ) (I.54)
=
ncor∑
k=1
S (t)
t∫
0
dταke
iγk(t−τ)S (τ)ϕl (τ) (I.55)
=
ncor∑
k=1
S (t)ϕl,kaux(t) (I.56)
avec
∂ϕl,kaux (t)
∂t
=
∂
∂t
t∫
0
dταke
iγk(t−τ)S (τ)ϕl (τ) (I.57)
=
t∫
0
dτ
∂
∂t
αke
iγk(t−τ)S (τ)ϕl (τ) +
∂t
∂t
αke
iγk(t−t)S (t)ϕl (t) (I.58)
= iγk
t∫
0
dταke
iγk(t−τ)S (τ)ϕl (τ) + αkS (t)ϕl (t) (I.59)
= iγkϕl,kaux (t) + αkS (t)ϕl (t) (I.60)
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Comme pour l'annexe E, on ﬁnit par résoudre le système d'équations diﬀérentielles suivant :
∂
∂t
ϕl (t) = −iη (t)S (t)ϕl (t)−
ncor∑
k=1
S (t)ϕl,kaux(t)
∂
∂t
ϕl,kaux (t) = iγkϕl,kaux (t) + αkS (t)ϕl (t)
(I.61)
I.4.2 Génération du bruit pour la méthode stochastique non-markovienne
Le bruit peut être généré selon la méthode [131] et est développée ci-dessous.
Soit C(ω) la transformée de Fourier de la fonction de corrélation C(t) déﬁnie telle que :
C(ω) =
+∞∫
−∞
dtC(t)e−iωt =
+∞∫
0
dtC(t)e−iωt +
+∞∫
0
dtC∗(t)eiωt (I.62)
=
∑
k
αk
i(γk − ω) +
α∗k
i(−γ∗k + ω)
(I.63)
où a été exploitée la propriété que C∗(t) = C(−t)
La transformée de Fourier de la fonction de corrélation C(ω) est ensuite convoluée avec un
bruit blanc gaussien x(ω) de telle sorte que :
η(t) =
+∞∫
−∞
dω
√
C(ω)x(ω)eiωt (I.64)
où x(ω) est un vecteur de bruit blanc gaussien qui possède les propriétés suivantes : x(ω) = 0,
x(ω)x(ω′) = 0, x∗(ω)x(ω′) = δ(ω − ω′).
De façon pratique, le vecteur de bruit blanc gaussien est généré en tirant des nombres aléa-
toires distribués avec une loi uniforme sur l'intervalle [0, 1] (algorithme CMRG) et en appliquant
par paire (na, nb) un algorithme de Box-Müller par une méthode d'échantillonage par rejet [70].
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TITLE 
Quantum dynamics of electron transfer in strongly coupled environments 
 
SUMMARY 
 
Electron transfer reactions are at stake in several chemical, biological or photochemical 
processes of great interest as, for instance, photovoltaic technology or photosynthesis where 
they are rarely isolated. Furthermore, experimental results show that quantum phenomena, 
notably superpositions of states or coherences, can persist on the time scale of the electron 
transfer even in the presence of an environment. 
   In this work, electron transfer is studied in three types of molecular systems. The first 
one is an intermolecular transfer in an oligothiophene-fullerene heterojonction modelling a 
charge separation interface for future organic photovoltaic devices. The second one is an 
intramolecular transfer in mixed-valence organic compounds where the bridge effect of an 
increasing n-paraphenylens chain is studied on aromatic polymers with donor-acceptor sites 
(1-4,dimethoxy-3-methylphenylens). The third one is an intermolecular transfer in a tryptophan 
chain of a cryptochrome chromoprotein. In all these cases, a special attention is given to 
realistic modelling. In this context, it is crucial to define carefully the partition between the 
degrees of freedom, in particular amongst those implied in the transfer and those qualified to 
be part of an environment. To this end, a Hamiltonian describing a donor-acceptor electronic 
system coupled to a bath of harmonic oscillators is parameterized using the constrained DFT 
method (cDFT). The oscillators' bath is described by a normal mode analysis or via the 
electronic gap fluctuation obtained by QM/MM calculations. The systems under study turn out 
to be strongly coupled, and structured which requires to explore non-conventional strategies.  
In a model environment constituted of a finite number of oscillators treated explicitly, the 
dynamics is performed by multidimensional quantum propagation methods such as the multi-
layer multiconfigurational time-dependent Hartree method (ML-MCTDH). In the dissipative 
approach, where the bath acts only by its statistical properties, it is mandatory to turn to non-
perturbative methods such as the hierarchical equations of motion approach. Apart from these 
exact approaches, an alternative strategy consists in carrying out a change of coordinates in 
order to define a collective bath mode included in the electronic system, which itself is coupled 
to a secondary bath. The dynamical propagation can then be done by an approximated 
quantum master equation using perturbation theory. 
  As main results, we show in detail the domain of validity of the different methods 
presented and explain the dynamical behaviour of the different cases leading to an easy 
delocalization or a trapping of the charge. Hence, we show that the methodology applied in 
model systems are well  suited for the analysis of the mutual interplay between the charge 
transfer and nuclear deformations, a prototypical situation in many important chemical and 
biological processes. 
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RESUME : 
Les transferts d'électron sont au cœur de nombreux processus d’intérêts chimiques, biologiques ou 
photochimiques comme, par exemple, dans la technologie du photovoltaïque ou la photosynthèse où ils ne sont 
que rarement isolés. Par ailleurs, des résultats expérimentaux tendent à montrer que les phénomènes quantiques, 
notamment les superpositions d’états ou cohérences, peuvent se maintenir sur l’échelle de temps du transfert 
d’électron même en présence d’un environnement. 
 Dans ce travail, le transfert d’électron est étudié dans trois types de systèmes moléculaires. Le premier est 
un transfert intermoléculaire dans une hétérojonction oligothiophène-fullerène modélisant une interface de 
séparation de charge pour de futures cellules photovoltaïques organiques. Le second est un transfert 
intramoléculaire dans des composés organiques à valence mixte où l’on étudie l’effet d’un pont avec une chaîne 
croissante de n-paraphénylènes dans des polymères aromatiques avec des sites donneur-accepteur (1,4-
diméthoxy-3-méthylphénylènes). Le troisième est le transfert intermoléculaire dans une chaîne de tryptophanes 
dans une chromoprotéine cryptochrome. Dans tous ces cas, une attention particulière est portée à une 
modélisation réaliste. Dans ce contexte, il est crucial de faire une partition judicieuse entre l’ensemble des degrés 
de liberté et de décrire proprement l'interaction entre ceux impliqués dans le transfert et ceux qualifiés 
d’environnement. A cette fin, un hamiltonien décrivant un système électronique donneur-accepteur couplé à un 
bain d’oscillateurs harmoniques a été paramétré en utilisant notamment la méthode de la DFT contrainte (cDFT). 
Le bain d’oscillateurs a été décrit par une analyse en modes normaux ou via la fluctuation de l’écart énergétique 
obtenue par des calculs de type QM/MM. Les systèmes étudiés présentent tous des environnements fortement 
couplés et structurés nécessitant d’explorer des stratégies peu conventionnelles. Dans un modèle d’environnement 
formé d’un nombre fini d’oscillateurs traités explicitement, le traitement dynamique nécessite d’utiliser des 
méthodes multidimensionnelles telles que la méthode multi-couches multiconfigurationnelle de produits de Hartree 
dépendant du temps (ML-MCTDH). Dans l’approche de dynamique dissipative où le bain intervient seulement par 
ses propriétés statistiques  il est alors nécessaire de se tourner vers une méthode non perturbative telle que les 
matrices hiérarchiques. A côté de ces approches exactes, une autre stratégie consiste à effectuer une 
transformation de coordonnées afin de définir une coordonnée collective incluse avec le système électronique qui 
est elle-même couplée à un bain secondaire. La propagation dynamique peut alors être effectuée par une 
équation-maîtresse approchée s’appuyant sur la théorie de perturbation.  
 Comme principaux résultats, nous analysons en détail le domaine de validité des différentes méthodes 
utilisées puis expliquons le comportement dynamique des différents cas amenant à une délocalisation facile ou à 
un piégeage de la charge. Par là même, nous montrons que la méthodologie proposée, appliquée à des 
systèmes-modèles dans ce travail, est bien adaptée pour l’analyse de l’influence mutuelle entre le transfert de 
charge et les déformations nucléaires, une situation prototypique pour de nombreux processus importants dans 
les systèmes chimiques et biologiques. 
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