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ABSTRACT 
This thesis examines the determining factors of price changes in the 
two-digit SIC industrial sectors of Greece during the period 1963i - 
1977iv. Altogether five pricing-hypotheses are formulated and 
subjected to empirical testing. 
Short-run price models are examined first and include the neoclassical 
price determination and average cost models. The first is based on 
an explicit maximization of a profits function while the second is 
of the markup or cost-plus variety. 
Long-run price models that are differentiated from the short-run 
by their use of "standard" rather than actual cost'and output are 
discussed next. These models include the full-cost, target-rate 
of return and normal cost models all of which set prices as a markup 
on standard costs. Prior to this the calculation of standard 
costs is described, which involves formulation and empirical 
estimation of equations describing hours, earnings, employment and 
materials volume. 
All five price-models are tested against the data of 21 two-digit 
industrial sectors that cover the whole spectrum of Greek manufacturing. 
A non-nested procedure is implemented to test for sectors in which the 
data generation process is described by more than one pricing hypo- 
theses. 
Results are produced for individual sectors. In general cost elements 
overwhelmingly outperform demand elements for the majority of the 
sectors examined. Furthermore short-run hypotheses and in particular 
average cost seem to perform better than long-run models during the 
period under examination. 
INTRODUCTION 
-i- 
During the last 15 years inflation has been presented as a 
major if not the major of the problems facing the Greek Economy. 
Successive Governments have attempted to tackle inflation 
through macroeconomic policies of either Keynesian or mone- 
tarisk spirit that have to a large extent been successful in 
Western Capitalist Economies but have as yet to be met with 
success in Greece. In this thesis inflation is examined in 
a more or less microeconomic perspective in view of our 
confinement of the explanation of the price determination 
process to the manufacturing sectors. Agricultural firms 
do not individually determine the price of their products; 
in the usual terminology they are price takers, not price 
makers. Prices in the services sector are by and large the 
prices of the firms in regulated industries that are determined 
by government agencies. 
The fundamental question facing researchers in the area of inflation 
is whether price changes respond to changes in costs or changes 
in demand and if so to what extent. Indeed the question traces 
back as far as the publication of the "General Theory" where it 
is-suggested that a capitalist economy in recession would show 
little price response to changes in aggregate demand. On the 
other hand monetarism argues that changes in aggregate demand 
lead rapidly to price changes. The methodology proposed in 
this study to explore these questions can be summarised as 
follows: 
The basic assumption is that the pricing behaviour of the 
industrial frims in question is conducted within a non- 
competitive market structure that ranges from monopolistic 
-z- 
competition to monopoly. By this we mean that in most if not 
all Greek manufacturing sectors the pricing decision is dom- 
inated by'a few firms. Once this assumption is granted then a 
number of alternative models are explored in an attempt to 
search for the best representation of the pricing generation 
process in each of the industrial sectors involved. All these 
models can be described by the following statement 
"In a single industry its particular price level depends partly 
on the rate of remuneration of the factors of production which 
enter into its marginal cost and partly on the scale of output. 
There is no reason to modify this conclusion when we pass to 
the industry as a whole" 
J. M. Keynes (1936) p. 294. 
Five alternative price models are examined in this study all of 
which can be broadly described by the above statement. It is 
by no means asserted that these five models exhaust the spectrum 
of possible price determination theories. Nonetheless it is 
felt that given the assumption about the market structure 
within which Greek industrial firms operate, these five models, 
taken together, represent quite sufficiently the data generation 
process of industrial prices in Greece. Each of these models 
provides an operational framework for testing the above mentioned 
questions, whether that is (industrial) price changes respond to 
changes in costs or changes in demand and to what extent. 
The first model to be examined is the neoclassical price deter- 
urination model based on an explicit maximization of the profits 
function and resulting to an equation whereby the price is a 
function of the prices of factors of production, an income term 
-3- 
and an index of "other prices". The second is the average cost 
model according to which price is determined as a markup upon 
unit factor costs which may or may not include capital costs 
and in any case are calculated at the actual output level. 
Markup is modelled to depend on an index of demand pressure 
variables, the expectation being that markup and hence prices 
respond positively to changes in demand. 
The next category of models includes pricing hypotheses of the 
markup variety but calculations of costs are not based on the 
actual day to day output levels but on a notion of output 
that came to be known in the literature as standard or normal 
output. In all these equations the markup is again modelled 
as a function of demand the expectation however is that changes 
in demand do not play any role in the determination of the markup 
and hence prices. Pricing hypotheses in this category include 
the full-cost model whereby the price is determined by the standard 
unit factor costs including standard capital costs and the target 
rate of return model where price is set at such a level in order 
to achieve a target rate on capital (or-on sales). Finally a 
test is also conducted of the recently proposed normal cost model 
which is similar in context with the full-cost model but examined 
as a special case since it provides the most analytic as yet treatment ., 
of the problem of cost and demand influences on prices. 
On the basis of the empirical results obtained by the estimation 
of the above models a non-nested procedure is employed in choosing 
wherever possible, one model that is considered"to describe the 
data generation process in the best possible way. On the basis 
of the results provided by this non-nested procedure it is then 
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possible to (re)examine the original question of whether and 
how price changes respond to cost and demand changes by merit 
of the performance of the individual cost and demand coefficients, 
since by now each sector will be represented by one pricing model. 
In summary our findings suggest that on the whole (ie. in most of 
the sectors examined) industrial price changes respond quite 
reasonably to changes in costs as these are measured either by 
factor prices or unit costs (calculated at either the actual or 
standard output level) but are impervious to changes in demand. 
This conclusion does not as such resolve the issue between 
"Keynesians" and"monetarists" ; In fact it indicates that if 
demand affects industrial prices it does so only through factor 
prices that is by influencing the cost of labour, materials 
(and to a relatively lesser extent) capital inputs. 
The thesis contains six chapters. Chapter 1 presents a brief 
presentation of price form',, ation models by exploring the 
background and origins of pricing theories. Pricing behaviour 
in both competitive and non-competitive markets is examined, 
but special emphasis is attached on the markup price determination 
hypotheses. Each of the different five models is treated in a 
separate section and is accompanied by a brief survey of the 
existing literature particularly with respect to applied 
works. 
Chapter 2 deals with a number of issues involving, the data and 
also provides an explanation of the econometric methodology. The 
data considerations include a brief representation of the Greek 
industrial sectors and a description of the sources and existing 
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relationships between the various variables. Furthermore the 
relationship between implicit sectoral deflators and (sectoral) 
wholesale prices is examined and the choice of the former as 
the dependent variable is warranted. Finally the last section of 
this chapter examines the'procedure of setting testable hypotheses 
for the price models under consideration and describes our strategy 
for model selection. 
Chapter 3 examines the short-run price models; the neoclassical 
and average cost equations. A brief description of the demand 
. and production functions used for the derivation of the neo- 
classical price is followed by an examination of the character- 
istics of the neoclassical equation. A section describing the 
specification of the independent variables preceeds the 
estimation and testing of the neoclassical model. The average 
cost model is then examined. Special sections are devoted to 
the treatment of labour productivity and capital costs, to a 
comparison with the neoclassical model, to the role of demand 
and to the determinants of the markup prior to the derivation 
of the average cost model. Specification of the independent 
variables is followed by the presentation and discussion of the 
average cost model results. 
Chapter 3 is supplemented by Appendix 3 where a detailed analysis 
of the procedure used for the generation of the independent 
variables in both short-run models can be found. These include 
wage rates, materials prices, "other prices", the generation of 
demand variables etc., but particular emphasis is given in the 
derivation of numerical estimates for the user-cost of capital. 
Chapter 4 deals with the calculation of standard (normal) costs. 
-6- 
Each input on the standard unit normal costs is treated in a 
separate section involving the formulation and estimation of 
models of hours worked, earnings and employment for male and 
female manual and non-manual workers for each of the two digit 
SIC sectors. The estimation of a materials input equation is 
also examined and the chapter is concluded by a description of the 
procedure by which standard unit costs based on the estimates of 
of the above equations can be calculated. 
Chapter 5 presents the long-run pricing theories: full-cost, 
target rate of return and normal cost models. A theoretical 
explanation of the markup or target rate determination is carried 
out through the apparatus of the limit-price theories and the 
kinked demand curve. The full-cost pricing model is then examined 
formulated and tested empirically. The discussion of the target 
rate model involves among others an examination of the features of 
the target rate model, the specification of the target rate and 
an estimation and discussion of the results of the target rate 
equation. The normal cost model is finally formulated, estimated 
and tested. Particular attention is devoted to the generation of 
"predicted" or normal prices by specifying the procedure by which 
prices respond to normal unit labour and normal unit materials costs. 
Chapter 5 and in particular the last section devoted to normal cost 
is supplemented by Appendix 5, where a detailed analysis of the 
production period, the pricing policy and the pattern of lags and the 
derivation of normal unit labour and normal unit materials costs can 
be found. 
Finally in chapter 6 the accepted models from chapters 3 and 5 
are compared through a non-nested test procedure. On the basis 
of these results the evidence is recapitulated and the final 
conclusions are drawn. 
CHAPTER 1: Price Formation Theories 
! ýý 
1.1. Introduction " 
This chapter serves as an introduction to the price theories 
that will be formulated and tested empirically in latter chapters. 
Broadly speaking, a distinction is made between theories that 
are-based on short-run profit maximization and apply the margin- 
alist principle (MR = MC) in determining price, and markup models. 
In Section 1.2 we discuss the background and origins of pricing 
theory. Section 1.3 is concerned with the various pricing 
responses; marginalist behaviour in competitive and non -competitive 
markets and markup models such as average cost, full-cost, target 
rate of return and normal-cost are discussed and surveyed. 
References are given throughout section 1.3, but the discussion 
of existing papers is rather selective, since the purpose of 
this chapter is the presentation rather than the surveying of 
price models. 
1.2 Pricing theories: the background and origins. 
Although the role of pricing has been a central feature of economic 
analysis for more than a century, there are still many unresolved 
issues concerning both'the theory as well as the empirical veri- 
fication of price mechanisms. A major source of confusion seems 
to arise from the fact that empirical evidence on pricing is 
to a lesser or higher degree at conflict with the established 
set of price theory. 
Economists started to pay attention to business pricing practices 
during the mid-thirties and ever since there has been a flurry 
_g_ 
of published works referring to various topics of pricing literature. 
The starting point for the theory of price was a central proposition 
in the theory of imperfect competition put forward by J. Robinson 
(1933) and E. H. Chamberlin (1933) to the effect that the price 
of a product is so chosen that the firm's marginal revenue equals 
i its marginal cost. Before that the firm as a decision maker 
was completely ignored by classical economists because under 
perfect competition the price of a firm's product was given 
uniquely to it by its horizontal demand curve. The fundamental 
innovation effected by the theory of imperfect competition was 
that monopolistic elements became an integral part of price 
formation in most markets. The'very fact however, that the 
firm'became the focus of the pricing decision had another consequence; 
empirical researchers were now able to test the notion of equality 
between marginal revenue and marginal cost as the golden rule 
of price determination. Moreover, since the equality between 
marginal revenue and marginal cost has been stated by the theory 
of imperfect competition as nothing more and nothing less than a 
criterion for achieving maximum profit, empirical research 
went on to question the rationality of the objective of profit 
maximization. This was further reinforced by the fact that 
during the depression of the thirties, prices remained rigid 
in the face of a low and declining demand, whilst marginal 
analysis would forecast price reductions to achieve profit maximization. 
The great debate that followed - the marginalist versus full-cost 
2 
debate - never really questioned the validity of the marginal principle 
as a necessary condition for a maximum. What was at stake was either 
the objective of short-run profit maximization or the application of 
the marginal principle by the firm as a decision rule in its attempt 
to reach its objective. 
_q - 
The empirical research on price determination that was 
undertaken, originated with the article by R. L. Hall and 
C. J. Hitch (1939) and took either the form of questionnaire 
studies or econometric investigation. Pricing practices 
usually referred to in the literature as "rules of thumb" 
like average cost pricing, full-cost pricing, target rate 
of return pricing and nominal cost pricing - among others - 
emerged from that research as the true and only true pricing 
methodology that the firm followed under a set of conditions 
regarding the structure within which it operated. All these 
practices are common in the sense that they refute the marginal 
principle as either unknown or incomprehensible by the business- 
man and on the other hand agree on the fact that prices 
are calculated on the basis'of some figure expressing average 
costs with a margin marked-up to account for profits. The 
common characteristics of-the mark-up theories stop here. 
There is no consensus on what elements of costs should be 
marked-up or whether costs should be calculated at the actual 
or some other notion of output and on whether mark-up is 
affected by market conditions or not and, if so to what 
degree. In the next section all these matters will be clarified 
within the framework of presenting the pricing theories 
that dominate the current literature. 
1.3. Pricing theories: an exposition. 
1.3.1. Model classification. 
Many theories exist on how firms determine their prices 
and consequently on how prices change. The preceding discussion 
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offers a useful criterion for the classification of these 
theories into two broad categories. The first general class 
of theories are those assuming profit maximising behaviour 
on the part of the firm: perfect competition, monopolistic 
competition, classical monopoly and oligopoly models fall 
into this category. These models can further be classified 
into models where the firm is assumed to behave as a price- 
taker exercising no discretion over the price to be charged 
and models where the firm is to a lesser or higher degree 
responsible for setting its price. Everything, but perfect 
competition belongs to the second category of price making 
models. One of the characteristics that differentiate classical 
theories is the assumption used about the number of sellers 
in the market. This may range from a relatively large number, 
where some discretion is allowed over the price (monopolistic 
competition) to a simple seller (monopoly). 
The second general class of theories are those assuming 
that firms are able to add a profit-increment to their estimated 
costs to derive their price. These are the mark-up or cost- 
plus models and the main part of this thesis is devoted 
in the formulation and the estimation of such models. A 
number of theories have appeared in the literature with 
regard to mark-up models depending on the determinants of 
the mark-up and on the way unit costs are calculated. Following 
only the last characteristic we can summarize these models 
without any significant omission into the following: average 
cost pricing, full-cost pricing, target rate of return pricing 
and normal cost pricing. Each of these models will be discussed 
- I1- 
briefly in the remaining part of the section. Latter chapters 
will be devoted in the empirical formulation and testing 
of these models. Before that, however, a brief exposition 
of profit maximising theories is necessary, since in many 
respects, mark-up models are directly related to the former. 
1.3.2. Marginalist behaviour: competitive markets. 
The first model to be examined is that of the perfectly 
competitive firm. Perfect competition is a very good descrip- 
tion of many of the complicated markets of today despite 
views about the opposite. Financial markets, primary commodities 
markets, futures markets etc., are good examples of the 
realistic nature of the perfectly competitive model. For 
industrial markets however, there is an almost complete 
agreement among economists that monopolistic elements are 
their dominant characteristic. This does not necessarily 
render the perfectly competitive model useless in this 
analysis. What. is going on in imperfect markets can only 
be examined in relation to the workings of perfect competition. 
The theory of perfect competition assumes, among other things, 
that (a) the firm is a profits maximizer, (b) there is free 
entry into the industry, (c) the product of the firm is homo- 
geneous. The last two assumptions guarantee that neither 
the firm nor the industry has any discretion over the price 
to be charged. 
3 Firms are the therefore price takers in 
the sense that they face a perfectly elastic horizontal 
demand curve and therefore the price that occurs is unaffected 
by their actions; the only possible way is to adjust output 
so that price equals marginal cost. This in turn, ensures 
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short-run profit maximization. The question, however, that 
arises is how do prices ever change in such a situation. In a 
competitive environment prices respond to the difference between 
demand and supply, or formally 
(1.1) 1 dP =K (CP -Qs) 
P dt 
The system was supposed to function through an external agent, 
the auctioneer, who declared prices, collected the demands and 
supplies at those prices and finally cleared the market by raising 
prices when demands were higher from supplies and lowering prices 
when supplies exceeded demands. Implicit in the workings of 
the system was that trading took place when and only when equilibrium 
prices were found. Disequilibrium trading was not allowed. This 
is the so called tätonnement process and has been criticized 
mainly on three grounds: 
(a) the ficticious nature of the auctioneer (b) the fact 
that disequilibrium trading is ruled out and (c) the assumption 
that all firms are price takers. 
What happens with regard to price adjustments in the absence 
of the auctioneer, when the market is in a disequilibrium situation 
was the question to which K. J. Arrow (1959) addressed himself. 
The main issue developed in his paper is that in a competitive 
equilibrium firms are price takers, but in disequilibrium each 
producer is faced with a downward sloping demand curve. Since 
therefore in disequilibrium each producer becomes a monopolist, 
he can set his own price and, therefore, there is no reason to 
expect only one market price. K. J. Arrow's (1959) lead has 
been followed by a series of papers 
4, 
each of which examined 
various aspects of the disequilibrium dynamic properties of the 
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optimum price setting behaviour of the firm, departing however, 
from the assumptions of perfect competition. 
Nonetheless there is a number of empirical works that are based 
on (1.1) and either implicitly or explicitly assume a perfectly 
competitive market. It is not the purpose of this section to 
produce a survey of all works since there are many published 
surveys that thoroughly discuss these papers. 
s As a point 
of, reference however, we can classify papers that in one way 
or the other use an excess demand approach in the price deter- 
mination equation into the following categories. 
(a) "Friction models'-, 6 which include works by R. S. Barro (1972), 
E. S. Phelps and S. Winter (1971) and J. A. Carlson (1978) among 
others, but no empirical papers as yet (b)"Expectations models" where 
price changes are explained in terms of excess demand and expected 
8 
changes in prices and costs, and include papers by M. Parkin, M. T. 
Summer and R. Ward (1976), G. W. Smith (1978), P. Tomkinson (1981), 
and L. S. Maccini (1978). (c) "Pure excess demand models", such as 
those by B. T. McCallum (1970), F. Rushdy and P. Lund (1970), R. M. 
Solow (1969), F. Brechung (1972), A. Brownlie (1965), L. C. Andersen 
and F. M. Carlson (1972), B. T. McCallum (1974), N. Duck et al (1976) 
and J1 Johnston et al (1964). Moreover pricing models distinguishing 
between production to order and production to stock also fall in this 
category. Papers by 0. Eckstein (1964), G. A. Hay (1970), V. Zarnovitz 
(1962) and T. Courchere (1969) are important examples of this category. 
Summarising the perfectly competitive model we note that (a) Perfect 
competition is not a good description of industrial markets and (b) 
In equilibrium price is determined by adjusting output so that price 
equals marginal cost, while in disequilibrium price is changed 
responding to the difference between demand and supply. 
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1.3.3. Marginalist behaviour: non-competitive markets. 
In its most general form monopolistic pricing is characterised by three 
elements: (a) the assumption of profit maximization (b) the existence of 
a downward sloping demand curve for a single differentiated product and 
(c) the existence of an average cost curve that is traditionally U shaped 
to cover. all possibilities of increasing decreasing and constant costs with 
respect to output. The essential difference from the perfectly competitive 
model, is given by assumption (b) that includes"a demand function which 
relates output inversely to price as in (1.2) 
(1 . 2) P; aD(0) , eP/30 = D' <0 
where P=: price', 0= output and a_ a demand shift parameter. 
The firm has a cost function that is the sum of variable costs (V(Q)) and 
fixed costs (F) given by (1.3) 
(1.3) C= ßV(0) +F, 9C/$Q = C'(0) = V'>O 
where C= cost and ß= factor price shift parameter 
The firm is a short-run profit maximizer. The profit function (n) is given 
by (1.4) 
(1.4) TIM)= P. 0 - C(Q) 
Profit maximization occurs if and only if conditions (1.5) and (1.6) 
are satisfied 
(1.5) 1I'(0)= P+O -SP C'(C) =0 
" 90 
(1.6) A(0)- 29P + 092P _C" 
(0)<0 
90 
Since P. + 09P is the first derivative of total revenue (P0), ie MR, then 
M 
equation (1.5), the first order condition, may be written as (1.5') 
(1ý5)' MR=MC 
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Since 29P QP is the derivative of MR and C"(Q) is the derivative of MC, 
150 
+Q 
equation (1.6) may be written as 
(1.6)' $MC 
> 
AMR 
00 00 
which states that the slope of the marginal cost curve must exceed the 
slope of the marginal revenue curve at the optimal profit maximising output. 
Equation (1.6)' is the sufficient condition for profit maximisation. If 
marginal costs are increasing with output, then (1.6)' will always hold, 
since by assumption marginal revenue is diminishing with output, ie 
9 
(1.6) '' 3MC >C OMR 
00 so 
Equation (1.5) may be further written as 
(1.5)'' MR= P('1+0 W MC 
P 9Q 
Since however the point elasticity of demand (Ti) is defined as 
_P 
o: 
0 8P 
equation (1.5)" may also be written as 
MR_ P (1-1 )c MC 
71' 
from which the pricing decision rule for monopolistic pricing can be defined 
as in (1.8) 
(1.8). P_ (fl )MC 
n-1 
The elasticity of demand can take any value between 0 and'-co, or by 
omitting the negative sign 
(1.9) 0<n< Co 
- l6 
if n-0, then demand is perfectly inelastic 
n=1, demand has a unitary elasticity 
TI= co, demand is perfectly elastic 
0<n<1, demand is inelastic 
1<n<oo, demand is elastic 
Equation (1.8) establishes a price determination function in it's most 
general form. As it stands it depicts an equilibrium relationship between 
price, marginal cost and the elasticity of demand. As such it does not 
yield a form amenable to econometric verification not only because it 
represents an equilibrium situation, but also because the arguments on 
the right hand side are unobservable. Before however introducing specific 
demand and production functions that will render equation (1.8) a testable 
hypothesis, it is interesting to examine a number of points that can be 
directly deduced from (1.8) and are closely related to subsequent sections 
of this chapter. 
1. The firm that exercises some degree of monopoly power will choose a 
price that will always be higher than the marginal cost. From price 
equation (1.8) this difference is equal to n/n-1. Since the elasticity 
of demand for the monopolist is finite, taking values up to infinity, but 
never infinity (the perfectly competitive case), n/n-1 guarantees that P 
will always be larger than MC in cases where monopolistic elements exist. 
In the perfectly competitive model on the other hand P=MC. 
2. Because under perfect competition market price will be equal to each 
firm's marginal cost the extent of the divergence of price from marginal 
cost is regarded as a measure of the degree of monopoly power exercised 
by the firm-From (1.8) we have 
(1.10) P. MC 1 
P t1 
Where the left hand side'of (1.10) is A. P. Lerner's (1934) monopoly power 
index. As the demand curve becomes perfectly elastic, monopoly gains 
- Il- 
disappear (perfect competition). 
3. The previous point brings the question of what is the plausible 
range of the elasticity of demand. By equation (1.9) n can take any 
value between d and co. However a profit maximising situation is 
attainable only with an elastic demand curve. From equation (1.8), 
since marginal 'cost is always positive, the optimal profit maximising 
output should always be atýa point on the demand curve where n>1 . Equation 
(1.9) can therefore be replaced by equation (1.9)' that guarantees profit 
maximization. 
(1.9)' 1<n<ý 
4. Since price is higher than marginal cost, many authors have viewed 
n /n-1 as the markup that the monopolist charges over his costs (in this 
case marginal costs) to arrive at a price that in this case maximizes 
profits. Under certain conditions that relate to the shape of the 
average cost curve (and hence the shape of the marginal cost curve) 
equation 1.8 can be seen'as nothing less and nothing more than one of 
the the decision rules that are applied on markup models. 
5. If we are to assume that n. % -1 accurately represents the markup 
factor of the cost-plus models an obvious question-is how the markup, ie 
the elasticity fluctuates over the cycle. The expressed view in many papers; 
particularly the early works on markup models is that elasticity remains 
fairly constant over time. A possible justification for the perceived 
constancy of the elasticity over time could be the fact that the 
enterpreneur has no means of accurately forecasting the elasticity of 
demand for his products' during the course of a trade cycle. However in 
terms of equation (1.8) this can only be true if the firm is faced with 
a demand function for which shifts (due to a change in a, equation (1.2)) 
are isoelastic with respect to price. Since this is an unlikely 
possibility, the elasticity of demand will fluctuate over time. 
- IS- 
The movement of elasticity over the cycle is affected by the pressure 
of demand. The relationship between demand pressures and the elasticity 
of demand will be examined in chapter 3. 
There is a number of studies testing empirically price determination 
equations that are based on an explicit profit maximization model of the 
type just discussed and which are commonly named neoclassical because of 
the assumptions used. Almost all of these papers have followed W. Nordhaus 
(1972) in deriving empirically testable equations by introducing specific 
demand and production functions. A typical neoclassical equation in 
a general functional form expressing price as a function of input 
prices and demand can be given by (1.11) 
(1.11) Pn = f(w, q, v, Y) 
where Pn = (neoclassical)-price 
w, q, v factor prices for labour, capital and materials respectively. 
Y=a measure of demand usually proxied by disposable income. 
W. D. Nordhaus (1972) has investigated in detail a wide range of 
neoclassical price equations by specifying the production and demand 
functions facing the firm, First the profit function is maximized to 
find the optimum output flow and then, given the demand function, the 
profit I maximizing price is derived. The assumption of long-run profit 
maximization coupled with-the assumption of no intertemporal inter- 
dependencies guarantees profit maximization at every point in time. 
Furthermore, it offers a"framework for comparing neoclassical with markup 
models since in the long-run all markup models implicitly or explicitly 
assume profit maximization. 
12 
The models that°are briefly discussed below are strictly neoclassical 
in the sense that all derive price based on short-run profit maximization 
as a function of factor prices and income. Models by J. Kwak (1974) and 
B. Laden (1972) found significant positive coefficients on the factor 
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price variables and negative coefficients for demand. T. D. Sheriff 
(1979) compared a markup model of the average cost variety based on 
the R. Lipsey and M. Parkin (1972) model and a variant of the neoclassical 
price equation for five industrial sectors and the total U. K. manufacturing 
industry. Demand was proxied by industrial production index and 
produced a negative coefficient, while the coefficients of factor price 
variables were all positive. V. B. Hall (1977) tested various alternative 
neoclassical equations in an attempt to specify the "best" price equation 
for the Australian manufacturing sectors during the period 1955-1968. 
A Cobb-Douglas constant returns to scale production function was used 
to derive the price equations tested in the paper. Of the many 
alternatives only one equation was reported significant. L. Shahling 
(1977) used a neoclassical approach to analyse empirically the speed of 
price adjustment to changes in costs for the non-food U. S. manufacturing 
sectors during the period 1955-1971. The price equation is estimated 
in a manner similar to that of W. Nordhaus (1972) with the exception 
of the specification of the demand function. A partial adjustment 
mechanism ranging from full to zero adjustment is introduced resulting 
in a number of models, that are finally compared between them empirically. 
W. Moffat (1970) went on to test if the introduction of taxes should 
be considered as an explanatory variable in a price determination 
equation by comparing models based on different assumptions, one of which 
is the neoclassical model. Finally there is a number of models that 
are based on neoclassical assumptions but do not test the price equations 
as such. Instead the neoclassical framework is used as a basis for 
testing various hypotheses; administered price inflation, profits bahaviour, 
' 15 performance of the price equation in large disaggrega'ted economy models, etc 
Although this small survey is by no means exhaustive it concludes the 
discussion on theories that use marginal principles and are strictly 
based on short-run profit maximization. A neoclassical model will be 
formulated and tested in chapter 3. Until then however, markup models 
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remain to be presented. 
1.3.4. Markup models: general considerations. 
Neoclassical hypotheses about price determination are centered around 
the proposition that the firm is a short-run profit maximizer and for that 
purpose a strict application of the rule 
(1.12) P= f(MC) 
where f is a function of demand elasticity, has to be applied. The 
criticism on the neoclassical theory was based among other things on 
the empirical observations that many researchers have reported to the 
effect that 
1. The firm is not necessarily a profit maximizer in the short-run, 
although in the long-run profits are maximized. 
2. Even if the firm is a short-run profit maximizer, it does not 
achieve its objective by applying rule (1.12) since (a) marginal costs 
are unobservable or impractical to use as a decision pricing rule, 
being extremely costly to calculate and (b) Demand pressure which is 
assumed to affect changes in the elasticity is not considered to be 
a determining factor of price, although the views on this particular point 
are by no means unique. Instead prices are set as a markup on average 
costs, that can be average variable or average total costs, which can 
be calculated at the actual output that the firm is producing, or at 
a notion of output that the firm regards as normal or standard, or any other 
combination, depending on -the pricing rule used. Markup can be considered 
as never varying with demand, or being a function of-demand. To cover all 
possibilities markup models can be summarized by (1.13) as 
(1.13) P= (1+m(0)) C(0) 
where m(Q) is the markup 
Markup pricing first appeared in the literature with the R. L. Hall and 
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C. J. Hitch (1939) paper, whose findings were to a large extent divergent 
from what the classical theory was able to predict about price determ- 
ination. Further evidence was offered by a series of studies, the early 
works being in a form of questionnaire and based on direct observation, 
while the latter works were based on econometric analysis. Generally 
speaking all these studies can be summarized with regard to (a) their 
treatment of the markup and (b) their treatment of costs on which the 
markup is based. 
With regard to the markup the firm has three options: (al) Never to 
vary the markup. (a2) To adopt a markup that remains fairly constant 
but changes only in unexpected demand conditions (a3) To adopt a markup 
that systematically varies with changes in demand. The first case involves 
a price determination equation that consists only of cost factors. The 
second case may or may not have demand elements, while the third case 
implies that both cost-and-demand factors affect price. 
Turning to the cost side the firm has the following options: (a) To 
exercise a markup on average unit costs that may or may not include 
capital costs, calculated at the actual, day to day output rate, or (b) 
To exercise a markup on average total costs that are calculated at a 
rate of output that is different from actual output and is considered 
by the firm to be its "normal" operating output. Such a calculation 
ensures that fluctuations in demand will have a minimal effect on 
output and hence price. 
A number of studies some of which are based on questionnaires and some 
of which are econometric. models can be surveyed using the above 
classification as framework. Econometric models are discussed with 
reference to the particular form of markup practice used. Questionnaire 
studies usually touch on many aspects of firm's behaviour and include 
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large and diversified numbers of issues. Studies by R. Heflebower (1955), 
M. A. Adelman (1949), P. W. S. Andrews (1949), D. Hague (1957), B. Fog (1960), 
P. J. D. Wiles (1961), J M. Clark (1961), A. D. H. Kaplan et al (1955), 
R. Lanzilotti (1958), I. F. Pearce (1956), R. Robson (1957), A. Fitzpatrick 
(1964), R. C. Skinner (1970), R. Smyth (1967), W. Haynes (1964), 
R. Barback (1964), H. R. Edwards (1964), etc. provide supporting 
evidence for markup pricing on one form or. the other and and are to &Joare 
extent surveyed by D. H. Hay and D. S. Morris (1979) and AJ. Silberston 
(1970). 
What these studies fail to establish however is that markup pricing 
is a theory different from other theories of the firm, not only those 
discussed previously. The compatibility of-markup pricing rules'with 
various models of firm's behaviour as for example W. Baumolls , 
(1967) 
sales maximization hypotheses or R. M. Cyert and S. G. March's (1963) 
satisfycing behavioural model have been shown in the recent study of M. C. 
16, 
Sawyer (1983). Furthermore the markup models discussed will be examined 
with reference to neoclassical profit maximizing assumptions. For example 
in chapter 3, it will be shown, that under certain conditions average cost 
pricing reduces to the profit maximizing price of a monopolist or a 
monopolistically competitive firm. 
The question therefore that obviously arises is whether markup pricing 
models constitute an established part of a theory of firm's behaviour 
or whether they` are simply 'pricing practices adopted by firms for 
various reasons. All theories of the firm are based implicitly or 
explicitly on a specified goal. A number of goals has been suggested, 
each-of which is connected with a different model explaining firms 
behaviour. Profit maximization, maximization of some managerial utility 
function (that can, be either W. Baumol's (1967) sales maximization 
-23- 
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or R. Marris's (1963) balanced growth), satisfying behaviour, long-run 
survival and entry-prevention are some of the goals reported in the 
literature. However despite a small number of studies that have 
17 
examined the relationship between firm's ownership and its performance, 
in general there is no empirical evidence with regard to firm's 
objectives. Markup models on the other hand, do not specify the objectives 
of 'thef.. irm whose 
1a 
pricing decision they describe, or if they do, they impli"- 
citly or explicitly assume that these objectives serve the purpose of 
long-run profit maximization. 
Given that none of the markup models that will be discussed in detail 
in subsequent chapters is based on optimising behaviour of any kind, 
it seems that markup models are rather pricing practices, not theories. 
Heuristic explanations, such as limit pricing theories used to explain the 
level of the markup or target rate in the full-cost and target rate of 
return pricing models respectively or P. Sweezy's (1939) kinked 
demand curve employed to explain the price stickiness observed by R. L. 
Hall and C. J. Hitch (1939) and others and used in association with the 
full-cost model, do not provide a theory of markup pricing but merely 
help in the description of the pricing procedure. This by no means 
invalidates the use of markup models. First it might be argued that if 
long-run profit maximization is the goal of the firm, then the pricing 
practice by which this goal is attained is one of the markup rules and 
not the application of the marginalist principle. Second, even if this 
is not the case, markup models provide pricing descriptions that are 
of significant use with regard to policy measures concerning inflation, 
particularly when compared to theories that explain -firm's behaviour 
but do'not yield forms amenable to empirical verification. The old but as 
yet unresolved issue about cost-push or demand-pull inflation with its 
consequent repercussions about policy perscriptions is far better 
explained in terms of a markup price equation, that is able to discriminate 
between cost and demand changes, than by any other price model. 
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Markup models should therefore be regarded as pricing practices that have 
been adopted by industrial firms as the most realistic way to arrive at 
long-run profit maximization. A variety of purposes can be said to be 
. served by markup models in the short-run as for example reduction of 
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uncertainty or market co-ordination, none of which however explains 
the motivation and hence the decision making of firms. Markup models 
are rules of thumb providing a practical device for firms in the complex 
industrial world and leading to long-run profit maximization. 
The implications of markup models are not confined only to prices, but 
extend to profits and real wages as well. If price is a markup on average 
costs, then the price-cost margin will be solely a function of markup 
M(=1+m(Q)) as in (1.14) 
(1.14) P-C(Q) M-1 
PM 
which, if we are to assume long-run profit maximization and constant 
average costs O reduces to 
(1.15) P-C(0) 
Pn 
by equation (1.8). Furthermore assuming for convenience that total 
costs comprise only of labour costs, then equation (1.13) can be 
written as 
(1.13)' P= M. W. N. 
0 
where w, N, O are wage, employment. and production value respectively 
Rearranging (1.13)' we have 
(1.13)" W1 (Q) = (1-1 )ý PMNnN 
which is a real wage equation. Similarly equation (1.13)' can be written 
20 
as an income distribution equation, as 
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w. N = (1- ) PQ 
n 
where MPQ = (1= 1) PO is the share of wages in production. 
Ti 
In the following paragraphs we will examine markup models that have 
dominated the empirical literature based on econometric analysis: 
average cost, full-cost and target rate of return pricing models. 
Furthermore, special emphasis will be given in the estimation of the 
normal cost model, which is essentially similar to full-cost because 
of its relative significance in discriminating empirically between 
cost and demand influences on prices. . VERSlTY 
OF YORK 
LRV 
Markup models can be classified into short-run and long-run according 
to the time horizon within which the enterpreneur bases his cost 
calculations. Average cost model, together with the neoclassical model 
will be regarded as short-run, while all other markup hypotheses as 
long-run. The same distinction is applied in P. H. Earl's (1973) survey on 
prices and also in W. D. Nordhaus's (1974) study with reference to profit 
theories. Short-run models base the calculations of unit costs on actual 
output. Demand fluc+uations affect price either through the markup or 
through their effects on unit costs. In the long-run theories on the 
other hand pricing policy has been connected with other decision objectives 
of the firm, such as investment policy. According to R. S. Ball (1974) 
"Pricing and investment policies will not be determined 
directly by the current demand, but will be affected by it only to 
the extent that current movements in demand cause a reappraisal in 
the basic long-term forecast or expectation. The longer the horizon 
encompassing the expectation the smaller the effect is likely to be 
of a short-peribd shift in demand on current price and investment policies". 
The long-term forecast or expectation that the enterpreneur forms about 
output by movements in demand that are regarded as permanent is the 
standard or normal output. Calculation of unit costs of long-run price 
--ZG - 
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models is based on that output. In general standard output is a function 
of capacity output with actual output fluctuating around standard output. 
All markup models have been summarized in equation (1.13). Anticipating 
following chapters, it is possible to distinguish all markup models on 
the basis of (1.13). Ignoring at the moment, the way markup is affected 
by demand, (1.13) can be written as (1.16) 
(1.16) P_ (1+m)AC= (1+m) TC 
0 
where AC, TC = average and total costs respectively 
Define total costs as 
(1.17) TC= w. L + v. M +1K 
where w, v, T are the prices of labour, materials and capital respectively 
L, M, K are employment, materials volume and stock of capital. 
(1) If a strict application of average cost markup is in practice, 
then 
T= 0, m> 0, and Q=Q (actual output) 
(2) If full cost pricing is the model actually applied, then 
T-=O ,m0 and Q=QN, where ON is standard output 
(3) If target rate of return pricing is in order, then 
T>O (T is the rate of return on capital), m=0, and Q=QN 
The next subsections briefly discuss these markup pricing models. 
1.3.5. Average Cost Pricing. 
Average cost pricing sets the price as a markup over actual costs. 
The markup may enter either multiplicatively as a percentage over 
costs, or additively as a fixed absolute sUm. In both cases the markup 
may or may not vary with demand conditions according to the classification 
presented in the previous subsection. The precise way by which the 
markup is influenced by demand conditions will be examined in chapter 3, 
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where a testable hypothesis based on average cost pricing is formulated 
and estimated. Since the majority of studies following average cost 
pricing use the multiplicative markup version we will consider a 
typical model to be represented by (1.18) 
(1.18) PA ; (1+11) BV(o) 
0 
where all variables have been defined before and subscript A stands 
for average cost pricing. Before examining empirical studies that 
are based on average markup pricing, a number of issues that are directly 
related with equation (1.18) will be discussed. 
First is the question of the elements that are included in the cost 
function. The literature suggests, following the lead of M. Kalecki 
(1939) that as a rule only average variable costs (prime costs in 
M. Kalecki's terminology) should be included, ie labour and material 
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costs. But then again part of labour cost consists of salaries that can 
be considered as part of fixed costs that the firm has to pay since they 
are not directly related with production. Although it is possible to give 
a precise definition of what is variable and what is fixed cost, in practice 
when estimating a pricing model, this may create a number of problems. 
Consider for example the identity expressing the value of output in terms 
of factor shares 
(1.19) PO = wL + vM+ TK + IT 
Assuming that profits are a function-f-of output (P0) then it is possible 
to express the above identity by dividing by 0 and rearranging terms 
as in (1.20) 
(1 . 20) P= 1 [ULC + UMC + UCC] 
1-f(0) 
where 1 is the markup factor accounting for profits 
1-f(0) 
-29- 
and ULC, UMC, UCC are unit labour, unit material and unit capital 
costs respectively. 
Alternatively if we are to assume that capital costs are also a function 
of output, then equation (1.20) would become 
(1.21) 
P= 1 [ULC + UMC] 
1-h(0) 
where now 1 is the markup accounting for both capital input and profits 
1-h(Q) 
Note that equations (1.20) and (1.21) are identities. A behavioural 
assumption is required on how the markup is determined, which is 
usually offered by introducing demand factors into the price equation. 
The markup however is supposed to account for profits and not for capital 
costs. A point therefore can be made that average cost pricing should 
include capital costs as an explanatory variable. W. D. Nordhaus (1972) 
makes a similar point when deriving a neoclassical price equation referring 
to the necessity of including capital cost variables in price determination 
equations. 
On the other hand if we are to include capital costs, a question arises 
as to how these costs will be calculated. Recall that the average 
markup model is supposed to offer to the businessman a practical way' 
of calculating his costs and arriving ata price that guarantees 
long-run profit maximization. Since capital costs remain constant in 
the short-run, but output flucutates, the calculation of the percentage 
of capital costs that would be included in the price of each and every 
output level is a particularly difficult task. The matter would have 
been easily resolved if we have considered that the businessman had 
based his calculations of unit costs not on actual output but on what 
he perceives tobe his normal operating rate. This however will be left 
for the full-cost model-. In practice we shall estimate the average 
cost model by including capital costs calculated at the current 
output rate. A strict application of the average cost model would imply 
that the coefficients on capital costs would be zero. 
Second, from equation (1.18) we can see that all cost variables are 
expressed in terms of unit factor costs. Since unit factor costs are the 
ratios of unit factor prices to unit factor productivities a"formulation 
such as (1.18) constrains the effect of factor prices and factor product- 
ivities over price to be equal (and opposite in sign). However, this may 
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not be the case, particularly with respect to the labour input. 
Third, there is a number'of issues left unresolved until chapter 3. 
These include 
(1) the determinants of the markup and in particular the relationship 
between markup and demand conditions (ED) (2) the shape of the average 
cost curve and (3) the relationship between the average cost model and 
the neoclassical model. In a general form the average price equation 
to be estimated in chapter 3 'will, be 
(1.22) PA = f(w, Q, UMC, UCC, ED) 
The majority of the studies in price determination are reported to 
use some variant of average cost pricing. Studies by L. R. Klein and 
R. S. Ball (1959), J. C. R. Dow (1956), L. A. Dicks - Mireaux (1961) all use 
as explanatory variables wages, input prices and productivity explicitly 
or implicitly. Moreover 
all 
assume that the share of profits in the 
value of output remains constant, thereby constraining the coefficient 
on ED (in terms of (1.22)) to be zero. Relaxing this assumption and 
allowing the markup to be a function of demand results in studies like 
those of R. G. Bodkin (1966), G. L. Perry (1966) where demand is 
proxied by a capacity utilization index, or G. 'De Menil (1974) where 
the ratio of unfilled orders to sales accounts for the demand pressure 
variable. 
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A number of studies have followed R. Lipsey and M. Parkin (1972) 
in a model where the rate of change of prices is a function of the rate of 
change of wages, productivity and materials and where no role is 
allowed for demand or any other variable in affecting the markup. 
L. G. Godfrey (1972), K. F. Wallis (197Z) and P. Burrows and T. Hitiris 
(1972) are based on the R. Lipsey and M. Parkin (1972) model while F. 
Brechlang (1972) includes demand with a number of lags. R. S. Ball and 
M. Duffy (1972) also use the Lipsey-Parkin model to examine price 
formulation in nine European countries. They show that if a distinction 
can be made between actual and normal output, then a further variable, 
the rate of change of the ratio of normal to actual labour cost per 
unit of output can be included in the explanation of price behaviour. 
The actual cost model auimented by this last variable yields good 
results for seven out of nine countries studied in the paper. 
Large economy models by L. R. Klein and A. J. Goldberger(1955) and 
L. R. Klein and Y. Shinkai (1974) for the U. S. A. and Japanese economies 
respectively include price equations based on some average cost markup 
form with good empirical results. Y. Shinkai (1974) extended the price 
equation of the L. R. Klein and Y. Shinkai (1974) model to include 
capital costs (unit financial cost variable) as well as demand 
variable and applied his price equation , to the Japanese 
manufacturing sector. He found that unit costs explain roughly half 
of the price variation. On the other hand, although demand variables 
were significant, added virtually nothing to the equation containing 
cost variables and also rendered labour cost variables insignificant. 
Similar findings are reported in the models of M. E. Morkre (1970) 
and R. D. Rippe (1970)ß that used an average cost markup model to 
explain-the. behaviour of U. S. steel prices. Although they used 
different formulations in their-demand variable they both agree on 
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that steel prices are responsive to demand changes after account has 
been taken for the change in unit variable costs. Finally a study 
by F. C. Ripley and L. Segal (1973) employing average cost model in 
a cross-section estimation of 395 industrial sectors should be 
mentioned. Changes in unit labour costs, material costs and 
output are used to explain changes in prices yielding significant 
coefficients for all variables. 
So far we have discussed various studies where price is seen as 
a function of short-run costs either expressed as factor prices 
or unit costs., The role played by demand factors was left vague 
since the examination of the relationship between demand and markup 
will be examined in chapter 3. A number of important studies like 
those by R. R. Neild (1963)(1973), F. Rushdy and P. Lund (1967) and 
B. T. McCallum (1970) have been omitted from this survey, since they 
will be examined in detail in connection with the role of demand in 
markup models. 
1.3.6.. Full-cost pricing 
As a matter of definition full cost pricing has been presented in 
the literature in a somewhat dubious manner. Much of the confusion 
seems to arise from the fact that a number of authors have considered 
full-cost as comprising only of prime costs or have considered the 
calculation of costs, whether full or prime to be based not on standard 
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but on actual output. 
All matters are probably cleared if we follow J. M. Clark (1961) in 
defining the full-cost price ".... [as the] one that will cover costs 
under normal conditions of operations disregarding minor fluctuations. 
This means that it does not espouse the anomaly of raising the price 
if a downward fluctuation of demand reduces the operating rate and 
raises the unit cost by spreading the overhead over a smaller number 
of units. This anomaly is avoided if standard costs rather than 
actual costs are used". 
J. M. Clark (1961) p. 126. 
Based'on this definition full-cost pricing may be presented formally 
by (1.23) 
(1.23) PF = (i+n) C(ON) _ (1+ir)[ ßV(ON) + F] 
where all variables have been defined previously and subscript F 
stands for full cost price. 
A number of points that are relevant to full-cost pricing can be 
mentioned here. First- is the question of whether full-cost is 
concerned with the level of prices or price changes. Sometimes 
this distinction is not made'clearly as if it is unimportant. The 
full-cost model determines the level of price as that, that will earn 
a markup upon full-costs at the'standard level of output. Furthermore, 
the markup will be influenced by many factors such as long-run 
profitability, structure of the market, including barriers to 
entry etc. and also demand conditions. The latter however are 
supposed to affect the markup only through their effect in changing 
the normal level of operation~ 3of the firm, and as such this affect on 
prices is likely to be small. ' This was further corroborated by the 
Hall and Hitch empirical findings to the effect that whenever full- 
cost pricing is applied, prices tend to remain sticky, despite 
fluctuations in demand. Whatever the underlying reason for price stick- 
iness an expost justification is given to it by P. Sweezy's (1939) 
kinked demand curve. The basic assumption is that the business- 
man expects a reduction in his price to be followed by competitors 
in the market but not a price rise. This means that demand 
is inelastic with price decreases but elastic with price 
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increases. The profit maximising price is therefore set at the 
full-cost price and thereafter does not change unless demand 
conditions change the businessman's view of normality, or unless 
standard unit costs change either because of a change in the input 
factor prices or a change in the standard output. Obviously the 
kinked demand curve does not explain the level of the full-cost 
price, instead it provides a justification of why prices remain 
sticky. Price stickiness however is far from well established 
empirically, particularly with regard to firms where the full- 
cost pricing is warranted, ie to firms enjoying some degree of 
market power. G. S. Stigler (1947) for example, based on a survey 
of approximately 100 firms has reported a negative correlation 
between the degree of concentration in an industry and the frequency 
of price change. In addition price rigidity was greater under 
monopoly where no kink could exist than under oligopoly, possibly 
suggesting that other explanations outside the kinked demand curve should 
be looked at, common to both market structures. J. L. Simon (1959) has 
also found no evidence for the kink since prices were as flexible in 
oligopolistic markets as they were in monopolistic ones. 
A second question regards the market structure in which full-cost 
pricing firms operate. Although oligopoly has traditionally 
believed to be the appropriate market structure, full-cost pricing 
is applicable in any market where the firm is able to exercise some 
discretion in its pricing policy. R. L. Hall and C. J. Hitch (1939) 
inquiry that initiated full-cost pricing was based on 38 firms: 3 
monopolists, 3 oligopolists and 32 monopolistically'competitive 
firms. Later studies have examined larger numbers of firms, 
including small ones and all agree on the applicability of full-cost 
in markets where firms are to some extent price markers. 
There is a number of studies employing econometric analysis in their 
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determination of the full-cost price. One of the most important is 
that by C. L. Schultze and J. L. Tryon (1965) which is part of the 
large multiequation U. S. model, the Brookings model. Their price 
equation is presented as-a three-part hypotheses: (1) Prices are 
set as a markup on standard costs (2) Temporary changes in costs, ie 
deviations of actual from standard costs also affect prices but to a 
lesser extent that permanent changes (3) The markup on standard costs 
islet to be influenced by excess or insufficient demand relative to 
available supply, which-is proxied by the inventory-output ratio. 
Assymetry in price behaviour is tested by including as seperate 
variables both positive and negative deviations of actual from normal 
capacity utilization ratios. Price assymetry suggests that positive 
deviations are greater than the negative ones. Price equations are 
applied for aggregate manufacturing as well as other sectors. The 
regression results show that cost factors dominate the influences 
on prices. There is some evidence that the markups on normal costs 
are influenced by excess demand but in general the results show an 
insignificant role of capacity utilization in most of the equations. 
The hypothesis of assymetry is not generally confirmed. Nevertheless 
whenever the capacity utilization variable enters significantly, the 
positive deviations are greater than the negative ones. 
D. G. McFetridge (1973) has used a variant of the full-cost model to show 
that demand factors are significant in determining prices even through 
a full-cost price equation. He first tested whether actual or standard 
unit costs are appropriate; the evidence was overwhelming in favour 
of the latter. Demand was either proxied by the deviation between 
the actual and the desired ratio of unfilled orders to sales and the 
deviation between the actual and the desired ratio of finished 
inventories to sales. Both variables generated significant and well 
behaved coefficients, suggesting a significant influence of demand 
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factors in the full-cost price equation. 
1.3.7. Target rate of return pricing. 
The target rate of return pricing hypothesis asserts that the 
firm charges a price equal to average variable cost at standard 
output plus a margin designed to yield (at standard output) a certain rate 
of return on firms assets. Its main difference from the full-cost 
model is exactly on the treatment of capital costs. While the full- 
cost model determines price as a markup on total costs including capital 
expenditure costs at standard output, target rate of returns determines pric, 
as a markup that has to yield a sufficient return on firm's assets. 
More on that and the. implications of the differences and similarities 
of these two pricing models with regard to price changes will be 
discussed in chapter 5. Formally target rate of return pricing may 
be written as 
(1.24) PT MQN) + (1+T) K 
ON ON 
where K is the firm's assets and subscript T refers to target rate 
of return pricing. How is the target rate determined, how does it 
behave cyclically and what kind of firms actually practice target rate 
pricing are some of the questions that need to be briefly mentioned 
here. In a line similar with previously discussed markup models, 
target rate of return does not specify a well-established theory 
able to determine the target rate. Nevertheless a number of authors 
have put forward a set of factors that can influence the target 
rate on capital. 0. Eckstein and G. Fromm (1968) for example 
believe that 
"The target rate of return is based on market structure and long-run 
economic conditions of the industry, including barriers to entry, 
international trade barriers, concentration, product differentiation, 
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managerial talent, long-run demand elasticities, the degree of risk 
attached to profits and the valuation placed on the firm's equity and 
debt instruments in the capital market". 
Most of these factors are able to explain why the target rate is 
different across industries, but not why the target rate differs ( if 
it does) through time. Limit price theories 
5by focusing on the conditions 
of entry into an industry as the key determinant of the markup can 
indeed shed some light into the question. Under limit price theories, 
firms are preoccupied with long-run considerations and the prevention 
of entry is one of them. The price is therefore set at such a level 
that the potential entrant believes that entry will be unprofitable at 
the existing price and also will be unprofitable at the price that will 
exist after entry. So what is the existing price? It is the price 
that will deter entry and as such it will be less that the price that 
would have existed under short-run profit maximization and higher 
than the competitive price. Such a price will also serve the purpose 
of yielding a rate of return on capital invested. Broadly speaking 
therefore limit price theories are able to provide the upper limit 
of target rate of return price. 
How the target rate behaves over the business cycle is another matter 
to be dealt with. A strict application of the target rate formula 
would require that demand elements play no role in target rate pricing. 
Such 'a formulation may be seen to imply that the target rate is constant 
through time and also that there is no deviation between actual and 
target rates of return. However both these implications are wrong 
as it will be seen in chapter 5. The difference between actual and 
+atýcf rates is explained by businessmen because of competition and 
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market conditions. Long-run demand considerations and not day to 
day changes in demand may affect the target rate in so far as the price 
charged corresponds to the price that prevents entry. It should be 
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noted that none of the above arguments should be taken as introducing 
short-run demand changes as a factor affecting price changes. Such 
a hypothesis would clearly be irrefutable and thus devoid of 
operational meaningfulness. The target rate hypothesis states that 
short-run demand movements play no role in a target rate pricing formula. 
On the other hand target rate is affected by long-run demand considerations. 
Since we are only able to observe short-run changes in prices, costs and 
demand, the introduction of a demand pressure variable in a price 
equation such as (1.24) would serve the purpose of either verifying 
or refuting the target hypothesis depending (among other things) on 
the significance of the demand coefficients. 
Full cost pricing was said to be applicable to firms with some 
discretion over the price they charge. As such any market structure 
other than perfect competition was considered to be relevant. Small 
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firms were also found to practice full-cost pricing. Empirical evidence 
on target rate of return pricing on the other hand'was constrained 
on large corporations with multiple product chains as shown in the 
study by A. D. H. Kaplan et al (1955). Moreover target rate of return 
has been suggested as the appropriate pricing method in regulated 
monopolies. The very fact that the firm bases it's pricing decisions 
primarily on a desired return on capital invested thus ignoring to a 
large extent competitors reactions, indicates that a significant degree 
of market power is enjoyed by the firm. Evidence to that extent has 
been offered by 0. Eckstein and 0'. Wyss (1979) and D. and M. Straszheim 
(1976) to the effect that industries with the highest concentration 
ratio have been found to be practicing target rate of return pricing. 
Econometric evidence on target rate is constrained to a limited number 
of studies probably due to the difficulties of measurement regarding 
capital costs. The best known paper is that by 0. Eckstein and G. 
Fromm (1968) which is based on a model first discussed by 0. Eckstein 
(1964). Price is a function of standard costs, deviation of actual 
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from standard costs, the profit rate on capital and demand variables. 
Separate equations are estimated for price levels and price changes 
and are applied on the durable and non-durable U. S. manufacturing 
sectors. All variables are significant including demand. The same 
is not true in a latter study by 0. Eckstein, that by 0. Eckstein and 
D. Wyss, (1972), where there are no demand variables in the target 
price equation. The profit-equity ratio that accounts for target rate off 
capital is significant and is used as an indication that the industry 
follows the target rate pricing rule. W. Moffat (1970) uses as a 
measure of target rate stockholders equity divided by unit output but 
does not find satisfactory evidence to suggest the use of target rate 
pricing. The same conclusion is also reached by D. Kamerschen (1975) 
in a study that does not test for target price equation as such, but 
attempts to provide an explanation of the target rate by correlating 
data on profits with a number of variables such as wholesale price 
index, production and stockholders investment. 
1.3.8. Normal cost pricing 
The last markup model to be examined is the normal cost model. It is 
a model that could be summarized under the full-cost heading, however 
it is treated seperatly due to the elaborate proce dure of estimating 
standard-(=normal) costs and due to the framework that provides in 
distinguishing the influences of cost and demand changes on price 
changes. The model first appealed with the publication of the W. Godley 
and W. Nordhaus (1972) paper but was based on ideas initiated previously 
in R. R. Neild (1963) and W. Godley (1959-1976) and to some extent in 
W. Godley and C. Gillion(1965). 
A monograph by K. J . Coutts, W. Godley and W. D. Nordhaus (1978) was 
produced six years latter that covered the main U. K. industrial sectors 
and explained many issues that were left unclear in the original paper. 
Ever since a number of studies, have appeared either verifying and 
extending the normal cost hypothesis or providing evidence against it. 
The former include studies by J. Ros (1980), R. Dixon (1983), P. S. W. N. 
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Bird (1983), G. Tai%'as (1984) and also W. Godley (1977) I. Pesaran 
(1972a)(1972b) , W. D. Nordhaus (1974), K. J. Coutts, R. Tarling and 
F. 
Wilkinson (1976), I. F. Pearce et al (1976) and P. Sylos Labini (1979) 
review article. The latter include studies by A. D. Bain and Evans (1973), 
M. Parkin (1977)(1978), G. W. Smith (1978)(1982) and R. Gordon (1975). 
Briefly the normal cost hypothesis asserts that industrial firms charge 
prices based on normal costs. In particular the firms calculate the 
level of costs with reference to standard output and not to actual 
output. The price-normal cost relationship, ie the markup (on normal 
costs) is unaffected by demand. As such the normal cost model provides 
the strongest statement compared to the other markup models about the 
role of demand in pricing. The coefficient on normal costs in the 
price equation is expected to be unity and at the same time the 
coefficient on demand is expected to be zero. Formally the normal cost 
model can be written as the full-cost equation. 
(1: 25) PN = (1+n) (BV(QN)+F) 
ON 
or, if we are to assume, as K. J. Coutts et al (1978) do, that 
capital cost plays no role, as 
(1.26) PN = (1+ir) (ßV(QN) 
ON 
A detailed exposition of the procedure for calculating standard 
costs relevant to the normal cost model is found in chapter 4. Section 
5.5 deals with the normal price equation by deriving and testing the 
normal cost model based on the K J. Coutts, W. Godley and W. D. 
Nordhaus (1978) methodology. 
Thus far we have examined the various pricing practices that have 
been developed in the literature and are known as markup models. 
A distinctive feature of these models is the many common characteristics 
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that they share. Later chapters will be devoted in the formulation and 
empirical testing of these models using data on the 2-digit SIC sectors 
of the Greek industry. Prior to these however a chapter that describes 
the data used as well as the methodology for estimating the markup 
models is required. This is chapter 2. 
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NOTES 
1. "It is assumed to be the aim of the producer to fix that price 
at which the excess of gross receipts or revenue over costs will 
be at a maximum. He will achieve this if he regulates output in 
such a way that the addition to his total revenue from selling an 
additional unit is exactly equal to the addition to his costs 
caused by producing that unit. If he sold one unit less he would lose 
more of revenue than he saved of costs, and if he produced one unit 
more he would incur more of cost than he gained of revenue. The 
addition to total revenue produced by selling an additional unit 
is marginal revenue. The seller is assumed always to equate marginal 
revenue to marginal cost" 
J. Robinson (1933) pp 51-52. 
2. See papers by P. W. S. Andrews (1949), E. H. Chamberlin (1942), 
W. J. Eiteman (1949), R. A. Gordon (1948), R. F. 'Harrod (1952), F. Machlup 
(1946), H. M. Oliver (1947), E. A. G. Robinson (1950), (1951) most of 
which are surveyed in R. B. Heflebower . 
(1955) and 0. Langholm (1968). 
3. See M. Sawyer (1983) p. 12. 
4. -See for example R. S. Barro (1972), E. S. Phelps and N. Winter (1971) 
among others. 
5. See for example survey'articles by A. J. Silberston (1970), M. Parkin, 
M. T. Summer and R. A. Jones (1972), W. D. Nordhaus (1972), P. H. Earl 
(1973), P. H. Earl (1974), D. E. W. Laider and M. Parkin (1975), J. A. 
Trevithic and C. Mulvey (1975), M. Parkin (1978), D. H. Hay and D. S. 
Morris (1979), S. Domberger and G. W. Smith (1982) and M. C. Sawyer (1983). 
6. See J. A. Trevithick and C. Mulvey (1975) p. 81. 
7. See D. E. W. Laidler and M. Parkin (1975) p-767- 
8. See M. C. Sawyer (1983) pp9-22. 
9. Note however that if MC is diminishing with output, then profits 
are maximized if the negative slope of MC is steeper than that of MR. 
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10. A detailed examination of the relationship between the elasticity 
and the markup is postponed until chapter 3. 
11. See D. H. Hay and D. S. Morris (1979) p. 120, for a number or 
references. 
12. A similar more or less model to that of W. Nordhaus (1972) is 
presented in chapter 3. There it is shown that under certain 
conditions referring to the slope of the marginal cost curve, 
equation (1.11) may be expressed in terms of unit costs, thus 
resulting in a testable form that is similar to that of average- 
cost markup models. 
13. See for example papers by R. Wilder, G. Williams and D. Singh 
(1977), K. Shinjo (1977), 0. Eckstein and D. Wyss (1972) and D. 
Straszheim and M. Straszheim (1976). 
14. See for example J. Beath (1978). 
15. See for example D. Helen and J. Popkin (1972). 
16. See M. C. Sawyer (1983) pp 31-32 and p. 34. 
17. See for example R. S. Monsen et al (1968) and D. R. Kamerschen (1968). 
18. See for example R. L. Hall and C. S. Hitch (1939) and W. Haynes (1964). 
19. See F. M. Scherer (1980) pp 183-187. 
20. See L. R. Klein (1967). 
21. A detailed exposition of the methodology of such a calculation 
is given in section 3.9.4. 
22. For a similar discussion see P. "Sylos Labini (1979). 
23. See for example R. S. Ball and M. Duffy (1972). 
24. A notable example of opposing definitions can be found in a 
number of papers by 0. Eckstein. For example in 0. Eckstein (1.964): 
"Target return'pricing differs from full-cost pricing by relating 
price not to actual costs but to standard costs". 
definition which is repeated in 0. Eckstein and R. Brinner (1972) 
but refuted in 0. Eckstein and G. Fromm (1968), since 
"Full cost pricing which is a variant of target return pricing is based 
on the principle that price equals standard unit variable cost multiplied 
by a markup". 
CHAPTER 2: Data Considerations and methodological issues 
-4I1- 
2.1.. Introduction 
The aim of this chapter is twofold; on the one hand to present 
in a most concise way information about the Greek industrial 
sectors that form the basis of the empirical application of 
price determination theories and on the other to present the 
methodology that is followed for the estimation of the price 
equations. 
The chapter contains six sections. Section 2.2 sets the framework 
of analysis by explaining the reasons for choosing the time series 
and, cross-section coverage used. Section 2.3 contains information 
on the performance of, the Greek industries that is relevant to the 
study of price determination. The goal is not to present a complete 
picture of Greek manufacturing but merely to provide an indication 
of the relative movements with regard to the variables used in the 
estimation of price equations. Interelationships between these 
variables are discussed in section 2.4 together with the presentation 
of the main statistical sources. Section 2.5 is concerned with 
the choice of the dependent variable. For reasons explained in 
this section there is a departure from the practice of testing 
price models by using wholesale price indices; instead implicit 
gross output deflators are used. The relationship between the 
two price variables is examined and analyzed. Finally section 
2.6 presents the methodological issues that clarify the procedure 
used for the estimation, testing and evaluation of the price models. 
The procedures examined in this section are invariably followed in 
the next chapters, since each price model is estimated and tested 
with the same method. Great importance is attached in performing 
tests in batteries not. only across theories but across sectors 
as well, since it reduces the possibility of data mining and 
I 
subjectivity in favour of one model vis-a-vis the other. 
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2.2. Time series and cross-section coverage of the study. 
The estimation and formulation of the pricing models discussed in 
chapter 1 will be applied to all two-digit Standard Industrial 
Classification (SIC) sectors of the Greek industry. This makes 
a total of 21 sectors for each pricing model; 20 industrial 
sectors (SIC 20 - SIC 39) plus the total manufacturing sector. 
Therefore each sector will be referred to by its code SIC number 
and the correspondence between code numbers and industry names is 
given in table (2.1). 
Data unavailability in the Greek industry permits the examination 
of economic relationships only on what is called by the National 
Statistical Service of Greece (NSSG) "major" or "large scale" 
manufacturing. Large scale industry comprises of firms that 
employ 10 persons or more. The rest, ie "small" scale industry 
contains family type companies with almost no capital installed, 
occupied in handicraft or seasonal activities and employing a 
limited number of workers. Out of a total of 123000 enterprises 
that existed in Greek manufacturing during 1970, large scale 
industry accounted only for 4.9% of the establishments but for 
81.3% of the total of employees, 77.7% of the total value added 
and almost 90% of total investment during that year. 
Estimation of price equations requires information on a number 
or variables, such as prices, employment, productivity, wages, 
materials, prices and volume, capital stock, profits, investment, 
output etc. The problems faced in obtaining and employing such 
an information body in a consistent manner are greatly enhanced 
by the two-digit disaggregation adopted. 
Table 2.1. Greek industry: Two digit standard industrial 
classification. Correspondence between coo es 
and names 
SIC code Industrial name 
(20-39)TOT Total manufacturing sector 
20 Food preparation industries 
21 Beverage industries 
22 Tobacco manufactures 
23 Manufacture of textiles 
24 Footware and clothing industries 
25 Wood and cork industries 
26 Furniture and fi there industries 
27 Paper and pulp industries 
28 Printing and publishing industries 
29 Leather and fur products industries 
30 Rubber and plastic products industries 
31 Chemical industries 
32 Petroleum and coal refining industries 
33 Non--metallic mineral products industries 
34 Basic metal industries 
35 Fabricated metal product industries except 
machinery 
36 Machinery and appliances industries except electrical 
37 Electrical machinery and electrical appliances 
38 Transport equipment industries 
39 Miscellaneous manufacturing industries 
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The main difficulty that had to be overcome however was how to increase 
the number of time series observations for each sector, since most 
published sources contained information on a yearly basis that 
included only 15 years (1963-1977) at the time that this study 
was undertaken. The lack of degrees of freedom for an efficient 
estimation of price equations dictated the generation of quarterly 
figures for the same period (19631 - 19771v), thus making a total 
of 60 observations. 
Since data on most variables are available only yearly, a number 
of assumptions is required for the generation of quarterly 
figures. 
, 
In such a procedure great care is taken in order to 
secure 
(a) the consistency of the generated data. As it will be shown 
there is a number of identities that are observable with yearly 
data. Quarterly figures are generated in such a way that (1) the 
same identities hold on a quarterly basis and (2) by adding-up 
the quarterly, figures we are able to observe the same identities 
on a yearly, basis. 9 
(b) the reliability of the generated data. Quarterly figures do 
not. originate from published, sources. Nonetheless they are 
publishable in the sense that, following the assumptions used, 
we-can create quarterly data from yearly figures and also from 
the quarterly generated data, by adding up, the original yearly 
figures. 
2.3. The Greek industrial sectors: the facts to be explained. 
.. <. 
This section is concerned with the presentation of a number of 
indicators that are relevant to the understanding of industrial 
price formation in Greece. A discussion on the morphology of 
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the Greek industry, the origins of its development, the financial 
and capital structure, the institutional background as well as 
the prospects for its future growth pattern is outside the scope 
of this section. which is mainly to present in a most concise 
way the necessary quantitative information on the majority of 
variables used in the price determination equations! Such 
variables are the prices of factors of production, ie wages (Pw), 
materials prices (Pm) and the price of capital services (Pc) and 
also labour, productivity; (0/L), unit labour (ULC), unit materials 
(UMC) and unit capital costs (UCC). Since the analysis of 
price determination is conducted at a relatively disaggregated 
level, indices that describe structural characteristics of the 
sectors discussed are also presented. Such indices are market 
. concentration, 
the share of value added in output, export 
performance, the share of inputs and also output, investment, 
employment and profit rates-Furthermore and in connection to 
the analysis of chapter 4, a , picture of the labour market is also 
drawn in terms bf relative employment shares and wage rates of 
each employment category. The indices mentioned above are 
themselves. self-explanatory and so the analysis of the tables 
presented below is constrained to the minimum. 
During the period under examination the Greek industry has 
experienced rates of inflation significantly higher that the 
relative rates of OECD countries? Implicit deflators for Gross 
Production Value are used as a , measure of price rather than 
wholesale price indices. For the total manufacturing sector 
the average quarterly rate of increase between 1963i and 19771v 
was 2.48%. This inflation rate was distributed unevenly through- 
out the period. The signal for explosive inflation rates that 
exceeded 25% on a yearly basis was given with the oil-crisis of 1973. 
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There after industrial prices persisted at a rate of increase of 
about 20% or more per year. An indication of the distribution 
of price increases is given in table (2.2) where the period is 
divided into 3 equidistant periods; 1963i - 1967iv, 1968iv-1972iV, 1973i 
19771v. Quarterly inflation rates are given for each sector and 
subperiod. With the exception of sector 32 that has almost 
absorbed the quadrupling of oil prices in 1973, the rest of 
sectoral inflation rates are rather close to the average rate 
as that is given by the manufacturing total. Sectors with inflation 
rates relatively lower than the total are SIC: 30,31,33,34,39 
while sectors with higher inflation rates are SIC: 28,32,38. 
The pattern of modest increases during the first two thirds of 
the period and high rates during the last third was also observed 
by the prices of factors of production. Table (2.3) presents 
average quarterly rates of change for wages (Pw) materials 
prices (Pm) and price of capital services (Pc). The figures 
in parentheses show the relative increase in factor prices to the price 
output (PC). These ratios show that average quarterly rates 
for wages and capital are twice as much as that of prices 
while the ratios for materials prices are around unity. 
Obviously increases in labour and capital productivity are 
absorbed by prices of labour and capital while the "productivity" 
of materials (the reciprocal of materials-output ratio) has 
remained constant across sectors and approximately equal to 
unity. Indeed industries with higher wage price ratios are 
for example the industries where productivity has increased 
more than average, ie sectors 30,31,33,34,35 and 39 as can be 
seen from table (2.4), where productivity is defined as the 
ratio of gross production over the number of people employed. 
Table 2.2 elicit deflators for gro ss production value (PG) 
average qu arterly rates, twa digit SIC sectors, 
large scal e manufacturing 
Period Period Period Period 
Sector 1963 -1977 1 963 1967 1968 - 1972 -1977 1973 .. 1 iv , , 1. iv i . iv 1 iv 
TOT 2.48 0.36 0.92 6.17 
20 2.76 0.22 0.86 7.21 
21 2.15 0.11 0.69 5.65 
22 2.15 0.33 0.41 5.70 
23 2.26 0.43 0.75 5.62 
24 2.09 0.66 0.48 5.14 
25 2.58 0.23 0.96 6.55 
26 2.42 0.44 0.79 6.02 
27 2.23 0.16 0.44 6.10 
28 2.95 ' 0.16 1.58 7.13 
29 2.31 0.75 0.62 5.74 
30 1.76 0.30 0.30 4.68 
31 1.71 0.28 0.65 4.21 
32 7.74 -0.23 1.53 21.93 
33 1.87 0.26 0.31 5.05 
34 1.72 -0.01 0.65 4.51 
35 2.23 -0.04 0.84 5.90 
36 2.49 0.37 1.08 6.02 
37 2.28 0.39 0.70 5.76 
38 3.20 0.64 0.75 8.20 
39 1.64 0.00 0.42 4.51 
Table 2.3 Wage rates (Pw), Materials prices (Pr1), Price of capital 
services Pc ; average au cry raes-'1 977iv. Two 
digit SIC sectors; large scale manufacturing 
Sector 
mr 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Tw ' (Pw/PG) ' 
pM.. (PM/PG) PC (Pc/PG) 
4.81 (1.94) 2.38 (0.96) 5.14 (2.07) 
4.98 (1.80) 2.97 (1.08) 4.91 (1.78) 
4.46 (2.07) 2.32 (1.08) 4.86 (2.26) 
4.69 (2.18) 2.47 (1.15) 4.75 (2.21) 
4.75 (2.10) 2.32 (1.03) 5.08 (2.25) 
4.40 (2.10) 2.33 (1.11) 5.44 (2.60) 
4.97 (1.93) 2.40 (0.93) 6.39 (2.48) 
4.51 (1.86) 2.57 (1.06) 5.25 (2.17) 
5.20 (2.33) 2.23 (1.00) 3.95 (1.77) 
5.22 (1.76) 2.27 (0.77) 4.56 (1.54) 
4.31 (1.87) 2.24 (0.97) 4.76 (2.06) 
4.23 (2.40) 2.03 (1.15) 3.94 (2.24) 
4.33 (2.53) 1.95 (1.14) 4.18 (2.44) 
4.24 (0.55) 9.06 (1.17) 4.00 (0.52) 
5.11 (2.73) 
. 
1.86 (0.99) 5.02 (2.68) 
4.39 (2.55) 1.71 (0.99) 4.65 " (2.70) 
5.24 (2.35) 2.12 (0.95) 4.99 (2.24) 
4.95 (1.99) 2.29 (0.91) 5.48 (2.20) 
5.07 (2.22) 2.65 (1.16) 5.08 (2.23) 
5.12 (1.60) 2.47 (0.77) '5.08 (1.59) 
4.40 (2.68) 2.17 (1.32) 4.69 (2.86) 
Table 2.4_- Unit labour cost (ULC), Labour productivity (Q/L) 
Unit material cost (UMC), Unit capital cost (UCC) 
average quarterly rates 1963i-1977iv. Two digit 
SIC sectors, larcre scale manufacturing 
Sector ULC Q/L umc UOC 
Tar 2.98 1.14 2.68 2.10 
20 3.48 0.80 2.71 2.85 
21 2.56 0.75 2.14 1.63 
22 1.15 1.73 3.16 1.66 
23 2.47 1.41 2.34 2.23 
24 2.76 0.96 1.90 2.83 
25 2.42 1.50 2.63 3.66 
26 3.11 0.95 2.74 1.96 
27 3.47 ' 1.09 2.03 1.12 
28 3.85 0.72 3.47 3.17 
29 2.43 1.23 2.35 2.97 
30 2.13 1.32 1.93 1.41 
31 1.58 1.85 1.99 0.86 
32 4.94 0.30 10.14 2.38 
33 1.47 2.22 2.48 1.30 
34 1.52 1.75 2.30 0.30 
35 2.28 1.65 2.24 1.37 
36 2.76 1.25 2.76 2.26 
37 3.70 0.90 2.51 2.21 
38 4.10 0.67 2.85 3.13 
39 1.94 1.69 2.27 1.55 
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The differences between the prices of factors of production 
and output price are mitigated if one considers unit factor 
costs that take into account factor productivities. Average 
quarterly rates for ULC, UMC and UCC are given in table (2.4). 
Materials prices and unit material cost rates of change are more 
or less equal'thus giving credit to the hypothesis that materials/ 
output ratio has remained almost constant (around unity). Unit 
capital cost rate of change is rather similar to that of output 
price rates. Unit labour cost rates, despite taking account 
of productivity are in most sectors (15 of 21) higher than the 
corresponding output price rates. In general average wage rates 
followed movements in minimum wages that increased significantly 
during the period, particularly women's wages. This is due to 
the fact that minimum wage policy was directed to pay equal- 
ization between males and females. Given that in the early 
sixties women's wage levels were significantly lower than those 
of men, this resulted to considerably higher wage rate ivtCT Ls¢z °L 
women workers. Table (2.5) gives a good indication of the 
structure of labour pay per sector. The first five columns 
present employment shares for each employment category namely, 
employers and other family members (EF), male salaried employees 
(SM) female salaried employees (SF), male wage earners (WM) and female 
wage earners (WF). The last four columns of table (2.5) present 
the average quarterly rates of change for the prices paid to 
each of the four categories of employees. It is apparent that wage 
earners and in particular female wage earners enjoyed higher rates 
of wage increases. 
The period under study was characterized not only by high inflation 
rates, but by equally high growth rates. Industry output as 
Table 2.5 Percentage shares of anploynent cats-Dries for 197 
Average quarterly rates, wages and salaries, males 
and females 19631.1977j. v. Two digit SIC sectors, large scale manufacturing 
Sector 
EF 
nl 
... SM ... 
oyment ' 
... SF '. 
shares 
.. WM.. WF ... 
Average rates of p 
... SM SF i 'I 
aw 
WF 
TUT 3.48 16.53 4.46 49.22 26.31 4.26 4.19 5.41 5.50 
20 3.61 18.95 5.03 42.30 30.11 4.55 4.94 5.44 6.38 
21 2.60 35.04 4.24 41.13 16.99 4.41 4.45 4.97 5.48 
22 0.91 11.21 1.69 33.04 53.16 3.33 3.50 5.06 5.94 
23 2.25 13.19 9.57 26.67 57.90 3.96 4.66 5.04 5.47 
24 6.97 4.82 4.25 33.76 50.20 4.43 4.98 5.10 5.67 
25 6.43 6.50 1.82 62.25 19.64 3.89 3.72 4.76 5.55 
26 8.19 5.63 4.13 76.50 5.55 4.46 5.19 4.47 5.65 
27 1.94 21.43 3.85 47.31 25.46 4.15 4.23 5.77 6.19 
28 4.04 23.98 8.19 46.38 17.41 4.76 5.02 5.51 5.87 
29 8.59 8.22 2.48 64.53 18.18 4.00 4.21 4.67 5.00 
30 3.05 15.02 5.32 4.8.50 28.11 3.56 3.70 4.94 4.87 
31 0.96 32.33 11.99 29.14 25.57 3.77 3.67 5.32 5.47 
32 0.85 56.51 7.08 34.90 0.66 3.56 2.59 5.38 5.29 
33 4.63 17.98 4.04 60.63 12.72 4.24 3.96 5.45 6.61 
34 0.17 29.31 2.27 67.80 0.45 3.99 4.90 5.35 6.59 
35 3.46 12.24 3.58 62.68 18.03 3.90 3.72 5.70 6.03 
36 '5.67 12.47 2.50 77.72 1.64 5.01 4.72 4.80 6.04 
37 1.72 20.24 6.75 55.34 15.95 4.38 4.20 5.71 6.22 
38 1.89 20.14 2.50 74.58 0.89 4.76 4.51 5.82 5.51 
39 6.56 8.09 4.70 50.93 29.73 4.27 3.89 4.58 5.19 
r 
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measured by gross production value at constant 1970 prices 
increased at an average rate of 2.11% per quarter for the 
period 1963-1977. Such a growth rate has increased the share 
of manufacturing sector in Gross Domestic Product from 14.23% 
in 1963 to 21.33% in 1977. Greece is not any longer an 
agricultural economy, although the share of manufacture is 
still relatively low when compared with countries with approx- 
4 
imately the same GDP per capita. 
The pattern of - growth rates achieved by the Greek industry 
was not evenly distributed through the years. In table (2.6), 
the growth rates of each industrial sector are presented for 
the three equidistant periods 1963i - 19671v, 1968i - 19721v, 
19731 - 1977iv. Inspection of table (2.6) indicates that higher 
growth rates were achieved during the second (9 out of 21) and 
third (12 out of 21) periods. Sectors with growth rates less 
than the average are the traditional sectors such as SIC: 22,26, 
27,28,29 while SIC: 20,23 increased with rates similar to that 
of total manufacturing. The dynamic sectors are the heavy 
industry sectors (SIC: 33,34,35) and also SIC: 30,31,39. The 
highest growth rate though was achieved by footwear and clothing 
industries (24) that was able to capitalize on the expansion of 
the home and to a large extent of the international markets. 
The major share in the expansion of industry has to be attributed 
to the high rates of investment carried out through the period 
rather than the increase in employment. Tables (2.7) and 
(2.8) present the average quarterly rates for gross investment 
in buildings and machinery and employment for the period 1963-1977 
and the three subperiods. Referring to table (2.7) the higher rate 
of increase in investment was observed in the second subperiod 
Table 2.6 OutLutgrowth rates, average quarterly values. 
wo digit SIC sectors, large scale manufacturing 
Period Period Period Period 
Sector 
.. 
1963 f-1977iv 19631-1967. iv .. 
19681 1972iv 19731 1977iv 
Tdr 2.11 0.96 2.53 2.83 
20 1.92 0. -79 1.90 3.07 
21 2.34 1.43 3.26 2.35 
22 0.68 0.38 -0.47 2.13 
23 2.39 0.81 2.68 3.66 
24 3.92 1.13 3.39 7.24 
25 2.40 1.37 3.39 2.44 
26 1.69 0.85 2.26 1.95 
27 1.47 1.19 2.06 1.15 
28 1: 04 0.62 1.85 0.66 
29 1.25 0.17 1.34 2.24 
30 3.35 1.51 3.41 5.13 
31 3.25 1.68 3.07 1.67 
32 1.70 1.25 1.64 2.22 
33 3.03 1.45 2.75 4.89 
34 2.74 1.10 3.76 3.3G 
35 2.71 1.50 2.97 3.68 
36 
" 
2.18 0.93 2.02 3.59 
37 1.89 1.48 4.25 -0.07 
38 1.83 0.13 3.31 2.03 
39 3.52 0.96 3.70 5.89 
Table 2.7 Gross Investment in buildings and machinery, constant 
1970 prices, growth rates, avert quarterly values, 
two digit SIC sector large scale manufacturing 
Period. Period 
Sector . 19631-1977. iv, 
19631-1967iv. 
TOT 1.571 1.016 
20- 1.588 0.161 
21 1.499 1.632 
22 -1.066 2.033 
23 2.060 -0.710 
24 5.293 1.665 
25 7.944 2.085 
26 0.617 -0.056 
27 -0.577 -1.842 
28 0.454 0.363 
29 2.415 -1.916 
30 2.458 -0.310 
31 2.440 10.081 
32 2.059 
33 3.567 -0.022 
34 1.548 1.808 
35 1.652 1.365 
36 2.936 0.416 
37 0.908 1.180 
38 1.190 -0.159 
39 4.025 -0.297 
Period 
1961-1972iv 
5.160 
2.181 
4.525 
-1.380 
6.895 
8.740 
7.840 
6.008 
0.345 
4.766 
3.318 
5.617 
6.739 
10.912 
-0.995 
4.269 
6.887 
6.720 
5.545 
7.450 
Period 
19731 1977iv 
-1.464 
1.588 
-1.660 
-1.700 
-0.005 
1.886 
13.906 
-4.100 
0.921 
-3.766 
5.843 
2.067 
-9.500 
-0.188 
0.736 
-0.678 
1.505 
-5.176 
-1.816 
4.907 
Table 2.8, Total rcwth rates f 
.. 1963 -1977 
1963 -1967 . 
1968 -1977 19731-1977 Sector i iv i iv i iv iv 
TOT 1.04 0.45 1.06 1.62 
20 0.89 0.53 0.92 1.21 
21 1.41 1.45 1.43 1.36 
22 -0.87 -1.42 '-1 '. 77 0.56 
23 0.78 0.07 0.63 1.63 
24 2.64 0.64 1.83 5.45 
25 0.94 0.67 1.51 0.64 
26 0.87 0.21 0.99 1.41 
27 0.66 0.98 0.19 0.80 
28 0.39 0.22 0.55 0.41 
29 -0.68 -0.84 -0.90 1.06 
30 1.80 1.12 1.41 2.89 
31 1.33 1.09 1.06 1.83 
32 1.83 0.32 2.17 3.01 
33 0.59 0.48 0.47 0.83 
34 1.81 1.29 2.25 1.88 
35 0.94 -0.17 1.27 1.37 
36 0.85 0.69 0.65 1.22 
37 1.30 0.83 2.56 0.51 
38 1.74 0.51 2.60 2.01 
39 1.72 0.95 1.99 1.97 
4- 
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for the majority of industrial sectors (13 out of 21). A 
significant portion of that increase is due to the fact that 
a large number of enterprises were established at that period. 
Despite the high investment rates the share of investment in 
manufacturing remained at a level around 12-15% of total 
investment in the economy which is rather low when compared 
to the corresponding shares in the EEC countries. Referring 
to 1970 data the share of manufacturing investment was 21.5% 
in Great Britain and Italy, 24.7% in Belgium, 20.1% in France 
and only 14.1% in Greece. The fact that the Greek industrial 
sector was unable to absorb capital should probably be attributed 
to the ineffective banking system that has been the main obstacle 
to industry growth by allocating funds to non-productive sectors. 
This was further reinforced by the lack of an organized capital 
market that could raise capital for industry. As a result the 
largest share of national'savings was invested outside manufacturing 
and in particular to construction. 
Turning to table (2.8) it is obvious that the growth in employment 
was smaller or significantly smaller in some sectors than investment 
growth. Expansion of average quarterly rates of 2.11% in output 
rate was able to absorb only 1.04% in employment. In 13 out 
of 21 sectors the largest employment growth was observed during 
the last period. Traditional labour intensive industries like 
SIC: 20,22,23,28,29,33 have either decreased their employment or 
increased with rates significantly smaller than the average. 
Notable exceptions of labour intensive industries, where employment 
increased with larger than average rates are SIC: 24 and 38. 
Higher employment rates were observed in capital intensive industries 
like SIC: 30,32,34 and also in SIC: 39. 
ý5z- 
Table (2.9) presents the profit rates for each sector and sub- 
period. Profit rates are defined as profit over sales and are 
yearly averages for each period considered. Two points are worth 
noting; First intersectoral differences are quite large; the 
maximum sectoral rate is five times the minimum. Second higher 
profit rates are observed during the period 1968-1972 (13 of 21 
sectors). This-should be attributed to the fact that for almost 
all sectors the years 1970-1972 were expansionary years. This 
can be seen in the 5th and 6th columns of table (2.9), where 
the expansionary and contractionary periods are presented. 
Expansions and contractions are defined by the ratio of actual 
to potential output. Whenever this ratio is less than unity, 
supply exceeds demand and consequently a contractionary period 
is in order. The opposite is true for expansions. Generally 
speaking the period between 1968-1972 is characterized by excess 
demand while the years after 1974 by excess supply. 
In the last two tables of this section, (2.10) and (2.11) we 
present a number of structural indicators for the industries 
under study. In table (2.10) the shares of output, investment 
and employment of each two digit indu. +ial sector to the total 
of manufacturing are given for the years 1963,1970 and 1977. Sectors 
with declining shares are on the whole the consumer-industries like 
SIC: 20,22,26,28,29 and also SIC: 23,27,36, while expanding sectors 
are usually intermediate and capital goods industries like 
SIC: 25,30,31,34,35,37 and from the consumer industries sector 
SIC: 24. 
In table (2.11) the first two columns present the share of value 
added in gross production value and the share of labour expenditure 
in value added for each industrial sector. All data refer to 1970. 
rl 
Table 2.9 lv profit rates, profits over sales 
cpansicn and ccntraction crio1s per sector 
Profit rates... sionary Sector 1963-77- 1963-67* 1968-72 1973-; -77 Periods 
Contracti. olmry 
Periods 
TO2 0.0936 0.0735 0.1129 0.0946 69-74 75-77 
20 0.0567 0.0382 0.0659 0.0660 70-74 67-69/75-77 
21 0.0904 0.0790 0.1106 0.0814 70-74 67-69/75-77 
22 
, 
0.0699 0.0738 0.0930 0.0431 65-71 72-76 
23 0.1076 0.0820 0.1165 0.1242 63-55/71-73/75-77 67-69 
24 0.0761 0.0522 0.0876 0.0886 63-65/74-76 66-73 
25 0.0845 0.0499 0.1230 0.0807 67-73 63-66/74-7.7 
26 0.0595 0.0534 0.0847 0.0406 70-73 63-69/74-77 
27 0.0534 0.0262 0.0500 0.0342 68-74 63-66/75-77 
28 0.0928 0.1364 0.1091 0.0328 66-74 63-65/75-77 
29 0.0720 0.0741 0.0851 0.0570 - 73-75 
30 0.1540 0.1373 0.1869 0.1376 67-74 63-66/75-77 
31 0.1070 0.0560 0.1374 0.1276 66-73 63-65/74-77 
32 0.1103 0.1337 0.1269 0.0702 69-71/73-75 65-68 
33 0.1435 0.1098 0.1805 0.1401 69-71 66-68/74-77 
34 0.1315 0.0412 0.1951 0.1581 66-74 63-65/75-77 
35 0.0658 0.0440 0.0672 0.0715 65-69 74-77 
36 0.0368 0.0364 000425 0.0314 64-66/73-76 70-72 
37 0.0698 0.0717 0.0969 0.0408 70-73 74-77 
38 0.0701 0.0456 0.0719 0.0929 70-73 66-69 
39 0.1614 0.1991 0.1600 0.1251 - 64-69 
0 
Table 2.10 Sectoral shares of t 
Output Investment. 1hployment 
Sect 
1963 1970 1977 '1963, '1970 '1977.1963 1970 1977 
Tor 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 
20 20.65 16.93 15.91 14.45 11.52 11.90 13.50 14.34 12.93 
21 3.18 3.58 3.54 1.89 3.75 2.56 1.94 2.66 2.66 
22 9.26 4.39 3.37 4.97 1.83 1.07 7.13 3.85 2.63 
23 17.15 13.41 14.83 19.95 14.55 18.48 20.95 17.28 17.44 
24 2.92 3.18 4.80 1.44 1.41 2.92 5.63 6.56 10.39 
25 1.45 1.87 1.83 1.27 1.96 7.14 2.55 2.82 2.55 
26 1.16 1.09 0.90 1.08 0.91 0.54 2.25 2.27 2.10 
27 2.51 2.75 1.96 8.31 2.98 2.00 2.56 2.60 2.16 
28 2.93 2.08 1.46 1.77 1.81 0.84 3.53 3.19 2.52 
29 1.79 1.05 0.89 0.68 0.39 0.60 2.27 1.51 1.14 
30 2.13 2.70 3.49 4.74 3.70 5.26 2.73 3.26 3.99 
31 4.83 6.85 8.47 2.12 4.63 5.50 4.79 5.59 5.80 
32 3.33 4.16 3.17 1.09 0.84 1.05 0.61 0.82 0.97 
33 5.12 5.19 6.42 13.97 8.32 16.73 7; 93 7.50 6.34 
34 2.77 8.04 7.86 8.96 21.85 7.35 1.39 2.56 2.69 
35 6.73 6.96 7.87 3.99 5.74 5.22 6.66 6.47 6.29 
36 3.07 2.59 2.63 1.83 1.14 1.96 3.36 3.50 3.14 
37 4.99 8.14 6.28 3.34 4.34 2.62 3.94 5.46 5.18 
38 3.67 4.58 3.66 3.66 8.01 5.15 5.56 6.69 7.90 
39 0.37 0.47 0.63 0.50 0.32 0.70 0.72 1.07 1.17 
Table 2.11 Structural characteristics of the Dreck i 
(1) Share of value added to Gross product 
VA GPV) (2) Share of labour bill to valü 
(L3 /'VA) (3) Share of imports IMP)_(4) 
eports (EXP) (5) Concentration ratios 4- 
ue 
Sector VA/GPV LB/VA IMP EXP CCN 
Tor 38.64 33.36 19.84 8.77 
20 25.63 34.57 12.59 10.00 6.89 
21 37.54 27.83 4.82 17.49 37.31 
22 26.79 34.92 0.21 24.52 42.31 
23 39.29 35.98 12.20 9.04 15.77 
24 38.80 43.74 0.85 2.23 15.50 
25 42.27 33.23 19.36 0.53 36.19 
26 49.30 37.87 2.06 0.17 24.07 
27 31.43 36.42 25.56 1.31 51.58 
28 58.14 39.51 5.21 1.27 15.49 
29 33.08 43.23 18.73 13.88 18.18 
30 48.53 31.83 16.50 3.26 21.93 
31 45.49 30.71 34.07 11.69 49.62 
32 26.95 15.54 15.22 2.88 62.72(71) 
33 34.35 31.42 9.61 4.39 30.47 
34 45.83 15.95 32.57 29.46 84.14 
35 37.13 39.72 26.10 6.06 25.22 
36 47.46 46.63 65.31 0.81 19.26 
37 35.55 33.36 26.69 1.55 27.34 
38 44.47 50.29 38.03 2.10 59.75 
39 52.07 44.13 40.33 4.38 33.15 
-- 53 -' 
The value-added content seems to be rather low indicating that 
the manufacturing process in the Greek industry is limited to 
a smaller number of stages. This is particularly true for heavy 
industrial sectors where one would expect longer lines of industrial 
process. The absence of establishments specialising in the 
processing of by-products coupled with the lack of the relevant 
technology is the basic reason for low value-added shares. 
. Columns 
(3) and (4) of table (2.11) show the degree of international 
-exposure for each two-digit industry. Import share is defined 
as the ratio of imported final products to total consumption 
(home demand plus imports minus exports). The share of exports 
is the ratio of exports to home demand. The dependence of the 
Greek economy on industrial imports is very high particularly on 
the heavy and intermediate goods industries, where despite the 
industrialization that has taken place a significant amount of 
goods is still imported. This has to be assessed together with 
the fact that the direction of industrial policy was towards 
import substitution coupled with heavy protection of the 
Greek industry. 
Finally the last column gives an indication of the degree of 
market concentration per sector by using 4-firm concentration 
ratios. With the exception of sectors 20,23,24,28,29 and 36 
that have rather low concentration ratios, the rest of the Greek 
industry seems to be very concentrated. 
The information given in the tables of this section provides a 
broad outline of'the tendencies observed in the Greek industry 
during the period 1963 to 1977. The majority of the data used 
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are not published but are generated from information taken from 
various published sources. The next section describes these 
sources and examines the relationships between the variables 
used.. 
2.4. Data Description: Sources and Relationships. 
Anumber of data sources have been employed for the data collection 
and generation of the variables used in this study. The main body 
of information is obtained from the Annual Industrial Surveys (AIS) 
published by the National Statistical Service of Greece (NSSG) 
from 1963 to 1977. AIS provide data on a list of variables that 
can be used to set up a number of identities referring to various 
aspects of the firm's accounting balance such as gross production 
value, value added, sales, stocks, materials consumption, energy 
bill, labour bill, profits, investment, capital stock and employment, 
with regard to each two-digit sector. Moreover the sampling 
coverage of the large-scale industry in the AIS is by far more 
complete compared to any other source of information, since it 
covers approximately 75% of the population of the major industry, 
thus making AIS the most reliable source of information. 
Labour Statistics (LS) published quarterly by the NSSG since 
1962, provide the main bulk of information on variables related 
to employment, wages and salaries. Employment series is provided 
on a monthly basis further disaggregated into male and female 
employment both in wage and salaried earners. Average weekly 
hours worked by wage earners both males and females is further 
analyzed into the following categories: normal (standard hours) 
and overtime hours. Information on labour remuneration is provided 
with regard to (a) Average monthly earnings on male and female 
salaried employees which is further disaggregated into normal 
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earnings, overtime earnings and other payments including fringe 
benefits, bonuses etc. and (b) Average weekly earnings and 
average hourly earnings on male and female wage earners further 
disaggregated in a similar manner to that of monthly earnings 
of salaried employees. 
Monthly Statistical Bulletin (MSB) published by NSSG is used 
for information that is provided for various indices as for example 
consumers price index, wholesale price indices referring to, the 
21' sectors used, indices of prices of agricultural products and 
various material price indices, unit value and quantum indices of 
imports and exports, etc. 
The Confederation of Greek Industries yearly bulletin (CGI) , provides 
information on fixed and circulating capital, depreciation, borrowing 
etc, structured in the form of consolidated balance sheets for 
each two-digit sectors used. CGI coverage includes companies that 
have the legal form of limited liability or societe anonyme and 
such it is different from the AIS. CGI information is used 
to supplement information from the AIS, mainly in the construction 
of the user cost of capital variable. 
Finally information from Input-Output Tables (IOT) which is 
available from 1958 to 1977 is used for the construction of 
material price indices and also for the construction of an 
index of prices of "other" commodities ((PB), see chapter 3) that 
will be used in the neoclassical price equation. 
The data sources described above present a number of relation- 
ships between variables used in this study. These relationships 
are useful in understanding the methodology by which the quarterly 
data used, are generated. As an example it will be shown how by 
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using AIS data as the basis and utilizing additional information from 
other sources it is possible to construct quarterly figures on 
output at current and constant 1970 prices. 
The main source of information is obtained from AIS, where all 
variables are expressed yearly and in current prices. For the 
purpose of this section, let 
subscripts q, y, demote quarterly and yearly figures respectively 
n, T detote constant 1970 prices and current prices 
respectively. Gross production value is defined as the sum of 
value added and materials consumption, as 
(2.1) GPVyT = VAyT + CONYT 
where GPV = gross production value 
VA = value added 
CON = materials consumption. 
Value added, accounting for the remuneration of the factors of 
production (labour and capital) can be defined as 
(2.2) VAYT _ LBYT + (0.175 x LB)YT + EMREMyT + AEPyT + INSyT + 
INTyT + RENTYT + ADVyT + (LAW + AGENT + TRANS + PTT)yT ± PROFyl 
where LB = employees remuneration (wage and salary bill) 
0.175 =a percentage added to labour bill to account for 
employers contributions to social securities organizations 
EMREM = remuneration of personal services of proprietors and 
family members provided that they are not considered 
as employees 
DEP = depreciation of all kinds 
INS = insurance expenditure 
INT = interest bill plus commission of banks 
RENT = expenditure on rent 
-5} 
ADV = advertising expenditure 
LAW +tlAGENT + TRANS + PTT- general expenditures rendered such as 
legal advice, agent's commission, storage and transport, postage 
and telecommunications 
PROF = profits or losses derived as a residual. 
Information. on the elements of (2.2) is provided only for 
VA, LB, EMREM. The method by which data are generated for the rest 
of the variables of the above identity is described in Appendix 3. 
These variables are important in determining the level of profits 
which in turn is used for the estimation of the user cost of 
capital, employed as an argument in-the neoclassical price determ- 
ination equation. 
AIS also provides information on sales (X) from which we are able 
to calculate stocks per year (change in stocks (AS)) and sector 
based on. (2.3). Data on stocks are also employed in the calculation 
of the production lag, further used in the estimation of the normal 
cost model. 
(2.3) 4SYT = GPVYT-XYT 
Materials consumption (CON) is the sum of materials bill (MAT), 
spare parts and packing materials bill (SPARE) fuel and energy 
bill (FUEL), all of which are provided by the AIS as 
(2.4) CONyT _ MATYT + SPAREYT 4 FUELyT 
Data on gross investment are also provided by the AIS based on 
the following information: (1) Machinery and other mechanical 
equipment (2) Buildings (3) Transport means (4) Furniture and 
fixtures (5) Lots and sites and (6) Other fixed assets. On each 
of the above six categories we have data on (a) new items bought 
-so- 
(b) used items bought and (c)' destructions. For reasons of 
convenience gross investment is condensed into two categories: 
gross investment on machinery (GINVM) and gross investment on 
buildings (GINVB) as follows 
(2.5) GINVM = (1+3) a+ 
(1+3) 
b- 
(1+3) 
c, and 
(2.6) GINVB = (2+4+5+ 6)a+ (2+4+5+ 6)b- (2+4+5+6)ý 
where numbers and letters correspond to the above classification 
of investment. Data on employment remununeration are disaggregated 
in the AIS into wage bill (LBW), salary bill (LBS) and remuneration 
of employers and working family members (EMREM) as in (2.7) 
(2.7) LBy1 = LBSYT + LBWYT + EMREMyT 
Finally data on total employment (LT) are disaggregated in the AIS 
into employment of salaried (LS) and wage earners (LW) and 
proprietors and family members (LR) as 
(2.8) LTy _ LSy + LWy + LRy 
Labour statistics (LS) provide (quarterly)'information on 
employment, wages, salaries and hours worked. The following 
relationships hold (2.9)(2.10)(2.11) 
(2.9) LTq = LSMq + LSFq + LWMq + LWFq 
ie total employment (LT) is the sum of male (LSM) and female (LSF) 
salaried employees and male (LWM) and female (LWF) wage earners. 
Note that total employment (LTq) in (2.9) is not the same as 
that in (2.8) even if deduce LRy from LTy. The reason is that the two 
sources have different sampling coverages despite the fact that 
they both refer to major industry. Referring to the people employed 
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the coverage of LS"is about 20% of the population while that of 
AIS is approximately 75%. This is the reason that all data on 
labour employment and remuneration taken from LS are "corrected" 
to correspond to the AIS data, or in other words identities (2.7) 
and (2.8) are observed even if expressed in quarterly figures. 
The methodology is explained in Appendix 3. 
Labour remuneration data in LS refer to average monthly salaries 
and average hourly rates for male and female salary and wage 
earners respectively and are further disaggregated into regular (R), 
overtime (0V) and other earnings (0TH). As an example consider 
average monthly salary for male employees; all data are quarterly 
averages, ie the sum of three monthly remunerations divided by three 
(2.10) S(T)mq = S(R)mq + S(OV)mq + S(OTH)mq 
Finally LS provide data on weekly hours worked on male and 
female manuals, further disaggregated into regular (R) and 
overtime (OV) hours as in (2.11) 
(2.11) H(T)mq ^ H(R)mq + H(OV)mq , and H(T)fq ' H(R)fq + 
H(OV)fq 
The GCI bulletin provides information based on the balance sheet 
and operating results accounts that are published for all 
companies having the legal-form of limited liability company or societe 
anonyme. A typical asset liabilities account includes information 
on the following items 
(2.12) Fixed assets + Circulating Capital and Reserves 
Depreciation + Own Funds + Borrowed Funds 
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Fixed assets are further decomposed into 
(2.13) Fixed assets=Land and Buildin8s + Machinery Equipment + 
+ Vehicles + Other Fixed Assets 
while data for borrowed funds are expressed as 
(2.14) Borrowed funds-Short-term borrowing + Long-term borrowing. 
A typical operating results account includes 
(2.15) Gross profits=Financing, Marketing and General Administrative 
expenses + Annual Depreciation + Net Profits. 
Finally the distribution of net profits is given by 
(2.16) Net Prof itsEReserves, deductions carried forward + dividents + 
+ Taxes 
Identities (2.12) to (2.16) are used mainly to generate various ratios 
that are useful in approximating variables in reference to AIS. 
For example AIS do'not provide information on working capital. 
Assuming for example that the ratio between fixed and working 
capital in the CGI is the same with that of AIS it is possible 
to deduce data for working capital for AIS firms using the info- 
5 
rmation provided by (2.12). The main bulk of information given 
in the CGI is used for the construction of capital 'and user-cost 
of capital series. 
The above relationships do not exhaust the various data combinations 
that can be generated from the data sources described in the beg- 
inning of the section. A good example of the data generating 
methodology used in this study is the construction of quarterly 
figures both in current and constant 1970 prices for GPV for which 
the only information is provided in (2.1) expressed in yearly 
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current prices. 
In Appendix 3 we describe the method by which we construct 
pA 
quarterly data on salaries for males (SMq) and females (SFq), 
AAA 
wages for males (WMq) and females (WFq) on labour bill (LBq) 
A 
and on total employment (LTq), employment on salaried earners, 
AA 
males (LSMq) and females (LSFq) and employment on wage earners, 
A 
males (LWMq) and females (LSFq). Carrets on all generated 
variables denote that the data are "corrected" so that they 
observe the two conditions set out in section (2.2). 
It is possible to express wages and salaries on males and 
females in an index form, where the average quarterly value for 
1970 is taken as the base, ie. 
100 = (19701 + 19701i + 1970111 + 1970iv) 
4 
so that 
SMq corresponds to PSM(q) 
SFq corresponds to PSF(q) 
A 
WMq corresponds to PWM(q) 
A 
WFq corresponds to PWF(q) 
Total labour bill (LBq) can now be expressed in an itid4 Joao +K tolskaMf 1910 
prices as 
A 
(2.17) LBq = ai PSM(q) + a2 PSF(q) + a3 PWM(q) + as PWF(q) 
AA 
where al- (3.525 * LSMq) / LTq 
AA 
a2= (3.525 * LSFq) / LTq 
A 
a3= (14.39375 * HMq * LWMq) / LTq 
a4= (14.39375 * HFq * LWFq) / LTq 
All variables have been defined before and the numbers are explained 
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in Appendix 3. Define variable LABSq as the share of each of 
n 
four quarterly values of LBq to the sum of four quarterly values 
A 
of LBq for every year y as 
(2.18) LABSq 
LBgi(y) 
Eggi(y) 
i_i 
MSB provides data on industrial production index (IND) for each 
two digit SIC sector.. Aggregating monthly into quarterly data, 
it is possible to express INDSq as the share of each of the 
four quarterly values of INDq to the sum of four quarters of 
INDSq for every year y as in (2.19) 
(2.19) INDSq= INDgj(y) 
INDqi(y) 
i=i 
In Appendix 3, it was made possible to derive a materials price 
index for each two-digit SIC sector in both yearly (Pm ) and 
quarterly figures (Pmq) by using information from input-output 
Tables. In equation (2.1) we can deflate CONyT by Pm and obtain 
CONyn as in (2.20) 
(2.20) CONyn _1 CONyT 
Pmy 
Quarterly data on materials consumption in constant 1970 prices 
can be generated by 
(2.21) CONqn = INDS,, * CONyn 
Quarterly data on materials consumption in current prices can 
be generated as 
(2.22) CONg1 = CONqn * 'Pmq 
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Yearly implicit deflators for value added (PVAy) are not published, 
but are provided upon request by the Ministry of National Economy. 
It is possible to deflate VAyt -in equation 
(2.1) by using PVAy as 
in (2.23) 
(2.23) VAyn =1* VAyT 
PVAy 
Quarterly data on value added in constant 1970 prices can be 
generated by using LABSq index as in (2.24) 
(2.24) VAqn = VAyn LABSq 
Assuming that the quarterly pattern of PVAy is the same as that 
of wholesale price indices, then it is possible to generate 
quarterly figures of VA in current prices as 
(2.25) VAgT = VAqn * PVAy * PTq 
FTY 
where. PTq ; quarterly wholesale price index 
Pty = yearly wholesale price index 
Equations (2.21) and (2.22) provide information for materials 
consumption in constant 1970 and current prices quarterly data, 
while equations (2.24) and (2.25) provide the same information 
for value added. Gross production value at constant 1970 
prices and current prices in quarterly figures can now be 
defined as (2.26) and (2.27) 
(2.26) GPVqn _ VAqn + CONqn 
(2.27) GPVgT = VAgT + CONgt 
Equations (2.26) and (2.27) will be used for the construction of implicit 
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deflator indices for gross output that is employed as the dependent 
variable in the price equations. The relationships between these 
indices and wholesale price indices is the subject matter of the 
next section. 
2.5. Specification of the dependent variable; What price index? 
The majority of the papers surveyed in chapter 1 employ the 
wholesale price index, PT, as the dependent variable in industrial 
price equations. The reason is that the published data on PT, 
are readily available in the form of monthly observations for 
considerable time lengths and in a disaggregated form that in 
most of the cases corresponds to the classification öf industries 
used. Despite that, there is a number of problems created by 
the use of wholesale price indices in industrial price equations 
most of which have to do with the method with which Pr's are constructed. 
Firstly, it is quite possible that since PT is based on information 
collected on a sample of products, the basket of which remains the 
same over a considerable time length, changes in the quality of 
products over time are obscurred in the sense that they are not 
reflected in PT. As the "hedonic" price literature points, such 
changes are likely to affect the cost of the products, other 
things being equal. 
Secondly and perhaps more important is the fact that wholesale 
price indices do not measure prices at which actual trading 
takes place. This issue has been examined in connection with 
the administered price inflation hypothesis according to which 
prices in administered markets remained fairly rigid in the face 
of changing demand conditions. The main contribution on the 
subject is by C. S. Stigler and J. K. Kindahl (1970) who were 
able to construct price indices based on reports by buyers 
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(transaction prices) and compare them with the official wholesale 
price indices (list prices). The two indices were found 
sufficiently dissimilar and G. S. Stigler and J. K. Kindahl went 
on to test whether their transactions price index had a 
procyclical or anticyclical behaviour, whether that is, it is 
in accordance or at odds with the administered price inflation 
thesis. On the basis of their results with the constructed 
data G. S. Stigler and J. K. Kindahl were able to conclude 
... "[that there was no evidence] to suggest 
that price rigidity 
or administration is a significant phenomenon". 
G. S. Stigler and J". K. Kindahl (1970) P"9 
Their work on the list-transactions price relationship was 
attacked by G. C. Means (1972) and the issue was recapitulated 
by L. W. Weiss (1977) who found that the two indices had almost 
similar pattern in their movements. 
Even in the face of the above problems, PT would have been used 
as the dependent variable in the price equation, had the 
published information with regard to the Greek wholesale 
prices been reliable, consistent and complete. Unfortunately 
in addition to the above problems there are two more reasons 
for which it is not advisable to use PT . 
Firstly, MSB publishe, information on wholesale price indices 
that covers only a -number of sectors, ie SIC: 20,23,27,30,31,32,33. 
The rest are aggregated so that one wholesale price index corr- 
esponds to sectors 21 and 22, one to sectors 34 and 35, one 
to sectors 36 and 37 and one to sectors 24,25,26,38 and 39. 
Moreover there are no published indices for sectors 28 and 29. 
Although it has been possible to disaggregate the aggregate 
indices and obtain wholesale indices for sectors 28 and 29,6 
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there are . reasons . to doubt the reliability of such constructed 
wholesale data. Finally there is no guarantee that there is one 
to one correspondence between wholesale prices and sectoral 
data on output cost and demand. 
Secondly wholesale price indices, published or generated capture 
the effects of incomes policy. With regard to prices, incomes 
policy in Greece is conducted by the Ministry of Commerce that 
plays the role of 'm Price Board. Industrial prices are classified 
for that purpose into 3 categories: (a) Necessities in "scarce" 
for which prices or percentage markups on costs are determined by 
the Ministry of Commerce (b) Necessities in "abundance" for which 
the Ministry of Commerce defines the maximum percentage profit 
allowed and (c) All other goods apart from those classified as 
necessities for which there is no intervention. The majority of 
items falls into the third category, but nonetheless a significant 
amount of goods is subject to price controls of either case (a) or 
case (b). The time interval according to which an item is 
subjected to price control is determined by the Ministry. It 
is'not possible to classify what products per each sector are 
subject to price controls at a given time and furthermore it is 
not possible to measure the effects of such controls on prices, 
since'the periods in which the price control is "on" or "off" are 
not regular. 
The above arguments are strong enough to preclude the use of 
wholesale price-indices as the dependent variable in the price 
equation. An obvious alternative is to construct a unit value 
index for output that will represent the price index. Such an 
exercise requires data on the value and volume of output. In 
section 2.4 we described the methodology by which data on the 
value of output (GPVgT) and the volume of output (GPVqn) were 
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generated. The definition of such an index, which is essentially 
an implicit deflator for output is given in (2.28) 
(2.28) PG(q) = GPVgT 
GPVgn 
Implicit deflators, PG, are free from most of the disadvantages 
that characterize wholesale price indices as dependent variables 
in industry price equations. First, although they are not an 
accurate reflection of transactions prices, they are more 
closely related to actual trading prices than wholesale price 
indices, since by definition GPVgT includes all elements that 
make up sales. If for example the discrepancy between list 
prices and actual transactions prices is the amount of reductions 
offered by producers when business is slack, then the PG index 
would correspond to the transaction price more closely than the 
wholesale index, since such reductions would appear in sales or 
output value. Output value (GPV) and sales (X) are different 
by the change in stocks (AS) as that is given by equation (2.3). 
However the difference between the two is rather small as can 
be seen in table (2.12) which provides data for gross production 
values and sales for 1970. Second the affect of price controls 
which is manifested on the wholesale price indices is irrelevant 
with regard to implicit deflators. Furthermore PC indices are 
more reliable to use since they are based on published information 
provided by AIS, and also the working assumptions used for the 
generation of quarterly from yearly data are set out explicitly 
in section 2.4. 
Even if wholesale indices are not used as dependent variables in 
the price equations, they are still useful in the sense that they 
offer a measure of comparison with the constructed implicit deflators. 
Table 2.12 
Sector 
TOT 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Gross Production value and Sales in 1970 
gt SIC sectors, -large sc" aacnK-unu£act uring 
Gross Production Value.. '' Sales 
I 
98,575,554 
17,654,180 
3,732,339 
4,573,?. 14 
13,985,116 
3,317,013 
1,949,008 
1,137,111 
2,872,540 
2,165,809 
11097,512 
2,814,439 
7,139,069 
4,340,026 
5,861,933 
8,377,740 
5,290,991 
1,833,794 
6,266,131 
3,677,638 
489,951 
87,925,246 
16,573,570 
3,526,213 
4,449,131 
12,077,036 
2,998,881 
1,817,354 
1,075,517 
2,623,924 
1,391,337 
967,276 
2,663,070 
6,933,717 
4,636,519 
5,375,069 
7,508,556 
4,822,379 
1,271,538 
5,153,622 
1,631,395 
429,142 
Change in Stocks 
10,650,308 
1,0801610 
206,126 
1247083 
1,908,080 
318,132 
131,654 
61,594 
248,616 
774,472 
130,236 
151,369 
205,352 
-296,493 
486,864 
869,184 
468,612 
562,256 
11112,509 
2,046,243 
60,809 
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Such a comparison would serve two purposes. First, since the 
two price indices originate from completely different data 
sources, a significant discrepancy between the two that can not 
be attributed to specific factors would cast doubt on the 
procedure for generating PG. Second if we are to assume as 
K. Coutts, W. Godley and W. Nordhaus (1978) do, that wholesale 
indices (PT) represent the official list prices, while PG's 
represent the transactions prices, then a comparison between the 
two would offers a framework for testing whether the discrepancies 
can be attributed to cyclical or other elements. This is an 
important issue to the administered inflation theory, since critics 
of the theory claim that predictions of economic theory relate 
specifically' to transactions prices, which being unobservable 
and unrecorded can not be captured by the official price indices 
in which the verification of the administered inflation theory 
is based. In such a way administered inflation theory is nothing 
more than a reflection of the measurement error in the published 
wholesale price, indices. It is quite possible therefore that 
list prices are the veil behind which secret price shading 
takes place. 
The procedure to be followed in this section is to test whether or 
not significant differences exist between the two indices and 
then to examine whether these differences can be attributed 
to cyclical or other factors. 
At first as a measure of comparison between the two indices we 
examined their secular trends. Yearly data for both indices 
were used to avoid fluctuations due to seasonal factors that 
would not necessarily be the same for both indices. With regard 
to Pt yearly data were obtained as quarterly while 
for PG yearly data generated* as 
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(2.29) PG(Y) = GPVys 
GPVyn 
GPVVT 
CONyn + VAyn 
As measure of the trend of the two indices was obtained by running 
the following regressions for the period 1963-1977. 
(2.30) inPT =. ao + alt +u 
(2.31) 1nPG = bo + bit +u, u-NID (o, 62u) 
Furthermore in order to test whether there was a differential 
trend pattern in the two halfs of the period 1963-1977 that are 
characterized by different inflation rates, equations (2.30) 
and (2.31) were also run for these two subsamples. Table 
(2.13) presents the values of the al and bl coefficients of 
equations (2.30) and (2.31) and for the sample periods 1963-1977, 
1963-1970,1970-1977 respectively. The values on the third, sixth 
and ninth columns of table (2.13) correspond to the Z statistic, 
that tests for equality between the two coefficients 
AA 
(2.32) Z ai - bi 
+ 662) 
If the values on the Z statistic are less than the 5% significance 
level, then the null hypothesis that the difference between the 
two coefficients is not significantly different from zero is 
not rejected. The Z values indicate that for the period 1963-197; 
only. sector 39 exhibited significant differences between the two 
coefficients, a pattern that was repeated in the second part of the 
period, characterized by high inflation. For the period 1963-1970, 
7 sectors showed a different coefficient between wholesale and 
implicit deflators indices; SIC: 20,21,22,32,33,38 and 39. The 
results of table (2.13) indicate that in general the difference 
Table 2.13 Ccsnparison between trend coefficients on Pp 
r= ao + a1 trý. 
C I. 
lap ßo + alb 
Wo digit SIC sectors, large scale manufacturing 
19G3-1977 1963-1970 1970-1977 
Sector ý'ý ß`1 z ai ßi Z CC, ß'1 z 
TOT 0.071 0.075 0.28 0.015 0.021 1.46 0.144 0.142 0.09 
20 0.052 0.066 1.06 0.007 0.020 3.94* 0.117 0.136 0.97 
21 0.052 0.058 0.48 0.009 0.014 2.19* 0.117 '0.122 0.31 
22 '0.044 0.063 1.63 0.042 0.021 2.79* 0.090 0.130 1.83 
23 0.068 0.064 0.34 0.022 0.022 0.08 0.131 0.125 0.46 
24 0.067 0.060 0.70 0.024 0.023 0.23 0.117 0.113 0.23 
25 0.079 0.072 0.55 0.020 0.017 0.57 0.134 0.137 0.16 
26 0.050 0.067 1.34 0.026 0.021 0.74 0.119 0.128 0.51 
27 0.078 0.065 0.77 0.014 0.003 1.76 0.155 0.143 0.36 
28 0.095 0.088 0.47 0.001 0.015 1.36 0.151 0.146 0.22 
29 0.073 0.065 0.76 0.055 0.035 1.43 0.123 0.123 0.06 
30 0.052 0.051 0.08 0.010 0.012 0.50 0.124 0.111 0.68 
31 0.053 0.053 0.03 0.010 0.007 0.94 0.109 0.112 0.17 
32 0.143 0.122 0.59 -0.020 -0.004 2.36* 0.325 0.287 0.68 
33 0.058 '55 0.26 0.029 0.018 3.10* 0.114 0.111 0.16 
34 0.073 0.057 1.16 0.002 0.004 0.34 0.140 0.114 1.16 
35 0.085 0.072 0.98 0.018 0.010 1.54 0.139 0.129 0.42 
36 0.079 0.069 0.48 0.019 0.017 0.09 0.119 0.110 0.73 
/ 
37 0.057 0.060 0.28 0.023 0.019 1.02 0.111 0.115 0.24 
38 0.072 0.085 0.93 0.012 0.030 4,59* 0.145 0.154 0.49 
39 0.019 0.050 4.02* -0.001 0.019 4.79* * 0.042 0.099 4.64* 
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as measured by the trend coefficients of the two price indices 
is not significant. What they do not show however is the direction 
and the magnitude of discrepancies between PT and 1b. This is 
given in table (2.14). 
The meo. n discrepancy is defined as the difference between PT and 
PG summed up for the 15 yearly observations and divided by 15. 
In 13 out of 21 sectors PG was higher on average than PT. Perhaps 
a better measure in order to compare the two price indices is to 
use percentage mean discrepancies, where the differences in the 
latter years of the period which had to be large due to high 
inflation rates are weighted as in (2.33) 
(2.33) % Mean Discrepancy =1 
15 Pry_PGy 
15 y=i P-ry 
PG was higher in two thirds of the sectors but the difference was 
relatively small, approximately 2% or less in 17 sectors. Signif- 
icant differences were observed in sectors 22,28,32 and 39" With 
regard to sectors 22 and 28 the main reason for which PG was higher 
than PT was that for most of the period the prices of the products 
of these sectors (Tobacco manufactures (22) and Printing and 
Publishing (28)) were kept artificially low by price controls. 
This is not the case though with the rest of the sectors. The 
differences although small, indicate a specific pattern. The 
question that arises is whether we can attribute these differences 
to cyclical elements or are there other factors working to that 
effect as well. 
Such a factor accounting for. differences in the two price indices 
may well be the fact that Pr is a Laspeyres index, while PG is 
in principle a Paascht index since it is the value of output 
9 
divided by a Laspeyres quantity index. In continuous inflationary 
Table 2.14 Discrepancies between Pr and P6; Yearly observations 
1963-1977; Two digit SIC sectors, large scale 
Sector 
Mean Maxb= Miniar % an 
Discrepancy Discrepancy Discre2ncy Discrepancy 
TGT -0.0074 0.0917 -0.1828 0.39% 
20 -0.0515 0.0652 -0.2520 -2.69% 
21 -0.0116 0.0333 -0.1269 -0.43% 
22 -0.1315 0.0421 -0.4505 -10.20% 
23 0.0288 0.1373 0.0003 1.69% 
24 -0.0030 0.1396 -0.0588 -1.21% 
25 0.0032 0.0888 -0.0548 -0.62% 
26 -0.0031 0.1389 -0.1694 0.65% 
27 0.0604 0.3775 -0.0629 2.04ä 
28 -0.0395 0.1710 -0.1945 -5.51% 
29 -0.0081 0.0812 -0.0797 -1.77% 
30 0.0338 0.1475 -0.0229 2.24% 
31 -0.0290 0.0425 -0.0969 -1.60% 
32 0.3981 2.1757 -0.0372 7.80% 
33 -0.0040 0.0694 -0.0603 -0.62% 
34 0.0431 0.3069 -0.0731 0.61% 
35 0.0112 0.1765 -0.0682 -1.33% 
36 0.0241 0.1951 -0.0725 -1.50% 
37 -0.0280 0.0380 -0.1264 -2.14% 
38 -0.0292 0.0851 -0.3024 -0.89% 
39 -0.0952 0.1451 -0.4730 -7.39% 
,, \\ 
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periods it is known that if the goods that expand relatively fast 
in volume are those for which prices rise relatively slowly, then 
a Paasche index will be slower to adjust than a Laspeyres index 
10 
in periods after the base year. We would expect therefore that 
other things being equal the Paascte index Fb to rise relatively 
faster than the Laspeyres index PT for the period 1963-1970 
(PT/PG <1) and the opposite for the period 1970-1977 (PT/ft>1). 
A test to determine the extent to which the two price indices 
diverge because of index number differences can be achieved by 
examining the coefficient C2 in equation (2.34) 
(2.34) Pr - C0 + C1t + C2 DUM +u U-NID (0,62u) 
PG 
Where DUM =a dummy variable with zeros until 1970, the base year, 
and rising linearly thereon. 
Table (2.15) presents the results on the coefficient on C2.. In 13 
out of 21 sectors, C2 took the positive expected sign of which 11 
were significant. Of the 8 remaining sectors where C2 had a negative 
sign, 5 were significant. 
A new set of discrepancies can now be defined between PT and PG 
after the removal of the trend effect and the effect attributed 
to index number problems. Table (2.16) presents the results on 
a new set of discrepancies between PT and PG, defined as 
AAA 
(2.35) (PT )* _ PT - Co _ Clt _ C2 DUM 
pG PG 
As expected the discrepancies appear to be very small, indeed much 
smaller than the corresponding figures of table (2.14). The mean 
discrepancy for all sectors has been reduced significantly and the 
Table 2.15 Results on c2 coefficient on equation 
PrG-co+clt+c. Dii 
mit SIC sectors, large scale manufacturing 
Sector, C 2. 'Seotor" - .. 
c2. 
," 'Sector.. .. c2 
T00~ 0.0023 26 -0.003 33 -0.0015 (1.78) (3.52) (1.15) 
20 -0.0028 27 0.011 34 0.0076 
(3.84) (6.60) (4.95) 
21 -0.007 28 0.0051 35 0.0042 
(0.96) (3.45) (3.11) 
22 -0.0126 29 0.0046 36 0.0021 
(1.82) (5.19) (2.47) 
23 0.0014 30 -0.0054 37 0.0037 (1.14) (6.18) (4.10) 
24 0.0044" 31 0.0059 38 -0.0014 (4.25) (7.50) (2.82) 
25 0.0047 32 0.0127 39 -0.011 (3.59) (18.31) (9.72) 
ý\ 
Table 2.16 Discrepancies between p. and P after the removal 
of trend and the effect of ind&- number differences; 
yearly observations. Two digit SIC sectors lame 
scale manufacturing 
Mean Mathe uit Minirum 
'Sector. 'Discreplcy ' 'Discrepancy 'Discrepancy 
TCT 0.0021 0.0134 -0.0028 
20 -0.0127 0.0013 -0.0036 
21 0.0071 0.0104 -0.0036 
22 -0.0409 0.0044 -0.0581 
23 0.0096 0.0186 0.0001 
24 -0.0019 0.0205 -0.0019 
25 0.0008 0.0285 -0.0099 
26 -0.0003 0.0444 -0.0299 
27 ' 0.0167 0.0390 -0.0151 
28 -0.0201 0.0253 -0.0122 
29 -0.0049 0.0035 -0.0120 
30 0.0143 010168 -0.0125 
31 -0.0069 0.0056 -0.0166 
32 0.0508 0.0867 -0.0214 
33 -0.0019 0.0103 -0.0004 
34 0.0183 0.0485 -0.0241 
35 0.0065 0.0059 -0.0135 
36 0.0117 0.02-93 -0.0217 
37 -0.0104 0.0035 -0.0057 
38 -0.0208 0.0146 -0.0068 
39 -0.0437 0.0074 -0.0812 
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same is true for the maximum and minimum values. 
The final question that has to be answered is whether the 
discrepancies that are still observed can be attributed to 
cyclical factors. If we are to accept that during contractions 
there is a significant amount of price reduction and the reverse 
takes place during expansions, then the ratio of list to transactions 
prices, or. for our purposes the ratio between wholesale price and 
sectoral implicit deflators would behave in an anticyclical manner. 
Note 
. aloov 
that there ate -, differences in the very notion 
of, price that. the two measures attempt to capture. MSB treats 
prices as unique in the sense that it does not report any dispertion 
of prices at a given point in. time: 
"To secure comparability of the collected prices the market 
conditions prevailing for each product, otherwise, the "terms 
of trade" are taken into consideration. The terms of trade refer 
(a) to the "usual" wholesale quantity of merchandise. The "usual" 
quantity varies among products and enterprise, according to the 
prevailing terms of trade. Thus collection of prices formulated 
from transactions of extreme quantities is avoided. (b)the "payment 
method ". It's already known that for each product different 
prices are formulated according to the payment method adopted. 
In this case the "payment method" which has been adopted is the 
one correponding to the greatest part of transactions of the 
corresponding goods". 
National Statistical Service of Greece (1967) p. 12 
On the other hand, the transaction price for a product at a given 
place and time can be influenced by many factors. G. S. Stigler 
and'J. K. Kindahl (1970) for example mention as such factors the 
credit worthiness of the buyer, services supplied to the user of 
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the product, trade relations, ties in sales, introductory offers, 
the speed of delivery, guarantees of supplies in periods of shortage 
etc. 
To test the hypothesis of anticyclical behaviour-of the ratio between 
PT and FG consider equation (2.36) 
(2.36) PT 
_ 
Co + C1t + C2 DUM + C30 +u u-NID(0,62u) 
PG ON 
where W/QN is a measure of capacity utilization (See equation 3.1'07). 
Evidence of anticyclical behaviour in the ratio PT/PC would require 
a negative coefficient on'C3. The results of equation (2.36) with 
regard to C3 are given in table (2.17). Evidence of anticyclical 
behaviour is found in 9 sectors where C3 is negative and significant. 
In 6 sectors the PT/PG ratio moves procyclically since C3 is positive 
and significant. If a tentative conclusion can be drawn from such 
mixed results, that is that on the whole the evidence is in favour of 
anticyclical behaviour and this in contradiction with similar 
findings by K. Coutts et al (1978) and G. S. Stigler and S. K. Kindahl 
(1970). 
In summary the discussion of this section was able to show that (1) 
it is inappropriate to use wholesale price indices as dependent 
variables in sectoral price equations for the Greek industry and 
(2) that there is some degree of discrepancy between PT and PG that 
can be attributed apart from measurement errors to the effect of 
price controls in wholesale prices and to the fact that there are 
index number differences. Taking these factors into account it 
was further shown (3) that the remaining differences can be partly 
explained by the anticyclical behaviour of the PT/PG ratio. 
Table 2.17 Results on c3 coefficient on equation 
Pr 
p =co+c1t+c2DUM+c3 
G 
Two digit SIC sectors, large scale manufacturing 
Sector c3 'Sector, c3 -Sector Sector 
c3 
TOT -0.0048 26 -0.0146 33 0.0050 
(2.96) (4.44) (2.33) 
20 0.0015 27 0.0205 34 ` -0.0091 
(1.08) (11.09) (2.00) 
21 0.009 28 -0.0098 35 -0.0167 (1.23) (7.06) (2.25) 
22 0.0112 29 -0.0011 36 -0.0018 (6.58) (0.93) (1.25) 
23 0.0053 30 -0.0079 37 -0.0066 
(2.66) (3.42) (3.12) 
24 -0.0080 31 0.0026 38 0.0040 
(3.07) (0.48) (1.57) 
25 0.0073 32 0.0191 39 -0.0219 (4.08) (9.11) (3.73) 
.. 7p- 
The next and final section of this chapter, deals with a brief : discussion 
of the econometric methodology that is followed in the estimation 
of the price equations to be examined in the next chapters. 
2.6. The Econometric Methodology. 
The econometric research carried out in this study consists of the 
following stages; First, the formulation of empirically testable 
hypotheses corresponding to each of the five pricing models discussed 
in chapter one. Second the estimation of the above hypotheses for 
each two-digit SIC industrial sector and third the evaluation of the 
five estimated models with the purpose of choosing the theory that 
12 
most adequately describes the data generation process. 
2.6.1. Formulation of testable hypotheses. 
According to conventional usage a hypothesis is in a testable 
form when it is possible to infer something about the truth of 
the hypothesis on*the basis of evidence from observed data. The 
transformation of economic theory requires first the mapping of 
theoretical variables into actual observations and second the 
transformation of the theoretical model into an econometric 
specification. " The first stage has been dealt with, in previous 
sections. The second stage is closely related with the scope of 
the' investigation. Explanation of industrial price inflation is 
centered on the effects of demand and cost changes on price changes. 
Examination of these effects can be achieved by a variety of-models 
that are differentiated with respect to the definition of costs 
and the way demand enters the pricing process. Yet there is a 
common characteristic in that all models refer to non-competitive 
markets. 
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Price inflation theories therefore can be typically considered to rep- 
resent a relationship whereby the rate of change of prices (din y) 
is a function of the rate of change of costs and demand (d3nh. xj) as 
in (2.37) 
(2.37) dln y=f (dln. x j) 
Equation (2.37) represents a state of nature between price inflation 
and its determinants whereby it is assumed that the response of price 
changes to cost and demand changes is instantaneous. Real world 
phenomena however are characterized by long-run contracts, by rigidities 
in deliveries of goods produced and also by frictions and uncertainties 
with regard to labour pay, purchases of inputs etc. Moreover investment 
goods take a considerable time to be incorporated into the production 
process and consequently investment goods prices into the pricing 
process, due to gestation lags. In the presence of such complications, 
the adjustment of price changes, to its determinants is not expected 
to be completed within one quarter. Hence a plausible specification 
of the price equation mechanism requires the introduction of dynamic 
elements into equation (2.37) 
Since economic theory is rather reticent about the nature of the 
dynamic aspects. of the data generation process, a procedure for deciding 
on the appropriate lag pattern has to be selected. Such a procedure 
involves (a) the specification of the maximum number of lags that 
will be used on the variables of (2.37) and (b) the determination of 
a method by which it will be possible to select the "best" model among 
the various combinations that will result after introducing dynamics 
on equation: (2.37). The maximum number of lags is chosen on the basis 
of a rp iori information about the mechanisms of the markets under 
study and is constrained by data availability. The selection procedure 
of the best dynamic form is conditional on the criteria set forth to 
?6 
characterize what is best. Such criteria are discussed in connection 
with the estimation procedure. 
On the basis of the above considerations the estimation procedure is 
based on a general model of the following form 
n 
(2.38) dlnyt = ao +I 
J=1 
4 
1 aji din xjt_i + ut 
i=o 
where ut is assumed to be independently and identically distributed 
normal error term (with zero mean and constant variance) ut. NID(0,6'u) 
2.6.2. Estimation and testing. 
The second stage of the econometric exercise requires the estimation 
of models which are typically depicted by equation (2.38). All 
explanatory variables are considered exogenous and are distributed 
independently of the error term. Exogeneity, apart from being an 
econometric condition for the estimation of the price models is also 
an economic characteristic of these models. The above assumptions 
guarantee the optimal properties of the coefficients when estimated 
by ordinary least squares. This however does not necessarily mean 
that the'estimated model is "correctly" specified. A number of 
criteria should beset in advance that determine what is a"correctly" 
specified model. 
In a real world context the process by which data are generated has 
a high degree of complexity. A model that purports to depict reality 
in every detail is useless as a tool of analysis. An operationally 
useful model should abstract from reality and as such will differ 
significantly from the data generation process but at the same time 
should possess high prodictive power. The principles of parsimony 
and ability to predictform the framework against which the selection 
J 
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procedure of the best model together with tests of the various 
hypotheses must be judged. Both these principles are stressed 
by M. Friedman (1953) as necessary requirements for testing economic 
hypotheses, since 14 
"A hypothesis is important if it explains much by little..... " and 
".... the only relevant test of the validity of a hypothesis is 
comparisons of its predictions with experience" 
The analysis of estimation carried out in the next chapters, rests 
on two distinct but interrelated issues; hypotheses testing and 
model selection. 
The use of tests such as likelihood ratio (LR) tests forms the 
basis of hypotheses testing, while measures of goodness of fit and 
parsimony form the criteria for model selection. Under hypotheses 
testing framework, the maintained hypothesis (or null hypothesis 
or Ho) is treated differently from the other' hypothesis (or alternative 
hypothesis or H1) since it is believed that Ho provides a good 
representation of the data generation process. Usually Ho is 
based on theoretical predictions about the value of parameters 
in question and is rejected only if. an unlikely event were to occur. 
Even then this does not necessarily mean that H1 is accepted. 
In contrast, in model selection framework, both models (the null 
and the alternative) are considered as equal in the sense that 
there is no commitment in favour of one model against the other. 
Furthermore this means that under model selection one model is 
always preferred, while this is not always the case in hypotheses 
testing, where all models under consideration may be rejected. 
2.6.2. (1) Hypotheses testing Hypotheses testing in this study 
is based on classical procedures (Neyman - Pearson criteria). It 
is concerned with the problem of whether a coefficient based on 
sampler information is consistent with the hypothesis in question. 
ßn7 1? r 
A critical value is assigned to assess the results, this criticu") 
value differing between tests. Tests are based on sample data and 
so inferences about the population are not said to be conclusive in 
the sense that it is not possible to verify the proposition unless 
the whole population is observed. A hypothesis therefore is either 
consistent or inconsistent with the data, but it never verifies or 
falsifies a theory. 
The study proceeds by distinguishing between two types of tests: 
specification tests and mispecification tests, usually termed diagnostic 
tests. Specification tests are carried out within a framework of 
well specified null and and alternative hypotheses, where one or 
more restrictions on the coefficients are imposed. They are used 
mainly in the model selection procedure for the purpose of choosing 
a final equation that describes in the best possible way the data 
generation process. 
Mispecification tests are usually associated with the null hypothesis 
against an unspecified alternative hypothesis. They are also used 
in conjunction with the search procedure for diagnostic purposes. 
Although the alternative hypothesis is not precisely specified, a 
mispecification test statistic is chosen on the basis of a suspected 
departure from the maintained hypothesis in some particular direction. 
Such a test for example is the test against serial correlation. 
Three different types of tests usually serve the above purposes of 
specification and mispecification tests; likelihood ratio (LR) tests, 
Wald (W)tests and Langranze multiplier (LM) tests. A treatment of the 
properties of these tests can be found in A. C. Harvey (1981). LR 
is used mainly as a specification test for the purposes of testing 
restrictions, while LM is used as a mispecification test as for 
example to test against serial correlation. 
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2.6.2. (2) Model Selection. The second issue in estimating price 
equations is to use a strategy for model selection. Once economic 
theory is transformed into an econometric specification the question 
that remains is to discriminate between models. The question is 
generated because economic theory does not specify the nature of the 
dynamic process and so models'with different variables (lagged variables) 
can be considered to present an adequate representation of the data 
generation process. The method advocated in this study is to start 
with a general model and proceed by sequential downward testing by 
means of likelihood ratio tests until a restricted model is reached 
that satisfies the criteria of parsimony and predictive power. Such 
a method is chosen on the grounds of computational ease, since the 
opposite approach (from specific to the general) might involve 
endless procedures and on the grounds that mispecification that is 
due to over parameterization presents a less serious problem than 
mispecification due to underparameterization. 
5 
The strategy adopted for the search procedure has been described 
by G. E. Mizon. (1977) and is based on sequentially testing more 
restrictive models. The strategy is given structure by dividing 
tests into two separate stages, that of choosing the maximum lag 
length for each variable and that of decomposing the dynamics into 
systematic dynamics (the lag pattern of the explanatory variables) 
and error dynamics (the length (order) of autocorrelation in the 
residuals). G. E. Mizon (1977) argued that this decomposition is a 
reasonable and logical way to approach the problem since it is not 
possible to find a uniformly most powerful testing procedure which 
would be the best approach due to lack of unique ordering of tests. 
Even with the procedure suggested by G. E. Mizon (1977) there are still 
a number of paths to be chosen from and this constitutes the main 
disadvantage of this approach; one is never certain that the path 
chosen is the best. 
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The testing procedure consists of the following steps. First 
assign the maximum number of lags n for the systematic dynamics of 
the models. In most of the cases explanatory variables are treated 
identically in that respect but there are cases where some variables 
(capital cost variables) are allowed greater lag lengths than other 
explanatory variables. The order of error dynamics T is set equal to 
zero. Estimate the general model by ordinary least squares and test 
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the assumption of zero error dynamcis by means of LM test. 
Second after estimating the general model proceed to contracting 
sequential search for the specific models. E. E. Learner (1978) 
suggests a number of rules by which contractual search can be 
achieved. The rule adopted here is to drop all variables that 
posses a t-statistic with less than some cut-off point. Reestimate 
the restricted model and test the number of restrictions by means 
of likelihood ratio tests against the general model (specification 
test). Also test for the assumption of zero order of dynamics 
(mispecification test). 
Third, proceed in the same way as before by increasing the value of 
the cut-off point on t-statistics until the final model that is selected 
is parsimonious and possesses good predictive power. Test by means of 
likelihood ratio statistics the number of restrictions against the 
general model and the assumption of no autocorrelation of Tth order 
by means of a Langranze multiplier test. The first test is also a 
test against overparameterization. Finally test for predictive 
power by post sample goodness of fit test. Provided that mispecification 
tests are not rejected select the final restricted model as the best 
representation of the data generation process. 
In general the sequential testing procedure forms the essence of the 
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model selection strategy. Schematically the procedure looks like (2.39) 
H1: On: o 
(2.39) H2: ¬n= On-i: o 
H3: On: On-i = On-2 =o 
Hn-n: On= On-1: On-2: ... - pn-n=o 
Hypothesis H1 is tested against the general model and if H1 is not 
rejected, we proceed to the H. versus H1 , if H2 is not rejected to 
H3 against H2 and so on until one rejects the more restricted model. 
Obviously each hypothesis is tested against the immediately preceeding 
hypothesis and not against the general model, although tests against 
the maintained hypothesis are implicit in this procedure. 
Two important considerations of this testing procedure are worth 
mentioning: (a) the rule or size of the test used to select between 
models at each step of the procedure and (b) the overall significance 
level of the sequential testing procedure. 
The first point pertains to balancing the costs of accepting a 
higher order or dynamics with that of lower order dynamics. Earlier 
it was noted that the consequences of accepting an underparameterized 
specification are more severe than those of accepting an over- 
parameterized one. Consequently since the null hypothesis corresponds 
to the restricted model more weight is attached to commiting a 
type II error than a type I error. 
In classical testing procedures there are two hypotheses: the null 
and the alternative. The parameter space, (), is divided between these 
two exclusive hypotheses, the null (W) and the alternative (041). 
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A statistical test of W against O-W partitions of the sample 
space into regions of acceptance; one area consistent with W and 
another, area inconsistent with W. The region where W is inconsistent 
or "rejected" is referred to as the "critical region". The essence 
of a "good" test procedure is the choice of a critical region which 
is in some sense optimal. In a test procedure of this form two types 
of errors can be commited 
(i) Type I error : reject Ho, when Ho is true 
(ii) Type II error : accept Ho when Ho is false 
Generally the probability of a type II error is determined only 
with respecttoa,, specific alternative hypothesis. Given this 
alternative hypothesis, a good test should, other 'things being equal, 
minimize the probability of commiting a type II error. In order 
for other things to be equal, the maximum probability of commiting 
a type I error should be fixed. This probability is the significance 
level of size of the test. An optimal test statistic is that which 
mivliwiýzs" the probability of a type II error over the complete 
set of parameter values associated with the alternative hypothesis. 
This test is termed uniformly post powerful test (UMP). 
, 
In implementing the test statistics of the sequential search the 
significance level (probability of commiting type I error) is 
fixed at a fairly high level, thus increasing the critical region, 
while reducing the probability of accepting the null. 
If ei is the significance level of the ith test in the sequence, then 
if the number of sequential models in the selection procedure is S, 
then a test of the most restricted model against the general model 
at a significance level of a requires the satisfaction of (2.40) 
(2.40) (1-c)3 = 1- a 
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provided that ei =e for all i sequential models (i= 1... S). Of 
course one might object to ci=c for all i, which means that all models 
in the sequential search are treated sy. wwie4-ttcaee and adopt a 
procedure where upon ei increases with i as 
(2.41) E1= i. e/S for i= 1... S 
Since the general model is always overparameterized, such a procedure 
with different significance levels for each sequence is adopted for 
our own search strategy. This means that as the sequential testing reache 
more and more restricted models the significance levels of the 
implicit tests (tests of each restricted model against the general) 
form a monotonically noridecreasing sequence. 
The success of the model selection procedure is conditional on the 
adoption of the original general model. If this is chosen badly, no 
matter how efficient the specification search is, the final model would 
be inappropriate. Of course a guard against this possibility is the 
number of diagnostic (mispecification) tests conducted at each stage 
of the procedure. A possible further disadvantage that is particular 
to the problem examined in this study is the fact that due to an 
extensive number of models (this specification search is applied to 21 
sectors and five different pricing models) all tests are conducted 
in batteries. The principle of testing in batteries is necessary 
in order to analyze and present such a large amount of material in 
an orderly way. Moreover such an approach serves the purpose of 
making impractical and almost impossible the mining of the data 
for congenial results. 
2.6.3. Model Selection. 
The second stage of the estimation procedure involved the estimation 
of models for each two digit SIC sector and pricing theory. The 
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criteria set out for the estimation procedure were defined in the 
previous paragraphs as passimony and predictive power. A procedure 
was defined by which a model for each sector and price theory is 
chosen that is supposed to describe in the best possible way the 
data generation process. Nonetheless the pricing theories themselves 
form non-nested hypotheses since each is differentiated from the 
others on the definition and treatment of the explanatory variables. 
Although in principle it is possible that all five models examined 
are able to explain the data generation process for each industrial 
sector in question, in practice such a possibility is a . 
rare case. 
Model evaluation is viewed in this study as setting another criterion 
to be added to those of parsimony and predictive power, that of 
theoretical consistency. The introductory chapter set out the torl 
of this study as the estimation and testing of markup pricing models 
for the two-digit SIC sectors of the Greek industry and the evaluation 
of these models between them. 
There are various means by which one can test the validity of a theory. 
For the purpose of this study each model selected on the basis of 
the previous dicussion will be regarded as consistent with the theory, 
provided that theoretical assumptions about the coefficients are met. 
If for example a theory assumes that 
(2.42) $d7n y, $din y, 3dln"y > 
9d]n. x 1 &dln. x2 5d]n x3 
then if one of the coefficients on the xj 's is negative then the 
theory will be rejected (in the sense that it will not be considered 
as describing adequately the data generation process). Similarly 
the theory will also be rejected if one of the coefficients on the 
Xj 's is not statistically different from zero. 
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The criterion of theoretical consistency is applied to specific 
models that pass through the filters of econometric criteria. A 
mispecified model due to autocorrelation for example is not 
considered for theoretical consistency in none of the models. 
Since in the short-run the coefficients of the explanatory variables 
can assume values different from those expected in theory the criterion 
of theoretical consistency is applied to the sums of the coefficients 
for each explanatory variable, that are regarded to represent long-run 
values. 
The following possibilities may arise 
(1) None of the five pricing models satisfies the econometric and 
economic criteria and consequently the data generation process 
can not be considered to be represented adequately by any of the 
models examined. 
(2) Only one of the models satisfies the economic and econometric 
criteria. Therefore the model is considered to represent the "best" 
pricing method. 
(3) More than one pricing models are able to satisfy the criteria set 
out. In such a case and since pricing hypotheses are non-nested a 
test between non-nested hypotheses is used to determine which model 
performs better. Non-nested hypotheses are tested in pair$ ie the 
test is between the null and the alternative. In cases where three 
or more theories pass the criterion of theoretical consistency the non- 
nested test is conducted in pairs. 
There are two main approaches for testing non-nested hypotheses. The 
first is-based on the idea to set-up a comprehensive model which includes 
both the co wpek. i%; models as special cases and then apply a likeli- 
hood ratio test. Practical ways of applying this procedure are the 
tests suggested by A. C. Atkinson (1970) and by R. E. Ouandt (1974). 
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The second approach was first suggested by D. R. Cox (1961)(1962) 
and has been developed by M. H. Pesaran (1974) who derived the 
asymptotic distribution of a test-statistic based on the Neyman- 
Pe otsoa likelihood ratio. 
As R. E. Quandt (1974) points out however, there appears to be no best 
procedure either on theoretical or empirical grounds. In fact all three 
mentioned tests have yielded qualitively similar results in cases 
considered by Quandt. The Pesaran test is chosen in this study for 
reasons of computational convenience. Without getting 
into details on the statistical issues, the summary of the testing 
procedure can be described as follows: 
Let the maintained hypothesis be Ho and the alternative H 
(2.43) Ho : Y= Xbo + uo 
H1 : Y= Zbl + ul 
where Y is the vector of observations on the dependent variable, uo 
and ul are the vectors of the error terms, X and Z are the matrices 
of observations on the independent variables and bo and bl vectors 
of the parameters to be estimated. Furthermore define 
62 
and 
61 2 the estimated residual variances from Ho and H1 respectively 0 
elo the vector of OLS residuals in the regression of Xbo on Z 
eoio the vector of OLS residuals in the regression of elo on X, and 
finally 
(2.44) 610 60 +1 et e 
n io io 
Then defining 
ý2 
(2.45) To 2 log 
and, 
10 
A 
Vo= 
620 
ee oio (2.46) 610 010 
It can be shown that the quantity 
(2.47) No c To /Vo 
V2 
is asymptotically distributed as N(0,1) on the assumption that Ho 
is true. 
A significant negative value of No implies the rejection of the 
null in favour of the alternative, while a significant positive value 
of No can be interpreted as strong evidence against Ho in favour of 
the alternative which differs from Ho in a way opposite to H1 model. 
The same holds for N1 which can be obtained by the same procedure, 
but this time testing the H1 model against the Ho. When both 
statistics are computed the possible outcomes can be classified as 
follows (at the 5% significance level) 
(a) Accept H0 and reject H1, when INoI <1 . 96. and 
IN, I>1 
. 96 
(b) Reject Ho and accept Hi when [No! >1.96 and 
IN11<1.96 
(c) Reject both Ho and H1 when 
tNa. 1>1.96 and IN1! >1.96 
(d) Accept both Ho and H1 when ! N0k1.96 and 1N1(<1.96 
On the basis Of the above test we are able to choose the price model 
that most accurately represents the data generation process of each 
two, digit SIC, sector under examination. The results of the application 
of the Pesaran. test are discussed in the concluding chapter. The 
formulation estimation and testing of the price models is discussed 
in the next, 3 chapters. 
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NOTES 
1. A description of the various characteristics of the Greek 
industry can be found among others in G. Koutsoumaris (1967), 
A. Kintis (1973) and K. Nicolaou (1978). 
2. See for example International Monetary Fund "Financial Statistics", 
various issues. 
3. See sections (2.4) and (2.5). 
4. Evidence is provided in the Yearbook of National Accounts, 
United Nations, 1979. 
5. See section 5.4.4. 
6. Information is provided by the Center of Planning and Economic 
Research. 
7. See J. Kmenta pp 136-137. 
8. See National Statistical Service of Greece (1967) p. 14. 
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A. C. Harvey (1981), particularly chapter 5. References are not cited 
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15. Overparameterization may result in inefficient estimators while 
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(1981) p. 145. 
16. See R. S. Breusch and L. G. Godfrey (1981). 
17. See A. C. Harvey (1981) p. 180. 
CHAPTER 3: Short-run pricing theories : the neoclassical 
and average-cost models 
'10 - 
3.1 Introduction. 
This chapter is concerned with the formulation and empirical testing 
of two short run pricing models; the neoclassical theory and the average 
cost model. Generally the literature has focused on the distinction 
between long-run and short-run as the key characteristic used by an 
industry in defining costs; standard costs involve long-run considerations 
while actual costs are short-run measures. The means of representing 
long-run influences in price equations is to assume that prices are 
based on costs that are invariant to cyclical fluctuations in output. 
These are the standard or normal costs discussed in chapter 4 while the 
pricing models based on these costs are presented in chapter 5. This 
chapter is based on actual costs. 
The neoclassical theory is the only model in this study that is based 
on explicit short-run profit maximising behaviour on the part of the firm. 
In section 3.2 we discuss the production and demand functions to be used 
in the derivation of the neoclassical price. In section 3.3 the neoclassical 
price equation is derived, while in section 3.4 we discuss some of the 
characteris tics of the neoclassical behaviour. Variable specification 
is the subject matter of 3.5 and section 3.6 is concerned with the 
derivation of a testable form for the neoclassical model together with 
the presentation and discussion of the results. 
The average cost model is the only short-run markup model to be examined. 
Section 3.7 sets the framework for the average cost model by discussing 
the main findings of the R. L. Hall and C. S. Hitch (1939) study. Section 
3.8 describes the derivation of the average cost model by paying particular 
attention to issues like the treatment of capital cost and labour product- 
ivity and the role of demand in the price equation. Section 3.9 is 
concerned with the specification of the variables that enter the average 
I 
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cost model. Finally in section 3.10 the results of the econometric 
application of the average cost model are presented and discussed. 
3.2 Neoclassical price equation: the demand and production 4UMctto4s 
Assuming that a production function exists, then the problem of the firm 
consists in the technological transformation of inputs into output. If 
for reasons of simplicity we assume that the firm produces on only one 
product, y and utilises n inputs (Xi), then a production function may be 
i 
written as 
(3.1) y=f (X1... xn) 
Equation (3.1) expresses all possible combinations of inputs for the 
production of y. From these combinations only the optimum one is of 
interest for the theory of production. To define the optimum combination 
and give the production set an economic content in the theory of the 
2 
firm we have to accept one of the following assumptions that lead to 
two equivalent definitions of the production function: 
a) the firm maximises output with given amounts of inputs 
b) the firm produces a given amount of output using the 
minimum amount of inputs. 
There is a number of questions relating to the production function as 
for example the level of aggregation to which the function refers or 
the dimentionality of the y and x variables (stocks rather than flows 
at a point of time), measurement problems, etc. However what we are 
interested in is not the production function or its estimation but the 
derivation of a price equation from the production function. Therefore 
the basic assumptions and the properties of the production function will 
not be discussed. Instead we will deal with the algebraic specification 
of the production function which is necessary for the derivation of the 
neoclassical model. 
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Among the various forms used in the literature the Cobb-Douglas 
specification is chosen mainly because of the ease in the calculations 
required and despite its drawbacks compared to the C. E. S. specification'. 
It is useful to note however, that as it will be shown later, the various 
price equations resulting from different production functions are to 
a large extent similar. 
The production function to be used is given in equation (3.2). Three 
factor inputs are employed; labour., materials and capital. Technological 
change is assumed to be Hicks-neutral at a constant rate S. There is no 
constraint on the returns to scale parameter (a+ ß +y ý1) 
(3.2) 0=Ae 
at 
L 
aM 
KY 
where 0= homogenous product measured in physical units. 
L= labour input measured either in manhours or as 
the number of people employed. 
M= material inputs measured in physical units. 
K= capital stock measured in physical units. 
A= efficiency parameter. 
6= rate of technological change. 
t= time. 
a, ß, Y = elasticity of output with respect to labour, materials and 
4 
capital respectively. The usual properties are assumed to hold and 
furthermore, 
(3.3) A>o, o<a, ß, y<1,. & o 
Referring to the demand function, standard utility theory is used to 
derive a demand equation of the form (3.4) 
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(3.4) 0=f (P, Y, PB) 
where 0= quantity demanded for the firm's product measured 
physical units. 
P= price of the product. 
Pg = prices of other goods, substitutes or complements 
that can be purchased. 
Y= money income of the demanders. 
The following points may be considered regarding equation (3.4): 
(a) Homogeneity. Equation (3.4) is assumed to be homogenous of degree 
zero, ie. if we increase all prices and income by the same proportion, 
then the quantity demanded will not change. In terms of elasticities, 
this implies that for a given product, the sum of price elasticities 
and income elasticity is zero. (b) Income term. Nothing can be said 
about the sign of the income term. It can be positive or negative 
but for normal goods it has to be positive. There is no apriori information 
about the magnitude of the income term, apart from the fact that for 
necessities it is expected to be less than one, while for luxuries 
higher than one. (c) Other prices. In general if a good is a 
substitute we would expect a possitive coefficient in (3.4) while 
if it is a complement, a negative one. Unless we know whether a 
good is a substitute or a complement, we can not determine the sign of 
Pg in (3.4). However if we can combine all other goods into one 
composite commodity (0B) with one composite price (PB), then by 
definition (Qg) will be a complementary good to 0. A specific 
Cobb-Douglas representative form will be assumed for the demand 
equation such as (3.5) 
d 
(3.5) 0 =r o Pca Yb PB 
where ro is a scale perameter 
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co is own price elasticity of demand 
b is income elasticity of demand 
d is cross price elasticity 
Combining the assumptions of a negative own price elasticity (co<a) 
and positive income elasticity (b>O) with the assumption of homogeneity 
of degree zero, that guarantees no money illusion, then d will be 
(3.6) d= -(b + co) 
This being so, then changing Y, P, PB proportionately leaves the amount 
demanded unchanged. Equation (3.6) does not specify the sign of d, 
but it shows how it depends on b and co. The derivation of neoclassical 
price equation is presented in the next section and is based on equations 
(3.2) and (3.5). 
3.3 Derivation of the neoclassical price equation. 
The neoclassical price equation is derived by explicitly maximising a 
profit function based on the production and demand equations (3.2) and 
(3.5). The price equation will be derived as a long-run equilibrium 
model. As such the optimal neoclassical price offers the framework for 
comparison with other pricing models to be examined later. Lags will 
be introduced in section (3.6) to show how prices adjust to their 
equilibrium levels. At the moment we will assume that there are no 
lags in the production process so that demand and production respond 
instantaneously to changes in income and factor prices. 
The firm is assumed to have a production function described by (3.2) 
and faces a demand function described by (3.5). The firm sets it price 
so as to maximise the expected value of its discounted profits. This 
criterion coupled with the assumption of no intertemporal interdependencies 
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guarantees that the profit flow is maximised at every point in time. 
The profit function may be written as 
(3.7) II= P®-C 
where n= profits 
C= total costs that can be further defined as (3.8) 
(3.8) C 
where Pw 
Pm 
Pc 
Demand function 
as 
- Pw. L + Pm. M + Pc. K 
wage rate index 
= materials price index 
= cost of capital services index 
(3.5) can be written as a function of price, 
(3.9) P=Q 
1/co 
r0 -'1/co Y -b/co PB 
(b+co)/co 
and therefore the profit function may be written as 
(3.10) 11 =Q' 
l+*i/Co 
Io 
-"I/Co 
Y-b/co PB 
(b+co)/Co 
- Pw. L - Pm. M - Pc. K 
or if we introduce the production function (3.2) as 
Ae 
St 
LaMßK( 
1+1/co 
ro 
-1/co 
y 
-b/co PB 
(b+co)/co 
(3.11 ) fl .[3 
-Pw. L - Pm. M - Pc. K 
Maximization of (3.11) with respect to L, M,. K yields the following 
5 
first order conditions 
R=(I, + i) P. Q a- Pw o 
OL Co L 
(3.12) II_ (i+1 ) P. Q Pm co 
$II_ (i+1 ) P. Q y-Pc =o 
$K cý K 
- 
q6 
Equations (3.12) may be transformed to yield6 
_1 L=P. Q. Pw a( i+ i/co) 
(3.13) 
_i M=P. Q. Pr ß(i + 1/co) 
_1 K=P. Q. Pc y(i + 1/co) 
Introducing the demand function (3.5) in (3.13) yields? 
(3.14) 
Letting 
(1 + Co) b -(b+Co) 
L= P ro Y PB Pw a (1 + 1/co) 
(i+Co) b -(b+Co) -1 
MP ro Y PB Pm ß (1 + '/Co) 
(1+Co) b -(b+co) _1 K= P ro Y PB Pc Y (1 + 1/co) 
(3.15) Z_ P(1 
+ co) 
ro yb PB 
'(b + co) 
(i + ; /Co) 
equations (3.14) become 
-1 
(3.16) 
L=Z Pw a 
M=ZPm1 
-1 K=ZPc y 
By introducing (3.16) into the production function(3.2) we have 
dt -i a -i ß -1 Y (3.17) 0 Ae (ZPw a) (Z Pm ß) (Z Pc y) 
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which can be written in view of (3.5) as 
(3.18) 
ro Yb pCo PB (b+co)_ Aeötr -, 
a[ßJ[Y, YZ at$+Y 
Pw Pmc 
Let the returns to scale parameterb'e u=a +ß+y. If we substitute (3.15) 
into (3.18) we have after some rearrangements 
(3.19) P co-Q(i+co)_ Ae 6t[ a]aI]ß[y Iy roa-i yb(Q-1) Pw Pm Pc 
' B(Q-1)(b+Co) 
Q 
(l+i ) 
Co 
Setting 
(3.20) 0=[ co-a(i+co)] i 
equation (3.19) becomes 
(3.21) P= A0e68t[ a 3a0[ ß] 
ß0t 
y] YO ro0(c-l) y 
Ob(Q-1) 
Pw Pm PC 
,p -0(b+co)(Q-1 
)[1 1 ]QO 
B co 
Further manipulation on (3.21) gives9 
(Q-1) (3.22) P= [ Aro (cr -1) (1+ l/co) CY aaaa-Y jE)y 
Ob 
. PB-0(b+co)(Q-1)pw 
a0 P -ß0 P -YO 
mc 
which can be conveniently written as 
(3.23) p_ IT 0e 
Tr 1 tPw7T 2 PmI3 PC IT 4 YIT 5 PBIT 6 
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where 
iro = [A ro(a-I)(i+iico)Qac. 
y ]0 
y 
Ir 1 = 6E) 
Ir 2 = -a0 
'R3 = -ßE) 
TT4 =-'YD 
frs = Ob (ß- i) 
IT 6 =-0(b+Co) (a-1) 
3.4 Characteristics and implications of the neoclassical equation. 
Equation (3.23) represents an optimal equilibrium relationship for 
the neoclassical price whereby the prices of factors of production 
income and other prices are the explanatory variables of the neoclassical 
price. Before proceeding to the derivation of a testable hypothesis for 
equation (3.23) it is useful to consider a number of points that are 
directly related to the neoclassical price. 
(1) The derivation of (3.23) implicitly rested on the assumption that 
perfect competition exists in all factor markets. This is quite a 
reasonable assumption because most firms can purchase any amount of factors 
in the market at the prevailing price. Perfect competition certainly 
exists in the labour and capital markets where the firm's purchases of labour 
and capital services are very small to affect the price of these services. 
With regard to material input markets however it is possible to visualize 
situations where the firm may be considered to operate in conditions 
that are far from perfectly competitive. In any case to cover the 
possibility of imperfections in factor markets define the demand for 
labour', materials and capital as 
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(3.24) L= ri Pw cl 
M- r Pm c2 
K r3 Pc 
c3 
where I'1,, I'2 , r3 are scale parameters 
C-1, , c2:, c3 are elasticities 
Maximization of the profit function will yield the following first order 
conditions 
'9: Ii (i+ 1) PaCL -Pw(1+ 
l)= 
$ Co L Ci 
(3.25) 
'4n = (1 +1)PQß- Pm (1 +1)-o 
$M Co m C2 
(i+) PQy-Pc (1+1 )o 
3K Co K c3 
Repeating the procedure for the derivation of the neoclassical price 
outlined in section (3.3) the resulting price equation will be in the 
form of (3.23) where the parameters are now 
ITo =[ Aro 
(a-1) 
(1 +i)a( am 
aßY0 ac I) ( ßC )() 
c, '+C2 
ý 
(3.26) 71 1= 
d0,2 =-a0,3 =-ßG, 4 =-y0 1 
I 
115 = ®b(o-1) n6 =- 0(b+co) (a-i) 
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Obviously comparing the parameters (3.26) with those of (3.23) we can 
see that the only effect the introduction of imperfection in the 
factor markets has on the neoclassical price is through constant term. 
(2) It was mentioned before that the choice of the Cobb-Douglas functional 
form may be considered rather restrictive. Table 3.1 shows'the resulting 
price equations for different assumptions about the production function. 
The choice of the C. E. S. function differentiates the price equation 
resulting from the Cobb-Douglas production function only to the parameters 
to be estimated. Furthermore the assumption about the constancy or not 
of the returns to scale parameter differentiate further the price equation. 
(3) The neoclassical price equation (3.23) has been derived without 
making any explicit assumptions about the returns to scale. Assuming 
constant returns to scale a=1, then by (3.20), 0=-1, which results, as 
can be seen in table 3.1 in 
(3.27) iTo = [Acc(i+ 1) eo-yy ]-1 
Co 
711 =S, 712 = a, 113=ß ITa=Y 
715 =1t6 
Therefore equation (3.23) can be written as 
(3.28) P= no e 7T 1t Pw 
7T 2 Pm IT3 Pc IT" 
which implies that when constant returns to scale are assumed, demand 
elements disappear from the neoclassical price equation. 
(4) The parameter' Co measures the elasticity of demand with respect to 
its price. co. together with a determine the value of the parameter 0 
which in turn is crucial for all the parameters appearing in the price 
equation as can be seen from (3.23). Assuming that co refers to a 
normal good, we can examine the values of 0 when 
Table 3.1 Production functionsarri Neoclassical price Equations 
1. Cobb Douglas 
Q= Aest LQ M" KY P= floe 
1 tP 
z 
112 PM 
3 PC 
4Y 
PBn6 
e 
ß= a-+{3+y 1 where ä= AT'o-1(1+h/co) 
6ä ßa yy 
F1 = 69, n2 = --a , 1,3=-a(3 
114=-y0,175 = ©b(6-1) 116 = -e(b+co) (6-1) 
Q= Ae tL 
A KY P= Theni't Pw PMT PCB4 Y115 PBS 
==1ä ßß 
-1 
Q a+{3+y where IIo = 
[A(1ýh/co) 
YY 
11 l= -ö, II2=x., HI3=ß, II4=ý(, T15=11C-0 
2. C. E. S. 
n6 bt h, Lp+h2M-p+h3K- pP 
-6 
P Q=Ae P1. t hý Pwr: 2 +h2P1 +h3Pc n4 Yp YE5PB =IIoe . 
a-: a* ýº +- ! where 
II0 
[Ar_1 
(1+1/co)6(h1+h2+h3) 
111= 60, II2 = ©p, I13 =Op, rI4 =8 .p 
11 5 Ob(6-1), II6= -p(b+co) (6-1) 
11 
Q=Aest 
[h1 
L P+ h2M-p + h3K pP P=IIoe 1t [h1 Pv, 
ý2+h 
2PM 
3+h 
3PQI 
IY 5PB 6 
01- : a. 6+_I where 
110 = 
[A1+1/CO 
) (h1+h2+h3) -1 
IIl = -ö, II2= A 3"P P 114 = lp 
TI5-o, II6 =o 
- to 
demand is perfectly inelastic 
demand has a unitary elasticity 
demand is perfectly elastic 
demand is inelastic 
demand is elastic 
Co =o 
Co -1 
Co = -co 
-1<Co<o 
-co<Co<-1 
For all the above cases we will also consider alternative assumptions 
about the returns to scale parameter a, ie c=1, a<i and a>i. All 
possibilities except for the perfectly elastic demand curve (co = -°°) 
which is treated seperately in the next paragraph are given in table 3.2. 
(5) The optimal neoclassical price (3.23) is closely related to average 
and marginal cost. In fact it equals average and marginal cost in the 
perfectly competitive case, where 
(3.29) Co = -co 
Total cost was defined in (3.8) as C=Pw. L + Pm. M + Pc. K 
In view of equations (3.13), total cost may be written as 
(3.30) 
C=P. Q a(1+I )+ PQ ß (1+1 )+ PQy (1+1 )= PQ (1+1 ) (a+ß+Y) 
Co Co Co Co 
From which marginal cost may be written as 
(3.31) MC= 
eQ 
= P( 1+ý0) (a+ß+Y) 
The assumption of constant returns to scale reduces (3.31) in 
(3.32) MC= P (i+, ) 
which for the perfectly competitive case becomes 
(3.33) MC=P 
Table 3.2 Values of 0 for different values of co and 6 
0= 
[co 
-6 (1 +coj-1 
1) Co =o -> ©_ -6 and for 6=1 
6>1 
6<1 
2) Co_1 -ý O-1 
3) -1 < Co <0 and for 
4) --°<Co<-1 and for 
6=1 
6>1 
6<1 
6=1 
6>1 
6<1 
e=-1 
-1 <0<0 
--ý<®<-1 
-1<0<0 
-w<6<-1 
0=-1 
O<o 
<o 0 
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Following the same exercise for average cost we have 
(3.34) 
AC=CQ-1=P: Q (1+1 )(a+ß+y) Q2= (with a+ß+Y-i and co --)=P 
Co 
Therefore under competitive conditions and assuming constant returns to 
scale we get the familiar long-run condition 
(3.35) P=AC=MC 
Under non-competitive conditions the ratio of marginal cost to price 
equals the ratio of average cost to price which is further equal to 
(1+l/co) which in turn'can be regarded as the markup factor of the average 
cost model to be developed later in the chapter. 
(6) Equation (3.23) is non-linear in the parameters to be estimated but 
linear in variables. Taking logarithms on both sides of (3.23) we have 
(3.36) 1nP= Tra' + Tr1 t+ 1T2 In Pw + 7T3 In Pm + i4 in Pc + n5 in Y+ 
+'T6 In PB 
From (3.36) it can be seen that the effects of factor prices on product 
prices are the elasticities of product price with respect to factor 
prices. An increase for example of 1% in the price of labour services 
(Pw) will increase the product price by n2% 
Another distinctive feature of the neoclassical price is that productivity 
does not appear explicitly among the terms of equation (3.23). Instead 
it is assumed to grow smoothly over time and is represented by the time 
trend. However it is possible to model the neoclassical price in 
another form where productivity may appear explicitly. 
(7) Such a form requires that unit factor costs instead of factor 
prices are the elements of the price equation. From equation (3.2) 
L03- 
we can write the production function as 
(3.37) Aest = QL 
a'M-5K-Y 
and from (3.5) we can write the demand function as 
(3.38) ro (G'1)yb(Q-i)PB-(Q-1)(b+co)_Q(a-1)P-co(Q-1) 
By introducing equations (3.37) and (3.38) into equation (3.19) we have 
(3.39) pco-(J( i+co)+co(6-i)_0 LMK 
11+ L )cr((" )a(ß )(Y )Y 
co Pw Pm Pc 
which is equivalent to 
Qa 
(3.40) P- (i+} )c 
BYY 
Co 
. 
(Pw. L)a(Pm. M)a(Pc. K)Y 
which by rearranging becomes 
(3.41) Pq EPw. LlalPm. Ml[Pc. K]Y[}+i 1"C a -a ß -ß y -Y 
Q0Q Cod 
Raising both sides of (3.41) to the power 
1Q 
and taking logarithms we have 
(3.42) l. nP= T. + Ti In LPW. L] + T2 In [Pm. M] + T3 1"n [Pc. K] 
QQQ 
_. 
I 
where ToQ [Qln(l+ýo)-u, lna-ßInß-y nY 
C. 1 a T2_ , '[3= 
QQQ 
-ioLi 
Clearly therefore the neoclassical price can be expressed in terms 
of unit costs. As such it bears a close relationship with average cost 
theory developed in the next sections of this chapter. It is important 
to note that the elasticity of demand (co) is still an argument of the 
neoclassical equation expressed in factor costs. It is further assumed 
that the effects of factor prices and productivities (for each factor 
input) are equal and opposite in sign. However there might be reasons 
for which this assumption is not valid particularly with regard to 
unit labour cost. A test o: 4 the differential effect between the 
price of labour and labour productivity on product price is carried 0Q1 
in the average cost model. 
(8) The variables that appear in the neoclassical price equation are 
the prices of the factor inputs that appear in the production function 
and the arguments of the demand function. A question may arise as to 
whether we should reduce the variables that appear in the price equation 
by representing production as a function of labour and capital thereby 
excluding materials input, or represent demand as a function of its 
own price and income thereby excluding other prices. 
The exclusion of materials input from the production function would 
be permissible if material inputs are a stable function of output 
which means that the elasticity of materials inputs with respect 
to output is unity. 
By letting 
0= represent gross production value at current prices. 
M consumption expenditure at current prices (CON by equation 
. 
(2.1) 
it is then possible to estimate the following equation 
(3.43) 0t=AMt t 
for each two digit industrial sector for the period 1963i - 1977iv. 
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where ut is the error term 
b is the elasticity of materials inputs with respect to output 
To avoid problems of heteroscedasticity we divide. both sides of (3.43) 
by M and take logarithms so that (3.43) becomes 
(3.44) 1n10t] 1nA + (b-i)QulA{+ut vt-. NID (0,62v) 
ut 
The exclusion of materials input from the production function would be 
justified if b-1 is not significantly different from zero. If 
4kfs is the case then b=1, which means that materials inputs are 
a stable function of output. In such a case it would be preferable 
to work with labour and capital inputs only and as a consequence, output 
(0) would account not for gross production value, but for value added. 
The values of the t-statistic on the b-1 coefficient are given in 
table 3.3. We, can see that the assumption of b: 1 holds in 4 out of 
21 sectors (SIC: 21,29,30 and 39). For reasons of uniformity between 
sectors however and since all tests in this study are conducted in 
batteries, materials prices will be included in the four sectors where 
the assumption of b=1 was verified. 
Sectoral demand equations have traditionally been modelled as a function 
of the (own) price and income. A variable measuring "other prices" 
4 usually does not appear in industry demand equations possibly because 
of the extensive amount of calculations required to generate such a 
variable. The argument for the ex dusion of PH. is only statistical; 
epc%ioýn. (4 ai¢cýý(eaý it is highly collinear with the dependent variable ul 4e p-7, 'Le 
therefore that the significance or not of Pg will be determined by 
the data in the price equations to be estimated. Assume for example that 
the ratio between P and PB is constant 
(3.45) P/PB =K 
In such a case the demand function can be written as 
(3.46) Q= r Pcoyb p -(co+b)r0 *p-bYb 
K 
iab- 
Table (3.3): Values of t-statistic on b-1 coefficient on equation (3.44) 
Two digit SIC sectors, 19631 - 1977iv. 
Sector t (b-1) Sector t (b-1) Sector t (b-1) 
TOT 2.111 26 4.218 33 3.059 
20 6.172 27 3.516 34 2.894 
21 1.217 28 2.017 35 3.721 
22 7.803 29 1.173 36 2.567 
23 2.717 30 1.429 37 2.671 
24 2.639 31 3.009 38 6.219 
25 3.560 32 2.778 39 0.895 
In such a situation the "other prices" would disappear from the demand function 
and consequently from the price equation. Note that assumption of zero . 
homogeneity in the new price equation still holds. It is possible to test 
whether or not PB should be included in the price equation by performing 
a likelihood ratio between a price equation that contains PB and a price 
equation from which PB is excluded. Such a test however does not 
necessarily imply that the coefficient of PB in the demand function, 
_(co + b) is zero. The reason is that the coefficient of PB is the price 
equation, ¶6)cannot be identified, since it contains other parameters as 
r 
well. 
Equation (3.23) is represented as an optimum long-run relationship. As 
such it is not amenable to empirical verification. Before introducing 
short-run adjustments into (3.23) we should describe the method by 
which a precise measurement of the dependent variables that appear in the 
neoclassical price equation is possible. This is the'subject matter of 
section 3.5. 
3.5 Neoclassical equation: variable specification. 
In this section we deal with the specification of the variables that enter 
-jio-- 
the neoclassical price equation. Great importance is attached to 
the fact that all elements and in particular factor prices should 
bear a one to one correspondence to the sectoral prices (PG) as these 
are determined in sections (2.4) and (2.5). This involves extensive calculations 
in order to'secure data coverage compatibility of all variables within 
each sector, since in most of the cases published price indices do not 
have a one to one correspondence with the coverage of the two digit 
SIC sectors. On the other hand such calculations secure the compati- 
bility of results of neoclassical equation with those of markup equations 
in which the majority of variables is based on industry specific information. 
In what follows we will give a brief description of the methodology 
used for the construction of each of the five variables appearing in 
equation (3.23), suppressing the details into Appendix 3. 
3.5.1. The wage-rate index (Pw) 
Published information on wage rates that corresponds to the coverage 
provided by the diseggregation of the two digit SIC sectors is not 
available for Greek manufacturing. Labour input is a heterogeneous 
variable comprising of a number of labour categories. Available data 
permit the classification into salaried earners, males and females 
and wage earners, males and females. Assuming that total labour is 
measured by the number of people employed then, 
(3.47) LT = LSM + LSF + LWM + LWF 
Where definition of the variables is given in equation (2.9). 
Had information about the remuneration of each of the above labour 
categories been available, then a composite wage rate would have 
been defined as the weighted sum of the four different wage and salary 
rates, the weights being the shares of each labour category to total 
employment. 
-tos- 
What is available however, is data on yearly wage and salary bills. 
The methodology by which we are able to construct quarterly data on 
salaries for males and females and weekly earnings for male and female 
wage earners is described in Appendix 3. The generated variables permit 
the definition of the wage rate as the ratio of total labour bill over 
total employment as 
(3.48) Rw = LB 
LT 
which is equivalent to the definition of the price labour as the 
weighted sum of wage and salary rates for each labour category, ie 
(3.48)' P'w=PSM(LSM) + PSF(LSF) + PWM(LWM) + PWF(LWF) 
LT LT LT LT 
Where PSM, PSF, PWM, PWF, are defined by equations (A3.8)(A3.9)(A3.10) 
(A3.11) respectively. 
Price of labour Pw is expressed in index form, the base being the average 
quarterly value of the year 1970, ie (1970i + 197011 + 1970111 + 1970iv)/4. 
3.5.2. Materials price index (Pm) 
The difficulty in constructing input-price indices that would directly 
correspond to'. the products produced by each sector has forced many 
authors to bypass the problem either by using proxies with regard to 
10 
material prices or excluding them from the price equation. Estimation 
of the price equations at the aggregate national economy level often 
employs a measure of farm price index to account for intermediate inputs. 
In the case of sectoral price equations however, such a treatment would 
be inadequate since it would fail to capture all the intermediate inputs 
required for the production of this sector's output, most of which is 
bought by other industrial sectors as well as from sectors such as 
agriculture, mining etc. 
- ioQ- 
For the purpose of this study the construction of 20 sectoral input 
price indices was based on information provided by the input-output 
tables which are available for the period 1958 - 1977. 
Let subscripts y, q, dejote yearly and quarterly data as before. Also 
let the subscript i deiote 2 digit SIC sectors (20-39), so that i=1... 20 
and subscript j denote an input-output sector, so that j=1... 35. 
Material prices can be defined as the weighted average of j sectoral 
output prices, the weights being the share of an intermediate purchase 
of sector i from sector j to the total of intermediate purchases of 
sector i (from sectorsj). Formally we have 
34 
(3.49) Pmgi =E Qijy *Pqj for i= 1... 20 j34 
E Oi jy for J1... 34 
j_i 
and where Pmqi = materials price index 
Oij = intermediate purchase by sector i from sector j 
Pjq = output price of each j sector 
The procedure for the derivation of materials price is discussed in 
Appendix 3. 
3.5.3. The price of capital services (Pc) 
A notable characteristic of most price determination studies is the 
omission of capital costs. In equation (3.23) Pc is interpreted as 
the price of capital services which has become common in the literature 
by the term user cost of capital. This subsection outlines the methodology 
for the calculation of the user cost. A detailed procedure is described 
in Appendix 3. 
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In well behaved capital markets user-cost of capital can be defined as 
(3.50) Pc_Pk(6+T) 
where Pc = price of capital services 
P1t = price of capital goods 
6= depreciation rate 
T cost of capital or discount rate 
Equation (3.50) is derived as the first order condition of a maximising 
behaviour according to which in the absence of taxes, investment will 
carry to the point where gross rate of return equals the cost of 
borrowing and the stream of depreciation needed to recover capital. 
The introduction of taxes reduces the expected rate of return from one 
hand but on the other the various tax allowances such as accelerated 
depreciation, investment allowances, interest rate subsidies etc, 
reduce the cost. 
A specific tax equation, together with the assumptions required for the 
conditions of the maximization of the model are discussed in detail in 
Appendix 3. Suffice to mention here that the tax-factors transform 
equation (3.50) as 
(3.51) PC= pl< [(, I-u. V) 6+ (i-u. w)T] 
1-u I-u 
where u= tax rate 
v= the proportion of depreciation that is charged against revenue 
less outlay on the current account in measuring income for 
tax purposes. 
w= the proportion of cost Qf capital deduced from profits (revenue 
less outlay on current account) for tax purposes. 
The user cost of capital as expressed in equation (3.51) may be considered 
as a shadow price for capital services stemming from the fact that the 
-i i1- 
firm owns capital stock from which it derives services. A further 
reformulation of equation (3.51) is required to take account of the 
complicated structure of allowances that the Greek authorities have 
granted throughout the period under study to manufacturing firms. Let 
the percentage of capital stock that may be charged against revenue 
less outlay on current account to cover the value of investment, 
future losses etc. A number of legal decrees have been passed on, 
providing allowances described by A for which we are able to collect 
the relevant information. 
p= the percentage of investment cost that is granted in the form of 
tax and duties excemptions since most of capital investment in 
machinery it imported. 
The user cost of capital equation may now be written as (3.52) 
Pc= Pk[ 
(1-.. 
P-uv) 6+ 
(1-P-uw) T- (ü )x] (3.52) 
. 1-u 1-u 1-U 
Equation (3.52) forms the basis for calculations of user cost extensively 
described in Appendix 3. Prior to these calculations however, data for 
capital stock, net profits, tax rate, investment implicit deflators, e}c 
are calculated in a manner that corresponds'directly to the identities 
described in section (2.4). Finally since data on user cost are all 
expressed in yearly figures, the methodology by which quarterly figures 
are generated is also discussed. 
3.5.4. The income variable (Y) 
The income variable is required in order to reflect the level of aggregate 
demand. Demand for final goods and services comes from all classes of 
income earners, households, business and government. Therefore Gross 
National Product, the total flow of earnings to all income recipients 
is used. GNP data are collected yearly from National Accounts. Quarterly 
figures are obtained by assuming that the quarterly pattern of GNP is the 
same with that of Money Supply (MS) defined as the sum of currency circulation 
-itt- 
and sight deposits. Figures of MS are collected monthly by the 
Monthly Statistical Bulletin of the Bank of Greece, from which 
quarterly data can be generated. Employing the usual notation we 
have 
(3.53) 
Yq 
y 
MSqj(y) 
4 
MSq j (y) 
where j=a quarter of year y. 
3.5.5 "Other prices" index (P$) 
The construction of the price index for "other prices" (PB) is based 
on information provided by the input-output tables available yearly 
1958 to 1977. The formula is given by equation (3.54). 
PBit= Yt 
- 
Yit 
(3.54) YtYit 
PYt PG it 
where Yt is total demand proxied by GNP 
Yit is sectorls i own demand 
PYt is the GNP implicit deflator provided by National Accounts 
PGit is the output price of sector i (see section 2.5) 
Equation (3.54) essentially presents an implicit deflator for GNP 
with the exclusion of the part of sales that each sector sells to 
itself. Since information obtained from input-output tables is 
expressed yearly, a number of assumptions are used for the construction 
of PB in quarterly figures. The details of these calculations are 
given in Appendix 3. 
The next and final section of the neoclassical model is concerned with 
the derivation of a testable form for equation (3.23) together with 
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the presentation and discussion of the results. 
3.6. Neoclassical price equation: A testable form. 
The neoclassical price was derived in (3.23) as an optimal relationship 
between price and the prices of factors of production and the arguments 
of the demand function. As such it does not yield a testable hypothesis 
because not only is it expressed in levels form, but also it assumes 
that the adjustment of prices is instantaneous. This section presents 
an econometric specification for the neoclassical price. 
3.6.1. An econometric specification. 
Introducing a time subscript in (3.23) and lagging by one quarter 
we have 
(3.23) Pt-t" ITo e1T l 
t-iPWt 2 
Prylt31 PCt41 1-5 Pß6t-i 
which upon dividing by (3.23) and taking logs becomes 
(3.55) 
1n(Pt/Pt_1)= ir1 + 1T2 1n(Pwt/Pwt_1) + 713 ln(Pmt/Pmt_1) + 
+ i4 ln(Pct/Pct-i) + 75 ln(Yt/Yt-1) + n6(PBt/PBt-1) 
which can be further written as 
(3.56) 
1nPt-lnPt-1 = IT1+ iT2(1nPwt-ln Pwt-1) + 7T3 (ln Pmt-ln Pmt-1) + 
+ ma(ln Pct In Pct-1) + T15(ln Yt- In Yt-I) + n6(1nPBt-1nPBt_1) 
Since the aim of this investigation is to examine the influence of demand 
and cost changes on price changes, rates of change of the variables 
-IIy- 
should be introduced. The rate of change of a variable Xt is defined 
as 
Xt-Xt-i 
Xt-i,. 
which is equal to 
(3.57) X-XXX -X t t-i t_1: In [1 +t 
t- i]2 1nXt-lnXt-1 = dlnXt 
X Xt-i 
t-i Xt-1 
Consequently equation (3.56) can be written in a rate of change form 
as in (3.58) 
(3.58) din Pt = Tr1 + ir2dln PWt + ir3d1n Pmt + 7T4di Pct + ii5dln Yt + 
+ iT6dln PBt 
3.6.2. Dynamic specification 
Equation (3.58) still assumes that the impact between price change 
and its determinants is completed within one quarter. However there 
are various reasons to suggest that the adjustment of prices may 
take more than that. Generally there is no consensus among authors 
12 
with regard to the dynamic response of price changes to cost changes. 
The evidence does not suggest that there is a systematic sequence of 
events but rather that several elements move at their own pace, much 
of it determined by institutional factors. 
Among the various factors traditionally recognised as affecting the 0 
speed of adjustment of price changes to cost changes is the influence of 
market structure. A common occurence in industries with a small number 
of firms is the announcement of a price increase by a single firm 
following an increase in costs. The other firms in the industry 
may go along with the change but in a different magnitude (usually 
-115- 
in the same direction). The firm thinking of initiating the price change 
will consider the possibility of losing goodwill and customers in 
case its competitors do not follow its lead. Although the issue 
13 
between adjustment speed and market structure has not yet been resolved, 
the fact is that normally there may be a delay before any firm would 
start the process as it must be convinced that rivals would follow 
suit. The argument is more forceful in concentrated industries where 
large firms with significant amounts of liquid capital are better 
equipped to vary output and inventories as adjustment is delayed. 
The stage of the business cycle also has an important role to play in 
the speed of the adjustment process. When firms are working at 
capacity levels the fear of losing custom to competitors is diminished 
compared to the situation where business conditions are slack. 
The adjustment of prices can be further delayed due to a number of 
reasons that either have to do dAec wi iG 4 internal workings of the firm or 
institutional factors. A change in costs or demand may not be 
immediately perceivable by the firm since data on sales, productivity, 
material costs etc. are usually available after a time. Moreover 
the observation that costs or demand have changed may not cause prices 
to change instantaneously or by the full amound indicated, if there 
is doubt on the permanency of the change. Temporary factors such as 
weather, strikes, seasonal factors, inefficiencies in theinstallation 
of new equipment all affect costs. Firms which fear competition 
may avoid reacting to these fluctuations until the permanency of the 
change is asserted. In perfect competition there is no discretion 
over price, no fear of losing customers loyalty and these factors are 
not important. In addition to the time elapsing until the signal of 
the change is taken by the firm and examined, there is also a 
lag due to the decision process required by corporate 
-116 - 
officials to implement a price change. Even so, after a precise 
change is decided the new price may not take effect until old orders 
are filled or until a specific date is set upon by the firm. These 
considerations will of course, differ depending on whether the firm 
produces to order or to stock. In general, high backlogs of orders 
would cause the adjustment speed to be slow. 
Institutional factors may influence the adjustment speed in a number 
of ways. The process of wage negotiations usually starts in the beginn- 
ing of the year with an agreement that covers minimum wages and salaries 
for the total of the economy. Thereafter sectoral negotiations take 
place followed by negotiations on the firm level. Some of the agree- 
ments have retroactive effect with the result that the labour bill 
at the time immediately following the negotiations period can be 
artificially high. Although materials prices fluctuate more smoothly 
than wages, they are also characterized by long-term contracts which 
involve rigidities with regard to cost changes effective to the firms. 
Spot prices may be quite different from future prices, thus involving 
different costs to each firm depending on its choice and ability to 
purchase spot or on long-term contracts. Finally investment goods 
require considerable lapse of time to be completed from the time the 
investment decision is taken and even more time to be incorporated 
into the productive process. Investment costs incurred as far as 
three years from the time of the pricing decision is taken may have 
a significant impact on prices. On the other hand, the investment 
decision is strongly related to the pricing policy of today which, 
to a considerable extent influences the investment growth of the company 
in the future. 14 
-4L'ý- 
In summary, a distributed lag adjustment model is required to take 
account of the fact that adjustment to long-term levels is impeded 
by factors such as administrative delays of various sorts, long-term 
contracts, rigidities in the pricing process etc. Also market 
structure and price administration can lead to decisions taken in the 
short-run that are different or inconsistent with long-run decisions. 
The discussion establishes the need of introducing dynamic elements 
into equation (3.68) but on the other hand does not specify the maximum 
number of lagss It was decided to use lags up to four quarters on 
the assumption that the adjustment would require a year to be completed. 
Moreover the quarter immediately following the year is also considered 
to be of importance since in many cases, price changes are likely 
to be affected by cost and demand changes with a year 1ag6 The 
arguments presented in the preceeding discussion are general in 
the sense that they apply to all pricing models examined. Introducing 
the dynamics by using a maximum lag of four for all variables and 
an error term, equation (3.58) becomes 
44 
(3.59) dln Pt = Trl +ý 7T21d1n Pwt-i +G 1T31 dln Pmt-i +1 1T41 dln Pct-i + 
i=o i=o i=o 
44 
+i V55 din Yt-i +1 'T61 dln PBt-i + ut ut^'NID(0 96 
2u) 
i=o i=o 
Equation (3.59) forms the testable hypothesis of the neoclassical 
price equation. 
3.6.3. Expectations about the sign of the parameters. 
Expectations about the signs of the coefficients are all positive, 
i. e. in the long-run we would expect 
4 
(3.60) 1 
4 
Tr2j, 1 
4 
TT31, 
I 
4 
Tf4i, I 
4 
1TS1O I 1161, >o 
i=o i=o i=o i=o i=o 
-4iß- 
In the short-run an individual ni can assume any value, positive, negative 
or zero, given that the estimation of the lag parameters is totally 
unconstrained. On the whole, we would expect positive coefficients, 
but the test of the validity of our hypothesis rests with the long - 
run values. As such we consider the sum of the parameters on each 
variable that are left after the application of the sequential 
procedure described in section (2.6) on equation (3.59). The 
variance of the long-run coefficients is defined for each explanatory 
variable Xi as 
444 
(3.61) vaT I Xi= I vat Xi +21 coy xX 
i=o i=o ij_o i 
for i=o... ' j=o... , i#j 
The neoclassical price equation (3.59) contains five explanatory 
variables; the prices of factors of production originating from the 
production function and an income term and an index of "other prices" 
originating from the specification of the demand function. 
It is argued that OP/&PW, OP/FPM, $P/OPC are all positive. On the 
assumption that an increase in the prices of factors of production 
shifts the marginal cost curve upward at every output level, then 
an increase (say) in wages will shift the marginal cost curve upward 
and cut the marginal revenue curve at a lower output level. Moving 
up the downward sloping demand curve results to a higher price. In 
terms of figure 3.1, an increase in the prices of factors of production 
moves the marginal cost curve from MCA to MC2 resulting to a change in 
output from q1 to q2 and to a change in price from pl to p2. 
It is also argued that OP/&Y is positive. A change in income may 
result to a change in the slope of the demand curve or a shift of 
the demand curve. Recall that MR is defined as 
P 
P2 - 
PI - 
Ll- 
Figure 3.1 
2 
MC1 
q2q, Q 
0 
. 
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(3.62) MR =0 (OP) +P 
IRD 
If an increase in income results in a steepening of the demand curve (from Di 
to D2 in figure 3.2) then +4P/v°o in (3.62) becomes more negative and MR 
falls. Given that the second order conditions for profit maximization 
are met, then the profit maximising output falls (from q1 to q2). With 
a negative sloped demand curve, price must rise (from pi to p2)" 
However there is the possibility that an increase in Y causes the slope 
of the demand curve to become very flat and relatively large. This 
results to a much higher quantity sold with a lower price. J. Robinson 
(1933) 18 argues that the features of the demand curve leading to $'P/&Y <o 
are rather unlikely. The usual case , 4P/. &Y>o will be retained as the 
working hypothesis. 
The second possibility of an increase of income is a rightward shift in 
the demand curve. This keeps OP/, in (3.62) constant but increases 
P for a given Q. In terms of figure 3.3, MR rises from MR, to MR2 and if 
the second order conditions for a maximum are met, the profit maximising 
quantity rises from q1 to q2. What happens to price depends on the 
slope of the marginal cost curve. The possibility of a rising or a 
constant MC satisfies the hypothesis that an increase in income resulting 
to a rightward shift in the demand curve will increase prices, ie 4P/4Y>o 
However if MC is falling, then $ IY. &Y <o, if 
(3.63) OAR > 
4MC 
> 
ý"IR 
so 190 00 
ie if marginal cost falls faster than average revenue but not as fast 
19 
as marginal revenue " 
0 
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The expectation on the parameter 1 llsi is probably the most difficult 
ic0 
to determine. By equation (3.6) and on the assumption of zero homogeneity 
(no money illusion) on the demand function, we constrained the coefficient 
on PH (in the demand equation) to equal the sum of the positive income 
elasticity (b) and the negative price elasticity (co). At first glance 
this means that the neoclassical model is compatible with a positive 
negative or zero coefficient or PB. To evaluate the implications on 
the sign of the PB coefficient we have to consider possible magnitudes 
for b and co. The income elasticity of demand for all goods in a 
macroeconomic framework should be close to unity. The output of the 
manufacturing sector is a significant portion of the total purchases 
and the income elasticity of demand for manufacturing products should 
not differ much from the income elasticity for all goods. The observation 
that manufacturing output is more sensitive to fluctuations of the 
business cycle than the total economy, would suggest an income elasticity 
for manufacturing more than the income elasticity for the total economy. 
Hence a value of b near or higher than unity should not be ruled out. 
This being so, then regression results where the Pg variable has a 
coefficient of zero, may be interpreted in one of two ways,; either on the 
existence of constant returns to scale 
20 or on the fact that co should be 
about minus one or greater. IfIcQI> -1 for the firm, then increasing 
prices would result in greater total revenue with a lower level of 
output. This means greater profits and indicates that producers are 
missing an opportunity. In the long-run however, this should be regarded 
as a rather unlikely possibility. On the other hand ificol<-1, then 
lower prices will bring greater total revenue, but costs will rise with 
increased output and profits may be reduced. This is consistent with the 
assumption of profit maximization and therefore we would expectlcol<-1. 
This being the case, then it is normal to expect that on the grounds of 
the relative magnitudes of income and price elasticity the coefficient 
-'L21- 
4 
of I fl6i to be positive. The argument is further reinforced by the 
i=o 
fact that due to the method of construction of PB 
21 "other prices" 
are by definition a complement on each sectoral PGi and as such a 
positive coefficient should be expected. Strictly speaking however any 
value on the PB coefficient would be consistent with neoclassical price 
behaviour. 
Finally a note about the constant term. Equation (3.59) makes no 
explicit mention of productivity. The omission is justified by the assump- 
tion that technological change proceeds smoothly at an exponential rate 
and does not vary over the business cycle. This is rationalised by the 
hypothesis that firms always raise prices in response to an increase in 
wages because all wage increases are regarded as permanent, whereas 
deviations of actual productivity from its trend are regarded as temporary 
and as such do not cause a change in price. Since the neoclassical 
equation is estimated with prices and wages expressed in growth rates, 
the influence of trend productivity advance in lowering prices (relative 
to wages) would have to show up as a negative constant term. 
3.6.4. Expectations about the size of the parameters. 
Having determined the expectations about the signs of the parameters of 
the neoclassical price equation an obvious question to be asked is how 
the estimated values compare to theoretical values. On the assumptions 
of a profit maximising behaviour on the part of the firm, a Cobb-Douglas 
production function and facing imperfect competition in the product 
market, the expectation would be that the long-run coefficient of the 
prices of factors of production would equal the factor bill over sales. 
From equation (3.12) we have 
(3.64) a= Cr, oL. EW pß= Co 
M. Pm) , Y_ Co K. Pc co+l P. Q " co+1 P. Q Co+1 P. O 
=i22- 
In the case of perfect competition in the product market co/c, o+1 
disappears while if we assume imperfect competition' in the factors markets 
then from (3.25) we will have 
X3.64)' a_ co L. Pw[1 1], ß= Co M Pm [ 1+]] , Y= CO 
K. PC [11 
co+1 P. Q Cl co+j' P. O C2 co+1 P. O C3 
Where cz, c2, c3 are the elasticities of factor demands with respect to 
factor prices for labour materials and capital respectively. 
Moreover it is possible to test the overall effect of costs to prices 
in the long-run where the expectation would be that the sum of the 
elasticities of factor prices would equal 1/t, where o has been defined 
as the degree of homogeneity of the production function. In the case of 
constant returns to scale we would expect the sum of factor price 
elasticities to be equal to one. 
There is a problem however with regard to the measurement of factor 
shares. W. D. Nordhaus (1972) and D. G. McFetridge (1973)22 assume that 
the long-run values of factor cost coefficients can be approximated by 
the relevant shares obtained from the input-output tables. However the 
information obtained from these tables refers to one year of the estimation 
period and most probably this year can not be considered as a represent- 
ative indication of the factor shares of the period under study; even 
f 
more it can not be considered as their long-run value. In section (2.4) 
it was shown how the generation of accounting identities for each sector 
and quarter was made possible. On the assumption that the relative 
factor shares do not fluctuate significantly over the period under study, 
the long-run values are approximated by the mean values of the relative 
Table 3.4 Factor shares; mean values for the period 1963i-1 
two digit SIC sectors, Greek manufacturinq 
Sector LSH NEH CSH 
TOT 0.18840 0.74764 0.06396 
20 0.11974 0.83917 0.04109 
21 0.15453 0.79128 0.05419 
22 0.13348 0.80377 0.06275 
23 0.19925 0.72437 0.07638 
24 0.25176 0.68675 0.06149 
25 ' 0.21743 0.71585 0.06671 
26 0.28764 0.60817 0.10419 
27 0.16804 0.75407 0.07788 
28 0.38166 0.56228 0.05605 
29 0.20470 0.75290 0.04241 
30 0.23960 0.68449 0.07591 
31 0.20836 0.68389 0.10775 
32 0.05134 0.92223 0.02643 
33 0.28863 0.62619 0.08417 
34 0.12581 0.76474 0.10945 
35 0.14826 0.81163 0.04011 
36 0.20258 0.75173 0.05161 
37 0.13619 . 0.81594 0.04786 
38 0.42027 
. 
0.49076 0.08897 
39 0.35386 0.57953 0.06661 
. -I23- 
factor shares during the whole period of the examination. These are 
given in table 3.4, where the labour share (LSH), materials share (MSH) 
and capital share (CSH) are defined as 
(3.65) LSH = (LB + (o. 175 * LB) + EMREM)/SAL 
(3.66) MSH _ CON/SAL 
(3.67) CSH = (DEP + INT + RENT) /SAL , 
SAL= Sales 
where all the variables on the T. h. s. of equations (3.65) - (3.67) have 
been defined in section (2.4). A note should be taken into the fact that 
by definitions (3.65) - (3.67) the sum of factor shares is less than unity 
since there are other miscellaneous expenses as well. 
23 These expenses 
which after all do not exceed 4.5% on average were allocated accordingly 
so that the sum of factor shares in table (3.4) equals unity. 
3.6.5 Presentation of the results: test statistics. 
The results of estimation of equation (3.59) for the two digit SIC 
sectors of the Greek industry are presented in table 3.5 The methodology 
of estimation has been broadly outlined in section (2.6) and will not 
be repeated here. Before proceeding to the discussion of the results 
an explanation of the structure of table 3.5 is required. 
Table 3.5 consists of 7 parts in table 3.5.1. the long-run values of 
the coefficient for each variable are presented in the form of It, 1i. Table 
3.5.2. presents a summary of the diagnostic tests and other statistics. 
The usual terminology is followed and we define 
SSR = residual sum of squares 
SE standard error of the equation 
R= multiple correlation coefficient corrected for degrees of freedom 
DW = Durbin - Watson statistic to test for first order autocorrelation 
-'i2it- 
4 =Langranze multiplier statistic to test for autocorrelation of 
up to fourth order. Assume that the regression equation to 
be estimated is of the general form (3.68). 
k 
(3.68) Yt xti ßi + ut t=i... n 
i-ý 
where the Xti may include lagged values of Yt and the assumption that ut 
are independent is to be tested against a pth the order autocorrelation 
alternative given by (3.69) 
(3.69) ut" plut-i +p2 ut-2 +... +p ut-p + Et Et-NID (0,62e) p 
T. S. Breusch and L. G. Godfrey(1981) have shown that the LM statistic 
can be calculated as the product of the sample size n and the R2 statistic 
from the regression of the OLS residual uý on its first p lagged values 
u t-i, u and .... u t-p and 
the original regressors X ti. 
If the assumption 
of independent errors is correct, then the LM statistic is asympotically 
distributed as chi-square with p degress of freedom. We can compare this 
sample value with the critical value (at the 5% level of sifnificance) 
and reject the null hypothesis of no autocorrelation for higher values 
than the critical 
Z2(5) =a likelihood ratio (LR) statistic to test for the significance 
of the PB variable defined as 
(3.70) Z2(5) = -2 (Log LR- Log LU)- x2(5) 
ie Z2(5) is asymptotically distributed as chi-square (x2) with 5 degrees 
of freedom, LR and LU are the restricted and unrestricted likelihoods 
-12.5- 
respectively; LU refers to the general model (3.59), while LR refers to the 
4 
same model with the restriction I Tr6i=o (5 restrictions). 24 
i=0 
Z3(i) =a likelihood ratio (LR) statistic to test for the number of 
restrictions imposed on the general model which depending on the result of 
the Z2(5) may or may not include PB as a regressor. The restricted model 
is assumed to be the best representation of the data generation process 
and is the model presented in table (3.5). Z3(i) is defined as 
(3.71) Z3(i) _ -2 (Log LR -Log LU) . -x2(i) 
Z4(49i) -a Chow-test for parameter stability which has an exact F- 
distribution with 4 and i degrees of freedom. Four extra observations 
are kept for all variables at the end of the period (4 quarters of 1978) 
for the generation of this test. The extended sample is divided into 
two subsamples, the second consisting of 4 observations and the null 
hypothesis being that the coefficients and the variance of each subsample 
are the same. If this is not true, Z4(4, i) will assume a value larger 
than the critical. Table (3.5.2) presents critical values at the 5% 
significant level. 
25 
Z5(ij) =a Chow-test statistic that has an exact F-distribution with ij 
26 
degrees of freedom. The sample is divided into two subsamples, the first 
covering the period 1963i - 1970ii and the second the period 1970111 - 
19771v. Z5(ij) is defined as 
(3.72) Z5(ij) = [Ee2p -(Zei + Eel) 
]/K 
(Fri+ Fý) / (nl+n2 -2K) 
where Eel = the residual sum of squares of'the pooled sample 
Ee2, Ee' = the residual sum of squares of the first and second subsample 12 
respectively. 
nl, n2 = the number of observations of : the first and second subsample 
respectively. 
K= the number of explanatory variables including the constant term. 
i=Kand j =nl+n2-2K' 
-is. 6- 
The null hypothesis is that there is no difference between the coefficients 
obtained from the two subsamples. Large values of the Z5(ij) statistic 
compared to the critical (at the 5% significance level) lead to the 
rejection of the null. 
The other parts of table (3.5), ie (3.5.3)(3.5.4)(3.5.5)(3.5.6) and (3.5.7) 
present the results on the individual coefficients on the price of labour, 
price of materials, price of capital, income and "other prices" variable 
respectively. 
3.6.6 Neoclassical equation: Discussion of the results 
The performance of the neoclassical equation when applied to the two- 
digit SIC sectors of the Greek manufacturing during the period 1963i - 
1977iv can be considered as satisfactory. As it will be seen further 
27' 
out of the 21 equations estimated only 7 were able to pass through the 
strict criteria set out in section (2.6). This result has to be seen 
in the light of the results on the other theories discussed in latter 
chapters and from that point of view the performance of the neoclassical 
equation is better that that of full-cost theory and target rate of 
return theory. 
A note about seasonality is required before proceeding to the presentation 
of the results. The method used to remove the seasonal pattern from the 
variables is the moving average method. All original as well as generated 
variables up to the final stage are taken as they are from the official 
sources, ie without deseasonalization. The moving average method is 
applied on to the final stage, ie on to the variables entering the price 
equations. Briefly the method consists of taking a central moving 
average of the original series, dividing the original series by the moving 
average to get a preliminary estimate of the seasonal component and then 
adjusting these estimates so that the sum of seasonally adjusted series 
for the calendar year is equal to the sum of the original series. Let the 
series to be adjusted, denoted by Xt. Then the ratio of the series to its 
Table 3.5 Results on Neoclassical cx uaticn 
Part 1 Long-run coefficients 
Sectors tOn2idlnPw t-i njidlnPMt-L E 
µ 
E ngid 'c 
a 
zn 51d1n: 
Y, 
t-i 
y 
d1rýY L ýýG i i O 1 0 -1 i )ý ) 0 t-! 
TOT 0.295333 0.745424 0.093726 -0.231526 (3.121) (13.886) (1.442) -(3.022) 
20 0.123112 0.583920 0.047444 0.172883 1). iy171.!, (4.779) (12.204) (1.797) (5.064) (4. ", 5(j) 
21 0.23245 0.657614 0.041242 0.10776 
(10.580) (13.841) (1.803) (2.661) 
22 0.34548 0.608436 0.093817 0.090234 
(10.031) (5.680) (1.771) (O. B')1) 
23 0.37639 0.49634 0.081630 0.076892 
(10.131) (6.249) (1.867) (3.2i2) 
24 0.340718 0.73103 -0.02948 (9.830) (6.530) (0.643) 
25 -0.373648 0.291400 0.135298 u. 5t, 3251 
(3.536) (2.264) (1.035) {1,8y9) 
26 0.309010 . 0.411126 0.159538 0.167029 u.. 04707 (4.728) (3.189) (1.931) (2.603) (1.! 029) 
27 0.004382 0.92237 0.091814 -U.: 11L1 (0.0372) (10.346) (1.342) (1. ßi. 51) 
28 0.295744 0.526783 0.246137 0.157701 
(1.447) (3.270) (1.804) (1.416) 
29 0.12095 1.01843 0.020003 
(1.662) (13.313) (0.430) 
30 0.357906 0.760168 0.117188 0.11.1115 -U. 175_71 (3.398) (4.235) (1.8112) (2.? 0) (1). Is/ u5) 
31 0.17249 0.645028 0.070779 -0.051940 
(2.883) (16.987) (2.665) (1.637) 
32 0.070249 1.01292 0.135945 -U. P)q $(. 1 (1.834) (15.24) (1.912) (1. ii4) 
33 0.353435 0.622270 -0.081649 -0.064465 0.067u406 (5.442) (7.835) (1.554) (2.530) (1.598) 
J4 0.275842 0.652043 0.078333 -0.115(14 11.1/118L2 (14.039) (7.427) (1.981) (1.681) (3.0988) 
35 -0.000246 0.750078 0.113382 
(0.003) (15.85) (2.582) 
36 0.217561 0.680857 0.0615931 0.0101989 
(9.173) (12.764) (1.959) (0.435) 
37 0.155399 0.924821 -0.111520 0.038i70 
(5.572) (10.278) -(1.9(6) (1.619) 
38 0.659226 0.577229 -0.12396 
(3.709) (2.334) (0.620) 
J9 0.295122 0.733216 0.105013 
(4.440) (4.794) (1.290) (l.. 4u6) 
Table 3.5 PwaulLs on t4t. z: 1, mHIcal tj tt tu n 
Part 2 Test statistics 
I 
Sector SSR SE R 17W 21(4) 22(5) 7.3(1) 24(41) z(! 1) 
TCT 0.002397 0.007554 0.9556 2.509 11.064 11.586 (13) 10.570 0.489 (2.61) 1.706 (2.09) 
(4.46) (13.29) 
20 0.002164 0.006858 0.9588 2.081 1.711 27.652 (17) 14.350 0.563 (2.57) 1.3ub (2.15) 
(4.50) (9.37) 
21 0.001489 0.005753 0.9526 2.543 8.596 7.548 (11) 13.236 0.204 (2.57) 0.346 (2.12) 
(4.49) (10.35) 
22 0.007121 0.012722 0.8934 2.409 14.803 3.346 (13) 9.370 2.100 (2.57) 0.528 (2.10) 
(4.48) (11.33) 
23 0.003094 0.008114 0.9027 2.504 8.728 10.546 (13) 12.00 0.17J (4.57) 1. u , ES 1ý. 1u) 
(4.51) (1.. f9) 
24 0.005241 0.010449 0.8556 2.152 3.636 5.534 (14) 7.928 5.645 (2.57) 0.259 (2.25) 
(4.52) (7.41) 
25 0.055539 0.033667 0.3635 1.679 5.247 11.304 (20) 19.55 15.15 (2.57) 1.041 (2.34) 
(4.53) (6.43) 
26 0.006434 0.012377 0.8479 2.4397 3.353 17.266 (13) 14.06 1.234 (2.57) 0.989 (1. Uý9) 
(4.47) (13.29) 
27 0.007077 0.12829 0.9056 2.662 13.696 11.918 (14) 9.208 5.626 (2.57) 3.119 (2. (19) 
t (4.47) (12.31) 
28 0.007418 0.038908 0.4390 2.429 4.329 5.410 (15) 8.09 2.284 (2.5/) 2.167 (4. J4) 
(4.53) ((,. 43) 
29 0.011019 0.014845 0.8100 2.087 2.347 6.800 (16) 18.95 0.298 (2.57) 2.761 (1.4j) 
(4.54) (!.. 4'. ) 
30 0.003583 0.009841 0.9178 2.412 11.052 18.084 (U) 4.01,2 0. i07 (2.01) U. 1.0, t.. 12) 
(4.41) (18.19) 
31 0.004254 0.009414 0.9000 2.346 4.969 8.266 (14) 8.922 1.956 (2.57) 1.4b4 k2.25) 
(4.52) (7.41) 
32 0.012331 0.016934 0.9425 2.440 8.246 19.606 (14) 8.723 1.259 (2.57) 2.10) (1.09) 
(4.47) (11.311 
33 0.001669 0.006628 0.9585 2.317 8.812 11.898 (9) 5.498 0.719 (2.61) 0.8i1 (2.14) 
(4.42) (17.21) 
34 0.005043 0.010706 0.8843 1.559 4.902 15.084 (15) 14.32 0.141 (2.57) 0.364 (2.10) 
(1.48) (11, U) 
35 0.004546 0.009732 0.9050 2.053 1.827 8.206 (14) 8.206 0.487 (2.57) 1.1i'/ i.. 25) 
(4.52) (7.41) 
36 0.003881 0.008810 0.9039 2.117 4.530 7.192 (16) 14.902 0.345 (2.57) 2.375 (9.43) 
(4.54) (5.:;, ) 
37 0.002904 0.008034 0.9149 2.269 1.665 10.298 (11) 9.906 1.276 (2.57) 0.581 11.12) 
(4.49) (10.35) 
38 0.087398 0.042671 0.3399 2.821 12.151 10.714 (10) 16.889 0.123 (2.57) 0.540 (2.25) 
(11.52) (7.41) 
39 0.011618 0.016068 ' 0.7913 2.206 4.197 8,412. (16) 12.236 1.035 (2.57) 0.750 (1.12) 
(4.49) (10.35) 
4 
Table 3.5 Results on Nuaclassical ul uation ' 
Part 3 Individual cxx4ficients on dtntw 
-1 t 
Sector n1 n20 ' n21 
TOR' -0.00414 0.54155 -0.08738 (1.572) (8.812) (1.444) 
20 -0.00817 0.12311 (1.136) (4, . 779) 
21 -0.000171 0.28297 
(1.231) (15.421) 
22 -0.0102 0.29302 
(3.450) (12.083 
23 -0.00783 0.37639 
(0.454) (10.131) 
24 -0.00656 0.340718 
(3.610) (9.830) 
25 0.0151 -0.37365 
(2.311) (3.536) 
26 -0.0114 b. 402143 
(1.431) (9.666) 
27 0.00237 0.452717 
(0.638) (10.880) 
28 -0.00571 0.495701 -0.19996 
(0.666) (3.731) (1.862) 
29 -0.00371 0.187584 -0.06635 
(1.223) (4.434) (1,435) 
30 -0.0112 0.434982 -0.045327. 
" (3.995) (11.690) (1.625) 
31 -0.00233 0.363011 
(0.970) (11.718) 
32 0.00751 0.070249 
(1.882) (1.834) 
33 -0.00413 0.471478 -0.051166 
(2.023) (15.666) (1.8344) 
34 -0.003712 0.275842 
(1.317) (14.039) 
35 0.00168 0.141998 
(0.656) (2.8711) 
36 -0.00224 0.217501 
(1.399) (9.178) 
37 -0.00336 0.155499 
(1.989) (5.572) 
38 -0.00651 0.43043 
(0.759) (3.869) 
39 -0.00676 0.377825 
(1.879) (8.664) 
1122 1123 1124 
-0.15874 
(3.124) 
-0.05052 
(2.655) 
0.05246 
(2.069) 
-0.0931326 
(2.270) 
-0.185837 -0.169723 -0.092775 
(4.096) (3.288) (1.942) 
-0.031749 
(1.534) 
-0.121312 -0.069207 
(3.394) 
4 
(2.351) 
-0.022496 -0.0443b09 
(1.8243) (1.549) 
-0.142244 
(3.066) 
U. 2: 'd7'9a 
(1. Il11) 
-0.082703 
(1.969) 
Table 3.5 Ri: sults on Nuxoclassical ttuaticn 
Part 4 Individual ccwfficiunts ai di 
e 
Sector n30 n31 i132 
" ... " 'r 0.70654 -0.10621 
(21.135) . (2.017) 
20 0.65569 
(19.658) 
21 0.645933 0.102723 
(20.284) (2.234) 
22 0.61959 -0.10385 
' (9.214) (1.594) 
23 0.413017 0.243344 
(6.251) (3.558) 
24 0.745238 -0.155418 
(10.184) (2.132) 
25 
26 0.614965 -0.208170 0.266241 
(6.412) (1.688) (1.982) 
27 C. 593707 0.203741 
(10.027) (3.262) 
28 0.52678 
(3.270) 
29 1.01843 
(13.313) 
30 0.955644 0.361495 -0.150180 
(7.307) (1.845) (1.885) 
31 0.645028 
(16.987) 
32 0.726068 0.0615009 -0.074029 
(23.837) (1.751) (2.053) 
33 0.713852 -0.0847431 
(17.444) (1.604) 
34 0.619407 
(8.226) 
35 0.750078 
(15.858) 
36 0.680857 
(12.764) 
37 0.764903 0.116444 
(18.840) (2.679) 
38 0.393817 0.183412 
(2.050) (1.934) 
39 0.645520 0.349278 
(6.259) (3.314) 
n33 n34 
0.27190 -0.12681 
(3.939) (2.348) 
-0.071741 
(2.328) 
-0.09104 
(1.915) 
0.16426 
, -0.071564 (2.615) (1.612) 
-0.160820 
(3.246) 
0.141289 
$ (1.932) 
0.29140 
(2.264) 
0.339245 -0.601155 
(2.504) (5.236) 
0.124926 
(2.293) 
0.159180 -0.240625 
(1.913) (1.989) 
0.171378 0.128059 
(5.684) (4.547) 
0.133510 -0.140349 
(2.640) (3.551) 
0.032636 
(1.513) 
0.131019 -0.087545 
(2.949) (2.091) 
-0.2b1532 
(2.271) 
I 
Table 3.5 Results on t hoc 1assicdl ut Alm 
)'art S Individual a ff1ciclta w dltdtt-i 
Sector N40 n41 n42 
rar 0.12589 -0.96219 -0.05527 
(3.888) (1.969) (1.777) 
20 0.04744 
(1.797) 
21 0.041242 
(1.8034) 
22 0.093817 
(1.771) 
23 0.132975 
(4.161) 
24 -0.083753 
(2. "345) 
25 0.28887 
(3.004) 
" 26 0.04985 
(1.827) 
27 0.140940 0.091258 
(3.285) (2.051)' 
28, 0.246147 
(1.804) 
29 
30 0.023620 
(1.592) 
31 
32 0.135245 
(1.912) 
33 0.0658438 -0.0945693 
(2.331) (3.3274) 
34 0.130140 -0.052707 
(4.499) (1.829) 
35 0.142582 ""0.111891 
(4.106) (3.272) 
36 0.061593 
(1.959) 
n43 
-0.041345 
(1.506) 
0.0542641 
(1.600) 
-0.15357 
(1.658) 
n44 
0.085293 
(2.460) 
0.109690 
(1.872) 
-0.140384 i 
(3.125) 
-0.007122 
(1.099) 
-0.087939 
(3.042) 
37 -0.049582 " -0.14279 (1.558) (4.465) 
38 0.25474 -0.378697 
(1.598) (2.352) 
39 -0.088323 
(1.495) 
0.020003 
(0.430) 
0.100689 
(2.687) 
1.070779 
(2.667) 
0.0350151 
(1.724) 
0.0826908 
(2.346) 
0.080848 
(2.482) 
0.193336 
(3.226) 
Table 3.5 Results on Neoclassical EY3uation 
Part 6 Individual coefficients on dthYt-i 
sector 4 _1 
n52. 
20 0.07859 
(3.686) 
21 0.075674 
(4.497) 
22 -0.099704 0.065796 
(2.412) (1.452) 
23; 0.076892 
('3.282) 
24 
25 
26 
27 
28 0.157701 
(1.446) 
29 
30 0.0380626 0.123052 
(1.822) (3.368) 
31 -0.0518403 
(1.637) 
32 
33 -0.063445 
(2.630) 
34 -0.030418 -0.035632 
(1.797) (1.725) 
35 
36 
37 0.0383709 
(1.619) 
38 
39 
-53 
0.09430 
(4.024) 
-0.037337 
(1.9593) 
0.123142 
(2.930) 
0.081179 
(1.947) 
1154 
0.069415 
(3.706) 
0.085849 
(2.243) 
-O. OGU5b4 
(1.848) 
0.010199 
(0.435) 
II 
Table 3.5 }results on Nwclassica] equatiui 
Part 7 Individual Coefficients on dlnPö 
- . L 1 
Sector 
1160 n6l 1162 
yur -0.23353 
(3.022) 
20 0.16177 
(2.568) 
21 
22 
23 
24 
25 0.563251 
(1.899) 
26 
27 -0.211209 
(1.965) 
28 
29 
30 -0.474920 0.143660 
(4.980) (1.788) 
31 
32 0.307123 -0.463807 
(2.425) (3.368) 
33 -0.13225 
(2.360) 
34 0.171346 0.199516 
(1.990) (1.844) 
35 
36 
37 
38 
39 -0.425541 
(2.703) 
63 nc4 
0.23100 
(4.025) 
0.204707 
(1.929) 
-0.0157842 0.171773 
(1.495) (1.585) 
-0.305343 -0.337334 (1.775) (2.014) 
0.100032 0.099262 
(1.636) (1.598) 
0.187163 
(1.328) 
0 
- i-Z" - 
moving average is defined as 
(3.73) Ft = 
Xt 
(M. A. Xt) 
where M. A. Xt is defined as 
(3.74) M. A. Xt - (. )(Xt-p + Xt+p) +( 1 )(X t- 
_+X P 
t-__ )+... + X(t+p 2i p- 1 2+r 2+2 2_1 
where p is the periodicity of the series, which in the case of quarterly 
observations is equal to 4. 
Starting from table (3.5.2), the multiple correlation coefficient is 
rather high with scores around 90% with the exception of sectors 25,28 
and 38 where it is around or below 40%. The hypothesis of zero 
autocorrelation in the residuals of up to fourth order was rejected 
in 5 sectors (SIC: TOT, 22,27,30 and 38). Autocorrelation does not 
seem to be present in the rest of the sectors on the basis of the 
Z1 statistic. However there is the possibility that autocorrelation 
if 
of the fourth order is present, something that can not be adequately 
captured by the Z1 statistic. A further LM test for the detection of 
fourth order autocorrelation was carried out and as a result auto- 
l 
correlation was found present-m})O -Aoce sectors, ie SIC: 32 (Z1 (1) = 5.08) 
and SIC: 33 (Z1(1) = 5.15). A final mispecification test is given by 
the Z4(4, i) statistic and on the basis of the results presented in table 
3.5.2 three sectors, SIC: 24,25 and 27 are found to be mispecified. This 
makes a total of 9 sectors found to be mispecified on the basis of 
econometric criteria ie. SIC: TOT, 22,24,25,27,30,32,33 and 38. The Chow Z5 
statistic indicates that a different pricing pattern in the two 
subsamples is found in sectors 27,29 and 32. 
- ilß- 
Turning to the long-run values of the explanatory variables reported 
in44aW2 3.5.1 it can be seen that the coefficients on the wage rate 
are almost always positive (with the exception of SIC: 25) and on the whole 
significant. At the 5% significance level only 6 sectors fail to pass 
the test (SIC: 27,28,29,32,35 and 39) although 29 and 32 are significant 
at the 10% level. Moreover individual lag coefficients indicate that 
as a rule the adjustment is completed during the first three quarters (curr- 
ent quarter and two lags ). Extension to the third and fourth quarters 
takes place in 8 sectors, but then again the main bulk of the response 
occurs in the current quarter. Material prices are always positive and 
significant indicating, perhaps their relative importance in the pricing 
process. The inability of other studies to obtain significant values 
for import prices has to do probably with the fact that the various 
proxies that are used in place of input prices are neither consistent 
with, nor corresponding to the sectoral coverage of output prices the 
variance of which are supposed to explain. Individual leg coefficients 
are more evenly distributed around the five quarter period than those on 
wages, although again the majority of the response is centered around 
the current quarter. The picture drawn by the results on the long-run 
values of the price of capital services is rather disa1fointing particularly 
in the light of the extensive calculations undertaken to secure a proper 
measure of the user-cost. Nonetheless the fact that the Pc variable is 
included in the neoclassical price should be considered as a step 
further from the existing evidence of neoclassical price equations. 
Five sectors indicated a positive significant sum of coefficients at 
the 5% level (SIC: 26,31,34,35,36), seven sectors had positive and 
significant values at the 10% level (SIC: 20,21,22,23,28,30,32), sector 
37 had a negative value and the rest were insignificant. A possible 
justification of the relative weakness of the Pc variable may be that 
the lag pattern is constrained to only 5 lg+s, despite the fact that 
pilot experimentation on 3 sectors proved that longer lags were insig- 
nificant. The distribution of lags included 13 coefficients on the current 
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quarter, 3 on the first, 8 on the second and 9 coefficients on the third 
and fourth quarters. 
Significant values on the income variable were obtained in 9 sectors (12 
are being reported) of which 5 positive at the 5% significance level, 
one at the 10% level and 3 negative. The income elasticity of prices 
(on the positive long-run values) ranges between 10% and 20%, while 
individual values are distributed on a much larger range. Almost one 
third of the sectors produced significant results on the long-run values 
of the PB coefficient of which five had the expected positive sign 
(SIC: 25 and 33 are significant at the 10% level) and three had a negative 
sign. The individual coefficients were rather scattered through the period 
and no distinctive pattern of lags could be determined. In general the 
impact of the demand variables can be considered as low, since in only 
two sectors (SIC: 20 and 26) both variables are significant with the 
expected sign. Although it is difficult to compare empirical results 
based on different data sets the above conclusion seems to be in accordance 
with M. C. Sawyer's (1983) conclusions about the significance of the demand 
change variables (real income and the general wholesale price index )3 0 
On the other hand the limited role of demand variables has to be cont- 
rasted with the significant role played by cost elements. 
On this front a question still remains to be answered on how the sum 
of the coefficiens on each factor price variable compares with the 
theoretical values as these are determined by equations(3.65)(3.66)(3.67). 
Table (3.6) presents the results of this comparison. The first column 
accounts for the sums of the coefficients (and their respective t- 
statistics) on all factor prices to test whether the sum significantly 
differs from unity. The second, third and fourth columns give the values 
(and their respective t-statistics) on the ratios given by (3.75) 
f 
Table 3.6 Sums of coefficients of 2 rices of factors of production. 
Comparison with theoretical values. Neoclassical 
equation, 2 digit SIC sectors, Gro J< imv-mfacturincr 
Sector SUM - 1 (t) 
4 
,E 
II2i-LSH (t) 
i. -o 
4 
E II3i-MSII (t) 
i-o 
4 
E I14i-41(t) 
i=ýo 
TOT -0.1345 (2.078) - 0.1069 (1.130) -0.0022 (0.041) 0.0298 (0.458) 
20 0.2455 (6.337) 0.0034 (0.131) -0.2553 (5.334) 0.0064 (0.241) 
21 0.0687 (1.932) 0.0779 (3.546) -0.1337 (2.813) -0.0129 (0.566) 
22 -0.0477 (0.867) 0.2120 (6.155) -0.1953 (1.. 824) 0.0311 (0.586) 
23 -0.0456 (0.939) 0.1771 (4.768) -0.2280 (2.871) 0.0053 (0.120) 
24 0.0423 (0.491) 0.0890 (2.566) 0.0443 (0.386) -0.0910 (1.984) 
25 0.9470 (120.11) -0.5910 (5.594) -0.4244 (3.298) 0.0686 (0.525) 
26 -0.1203 (1.581) 0.0214 (0.327) -0.1970 (1.528) 0.0554 (0.669) 
27 0.0186 (0.239) -0.1637 (1.389) 0.1680 (1.884) 0.0139 (0.204) 
28 0.0687 (0.393) -0.0859 (0.420) -0.0355 (0.220) 0.1900 (1.393) 
29 0.1594 (2.034) -0.0838 (1. `151) 0.2655 (3.. 471) -0.0224 
(0.482) 
30 0.2353 (2.107) 0.1183 (1.123) 0.0757 (0.422) 0.0413 (0.638) 
31 -0.1117 (2.867) -0.0358 (0.600) -0.0389 (1.023) -0.0370 (1.392) 
32 0.2184 (3.928) 0.0189 (0.494) 0.0907 (1.365) 0.1088 (1.538) 
33 -0.1059 (1.856) 0.0638 (0.982) -0.0039 (0.049) -0.1658 (3.156) 
34 0.0062 (0.159) 0.1500 (7: 636) -0.1127 (1.284) -0.0312 (0.787) 
35 -0.1368 (2.535) -0.1485 (1.811) -0.0616 (1.300) 0.0733 (1.669) 
36 -0.0399 (1.143) 0.0150 (0.632) -0.0709 (1.329) 0.0099 (0.318) 
37 -0.0312 (0.458) 0.0193 (0.692) 0.1089 (1.210) -0.1594 (2.810) 
38 0.1145 (2.028) 0.2390 (1.344) 0.0865 (0.350) -0.2129 (1.065) 
39 0.1334 (2.035) -0.0587 (0.884) 0.1537 (1.005) 0.0384 (0.474) 
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(3.75)1 lr2i -LSH, I TT3i-MSH, 1 7r41-CSH 
i=o i=o i=o 
for the prices of labour, materials and capital respectively 
The assumption of long-run unitary homogeneity is verified in 11 sectors, 
a result which is rather suprising in the light of the small differences 
of the individual factor costs from their theoretical long-run values. 
Indeed 15 sectors exhibit an insignificant difference (at the 5% 
significance level) between the estimated values of Pw and labour share, 16 
for materials prices and 18 for capital services prices. This result 
is further reinforced by the fact that the assumption that was made about 
productivity trend seems to hold since in only 4 sectors the constant 
term was found to be positive. (see table 3.5.3). 
The discussion of the results on the coefficients proceeded on the 
assumption that all equations were able to pass the eccno. metric criteria 
set on section (2.6). However as it was mentioned before this is not 
true, since on the grounds of mispecification due to autocorrelation 
for example, seven sectors failed to pass the test. Since neoclassical 
price theory is only the first of a bunch of pricing models to be 
tested against the data of Greek industrial sectors it is useful to 
summarize the equations that are considered to pass the criteria for 
acceptance as these criteria were mentioned before. This is done ii 
table (3.7), where it is shown that on econometric grounds 9 sectors 
seem to posess a data generation process that can not adequately be 
described as neoclassical. Moreover 5 more sectors are not in accordance 
with neoclassical behaviour since expectations about the long-run co- 
efficients(or factor costs) are not met. The 7 sectors considered to 
posess a satisfactory neoclassical behaviour are SIC: 20,21,23,26,31,34 and 
36. This of course does not mean to imply that the neoclassical theory 
is rejected in 14 sectors and accepted in 7. What it means is that 
on the basis of this sample evidence the above seven sectors can be 
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Table 3.7 Summary of sectoral results: Neoclassical Equation. 
SECTOR RESULTS SECTOR RESULTS SECTOR RESULTS 
TOT Auto 26 Accepted 33 4th Auto 
20 Accepted 27 Auto, Z4, d1n Pw=o 
34 Accepted 
21 Accepted 28 d1nPw=o 35 dln Pw=o 
22 Auto 29 dlriPw=o 36 Accepted 
23 Accepted 30 Auto 37 dln Pc= o 
24 Z4, dlnPc=o 31 Accepted 38 Auto 
25 Z4, d1rlPw<o, dlnPc=o 32 4th Auto 39 d1nPc-o 
considered to posess a data generation process that can be adequately 
(on the basis of the criteria applied) described by a neoclassical pricing 
model. 
In conclusion neoclassical price behaviour is consistent with the data in 
seven two digit sectors and inconsistent in the rest. The cost factors 
seem to behave well and overwhelm the demand factors most of which do 
not have the expected signs. Moreover cost factors are rather in accordance 
with the theoretical values as these are given by the mean values of the 
relative factor shares. 
The neoclassical theory is the only pricing model in this study that is 
based on an explicit short-run profit maximising behaviour. As such it 
can be seen as a reference point to the markup pricing models to be 
considered in latter chapters. In the second part of this chapter we will 
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examine the performance of the other short-run pricing model, the average 
cost model. 
3.7 The average-cost model: General considerations. 
The emergence of average cost pricing into the literature coincided 
with the refutation of the basic postulates of the neoclassical 
analysis of price determination as that was presented by J. Robinson 
(1933) and E. H. Chamberlin (1933). Traditionally the starting point 
for average cost pricing is considered to be the paper by R. L. Hall 
and C. J. Hitch (1939), although due to some confusion on terminology 
it is thought to refer to full-cost pricing. 
31 A brief summary on the 
main findings of the Hall-Hitch paper that serves both as a critique 
of the neoclassical theory and as an introduction to the average cost 
theory is as follows: 
Firms do not act atomistically; instead they are conscious of the 
reactions of their competitors. Oligopoly is found to be the main 
market structure of the business world. Firms do not attempt to 
maximise short-run profits by applying the rule MC=MR; instead they 
aim at long-run profit maximization. Prices are set by applying the 
average cost principle which states that prices are set in such a way 
as to cover the average variable cost, the average fixed cost and a 
profit margin. Moreover firms preoccupation is with price and not 
with output. The firm would set its price based on the average cost 
principle and would sell at that price whatever the market would take. 
Although the firms in general would adhere to the average cost pricing 
rule, they would be prepared to depart from it if they want to secure 
a big order or if they thought they could not set this price without 
damaging their goodwill or endangering their future position, or in view 
t 
of their rivals charging a lower price. 
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Subsequent studies to the Hall-Hitch paper indicated the prevalence 
of average cost model in the modern industrial world. A number 
of papers reporting average cost pricing were mentioned in chapter 
1 and will not be repeated here. Instead a formal model will be 
developed paying particular attention to the points that were raised 
in the short survey of chapter 1 ie, the determinants of the markup 
and in particular the relationship between markup and demand and the 
relationship between marginal and average cost. 
3.8 Derivation of the Average cost model. 
3.8.1 Introduction. 
The average cost asserts that prices are set equal to average costs 
which are defined in a way that includes a certain profit margin. Let 
(3.76) Pt = ACt +t t 
Where Pt = average cost price. 
ACt = average unit costs. 
nt = Profits per unit of output. 
Equation (3.76) can be written in a multiplicative form as (3.77) 
(3.77) Pt = Mt. ACt 
Where Mt = (1. +m) = the markup on ACt taking account of profits. 
Taking the total differential on (3.77), dividing by Pt and rearranging ' 
we have after dropping the t-subscripts 
(3.78) dP dM +M dAC 
PMp 
Consider at the moment that unit costs can be defined as the sum of 
I 
unit labour, unit materials and V14i4 c p/&d, cosk. 
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(3.79) AC = ULC + UMC + UCC 
Introduce (3.79) into (3.78) and have 
(3.80) dP 
_M dULC +M dUMC +M dUCC + 
dM 
PPPPM 
Which can be written as 
(3.81) dP 
_ 
M. ULC dULC 
+ 
M. UMC dUMC 
+ 
M. 000 dUCC 
+ 
dM 
PP ULC P UMC P UCC M 
which is equivalent to 
(3.82) dP 
= a1 
dM 
+a2 
dULC 
+a3 dUMC +a4 dUCC 
PM ULC UMC UCC 
where al =1 
a2 =M. ULC/P, a3=M. UMC/P, a4 =M. UCC/P 
a2 + a3 + ay=1 
Equation (3.82) represents a model whereby the rate of change of prices 
is a function of the rate of change of unit costs and the rate of 
change of the markup. Apart from the fact that the markup is unobserva- 
ble and has to be determined, the model is incomplete in many respects 
and there are a number of issues that need clarification before (3.82) 
is ameliorated. 
First the model is not based on any optimising behaviour on the part 
of the firm . However it bears a close relationship to the neoclassical 
model and under certain assumptions is tantamount to it. The comparison 
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involves among other things (a) an examination of the relationship 
between the markup (m) and the price elasticity of demand M 
32 
and (b) the relationship between marginal and average cost which in turn 
rests on the assumptions made about the shape of these curves (marginal 
cost curve and average cost curve). 
Second equation (3.82) is expressed in terms of unit costs. This means 
that the effects of factor productivities and factor prices on product 
prices are constrained to be equal(ard opposite in sign). However this 
might not be the case, particularly with respect to unit labour cost. 
Although materials and capital productivity may be considered to be 
constant over the cycle, the same is not true with labour productivity. 
Third the definition of unit costs includes the unit capital costs. 
Since average cost model is a short-run model there may be doubts on 
whether capital costs should be included in equation (3.82) 
Fourth the markup (M) is left unspecified in equation (3.82). The 
assumption followed by almost all researchers in the area is that demand 
elements enter the price equation through the markup. However the 
mechanism by which this achieved is subject to controversy. 
3.8.2 Average cost model and the Neoclassical model: a comparison. 
The model depicted by equation (3.82) does not make any mention of 
optimising behaviour on the part of the firm in the short-run. In 
other words is is completely reticent about the pricing objectives of 
the firm and furthermore it is compatible with any such objectives 
since the selection of any price is equivalent to the selection of a 
markup which together with average cost determines that price. The 
question here is whether such a model is compatible with the neoclassical 
model based on the short-run maximization of profits. 
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The debate between proponents of marginal analysis and average cost 
33 
theorists has been partly resolved by the acceptance on both sides 
that average cost pricing behaviour on the part of the firm can be 
nothing more than the heuristic process by which the firm maximizes 
profits. The need for this arises because the choice of profit max- 
imising price is very complex, since it requires complicated cost 
and demand data, estimates on elasticities, assesment of the reactions 
of competitors and the rest. Average cost pricing with markups that 
can be adjusted to take account of a volatile situation in the market 
can be seen as a reaction to these complexities and uncertainties. 
Indeed it can be seen as a move out of necessity on the part of the 
firm that massively reduces information gathering costs, but on the 
other hand does not prevent sequential adjustment towards profit max- 
imisation, if this is the objective of the firm. 
There are two ways by which we can examine the rationale provided 
for the average cost model as the practical way for achieving maximum 
profits. The first is to consider the "empirical" support provided 
by a number of authors34 W. Baumol and R. Quandt (1964) for example 
in a simulation experiment have generated a series of cost/output and 
demand/price points from which they were able to calculate the profit 
that would be earned, had the average cost pricing method been used. 
This was compared with the maximum attainable profit generated on the 
basis of different possible cost and demand functions that were fitted 
to the original data. The conclusion was that the average cost method 
reached approximately 80% of the maximum attainable profit. In view of 
the high costs that would have been incurred for the calculation of 
marginal costs and revenues if the maximization of profits was actually 
undertaken in practice, the figure reached by the average cost method 
can well be translated as equivalent to profit maximization. 
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The second approach of comparing the average cost model with the 
neoclassical model involves (A);: An examination of the shape of 
marginal and average cost curves and in particular the empirical 
proposition adopted by many authors that marginal costs are constant 
or equivalently that average variable cost curves have a flat stretch 
instead of being U shaped as the traditional theory postulates. If this 
is so, then AC=MC. The question to be asked is whether firms base 
their pricing decisions on costing calculations based on that part 
of the average cost curve. (B) An examination of the relationship 
between markup, (M), and the price elasticity of demand (n). In 
particular it will be suggested that setting a gross profit margin in 
the form of M is tantamount to estimating the price elasticity of demand. 
Given that marginal costs are constant and that the enterpreneur bases 
his pricing decisions on the flat part of the average cost curve, then 
the application of the average cost principle is equivalent to pricing 
based on the rule MC=MR. 
(A) The shape of the marginal cost curve has been a rather controversial 
issue although the majority of evidence reports on constant marginal costs. 
W. J. Eiteman (1947) for example reports that firms believe their marginal 
costs to be constant. The same conslusion is reached by J. Johnson (1960) 
and is further reinforced by the findings of W. J. Eiteman and G. E. Guthrie 
(1952) who, based on the evidence of a survey of 350 firms, report that 
average variable cost is perceived to be constant, while average total 
cost declines up to capacity (due to the decline of average fixed cost). 
A. A. Walters (1963) reports that these findings can not be considered 
as unanimous, although according to his evidence cost data suggest a pattern 
where direct costs are more or less constant up to capacity. The same 
conclusions are also reached by P. W. S. Andrews (1963). A. Alchian (1959) 
in a reformulation of the theory of costs considers marginal costs as 
a function of output in two dimentions, the rate of output (a flow 
variable) and the total contemplated volume of output (a stock variable). 
It is assumed that marginal cost is an increasing function of the rate of 
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output, the volume of output being held constant. J. Hirschleifer (1962) 
has integrated A. Alchian's contribution into the theory of the firm. 
G. S. Stigler (1939) finally presents a theoretical rationale for the 
constancy of marginal cost. He argues that the firm builds flexibility 
into its plant because it expects fluctuations in output levels and 
because it wishes to minimise costs over the expected output range 
not just a single output flow. It seems well founded therefore to 
consider marginal costs as constant over the firm's expected range of 
output and as rising over output rates greater than expected. 
The preceeding analysis documents the cases of constant marginal (and avera¬ 
costs). To the left of the flat stretch of AC, (where OAC/QC<o), 
MC<AC, while to the right (where AC/S Q>o), MC>AC. The firm will base 
its pricing decision on the constant part of the average cost curve and 
if marginal costs were easily approximated it would have made no 
difference if MC or AC were used. The decreasing part of the average 
cost curve reflects reductions in costs due to better utilization of 
machinery and increases in skills and productivity of labour as well 
as better usage of materials. The iicreasing part of the average cost 
curve reflects increases in the cost of labour due to overtime work, 
waste in materials and increased cost in capital due to frequent 
breakdown of machinery etc. According to the traditional theory of 
the firm, pricing based on either of these parts of the average cost 
curve should be excluded since it represents a deviation from the 
short-run profit maximization. It does not however represent a deviation 
from long-run profit maximization and therefore has to be considered, 
although as a rather unlikely possibility. Moreover, it is important 
to note that if firms produce on the rising (falling) part of their 
marginal cost curves they will raise (lower) prices only by the 
percentage increase (decrease) in average costs, not in marginal 
costs. 
(B) It will be argued that the setting of a gross profit margin (M) 
is equivalent to estimating the price elasticity of demand and applying 
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marginal analysis for the determination of prices, provided that 
4AC/40 is zero. 
Consider the definition of MC and MR 
(3.83) MC= Q SAC + AC 
ýQ 9Q 
MR= 5(P. Q) =0 OP +P 
00 40 
The first order condition for profit maximization implies that 
(3.84) P= AC +Q SAC 
_ 
4P 
40 40 
which by using the assumptions of constant average costs can be 
further written as 
(3.85) P= AC - Q-5P P 
150 AC n-i 
Given that the existance of a maximum requires that n>1, then the 
term n/ TI-1 of equation (3.85) can be written as 
(3.86) 1+k 
Ti-1 
and so equation (3.85) is equivalent to 
(3.85) P 1+k 
AC 
t 
Which is further equivalent to equation (3.77) of the average cost 
rule that can be written as 
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t (3.77) P- (1 + m) 
AC 
0 
3.8.3. The treatment of labour productivity. 
The specification of equation (3.82) in terms of unit costs implicitly 
assumes that the effect of changes in factor productivities and factor 
prices on output price is equal and opposite in sign. The issue 
requires examination particularly with respect to the labour input. 
Materials output ratio and capital output ratio may be considered to 
grow more or less smoothly over the cycle and little would be lost if 
we substitute in equation (3.82) in place of dUMC/UMC and dUCC/UCC 
the rate of change of factor prices of dPm/Pm and of dPc/Pc. Indeed 
this is the pattern followed in many studies, the main reason for this 
being attributed to the fact that the precise measurement of material 
and capital inputs is usually not possible. 
With regard to labour productivity the majority view taken in many 
studies is that firms always raise prices in response to wage increases 
since they are regarded as permanent, whereas productivity changes 
are regarded as transitory and as such do not cause a change in price. 
This results in measuring productivity either as a long term trend35 
or alternatively to consider a long-term trend and deviations of actual 
productivity from its trend to capture short-run changes. Another view 
is that taken by the neoclassical model whereby productivity is 
assumed to grow smoothly over the cycle and as such is captured by 
the constant term. 
These hypotheses however can not be considered to describe 
adequately the movements of labour productivity in a short-run model 
like the average cost model. Price decisions are taken on a quarterly 
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basis and there is no extra assumption about the time horizon, of the 
enterpreneur(as for example in the full or normal cost models) by 
which short-run changes can be regarded as transitory or permanent. 
Changes in productivity as well as changes in wages are considered 
to exert an effect on prices within the price-decision period of the 
enterpreneur. Short-run fluctuations in demand resulting in short-run 
fluctuations in output will be reflected in productivity changes which 
in turn will have an effect on prices. 
The specification adopted in equation (3.82) takes the view that 
labour productivity changes and wage rates have the same effect on 
prices. A number of studies have adopted this pattern as for example 
the ones following the approach by R. G. Lipsey and M. Parkin (1972) 
without however establishing if the hypothesis is true? However such 
an assumption should be a testable hypothesis. 
Consider the definition of ULC 
(3.87) ULC = PW. L 
a 
Introducing (3.87) into equation (3.82) we have 
(3.88) dP dM + a2 dPw - a2 d(Q/L) + a3 dUMC + 04 dUCC 
PM Fw Q/L UMC UCC 
Equation (3.88) will be estimated without imposing the restrictions 
on productivity and wages. If on empirical grounds the restriction 
that the rate of change of wages and productivity is found to have 
an equal (and opposite) effect on prices then equation (3.82) will be 
assumed to hold. 
3.8.4 The treatment of capital costs. 
The definition of average costs in equation (3.79) includes unit 
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capital costs. This can be thought of as a departure from the short-run 
nature of the average cost model particularly in view of the fact 
that the preceeding discussion about the shape of the average cost 
curve implicitly referred to the average variable cost curve. In 
section 1.3.6. it was argued that a strict modelling of the average 
cost equation should include only variable costs (direct or prime 
costs) and they were defined as costs that vary directly with output, 
ie materials consumption and direct labour (wages). However it is 
also argued that in such a case the markup would not account only for 
profits as it should in principle do, but also for any non-direct cost 
that is not included in the cost function. A problem therefore 
arises as of what the precise definition of unit costs should be and 
implicitly on what is accounted by the markup. 
One possible direction is to follow M. Kalecki's (1971) lead and 
regard unit costs as consisting of unit labour and unit material costs. 
Strictly speaking unit labour cost should exclude the salaries and 
expenses of administrative staff and in general all labour expenses 
not involved directly in production but paid on a fixed-term basis. 
However this can not be considered as a practical possibility in this 
study, since the classification used by Labour Statistics does not 
correspond to this distinction. According to Labour Statistics the 
labour-force is classified into wage earners and-salaried earners. 
Wage earners correspond to workers directly involved in the production 
but salaried earners correspond only partly to administrative - technical 
and clerical staff and partly to manual workers that have been awarded 
the status of salaried employee but none the less are involved directly 
into the production process38Since there are no means of distinguishing 
among the two categories of salaried staff, labour bill includes both 
direct and indirect labour. Under these circumstances equation (3.82) 
may be written as (3.82)! 
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(3.82) dP 
=al 
dM 
+a2 
dULC 
+a3 
dUMC 
PM ULC UMC 
where al =1 
a2 = M. ULC/P a3: M. UMC/P 
a2 + a3 ; t1 
The other possible direction is to consider unit capital costs as 
affecting the average cost price. Indeed W. D. Nordhaus (1972) has 
argued that the omission of capital costs from the neoclassical model 
is not justified. By the same reasoning capital costs should be included 
in the average cost model. First the inclusion of capital costs would 
make possible the comparison with other markup theories such as full- 
cost and target rate of return models where capital costs are an argument 
in the price equation. Second the possibility of comparing empirical 
estimates of the coefficients with their theoretical values is made 
operational. only when all cost elements are included. Third it all 
depends on the definition of capital costs adopted. 0. Eckstein and G. 
Fromm (1969) for example argue that 
"the traditional version of the classical theory of the firm calls for 
no direct influence of the size of the capital stock on short-run 
profit maximising price output decisions; the capital stock makes itself 
felt through the short-run cost curve". 
0. Eckstein and G. Fromm (1969) p. 1163. 
"Alternatively short-run cost can be defined to include the quasi-rent 
on capital with the quasi-rent varying with the rate of utilization. 
However the traditional exposition does not solve explicitly for quasi- 
rents and hence leave the influence of utilization of capital vague". 
0. Eckstein and G. Erom. -a (1969) note 4, p. 1163. 
_iaa 
The above discussion does not offer a solution as to the definition of 
unit costs that should be used in the average cost model. It was decided 
therefore to consider both possibilities as two distinct cases and 
estimate the average cost model with and without capital costs. Since 
equation (3.82)' is nested within (3.82) the question of the significance 
of UCC can be determined empirically. As far as the definition of UCC 
is concerned this will be discussed in section 3.9.3. 
3.8.5. The role of demand in the price equation. 
Demand influences can be viewed to affect prices through a number 
of routes, most of which are not clearly specified in the literature 
in a satisfactory manner. Although great care is taken to define 
costs, ie whether actual or standard costs form the basis of pricing 
calculations of the enterpreneur, the same is not true as far as 
demand is concerned. Indeed the way in which demand enters markup 
models seems to be the main issue in markup theories and has initiated 
a number of debates in which uncompromising views have been expressed 
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on both sides'. This section will be concerned with these problems 
and at the same time will set the framework for the specification 
of demand that will be used in all markup models. 
In chapter 1 it was argued that a broad classification of pricing 
models can be defined between the competitive, price-taking approach 
and the non-competitive, price-making approach. In the former the 
specification of the rate of change of prices as a function of excess demand 
is considered a satisfactory representation, provided that excess demand 
is measured accurately. For the non-competitive price making theories 
the problem of modelling demand is centered in the markup models. In 
the neoclassical profit maximising equation demand was specified as a 
function of income and "other prices" despite the fact that such a 
specification was constrained by econometric problems. In the markup 
models, demand pressures are considered to have an effect on prices, if 
f 
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at all, only through the markup. A number of opinions have been 
expressed into how prices respond to changes in demand, given costs, ie 
how the markup responds to demand changes. Prices may rise in relation 
to costs in periods of expansion and fall in periods of recession, ie 
the markup responds positively to pressures of demand. There is 
also the opposite view frequently adopted in concentrated industries 
practicing target rate of return pricing. A third view is that the 
markup is . -responsive to temporary demand changes; instead prices are 
set on the basis of standard costs. Each of the above views corresponds 
to a particular model of markup pricing. Another view which is outside 
the domain of markup models is that prices rise or fall according to 
the conditions of demand without examining if they do so in relation 
to costs. This is the competitive view discussed earlier and examined 
in chapter 1. The question therefore is not if the markup is a function 
of demand pressures but how demand pressures can be formulated operation- 
ally. 
The majority of markup models take the view that the rate of change of 
markup is a function of excess demand. On the assumption (a) that 
excess demand is defined as the difference between demand and supply 
and (b) that both schedules can be measured accurately, then such a view 
would coincide with the competitive approach as far as the formulation 
of demand is concerned. It would result in other words in an equation 
whereby the rate of change of prices will be a function of the rate of 
change of costs and the level of excess demand. It has been pointed 
out by a number of authors, notably by M. C. Sawyer (1983) and K. Coutts, 
W. Godley and W. Nordhaus (1978), that 
".... this is an unsatisfactory mix of competitive pricing reflected 
in linking excess demand and price changes and oligopolistic pricing 
reflected in cost-plus pricing. " 
M. C. Sawyer (1983) p. 65 
-IH6 - 
and "... empirical tests of the effect of demand on price derived from 
[markup] theories should specify how shifts in demand schedules affect 
the relation of price to unit costs. If one abandons all markup theories 
in favour of the excess demand view that prices in periods of expansion 
rise and fall in periods of recession of demand, then unit costs are 
ýG 
irrelevant. Supply and demand 
4edu1es 
are subsumed within a single 
excess demand function". 
K. Coutts, W. Godley, W. Nordhaus (1978) p. 64 
The criticism appears to be valid provided that the proxies used to 
measure excess demand are accurate reflections of the conditions 
of demand and supply in the product market. Given that this is not 
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the case, it will be argued that the use of the term excess demand in 
the markup models is highly misleading since it does not represent 
excess demand; the term excess demand is used in exchange of demand 
pressures. Indeed even K. Coutts, W. Godley and W. Nordhaus (1978) 
who are so keen to criticise the use of excess demand levels in a price 
change equation and argue instead that changes in demand should be used, 
in practice employ the same proxy (for demand) that other authors 
testing markup models term excess demand. 
. The proxy used to measure demand pressures in the majority of the markup 
models and in this study as well, is the ratio of actual over trend output. 
This proxy is a highly misleading indicator of excess demand as this 
is defined and used in the competitive price taking model. Under 
certain circumstances however, it can be regarded as a good approximation 
of demand pressures in the product market for markup price-making models. 
Consider the relationship between ((x) demand and supply in the competitive 
model and (b) the ratio between actual and trend output41 Since 
data on output demanded and output supplied do not exist nor can they 
- 14 ?-- 
be approximated to a sufficienj degree of accuracy, the assumption 
that is used is that actual output traded is always determined by 
the demand function while trend output is supposed to account for what 
firms plan to supply. In figure 3.4. demand and supply curves are 
depicted by D and S respectively and output qT is taken as the trend 
output. Assuming that the market is in equilibrium, then for prices 
to change, excess demand has to be different than zero. 
Consider the traditional excess demand analysis and assume for reasons 
of convenience that the output traded is systematically determined in 
terms of demand and supply functions, ie we observe output only along 
the D and S lines. It is also conventional to assume that output 
traded is the minimum of ex-ante demand and supply. Note that this 
assumption is in contradiction with the assumption used as far as the 
ratio between actual and trend output is concerned. Then for prices 
above equilibrium as excess supply decreases, the term actual minus4t'tc 
output increases. (The extent to which actual output is below trend 
output has declined). However for prices below equilibrium as excess 
demand decreases the term actual minus trend output increases. (The extent 
to which actual output is below trend has declined). In such a case there 
is a positive relationship between excess demand and actual minus 
trend output for prices above equilibrium and a negative one for prices 
below equilibrium. This is clearly avoided under the assumption that 
actual output is always demand determined, but then again such an 
assumption is at odds with the traditional excess demand analysis. 
It is obvious therefore that the ratio between actual and trend output 
can not be considered as a measure of excess demand unless very strict 
assumptions are employed. Nonetheless this ratio provides an adequate 
representation of the pressure of demand and as such it has been employed 
in this study. Consider for example a change in demand, resulting in 
a demand shift from Dito D2. Since the supply curve can only change 
P 
0 
0 
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linearly (from qT to qT1) then the change in demand is almost equivalent 
to the change in the actual over trend output ratio. Given therefore 
that actual over trend output is employed the question is not whether 
changes in the level of demand or the level of excess demand, but rather 
on how the relationship between the markup and actual over trend 
output should be formulated. This will be the subject matter of the 
next-subsection. 
The above analysis also sets the framework within which the debate between 
R. R. Neild (1963) (1973), F. Rushdy and P. S. Lund (1967) and B. T. Mc- 
Callum (1970) on how demand influences prices should be considered. 
R. R. Neild (1963) examined price equations for British manufacturing 
in which the price level is a function of unit labour costs and 
material prices as in (3.89) 
(3.89) Pt = ßC + ß, ULCt + $2mt + 83 mt-i + $4 mt-2 + ß5 Pt-1 
where ULC is a measure of unit labour cost and m stands for materials 
prices. 
R. R. Neild used three measures of unit labour cost, one representing actual 
labour cost and two measures of standard unit labour cost. His hypothesis 
was that standard labour costs are the basis for pricing instead of 
actual costs and this seems to be confirmed by his results. With 
regard to demand influences, R. R. Neild introduced a variable Ct 
defined as 
(3.90) Ct = dt + dt-1 +.... + d1 
Where dt is an index of excess demand for labour used as a proxy for 
excess product demand. The cummulative variable Ct was used in place 
of dt because 
"It seems more reasonable to assume a given level of excess demand would 
i 
be associated with a change in price". 
-1 q- 
R. R. Neild (1963) p. 20 
The results of the Ct coefficient were statistically significant 
but negative and this was regarded as unacceptable. R. R. Neild's 
conclusion was that demand added nothing to the explanation of prices. 
R. R. Neild's results were strongly contested by F. Rushdy and P. S. Lund. 
It was first argued that in two equations where a trend productivity 
measure was used, R. R. Neild introduced implicitly demand factors 
and this can be an explanation of the poor results on the demand 
variable. Secondly the demand variable was criticised on two grounds. 
(a) The implication of the introduction of the cummulative index (Ct) 
that an equal weight is attached to the current and previous demand 
experience 
11 is a fairly rigid assumption and it might be better to assume 
that the effect of recent demand is fairly small. " 
F. Rushdy and P. S. Lund (1967) p. 365. 
(b) Even if the cummulative excess demand index should be used it 
should not be appended to the reduced form equation but to the structural 
equation. By not doing that 
"Neild reversed the acceptable distributed lag form and therefore is 
not suprising that he failed to obtain significant results for his demand 
variable". 
F. Rushdy and P. S. Lund (1967) p. 336. 
F. Rushdy and P. S. Lund then went on to test Neild's equation (3.89) 
by appending not the cumulative level of excess demand but dt with ' 
significant results for excess demand. This formulation together with 
the criticism on Neild has been rejected by B. T. McCallum who argued that 
on the basis of conventional theory, the change in price and not the 
price level is a function of excess demand. Thus, since the price level 
is the cumulative version of the change in prices, the cumulative excess 
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demand should be included in a price level equation. Equivalently the 
rate of change of prices should include the level of excess demand as 
an argument and this is the final batch of tests that F. Rushdy and 
P. S. Lund do. 
There is of course a number of points that are omitted from this brief 
presentation which can be found into a number of survey articles that 
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treat the subject rather extensively. Having highlighted the role of 
demand in price markup equations it still remains to adopt a specific 
formulation as far as the markup is concerned such that equation (3.82) 
can be made operational. The next section is concerned with that. 
3.8.6. The determinants of the markup. 
The average cost price equation involves as an argument the rate of 
change of markup (dM/M). This section will be concerned with the 
way by which a behavioural model, about the markup factor can be formulated. 
In the previous section it was shown that a common consensus of all 
markup models is that demand influences enter the price equations, if at 
all, only through the markup. However the precise mechanism by which this 
is realised is neither clear nor unique as the discussion of the formu- 
lation of demand in the debate between R. R. Neild and F. Rushdy and P. S. 
Lund has shown. 
Moreover the preceeding analysis has taken for granted that demand 
pressures affect the markup. A justification of the relationship 
between the rate of change of prices and demand pressures probably 
passes through the justification of the relationship between prices and mark= 
up, markup. and the price elasticity of demand and finally the price 
elasticity of demand and demand pressures. From these relationships 
the first is inherent in the markup models, while the second has been 
established in section 3.8.5. What is left is to examine the movememts 
of elasticity of demand over the phases of the business cycle. 
-I51- 
The simplest, although most unlikely case to consider is that where 
firms are faced with a demand function for which shifts are isoelastic 
with regard to price. Assuming for convenience constant marginal 
costs such a situation can be depicted in figure 3.5. With an 
isoelastic shift of the demand curve (from D, to D2), the elasticity 
is unaltered and the equilibrium price remains the same. Price is 
simply a markup on marginal costs. 
L wouPd 4euc4 +a bo)o azout4d KAoze okcm 8vsItIeA) Ach; v, lj LA . 
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However in practice the elasticity of demand varies over the cycle 
and this variation may be materialised through various channels that 
may have opposite effects. ' R. F. Harrod (1936) for example argued that 
the elasticity of demand facing a firm in a non-competitive environment 
would increase during a recession because the firm's customers become 
more aware of the existence of price differLH tials and hence the 
elasticity of demand facing each firm increases. On the other hand 
it has been argued by M. Abramovitz (1938) and R. Heflebower (1941) 
anong others that Harrod's argument reflects only one of the many 
possible influences of the business cycle over price elasticity. 
For example it is quite possible (see R. Heflebower (1941)) that 
during a recession the number of necessity items bought may increase. 
Since the price elasticity for necessities is likely to be lower than 
the price elasticity for other products, this might cause the elast- 
icity of demand to decline on average in a recession. Similar arguments 
can be considered depending on what determining factors of the demand 
function we examine and the possible movements of these factors during 
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the course of the business cycle. Nonetheless R. F. Harrod's (1936) 
argument is considered to give an accurate reflection of the negative 
relationship between elasticity and the phases of the cycle and con- 
sequently the positive relationship between markup (TI/n. -1) and demand 
pressures. A diagrammatic representation establishing the positive 
relationship between markup and shifts in demand is given in figure 
3.6. 
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Assume again for convenience constant marginal costs; then the 
elasticity of demand has to remain constant if the price remains 
constant. If the elasticity increases the price falls, and if it 
is reduced the price rises. Consider the case of a parallel outward 
shift in the demand function. If D1 is the original demand function 
and D2 is the new one, then the adjustment which follows will be 
an increase in price if marginal costs do not vary with output. gince 
P= T, MC, M= n, and MC= constant, 
n-ý fl-1 
" the markup varies positively with demand pressures. 
The discussion so far has established the relationship between the 
markup and the movements of demand over the business cycle, without 
examining yet the form of this relationship. Demand pressures can 
be introduced in markup equations in two ways. 
The first is to consider that the level of markup depends on the 
pressures of demand over the cycle as these are measured by the ratio 
of actual over trend output, ie 
(3.91) Zn Mt = ý2 Qn(0 ) 
ON t 
Noncompetitive firms might raise their markup margins to a high level 
during a boom of a given intensity and shift to a lower level during a 
recession in which demand exhibits a given degree of weakness. 
Equation (3.91) is equivalent in a rate of change form to (3.92) 
(3.92) pQn Mt 
2 
Atn (a)t 
The formulation has been (implicitly) used by W. Godley and W. Nordhaus 
(1972) and K. J. Coutts, W. Godley and W. Nordhaus (1978) among others. 
A disadvantage inherent in (3.92) is that it implies that if for 
example demand pressures are always positive and at a constant rate 
then the markup will not change. Even in the spirit of the normal cost 
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hypothesis, a constant markup is a very strict assumption to make and 
in a sence reduces the possible role of demand effects in the price 
equation. An alternative formulation that has been used rather 
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extensively is to assume that price adjusts to eliminate demand 
pressures as in 
(3.93) AQnMt ßl Zn (Na ) 
Which results in a level markup equation of the form 
Co 
(3.94) 9, n Mt =Bj in (QN)t-i 
i= O 
Equations (3.91) and (3.94) can be thought to refer back to the argument 
between R. R. Neild (equation (3.94)) and F. Rushdy and P. S. Lund 
(equation (3.91)). Whatever the merits of the one or the other 
approach it was decided to combine them in a form such as (3.95) 
whereby the rate of change of prices over costs depends on the level 
of demand pressures and the speed at which these change over the cycle. 
(3.95) AQnMt ß, n (2) t+ß Aý, (0 )t 12 
Equation (3.95) is equivalent to a level markup formulation as in (3.96) 
(3.96) in Mt = (ßý+ßz) in (ýN)t + ß2 in(0 ) t-i 
i. ý 
Apart from the fact that equation (3.95) provides an adequate 
representation of the determination of the rate of change of 
prices over costs it also provides for the possibility of empirical 
discrimination between equations (3.92) and (3.93). 
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The formulation of the markup as given in equation (3.95) ouacludes 
the points raised in section 3.8.1. Based on these points it is now 
possible to derive the average cost price equation. This is done in the 
next section. 
3.8.7 Derivation"of the average cost equation. 
The discussion in sections (3.8.3), (3.8.4) and (3.8.6) provides 
the following ammendments in the average cost model as this is 
given by equation (3.82). 
(1) With regard to labour productivity it is possible to test the 
restriction that the rate of change of wages and productivity 
have an equal and opposite effect on the rate of change of prices 
by employing equation (3.88). 
(2) With regard to capital costs it was decided to let the matter 
be determined empirically by estimating two equations (3.82) 
and (3.82)' and performing a likelihood ratio test to test for 
the significance of the unit capital cost terms. 
(3) As far as the rate of change of the markup is concerned the, 
formulation is given by equation (3.95). 
With these aojzA4vmc [$ the average cost model will result in the 
following two equations each of which accounts for two variants depending 
on the assumptions about labour productivity. If capital costs 
are not included, then the average cost model will be 
0 
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(3.97) dtnPt = ao+aId%nULCt +a2 dQnUMCt +a ! tl(Q)t +as dpn(-2-) 
ON 
Or if a separate effect of wages and labour productivity is assumed 
(3.97)' d2n Pt =a0+ a1dkn. Pwt - a1dRn(9I +a2 dtn UMCt +a4 2n(Q)t t 
+aSd9n( Q)t 
If capital costs are included then the average cost model becomes 
(3.98) d. nPt = ao + a1dtn ULCt + a2dtn UMCt + a3dQn UCCt + 
+ a4 Qn(Q)t + aSdQn(oN)t 
or if a separate effect of wages and labour productivity is assumed 
(3.98)' d9nPt = a0 + a1d2n Pwt - al dLn(2 )t + a2din UMCt + a3dRn UCCt 
+ a49. n(0) +a d. n(Q) 
ONt y ONt 
Equations (3.97) or (3.97)' and (3.98) or (3.98)' are the final 
equations for the average cost model. In the next section the 
specification of the variables that enter the above equations 
is discussed. Particular emphasis is given to the measurement 
of the demand variable. 
3.9 Average cost model: Variable specification. 
In this section the variables that enter the average cost equation 
are defined. These are the unit labour, the unit material and 
+ 
unit capital costs, and also a measure of demand. 
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3.9. x. The unit labour cost. 
Unit labour cost is defined as 
(3.99) ULC = Pw. L 
Q 
Where Pw is the wage rate, L is the labour input and Q is output. 
Specification of unit labour cost requires specification of each 
element in equation (3.99). The wage rate index, Pw, was defined 
as a weighted sum of the wages and salaries of each labour category 
on which there is available information. A definition of Pw 
was given in equation (3.48)' and the data generations on each 
argument of equation (3.48)' are explained in detail in appendix 3. 
(3.48)' Pw = PSM. (LSM)+PSF (LSF)+PWM (LWM)+PWF (LWF) LT LT LT LT 
Labour input L, can be defined either as the number of people employed 
or the number of manhours used. Despite the fact that in principle 
the second measure reflects more accurately the fluctuations of 
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labour input over the cycle the first measure is employed. The 
reason is that as far as the salaried earners are concerned there 
are no available data with regard to weekly hours worked. Instead 
the number of hours worked by salaried employees was fixed - to 48, 
a number that corresponds to the minimum hours of work per week. 
However, since the number of actual hours worked per week by salaried 
earners, flucutates significantly across sectors, this assumption may 
overstate or understate the true number of hours worked per 
week by salaried employees. 
i5I 
The number of people employed has been defined in equation (2.9) 
as 
(2.9) LT = LSM + LSF + LWM + LWF 
where all variables are further discussed in Appendix 3. 
Finally output, 0 is measured by Gross Production Value (GPV) at 
constant 1970 prices. The definition is given by equation (2.26) 
and the procedure for the calculation of GPV is described in section 
(2.4). 
3.9.2. The unit materials cost. 
Unit materials cost is defined as 
(3.100) UMC = 
Pm. M 
Q 
Where Pm is the price of materials, M is the quantity of materials 
used and 0 is the output. 
Pm was defined in section 3.5.2. and further discussed in Appendix 3. 
M, is approximated by the materials consumption bill expressed in 
constant 1970 prices (CONqn) and is given in equation (2.21) 
(2.21) M= CONqn = INDSq * CONyn 
i 
3.9.3. The unit capital cost. 
The discussion in section 3.8.3. has indicated that there are grounds 
I 
1 
to argue that the inclusion of unit capital costs is incompatible with 
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the average cost models. The definition of unit capital costs as 
(3.101) UCC = Pc. K 
Q 
where Pc is the user-cost of capital 
and K is the capital-stock, 
would indeed be inconsistent with one of the assumed characteristics 
of the average cost model ie ease of cost calculations for the 
enterpreneur. As can be seen from Appendix 3, the user-cost of 
capital formula involves extensive calculations on variables such as 
tax rates, allowances, etc, on which the effects of fluctuations in 
output are almost impossible to calculate in the short-run, let alone with 
speed and accuracy. 
A measure of capital costs that would better serve the purpose of the 
average cost model would be to define UCC as 
(3.102) UCC = DEP + INT + RENT 
0 
where DEP = depreciation expenditure 
INT = financial expenditure 
RENT = expenditure on rent 
The calculation of these variables on a quarterly basis is described 
in Appendix 3. 
3.9.4 The specification of the demand pressure variable. 
The measurement of demand pressures is one of the weakest points in 
pricing literature. Since demand pressures are not observed in practice, 
a number of proxies have been tried, but even the choice of proxies in 
most cases is constrained by data unavailability. It is possible to 
-IL q- 
distinguish three broad categories of these proxies. 
The first contains measures that are based upon demand conditions 
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in the labour market. An example is W. S. Yordon's (1961) use of 
(AWH) 
t where AWHt is average weekly hours and 
(AWH)* AWH* is a 12 quarter average of average weekly hours. 
t 
Other examples are the unemployment rate, inversely related to price 
changes through the Phillips curve, or the J. C. R. Dow and L. A. Dicks - 
Mireaux (1958) index based upon the excess of unfilled vacancies over 
unemployment. The problem with such measures is that they are more 
closely related to wage rate changes rather than price changes. More- 
over demand pressures in the labour market lag behind pressures in the 
product market and the extent of this lag is clearly important. 
A second category is based on variables that represent economic 
behaviour in the product market. Analytic descriptions of such 
behaviour can be found in the work of 0. Eckstein (1964), 0. Eckstein 
and G. Fromm (1968), T. S. Courchene (1969) and V. Zarnovitz (1962) 
among others. The problem faced here is to provide an operational 
definition of the demand variable. Increases in demand during a period 
can be met in two ways; by increasing production or by drawing down 
inventories. If demand is not met during a period, it will result in 
an increase of unfilled orders or a withdrawal of orders. Excess 
demand is the difference between demand and production. 0. Eckstein 
and G. Fromm (1968) provide an operational definition of this 
difference as equal to the build up of unfilled orders plus the 
drawdown of inventories plus the withdrawal of orders, or formally as 
(3.103) d-x = (d: s) + (s-x) + (d-d') 
-Igo- 
where d= demand, x= production, d' = orders not withdrawn, and 
s= sales. Consequently the first term in the r. h. s. of (3.103) 
gives the orders in-force minus sales which is the backlog of 
unfilled orders. The second term gives sales minus production which 
is the drawdown of inventories and the third shows the orders that 
are not withdrawn. The relative importance between orders and invent- 
ories differs depending on whether the industry produces mainly to 
order or to stock. Since data on d' are usually not available equation 
(3.103) has not been employed in this study. 
The third measure of demand pressure and the most popular one is 
an index based upon the relationship between current output and some 
measure of capacity. Since information on the first two measures is 
absent for the Greek industry, a capacity utilization index will be 
used in this study to represent pressures of demand. 
Capacity utilization can be described by a number of measures and 
can be generated by a number of approaches that differ in accuracy 
48 
and in the complexity of data calculations. The capacity concept that 
will be used here relates to output and therefore is different from 
concepts refering to a single factor of production such as the rate 
of unemployment or the utilization of fixed capital. The distinction 
is important since sometimes capacity utilization is taken to mean 
capital utilization. Following L. R. Klein (1960) capacity output is 
defined as the production flow associated with the input of fully 
utilized manpower, capital and other relevant factors of production, 
and capacity index as an index combination of all fully utilized 
factors including others as well as the capital stock. Hence capacity 
utilization ratio is a measure of realized output relative to potential 
output, while capital utilization is a measure of utilized inputs of 
capital relative to available inputs of capital. Similarly a labour 
utilization ratio is a measure of utilized inputs of labour relative 
to available inputs of labour. 
"-i6 - 
Ready made data on capacity utilization rates are not existent for 
the two digit SIC sectors of Greek manufacturing. In the absence of 
available information two indices have been constructed and are used 
alternatively as proxies for demand pressures in the demand market. 
The first method is based on two assumptions; (1) the output supplied 
by the sector under consideration can be represented by the trend value 
of its real output and (2) given trend output, then actual output is 
determined by demand conditions. Actual output is measured by Gross 
Production Value at constant 1970 prices as this is given by equation 
(2.26). Having assumed that productive capacity grows smoothly over 
time, the question is how to approximate such a path. Since a linear 
time trend may be objectionable in a rapidly growing industrial sector, 
such as Greece's in the period under examination, a reasonable 
suggestion would be to calculate output as 
m 
(3.104) Qi =I ßi ti 
i=o 
Where i takes integer values and m is the degree of regression 
giving the best fit. In practice however, a quadratic time trend 
(m=2) was found to give the best fit in the majority of the two 
digit SIC sectors. For reasons of uniformity of results, the quadratic 
time trend is applied in all sectors. The results of the regression 
equation (3.105) are given in table (3.8) 
(3.105) Qn0t = ao+ alt + a2t2 +u 
' Capacity output (or trend output or normal output) is defined as 
(3.106) 9M0t = äo + 
ä1t 
+ 
ä2t2 
i 
where carrets denote estimates of equation (3.105) 
Table 3.8 Estimation of nornaal (cap acity) output 
sector ao a1 a2 j SE 
. 23.. 136 0.1028 -D. 00053 0.9885 D. 0445 (1.9.05) (2.. 550) 
20 21.624 0.0642 0.00099 0.. 9274 0.0097 
(5.466) (2.328) 
21 19.6 56 0.1521 -0.00283 0.9622 0.0947 
(13.25) (3.874) 
22 20.789 0.0379 . 0.00403 0.8010 0.2304 
(2.359) -(2.270) 
23 .. 21.410 0.0574 ' 0.00229 0.. 9799 0.0581 (7.159) (4.491) 
24 19.637 0.0872 0.00375 0.9907 0.0613 
(11.. 73) (7.944) 
25 18.876 0.. 1743 -0.00378 0.9742 0.0834 
'(17.24. ) ": (5. B81) 
26 18.731 0.0943 0.: 00098 0.9709 0.0599 
(12.99) (2_132) 
27 19.414 D.. 1624 D. DD542 00760 D. 0565 
(2302) (12.45) 
28 19.569 0.0881 D. DD225 0.9442 D. 0578 
(12.58) (5.058) 
29 19_210 D. 0653 D. DD268 0.. 9407 0.0532 
(2.012) (6.547) 
30 19.294 D. 1612 0.00177' 0.9857 D. 0705 
: (iB. $6) (3.260) 
31 20.131 0.1772 0. "00281 0.9942 00.0447 
(32.74) (8.170) 
32 19.467 0.2114 -0.00581 0.9014 0.1799 (9.670) (4.195) 
33 20.257 0.1102 -0.00020 0.9375 0.0527 (17.27) (0.496) 
34 19.17E 0.3593 0.01087 D. 97B3 0.1287 
(23.03) ' (10.97) 
35 20.581 0.1081 -D.. 00061 0.9646 0.0833 
(10.80) (0.957) 
36 19.727 0.0742 0.00099 0.9692 D. 0695 
(8. BD7) (1.839) 
37 19.9B6 0.2615 -0.00912 0.9532 0.1231 
(17.53) (MM) 
38 19.305 0.0774 0.00232 0.9054 ; 0.1567 (4.075) (1.926) 
39 117_4B1 0.140 5 0.00248 0.9763 0.0914 
(12.67) (0.353) 
-162- 
Capacity utilization CUt may now be defined as 
(3.107) CUt = kn at - Q, n aNt 
The second method is known as the Wharton capacity utilization index. 
49 
Its construction involves marking off cyclical peaks for output and 
then fitting linear segments between successive peaks. The Wharton 
capacity utilization index may be defined as 
(3.108) Wt = Qt 
c 
t 
C 
or equivalently CWt = of - 2. n of 
where at indicates full capacity output. The series for full capacity 
output is derived by a process of linear interpolation between 
succesive peaks for the series of actual output. The procedure by 
which capacity output is defined, together with the diagrams showing 
the relative movement of actual and capacity output are given in 
Appendix 3. Nonetheless a summary of the results is given in table 
3.9, where the peak quarters for each sector are given. 
It is obvious that the two methods are similar, but not identical. The 
difference lies in the treatment of supply fluctuations. The trend 
method assumes the same growth rates throughout the period and conseq- 
uently it may overestimate or underestimate the true growth rate of 
ON. Therefore since both possibilities may occur, the CU index may 
take values that exceed 1 which may be interpreted as demand exceeding 
supply if ON is the supply, or as demand exceeding capacity if ON is 
defined as capacity output. In the Wharton method, Wt can be 1 only 
at the maximum since Qt is be definition capacity output. A way of 
Table 3.9 Wharton Capacity Utilization index: Peak quarters, ý 
two digit SIC sectors, Greek manufacturing 
. Sector 
Peak quarters 
63 64_iii 6511 701 741 76iv 77iv 
20 651 7011 71 ii 73111 74 111 761ii 
21 631 70iii 7311 771v 
22 65iji 66j_i 711 771v 
23 5j_ii 66 li 7311 76ji 771v 
24 651 65ii 68iv 74iv 761 76111 76iv 
25 . 671 73iv 76 jv 771 
26 63 i 70 731v 76ii 
27 70iv 731 73111 77iv 
28 67 j 691 699i 77iv 
29 65j_ii 711 76ii 7711 
30 63. ii Bj_U 77_i 77 j11 
31 651 65jv 73iii 771 
32 701 741 74jii 
33 65iv 70. iii 74 j 771 
34 671 701 70 731 77111 
35 01 ' 66 j 69 731 jj 
77 iv 
36 69-iii 691v 75iv 76iv 
37 C4iu -67iv 711. 73111 761v 
38 Tai 751ii 76 jv 
39 6311 68 j 73 jj -773. v 
-iG3- 
comparison between the two measures is given by the correlation 
coefficient presented in table (3.10), together with the means and 
standard deviations of the two indices. The correlation coefficient 
exceeds in all cases 0.6 and in every case is significant at the 1% 
level of significance. 
The discussion on demand pressure variables concludes the section of 
variable specification. In the next section we examine the empirical 
performance of the average cost model. 
3.10 Average cost model: a testable form. 
This section consists of two parts; the first derives the econometric 
specification and discusses the methodology of the average cost model. 
The second part deals with the presentation and discussion of the results. 
3.10.1. Econometric specification and methodology. 
Based on the discussion of the previous sections the average cost 
model has been derived in equation (3.97) where unit capital cost was 
not included as an argument and equation (3.98) which is inclusive of 
capital costs. Both equations were further amended depending on whether 
wages and labour productivity are assumed to have equal and opposite 
effects on prices or not (equations (3.97)' and (3.98)' respectively). 
All equations however are not expressed in a testable form since it is 
implicitly assumed that the adjustment of prices to changes in unit 
costs and the demand pressures is instantaneous. In section 3.6.2. 
we presented the arguments concerning the dynamic specification of the 
neoclassical equation. It was then suggested that a maximum lag of 
four quarters is sufficient to capture the effects of cost and demand 
on prices. The same number of lags is applied on the variables of the 
average cost model as well. 
Table 3.10 Mean and standard deviation 'of CUt'and cwt 
Correlation coefficient between CUt aril CWt 
Two digit SIC sectors, Greek manufacturing 
Sector 
'l or 
20 
-21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
cut 
mean st. eviction 
100.276 7.425 
100.371 8.. 617 
100.914 13.393 
101.230 15.393 
100.217 7.069 
100.458 9.810 
101.015 14.038 
100.301 7.920 
100.903 13.475 
100.562 10.539 
100.995 8.740 
100.995 14.121 
100.642 10.939 
108.743 19.822 
100.281 7.631 
106.828 18.236 
100.511 10.341 
100.201 
. 
5.302 
101.561 17.036 
101.033 13.915 
100.506 10.228 
cw t 
mean st. deviation 
92.283 4.656 
91.399 5.607 
83.526 9.472 
81.319 10.566 
87.702 7.216 
86.420 9.278 
87.013 7.807 
90.144. 7.442 
87.086 9.008 
88.373 9.072 
87.718 8.122 
. 83.410 10.752 
86.303 7.394 
57.014 20.747 
86.581 6.737 
76.556 16.310 
85.484 8.127 
87.256 5.157 
85.293 8.497 
80.891 13.384 
79.610 11.476 
r 
0.627 
0.754 
. 
0.853 
0.973 
0.621 
0.628 
0.663 
0.613 
0.780 
0.796 
O. ß64 
0.727 
0.706 
0.834 
0.846 
0.621 
0.690 
0.886 
0.738 
0.849 
0.771 
. ý- 
-'i 6 14 - 
No exception is made for the demand pressure variable despite some 
evidence provided by R. J. Gordon (1975) to the effect that excess 
So 
demand affects prices with lags up to S yca. rs. By introducing 
lags and an error term, the average cost model equation becomes: 
(A) Capital costs excluded. 
0 
(Al) Wages and labour productivity have equal effect on prices. 
4 
(3.109) dln Pt = Tr +I IT 
4 
din ULCt-i +Jr din 
4 
UMCt-i + Jir in(Q )t-i ZN o i=o ii i=o 21 1=0 41 
+ Trsdln(&)t +Ut üt-NID(0,62u) 
(A2) Wages and labour productivity have unequal effect on prices. 
444 
(3.110) dln Pt = To +i iT11dln Pwt-i -, it dln(Q)t-i +1 itZidin UMCt-i 
i-o i=o i=o 
4 
+I l41 In (p ) 
i=o ON 
t_i 
+ ns dln 0+ ut ut NID(0,62u) ( 
ON 
)t 
(B) Capital costs included 
(B1) Wages and labour productivity have equal effect on prices. 
44 
(3.111) dlnPt= Tfo +I Trli dlnULCt_i +I n21 dlnUMCt_i + 
1=o 1=0 
44 
+ .1 IT 1 d1nUCCt-i +1 X41 1n + Tr. dln (0+u sýt i=o i_o ON ON t-i. t 
(B2) Wages and labour productivity have unequal effect on prices. 
444 
(3.112) dlnPt= ¶ra +I Tr1idlnPwt-i -n l1dln (0) + Tr 21d]n 
UMCt-j 
i=o i=o L t-i i=o 
44 
+I 1131 dlnUCCt-i + 7T 41 
1n (Q)+ ndln ( a) + ut 
J=O s i=o ON t-i ON t 
_ii65 
where the term 
4 
1n 
4iln (Q ioN t-i 
+n din 0 can be either S (aN t 
4 
1 7T 4iiCUt-i + 
ii ECUt if the trend method is used, (See, equation (3.107: 51 
i=o 
4 
or 7T 421CWt-i 
+ IT 52ECWt 
if the Wharton method is used, equation (3.10E 
1=0 
and where, ECUt = dCUt, ECWt = dCWt 
0 Expectations about the signs of the coefficients in the long-run are as: 
ad1= ad1nPt ad1nPt adlnPt adlnPt 
<o -999 adln(Q) ' 3d1nULCt ad1nUMCt ad1n000t adlnPwtýý 
(3.113) Lt 
adlnPt adlnPt 
I 
acut acwt 
ad1nPt adlnPt 
>0 
aECUt aECWt 
As far as, the coefficient on the demand pressure variable is 
concerned, the previous discussion, particularly in section 3.8.6 
has shown that in principle such a coefficient may be positive, 
negative or zero depending on how demand shifts. Nonetheless as 
an intuitively plausible assumption we can consider that put 
forward by R. F. Harrod (1936) providing for a negative relationship 
between price elasticity of demand and the phases of the business 
cycle and consequently a positive relationship between the rate 
of change of prices and demand pressures. 
The prodedure adopted for testing the average model is based on 
the following steps 
(1) Two sets of results are presented based on whether capital 
costs are included or not. 
(2) On each set of results a test of the hypothesis of equal 
coefficients between wages and productivity is carried out 
si 
by means of a likelihood ratio test, Z 2(5). 
- LGG - 
(3) On each general model (3.109) - (3.112) a choice is made on 
empirical grounds between the two specifications of the demand 
52 
pressure variables. 
(4) Following the first three steps, the model selection procedure 
from general to specific is applied as discussed in section 2.6. 
Consequently since we have two sets of results it is possible 
that the average cost model may be represented in each sector by 
two specifications in the case where both models (3.109 or 3.110) 
and (3.111 or 3.112) pass the criteria set in section 2.6. 
(5) Application of step (4) can be regarded as final if one would be 
interested only in the estimation of the average model. However 
the aim of this study is to evaluate the various pricing models 
estimated by testing between them (see section 2.6.6 in particular). 
To cover this a further step is required. This step involves the 
selection of one model out of the possible four (equations (3.109) 
to (3.112)) by means of a likelihood ratio test, whenever this 
is possible. 
This procedure is applied after step (4) but on the general form 
of all four models since specific forms are likely to be non- 
. nested. 
Even in the general form though, there is a possibility 
of arriving at a non-nested solution. The various combinations 
are as follows: 
Case 1: Equation (3.109) nested in (3.111) 
Case 2: Equation (3.109) nested in (3.112) 
Case 3: Equation (3.110) n. on-nested in (3.111) 
Case 4: Equation (3.110) nested in (3.112) 
Therefore apart from the case where we have to compare equation (3.110) 
to (3.111) all other combinations can be tested by likelihood ratio 
tests with 5 or 10 degrees of freedom depending on the particular test; 
Case (1) involves 5 d. f. since we are testing for the significance of 
-, 161- 
UCC"(Z6(5)). Case (2) involves 10 d. f. since we are testing jointly 
for the differnetial effect of wages and productivity (5. d. f. ) and UCC 
(5. d. f. ), (Z7(10)), and finally case (4) involves 5. d. f.. Values 
of the statistics Z6(5) and Z7(10) are given in table 3.17. 
The procedure will result in one equation being chosen (except for case 
(3)). This equation however may or may not (depending on step (4)) 
pass the econometric and other criteria discussed in section 2.6. In 
other words, this procedure may result in cases where a model that is 
rejected on econometric grounds be prefered to a model that is not 
rejected. 
2.10.2. IZ¢. S2Uk0. tiON aAAa 
JI'IWSSIOU 
o i4 e. 22iuQh 
The results on equations (3.109) and (3.110) are given in table (3.11) 
which consists of 8 parts. Parts (1) and (2) provide the sums of 
coefficients and summary statistics respectively while parts (3)-(8) 
give the individual coefficients on the respective variables. 
The assumption of equal ,t QGrs 4. wages and labour productivity 
on prices is rejected at the 5% significance level in 13 out of 21 
sectors (see Z2(5) in part 2 of table (3.11)). Consequently part (1) 
provides sums of coefficients of din ULC for 8 sectors and sums of 
dlnPw and din (Q/L) for 13 sectors. The sums of coefficients on ULC 
and Pw are always positive and significant at the 5% level, while the 
sums of coefficients of labour productivity are always negative and 
significant. The unit material cost coefficients are positive and 
significant in every sector and therefore as far as the cost elements 
are concerned the average cost model is 100% accurate in predicting the 
signs of the parameters since all are correctly signed and significant 
at the 5% significance level. Turning to the demand variables, the 
Wharton generated series enters in 6 sectors and the time-trend 
generated variable enters in 15. Positive and significant coefficents 
for the level of demand can be found in sectors 22,24 (at the 10% 
significance level), 25,30,34,35 (at the 10% level) and 39. The rate of 
TEXT BOUND INTO 
THE SPINE 
L1 
3 11 l e . Resu ts on ave_aye cost equation (3.109) and (3.110) 
tI Long-run coefficients 
4 
rtor I 1iß t-i 
4 
E 1711 t-i 
44 
E n1i (L)t-i 1121 t-i 
4 
11141ißt-i 
1=o i=o i=o i=o iro 
0.267603 -0.098711 0.494371 
(2.033) (1.972) (5.721) 
0.20367 0.66967 
(10.817) (16.222) 
0.190255 -0.12595 0.818996 -0.00023 (3.277) (4.375) (10.474) (1.528) 
0.190606 0.53466 
(9.326) (9.374) 
0.40163 -0.24779 0.46449 0.000121 
(6.173) (3.548) (8.368) (0.357) 
0.29767 -0.10273 0.39495 0.000204 
(10.165) (5.787) (9.441) (1.774) 
0.125603 0.52041 
(1.985) (3.960) 
0.36386 0.54821 -0.000199 (11.32) (14.05) (0.923) 
0.28115 -0.131611 0.60884 
(2.388) (2.876) (7.082) 
0.972961 -0.21727 0.23804 
(5.268) (2.862) (2.599) 
0.290042 -0.085514 0.535785 -0.000468 
(8.307) (4.569) (8.065) (2.366) 
0.697627 -0.259636 0.325990 0.000522 
(4.429) (8.381) (5.659) (2.512) 
0.203914 0.589156 0.00074 
(4.146) (11.958) (0.344) 
0.114507 0.773395 0.000109 
(5.573) (18.00) (1.474) 
0.484072 -0.122600 0.204390 (7.764) (2.526) (2.767) 
0.383842 -0.051895 0.179932 
(5.513) (2.033) (4.964) 
0.16157 0.613833 0.000416 
(5.898) (10.617) (1.779) 
0.288557 -0.095977 0.623345 -0.000123 
(6.715) (4.561) (13.188) (0.396) 
0.0873103 -0.074979 0.618959 0.000109 
(2.328) (4.070) (10.473) (0.963) 
0.494696 0.789604 -0.000264 
(4.089) (5.033) (0.542) 
0.395519 -0.102478 0.327325 0.001679 
(7.520) (1.956) (4.867) (3.478) 
4 
1751 EUt i 11421alt-i IT 52ED 
i 
-0.000961 
'L (1.392) 
-0.000691 
(1.649) 
0.000526 
(3.291) 
0.001293 
(1.814) 
0.000281 
(3.992) 
0.00111 
(1.971) 
0.000321 
11.309) 
0.00161 
(5.139) 
-0.001819 
(2.428) 
0.0000154 
(2.559) 
Table 3.11 Pesvlts on averayc cost uc aLicxis (3; 109) and (3.11: 0) 
Part 2 Test statistics 
Sector SSR SE R2 Cw Z1(4) Z2(5) Z3(i) 24(41) ZS(ij) 
: DT 0.019224 , 
0.020443 0.6750 1.681 6.112 12.038 (13) 14.742 0.395 (2.57) 1.170 (2.12) 
" (4.51) (9.39) 
20 0.004242 0.009709 0.9175 1.6856 1.688 1.269 (7) 2.566 1.207 (2.57) 0.845 (2.12) 
(4.49) (10.35) 
21 0.005122 0.010914 0.8296 2.1815 9.541 38.094 (10) 10.872 0.916 (2.56) 1.712 (2.09) 
(4.47) (12.31) 
22 0.019850 0.019925 0.7384 2.6825 12.151 5.880 (17) 14.712 3.73 (2.53) 2.96 (2.45) 
(4.54) (5.45) 
23 0.006475 0.011864 0.7920 2.319 5.246 25.420 (13) 14.440 1.811 (2.57) 2.413 (2.18) 
(4.50) (9.37) 
24 0.003193 0.008143 0.9124 1.604 4.231 16.082 (15) 14.210 0.313 (2.57) 0.073 (2.25) 
(4.52). (7.41) 
25 0.061042 0.034940 0.3144 1.575 1.469 3.482 (12) 10.83 1.61 (2.58) 1.39 (2.40) 
" 
(4.54) (5.45) 
26 0.003986 0.009209 0.9158 2.113 0.819 1.000 (9) 3.516 1.11 (2.57) 0.731 (2.18) 
(4.51) (8.39) 
27 0.014547 0.018183 0.8104 1.816 2.412 16.911 (11) 10.49 0.836 (2.57) 1.815 (2.13) 
(4.48) (11.33) 
28 0.023029 0.02288 0.8060 2.270 16.48 42.04 (11) 14.06 3.11 (2.57) 4.09 (2.13) 
(4.48) (11.33) 
29 0.030294 0.008476 0.9381 '2.207 5.745 125.82 (10) 3.310 1.426 (2.61) 0.329 (2.16) 
(4.41) (12.25) 
30 0.012216 0.016662 0.7642 1.905 8.351 40.766 (11) 10.31 1.09 (2.57) 0.888 (2.13) 
(4.48) (11.33) 
31 0.008164 0.013322 0.7998 2.134 8.770 1.412 (8) 10.32 1.371 (2.57) 1.952 (2.18) 
(4.50) (9.37) 
32 0.0172935 0.018981. 0.927.8 2.415 7.757 6.178 (10) 6.412 0.913 (2.57) 1.281 (2.18) 
(4.52) (7.41) 
33 0.010691 0.014771 0.7934 1.8433 1.874 19.926 (16) 15.69 1.612 (2.57) 0.793 (2.34) 
" (4.53) (6.43)' 
34 0.014058 0.016938 0.7103 0.9545 16.527 36.708 (16) 22.60 4.11 (2.57) . 
3.714 (2.24) 
(4.53) (6.43) 
35 0.007028 0.012100 0.8532 2.118 2.019 8.712 (10) 6.312 1.012 (2.57) 2.013 (2.25) 
(4.52) (7.41) 
36 0.002550 0.007701 0.9266 1.994 6.755 36.162 (10) 8.466 3.001 (2.57) 4.512 (2.09) 
(4.47) (12.31) 
37 0.005829 0.01126 0.8348 2.615 7.999 15.150 (13) 13.920 2.419 (2.57) 2.118 (2.18) 
(4.50) (9.37) 
38 0.079398- 0.040671 0.4004 2.737 9.767 4.584 (10) 5.018 4.132 (2.57)" 3.093 (2.25) 
(4.59) (7.41) " Y= 
39 0.015665 0.018257 0.7306 2.037 5.143 15.760 (14) 7.02 0.919 (2.57) 0.976 (2.18) 
(4.51) (8.39) 
Table 3.11 Results on average cost cauation (3.109) and (3.110) 
part 3 Individual coefficients on dln ULCt-i 
Sector 11o 1710 11 11 17 12 1713 
Tar' -0.00651 
(0.868) 
20 -0.00562 0.24265 
(1.542) (15.954) 
21 -0.00311 
(1.390) 
22 0.0313 0.190606 
(3.621) (9.325) 
23 0.00106 
(0.316) 
24 0.00104 
(0.677) 
25 0.0270 '0.1256 
(1.728) (1.985) 
26 0.0002 0.424639 -0.060784 
(0.578) (16.195) (2.667) 
27 0.00439 
(0.858) 
28 -0.00897 
(1.510) 
29 0.00029 
(0.172) 
30 -0.01804 
(2.247) 
31 0.00313 0.298043 -0.09413 
(1.556) (8.179) (2.772) 
32 0.00316 0.114507 
(1.046) (5.073) 
33 -0.00309 
(1.108) 
34 0.00636 
(1.547) 
35 0.00349 0.196134 
(1.163) (7.533) 
36 -0.00176 
(0.974) 
37 0.00268 
(1.234) 
33 -0.00633 0.378366 0.11633 
(0.851) (4.106) (1.554) 
39 -0.0023 
(0.746) 
1114 
-0.038984 
(2.187) 
-0.034477 
(1.488) 
Table 3.11 'Results on average cost equation (3.1o9) and (3.110) 
Part 4 'Individual coefficients on dinPýat-i 
Sector 
11 10 
n11 1112 li 
13 1,14 
TOT 0.267603 
(2.033) 
20 
71 (1 . 259603 Ö. a6ý34 
(7.112) (1.891) 
22 
23 0.314423 0.087209 
(5.386) (1.657) 
24 '0.297674 
(10.165) 
25 
26 
27 0.327444 0.094486 -0.145777 
(4.752) (1.619) (2.559) 
28 0.419302 0.255873 0.181614 0.116172 
'(4.563) (2.857) (1.955) (1.758) 
29 0.166017 0.124025 
(6.179) (4.577) 
30 0.53523 0.179710 0.083064 -0.100379' 
(9.153) (2.900) (1.876) (1.843) 
31 
32 
33 0.484072 
(7.764) 
34 0.309322 0.0745198 
(7.691) (1.991) ' 
35 
" 
36 0.281806 -0.060900 0.0676511 
(11.792) (2.406) (2.965) 
37 0.0373103 
(2.329) 
38 
39 0.395519 
(7.520) 
Table 3.11 Results on average costýation (3.109) and (3.110) 
Part 5 Individual coefficients on. On (L) t-i 
Sector 10 
X11.12 n13 1114 
TOT -0.098711 
-(1.972) 
20 
21 -0.064452 -0.061495 
(4.3964) (4.311) 
22 
23 -0.161300 -0.0864922 
(3.370) (2.168) 
24 -0.102725 
(5.787) 
25 
26 
27 -0.131611 
(2.875) 
28 -0.433368 0.216099 
(4.985) (2.399) 
29 -0.163897 0.078383 
(11.372) / (5.541) 
30 -0.125897 -0.13374 
(3.643) (4.223) 
31 
32 
33 -0.1226 
(2.526) 
34 -0.0518945 
(2.033) 
35 
36 -0.159135 0.063158 
(9.619) (3.677) 
37 -0.16092 0.086123 
(6.058) (3.168) 
38 
39 -0.156710 0.054232 
(3.464) (1.590) 
Table 3.11 Results on average cost equation (3.109) and (3.110) 
Part 6 'Individual 'coefficients on dQni 
Sector: 1120 1121 - 
1122 1123 1124 
Tw 0.28856 ' 0.22421 '0.096171 -0.11457 (6.417) (5.047) (2.094) (2.515) 
20 0.68968 0.046338 -0.066351 (21.261) (1.904) (1.988) 
21 0.303645 0.163628 0.199158 0.089634 0.0629311 
(9.255) (5.238) (5.973) (2.983) (2.060) 
22 0.455743 0.078922 
(10.674) (2.242) 
23 0.464487 
(8.638) 
24 0.467535 -0.0725845 
(13.618) (2.297) 
25 0.270263 0.250142 
(2.921) (2.711) 
26 0.466295 0.0819174 
(13.670) (2.385) 
27 0.401305 0.167884 0.222493 -0.182844 
(8.577) (3.276) (4.795) (3.708) 
28 0.55378 -0.163898 -0.151848 
(10.570) (3.131) (2.627) 
29 0.58615 0.06076 0.047147 -0.161283 
(20.690) (2.591) (2.0516) (5.250) 
30 0.187596 0.041995 0.0963941 
(5.025) (1.827) (2.558) 
31 0.458305 0.130851 
(11.594) (3.239) 
32 
. 
0.670654 0.0544599 0.0482307 
(21.524) (2.102) (1.967) 
33 0.267595 -0.063205 
(6.560) (2.018) 
34 0.170032 
(4.966) 
35 0.602309 0.068039 -0.056515 
(14.796) (1.595) (1.474) 
36 0.60896 0.073332 0.068059 -0.127007 
(18.505) (2.505) (1.940) (3.729) 
37 0.650547 0.055059 -0.086646 
(14.391) (1.423) (2.022) 
38 0.59054 0.199066 
(5.689) (2.171) 
39 0.185862 0.141463 
(4.009) (3.195) 
Table 3.11 Results on average cost equation (3.109) and (3.10) 
Part 7 'Individual coefficients on, CUt-i 
. Sector. . 
11 410 8411 8412 '11 413 17 414 
Tar 
20 
21 0.000503 -0.000730 
(3.677) (5.005) 
22 
23 0.000716 -0.000545 
(2.659) (2.066) 
24 ", 0.000205' 
(1.774) 
25 
26 0.000944 -0.000817 -0.000327 
(2.954) (2.570) (1.691) 
27 
28 
29 -0.000687 0.000612 -0.000394 
(3.824). (3.243) (2.807) 
30 0.000522 
(2.512) 
31 0.000990 -0.000944 0.00115 -0.00112 
(2.683) (1.908) (2.51.6) (3.369) 
32 0.001559 -0.001451 
(12.204) (9.822) 
33 
34 
35 0.000416 
(1.779) 
36 -0.000585 0.000462 
(2.083) (1.671) 
37 -0.000633 0.000743 
(2.630) (3.172) 
38 0.0014066 -0.0016707 
(1.434) (1.623) 
39 0.001045 0.000634 
(3.314) (2.029) 
Table 3.11 Results on average cost equation (3.109) and (3.11.0) 
Part 8 -Individual coeff icients - on C[at-i 
Sectors '11420 11421 422 11423 11424 
TOT 0.00104 -0.001997 
(1.633) (2.953) 
20 -0.000986 0.001370 -0.001074 
(2.423) (4.798) (4.047) 
21 
22 0.000526 
(3.291) 
23 
24 
25 0.00111 
(1.971) 
26 - 
27 0.00200 -0.00168 
(4.735) (3.641) 
28 
29 
30 
31 
32 
33 
34 0.0001542 
(2.559) 
35 
36 
37 
38 
39 
-168- 
change of demand is found to play a role in 4 sectors of which in 
3 has a positive coefficient. 
Table 3.12 Summary of sectoral results: Average cost equation 
(3.109) and (3.110). 
Two digit SIC sectors Greek manufacturing. 
SECTOR RESULTS SECTOR RESULTS SECTOR RESULTS 
TOT ACCEPTED 26 ACCEPTED 33 ACCEPTED 
20 ACCEPTED 27 ACCEPTED 34 AUTO, Z4 
21 ACCEPTED 28 AUTO, Z4 35 ACCEPTED 
22 AUTO, Z4 29 ACCEPTED 36 AUTO, Z4 
23 ACCEPTED 30 ACCEPTED 37 ACCEPTED 
24 ACCEPTED 31 ACCEPTED 38 AUTO 
25 ACCEPTED 32 ACCEPTED 39 ACCEPTED 
The multiple correlation coefficient takes high scores (80% or more 
in 15 sectors) with the exception of sectors 25 and 38 where it is 
significantly low. Note that both these sectors scored a value less 
than 40% in the neoclassical model as well. The Z1(4) statistic 
indicates autocorrelation of up to 4th order in sectors 22,28,34 and 38. . 
Moreover a test of 4th order autocorrelation indicates significant 
value only in sector 36 (Z1(1) = 5.918). A further mispecification 
test is given by Z4(4, i) on the grounds of which sectors 22,28,34 and 36 
are found to be mispecified. Finally the Chow Z5 statistic indicates 
a different pricing pattern in the two subsamples (see before) in sectors 
Table 3.13 Sums of coefficients of cost variables Cc anparison 
with theoretical values. Average Cost ation 
" (3.109) and 3. git SIC sectors-, 7 G-r-6-@F 
manufacturing 
4 4 
Sector E IIIi LSH (t) E II2i MSH (t) 
i=o i=o 
TOT -0.0195 (0.1617) -0.2533 (2.931) 
20 0.0839 (4.458) -0.1695 (4.106) 
21 -0.0902 (2.105) 0.0272 (0.354) 
22 0.0571 (2.795) -0.2691 (4.718) 
23 -0.0454 (0.738) -0.2599 (4.682) 
24 -0.0568 (1.282) -0.2918 (6.975) 
25 -0.0918 (1.451) -0.1954 (1.487) 
26 0.0762 (2.371) -0.0599 (1.537) 
27 0.0185 (0.179) -0.1452 (1.689) 
28 0.3740 (1.188) -0.3242 (3.540) 
29 -0.0002 (0.003) -0.0265 (0.399) 
30 0.1984 (1.857) -0.3585 (6.223) 
31 -0.0044 (0.090) -0.0947 (1.923) 
32 0.0632 (3.019) -0.1489 (3.465) 
33 0.0718 (1.033) -0.4218 (7.774) 
34 0.2064 (2.176) -0.5947 (17.36). 
35 0.0134 (0.489) -0.1978 (3.421) 
36 -0.0100 (0.114) -0.1284 (2.716) 
37 -0.1237 (16.80) -0.1970 (3.333) 
38 0.0744 (0.615) 0.2988 (1.905) 
39 -0.0608 -- (1.146) -0.2522 (3.745) 
-i6q- 
SIC: 22,23,28,34,36 and 38. 
Turning to the individual coefficients, the unit labour cost (part 3) 
shows a strong effect only on the current quarter. Wages and productivity 
also show the same pattern but the effect of the 4th lag seems to be 
important particularly with regard to productivity. The unit materials 
cost presents a pattern of lags that is more spread out in all quarters 
than that of labour variables. On the current quarter we have 21 
sectors with significant coefficients, on the first quarter .8 sectors, 
8 on the second, 6 on the third and 14 sectors on the fourth quarter. 
Finally the demand variables, particularly the trend generated ones, 
seem to be concentrated un the first and fourth lags. 
In summary the average cost model as given by equations (3.109) and 
(3.110) is accepted as a satisfactory representation of the data generation 
process in 16 sectors. Table (3.12) provides a summary evidence of 
these results and also gives an account of the statistics on which the 
rejection is based in the sectors where the model is rejected. Finally 
as a means of testing the size of the cost coefficents, a comparison 
of the long-run values with the shares of labour and materials as given 
in table (3.4) is carried out. The results are given in tabie (3.13). 
Inspection of the table indicates that as far as the long-run values 
of the variablesare concerned, in 14 out of 21 sectors the difference 
between the long-run values and the share of labour bill in Gross 
Production Value is not statistically significant. As far as the 
materials cost is concerned the long-run values of UMC almost always , 
underestimate the share of materials in Gross Production Value and in I 
only 7 sectors the difference is not statistically significant. 
The results on equations (3.111) and (3.112) are given in table (3.14), 
parts (1) to (9). The test of equal effects of wages and labour 
productivity on prices is rejected at the 5% significance level in 14 
Table 3.14 Felts on average Dost e iatiai (3.110 ani (3.111) 
Part I 14a-r= coefficients 
4 4 4 4 4 4 4 
sector Z ror1 i ßt-i ro 1 is )t-i ron(dln 00) t-i ron2i` lCt_i ; 31ý' t-i 411ýt-i n51wjt 1 421 t-i U52ý)t i i i i i ö i go 
- 
Tor 0.371185 0.35688 0.19754 0.00025 
(4.128) (3.990) (2.410) (0.710) 
20 0.16966 0.68311 0.06885 -0.00053 -0.00011 
(5.857) (21.807) (2.431) (1.407) (2.343) 
21 0.28399 -0.16473 0.59125 0.09241 0.000193 
(8.915) (3.817) (9.580) (3.585) (1.442) 
22 0.19707 -0.02012 0.38132 0.050084 -0.000467 
(4.082) (2.466) (5.857) (2.610) (1.483) 
23 0.41848 -0.06582 0.40350 0.063241 -0.000253 -0.000117 
(7.734) (1.754) (8.864) (1.474) (1.034) (1.789) 
24 0.49368 -0.05948 0.44515 -0.057051 -0.000251 
(8.469) (3.227) (8.705) (2.113) (2.455) 
25 0.081987 0.423512 0.11075 0.002125 
(2.2245) (3.003) (2.493) (2.911) 
26 0.204596 -0.150650 0.55296 0.149257 -0.000184 
(2.436) (2.210) (10.408) (2.145) (0.925) 
27 0.384292 -0.032781 0.74897 0.117183 0.00032 0.00560 
(11.141) (1.338) (15.430) (4.166) (2.624) (4.110) 
28 0.645155 -0.099155 0.367274 0.18872 0.00137 
(3.985) (1.173) (3.740) (3.216) (4.407) 
29 0.275038 -0.10309 0.49629 0.067375 -0.00030 
(6.441) (4.765) (7.160) (2.637) (1.328) 
30 0.620216 -0.131374 0.372164 0.206109 -0.000036 0.000657 
(8.432) (5.595) (6.179) (4.392) (0.189) (1.986) 
31 0.18882 0.57763 0.069188 0.00020 
(4.009) (12.29) (2.455) (0.920) 
32 0.140603 0.706503 0.0371916 0.000054 
(6.663) (24.52) (3.477) (0.766) 
33 0.641567 -0.193826 0.280691 0.098731 0.000439 
(7.613) (2.940) (7.146) (2.912) (1.246) 
34 0.244512 -0.151396 0.438581 -0.038525 0.000009 
(8.231) (2.955) (6.011) (2.213) (0.145) 
35 C. 082717 0.68756 0.144542 0.000246 
(1.956) (16.792) (3.226) (1.050) 
36 0.322104 -0.104871 0.627721 -0.052992, -0.000319 
(7.617) (5.035) (14.19) (2.189) (1.400) 
37 0.102483 -9.0752763 0.648943 0.0579644 -0.000075 
(2.482) (3.658) (9.444) (2.649) -(0.098) 
38" 0.27480 0.79686 0.22862 -0.000360 
(2.617) (5.131) (1.874) (0.9006) 
39 0.304462 0,069444 0.33147 0.090584 0.002028 
(5.926) (1.685) (4.488) (2.679) (4.210) 
Tav1o 3.14 FZesults on average cost oquation (3.111. ) aril (3.112) 
Faut 2 Test statistics 
SSR SE ßt2 Dw Z1(4) 2(5) 3(i) 4(41) 5(i ) 
0.011856 0.016801 0.7804 1.947 4.110 4.14 (9) 8.188 1.08 (2.43) 0.812 (2.09) 
" (4.46) (13.29) 
0.004217 0.009621 0.9179 1.718 1.819 5.35 (12) 7.944 1.301 (2.57) 1.010 (2.12) 
(4.49) (10.35) 
0.003583 0.009349 0.8750 2.054 9.115' 42.28 (13) 12.58 0.573 (2.59) 1.389 (2.01) 
(4.45) (14.27) 
0.018405 0.020003 0.7364 2.044 3.916 17.43 (18) 28.75 2.01 (2.57) 3.096 (2.08) 
(4.50) (9.37) 
0.006436 0.011829 0.7933 1.982 3.465 34.06 (18) 23.99 1.013 (2.51) 2.110 (2.03) 
(4.50) (9.37) 
0.002446 0.074555 0.9268 2.157 4.505 11.36 (16) 17.504 1.211 (2: 57) 1.074 (2.09) 
(4.48) (11.33) 
0.052619 0.033110 0.3844 2.015 2.898 8.706 (15) 10.728 0.903 (2.57) 2.96 (2.25) 
(4.52) (7.41) 
0.002785 0.008561 0.9272 2.216 7.475 14.894 (10) 8.768 0.171 (2.61) 0.234 (2.05) 
(4.42) (17.21) 
0.005536 0.010970 ' 0.9310 2.039 3.656 42.836 (18) 23.692 1.73 (2.61) 0.184 (2.08) 
(4.50) (9.37) 
0.021965 0.022001 0.8107 2.369 5.619 38.646 (15) 15.43A 1.193 (2.57) 1.97 (2.09) 
(4.47) (12.31) 
0.004628 0.010140 0.9114 2.147 5.485 110.442 (17) 14.144 0.608 (2.57) 1.444 (2.12) 
(4.47) (9.37) 
0.007825 0.013815 0.6379 1.901 4.209 42.006 (13) 8.839 1.612 (2.59) 1.054 (2.01) 
" (4.45) (14.27) 
0.007199 0.012649 0.8196 2.148 7.597 4.494 (4) 7.597 1.07 (2.57) 2.03 (2.12) 
" (4.49) (10.35) 
0.015893 0.018009 0.9350 2.233 6.577 3.952 (16) 12.268 2.61 (2.57) 2.071 (2.34) 
(4.53) (6.43) 
0.008393 0.013503 0.8277 1.6195 7.652 12.412 (18) 19.184 1.112 (2.57) 0.693 (2.16) 
(4.50) (9.35) 
'0.010077 0.015133 0.7687 1.5216 6.986 36.270 (16) 24.85 3.61 (2.57) 4.092 (2.16) 
(4.48) (11.33) 
0.006091 0.011384 0.8700 2.344 4.975 9.122 (14) 13.684 1.851 (2.57) 0.919 (2.18) 
(4.51) ' ,. (8.39) 
0.002529 0.007669 0.9272 2.125 6.237 17.661 (15) 17.090 3.121 (2.57) 4.007 (2.09) 
(4.47) (12.31) 
0.005395 0.011334 0.8325 2.5203 8.127 17.664 (14) 18.304 0.129 (2.59) 0.961 (2.09) 
(4.45) " (12.89) 
0.077704 0.040235 0.4137 2.758 10.110 3.852 (15) 11.290 3.951 (2.57) "2.779 (2.25) (4.52) (7.41) '. 
0.016921 0.019179 0.7027 2.024 6.475 18.574 (18) 27.232 1.951 (2.57) 2.009 (2.08) 
(4.50) "(9.37) 
Table 3.14 Results on average cost ca tion (3.111) and (3.112) 
Part 3 Individual coefficients on dlnULC . 
sector rio 10 17 11 11 12 1113 1114 
TUT 0.00138 0.16038 0.14067 0.07396 
(0.462) (3.644) (2.292) (1.766) 
20 -0.0044 0.21604 -0.04638 
(1.190) (9.670) (2.067) 
21 -0.00070 
(0.253) 
22 0.00400 
(1.219) 
23 -0.00812 
(1.166) 
24 -0.00967 
(3.355) 
25 0.0413 0.08199 
(1.364) (2.224) 
26 0.00107 
(0.389) 
27 -0.00944 
(4.639) 
28. -0.00736 
(1.363) 
29 -0.00056 
(0.258) 
30 -0.0141 
(0.410) 
31 0.00224 0.28129 -0.092476 
(1.154) (7.976) (2.868) 
32 0.00299 0.140603 -0.057985 (1.061) (6.663) (2.113) 
33 -0.00827 
(0.411) 
34 0.00204 
(0.517) 
35 0.00477 0.140702 
(1.455) (4.519) 
36 
. -0.00184 (1.019) 
37 0.00097 
(0.408) 
38 -0.00466 0.274803 
(0.657) (2.617) . 
39 -0.00283 (0.868) 
Table 3.14 Results on average cost equation (3.111) and (3.112) 
Part 4 Individual coefficients on dlnPat_i 
Sector 11 10 nil 1112 1113 1114 
Tr 
20 
21 0.28399 
(8.915) 
22 0.19707 
(4.082) 
23 0.418480 
(7.734) 
24 0.36662 0.064364 0.062703 
(12.368) (2.204) (2.0105) 
25 
26 0.400925 -0.066665 -0.073502 -0.056162 
(12.493) (2.284) (2.080) (1.625) 
27 0.384292 
(11.141) 
28 0.25992 0.20947 0.17577 
(2.988) (2.307) (1.920) 
29 0.17253 0.102508 
(5.223) (3.025) 
30 0.512363 0.107853 
(11.538) (2.459) 
31 
32 
33 0.515012 0.126555 
(8.275) (2.391) 
34 0.244512 
(8.231) 
35 
36 0.293652 -0.045725 0.074177 
....... .... 
(12.054) (1.874) 
........ . .... 
(3.390) 
37 6.1102483 
........ (2.482) 
38 
39 0.304462 
(5.925) 
Table 3.14 Results on average cost equation (3.1 i1) and (3.112) 
Part 5 Individual coefficients on d?. n(L)t-i 
Sector 11 10 1111 ", 12 713 114 
TOT 
20 
21 -0.035639 -0.043599 -0.044186 -0.0413067 
(2.253) (3.150) (2.889)' (2.977) 
22 -0.020124 
(2.466) 
23 -0.222887 0.157068 
(4.4634) (2.933) 
24 -0.059479 
(3.227) 
25 
26 -0.262520 -0.069887 0.181557 
(6.877) (1.921) (5.172) 
27 -0.032781 
(1.338) 
28 -0.360210 . 0.26106 
(5.016) (3.126) 
29 -0.164167 _ 0.06115 (8.785) (3.288) 
30 _ -0.069449 -0.061924 (3.272) (3.096) 
31 
32 
33 -0.108840 -0.084986 
(2.262) (1.967) 
34 -0.057091 -0.063843 -0.030462 (2.321) (2.343) - (1.501) 
35 
36 "'0.156375 0.0515041 
(9.099) (3.117) 
37 -0.16856 0.092283 
(6.207) (3.255) 
38 
39 0.069444 
(1.685) 
Table 3.14 Results on average cost equation (3.111) and (3.112) 
Part 6 Individual coefficients-on dlnUMCt-i 
Sector 1120 1121 1122 1123 1124 
TOT 0.33283 0.20597 -0.18193 
(8.723) (4.709) (2.999) 
20 0.68311 
(21.807) 
21 0.231140 0.110967 0.141667 0.045818 0.0618324 
(8.394) (4.283) (4.684) (1.752) (2.205) 
22 0.262753 0.118569 
(5.158)' (3.222) 
23 0.403502 
(8.864) 
24 0.45530 0.10583 -0.11598 
(15.238) (3.132) (3.738) 
25 0.244712 0.17880 
(2.679) (1.868) 
26 0.609712 0.075245 -0.131991 
(17.631) (2.298) (4.145) 
27 0.645512 0.103456 
(17.793) (3.593) 
28 0.55232 . 
0.087015 -0.11472 -0.157342 
. (10.808) (1.767) (2.207) 
(2.704) 
29 0.66059 '-0.164299 
(13.23) (4.291) 
30 0.29358 0.138503 -0.059857 
(8.568) (4.370) (1.932) 
31 0.459971 0.117663 
(12.254) (3.037) 
32 0.706503 
(24.515) 
33 0.280691 
(7.146) 
34 0.255563 0.119183 0.08382 
(6.7390) (3.311) (2.354) 
35 0.68756 
(16.792) 
36 0.623468 0.101716 -0.0974633 
-(17.908) (3.480) (3.185) 
37 0.663919 0.122555 -0.137542 
(12.338) (2.549) (2.947) 
38 0.593148 0.203709 
(5.773) (2.252) 
39 0.162938 0.168532 
(3.363) (3.714) 
Table 3.14 Results on average cost oquation (3.111) and (3.112) 
Part 7 Individual coefficients on dlnUCC t-i 
Sector 1130 131 132 1,33 1134 
TOrr 0.022259 0.10928 
(1.539) (1.927) 
20 0.030465 0.038385 
(1.710) * (1.919) 
21 0.135714 -0.043304 
(6.888) (2.321) 
22 0.050084 
(2.610) 
23 0.0632411 
(1.474) 
24 0.036979 -0.094030 
(2.023) (4.615) 
25 0.110753 
(2.493) 
26 0.0966066 -0.0548326 0.107483 
(1.9137) (1.690) (3.375) 
27 0.117183 
(4.166) 
28 0.188723 
(3.216) 
29 0.067375 
(2.637) 
30 0.173050 0.079242 -0.046183 
(6.038) (3.278) (2.031) 
31 0.069188 
(2.455) 
32 0.0371916 
(3.4773) 
33 0.098731 
(2.912) 
34 -0.038525 
(2.2143) 
35 0.104196 0.040345 
(3.657) (1.678) 
36 -0.0234096 -0.029589 
(1.561) (2.048) 
"37 " 0.038085 0.0498794 (1.569), (2.124) 
38 0.228621 
(1.874) 
39 0.050219 0.040365 
(2.287) (1.699) 
Table 3.14 Results on average cost equation (3.111) arx1 (3.112) 
Part 8 Individual coefficients on CUt-i 
Sector 11410 11411 11412 11413 1414 
Tar 0.00248 -0.004933 0.006227 -0.003528 
-(4.105) (4.510) (4.819) (3.924) 
20 
21 
22 -0.000921 0.000734 -0.000281 
(4.678) (3.096) (1.946) 
23 
24 
25 
26 0.002411 -0.003187 0.000591 
(5.266) (6.058) (2.374) 
27 0.00270 -0.00238 
(10.400) (8.550) 
28 
29 . 0.000498 -0.0007989 (1.325) (2.514). 
30 0.001407 -0.001442 
(4.911) (4.525) 
31 0.000919 -0.000898. 0.0010611 -0.000877 
(2.612) (1.912) (2.442) (2.651) 
32 0.001404 -0.001323 
(11.188) . (9.387) 
33 0.0021541 -0.001745 
(4.005) (3.063) 
34 
35 
36 -0.000319 
(1.400) 
37 0.000458 -0.000820. 0.001118 -0.000831 
(1.330) (1.900) (2.850) (2.127) 
38 0.002065 -0,002426 
. 
(1 . 939) (2.152) 
39 0.0011793 0.000849 
(3.539) .... ....... .... (2.552) 
Table 3.14 Results on average cost equation (3.111) and (3.112) 
Part 9' Individual - coef ficients , on ., CWt-i 
Sector 11420 7421 11422 11423 17424 
Tor 
20 -0.00104 0.001329 -0.00082 
(3.629) (4.932) (3.023) 
21 0.000193 
(1.442) 
22 
23 0.000980 -0.001233 
(2.699) (3.223) 
24 -0.00025088 
(2.455) 
25 0.0011121 0.0010146 
(2.035) (1.739) 
26 
27 
28 
29 
30 
31 
32 
33 
34 0.000598 -0.000589 (5.253) (4.391) 
35 0.001375 -0.001128 
(3.390) (2.753) 
36 
37 
38 
39 
Table 3.15 Sums of coefficients of cost variables 
with theoretical values. Average Cost 
" '(3.1: 11) and (3.112) 2 digit SIC sectors 
4 4 4 
Sector E II1 i-ISH (t) E II2i-IAH (t) E Hai--CSH (t) i=o i=0 i=0 
7m 0.1864 (2.053) -0.3908 (4.369) 0.1336 (1.634) 
20 0.0499 (1.723) -0.1561 (4.982) 0.0278 (0.980) 
21 -0.0353 (1.508) -0.2000 (3.241) 0.0382 (1.483) 
22 0.0435 (0.397) -0.4225 (6.489) -0.0127 (0.660) 
23 0.1534 (1.838) -0.3209 (7.049) -0.0131 (0.306) 
24 0.1824 (2.202) -0.2416 (4.725) -0.1185 (4.389) 
25 -0.1354 (3.675) -0.2923 (2.073) 0.0440 (0.991) 
26 -0.2339 (1.967) -0.0552 (1.039) 0.0451 (0.648) 
27 0.1835 (4.418) -0.0051 (0.105) 0.0393 (1.397) 
28 0.1643 (0.846) -0.1950 (1.986) 0.1327 (2.261) 
29 -0.0327 (0.318) -0.2566 (3.702) 0.0250 (0.977) 
30 0.2492 (1.446) -0.3123 (5.186) 0.1309 (2.789) 
31 -0.0195 (0.414) 0.1063 (2.261) -0.0386 (1.368) 
32 0.0893 (4.230) -0.2157 (7.487) 0.0108 (1.006) 
33 0.1581 (1.650) -0.3455 (8.796) 0.0146 (0.429) 
34 -0.0327 (1.852) -0.3262 (4.470) -0.1479 (8.496) 
35 -0.0655 (1.549) -0.1241 (3.030) 0.1044 (2.331) 
36 0.0147 (0.174) -0.1240 (2.800) -0.1046 (4.321) 
37 -0.1089 (4.711) . -0.1670 (2.430) 0.0401 (1.200) 
38 -0.1455 (1.385) 0.3061 (1.971) 0.1397 (1.145) 
39 0.0201 (0.498) -0.2481 (3.359) 0.0240 (0.709) 
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of 21 sectors'as the statistic Z2(5) indicates. The ULC variables 
are always positive and significant, so are the wage variables. 
Labour productivity is insignificant in 4 sectors of which one has 
a positive coefficient (sector 39). The UMC variable is positive and 
significant in all sectors. The UCC variable shows significant and 
positive sums of coefficients in 16 sectors, giving a strong indication 
of the necessity of introducing capital costs in the average cost model. 
The performance of the UCC variable is far better than that of the 
neoclassical model where only 5 sectors had a positive and significant 
Pc variable. Insignificant results for the unit capital cost variable 
are obtained in sectors 23 and 28, while negative significant results 
are found in sectors 24,34 and 36. Finally, in line with previous 
results the demand variables play a significant role only in 4 sectors, 
ie SIC: 25,27,28 (only ECUt) and 39. 
Turning to part (2), autocorrelation based on the DW and the Z1(4) 
statistics seems to be present only in sector 38. Nonetheless in 3 
more sectors, 4th order autocorrelation is present. These are sectors 
32 (Z1(1) = 4.218), 34 (Z1(1) = 4.461)and 36 (Z1(1) = 5.869). Moreover, 
the Chow-test for post-parameter stability shows mispeci£ication in 
sectors 24,32,34,36 and 38. 
The individual lag coefficients for all variables follow more or less 
the pattern of the previous table. The coefficients of unit capital 
costs provide a pattern of significant results in the current and 
fourth quarter and they are almost always insignificant in the 
inbetween quarters. 
A comparison of the cost coefficients with their theoretical values 
for the average cost equation inclusive of unit capital costs is given 
in table 3.15. The capital cost variable sums of coefficients is in 
-i'3i- 
line with the share of capital cost in Gross Production Value, but 
it seems that the inclusion of capital costs has caused a further 
underestimation of the material cost variable, since now in only 
two sectors, the difference between the share of materials and the UMC 
sums of coefficient is statistically insignificant. 
0 
Table 3.16: Summary of sectoral results: average cost equation 
(3.111) and (3.112) 
Two digit sectors, Greek manufacturing. 
Sector Results Sector Results Sector Results 
TOT Accepted 26 Accepted 33 Accepted 
20 Accepted 27 dln (O/L) =o 34 Auto, Z4 
21 Accepted 28 dln (p/L) =o 35 Accepted 
22 Accepted 29 Accepted 36 Auto, Z4 
23 Accepted 30 Accepted 37 Accepted 
24 Z4, d1nUCC<o 31 Accepted 38 Auto, Z4 
25 Accepted 32 Auto, Z4 39 din (O/L) >° 
A summary information of the results on equations (3.111) and (3.112) 
is given in table (3.16) together with an explanation of the reasons for 
rejection in sectors where the average cost model is rejected. 
Finally in line with previous discussion, table (3.17), gives the 
average cost model finally adopted as G, K adequate representation of 
the data generation process. Statistics 'Z6(5) and Z7(10) are 
likelihood ratio tests, comparing the restricted and unrestricted 
general form equations (cases (1) (2) and (4)). A non-nested outcome 
is arrived only in sector TOT, where both equations (3.110) and (3.111) 
0 
Table 3.17 Average cost model. Final specifications 
2 digit sectors, Greek manufacturing 
Sector Average cost equation Average cost equation Final specification 
(3.10Q) (3.1: 1.0) (3.1(; 1) (3.1J, 2) 
Tor (3.1J0) (3.111) (3.110) (3.1,. 1) 
20 (3.109) (3.111) (3.109) Z6(5) = 5.346 
21 (3.110) (3.112) (3.112) Z6(5) =42.282 
22 (3.109) Rejected (3.112) (3.112) Z7(10) -19.854 
23 (3.113) (3.112) (3.1L0) Z6'(5) = 8.016 
24 (3.110) (3.112) Rejected (3.1 j 2) Z6(5) =22.598 
25 (3.109) (3.111) (3.111) Z6(5) =18.706 
26 (3.109) (3.112) (3.112) Z. 7 (10) =18.938 
27 (3.1 t0) (3.112) Rejected (3.112) Z6(5) =16.736 
28 (3.110) Rejected (3.112) Rejected (3.112) Z6(5) =15.716 
29 (3.110) (3.112) (3.13'2) Z6(5) -11.394 
30 (3.1'10) (3.112) (3.12-2) Z6(5) =21.876 
31 (3.109) . (3.11'1) (3.111) Z6(5) =17.818 
32 (3.109) (3.111) Rejected (3.109) Z6 (5) = 8.216 
33 (3.1: 10) (3.1'12) (3.112) 26(5) =16.804 
34 (3.110) Rejected (3.112) Rejected (3.11.0) Z6 (5) =10.558 
35 (3.109) (3.111) (3.111) Z6 (5) =20.896 
36 (3.1: 10) Rejected (3.112) Rejected (3.11-0) Z6 (5) = 9.076 
37. (3.130) (3.112) (3.110) Z6 (5) = 8.644 
38 (3.109) Rejected (3.1±11) Rejected. (3.109) Z6 (5) = 5.001 
39 (3.1 JO) (3.112) Rejected (3.1.10) Z6 (5) = 8.970 
_Oz- 
are accepted. In the remaining 20 sectors, average cost inclusive 
of capital is preferred in 12 sectors. Finally as can be seen from 
table (3.17), the average cost model provides a sufficient represent- 
ation of the data generation process in 15 sectors. Compared with 
the neoclassical model examined earlier and with the long-term models 
to be discussed in the next chapters, the average cost equations seem 
to provide a satisfactory description of the pricing process of the 
t 
Greek industrial sectors. 
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NOTES 
1. If the firm produces more than one product, then we can assume that 
all products can be transformed into one homogenous as 
y=g (Y1, Y2,..., Ym) 
2. See R. Dorfman (1951), chapter 1. 
3. These can be summarized into the following 
(1) The elasticity of substitution between inputs is constrained 
to unity, while in the C. E. S. can take any value between zero 
and infinity. 
(2) The Cobb-Douglas function implies an elasticity of demand 
greater than unity for the various inputs with respect to 
their prices 
(3) The existence of constant or increasing returns to scale 
is inconsistent with the assumptions of perfect competition 
and profit maximization. 
4. Referring to equation (3.1) these properties are 
, 4f ý oý f(0,0) = f(otx 2) = 
f(xl'o) =0, `ýZf <0 
exi 9xi2 
5. For example 
AeStLaMßKY ]l/coAe$tLa_1MßKYaro-1/coY-b/coPB(b+co)/co 
-P W=O. 
R' Co 
ýfl 1/co -1/co -b/co (b+co), ý 
)ýQa ro. Y PB -PW- o -----ý , $L Co L 
3 : '= (1+co) PQ a-PW=o Q. E. D. 
- 'vvt - 
6. For example from (3.12) 
ýT 
_ (l+i ) 
PQ ß-Fm=o ) Fm = ß(t+ 
1) PQ 
V co M Co m 
M-1=Pm Q-1p-1ß-1(i+i/co) 1> M= P. Q. Pm 
1$ (1+1/co) Q. E. D. 
7. For example from (3.13) 
K= Pra YbPco PB- 
(b+co) 
PC-1 ,Y (1 + 1/co) 
K_ p(i+co)rybpB -(b+co) pC-1Y(t+1/co) Q. E. D. 
8. By substituting (3.15) into (3.18) we have 
b co -(b+co) taßY Q( i+co) cr bQ Q(b+co) I'oY P Pg = Ae (a) (ß) (y) P ro Y PB- (1+ 1/Co )_ 
Pw Pm Pc 
Pco-Q('i+co)_ Aedt(a) (-ß-) (-Y-)Y roc- i Yb(c_ i)PB- 
(a- 1) (b+co) (i+ 1/Co) 
Pw Pm Pc 
Q. E. D. 
9. From (3.21) we have 
P_ [Aro 
(Q -i) (i + 1/co )CYI 
0 60 t0b (Q -1 ) PB-0 (b+co) 
(Q-i) w-a0pm-ßoPc YOaaoßßo 
yE 
(Q -i) 1aaßY- 
d(ýt Ob (a-1) -0 (b+c o) (Q- i) -a0. -ß0" . -Yp P=[AI'o (i + /co) aßY 
ýe Y Pg Pw Pm Pc 
Q. E. D. 
10. See for example W. D. Nordhaus (1972) p. 39. 
11. See T. A. Scountzos and G. S. Mattheos (1980) 
12. See for example P. H. Earl's (1974) survey on the lag responses of prices 
to costs, pp 88-92. 
13. See for example papers by S. Domberger (1979) (1983) and R. Dixon 
(1983) producing opposing results. 
14. See for example G. C. Harcourt and P. Kenyon (1976), A. Wood (1975) 
and A. J. Eichner (1973) (1976). 
-11's - 
15. See J. D. Sargan (1980) for a procedure of choosing the maximum lag, 
particularly pp 116-121. 
16. The introduction of longer lags on the price of capital services (Pc) 
variable was ruled out on the basis of experimentation with a 
number of sectors. Lags of up to 8 and 12 quarter periods were 
tried but in all three pilot cases (SIC: 20,30,36) the coefficients on 
the longer lags proved largely insignificant. 
17. See C. E. Ferguson (1969) particularly chapters 6 and 7 and P. E. 
Samuelson (1947) pp 57-89. 
18. See J. Robinson (1933), chapter 4. 
19. For a proof see D. H. Hay and D. S. Morris (1979) appendix to chapter 
4, p. 142. 
20. By (3.23) c=1 
21. See section 3.5 and Appendix 3. 
22. See W. D. Nordhaus (1972) p. 38 and D. G. McFe tridge (1973) p. 146. 
23. See equation (2.2) 
24. See also point 8 in section 3.4. 
25. See D. F. Hendry (1980). 
26. See G. C. Chow (1960). 
27. See table 3.7. 
28. See K. F. Wallis (1972) 
29. The statistic is the same with Z1 with two modifications. First there 
is only one degree of freedom and second equation (3.69) should be 
substituted by (3.69)' 
(3.69)'U. = P4 ut-a + Et gt-NID(0,6 C) 
30. See M. C. Sawyer (1983) pp"79-80. 
31. See for example A. Koutsoyiannis (1975) note on page 264 and 
D. A. Hay and D. S. Morris (1979) note 12 on page 119. 
32. (n) by the notation of equation (1.8) or (co) by the notation of 
equation (3.5). 
-, V}6- 
33. See for example R. L. Hall and C. L. Hitch (1939), R. A. Lester 
(1946), F. Machlup (1946), H. M. Oliver (1947), R. A. Gordon (1948) 
and M. Friedman (1953). 
34. See for example W. Baumol and R. Quandt (1964), R. H. Day, S. Morley 
and K. R. Smith (1974) and R. H. Day, D. S. Aigner and K. R. Smith (1971). 
35. See for example R. R. Neild (1963). 
36. See for example C. L. Schultze and S. L. Tryon (1965). 
37. See for example L. A. Dicks- Mireaux (1961), A. G. Hines (1964), L. R. 
Klein and R. S. Ball (1959), F. C. Ripley and L. Segal (1973), T. D. 
Sheriff (1977) and Y. Shinkai (1974). 
38. This is further discussed in chapter 4. 
f 
39. See for example the debate between R. R. Neild (1963)(1973), F. Rushdy 
and P. Lund (1967), B. T. McCallum (1970) and J. Johnston (1967) 
among others and more recently the debate between W. Godley and 
W. Nordhaus (1972), D. E. W. Laidler and M. Parkin (1975), K. S. Coutts, 
W. Godley and W. Nordhaus (1978), W. Godley (1977), M. Parkin (1977) 
(1978). 
40. - For a number of demand measures see section 3.9.4. 
41. The analysis follows closely the work of M. C. Sawyer (1983) pp. 43-45. 
42. See for example P. H. Earl (1973) S. A. Trevithic and C. Mulvey (1975), 
J. Johnston (1967), M. Parkin, M. T. Summer and R. A. Jones (1972). 
43. See J. Robinson (1933) PP. 70-71. 
44. See section 1.3.8 and chapter 5. 
45. See for example references in P. H. Earl (1973) p. 19. 
46. See also M. F. Feldstein (1973). 
47. See also the debate between J. V. Yance (1960)(1961) and W. S. Yordon 
Jr . (1961). 
48. For a recent survey of these measures see L. S. Christiana (1983). 
49. See L. R. Klein and R. Summers (1966). 
50. See K. Coutts, W. Godley, W. Nordhaus (1978) p. 62. 
51. The likelihood ratio test is applied on the general models (3.109) 
(3.110) and (3.111)(3.112). 
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Consider for example the two nested models 
Restricted dlnPt =7o+ n10dln ULCt + n1c)n ULCt_1 + 1T 12 din 
ULCt_2 + 
n13 din ULCt_3 + n14dln ULCt_4 +... + ut 
Unrestricted dlnPt = no +mo din PWt - lTl odln (Q/L) t+ 
+ nlldln Pwt_1 - X11 dln(0/L)t_1+ 
+ n12dln Pwt_2 - 712dln(Q/L)t_2 + 
+ n13d1n Fwt-3 - n33d1n(Q/L)t-3 + 
+ 14d1n PW' t., 4- 1T14d11`i 
(Q/L)t-4 
+... +Ut 
Z2(5) is defined as Z2(5) = -2 (log LR- Log LU)-x=(5) 
If Z2(5) obtains values less than the critical at the 5% significance level 
(11.07), then the restricted model is chosen, ie. wages and labour product- 
ivity have the same effect on prices. 
4 
52 Actually the choice between CU and CW involves application of a 
non-nested procedure. So c, ( a procedure however has been considered 
as extremely time consuming due to the number of combinations and 
the number of equations involved and also due to the fact that both 
specifications and almost identical (in most sectors yielding the same 
results). Instead the choice between the two variables is based on 
grounds of statistical significance; the variable yielding significant 
sum of coefficients is chosen. 
i% 
CHAPTER 4: Calculation of normal unit costs 
AIIIT - 
4.1. Introduction. 
This chapter is concerned with the calculation of unit costs that 
will be used further in the estimation of price equations such as 
target rate of return pricing, full cost pricing-and normal cost 
pricing. A common characteristic of all these pricing models is 
that costs are not based on actual output as the models discussed 
in chapter 3, but on a notion of output that came to be known in 
t 
the literature as standard or normal output. Based on this notion 
of output it is possible to generate by means of an elaborate 
technique, first used by W. D. Nordhaus and W. Godley (1972) measures 
for normal unit costs for all input categories entering price 
determination models. 
The chapter contains 7 sections. In section 4.2. we discuss the 
notion of normal or standard output and set the procedure by which 
normal values of the various variables will be derived. In sections 
4.3,4.4 and-4.5 we discuss the methodology for the estimation and 
generation of normal values for the various components of normal 
unit labour cost, ie normal hours, normal earnings and normal 
employment. Section 4.6 is concerned with the estimation of normal 
unit materials cost. Finally section 4.7 recapitulates the results 
of the previous sections in presenting the formulas for normal unit 
labour and normal unit materials costs. 
4.2 The notion of normal output; the proceedure of normalization. 
A central idea of pricing models such as full-cost, target rate of 
return and normal cost pricing is the notion of standard or normal 
output. All the above models are based on the hypothesis that 
businessmen understand the demand, price and average cost of 
-1 1'f 9- 
their products at a normal or standard rate of output, ie the 
operating volume expected under demand and cost conditions con- 
sidered to be normal. In other words businessmen are aware of their 
long-run demand and average costs but unable and unwilling to 
calculate the changes in demand and costs during short-run market 
disturbances. The firm sets its price on average cost at a normal 
rate of output. The cost is the standard or normal cost, ie the 
cost from which the effects of cyclical variations in output are 
purged. The price is the standard or normal price that will be 
changed only when businessmen consider that costs at the normal 
rate of output have shifted or when they believe that the normal 
rate of output has been changed. The normal rate of output may 
be set above or below the actual output rate at any point in time, 
and is certainly below the capacity output. 
It is clear therefore that businessmen's expectations about whether 
a particular market disturbance is of a permanent or transitory 
nature are crucial for the prediction of the price response of a 
firm that practices full-cost, target rate or normal cost pricing. 
An operational definition of such expectations is required in order 
to give a precise statement of what is normal output, particularly 
in view of the fact that the estimation of unit costs depends on 
that definition. In practice most of the authors who have used 
2 
the concept of normal cost in empirical research have assumed that 
the standard operating volume is identical to the trend growth path 
of the firm's (or the industry's) output. W. D. Nordhaus and W. Godley 
(1972) for example define the normal value of a variable as 
"the value that this variable would take, other things equal, if output 
were on its trend path", 
and 
"the trend path defining normal output is the prediction of a 
-t8o- 
regression of the logarithm, of output against time" 
W. D. Nordhaus and W. Godley (1972) p. 854. 
The same convention has been followed with a slight modification. 
Since the period under study covers a 15-year-span during which industrial 
output has experienced accelerating growth rates, it is rather un- 
reasonable to assume a constant growth rate. Denoting sectoral 
output by Qts it was decided to decompose variations in output as 
in (4.1) (repeating equation 3.105) 
(4.1) In 0t =a+ al t+ a2 t2 + ut utýNID (0,62u) 
0 
where t is a time trend 
The results of the estimation of equation (4.1) for the two digit SIC 
industrial sectors are presented in table 3.8. On the basis of these 
results, normal output IQNt) can now be defined as (repeating equation 
3.136) 
(4.2) in QNt = ä0 + 
äl t+ ä2 t2 
where carrets (^) denote estimates of equation (4.1). 
Normal unit labour costs can now be estimated, based on QNt. The 
normalization procedure that will be followed in the remaining 
sections refers to variable costs, labour and materials. Labour 
and materials bill are the product of a number of variables some of 
which are dependent on output utilization and some of which are not. 
0 
For example the minimum rates of pay are exogenous to the firm since they 
are determined by national negotiations or simply set by the State. 
Average earnings on the other hand are subject to the firm's decision 
since they are affected by hours worked, overtime earnings and a 
number of other factors that may be considered to vary with output. 
The normalization procedure will therefore focus on these components 
-LS1- 
of labour and materials bill that are affected by output rates, by 
modelling these components in order to purge the cyclical elements 
introduced via the cyclical fluctuations in output. The end result 
of this procedure will be to construct normalized series on labour 
and materials bill and consequently normalized series on unit labour 
and unit materials bill. The variables on which the normalization 
procedure will be applied are actual hours worked, average earnings, 
employment and materials volume, thus generating "normal" values 
of these variables. The next sections describe the methodology by which 
this is achieved. 
4.3. Estimation of normal hours. 
The first variable to be normalized is average weekly hours. Define by 
Hst = standard hours, denoting weekly hours worked that are either 
statutory or determined by national negotiations. 
Ht = actual weekly hours worked per employee, (wage-earners, see below), 
equal to the sum of regular and overtime hours (see equation (2.11)). 
Data on actual hours may be further decomposed into HME cw4 HFt 
HMt: average weekly hours worked per male (wage-earner) employee. 
HFt= average weekly hours worked per female (wage-earner) employee. 
HNt= normal hours worked denoting hours worked when output is at 
a'4ý 
its normal (trend)which can be decomposed into 
HMNt = normal average weekly hours worked per male (wage-earner) employee 
HFNt = normal average weekly hours worked per female (wage-earner) employee., 
Following K. Coutts, W. Godley and W. Nordhaus (1978) (henceforth CGN) 
we will assume that actual weekly hours per employee will change after 
a change in output. Furthermore other factors unrelated to standard 
hours or output may affect actual hours such as for example the 
0 
ý 
.. 
increased tendency of women's participation in industrial labour force 
3 
in the form of part time work. In addition technical and productivity 
-is%- 
changes will also exert an influence on actual hours worked over 
and above the effect of standard hours and output. A time trend is 
assumed to capture these influences. Denoting by CUt_1 a capacity 
utilization index defined as the ratio of actual over normal output, 
the hours equations can be written as (4.3.1) and (4.3.2) for males 
and females respectively. 
(4.3.1) HMt = 1o + Il HSt + T2 t+ 
(4.3.2) HF t= 1r + 7T 
HS 
t+ 11 t+ oii 
4 
1 tai CUt-i + ut i=o 
4 
i1o 
Traf CUt-i +U t tit NID (0,62u) 
All coefficients in equations (4.3) haut expected positive coefficients. 
The adjustment of average weekly hours to output is represented 
by a distributed lag on capacity utilization. With regard to this 
adjustment it should be noted that average weekly hours play the 
role of a buffer in the sense that they absorb variations in the 
labour service requirements resulting from fluctuations in capacity 
utilization. On the other hand the number of people employed 
adjust relatively slowly to changes in output because of the reluctance 
of employers to hire and fire employees in view of changes in output 
that may be regarded as temporary. Nonetheless, if and when output 
changes are viewed as permanent there will be some feedback from changes 
in employment since average weekly hours increase initially with an 
increase in output, only to fall back when the number of people 
employed changes. 
The separate estimation of hours worked for males and females is 
dictated by the fact that wage equations (see section (4.4)) had to 
be estimated for both sexes since the minimum wage (which is an 
explanatory variable in the wage equation) was different for men 
and women during the period understudy. A problem which arises in 
p 
t 
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estimating separate models for men and women is that the data do not 
distinguish between output produced by men and women. It was therefore 
assumed that the relative proportions of total sectoral output produced 
by men and women remained constant over the cycle. 
Data on standard hours are obtained by the National Confederation of 
Greek Workers (1983) and are identical for all two digit SIC sectors. 
The reason that we use the same data for standard hours for all sectors 
is that whenever there are sectoral negotiations for settting the minimum 
number of working hours per week, these negotiations are made between 
employers and unions representing various employment categories. Since 
we have a number of employment categories per sector, it is impossible 
to aggregate the different standard hours for each employment category 
that belongs to one sector. It was therefore assumed that the number of 
hours that is agreed on national negotiations and refer to total 
manufacturing sector, applies to all two-digit SIC sectors as well. 
The results of the estimation of equations (4.3) are presented in 
tables 4.1 and 4.2 referring to males and females respectively. The 
first part of the tables presents the values of the coefficients and 
their respective t-statistics, as well as the value of the autoregressive 
coefficients, whenever first order autoregressive estimation was 
considered necessary. The second part of the tables presents a 
few summary statistics and a number of diagnostic tests. These are 
SE = standard error of the equation 
R2 = multiple correlation coefficient, corrected for degrees of freedom. 
D. W. - Durbin-Watson statistic. 
Z1(4) = Langranze multiplier statistic, testing for up to fourth order 
autocorrelation that has a x2 distribution with four degrees of freedom. " 
Z 210), 
z 22(l) = Langranze multiplier statistic to test for functional 
form of the equation (ie. whether it is linear or loglinear), distributed 
as x2 with one degree of freedom. 
Table 4.1 Fqu t1cns for hours worked , male manual workers 
Part I Individual coefficients 
Sector 10 11 1 112 1130 131 1132 1133 1134 0 
'Nr 13.760 '0.6'! 8 0.0839 0.0974 
(2.225) (4.912) (1.843) (2.217) 
20 8.558 0.785 -0.166 0.0475 
(0.618) (2.778) (2.155) (2.737) 
21 -5.953 1.103 -0.159 -0.0463 0.0303 0.0894 (0.326) (2.950) (1.826) (1.396) (1.935) (2.473) 
22 -7.083 1.099 0.0417 0.0241 
(0.522) (3.845) (1.838) (1.057) 
23 1.189 0.932 0.0707 0.1129 
(0.112) (4.163) (1.347) (2.197) 
24 -18.622 1.188 0.495 0.0958 0.1809 
(0.622) (2.145) (2.838) (1.675) (2.736).. 
25 40.496 0.2022 0.0268 0.0241 (103.6) (4.647) (2.214) (1.894) 
26 0.815 0.8011 0.2382 0.0362 
(0.073) (3.494) (3.791) (1.608) 
27 -17.94 1.372 0.0676 
(1.296) (4.603) (2.753) 
28 14.099 0.6121 0.2191 
(0.967) (2.057) (2.806) 
29 3.912 0.8088 0.2519 0.0393 0.0428 
(0.340) (3.443) (3.921) (1.408) (1.562) 
30 5.739 0.7957 0.0432 0.0378 
(0.612) (4.023) (1.913) (1.648) 
31 25.64 0.4411 
(1.973) (1.611) 
32 -0.386 0.9902 0.0204 0.0208 
(0.033) (3.989) (1.630) (1.691) 
33 
" 
23.53 0.4313 0.0874 
(3.162) (2.750) (3.614) 
34 -3.712 1.114 0.0284 0.0536 0.5454 
(0.150) (2.135) (1.540) (2.955) (4.723) 
35 8.516 0.728 0.1134 
(0.785) ' (3.291) (1.879) 
36 -3.530 0.979 0.1859 
(0.251) (3.415) (2.281) 
37 0.6620 0.8876 0.1449 0.374 (0.058) (3.674) (1.795) (2.896) 
38 9.907 0.7517 
(0.801) (2.886) (2.192) (2.192) 
39 8.871 . 0,7344 0.0737 -0.1634 0.2035 (0.745) (2.923) (1.234) (2.303) (3.594) 
i 
Tablo 4.1 D mticns for hours worked , male nunua1 . or''ers 
part 2 Test statistics 
Scýctýor SE cow 
Z 
ý 1(4)ý 
Z 21(l) 21(1) 22(1) TT -"1(t) I Cl 31 
TOT 0.9173 0.4050 1.6817 3.732 0.781 6.555 (2.699) 0.1814 
20 1.7306 0.3932 2.0915 4.575 3.199 7.198 (0.761) 0.0475 
21 1.6135 0.4946 1.6761 7.929 2.173 5.763 (0.276) 0.1234 
22 2.2213 0.2474 2.1339 1.555 3.009 *12.171 (0.348) 0.0658 
23 1.9021 0.2458 2.1380 2.319 1.844 4.000 (0.303) 0.1836 
24 2.5342 0.2212 1.9564 2.058" 2.416 21.581 (0.340) 0.2767 
25 1.2893 0.2923 1.6719 9.189 2.967 4.513 0.0510 
26 1.3817 0.2349 1.8058 4.842 1.855 28.158 (0.868) 0.0363 
27 2.2724 0.2636 1.4769 6.877 0.951 6.666 (1.247) 0.0676 
28 1.5338 0.2836 1.9541 1.962 3.810 
. 4.950 (0.767) 0.0355 
29 1.3942 0.2479 1.7946 3.765 3.465 13.008 (0.814) 0.0821 
30 1.446 0.3145 1.4749 5.163 0.711 7.413 (1.033) 0.0810 
31 2.3540 0.2819 1.8321 8.383 0.289' 8.999 (2.042) 
32 2.0104 0.2861 1.7402 4.793 1.084 19.019 (0.039) 0.0411 
33 1.2926 0.3261 1.9220 6.558 2.000 8.111 (3.625) 0.0874 
34 2.2245 0.5199 2.2403 3.777 8.173 (0.218) 0.0320 
35 1.3087 0.1305 2.0741 2.287 2.518 6.198 (1.230) 0.0292 
36 1.8434 0.1495 2.5001 6.556 1.462 14.144 (0.075) 
37 1.2584 0.6585 1.9724 0.358 5.183 (0.465) 0.0145 
38 2.2329 0.1315 1.7758 8.032 2.917 8.892 (0.953) 0.0237 
39 2.1487 0.2515 2.3578 3.265 2.867 . 7.799 (1.058) 0.1138 
Table 4.2 Equations for hours worked , fanale manual workers 
Part 1 Individual coefficients 
sector 
. 
n1 ý2 n3Q n31 n3ý 
4p1' 7.867 0.714 0.0708 -0.0986 (1.325) (5.706) (2.518) (2.787) 
20 -9.476 1.0018 0.0455 
(0.835) (4.188) (2.256) 
21 15.080 0.5199 0.1473 
(0.814) (2.376) (2.371) 
22 -14.58 1.161 0.1951 0.0980 0.0440 
(0.538) (2.096) (1.255) (3.327) (1.540) 
23 12.487 0.643 -0.0440 
(2.194) (5.360) (1.592) 
24 0.2576 0.8618 0.09247 -0.0441 0.1090 
(0.027) (4.325) (2.727) (1.896) (3.122) 
25 17.709 0.4264 0.1816 -0.1784 0.1826 
(0.537) (1.634) (1.994) (2.112) (1.979) 
26 13.573 0.6133 
(1.034) (2.216) 
27 21.398 0.4708 0.0493 
(1.887) (1.971) (2.504) 
28 23.411 0.4238 0.0699 
(2.037) (1.751) (2.425) 
29 27.914 0.2803 0.1856 0.0302 
(1.660) (1.818) (1.909) (1.850) 
30 -4.899 0.9885 0.1125 -0.0619 0.0696 
(0.361) (3.454) (3.504) (1.696) (2.128) 
31 9.230 0.7108 
(0.630) (2.308) 
32 -14.721 1.0763 
(1.903) (4.361) 
33 27.18 0.3622 
(2.313) (1.579) 
34 -12.168 1.0749 0.4858 
(0.455) (1.973) (3.135) 
35 27.77 0.3026 0.0659 
(2.885) (1.941) (2.231) 
36 -4.925 0.9582 0.3125 0.0996 
(0.236) (2.256) (2.591) (1.899) 
37 1.1099 0.9149 0.0843 
(0.092) (3.608) (4.210) 
38 -4.7199 1.0855 0.0599 
(0.268) (2.923) (2.147) 
39 12.747 0.5988 0.0412 
(1.397) (3.115) (1.735) 
17 i 
0.0685 
(2.433) 
P 
0.03998 0.2843 
(1.496) (2.105) 
0.0702 0.0784 
(2.048) (2.860) 
0.0657 
(1.777) 
0.0782 
(2.785) 
0.0365 0.0494 0.3637 
(1.220) (1.948) (2.855) 
0.0242 
(1.683) 
0.02314 
(2.399) 
0.0652 0.3249 
(3.197) (2.486) 
0.3458 
(2.715) 
I 
Table 4.2 FFticns for heirs workcd, fcmlo rr&usl workers 
part 2 Test statistics 
Sector SE R2 ü, T Z1(4) Z21(1) Z22(1) 111-1(t) 3i 
7w 0.8435 0.5689 1.7169 1'. 174 3.789 8.434 (2.288) 0.0407 
20 2.0241 0.3110 2.2767 5.411 4.193 3.718 (0.008) 0.0455 
21 2.4308 0.1485 1.7316 5.589 3.109 '5.689 (2.194) 
22 2.5602 0.3329 1.9326 2.862 4.801 (0.210) 0.1819 
23 1.0123 0.3965 1.5670 2.761 1.800 14.01 (2.981) 0.1046 
21 -, 1.4919 0.4117 1.6438 3.648 2.194 6.167 (0.694) 0.1574 
25 3.1410 0.0674 1.9378 8.693 1.819 9.736 (2.199) 0.0042 
26 2.2777 0.0729 1.7056 1.299 2.620 21.03 (1.397) 0.0657 
27 1.8219 0.0851 1.5449 4.849 0.056 8.970 (2.215) 0.0493 
28 1.7993 0.1478 1.8419 12.87 1.690 4.463 (2.381) 0.1401 
29 2.1638 0.2456 1.9102 1.436 3.618 5.182 (4.667) 0.0302 
30 2.0400 0.3347 2.1223 3.658 1.394 10.283 (0.040) 0.1202 
31 1.6099 0.5737 2.0626 2.012 9.505 (0.898) 0.0860 
32 3.3050 0.2468 1.5233 3.849 3.513 9.474 (0.309) 
" 33 1.8908 0.3320 1.8352 8.734 3.049 10.494 (2.780) 0.0242 
34 3.5053 0.1249 1.9885 2.597 3.276 8.883 (0.138) 
35 1.1613 0.2955 2.0878 2.222 2.085 7.317 (4.473) 0.0131 
36 2.7295 0.2982 1.8589 3.287 2.486 4.476 (0.099) 0.0996 
37 1.3785 0.6599 1.8936 3.357 5.880 (0.336) 0.1495 
38 2.2289 0.5125 2.0035 1.961 16.80 (0.230) 0.0599 
39 1.6513 0.1449 1.5589 3.725 16.502 1.852 (2.097) 0.0412 
r 
>ý 
- iBN - 
1T1_1 (ý) = a-t-statistic testing whether the coefficient on standard 
hours (i1) is different from unity, and 
11131 
= the sum of coefficients on the capacity utilization variable. 
Since the theory does not specify whether models (4.3) should be 
linear or loglinear we tested on the choice of functional form by 
using the L. G. Godfrey and M. R. Wickens (1981) statistic against functional 
mispecification that is based on the Langranze multiplier principle 
and is derived as a special case of a mispecification testing procedure 
described in L. G. Godfrey and M. R. Wickens (1982). This test has the 
r 
5 
advantage over other commonly used tests such as Box-Cox of allowing 
the hypothesis of linear or longlinear specification to be tested 
against a general alternative one; when both specifications are rejected 
we have a clear indication that the model should be respecified. 
Application of the test on the general form of equations (4.3) 
suprisingly provided a one sided picture. 
The results of the statistics Z2 that follow a x2 distribution with 
one degree of freedom are given on the 4th and 5th columns of the 
second part of tables (4.1. ) and (4.4), the Z21(ß) statistic 
referring to the linear and Z22(ß) statistic to the loglinear 
specifications. Inspection of the tables reveals that in almost all 
cases the value of the Z21(1)statistic was less than the critical 
at the 5% significance level, thus implying that the linear spec- 
ification should be accepted. Exceptions were observed in sectors t 
20 and 39 for hours worked by female mannual workers, where a log- 
linear specification is required. 
The results of the regression with regard to weekly hours worked by 
male manual workers are on the whole satisfactory. Apart from the 
low coefficient of determination ranging from . 13 to . 66 which can 
be partly attributed to the fact that HSt does not exactly match the 
-, i85- 
true standard sectoral hours, the diagnostic tests indicate that 
the equations perform well. The Z1(4') tests reject the hypothesis 
of up to fourth order autocorrelation in the residuals and the D. W 
statistic does not indicate the, presence of first order autocorrelation 
except, possibly, for sectors SIC: 21-25-27-30-36-39, where the D. W. 
is in the inconclusive, region. The coefficients on HSt are always 
positive and significant and in most of the cases not significantly 
different from unity apart from sectors SIC: TOT-31-33. Even in the 
total total manufacturing sector the coefficient; on the HSt is 0.65 
implying that cuts in negotiated standard hours have been 65°% 
effective, in the sense that for every hour cut per week as a result 
of national bargaining, 0.65 hour reduction actually occurred. The 
HSt coefficients for individual sectors range from 0.43 for sector 
33 to 1.372 for sector 27. In most of the cases the time trend 
variable failed to capture the effects of technology and external 
factors. Finally the sum of the coefficients on the capacity 
utilization variable ranged from 0.0145 for sector 37 to 0.277 
for sector 24. 
Weekly hours regressions for female manual workers are again on the 
whole quite satifactory. R2 does not reach high scores, but the 
coefficients are well behaved with expected signs and on the whole 
significant. D. W. statistic is in the inconclusive region in 5 of 
21 sectors (SIC: 23-24-27-32-39) and the Z1(4) statistic indicates 
that we cannot reject that the residuals are autocorrelated apart 
from SIC: 28. The coefficient on standard hours is everywhere 
positive and almost always significant (exceptions are sectors 25 
(t-1.634) and 33 (t=1.579)) but 'contrary to the male-hours equations 
is insignificantly different from unity in 10 out of 21 sectors (SIC: 
TOT-21-23-25-27-28-29-33-35-39). The time trend variable is found 
to be significant in 7 out of 21 sectors and finally the sum of 
I 
coefficients on the capacity utilization variable range 
from 0.0042 
-V2 G- 
for SIC: 25 to 0.182 for SIC: 22. 
In the light of the above results normal hours can now be defined 
for males and females respevtively by equations (4.4.1) and (4.4.2) 
(4.4.1) HMN E it + it HS + IT t+II t01t2 
i_o 31 
4 
(4.4.2) HFNt = Io + 
nl HSt + 
net 
+iLo 31 
A 
Note that the last term includes only the sum of coefficients on 
CUt, since if output is on its trend path, ie. Qt = QNt then Ct/CNt = 1. 
4.4 Estimation of normal earnings. 
The next step in the calculation of variables required for the generation 
of normal labour costs is to estimate normal earnings per worker. CGN 
assume that earnings refer to manual workers only, thus excluding the 
earnings of administrative, technical and clerical personnel (ATC) 
from the analysis. In what follows we will present two separate 
models; one for the earnings of wage earners that broadly correspond 
to manual workers and one for salaried earners that correspond to 
ATC staff. Prior to that however a small digression on the institutional 
background of the Greek labour market is required. Such a digression 
will help in elucidating some of the issues discussed in this and 
subsequent sectors. 
4.4.1. Characteristics of the Greek (industrial) Labour Market. 
One of the first characteristics that has to be noted is that the 
ratio between manual and non-manual workers in the Greek industry 
has declined considerably during the period under examination. In 
i 
1963 5.59 manual workers corresponded to one ATC employee, while in 
-117- 
1977 the ratio was 3.07. This pattern in the ratio of ATC's to 
manual workers can be followed up in figure 4.1 where by HATC/HM we 
denote the hours worked by ATC personnel to male manual workers (and 
by H F/HM the ratio of hours worked by female to male workers). The * 
increasing trend in HATC/HM can only be partly explained by the 
industrialization process and the introduction of new technology that 
6 
requires more and specialized ATC staff. International comparisons 
show that the state of Greek industry does not justify such a small 
ratio between ATC and male manual workers. The main reason for such 
a growth should be attributed to the fact that the Greek labour 
market has experienced an extensive state of Government intervention 
which has institutionalized the market to such an extent that demand 
and supply forces play a minor role. As a result the interrelation- 
ships between the two categories of labour under examination have changed 
compared to what they should have been under free market mobility with 
regard to employment and earnings. 
The Greek legal system, under various means of labour legislature and 
court rulings allows the ATC personnel to enjoy various non-pecuniary 
benefits over manual workers. These include for example the maximum leave 
(where there is a 60% difference) and the maximum compensation in case of 
firing or retirement (where there can be a maximum effective difference 
of 1200%). As a result there has been pressure by various, usually highly 
unionised manual professions to be awarded the status of ATC personnel, 
with considerable success. This in turn increases artificially the 
unit labour cost and distorts the pricture of the market since firms 
are reluctant to fire employees in periods of recession because of the 
7 
high compensations imposed upon them by such legal rulings. Apart from 
the various non-pecuniary benefits ATC personnel also enjoy considerably 
I 
higher income compared to manual workers as shown in figure 4.2, where 
1. *lrptrce 4.1 t Ikrurn w)r'krrcl by ny'tiv tuxl f(entle nunuutJ workors 
anc! n't Ixxrsonnel, Creek nmufacLuring sector (Tl7C) 
,ý 
. 5; 
3c, 
15 ' 
13''r'79It '13 '15 "17' 19-21: 23.25-27: 29 31: 33 .. 
'. 'i' 27 3ý 11 43 45 47 49 01 53 55 57 59 61 
lip 
H 
HA7C 
iiM 
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by WATC/WM we denote the ratio of hourly earnings of ATC personnel 
to hourly ratings of male manual workers (and WF/WM the ratio of 
hourly earnings of female manuals to male manuals). 
As a consequence, there has been a tendency in the Greek labour force, 
particularly during the seventies, to concentrate on non-manual 
professions. Because of that and partly due to the extensive 
industrialization process, there is an excess supply of educated people 
competing in the labour market for clerical and administrative jobs, 
while the reverse is true for lower-paid and less-prestiged manual 
professions. 
A clear picture of the significance of the salary bill paid in by 
firms is given in table 4.3 where labour expenditure is disaggregated 
into 5 categories, namely male wage-earners expenditure, female 
wage-earners expenditure, male salaried-earners expenditure-., female 
salaried earners expenditure and working proprietors and family 
members (notional) remuneration. It is obvious from table 4.3 
that the relative significance of the salary bill is equal to that 
of the wage bill since there are sectors where salaries account for 
more that 50% of the total labour bill. 
4.4.2. Estimation of normal wage earnings. The literature of 
wage earnings is mainly reflected on cross-section studies dealing 
8 
with the explanation of wages or earnings differentials, or time 
series studies proporting to explain how hourly earnings are 
determined through a stochastic equation that incorporates both 
wage drift factors as well as variables which determine the 
negotiated wage rates? An alternative view proposed by GCN is to 
treat the earnings variable as derivable from the wage rate and 
hours variables, ie. to consider the movement in earnings as the 
reflection of joint movements in wage rates and average hours worked. 
Table 4.3 Shares of labour e: 
(1) Male Wage Earn 
(3) Male Salaried I 
%7nployces (Si) (5) 
', ro digit sectors, 
Li 1977iv 
ture on 
M) , 2) FEmale Wage Earners (WF) 
oes Sid Fcnal e Sa ariei3 
rig rroarietors and family membbars (EMP) 
manufacturincr, mean values 
Sector 12 ö WF ö Sill % SF% EMP% 
TOT 0.4430 0.1732 0.2910 0.0432 0.0496. 
20 0.3785 0.1803 0.3306 0.0531 0.0570 
21 0.3416 0.0860 0.5001 0.0414 0.0309 
22 0.3554 0.3825 0.2263 0.0232 0.0125 
23 0.3026 0.4278 0.1959 0.0393 0.0344 
24 0.3253 0.4309 0.0876 0.0529 0.1012 
25 0.5912 0.1104 0.1726 0.0196 0.1062 
26 0.6850 0.0391 0.1276 0.0440 0.1044 
27 0.4504 0.1713 0.3116 0.0371 
. 
0.0296 
28 0.4545 0.0316 0.3562 0.0691 0.0387 
29 0.5950 0.1305 0.1154 0.0224 0.1368 
30 0.4395 0.1851 0.2791 0.0524 0.0439 
31 0.3399 0.0904 0.4107 0.1369 0.0221 
32 0.2016 0.0039 0.7205 0.0671 0.0072 
33 0.5363 0.0732 0.2963 0.0307 0.0635 
34 0.6075 0.0049 0.3648 0.0209 0.0019 
35 0.5843 0.1013 0.2214 0.0363 0.0566 
36 0.6651 0.0089 0.2185 0.0270 0.0805 
37 0.4516 0.1041 0.3530 0.0625 0.0288 
38 0.6140 0.0050 0.3314 0.0226 0.0270 
39 0.4545 0.1924 0.1815 0.0552 0.1163 
L$R- 
equal to standard hours, then the earnings equation would become 
an identity equalling the product of hourly wage rate and the 
number of hours worked. In dealing with a non-homogenous aggregate 
however, one has to allow for the changing distribution in the age, 
sex and skills composition of workers and mainly for the effect of 
wage-drift. Accounting for these factors the earnings equation 
would still very much reflect the joint behaviour of wage rates and 
average hours per man. 
Using at, the dependent variable average weekly earnings (AWE t), 
CGN 
assume that the main determining factors of AWEt are the basic hourly 
wage rates (BHRt), the number of hours worked (Ht) and the size of _ 
the overtime premium. In addition there are other factors affecting tr 
average weekly earnings, notably wage drift. The tendency of wage 
earnings to exceed wage rates gives rise to the earnings drift which 
is measured as the difference between wage earnings and wage rates. 
The difference mainly consists of overtime earnings and special 
bonuses (fringe benefits) which are provided by firms to workers 
in excess of the general agreements, national, sectoral or plant which 
provide the settlement for wage rates for various classes of workers. 
In the Greek industry the earnings drift constitutes an important part 
of total pay deals, particularly with reference to male manual workers. 
Unfortunately data on the frequency distribution of earnings and workers 
are non-existent and consequently we don't know how many workers are 
paid the minimum wage. Some tentative conclusions however can be 
drawn from figure 4.3, where we compare the average actual earnings 
of male and female manual workers to their respective minimum wages 
(W /Worin and WF/Wmin respectively). It is clear that WF/Wmin 
M 
moves closer to the horizontal axis tha) WAi/Wmin and the average 
values of these ratios for the period examined are 1.480 for 
males compared to 1.168 for females. This does not constitute of 
course solid evidence that female manuals are paid the minimum wage, 
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but it shows that a comparatively larger number of women are paid the 
10 
minimum wage and occupied in unskilled jobs than men. 
Modelling their hypothesis CGN assume first that (contrary to reality) 
overtime and standard hours are all paid at the same rate and that 
there are no other payments apart from the nationally negotiated 
minima. The earnings relationship can be formally expressed in (4.5) 
(4.5) AWEt = BHRtI Ht2 eu 
Modification of the above hypothesis in order to allow for the 
existence of an overtime premium and for payments in excess of 
basic rates, requires a coefficient on overtime hours (Ht-HS t) 
that 
will represent the overtime premium. This is expressed in (4.5)' 
(4.5)' AWEt = BHRt 
bl LHSt +1 . (Ht-HSt)Ib2 eu 
Overtime earnings however are only a part of earnings drift. Fringe 
benefits and extra bonuses are primarily determined by productivity 
effects and therefore a second modification is required to allow for 
earnings drift in the form of a time trend. Equation (4.5)' therefore 
becomes 
(4.6) AWEt = ebo+blt BHRt 
b2 [HSt + b4 (Ht - HSt)]b3 eu 
The expected signs of the coefficients bl, b2, b3, b4 are all positive. 
Moreover the elasticities of basic hourly rates (b2) and actual hours, 
measured in standard hour equivalent units (b3) are expected to have 
a value of unity. In practice however b2 is likely to be less than 
one since (a) basic hourly rates is an index of minimum rates of 
hourly pay and not actual hourly pay and (b) it is quite possible 
that the basic hourly rates index may contain an amount of gains in 
_I'I- 
earnings made in some previous periods and consolidated in BHR. 
The coefficient b3 represents the proportional impact of actual 
hours, measured in standard hour equivalent units, on average 
weekly earnings. Yet again, in practice there are grounds for 
expecting b3 to have a value less than unity, the most important 
reason being that a proportion of earnings takes the form of supplements 
(fringe benefits and extra bonuses) that are insensitive to changes 
in hours. Finally b4 represents the overtime premium so that 
HSt + b4 (Ht-HS t) measures actual 
hours in terms of standard hour 
equivalent units. 
Note that equation (4.6) becomes an identity if bo=b1=q, actual hours 
are equal to standard hours (Ht=HSt) and b2-b3=1, since in that case 
AWEt = BHRt, *HSt 
By taking logs of equation (4.6) we have 
(4.7) 1nAWEt = bo + b1t + b2 In BHUt + b3 ln[HSt + b4 (Ht-HSt)] + ut 
Equation (4.7) is non-linear in the parameters to be estimated 
(b4). However as it will be seen below this parameter will not 
be estimated but instead its values will be imposed. Decomposing 
equation (4.7) into two separate equations for male and female 
manual workers we have 
(4.8.1) 1n AWEMt = Tro + nlt + IT 
2 
1n BHRMt .+ IT 3 
1n[HSt + n. 4 
(HMt-HS t) 
]+ ut 
I 
+ Uý (4.8.2) In AWEFt = 7T 
0+n1t+2 
1n BHRF 
t+ Tr 3 
In [ HS 
t+ it 4 
(HF 
t- 
HS t 
)l 
where ut-NID (0, ä2u) 
AWEM = average weekly earnings of male wage earners 
AWEF = average weekly earnings of female wage earners 
BHRM = basic hourly rate of male wage earners 
BHRF = basic hourly rates of female wage earners 
-l, 72- 
The major objection in CGN's specification of the earnings equation 
in the form of (4.8.1) and (4.8.2) is the treatment of the earnings 
drift which is proxied by a time trend. Implicitly models (4.8) 
consider only those manual workers paid according to time. Although 
precise figures are not available it is fairly reasonable to assume 
that throughout the period under study a significant proportion of 
manual workers in Greek manufacturing were paid - to some extent at 
least-according to results. Had the necessary information been 
available, then a model along the lines proposed by 0. Ashenfelter 
and J. Pencavel (1974) would probably be the best choice. Two 
implications of this model are of relevance here: (a) that the 
overtime variable should be connected only to time-rate workers 
and (b) an excess demand variable would probably be required to 
capture the effects of fluctuations in demand on workers paid by 
results. Nonetheless in the absence of such information we should 
at least approximate the earnings drift variable adequately. Apart 
from the structural factors affecting drift such as changes in the 
structure of employment (in the sense of changes in the age-sex and 
skills mix) and which of course cannot be measured, other factors 
such as bonuses, merit payments etc, and also payments according to 
results can be regarded as being a function of productivity. Further- 
more and following H. Lydall (1958) and H. A. Turner (1960) we will 
assume that drift lies behind productivity. In firms with a high 
proportion of piece workers an increase in output leads to an increase 
in their earnings and hence to an increase in the earnings drift. In 
such firms the earnings of time workers are tied to those of piece work- 
ers and so time workers earnings rise but only after a lag. G. W. Smith 
(1982) has incorporated the above points in modelling drift as a 
function of productivity as in (4.9) 
-1g3 - 
b 
(4.9) AWEt=e ° Qt 
bli 
BHRt2 
LWt: Htt-i 
[HSt + b4 (Ht-HSt) 1 
b3e u 
where LW is employment of manual workers 
Taking logarithms on (4.9) and constraining the lags on the productivity 
variable up to year, equation (4.9) becomes 
(4.10) 1nAWEt = b0 +ý bpi 1n (-LWOtH 
_i 
+ b21nBHRt + 
i=o t' t 
+ b3ln[HSt + b4(Ht-HSt)] + ut 
Decomposing equation (4.10) into two separate equations for male 
and female manual workers we have 
3 
(4.11 . 1) 1n AWEMt = 710 +I Trli 
in( Qt. )+ 7r, 2 
In BHRM + 
i=o LWMt. HMtt-i t 
+ Ira ln[HSt + 71 4 
(HMt-HS 
t) 
]+ ut 
(4.11.2) In AWEFt _ TrO +ý 'r ii 
1n( at )+ In BHRF + i=0 LWFt. HFtt-i 2t 
+ IT 31 n{HSt + Try 
(HFt-HS 
t) 
]+ ut 
Equations (4.8) and (4.11) are the basis for the estimation of average 
weekly earnings. The procedure followed is to assume drift to be a 
function of productivity (equations (4.11)). In cases where the 
productivity variables are found to be insignificant the time trend 
equations will be tried (4.7). The generation of "corrected" 
quarterly series for average weekly earnings is described in Appendix 
3. Data on minimum wages are published in the Government Gazzette 
after the completion of every pay round that usually takes place once 
a year and are obtained by T. Katsanevas (1983) and Confederation of 
Greek Industries (1974). 
-l44- 
The estimation of the overtime premium (n. 4) is faced with a number 
of difficulties. An obvious possibility is to constrain 14 to equal 
the statutory overtime rate which is 1.5 times the regular hourly 
11 
rate. However it is possible that n. 4 may take values higher or lower 
than 1.5. CGN as well as H. M. Pesaran (1973) estimate equations (4.8) for 
all possible values of 7T4 ranging on a grid-from 1 to 2 and choose 
that value that maximizes the likelihood function. A similar 
procedure is followed here. With regard to the minimum and maximum 
A, Z 
values of the grid on the overtime premiumZsed information provided 
by Labour Statistics on regular hours and regular weekly earnings and 
overtime hours and overtime weekly earnings for male and female manual 
workers that was published occasionally for a number of quarters. (17 
observations in all; information was published for approximately one 
quarter per year of the period under examination). Overtime premium 
was calculated as the ratio of regular hourly earnings (equal to the 
ratio of regular weekly earnings over regular hours) to overtime 
hourly earnings (equal to the ratio of overtime weekly earnings over 
overtime hours). By obtaining the mean and standard deviation on the 
a, 
series of the overtime premium it is possible to construct/95% 
confidence interval around the mean. This interval determines the 
minimum and maximum values of the grid on n4 . These values together 
with the means for male and female overtime premia are given in table 
4.4. The grid on overtime premium was constructed by dividing the interval 
into 17 equidistant observations. 
The procedure for the estimation of equations (4.11) is as follows: 
A maximum lag of 4 (inclusive of the current quarter) was imposed 
on the productivity variables and the equations were estimated for all 
17 values of l4. The value of n4 that maximized the likelihood function 
was chosen and equations were re-estimated by dropping all insignificant 
lags on the productivity variables and constraining the value of 74 
Table 4.4 
Sector 
troff n, maxiinm arrI mean values of overtime 
premium for male and female manual, vnrkers 
11es Farales 
minirrn. m mean maxim= rninurm,. mean maX31= 
TOT 1.5627 1.7119 1.8611 1.3943 1.5409 1.6875 
20 1.1012 1.4438 1.7864 1.2007 1.4269 1.6531 
21 1.3429 1.6187 1.8945 1.2307 1.6031 1.9755 
22 1.6393 1.9331 2.2269 1.4133 1.7171 2.0209 
23 1.3301 1.6291 1.9281 1.2132 1.5468 1.8804 
24 0.9569 1.4849 2.0129 0.9569 1.4403 1.9071 
25 1.1870 1.6410 2.0950 0.9579 1.6533 2.3487 
26 1.0752 1.7662 2.4572 0.8325 1.6255 2.4185 
27 1.0557 1.5539 2.0521 0.8850 1.5946 2.3042 
28 1.1723 1.5373 1.9023 1.2948 1.6808 2.0668 
29 1.4694 1.8870 2.3046 0.9677 1.8559 2.7441 
30 1.1051 1.4837 1.8623 0.9287 1.5129 2.0971 
31 1.2569 1.5165 1.7762 1.0840 1.5540 2.0240 
32 1.4044 1.6998 1.9952 1.0085 1.7423 2.4761 
33 1.3132 1.6620 2.0108 1.2207 1.6512 2.0817 
34 1.1979 1.4845 1.7711 1.1143 1.7071 2.2999 
35 1.4353 1.6975 1.9597 1.2158 1.5780 1.9402 
36 1.3944 1.7686 2.1428 1.0041 1.5797 2.1553 
37 1.0837 1.6323 2.1809 1.1550 1.5242 1.8934 
38 1.2249 1.7635 2.3021 1.1142 1.4566 1.7990 
39 0.5925 2.2393 3.8861 1.0372 1.7568 2.4744 
*LqS - 
to the one that was found to maximize the likelihood function. The 
same procedure was repeated in the case of equations (4.8). 
Estimation of equations (4.8) and (4.11) indicated the presence of 
first order autocorrelation in the rediduals, possibly due to the 
missing lagged dependent variable. Before we proceed to the discussion 
of the results of the wage-earnings variable a small digression on the 
treatment of autocorrelation is required. 
4.4.3. The treatment of first-order autocorrelation. 
In cases where estimation of models (4.8) indicates the presence of 
autocorrelation it is interesting to establish whether residual 
autocorrelation exists or whether the dynamic structure of the 
model is mispecified. If the latter proves to be the case, then 
the purpose of models (4.8) and (4.11) which is to generate within 
sample predictions of earnings if clearly not served since it 
requires a respecification of the equations. If on the other hand 
the former is true, then a method of estimation that takes into account 
the order of autocorrelation present is sufficient to resolve the problem. 
Following the D. F. Hendry (1974) consider an equation of the form 
(4.12) Yt = zt +ut 
and assume autocorrelation in the errors. Further assume that the 
autoregressive process generating ut is of the first order, ie. 
(4.13) ut = P1 ut-1 + vt vt_NID (0 ,6zv) 
where vt is a white noise process. Transforming (4.12) to eliminate 
(4.13) yields (4.14), which is termed the restricted transformed 
equation (RTE) 
_ýL -Rr - 
(4.14) (RTE) Yt = P1Yt_I A1g? zt_1 + e'Zt + vt 
I 
An alternative possibility is that equation (4.12) has a mispecified 
dynamic structure, with autocorrelation reflecting omitted variables 
and the correct relationship, iioue (klueeu y, -a4 Yt- i' 
Z 
t-i ' 
zt in the 
form of (4.15) which is the unresti"cted transformed equation (UTE) 
(4.15) (UTE) xt _ alYt-i + a2 Zt-i + a3 Zt + vt 
Equations (4.12) and (4.15) are estimated by ordinary least squares, 
while equation (4.14) by autoregressive least squares. It is 
possible to discriminate between the three alternatives by con- 
structing likelihood ratio tests; for example if by SSR1, SSR2, SSR3, we 
denote the residual sums of squares ot. equations (4.12)(4.14) and 
(4.15) respectively, then the significance of the autoregressive 
coefficient in (4.14) can be tested as 
(4.16) T log' (S ) -x2(1) 
3 
(or by the value of the t-statistic on the autoregressive coefficient). 
Furthermore the validity of the autoregressive restriction in (4.14) 
relative to (4.15) can be tested as 
(4.17) T 1og(SSR3)- x2 (n) 
2 
where n is the number of restrictions imposed on (4.15) to obtain 
(4.14). 
If the value of (4.17) is less than the critical value on x2(n) then 
we can safely not reject the hypothesis that autocorrelation (of the 
first order) in the residuals is present and therefore a method that 
takes that into account ("corrects" for) such an autoregressive least 
I 
squares estimation is required. 
- IR If - 
The above analysis is based on the assumption that autocorrelation 
is of the first order. However, it can be easily extended to higher 
orders as well. Given that the residuals are autocorrelated, an 
interesting test would be to examine whether autocorrelation in the resi- 
duals is of the first order, or whether there is autocorrelation of 
a higher (than first) order. Since we are using quarterly data it is 
12 
quite possible that autocorrelation of up to 4th order is present. 
The test of discriminating between first and up to fourth autocorrelation 
is based on the Langrange multiplier principle. 
13 The test will be briefly 
described under the general case when an autoregressive process of 
order p is to be tested against a (p+r)th order autoregression. 
Assume that the model to be estimated is (4.18) 
(4.18) y. t xti 
ßi + u. t 
where xti include lagged values of yt and ut are generated by a pth 
order autoregressive scheme of the form. 
(4.19) ut = Plus- i+ P2 ut-z +.... + Pp ut-p + et Et-NID(0,6f 
) 
If the model consisting of (4.18) and (4.19), is estimated by some 
appropriate autoregressive least squares method to obtain estimates 
of ßi (i=1... K) and pi (i=1... ß) and the associated sets of residuals 
1% A 
(4.20) ut yt x1 ßi and 
(4.21) Et = Ut - Pt ut-1 - ... " P'p ut-p 
then the Langrange multiplier alternative that the ut are generated by 
a (p+ r)th order autoregression can be calculated as the product of the 
sample size and R2 from the OLS estimation of 
-. 1 iq V- 
kp 
% (4.22) Et - iýi 
Xti Yi + 
iýi 
ut-i 01 + 
iýl 
Et-i °r'i + ut 
where Xti is the estimated autoregressive transform of Xti v ie 
^AA 
(4.23) Xti = Xti - Pl Xt-1, i - P2Xt-2, i - ... pp Xt-P, i 
The sample value of the test-stastic should be compared to the selected 
2 
critical value of the x (T) distribution with significantly large values 
leading to the rejection of the specification of the error autccotzea. c ios 
of model (4.19). This test-stastic is denoted by Z9(3) in tables (4.5), (4.6) 
presenting the results of, the estimation of equations (4.8) and (4.11) 
for males and females respectively. It is apparent that in tests 
conducted. in the rest of this chapter p is set equal to one(first order 
autoregressive process) andris set equal to three, so that p+T, 
follows an up to 4 autoregressive process. Note that the Z9(3)' statistic 
has 3 degrees of freedom and not 4 as the Zi(4) stastic of chapter 3. 
(and 5) since the test conducted here is between first and (up to) 4th 
order autoregressive process. 
The first part of tables (4.5) and (4.6) presents the coefficients of the 
parameters of equations (4.8) and (4.11) for males and females 
respectively, while the second part a number of summary staticts. The 
results on the earnings equations are in general very satisfactory. I 
The productivity variable was included in 19 sectors for male wage 
earnings and 9 sectors for female wage earnings. In most of these cases 
the productivity terms reached one quarter lag (current quarter ) 
particularly for female wage earnings with the exception of sector 
22. The lag coefficients were always positively signed (with the 
exception of 7T. lland 7r13 for sector TOT, males) and their sums were (see 
Y7Tli in part 2 of the tables) between 0.2 and o. 4 for male manuals and 
Table 4.5 Equatia s for car niny3, mile manual, workers 
part 1 Individual crcificients 
Sector if n n10 1711 n12 
Zür -3.094 0.2914 -0.1530 0.2216 
(1.794) " (3.275) (1.713) (2.464) 
20 1.106 0.0761 
(1.324) (2.252) 
21 -0.823 0.3824 
(0.941) (4.517) 
22 3.579 0.0791 
(9.040) (3.483) 
23 -0.442 0.2433 0.1008 
(0.510) (3.341) (1.468) 
24 -0.551 0.3985 
(0.871) (5.889) 
25 -0.0489 0.1387 0.0632 0.1303 
(0.098) (3.088) (1.444) (3.055) 
26' -0.0538 0.1947 0.1263 
(0.822) (2.997) (1.943) 
27 . 2.999 , (7.187) 
28 1.520 0.1971 
(1.475) (2.012) 
29 1.006 0.2774 
.. g. 826, ' (5.214) 
30 1.465 0.1453 0.0999 
(2.326) (3.166). (2.142) 
31 0.184 0.1875 
(0.327) (7.487) 
32 2.420 
(4.763) 
33 3.903 0.0974 
(9.043) (5.390) 
34 -1.341 0.3501 
(1.894) (6.374) 
35 0.595 0.1720 0.1267 0.1150 
(0.740) (2.720) (2.375) (2.20) 
36 0.637 0.2097 
(0.798) (2.410) 
37 0.308 0.2209 
(0.332) (2.844) 
38 -0.959 0.4062- 
(0.709) (2.670) 
39 1.299 0.2380 : . 0.1226... (2.747) (4.945) (2.465) 
. n13 n2 P+, 3 N p 
-0.1583 0.4171 0.5958 1.7119 0.3869 
(1.796) (4.294) (5.980) (5.096) 
0.9730 0.6802 1.4438 0.6192 
(24.15) " (5.751) (5.385) 
0.8015 0.6144 1.6187 0.7013 
(15.41) (5.899) (7.312) 
0.3G47 0.4980 1.7495 0.9439 
(2.270) (9.643) (13.89) 
0.9092 0.5527 1.6291 0.4449 
(22.58) (6.564) (3.601) 
0.7382 0.5884 1.4849 0.6301 
(11.29) '(7.441) (6.027) 
0.8835 0.5264 1.6410 0.6151 
(19.79) (6.165) (5.668) 
0.8978 0.7051 1.5071 0.3595 
(22.87) (6.681) (2.730) 
1.050 0.3223 1.5539 0.6048 
(31.18) (3.208) (5.759)- 
0.8751 0.5082 1.5373 0.7594 
(14.09) (3.274) (8.138) 
0.8355 0.3973 1.6260 0.5741 
(20.80) (3.839 (5.068) 
0.9120 0.2976 1.4837 0.3375 
(21.38) (2.214) (2.618) 
0.8500 0.7991 1.6139 . 0.7099 (12.52) (9.894) (7.317) 
0.9352 0.6038 1.6998 0.5330 
(22.62) (4.865) (4.727) 
0.2392 0.4974 1.444 0.9689 
(2.062) (5.019) '(40.32) 
0.7999 0.9166 1.4845 0.8948 
(8.024) (7.811) (16.32) 
0.9380 0.3739 1.6975 0.6523 
(17.30) (3.538) (6.009) 
_ 
0.9471 0.5659 1.8154 0.5414 
(17.88) (6.048) (4.771) 
0.9472 0.5958 1.6323 0.7642 
(15.28) (4.318) (8.645) 
0.9629 0.6724 1.7635 0.7473 
(12.66) (5.263) (8.599) 
0.7327 0.2234-- 2.2393 -- ' 0.6506 (11.43) (5.101) (6.118) 
t 
Table 4.5 Equatirns for carnirJ s, mile mwsal 'workers 
part 2 Test statistics 
P tar. SE R2 
fli (t) 
TOºr 0.03133" 0.9358 0.2017 (4.162) 
(3.865) 
20 0.05187 0.9803 0.0761 (0.670) 
(2.252) 
21 0.05296 0.9777 0.3824 (3.815) 
(4.517) 
22 0.04717 0.9695 (3.955) 
23 0.03779 0.9888 0.3441 (2.53) 
(4.065) 
24 0.04196 0.9364 0.3985 (4.003) 
(5.889) 
25 0.03593 0.9893 0.3321 (2.611) 
(5.013) 
26 0.04760 0.9830 0.3211 (3.399) 
(3.772) 
27 0.05444 0.9765 (1.490) 
28 0.05459 0.9784 0.1971 (2.012) 
" (2.012) 
29 0.04440 0.9893 0.2774 (4.094) 
(5.214) 
30 0.04746 0.9845 0.2453 (2.064) 
(4.296) 
31 0.05129 0.9789 0.1875 (2.209) 
(3.847) 
32 0.07822 0.9536 (1.568) 
33 0.03400 0.9628 (6.558) 
34 0.06009 0.9614 0.3501 (2.008) 
(6.374) 
35 0.03857 0.9879 0.2997 (1.143) 
(3.322) 
36 0.05161 0.9794 0.2097 (0.998) 
(2.411) 
37 0.05084 0.9770 0.2209 (0.851) 
(2.845) 
38 0.06540 0.9655 0.4062 (0.488) 
(2.670) 
39 0.04737 0.9811. 0.3605 (3.389) 
(4.980) 
n3,1(t) ? 8(i) 290) Zvi. 
. 
(6.001) 0.996 (3) 3.410 1.857 
(2.704) 4.385 (3) 3.038 0.049 
(3.702) 0.225 13) 7: 702 1.220 
(9.721) 9.012 (3) 2.385 0.352 
(5.311) 1.448 (3) 1.752 1.592 
(5.205) 0.914 (3) 0.824 1.085 
(5.546) 0.056 (3) 2.189 0.200 
(2.796) 1.705 (3) 0.575 0.108 
(6.745) 10.03 (2) 2.151 1.549 
(3.168) 0.960 (3) 1.406 0.946 
(5.285) 6.135 (3) 3.258 9.354 
(5.224) 2.323 (3) 6.522 1.622 
(2.438) 9.545 (3) : 2.428 2.107 
(3.192) 2.689 (2) 5.322 2.046 
(5.072) 14.416 (3) 3.088 0.960 
(0.711) 4.659 (3) 0.967 1.244 
(6.003) 0.802 (3) 2.834 1.380 
(4.640) 0.281 (3) 1.862- 1.553 
(2.930) 2.322 (3) 1.390 1.977 
(2.564) 0.090 (3) 3.053 1.580 
(17.73) 0.0864 (3) 3.181 0.325 
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Table 4.6 potations for earnings, fcm. ilc mv«1' uorkcrs 
Part I Individual coefficients 
Sector no X10 T12 
TOT 1.304 0.1776 
(1.838) (3.066) 
20 1.401 0.0584 
(2.887) (1.851) 
21 0.9464 0.1297 
(1.240) (2.061) 
22 1.2379 0.0503 0.0661 
(2.031) (1.459) (1.944) 
23 0.9348 0.2207 
(1,. 544) (4.144) 
24 2.558 
(6.490) 
25 0.7221 0.0385 
(2.212) (2.900) 
26 2.929 0.0253 
(8.335) (2.565) 
27 2.774 0.0365 
(6.159) (2.773) 
28 2.944 0.0783 
(12.46) (4.787) 
29 3.084 0.0352 
(10.57) (3.750) 
30 3.369 
(10.77) 
31 2.831 0.0378 
(6.38) (2.675) 
32 1.290 
(1.934) 
33 4.426 0.0638 
_ 
(11.99) (3.107) 
34 2.657 
(11.38) 
35 2.646 
(4.336) 
36 1.867- 0.04211 
(7.019) (2.399) 
37 3.284 0.0340 
(7.905) (4.111) 
38 -0.678 0.2096 
(0.712) (3.279) 
39 1.442 0.0931 
(2.823) (1.913) 
0.0445 (1: 248) 
0 
1113 112 
0.9354 
(32.43) 
0.9994 
(32.99) 
0.9379 
(28.82) 
" 0.9738 
(17.04) 
0.9068 
(28.42) 
1.0209 
(52.24) 
0.7951 
(7.799) 
0.8118 
(10.57) 
0.8015 
(7.892) 
0.4748 
(4.457) 
0.7490 
(10.33) 
0.9660 
(55.80) 
0.7196 
(6.674) 
0.8951 
(19.42) 
0.5714 
(4.115) 
1.0741 
(18.56) 
1.0319 
(59.32) 
0.9933 
(27.12) 
0.8292 
(12.84) 
0.9498 
(23.01) 
1.0013- 
(23.40) 
n3 n4 p 
0.3662 1.5409 0.6191 
(3.005) (5.922) 
0.5472 1.1269 0.7107 
(9.443) (7.389) 
0.5502 1.6031 0.5047 
(6.454) (4.283) 
0.4195 1.7171 0.5245 
(5.903) (4.477)' 
0.4559 1.5468 0.4816 
(3.909) (4.073) 
0.3756 1.4403 0.4488 
(3.571) (3.845) 
0.9299 1.0448 0.5905 
(12.11) (5.607) 
0.3892 1.6255 0.2641 
(4.258) (2.032) 
0.4032 1.5946 0.5187 
(3.541) (4.755) 
0.5119 1.6808 0.9227 
(10.53) (20.16) 
0.3487 1.8559 0.2874 
(4.735) (2.242) 
0.2140 1.5129 0.2885 
(2.619) (2.286) 
0.4698 1.554 0.6034 
(4.154) (5.744) 
0.8347 1.1003 0.5164 
(5.155) `14.582) 
0.0738 1.6512 0.9019 
(0.837) (17.38) 
0.3690 1.7071 0.7007 
(6.945) (7.585), 
0.3517 1.5780 0.1983 
(2.104) t (1.507) 
0.4904 2.083 0.630 
(10.60) (5.849) 
0.2961 1.5242 0.3181 
(2.541) (2.535) 
0.6795 
. 
1.4566 0.6884- 
(6.297) (7.147) 
0.4S16-"- 2.1156' - 0.7503 
(7.422) (9.615) 
Table 4.6 n1uaticns fcr e rnim jr., fcmzle manual workers 
Part 2 Test statistics 
SE 
0.03364 
0.04108 
0.00623 
0.06998 
0.03499 
0.0477,0 
0.05621 
0.06541 
0.06228 
0.03743 
0.06011 
0.05248 
0.05769 
0.09449 
0.04963 
. 
0.08540 
0.05983 
0.06129 
0.05149 
0.05813 
0.05191 
R2 
0.9899 
0.9839 
0.9712 
0.9637 
0.9905 
0.9830 
0.9757 
0.9758 
0.9714 
0.9741 
0.9798 
0.9825 
0.9702 
0.9246 
0.9603 
0.9454 
0.9838 
0.9754 
0.9854 
0.9722 
0.9750 
L'ill 1 112-1 (t) 
0.19765 (2.239) (5.199) 
(3.066) 
0.05838 (0.0214) (7.183) 
(1.551) 
0.12968 (1.908) (5.350) 
(2.061) 
0.16091 (0.460) (8.167) 
(1.906) 
0.22075 (2.920) (4.655) 
(4.144) 
(1.072) (5.937) 
(2.010) (0.914) 
(2.450) (6.682) 
(1.955) (5.243) 
(4.930) (10.04) 
(3.462) (8.845) 
(1.961) (9.622) 
(2.601) (4.689) 
(2.276) (1.021) 
(3.087) (10.50) 
(1.281) (11.88) 
(1.839) (3.879) 
0.04211 (0.183) (11.00) 
(2.399) 
(2.645) (6.900) 
0.20962 (2.970) (2.970) 
(3.279) 
0.09307 (0.029) (7.989) 
(1.9134) 
Z8(1) Z9(3) 
" 
Z5 (11) 
0.346 (3) 6.442 0.475 
0.802 (3) 0.882 1.418 
0.522 (3) 3.395 0.750 
2.807 (3) 2.619 1.438 
0.106 (3) 0.399 1.057 
9.207 (2) 2.244. 2.006 
4.262 (3) 1.539 18.03 
12.11 (3) 2.205 2.138 
. 
3.324 (3) 3.310 1.272 
1.962 (3) 3.755 0.322 
0.745 (3) 0.424 0.423 
3.743( 2) 7.794 2.090 
3.548 (3) 4.897 1.158 
2.613 (2) 2.274 1.770 
9.533(3) 3.814 0.510 
2.256 (2) 6.550 0.702 
7.652 (2) 1.144 7.409 
0.337 (3) 0.021 1.795 
6.220 (3) 0.428 2.209 
0.428 (3) 6.258 1.413 
0.228 (3) 3.844 0.714 
,ý 
-i4R- 
between 0.06 and 0.22 for female manuals. 
The elasticity of earnings over basic wage rates (I, 2) was always 
positive and ranged between 1.050 (SIC: 27) to 0.239 (SIC: 33) for 
males. The same coefficient for females wage earnings took signif- 
icantly higher values than the corresponding coefficients for males 
indicating that a significant part of women across industrial sectors 
are more or less paid the basic rates. 7.2 was insignificantly different 
from unity in only 7 cases for males and 9 for females, as this is 
indicated by the t-statistic on the it2-1 columns of the second part 
of tables (4.5) and (4.6). 
The values of the overtime premium 7T4 were on the whole within 
reasonable range. Exceptions are sectors 25 (7T4= 1.0448) and 32 
(u4= 1.1003) for females and also sector 39 for females where the 
overtime premium is very high (ii4= 2.1156) It should be noted that 
in few cases we could not establish a maximum likelihood on the 
14 
grid on 1w. In these cases we imposed the mean value of the grid 
as this is given in table (4.4). 
The elasticity of earnings with respect to hours worked, TI3 which 
is conditional on the values imposed on the overtime premium, was 
always positive, but significantly less than unity. In only two 
cases 113 was insignificantly different from unity (see t-statistics on 
IT 3-1 on the second part of tables (4.5) and (4.6)), ie. in sectors I 
25 and 32 for females. 
The comparison of the unrestricted form with the restricted transformed 
equation is indicated by the Z8(i) statistic having a chi-square dist- 
ribution with & *degrees of freedom-The results strongly favour the 
estimation by autoregressive least squares with the following exceptions: 
for males SIC: 22-27-31-33 and for females SIC: 24-26-33-35. 
-100- 
Furthermore the Z9(3) statistic is the LangranEp multiplier test of 
testing against higher than first order autocorrelation (up to fourth 
order) and has a chi-square distribution with 3 degrees of freedom. 
In none of the sectors the Z9(3) statistic took values higher than 
the critical value (=7.81 at the 5% significance level), indicating 
that the error autocorrelation of first order is a correct specification. 
The equations were therefore estimated by autoregressive least squares. 
The values of the autoregressive parameter are given in the last column 
of the first part of tables (4.5) and (4.6). 
Finally the last column of the second part of the tables gives the 
values of the Z5(ij) statistic which is a Chow-test statistic with 
an exact F-distribution with i=4 and j degrees of freedom and tests for 
15 
parameter stability. For reasons of economy of space we present the 
values of the F-statistic without the critical values which are 
different for each sector due to different degrees of freedom. Indications 
j 
of mispecification are observed in sectors 29 for males and sectors 
25 and 35 for females. 
4.4.4. The estimation of normal salary earnings. 
The necessity to model salary earnings stems basically from the need 
to construct a measure of unit labour cost purged from all cyclical 
elements. Table 4.3 gives a clear picture of how an important part salary 
earnings are in the total labour bill, particularly in some sectors, 
where for various reasons explained before, there is a considerably 
high ratio of ATC's to manual workers. It was also mentioned that 
through various legal interventions the ATC workers enjoy a number of 
non-pecuniary benefits vis-a-vis manual workers. Furthermore an important 
amount of wage drift in the form of fringe benefits (most of which are 
not directly related to productivity) and overtime earnings is also 
evident in ATC workers. Labour Stastics provide information for 
-20l- 
selected quarters with regard to monthly earnings of ATC personnel 
classified i, n regular monthly earnings, overtime pay and other payments. 
Based on this information we present in table 4.7 the percentages of 
regular, overtime and other earnings on male and female ATC workers 
for the two -digit sectors. As can be seen from this table there is a 
ground for "normalising" salary bill since there is a significant 
cyclical element in the salary pay that has to be purged. 
The main factors affecting average monthly earnings (AMEt) are the basic 
monthly salaries (BMEt) approximated by the minimum nationally negotiated 
salary rates, a factor measuring drift and a demand pressure variable 
to account for overtime pay. In the absence of a better choice a 
time trend variable was used to measure drift. A distinction however 
should be made concerning non-manual workers drift. Although drift 
for manuals is more or less related to productivity, since it is offered 
in the form of production bonuses, attendance bonuses etc, drift in 
the case of ATC's has almost always been unrelated to productivity and is 
16 
less of a problem compared to manual workers drift. National settlements 
with regard to minimum salaries, particularly during the sixties tended 
to reflect more closely the movement in salary earnings than the minimum 
wage settlements did with wage earnings, possibly because of the pressure 
by strongly unionized labour force in the public and banking sectors 
most of which are ATC workers. During the seventies however, there 
was a proliferation of pecuniary and non-percuniary elements offered in 
the total job package particularly for higher paid ATC's that significantly 
increased the difference between basic rates and earnings. Finally 
the demand pressure variable is measured by the ratio of actual to 
normal output. It should be repeated that the model is purely statistical 
in the sense that it's sole purpose is to generate within sample 
predictions of salary earnings. Formally the model can be written as 
(4.24). 
Table 4.7 
Sector 
Tor 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
Average shares of "re 
and "other earnincrs" 
clerical personnel, m 
SIC sectors, Greek ma 
it, "overtime, earnings" 
ive technical and 
workers, two dicht 
-Male ATC's Fehle ATC's 
Regular % Overtime % Other % Regular % Overtime Other ö 
89.37 5.65 4.98 96.49 1.85 1.66 
88.46 6.20 5.34 95.93 2.19 1.88 
85.74 8.58 . 5.68 93.95 3.69 2.36 
94.24 4.83 0.93 98.14 1.31 0.55 
93.54 3.84 . 2.62 97.52 1.48 1.00 
95.36 2.31 2.33 98.07 0.75 1.18 
88.37 7.45 4.18 97.29 1.36 1.35 
92.00 5.00 3.00 96.73 2.22 1.05 
90.60 3.92 5.48 98.02 0.78 1.20 
88.34 . 5.68 . 5.98 93.11 2.58 
4.31 
91.21 6.43 2.36 97.65 1.44. 0.91 
92.01 4.93 3.06 97.69 1.14 1.17 
90.59 4.56 4.85 96.98 1.59 1.43 
86.76 
. 
6.26 6.98 96.22 2.78 1.00 
87.05 5.88 7.07 95.35. 1.60 3.05 
83.57 6.98 9.45 91.43 2.14 6.43 
90.04 6.32 . 3.64 97.03 
1.56 1.41 
91.17 6.50 2.33 97.82 1.07 1.11 
92.74 4.95 2.31 96.73 2.30 0.97 
87.44 
. 
6.80 5.76 96.07 2.44 1.49 
91.70 3.57 4.73 96.88 0.29 2.83 
I 
- p. o2. - 
4 
(424) AMEt = Co +q BMEt + C2 t+ 
1=0 
c3i cut-i + ut uCNID(0,6=u) 
Since the Langranze Multiplier test on functional form indicated 
a logarithmic transformation (see 721(1) and Z, 22(i ) in tables (4.8) 
and (4.9), equation (4.24) was specified in logs. Furthermore there 
was a separate estimation for male and female ATC's salary earnings 
since information is available on both male and female minimum 
17 
salaries and male and female average salary earnings. With these 
modifications equation (4.24) may be rewritten as 
4 
(: 4.25.1) in AMEMt : n" +i BMEMt +'r 2t+In 31 
CUt_i + ut 
i=o 
4 
(4.25-20 ln. AMEFt = IT o+ it 1 
BMEFt + Tt2t +I cu +u 
3i t-i t i=o 
where AMEM = average monthly earnings, salaried employees males 
AMEF = average monthly earnings, salaried employees females 
BMEM = basic monthly earnings, salaried employees, males 
BMEF = basic monthly earnings, salaried employees, females 
pit NID(0962U) 
ut NID(0,62tt) 
The results of equations (4.25) are presented in tables (4.8) and (4.9) 
10-; ' males and females respectively. The first part of the tables 
presents the estimated coefficients and the second part a number 
of summary statistics and diagnostic tests. The Langranze Multiplier 
statistics Z21(l) and Z22(l) with regard to males strongly favour 
the logarithmic transformation since in only two sectors (SIC: TOT, 23) 
the Z21 (1) and 
Z22(ß) were higher that the critical value at the 
5% significance level (3.84). The same pattern is also observed 
for female ATC's since only two sectors (SIC: 35,38) had values of the 
Z21 and Z22 statistics higher that the critical, indicating that 
i 
I 
equations (4.15.2) are mispecified for these sectors. 
Table 4.8 Equaticrs for earnincis. male ATC's 
Part I Individual coefficients 
Sector no ii n2 n30 n31 X32 n33 134 p 
iur 0.2413 1.133 0.00302 0.00303 0.00233 0.6753 
(0.828) (30.55) (1.655) (1.715) (1.272) (6.651) 
20 3.777 0.604 0.0593 -0.00099 0.00094 0.000599 0.6751 
(5.639) (6.382) (6.097) (1.898) (1.808) (1.686) (6.517) 
21 0.168 1.135 0.00150 0.00175 0.3552 
(0.574) (30.59) (1.639) (1.891) (2.741) 
22 4.226 0.588 0.0408 0.00060 0.00035 -0.00024 0.2947 (11.49) (11.32) (7.781) (2.155) (1.278) (1.235) (2.194) 
23 4.746 0.494 0.0636 0.00087 0.00144 0.5658 
(13.05) (9.613) (12.09) (1.276) (2.029) (4.693) 
24 5.672 0.303 0.0979 0.00248 0.00196 0.6988 
(7.352) (2.750) (8.871) (2.410) (1.663) (7.181) 
25 5.117 0.392 0.0951 0.00410 -0.00234 0.5639 
(4.361) (2.366) (5.943) (2.413) (1.412) (5.003) 
26 5.119 0.404 0.0743 -0.00241 -0.00291 0.5071 
(5.368) (3.154 (5.714 (1.855) (2.306) (4.090) 
27 3.125 0.726 0.0307 0.6796 
(3.140) (5.165) (2.114) (6.770) 
28 4.497 0.488 0.0865 0.00234 0.3804 
(7.747) (5.947) (10.50) (2.256) (2.861) 
29 4.196 0.578 0.0503 -0.00238 0.00254 0.4440 
(5.171) (5.048) (4.332) (1.696) (1.759 (3.544) 
30 3.699 0.650 0.0510 0.00084 0.00125 0.00104 0.00035 0.00104 
(7.767) (9.656) (7.772) (1.603) (2.196) (1.823) (1.217) (1.990) 
31 3.296 0.727 0.0339 0.00140 -0.00114 0.3674 
(8.099) (12.679) (6.047 (2.225) (1.950) (2.750) 
32 3.567 0.707 0.0216 U,, fJe2 
(3.403) (4.781) (1.429) (5.085) 
33 1.067 1.030 0.7026 
(2.841) (21.55) (7.404) 
34 6.203 0.346 0.0683 -0.00084 -0.00100 0.3569 
(7.351) (2.902) (5.712) (1.832) (1.907) (2.758) 
35 3.903 0.613 0.0526 -0.00190 0.00271 0.6881 
(5.965) (6.635) (5.531) (1.801) (2.511) (6.653) 
36 -0.210 1.175 0.00370 0.6950 
(0.399) (17.60) (2.087) (7.368) 
37 4.954 0.462 0.0716 -0.00129 -0.00111 0.6667 
(6.223) (4.114) (6.487) (1.871) (1.525) (6.334) 
38 3.117 0.7174 0.0516 0.00189 0.5796 
(5.033) (8.205) (5.789) (2.711) (4.937) 
39 3.894 0.6153 0.0534 0.00378 -0.00275 0.4800 
(3.099) (3.4G9) (2.969) (2.7G7) (2.006) (3. b03) 
r 
7.1ble 4.8 Equations for earninQs, male ATC's 
Part 2 Test statistics 
Sector SE R2 En3i 1'1 1(t) Z8(1) Z9(3) Z5(ij) 
TOT 0.0795 0.9927 0.00837 (3.584) 18.34 (4) 2.150 11.968 
20 0.0731 0.9930 0.00055 (4.189) 
. 
5.99 (3) 0.948 1.978 
21 0.2658 0.9699 0.00326 (3.639) 3.65 (3) 4.669 5.235 
22 0.0820 0.9878 0.00069 (7.942) 7.52 (4) 1.232 1.578 
23 0.0346 0.9766 0.00230 (9.843) 22.42 (4) 3.904 10.12 
24 0.0792 0.9923 0.00443 (6.393) 3.45 (4) 0.534 0.949 
25 0.1773 0.9815 0.00175 (3.677) 1.95 (3) 0.841 1.801 
26 0.2084 0.9785 -0.00532 (4.653) 6.91 (3) 1.918 1.807. 
27 0.1830 0.9840 (1.953) 9.44 (2) 2.407 1.469 
28 0.1270 0.9873 
" 
0.00234 (6.247) 4.23 (3) 0.542 1.720 
29 0.2700 0.9677 0.00015 (3.579 0.32 (4) 7.114 0.198 
30 0.0388 0.9928 0.00452 (5.206) 2.002 
31 0.0499 0.9935 0.00026 (4.760) 1.768 (4) 3.630 1.293 
32 0.3145 0.9733 (1.977) 5.97 (2) 3.280 1.632 
33 0.1368 0.9884 (1.616) 10.33 (1) 3.672 0.319 
34 0.1834 0.9777 -0.00184 (5.475) 0.55 (4) 5.458 1.105 
35 0.0707 0.9936 0.00080 (4.192) 10.84 (3) 0.474 2.291 
36 0.2724 0.9763 0.00370 (2.615) 30.18 (2) 2.308 1.122 
37 0.0549 0.9950 -0.00240 (4.791) 8.35 (4) 2.642 1.957 
38 0.1018 0.9909 0.00190 (3.233) 2.59 (3) 2.020 0.720 
39 0.5762 0.9326 -0.00103 (2.169) 5.11 . (3) 4.030 1.281 
Z21(1) Z22(1) 
. 
6.209 11.208 
4.208 3.000 
4.791 3.009 
6.109 1.006 
5.402 9.821 
13.06 2.719 
4.159 0.793 
9.812 1.831 
7.817 3.185 
5.683 2.721 
16.00 0.076 
12.79 0.697 
9.615 3.121 
6.735 2.991 
5.800 3.800 
11.07 1.362 
19.09 0.967 
7.019 1.964 
7.163 2.912. 
8.544 3.568 
6.443 0.888 
. 
Table 4.9 FcBatials far earnings, Fe lle 'IC's 
Part 1 Lxlividual coefficients 
pct _ 
no ni 112 n30 n31 n32 n33 
Týºf 5.139 0.4491 
(0.879) (8.621) 
20 -0.0956 1.0923 0.00295 0.00138 
(0.248) (22.13) (2.441) (1.175) 
21 1.0893 0.9538 
(2.585) (17.68) 
22 3.675 0.5968 0.0422 -0.00095 -0.00120 (6.183) (6.691) (4.436) (1.201) (1.671) 
23 4.967 0.4798 0.00146 
(5.049) (4.023) (1.436) 
24 2.892 0.6723 0.0415 0.00113 -0.00276 
(5.228) (8.446) (4.895) (1.843) (2.227) 
25 4.976 0.3558 0.0798 0.00109 
(4.823) (2.396) (4.818) (2.163) 
26 0.900 0.9451 0.0187 -0.00184 
(1.443) (10.50) (1.887) (1.623) 
27 1.334 0.9352 0.00234 
(2.437) (13.34) (2.051) 
28 3.791 0.5534 0.0629 -0.00236 -0.00193 (6.289) (6.373) (6.584) (2.378) (1.931) 
29 5.395 0.3009 0.0738 0.00285 
(3.862) (2.497) (3.204) (1.849) 
30 4.339 0.4808 0.0584 0.00189 
(7.536) (5.805)' (6.554) (2.191) 
31 3.359 0.6566 0.0281 -0.00193 (6.062) (8.239) (3: 194) (2.294) 
- 32 3.191 0.7165 (6.618) (11.59) 
33 2.686 0.7386 0.0169 
(3.630) (6.297) (1.410) 
34 3.870* 0.5762 0.0543 0.00197 
. 
(3.684) (3.805) (3.306) (3.056) 
35 3.633 0.5799 0.0428 -0.00305 0.00259 0.00271 -0.00244 
(5.062) (5.616) (3.723) (1.957) (1.627) (1.679) (1.562) 
36 4.780 0.4835 
(3.637) (3.009) 
37 5.751 0.2718 0.0862 
- -0.00162 -0.00171 (6.713) (2.204) (6.279) (2.404) (2.526) 
38 4.047 0.5302 0.0515 0.00189 
(3.334) (3.045) (2.3 96) (1.845) 
39 3.918 0.5090 0.0727 -0.00533 0.00335 -0.00487 (3.380) (3.049) (3.902) (1.894) (1.169) (1.707) 
1134 ' 
0.4862 
(4.874) 
0.7048 
(7.042) 
0.7163 
(7.660) 
0.00092 0.3036 
(1.256) (2.269) 
" 0.4901 
(5.787) 
0.00613 
. 0.4102 (4.892) (3.224) 
0.6839 
(6.841) 
0.00383 0.3342 
(3.115) ' (2.563) 
0.03136 0.7687 
(1.181) (8.832) 
0.5060 
(3.979) 
0.7435 
(8.253) 
0.3810 
" (3.007) 
0.00244 0.5755 
(3.399) (5.126) 
0.00081 0.6273 
(1.658) (5.962) 
0.00153 0.6067 
(1.819) (5.462) 
0.2889 
(2.204) 
-0.00210 0.6001 
(1.353) (5.073) 
0.7637 
(6.023) 
0.7314 
(7.698) 
0.8816 
(14.321) 
0.00498 0.5168 
(1.825) (4.273) 
S 
I 
Table 4.9 Ec patians for carnL ngs, Frm-+le A'DC's 
part 2 Test statistics 
_7 
sector SE R- EnU 111-1(t) Z8 i Z9 3 Z5 (ij)- 
1VP 0.0531 0.9023 (10.58) 6.33 (1) 5.098 1.954 
20 0.1550 0.9836 0.00433 (1.869) "1.565 (3) 1.050 1.559 
21 0.1946 0.9816 -0.00123 (0.857) 4.411 (1) 0.947 2.051 
22 0.2268 0.9684 (4.703) 7.65 (4) 1.660 2.067 
23 0.1009 0.9034 0.00146 (4.360) 0.602 (2) 0.036 0.061 
24 0.0359 0.9893 0.00449 (4.116) 9.45 (5) 2.342 2.237 
25 0.2036 0.9764 0.00109 (4.338) 0.537 (3) 4.733 0.840 
26 0.1702 0.9795 0.00198 (0.609) 4.708 (4) 2.410 1.896 
27 0.2419 0.9753 0.00370 (0.923) 12.07 (2) 0.635 1.529 
28 0.1163 
, 
0.9871 -0.00429 (5.142) 2.56 (2) 1.331 1.939 
29 0.3410 0.9649 0.00285 (5.801) 0.156 (3) 5.907 0.578 
30 0.1363 0.9829 0.00189 p5.268) 4.412 (3) 2.942 1.419 
31 0.0774 0.9922 0.00051 (4.308) 8.52 (4) 5.311 1.850 
32 0.3882 0.9666 0.00081 (4.585) 3.447 (3) 2.861 1.340 
33 0.1533 0.9849 0.00153 (2.229) 6.421 (3) 3.518 1.800 
34 0.4522 0.9484 0.00197 (2.799) 4.917 (3) 1.478 1.702 
35 0.1328 0.9853 -0.00229 (4.068) 17.34 (3) 0.995 0.472 
36 0.1950 0.8500 (3.214) 26.71 (1) 6.818 1.410 
37 0.0929 0.9904 -0.00333 (5.906) 9.09 (4) 2.375 1.453 
38 0.1548 0.9787 0.00189 (2.698) 19.56 (3) 2.319 1.323 
39 0.5080 0.9446 -0.00188 (2.949) 3.609 (3) 5.927 1.554 
2 21(1) Z22(1) 
8.621 2.441 
23.108 1.209 
22.130 1.476 
9.461 1.849 
22.685 2.163 
14.600 1.957 
4.117 2.043 
8.512 " 3.471 
13.471 1.749 
7.896 . 3.007 
9.108 2.204 
11.071 3.045 
10.377 3.049 
26.150 3.179 
30.135 2.585 
5.458 3.630 
11.422 7.831 
5.062 3.684 
5.751 0.998 
19.612 26.733 
6.289 3.637 
-203- 
The coefficient on basic monthly salaries was positive and well-determined 
throughout the sectors. However the assumption of a unitary elasticity 
on basic monthly rates does not hold since only one sector (SIC: 33) 
on males and three on females (SIC: 21,26,27) had t-statistics less than 
1.96 (see 11 1- 1(t) columns on part 
(2) of tables (4.8) and (4.9). 
Drift, as proxied by the time trend seems to be an important factor 
since it was found positive and significant in 17 and 14 sectors 
for males and females respectively. On the whole drift seems to 
be more important for male than for female salary earnings. 
The results on the coefficient of the capacity utilization variable 
indicate that a significant amount of the variation in average monthly 
salaries is accounted by variations in the demand for the product. Lags 
up to four were Used on the CU variable and all insignificant variables 
were dropped. The third column of the second part of tables (4.8) 1 
and (4.9) present the sums of the significant coefficients on the CU 
term. For male ATC's 18 sectors indicated a significant effect of 
the demand pressure variable, but only 14 had the proper positive 
sign, while for females ATC's only 13 out of 18 sectors. 
All equations with the exception of sector 30 for male ATC's were 
estimated by autoregressive least squares. The comparison of the 
unrestricted form with the restricted transformed equation on the whole 
indicated that error autocorrelation is generated by autocorrelation 
in the residuals and is not due to systematic dynamic mispecification. 
The Z8(i) statistic that has a chi-square distribution with i degrees 
of freedom presents these results. Exceptions are sectors where the 
value of the Z8(i) is higher than the critical, ie for male ATC's, 
SIC: TOT, 23,27,33,35,36, while for female ATC's SIC: TOT, 20,21,27,35,36,38. 
In these sectors autocorrelation is due to dynamic mispecification. 
-2o4- 
The Z9(3) statistic indicates that autocorrelation is properly 
specified to be of first order, since the value of this statistic. 
is never higher than the critical value at the 5% significance level. 
Finally the Z5(ij) is a Chow F-test with i(: 4), j degrees of freedom 
testing for post-parameter stability. Only in sectors SIC: TOT, 21, 
23 for male ATC's the statistic took values higher than the critical 
indicating mispecification of equation (4.25.1) for these sectors. 
4.5. Estimation of normal employment. 
The final step in the calculation of normal unit labour cost is the 
estimation of normal employment. Previous econometric work designed 
to explain variations in employment has provided some support to the 
view that adjustment to output changes may be singled out as the main 
source of short-run movements in employment. R. C. Fair's (1969) work, 
summarising all existing models during the sixties seems to confirm 
that at least with regard to manual workers, output plays the dominant 
18 
role in the specification of employment functions. More recently 
attention has been drawn to the choice of the utilization rates of 
inputs open to the decision maker and the possible impact of var- 
cations in the intensity of utilization of input on the behaviour of 
19 
the inputs themselves. The model presented here follows closely CGN 
and is a purely statistical model in the sense that its sole purpose 
is to generate within sample predictions of normal employment. Separate 
equations are estimated for manual workers on the one hand and ATC's 
on the other for each two-digit SIC sectors, further disaggregated by 
sex. The model estimated in log-linear and formally presented in 
(4.26) 
} 
co+c t+c t2+ý c (4.26) Lt=e i2 : Dt-i3t-i I 
HNt-i 4t-j ut-NID (0,62u) 
-105- 
where Lt refers to employment of male wage earners (LWM), female 
wage earners (LWF), employment of male salaried employees 
(LSM) and employment of female salaried employees (LSF) 
respectively. 
at is output 
HNt is normal hours that can be either male normal hours 
HMNt or female normal hours HFNt 
Taking logs on both sides of (4.26) we have 
(4.27) lntLt = co + c1t + c2t2 + 
iio 
cat-i 1n-. Qt-i + cot-j ln"HNt-j + 
+ ut ut-NID (0,62u) 
Output is entered as usually with a four-quarter lag. Normal hours are 
also included in the manual workers employment equations. It was 
established in section 4.2 that changes in standard hours have a 
significant effect on the number of hours actually worked. Therefore 
a reduction in standard hours is expected to raise employment 
irrespective of fluctuations in output. Furthermore a quadratic time 
trend was entered to take hold of the fact that productivity was 
accelerated particularly during the first half of the period under 
study. Expectations about the signs of the parameters of equation 
(4.27) are as follows 
(4.28) c1, c2 <O 9 Scat-i>O 9 Ec4t-j<O 
Decomposing equation (4.27) into separate equations for wage-earners 
(males and females) and ATC's (males and females) we have 
44 
(4.29.1) 1 nLWMt= iro+lT1 t+ Vt2+Tr2 'TT31 1nQt_i+ I 1r4j ln HMNt_ j+ut 
J=O i_o 
"r. ºLiu 4.10 14juatiu i ! or utq)1o raunt, nulu mutual workers 
Part I Individual coefficients 
Sector no ill 112 1130 1131 1132 1133 1134 N4 p 
7w -2.620 -0.0561 0.00169 0.3618 0.1394 0.1472 -0.2104 0.7228 (0.507) (2.238) (1.911) (4.317) (1.908) (1.748) (1.325) (7.194) 
20 5.242 0.0336 -0.00328 0.2086 0.0649 0.2159 -1.7191 0.2237 (1.049) (1.961) (3.049) (2.486) (2.103) (2.526) (2.029) (1.542) 
21 1.348 0.0626 -0.00205 0.3042 0.5734 (0.588) (2.125) (1.482) (2.608) (4.918) 
22 4.462 -0.0897 0.00210 0.2017 0.4476 
(4.132) (2.775) (1.114) (3.962) (3.513) 
23 -12.103 -0.0734 0.00250 0.2694 0.1587 0.2058 0.221G -0.8247 0.6484 (3.221) (4.247) (2.535) (3.400) (2.017)" (2.391) (2.560) (1.576) (5.277) 
24 -4.499 0.0602 -0.00806 0.8205 -1.016 0.6562 (0.865) (1.277) (3.242) (3.699) (2.049) (6.148) 
25 1.568 0.1420 0.6366 
(2.007) (1.614) (5.988) 
26 3.494 0.3636 -1.584 0.6210 (1.187) (3.397) (1.912) (5.520) 
27 8.672 0.1367 -0.8741 0.6170 
(5.420) (3.468) (3.012) (5.147) 
28 -7.954 -0.0664 0.0025 0.2497 0.2725 -1.5790 0.5495 (1.404) (2.154) (1.948) (1.596) (1.725) (1.466) (4.506) 
29 14.393 -0.0602 0.0034 0.3267 0.3506 
(4.219) (2.724) (2.553) (1.836) (2.583) 
30 9.631 0.1697 0.1309 -0.954 0.3825 
(3.000) (2.797) (2.254) (2.667) (2.447) 
31 1.602 -0.0849 0.00295 0.3420 0.6827 
(0.451) (2.147) (1.931) (1.941) (6.342) 
32 0.9797 0.2619 0.7767 
(0.515) (2.841) (9.014) 
33 7.419 -0.0638 0.00183 0.3899 0.1987 0.0941 -0.3167 0.3534 -1.175 0.4352 (1.211) (2.419) (1.995) (2.877) (1.540) (1.709) (2.523) (2.654) (1.921) (3.277) 
34 1.593 0.4353 -0.624 0.5908 (0.489) (13.77) (1.837) (4.988) 
35 4.410 0.0545 0.0462 0.1304 0.8853 
(2.506) (1.826) (1.855) (2.405) (14.89) 
36 4.570 0.2119 0.6642 
(4.756) (4.507) (6.210) 
37 -0.8392 -0.0539 0.0019 0.3864 0.2101 -0.7130 
(0.335) (2.140) (1.688) (3.746) (2.083) (2.015) 
38 -8.364 0.3409 0.1120 0.2035* -1.151 0.7149 
(2.375) (4.937) (1.581) (2.967) (1.462) (6.807) 
39 -16.92 -0.0660 "0.0039 0.1932 0.1597 0.0505 0.1564 0.1825 -0.4013 0.4895 
(2.765) (1.356) (2.306) (3.040) (2.053) (1.399) (1.702) (2.743) (1.286) (3.524) 
Table 4110 atiO: L^ for QTp10}m. mt, mile t weal c or'kcrs 
part 2 Test statistics 
soctor SE RZ E33i A Z8(i) Z9(3) ZS(i ) Bors for hours tNt 
TOT 0.0246 0.9986 0.6484 0.6690 1.816 (4) 5.214 1.249 ttrlt = 13.941 + 0.6481ts t 
20' 0.0552 0.9548 0.4894 1.0149 1.154 (4) 2.302 1.981 III1t = 8.606-0.166t+0.785 HSt 
21 0.0617 0.9736 0.3042 2.433 (3) 1.963 0.569 
22 0.1028 0.9475 0.2017 0.988 (3) 1.047 1.797 
23 0.0303 0.9967 0.8555 1.444 7.802 (4) 2.522 12.421 1Nt = 1.373+0.932 HLSt 
24 0.0767 0.973G 0.8263 0.198 (3) 4.931 1.187 III1t = 18.345+0A95t+1.188 list 
25 0.0507 0: 9879 0.3453 0.5888 2.781 (1) 2.435 1.24 
26 0.0546 0.9859 0.5557 0.3457 3.898 (2) 1.180 1.477 ttrlt = 0.851+0.238t+0.8011 Fist 
27 0.0340 0.9937 0.1367 17.87 (2) 0.244 2.210 mt = -17.87+1.372 DSt 
28 0.0415 0.9910 '0.5222 0.5218 2.697 (4) 6.800 2.411 HNt = 14.135+0.219t+0.612 ASt 
29 0.0821 0.9496 0.3267 . 2.172 (3) 3.706 1.248 
30 0.0617 0.9725 0.3006 0.4355 0.504( 2) 3.815 1.751 IiNt = 5.820+0.7957 Hst 
31 0.0534 0.9879 0.3420 4.542 (2) 2.572 9.728 
32 0.1102 0.9123 0.2619 3.030 (1) 1.849 0.479 
33 0.0358 0.9935 0.7194 0.592 (4) 4.101 1.686 tiºJt = 23.617+0.4313 iSt 
34 0.0673 0.9694 0.4353 3.348 (2) 2.154 1.590 liNt = -3.63+1.114 HSt ,... 
35 0.0428 0.9909 0.2311 1.3284 0.114 (1) 4.274 : 1.859 
36 0.0499 0.9903 0.2119 . 1.921 (1) 0.734 1.732 
37 0.0573 0.9311 0.5965 0.3522 liNt = 1.807+0.8876 IiSt 
38 0.0423 0.9935 0.6564 0.7907 5.954 (2) 5.463 1.699 IN = 9.931+0.752 NSt 
39 0.0683 0.9518 0.7423 1.9667 5.323 (4) 6.307 1.158 INt = 8.985+0.7344 IISt 
Rý 
Table 4.11 FXluatians for ar playmcnt, fcmzle mnual'wr)rkers 
p ut 1 Individual coefficients 
Sector 1 N2 1130 T131 1132 3 1134 "4 0 
0.1042 -0.0975 0.0057 0.4814 0.6041 (0.022) (3.130) (4.484) (2.346) ý3 "t) 
20 -1.312 0.1883 0.2897 0.1416 -0.8339 (0.429) (2.516) (3.029) (1.865) (2.490) 
21 3.166 0.3824 0.2240 -0.928 0.6462 (0.356) (3.278) (1.871) (2.316) (6.051) 
22 -1.384 -0.2179 0.0098 0.2803 -0.8711 (0.210) (4.383) (3.250) (2.141) (1.367) 
23 2.768 -3.0872 0.0039 0.3055 0.1434 -0.5174 0.7462 (0.993) (6.317) (5.027) (4.160) (1.933) (1.829) 
" 
(8.071) 
24 -1.476 -0.1126 0.0093 0.2423 0.2871 0.7778 
(0.367) (2.858) (4.843) (1.816) (2.150) (8.851) 
25 -8.483 0.2641 0.2187 -0.600 0.5849 
(0.928) (2.090) (1.730) (1.649) (4.523) 
26 -10.220 0.2286 0.5909 0.7937 
(2.000) (1.864) (2.940) (9.284) 
27 
28 -4.477 0.2383 0.3449 0.4790 
(3.356) (1.377) (2.033) (3.668) 
" 29 5.936 0.4948 -0.526 0.8064 (0.385) (2.089) (2.353) (9.308) 
30 5.807 0.2903 -1.688 0.3765 
(3.613) (5.174) (3.871) (2.546) 
31 -11.05 -0.2336 0.0048 0.4088 0.3108 0.3114 
(3.040) (3.891) (3.808) (3.266) (2.670) (1.978) 
-32 
33 -7.516 0.4341 -0.9961 0.8151 (2.120) (3.604) (2.213) (10.36) 
34 -11.99 -0.4466 0.0236 0.7625 "" -0.889 0.8151 (1.417) (1.641) (1.868) (1.700) (2.213) (10.36) 
35 -2.680 0.1247 , 
0.0708 0.1776 -0.7243 0.4300 (0.393) (1.756) (1.964) (2474) (1.399) (3.048) 
36 14.54 0.3079 -1.619 (1.653) (1.938) (4.241) 
37 -9.952 0.2486 0.1570 0.3420 -0.3120 0.8537 (2.587) (1.705) (1.725) (2.348) (1.883) (12.34) 
38 -5.063 0.0859 0.4571 0.7910 
(1.100) (2.756) (1.958) (9.543) 
39 0.6321 0.5621 0.1511 -1.104 0.6943 (0.092) (4.945) (1.342) (1.937) (7.099) 
Table 4.11 a iz tiaras for 2! 21c!? nent, female manual 4drkers 
part 2 Test statistics 
Sector 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
SE 2 R rTt 31 a Z 8(i) Z 9(3) Z 5(ij) Equations for hours iv t 
0.0546 0.9922 0.4814 0.099 (3) 4.317 0.033 
0.0920 0.8450 0.6196 0.9246 fielt -9.431+10018 lot 
0.1015 0.9213 0.6064 0.3694 8.566 (2) 0.994 1.014 FQtt = 15.08+0.147t+0.520 }it 
0.1824 0.6089 0.2803 mt= -14.398+0.195t+1.161 !? St 
0.0209 0.9987 0.4489 0.3194 7.318 (4) 5.064 9.428 Fart = 12.582+0.643 }St 
0.0535 0.9886 0.5294 0.5423 4.423 (3) 6.799 1.379 
0.1046 0.8910 0.4828 0.4530 7.589 (2) 0.509 1.116 IINt - 17.713+0.182t+0.426Hst 
0.1572 0.7364 0.8195 0.7210 2.603 (1) 0.547 1.080 
0.0573 0.9740 0.5832 0.5914 4.060 (1) 4.951 2.212 
0.1130 0.9199 . 0.4948 0.607 (2) 2.272 1.472 iIIJt ' 27.944+0.1856t+0.2803HSt 
0.1029 0.9294 0.2903 3.708 (2) 8.304 1.833 ißNt = -4.779+0.9885 h'St 
0.0678 0.9149 0.7196 0.4319 20.04 (4) 1.166 1.794 
0.0832 0.9621 0.4341 " 
2.902 (2) 4.928 1.196 Mt = 27.204+0.3622 fSt 
0.2362 0.4893 0.7625 17.42 (4) 3.137 1.991 iiJt = -12.168+0.4858t+1.075 hit 
0.0531 0.9793 0.3731 1.1417 5.617 (2) 0.726 1.104 INt = 27.79+0.659t+0.303 NSt 
0.3685 0.4520 0.3079 FßN t= -4.825+0.3125t+0.958 HSt 
0.1051 0.9216 0.7476 1.1249 2.031 (2) 9.489 1.607 mt= 1.2594+0.915 ist 
0.1160 0.8258 0.4571 4.672 (2) 4.695 2.594 
0.0893 0.9340 0.7132 0.2119 1.624 (2) 0.696 0.318 Mt= 12.78810.5988 t35t 
-LOG- 
4y 
(4.29.2) 1nLWFt = 'ra+irIt+Tt2t2+ I X31 In 0t_J+ 17TJ 1nHFNt_j+ut 
i=o i_o 
4 
(4.30.1) ]n LSMt = To +I 7r 31 In 0t-i + ut i=o 
4 
(4.30.2) In LSF t= Tr o+I 
7r 31 in Qt-i + ut i=o 
The results of equations (4.29) for male and female manual workers 
employment are presented in tables (4.10) and (4.11) respectively. 
The first part of the tables gives the estimated coefficients with 
their respective t-statistics, while the second part summarizes 
a number of statistics and diagnostic tests. The results are on 
the whole quite satisfactory. 
With regard to male manuals equations, output took in most cases the 
expected signs. It should be noted that the distribution of the 
parameters on output is completely unconstrained without any 
polynomial form imposed on them. As previously all insignificant 
parameters have been dropped. The sum of output coefficients (Fit 3i) 
that can be interpreted as the long-run elasticity of manual (males) 
employment with respect to output is reported on the third column of 
the second part of table (4.10). The elasticity took values ranging 
from 0.1367 for sector 27 indicating a low response of employment to output to 
0.8555 for sector 23. Furthermore the mean lag (A), reported in the 
fourth column of the second part of table (4.10), was in most of 
the sectors below unity, with the exception of sector 39 where it 
took the value 1.9667. 
The results on the productivity variables (IT1 and 112) are rather 
_Loi - 
mixed. In 12 sectors the trend coefficient was significant. 
Out of these in 9 sectors the trend variable had a negative 
sign as expected. However the coefficient on the quadratic term 
was positive in all 9 sectors, indicating perhaps that even 
though productivity was increasing, it was increasing with a 
decreasing rate. The opposite pattern of alternating signs is 
reported in sectors 20,21 and 24. 
Finally the coefficent on normal hours is found significant in 
13 sectors. Experimentation with various lags on normal hours 
proved always insignificant. It was decided to let the hours 
variable to enter only with the current lag. A possible 
explanation of the insignificance of the hours coefficient 
in the remaining 8 sectors, where we do not report the results, 
might be that some of the effects on productivity of reductions 
of standard hours may be offset by greater productivity in the 
hours that are actually worked. In all 13 sectors where Iria was 
significant, it took the proper sign, but the values of the 
coefficients ranged significantly from 0.2104 to 1.7191. 
All equations for male manual employment were estimated by 
autoregressive least squares with the exception of sector 27 
which was estimated by OLS. The Z8(i) statistic indicates that the 
estimation by autoregressive least squares is the correct procedure 
to adopt (see before) with the exception of sector 27. Furthermore 
the Z9(3) statistic shows that the error autocorrelation of the 
first order is properly specified in the sense that it rejects a 
higher than first (up to fourth) autocorrelation in the residuals. 
Finally the post parameter stability test as given by Z5(ij) 
statistic indicated mispecification in only sector 23. 
Equations for female manuals employment proved in general less 
satisfactory than males (see table (4.11)). 19 equations were 
estimated altogether since we were unable to obtain significant 
20 
results for sectors 27 and 32. The coefficients on output are 
always positive with elasticities ranging from 0.2803 for sector 
22 to 0.8195 for sector 26. The mean lag (X) is always less than 
unity apart from sector 35 and 37. In 7 sectors we obtained 
significant results for the productivity variables but the pattern 
was similar to that of male manuals, ie. negative coefficients on 
the time trend, but'positive on the quadratic term. Finally the 
coefficient on standard hours whenever it was found significant 
is always negative with elasticities ranging from 0.312 for sector 
37 to 1.688 for sector 30. 
Once again the estimation by autoregressive least squares is preferred, 
but the Z8(i) statistic favoured the unrestricted form in 5 out of 14 
sectors. Furthermore the Lan_Branze multiplier statistic of testing 
against an up to fourth order autocorrelätion (Z9(3)) failed to pass 
the test on two occasions, ie. sectors 30 and 37. Finally the Z5(ij) 
statistic indicated mispecification for sector 23. 
Turning now to the equations for non-production workers (administrative- 
technical and clerical personnel) it is important to note that a number 
21 
of authors have pointed that ATC workers are probably more like a 
fixed factor in the short-run. The fact that output changes do not 
I 
play any role with regard to ATC employment is also observed by 
W. Godley and W. Nordhaus (1972) and CGN, since 
"It was only when a relatively long. lag-8 quarters-was imposed on the 
output series that the latter took on a significant coefficient and 
-1o q- 
a relatively long adjustment process seems acceptable for this 
group of employees". 
W. Godley and W. Nordhaus (1972) p. 861. 
Casual inspection of the series of ATC employment however indicates 
that their growth is sometimes faster than the output growth. A 
possible explanation was given in the previous section where it was 
noted that due to union pressure there was a progressive reclass- 
ification of employees from blue to white collar workers. None- 
theless we experimented on the basis of equation (4.30) with the 
employment series of ATC workers for both males and females. Suprisingly 
enough, output was found to play an important role, while the trend 
variables were on the whole insignificant. Moreover the adjustment 
process was longer for male ATC compared to females and the elasticities 
of female ATC employment to output, as measured by the sum of the 
coefficients on the output terms was higher than the corresponding male , 
ATC elasticity in 17 out of 21 sectors. The- result is quite 
reasonable if we consider that the type of work done by male and female ATC 
is totally different. The former constitutes a significant proportion 
of overhead labour being predominantly higher administrative and 
technical staff employed in long contract or for life, while the 
latter includes mainly secretarial and clerical staff whose employ- 
ment fluctuates with output. 
The results of employment equations for ATC employment based on 
equations (4.30) are reported in tables (4.12) and (4.13) for males 
and females respectively. All equations were estimated by auto- 
regressive least squares with the exception of sectors 39 for males 
and 30 for females which were estimated by ordinary least squares. 
The results on the Z8(i) statistic comparing the restricted with 
the unrestricted form strongly favour the autoregressive least 
squares estimation with the following exceptions: males, SIC: 25,26,32,35,37 
Table 4.12 V1 ticns for cmnplcym-nt, male ITC -workers 
part 1 Individual coofficimtx 
Sector 170 11 1 n2 1730 1131 1132 1133 1734 174 
TOT -6.266 0.2376 0.1506 0.1640 0.1585 
(6.064) (5.508) (3.763) (4.406) (3.841) 
20 -1.875 0.1196 0.1414 0.1611 0.0609 
(3.307) (4.273) (5.328) (5.985) (2.194) 
21 -5.471 0.2007 0.1400 0.1271 0.1736 
(6.355) (3.340) (2.386) (2.161) 2.873) 
22 5.248 0.0789 
(5.875) (2.843) 
23 -5.982 0.2262 0.1163 0.1743 0.1386 
(6.619) (3.427) (1.767) (2.519) (1.927) 
24 -5.698 0.2288 0.3766 
(5.147) (2.120) (3.466) 
25 -7.699 0.0774 0.3182 0.1335 0.1515 0.2037 
(4.157) (1.794) (3.639) (1.598) (1.771) (2.114) 
26 -5.549 0.2068 0.3908 
(2.107) (1.826) (3.371) 
27 -12.769 0.2421 0.2806 0.1584 0.3019 
(7.226) (1.977) (2.416) (1.385) (2.525) 
28 3.304 0.2217 
(1.718) (2.318) 
29 -3.197 0.3817 0.3084 0.2487 
(1.114) (2.024) (1.776) (1.304) 
30 -5.260 0.2231 0.1867 0.2012 
(5.841) (2.669) (1.871) (1.921) 
31 -5.222 0.1469 0.3076 0.1888 
(8.575) (2.261) (5.425) (2.953) 
32 -1.619 0.3220 0.1019 
(0.663) (3.854) (1.816) 
33 -8.435 0.3819 0.2514 0.1537 
(10.67) (4.872) (2.877) (1.963) 
34 -6.775 0.2326 0.4342 
(6.219) (1.886) (3.179) 
35 -10.569 0.2244 0.1614 0.2752 0.1867 
(9.206) (4.130) (3.137) (5.370) (3.392) 
36 -8.084 0.3208 0.2074 0.2180 
(5.580) (2.414) (1.822) (1.636) 
37 -5.724 0.3402 0.1644 0.1365 
(2.367) (3.168) (1.958) (1.817) 
38 -2.422 0.1776 0.1910 0.1548 
(1.234) (2.424) (2.552) (2.252) 
39 -6.758 0.2302 0.4236 
(10.73) (1.942) (3.011) 
P 
0.868 
(18.90) 
0.483 
(18.93) 
0.6966 
(6.781) 
0.4712 
(3.897) 
0.655 
(16.01) 
0.7500 
(8.014) 
0.8568 
(11.77) 
0.7413 
(8.190) 
0.7036 
(7.095) 
0.8320 
(11.05) 
0.6524 
(5.999) 
0.2545 
(1.905) 
0.6635 
(6.426) 
0.9850 
(13.75) 
" D". 6355 
(5.667) 
0.57,51 
(4.709) 
0.7680 
(8.869) 
0.5752 
(4.959) 
0.8566 
(12.54) 
0.8590 
(12.66) 
Table 4 . 12 Equati is for crrplo}mcnt, male A9C workers 
Part 2 Test statistics 
Sector SE R2 E33i I Z8(1) Z9(3) Z5(i ) 
0.0182 0.9987 0.7106 1.3426 0.872 (1) 0.188 1.613 
20 0.0284 0.9958 0.4829 . 1.3384 0.245 (1) 5.724 1.127 
21 0.0439 0.9874 0.6416 1.4266 3.579 (1) 1.404 1.547 
22 0.0712 0.9559 0.0789 1.324 (1) 0.0179 1.038 
23 0.0301 0.9956 0.6554 1.3438 3.586 (1) 0.240 0.243 
24 0.0651 0.9644 0.6055 0.6220 3.288 (1) 2.348 1.867 
25 0.0625 0.9606 0.8843 2.0971 10.18 (1) 0.556 1.619 
26 0.9201 0.9169 . 0.5976 0.6539 7.763 (1) 3.640 2.334 
27 . 
0.0652 0.9662 0.9831 1.5289 2.703: '(1) 1.949 1.113 
28 0.0412 0.9899 0.2217 0.343 (1) 1.488 1.681 
29 0.0858 0.9304 0.9388 0.8583 0.539 (1) 0.510 1.159 
30 0.1250 0.8636 0.6109 0.9643 2.538 (1) 2.048 1.776 
31 0.0391 0.9918 0.6433 1.0651 2.678 (1) 0.114 0.527 
32 0.0709 0.7634 0.4239 0.2404 12.36 (1) 0.221 1.357 
33 
" 
0.0445 0.9893 0.7871 0.7099 3.699 (1) 1.222 1.581 
34 0.1267 0.8268 0.6668 0.6512 3.029 (1) 0.0106 1.899 
35 0.0409 0.9892 0.8479 1.5000 7.570 (1) 0.183 1.895 
36 0.0795 0.9564 0.7463 0.8621 1.191 (1) 2.465' 0.474 
37 0.0774 0.9590 0.6412 0.6822 9.504 (1) 3.732 2.294 
38 0.0643 0.9750 0.5234 0.9564 0.1126 (1) 0.0126 1.941 
39 0.1399 - 0.8790 0.6537 0.6480 0.776 
I 
Table 4.13 Erluatims for c nnlo' nc, t, female 1(tC workers 
Part I Individual coefficients 
S= no 111 U2 1130 li 31 1132 1133 1134 114 p 
TL7T -10.156 0.2268 0.1090 0.1702 0.3117 0.843 
(7.342) (3.019) (1.873) (2.635) (4.338) (11.74) 
20 - 6.428 0.1334 0.2457 0.2521 0.6484 
(3.748) (2.393) (4.281) (4.613) (6.174) 
21 -13.28 0.3791 0.2491 0.2974 0.5865 
(10.81) (3.967) (3.202) (3.132) (5.192) 
22 -0.910 0.2904 0.2808 
(0.489) (3.252) (2.063) 
23 - 7.599 0.1923 0.1029 0.3863 0.6331 (11., 99) (3.239) (1.828) (6.016) (5.545) 
24 - 7.485 0.3132 0.3728 0.4541 
(12.25) (1.914) (2.291) (3.603) 
25 - 7.350 0.1595 0.2389 0.3379 0.2025 0.9M1 
(1.159) (2.187) (1.916) (9.580) (1.923) (25.12) 
26 2.276 0.2772 0.8713 
(1.619) (4.342) (11.32) 
27 - 4.760 0.2388 0.2653 0.7037 
(2.077) (1.874) (1.967) (6.792) 
28 -10.06 0.8259 0.5793 
(6.600) (10.91) (5.040) 
29 -10.53 0.2496 0.5551 0.3038 
(3.834) (1.967) (3.321) (2,212) 
30 - 7.863 0.2698 0.4196 
(9.220) (1.611) (2.536) 
31 - 8.403 0.5089 0.2333 0.5450 
(12.34) (6.395) (2.983) (4.502) 
32 - 9.025 0.3140 0.1802 0.1984 0.8754 
(2.878) (2.809) (1.935) (1.877) (13.57) 
33 -10.08 0.2645 0.3151 0.2042 V. 8896 
(3.363) (2.121) (2.389) (1.644) (14.99) 
34 -12.72 0.5342 0.3056 0.6696 
(6.351) (2.473) (1.836) (6.576) 
. 35 -15.72 
0.2035 0.1933 0.3731 0.2686 0.7997 
(9.837) (2.984) (2.980) (5.778) (3.888) (9.828) 
36 16.02 0.6998 0.3587 0.8737 
(3.710) (4.424) (2.254) (13.86) 
37 - 7.296 0.4223 0.2392 "" 0.7191 
(4.503) (3.758) (2.107) (7.487) 
38 - 3.579 0.1391 0.2378 0.2015 0.9615 
(0.912) (2.989) (1.814) (1.539) (31.58) 
39 - S. 222 0.1772 0.2865 0.2214 0.8741 
(3.164 (1.947) (2.608) (2.554) (12.10) 
i 
Table 4.13 E92ations for crMloýx t, fen-ale ATC workers 
Part 2 Test statistics 
Soctar SE. R2 tnji Z8(i) Z9(3) Z5(i ) 
Tprr 0.0315 0.9952 0.8177 1.6932 2.308 (1) 5.151 0.916 
20 0.0705 0.9708 0.6313 1.1879 38.56 (2) 0.309 1.820 
21 0.0809 0.9267 0.9256 0.9117 2.992 (1) 0.490 0.951 
22- 0.1474 0.5290 0.2904 3.749 (1) 0.225 2.028 
23 -0.0313 0.9931 0.6814 1.2849 14.84 (1) 1.999 1.964 
24 0.0711 0.9519 0.6860 0.5434 1.281 (1) 1.551 
_1.146 
25 0.0961 0.7445 0.9389 1,6213 3.354 (1) 2.292 2.068 
26 0.0878 0.8784 0.2772 7.369' (1) 11.934 1.827 
27 0.0863 0.9004 0.5041 0.5263 0.095 (1) 3.449 2.063 
28 0.0558 0.9736. 0.8259 0.248 (1) 0.892 0.389 
29 0.1547 0.5245 0.8047 0.6898 0.187 (1) 4.006 1.492 
30 0.1556 0.8407 0.6894 0.6086 0.574 
31 0.0564 0.9714 0.7422 0.3143 2.972 (1) 3.763 0.317 
32 0.1147 0.7690 0.6926 0.8331 4.368 (1) 14.149 1.264 
33 0.0737 0.9283 0.7838 0.9231 3.385 (1) 2.779 2.211 
34 0.1911 0.6262 0.8398 0.3639 2.732 (1) 3.689 1. "958 
35 0.0518 0.9743 1.0385 1.6805 5.948 (1) 0.316 1.465 
36 0.1109 0.8382 1.0585 0.3389 0.143 (1) 1.718 2.078, 
37 0.0854 0.9421 0.6615 0.3616 5.387 (1) 17.009 1.848 
38 0.0800 0.8329 0.5784 1.1079 2.066 (1) 7.236 1.649. 
39 0.1272 0.5752 0.7551 1.1512 3.1062 (1) 8.390 1.523 
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and females SIC: 20,23,26,32,35 and 37. The Z9(3) statistic showed 
that the first order autoregressive estimation should be abandoned 
for a higher than a first order estimation for sectors 26,32,37 and 39 
for female ATC's. Finally the Z5(ij) statistic showed no signs of 
mispecification in any of the male or female ATC's equations. 
The coefficients on the output terms are always properly specified, 
although no distributed lag is imposed. The third and fourth 
columns of the second part of tables (4.12) and (4.13) give the 
sum of the significant coefficients on output terms as well as the 
mean lag W. The elasticity of employment with respect to output for 
male ATC's takes values from 0.4239 (for sector 32) to 0.9831 (for 
sector 27) with the exceptions of sectors 22 and 28 where it was 
significantly lower (0.00788 and 0.2217 respectively). The corresponding 
numbers for female ATC's are significantly higher ranging from 
0.2772 (for sector 26) to 0.9389 (for sector 25) and in two sectors 
values are higher than unity (sectors 35 and 36). 
The estimation of employment equations concludes the arguments of 
unit labour cost that have to be normalized. The next section is 
concerned with the estimation of materials cost equations to be used 
for the generation of normal unit materials cost. 
4.6. Estimation of normal materials cost. 
Considering materials cost, the question arises on whether we should 
correct materials bill from cyclical fluctuations. It is generally 
accepted that materials prices are procyclical in the sense that they 
rise relatively faster than finished goods prices in expansions and 
22 
fall during contractions. CGN have put forward persuasive arguments 
to the fact that a normalization of materials bill is inappropriate. 
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According to CGN the firm has no means of telling what is and what 
is not normal about changes in the costs of its raw materials. 
Even if it was possible to distinguish the normal element in 
the materials cost, it would not necessarily mean that in periods 
when capacity was below normal, material costs would fall, since 
they may be cyclical but not reversible in the sense that labour 
cost is. 
The above arguments are acceptable as long as they refer to materials 
prices and not to materials bill. Inspection of the actual data 
indicates that there is a similarity in the pattern of quarterly 
fluctuations in materials bill and the valpe of output. As it was 
shown in section 2.4 it is possible to decompose materials bill 
into materials prices and materials volume. Since materials prices 
are beyond the influence of the firm, it will be argued that a correction 
of the cyclical output effects should be made for the long-run trends 
in the "productivity" of materials. Accordingly equation (4.31) 
was specified in a loglinear form, where the volume of materials 
is a function of current and past levels of output. 
4 
(4.31) 1n Mt = nxo +I 7r li 
In Dt-i +ut ut NID-(0,62u) 
i=o 
Estimates of equation (4.31) are presented in table (4.14). The 
coefficients on output are estimated freely without imposing any 
polynomial form and are always positive and well determined. 
The sum of the coefficients is inmost cases around unity ranging from 
0.9329 for sector 27 to 1.3956 for sector 28. Estimation by auto- 
regressive least squares is confirmed by the values of the statistics 
Z8(i)9 Z9(3) and Z5(ij). Finally the Z3(i) statistic is a likelihood 
ratio that comparing the general model (4.31) with the specific 
3 
models presented in table (4.14 
I 
Table 4.14 Fxiuztiors for ntiiterials bill 
Part I Individual cocfficicnts 
sector 
no 1110 
: Car 0.4888 0.4871 
(0. &88) (8.415) 
20 0.7558 0.9149 
(1.517) (48.99) 
21 0.7366 0.8483 
(1.463) (39.36) 
22 -1.280 1.0145 
(3.028) (72.29) 
23 '-0. C568 0.5803 
(0.087) (10.14) 
24 0.8108 0.8519 
(4.857) (34.09) 
25 -0.2795 0.6206 
(0.353) (11.57) 
26 0.2823 0.6389 
(0.417) (9.632) 
27 0.9646 0.6022 
(1.218) (6.493) 
28 -8.784 1.1843 
(3.128) (7.829) 
29 -3.537 1.0087 
(4.617) (19.04) 
30 -1.284 0.6938 
(1.402) (6.373) 
31 -0.6046 0.6912 
(1.177) (8.938) 
32 0.5796 0.9591 
(0.576) (19.74) 
33 -2.879" 0.9301 
(2.418) (9.071) 
34 0.2821 0.8896 
(0.313) (17.65) 
35 -1.0778 0.8504 
(5.110) (30.69) 
36 -1.690 0.6344 
(4.110) (9.102) 
37 -0.9195 0.9398 
(3.370) (24.35) 
38 -3.960 1.1518 
(11.86 (71.28) 
39 -1.755 0.6346 (3.293) (9.537) 
It 11 
0.1280 
(2.329) 
0.0381 
(2.095) 
0.0365 
(1.747) 
0.0145 
(2.190) 
0.1885 
(2.724) 
0.0458 
(2.190) 
0.0916 
(1.784) 
0.3143 
(4.705) 
0.3307 
(3.638) 
0.2109 
(1.416) 
0.1522 
(2.833) 
0.1358 
(1.330) 
0.3101 
(4.116) 
n12 n13 n14 
0.1499 0.1934 
(2.892) (3.460) 
0.0244 
(1.157) 
0.0193 
(2.125) 
0.2115 
(3.426) 
0.0386 
(1.534) 
0.1225 
(2.402) 
0.2007 
(1.959) 
0.1714 
(1.689) 
0.0760 
(1.706) 
0.1139 0.0705 
(4.002) (2.533) 
0.1031 0.0434 
(1.889) (1.535) 
0.0865 
(2.265) 
0.3171 0.0995 
(4.642) (1.493) 
0.0343 
(1.587) 
0.1539 
(2.875) 
0.1509 
(1.991) 
0.1329 
(1 . 864) 
P 
0.8388 
(11.69) 
0.6814 
(6.568) 
0.8351 
01.37) 
0.9057 
(16.49) 
0.7865 
(9.418) 
0.7009 
(7.135) 
0.8507 
(11.47) 
0.6005 
(5.444) 
0.5672 
(4.965) 
0.8331 
(11.50) 
0.5727 
(4.841) 
0.6424 
(5.943) 
0.6333 
(5.796) 
0.6679 
(6.513) 
0.7859 
(9.582) 
0.8873 
(15.08) 
0.4413 
(3.504) 
0.3207 
(2.323) 
0.4705 
(3.680) 
0.2599 
(1.717) 
0.5411 
(5.607) 
S 
Table 4.14 fxruaticns for materials bill 
Part 2 Test statistics 
Scictor SE R En, i Z8 (i) z9 (3) Z5 (i j) 
wr 0.01929 0.9937 0.9586 8.364 (1) 2.202 2.518 
20 0.02413 0.9996 0.9530 2.930 (1) 3.064 0.832 
21 0.01634 0.9997 0.9437 1.172 (1) 2.486 1.675 
22 0.01494 0.9997 1.0483 6.938 (1) 0.704 12.062 
23 -ý 0.02068 0.9997 0.9803 1.208 (1) 2.756 1.961 
24 0.01133 0.9998 0.9364 2.930 (1) 7.678 2.269 
25 0.02644 0.9992 0.9887 1.926 (1) 2.880 1.965 
26 0.03362 0.9988 0.9532 0.390 (1) 6.232' 2.128 
27 0.03916 0.9984 0.9329 1.1696(1) 2.271 1.863 
28 0.05350 0.9970 1.3953 3.638 (1) 1.488 2.123 
" 29 0.02778 0.9992 1.1609 0.144 (1) 1.034 2.376 
30 0.06485 0.9961 
. 
1.0303 0.613 (1) 2.889 0.448 
31 0.03527 0.9989 1.0014 4.250 (1) 1.943 1.732 
32 0.07294 0.9953 0.9591 1.754 (1) 1.948 0.5857 
33 0.04410 0.9983 1.1015 3.088 (1) 1.432 0.3566 
34 0.04419 0.9976 0.9656 1.798 (1) 1.765 1.7204 
35 0.01554 0.9997 1.0347 1.442 (1) 0.366 1.447- 
36 0.03581 0.9974 1.0614 1.916 (1) 5.197 2.458 
37 0.02188 0.9994 1.0264 4.186 (1) 10.054 1.660 
38 0.04323 0.9956 1.1518 1.942 (1) 5.581 0.775 
39 0.04702 0.9975 1.0512 5.4115 (1) 2.878 2.110 
Z3(i) 
0.704 (1) 
4.622 (3) 
0.264 (1) 
1.056 (2) 
1.666 (2) 
2.976 (2) 
1.778 (1) 
2.679 (3) 
1.815 (3) 
3.365 (3) 
1.022 (3) 
1.598 (2) 
0.9400(3) 
1.262 (4) 
1.937 (3) 
0.1362(3)' 
1.810 (2) 
4.270 (3) 
3.081 (4) 
1.492 (2) 
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4.7. The calculation of normal unit labour and normal unit materials costs. 
The methodology that was followed in estimating the equations of this 
chapter had one purpose: To generate series of normalised unit 
labour and normalized unit materials costs, ie. costs that are 
purged from the cyclical fluctuations in output. This is achieved in 
the construction of normal values of the variables discussed by 
obtaining the fitted values of the estimated equations and substituting 
wherever necessary actual by normal output. Following this procedure 
the constructed normal cost series will be totally independent of 
the actual cost series. 
To define unit labour (ULCN) we require. the definition of the 
normal labour bill (LN). By dividing this by normal output we 
obtain normal unit labour cost as 
(4.32) ULCN = LBN 
ON 
(4.33) LBN- 1.175 [(12.25 * AWEMN * HMN * LWMN) + (3 * AMEMN * LSMN) + 
+ (12.25 * AWEFN * HFN * LWFN) + (3 * AMEFN * LSFN)] 
where all the arguments in the rhs " are the normal values of wages, 
salaries, employment and hours and the numbers are explained in 
Appendix 3. 
To define normal unit materials cost we require an estimation of 
normal materials volume (MN). This is obtained by using the estimated . 
coefficients of (4.31) and substituting actual by normal output. 
Normal unit materials cost may now be defined as 
(4.34) UMCN = Pm.. MN 
ON 
-213- 
Where Pm is materials prices defined in Appendix 3. 
Normal unit costs will be used as explanatory arguments in the 
estimation of the full-cost and target rate of return models. 
Furthermore they will form the basis for the calculation of normal 
or "predicted" price series to be used in the estimation of the 
normal cost model. The formulation and estimation of these models 
is the subject matter of chapter 5. 
I 
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NOTES 
1. See for example R. Hall and C. Hitch (1939), P. W. S. Andrews (1949), 
A. Fitzpatrick (1974) and R. Barback (1964). 
2. See C. L. Schultze and J. L. Tyrone (1965), R. 71. Gordon (1975), 
W. D. Nordhaus and W. Godley (1972) and K. Coutts, W. Godley 
and W. Nordhaus (1978) among others. 
3. It should be noted however that part-time work is not particularly 
wide-spread in the Greek industry. Moreover, since we will 
estimate separate hours equations for male and female manual 
workers, women's part-time participation factor will be man- 
ifested in different coefficients for the HSt variable compared 
to those obtained in the male hours equation. 
4. See R. S. Breusch and L. G. Godfrey (1981). For a formal definition 
see also section 3.6.5. 
5. See G. E. P. Box and D. R. Cox (1964) and P. Zarembka (1974). 
6. See I. L. O. "Läbour Statistics" various issues. 
7. It should be noted that because of these legal interventions, the 
conventional distinction between operatives (manual workers) on 
the one hand, and ATC staff on the other (see GCN) does not 
correspond to the distinction used in this study. Here, we 
were obliged to follow the National Statistical Service class- 
ification that divides employees into wage and salary earners, 
the first being paid on a daily or weekly basis and corresponding 
more or less to manual workers, while the second being paid on 
a monthly basis and comprising of a mixture of professions a 
great majority of which are manual (see also Confederation of Greek 
Industries (1970)). 
8. See for example S. Wabe and D. Leech (1978). 
9. See D. Sargan (1980). 
-215- 
10. The number would have been even greater and therefore WF/WF min even 
smaller had we examined the industrial sectors where concentration of 
women manuals is. large. In particular more than 75% of women manuals 
is concentrated in sectors that require relatively unslilled labour 
force such as sectors SIC: 2Q, 22,23 and 24. Moreover information 
from a small sample survey conducted in 1968 by the Confederation of 
Greek Industries (1970) shows that 25% of male workers are paid wages 
less than 100 drachmas, while the corresponding figure for females 
is 91%. Minimum wages in 1968 were 96.30lotimales and 80.25 
drachmas for females. 
11. See for example R. R. Neild (1963), F. Rushdy and P. S. Lund (1967) 
and H. M. Pesaran (1972). 
12. See for example K. F. Wallis (1972). 
13. See R. S. Brusch and L. G. Godfrey (1981). 
14. See K. Coutts et al (1978), p. 27. 
15. The Z5(ij) statistic of chapter 4 is exactly the Z4(4, i) statistic , 
of chapter 3 (and 5). See also section 3.6.5. The Z5(ij) statistic 
of chapter 4 should not be confused with the Z5(ij) statistic of 
chapter 3 (and 5). That of chapter 4 indicates a post-parameter 
stability test, while that of chapter 3a Chow-test examining 
the hypothesis of differential pricing pattern between two samples. 
16. See R. F. Elliot and J. L. Fallick (1981) chapter 9. 
17. See T. Catsanevas (1983), Confederation of Greek Industries (1974) 
and Labour Statistics, various issues. 
18. See for example F. Brechlang (1965), R. J. Ball and E. B. A. St Cyr. (1966), 
N. J. Ireland and D. S. Smyth (1970), E. Kuh (1965), R. R. Neild 0 
(1963) and for a different approach T. A. Wilson and 0. Eckstein (1964). 
19. See M. I. Nadiri and S. Rosen (1969) and M. I. Nadiri (1974). 
20. For these sectors actual female manual employment will be assumed 
to represent normal female manual employment. 
-216- 
21. See for example E. Kuh (1965) and P. S. Dhrymes (1966). 
22. See G. E. S. Llewellyn (1974) and R. N. Cooper and R. Z. Lawrence (1975). 
23. See section 3.6.5. 
CHAPTER 5: Long-run pricing theories : the full-cost, target 
rate of return and normal cost pricing models 
-21? - 
5.1 Introduction 
This chapter deals with the derivation, estimation and empirical 
testing of markup models that have been previously described as 
long-run models. These include the full-cost pricing model, the 
target rate of return pricing model and the normal cost pricing 
model. All models are examined as distinct alternative explanations 
of the price determination process followed by the Greek industrial 
sectors. Nonetheless, they are grouped into one entity since they 
share common characteristics that derive mainly from the long-run 
nature of the industrial price decision process implied by these 
models. These common features are (a) that the costs on the basis 
of which prices are formed are not actual costs but the costs incur- 
red at the normal or standard degree of capacity utilization and 
(b) that the profit margin over normal costs does not follow any 
cyclical pattern related to fluctuations in demand. This implies 
that short-run demand will not affect the shifting of cost changes 
to prices, i. e. that in the price-cost equation including a short- 
run demand variable, the coefficient on the latter will be small 
and insignificant. 
Section 5.2 is concerned with providing a theoretical explanation 
of the markup (or target rate) determination. This is achieved 
by relating the full cost and target rate models to the theory of 
limit pricing. Furthermore, the conditions whereby a change in 
the full-cost or target rate price occurs are also examined through 
the apparatus of the kinked demand curve. Section 5.3 deals with 
the examination and testing of the full-cost model. The full cost 
model is derived in an econometrically testable form and the results 
of such an estimation are examined. Section 5.4 is concerned with 
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the estimation and testing of the target rate of return model. 
The special features of this model are discussed and emphasis is 
given in the specification of the target rate. The estimation 
and discussion of the target rate of return pricing results con- 
clude this section. Finally, section 5.5 deals with the testing 
of the normal cost hypothesis. The model is formulated and the 
procedure by which "predicted" prices are generated is duly 
discussed, leaving the technical details of this procedure for 
Appendix 5. The estimation and testing of the normal cost model 
concludes this chapter. 
5.2 A theoretical exposition on full cost and target rate of 
return models 
5.2.1 Introduction 
The markup pricing models examined in this study were classified 
into short run and long run depending on whether the firm calculated 
costs (and consequently price) on actual or on standard levels 
of output. This is an operational criterion that helps to dis- 
criminate empirically between the two types of markup models. 
Such a criterion however is not capable of explaining why the firm 
would base its price calculations on full-cost, target rate or 
normal cost pricing models, since it does not give a justification 
of why the firm would put a markup on costs based on standard output 
in the first place. Also there is no explanation of how the level 
of profit margin that is supposedly added to standard costs is 
determined and even more how this markup fluctuates, if it does 
at all, during the course of a trade cycle. Given that all pricing 
practices of the markup variety are not based on any kind of 
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optimizing behaviour on the part of the firm, the purpose of this 
section is to provide a theoretical framework within which the 
above mentioned problems can be adequately answered. Prior to 
this however, an elaboration on the precise form of the versions 
of the full-cost and target rate of return pricing formulas that 
are adopted in this study is required. 
5.2.2. Full-cost and target rate of return: A statement of the 
hypotheses. 
In chapter 1 we presented a brief statement of the full-cost and 
the target rate of return pricing hypotheses. It was also mentioned 
that there is a controversy surrounding the precise statement of 
the term full-cost which can be by and large attributed to the 
fact that various authors understand the definition of full- cost 
differently or use it as a generic term implying any cost plus 
pricing formula. Cost puls pricing may take a number of forms 
of which full cost and target rate are two distinct but closely 
interelated issues. 
Full-cost is a form of pricing whereby the price is set as a markup 
upon costs calculated at the standard level of output. A variety 
of definitions may be further arranged depending on whether the 
markup is flexible or fixed, whether it is additive or multipli- 
cative etc. but the main characteristics are two: 
(a) The cost basis on which the markup is applied includes all 
cost elements, i. e. direct or prime costs that vary directly with 
output plus fixed costs, and 
(b) Fluctuations in demand do not play any role in the full cost 
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price determination process unless they have such an enduring 
permanency of either upward direction (boom) or downward direction 
(recession) such that the markup or the operating rate (on which 
the calculation of standard cost depends) are affected. 
Full cost pricing may be represented formally in equation 5.1 
(repeating (1.2 3)) 
(5.1) PF = (1 + ir) C (QN) = (1 + Tr) [ßV (QN) + F] 
QN QN 
where: PF = full cost price 
7T = markup 
QN = standard (normal) output 
C= total cost 
V= variable cost 
F= fixed cost 
and 0= factor price shift parameter 
Target rate of return pricing is a cost plus formula whereby the 
firm sets the price in order (a) to cover variable costs calculated 
at the standard level of output and (b) to yield a certain rate 
of return on the firm's assets. Formally, target rate of return 
pricing may be expressed by equation 5.2 (repeating equation 
(1.244) 
(5.2) PT = ßV (QN) + (1 + T) K 
QN QN 
where: PT = target rate of return price 
T= target rate of return 
K= value of assets 
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The behavioural characteristics of the target rate of return pricing 
are the same as those of the full cost with the exception that 
in the former, the ratio of capital to standard output is an 
argument in the price equation. Which of the two principles is 
more appropriate depends upon a number of factors such as the 
production and marketing processes, the degree of concentration 
in the industry, the type of the product etc. This will be 
discussed in detail in section (5.4.3) which will cla: t ify the 
differences between the two pricing methods. What is important 
to note here is that the firm's policy variables in both pricing 
models is the same; namely, the definition of standard costs and 
the markup, which in the case of full cost is a percentage upon 
costs while in the case of target return a predetermined rate upon 
capital invested. The following two subsections are concerned 
with these matters. 
5.2.3 The notion of standard output and standard costs 
The calculation of standard costs has been derived analytically 
in chapter 4. It was based on a statement of standard output which 
was defined operationally as that value that corresponds to output's 
trend path which was further evaluated as the prediction of a 
regression of the logarithm of output against a time trend and 
a quadratic time trend. Consequently, standard costs are the values 
of variable costs (labour and materials) calculated not on the 
actual output levels but on those levels of outupt resulting from 
the above definition. The procedure described in chapter 4 helps 
to generate the independent variables, i. e. standard unit labour 
cost and standard unit material cost that will be used in the 
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estimation of the pricing models discussed in this chapter. What 
is not adequately explained however in chapter 4 is the fact tht 
the notion of standard output and standard costs forms an integral 
part of the firm's pricing decision process when this is expressed 
in the form of full cost, target rate of return and normal cost 
pricing schemes. 
The fundamental difference between the above models and the short 
term models described in chapter 3 is that the former view the 
pricing process at a larger perspective than the latter, since 
pricing is in-one way or the other tied with investment policy. The 
price of a company's product is one of the tools available at its 
disposal that helps to create a volume of sales. In that sense 
price is a strategic variable in the firm's, budgeting and planning 
operations and is closely related to the firm's efforts to achieve 
its objectives. One of these may be to attain a specified rate 
of return on capika. L or on sales. The achievement of such an ob- 
jective depends upon a number of factors of which two are of 
particular importance here. The first is the total capital invested 
which rests upon decisions taken in the past about the size and 
the technology of the plant. The second is the price of the firm's 
product that will allow the firm to earn an amount of profits cor- 
responding to a markup over costs, or a target rate on its investment 
over the expected life of the plant. given the fixed and variable 
costs incurred during the productive process. This price depends 
upon the average rate of output that the firm anticipates to sell 
at that price. The rate of output that enters the firm's calcu- 
lations cannot exceed the productive capacity on which the plant 
is built. If the industry is one where firms experience 
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fluctuations in the rate of sales and output, they would base their 
investment plans on an average rate of output which of course is 
less than the maximum rate corresponding to the plant's productive 
capacity. The amount of this average output rate in relation to 
the firm's productive capacity will be different between firms 
and industries depending among others on the history and tradition, 
on the productive and marketing processes and on the degree of 
market power exercised by the firm. This output rate is the 
standard or normal output rate. 
Standard or normal costs are the costs calculated at standard 
output. Since only variable costs vary with output, by standard 
costs we mean standard labour and standard material costs. The 
essence of the procedure for the calculation of these' costs is 
the following: Fluctuations in demand and consequently sales and 
output do not enter cost calculations. Instead the entrepreneur 
forms expectations about a standard level of demand on the basis 
of which (a) he has formed the plans of his investment in plants 
and equipment and (b) calculates his unit costs. Consequently, 
all elements comprising unit labour and unit material costs are 
purged from cyclical fluctuations in demand. In a sense the notion 
of standard cost provides the link between the short run and long 
run as far as average costs are concerned. 
Average cost comprises of fixed and variable cost. Fixed cost 
normally includes the salaries of the managerial staff, the wear 
and tear of machinery and expenses for the maintenance of land 
and buildings. These factors set limits to production and therefore 
are taken into account at the planning of investment outlay. The 
entrepreneur will plan with a figure of output that he anticipates 
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he could sell and then will choose the size of the plant that will 
allow him to produce that level of output more efficiently and 
with the maximum flexibility. The plant will have a capacity larger 
than the capacity corresponding to the expected level of sales, 
since the businessman would expect to have some reserve capacity 
for a number of reasons. For example, reserve capacity will allow 
the entrepreneur to meet seasonal and cyclical fluctuations in 
demand which cannot always be met efficiently by stock inventory 
policy. It will also allow the entrepreneur more freedom to in- 
crease his output in view of unanticipated demand increases. 
Moreover, it gives some flexibility for minor alterations in the 
product in view of changing consumer tastes. In summary, the 
entrepreneur will not necessarily choose the plant which will give 
him today the lowest cost, but rather the equipment that will allow 
him greater possible flexibility for minor alterations of his 
product or his technique. 
Variable cost includes the cost of direct labour that varies with 
output, the cost of raw materials and fuel and the running expenses 
of machinery. In section 3.8.9 it was argued that marginal cost 
is constant and consequently average variable cost should be de- 
picted as including a flat stretch over a range of output. If 
this is so, then variable costs would be independent of output 
zaies. The assumption of the flat portion of the average cost 
curve should be seen primarily as a differentiation from the 
traditional theory which rests on U-shaped curves. However, it 
is not a necessary assumption for price determination theories 
discussed in this chapter despite the fact that various full cost 
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theorists' have assumed their cost curves to be of a flat-stretch 
type. Nonetheless, it is employed in figure 5.1 for purposes of 
comparison with traditional cost curves. 
Assuming that the flat-stretch exitsts, then it corresponds to 
the built-in plant reserve capacity. In figure 5.1 average variable 
cost (SAVC), average fixed cost (SAFC) and average total cost (SATC) 
were drawn on the basis of this assumption. In contrast with 
traditional theory which assumes that the SAVC is U-shaped (SAVC(Tc)) 
the entrepreneur can produce efficiently within the range of output 
from Q1 to Q2. Traditional theory assumes that each plant is 
designed without any flexibility in order to produce optimally 
one level of output (Qm). If a firm produces an output Q smaller 
than Qm, then there is excess (unplanned) capacity equal to Qm-Q, 
which is undesirable since it leads to higher costs. The SATC 
will fall continuously up to the level of output (Q2) at which 
reserve capacity is exhausted. Beyond that level SATC will start 
rising. The MC will intersect SATC at it': minimum point which is 
just right of the point corresponding to output Q2. 
The notion of standard output and costs is one of the ingredients 
of the pricing process of the full cost, target rate and normal 
cost hypotheses. The other is the determination of the markup 
or the target rate which is discussed in the next section in con- 
nection to the limit pricing theories. 
5.2.4 Target rate or markup determination : The limit price theories 
A usual argument against mark-up price determination models is 
that they are rules of thumb used by firms to form their price 
decisions and in that sense they lack any theoretical justification. 
C 
excess capacity 
Q, reserve capacity Q2 
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This is manifested primarily in their failure to explain the level 
of the profit margin that is supposedly added to standard cost. 
This omission is not adequately remedied by references to "fair" 
profits or to long run profit maximisation. A satisfactory ex- 
planation is provided by the limit pricing theories which by 
focusing on the conditions of entry into the industry are able 
to determine how the markup over costs is set. The theory of limit 
pricing' focuses on conditions of entry into an industry as the 
key determinant of markup over costs. The igniter came from an 
empirical observation by J. Bain (1949) to the effect that firms 
operating in a non-competitive environment do not charge the price 
that corresponds to maximum profits nor the price that in the long 
run is equal to the long run average cost. Instead, they charge 
the limit price which is different from both the above mentioned 
prices since firms are concerned with potential entry and also 
since entry is impeded due to barriers that exist for new comers 
into the industry. 
J. Bain (1956) distinguishes four such barriers, namely the product 
differentiation barrier-, the absolute cost advantage of 
the established firms, the large initial capital requirement and 
the economies of scale. As far as the latter is concerned, however, 
emphasis is placed only in F. Modigliani (1958) model which is 
broadly similar to the analysis conducted by P. Sylos-Labini (1957). 
F. Modigliani's main pre-occupation is to provide an explanation 
to the cost-plus pricing policies by relating them to the limit 
pricing theories. In this sense, his analysis comes closer to 
the purpose of this section and this is the reason that we focus 
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primarily on his model. 
F. Modigliani relaxed the restrictive assumptions of the Sylos 
Labini model regarding technology and unitary elastic demand but 
retained the economies of scale barrier as the most important bar- 
rier to entry and the reaction pattern of the existing firms and 
entrants which he termed the Sylos-Postulate. According to that 
"... potential entrants behave as though they expected existing 
firms to adopt the policy most unfavourable to them, namely, the 
policy of maintaining output while reducing the price (or accepting 
reductions) to the extent required to enforce such an output policy". 
F. Modigliani (1958) p. 217 
The main assumptions of the Modigliani model are the following: 
(1) The price is set by the largest firm in the industry at such 
a level as to prevent entry. All firms are assumed to behave 
according to the Sylos-Postulate. 
(2) The technology is the same for all firms in the industry. 
There is a minimum optimal plant (Qm) at which economies of scale 
are fully realised. Once the optimal scale is reached the L. A. C. 
curve becomes a straight line. 
(3) Entry occurs only with the minimum plant size (Qm). Entry 
with suboptimal plant is precluded. 
(4) The product is homogenous and the market demand is known. 
The point of intersection of the given demand curve with L. A. C. 
determines the competitive output QC and the competitive price 
Pc, i. e. the price and the quantity that can be sold in the long- 
run if the market were purely competitive given that in the long- 
run 
P=L. A. C. 
c 
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The price setting behaviour of the model can be described in the 
following way: 
The main preoccupation of the existing firms is to set a price 
that will effectively prevent entry. The price is the limit price 
(PL) which is determined indirectly by determining the total output 
which will be sold by all firms in the industry. The established 
firms decide to sell a quantity of QL such that if the entrant 
comes and offers an additional quantity Qm (which by assumption 
(2) is the minimbm quantity that he produces optimally), the total 
output in the market will just exceed the competitive output (QC) 
and consequently the price will just fall below Pc (= L. A. C. ). 
This price behaviour is depicted in figure 5.2 where a (residual) 
demand curve is drawn representing the demand curve facing the 
potential entrant, and drawn in such a way that, under the be- 
havioural assumptions outlined before RD is everywhere below the 
cost curve, thus making entry appear unprofitable. 
Symbolically, the entry preventing output is QL such that 
(5.3) QL + Qm > Qc 
Given (5.3) the post entry price will fall to a level P, such that 
P< Pc where Pc = L. A. C. Entry will be prevented as long as 
Q1 QL. If Q<QL entry will occur. The economies of scale barrier 
will cause PL to be higher than PC. The difference between PL 
and Pc is the "entry gap" or "entry premium" and defines the amount 
by which the price can exceed L. A. C. without attracting entry. 
The determinants of the entry gap and the entry preventing price 
are the same as the Sylos-Labini model, namely the absolute market 
P 
C 
Figure 5.2 
P 
C 
PL 
PC AC 
ID 
Part (A) of the diagram refers to Firm, Part (B) to Industry 
Qm= minimum optimal level of output 
Q 
LO output that established 
firms should produce to prevent entry 
PL= entry preventing price 
Qc = competitive output 
Pc = competitive price 
DD = industry demand curve 
RD = residual demand curve, facing the entrant 
LAC = long run average cost-curve 
aý ac Q Qm Q 
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size Qc, the price elasticity of demand e, the minimum optimal scale 
Qm, and the prices of factors of production which together with 
technology determine L. A. C. and hence the competitive price Pc. 
Following F. Modigliani's 2nd assumption (according to which tech- 
nology in the industry is unique and such that at a size less than 
Qm costs are prohibitedly high) we assume that the entrant enters 
the market at a size Qm or larger. In such a case the entry pre- 
venting output will be: 
(5.4) QL= Qc - Qm = Qc(1 - 
Qm 
QC 
The aggregate output can not be smaller than Q L; if it is then it 
would be profitable for a firm of size Qm to enter the market. 
Indeed, the post entry output would be smaller than QC and hence 
the post entry price will be larger than Pc (which is equal to the 
entrant's average cost) given the demand curve. By the same 
reasoning, an output Qj or larger would make entry unattractive. 
The relationship between the competitive price Pc and the limit 
price I can be stated according to F. Modigliani in terms of the 
elasticity of demand in the neighbourhood of the competitive price. 
By approximating the price elasticity formula in finite differences 
we have: 
(5.5) e= AQ P 
Q tP 
Under the Sylos Postulate all increments in demand are created by 
the new entrant and so: 
(5.6) AQ=Qc - QL=Qm 
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In the neighborhood of Pc, the elasticity will be: 
(5.7) Qm pc 
e -. 
Qc PL-Pc 
By solving the above expression for PL we obtain: 
(5.8) PL = Pe 1+Q 
e. Qc 
The limit price will be higher, the higher the mininaBn optimal plant scale Qm, the 
less elastic the demand curve, the smaller the absolute market size 
QC and the higher the average cost (Pc = L. A. C. ). The analogy of 
equation (5.8) to the definitions of full-cost and target rate of 
return price (5.1) and (5.2) is obvious. The C(QN)/QN part in (5.1) 
corresponds to the competitive price Pc, while the markup (1 + n) cor- 
responds to the entry premium QM 
1+ 
Qc. 
e 
The Modigliani analysis is restrictive in a number of respects; 
First the assumption that the entrant can enter only with the minimum 
optimal scale is applicable to new firms only. An already estab- 
lished firm may enter at scales which although suboptimal for new 
firms may be profitable for it. Second, although Modigliani states 
that the large firms typically set the pace in the market and they 
set the price by applying the full cost principles he does not fully 
explain how the price is defined in the sense that he does not 
discuss how the interaction of firms with different costs and dif- 
ferent shares leads to a stable market equilibrium. The analysis 
can really be applicable to a monopoly situation. With an 
oligopolistic market the limit price provides the upper limit on 
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the price to be charged, provided that there is an agreement tacit 
or otherwise that the pricing purpose is to prevent entry. How 
this can be achieved depends on the effectiveness of collusion 
between firms. Third, it is also assumed that the potential entrant 
calculates the effects of his entry as if he is the only candidate 
to enter the market. The case of many possible entrants (at the 
Qm scale) is not considered. Fourth, economies of scale are con- 
sidered as the only barrier to entry. However, a general view of 
limit pricing would indicate other barriers such as advertising 
and loyalty brand, absolte cost advantage, excess capacity etc., 
some of which describe an existing state of affairs while others 
are determined by the actions of the existing firms? 
Despite its shortcomings, the Modigliani analysis provides a useful 
tool as far as the markup (or target rate) determination is concerned. 
Figure 5.2 is quite useful: the markup is exactly the difference 
between PL and Pc (formally P L/PC). Given that in the long run 
the competitive price equals the long run average cost below which 
the firm will not usually produce, any amount above the long run 
average cost will accrue as excess profit. This is exactly the 
price cost margin that the firm will charge. Assuming that the 
firm is a long run profit maximiser, it would like to charge the 
highest possible markup to achieve such an aim. The contribution 
of the limit price analysis is that it determines an upper limit 
to the level of the markup by specifying that price can not exceed 
PL which is the maximum that firms can charge without inducing entry 
into the industry. 
The limit price determination theory allows a restatement of the 
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definitions of the full cost pricing and target rate of return 
pricing given in section 5.2.2. 
Full cost is a form of pricing whereby the price is set as a markup 
upon costs calculated at the standard level of output. The markup 
is the highest possible that could be charged upon standard costs 
without allowing entry into the industry. 
Target rate of return pricing 
firm sets the price in order 
at the standard level of output 
on firm's assets. The target 
in view of the existing firm, 
new firms into the industry. 
is a cost plus formula whereby the 
to cover variable costs calculated 
and to yield a certain rate of return 
rate of return is the highest which 
s can be obtained without attracting 
The additional statements in the two pricing hypotheses should be 
treated with caution in the following respect. The entry preventing 
theory provides an explanation of how the markup is being set, but 
it is not testable. If the firms in an industry priced according 
to equation (5.8) because they have an idea of fairness in mind 
or because of religious beliefs, the test results as far as the full 
cost and target rate hypotheses are concerned would be the same 
as it would be 'if these firms were concerned with entry prevention. 
Tests of the latter assumption combined with the full cost and target 
rate models would require different data and techniques from the 
ones employed in this study. 
A final question that remains to be answered is how the full cost 
or target rate price fluctuate during the course of a trade cycle. 
The limit price theory provides an explanation of how the markup 
is set in the above pricing models and consequently how the price 
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level is determined. However, it does not offer an explanation 
of how this price changes in response to changes in economic con- 
ditions: Hall-Hitch (1939) provide an answer to this problem by 
using the apparatus of the kinked-demand curve. 
5.2.5. The full cost and target rate prices in the trade cycle: the 
Kinked demand curve. 
Among the several findings of the Hall-Hitch paper was an empirical 
observation that prices in oligopolistic markets once determined 
on the basis of the full cost principle showed a tendency to remain 
sticky. Stickiness in prices was rationalized by the use of the 
Kinked demand curve which was introduced almost simultaneously by 
Hall-Hitch and P. Sweezy (1939). 
The demand curve of the oligopolist is assumed to have a kink (at 
point K in figure 5.3))' that reflects the following pattern of the 
firm's behaviour as far as the expected reactions of its competitors 
are concerned. If the businessman reduces his price he expects 
that his competitors will follow suit by matching the price cut 
so that although the demand in the market has increased, the shares 
of the competitors have remained unchanged. Thus for price re- 
ductions below the price P that corresponds to the point of the 
kink K, the market share demand curve is the relevant curve for 
decision making (KD part of the DD curve). If the businessman 
increases his price he expects that his competitors will not follow 
him and so he will lose a considerable part of his custom. Thus 
for price increases above P the relevant demand curve is the section 
dK of the dd curve which is the individual demand curve of the firm. 
Po Figure 5.3 
d 
AC 
d %'-' 
MR 
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DD = Market share demand curve 
dd = individual demand curve 
MR = marginal revenue curve 
MC = marginal cost curve 
\ 
\ 
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The demand curve (dD) therefore does not have a constant elasticity, 
being relatively elastic on the upper section and relatively in- 
elastic on the downward section. The profit maximising strategy 
of the firm is to maintain price at the existing level P. Variations 
in marginal cost will not affect this price since marginal revenue 
is discontinuous reflecting the two demand curves with different 
elasticities. The price is set at a level P and would remain there. 
Variations in demand will be met by variations in production, the 
kinked demand curve effectively shifting horizontally to the right 
at the same price level. 
The kinked demand theory is not a theory of price determination; 
it can not explain the price and output decisions of the firm since 
there is no justification of why the existing price is at the level 
that it is. It is merely a theory of price stability; why a price 
once set does not change. Moreover, it has been offered as a 
theoretic explanation to the observed phenomenon of price rigidities 
in oligopolistic markets particularly during the thirties. Whatever 
the validity of this observation, there is a significant concern 
as far as the kinked demand theory's fit with reality. " A strict 
interpretation of the theory implies that prices should be more rigid 
under oligopoly, conditions than in pure monopolies or in industries 
dominated by a single firm, for monopolists or dominant firms need 
have little or no concern over whether their pricing initiatives 
are followed by other rivals. Various studies however have shown 
prices to be as rigid in markets approximating monopolies as in 
oligopolistic markets. It is obvious therefore that the kinked 
demand apparatus is not the sole reason for rigidity in prices in 
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markets where sellers enjoy some monopoly power. Monopolists as 
well as oligopolists may set prices at levels satisfying long run 
strategy goals and not deviate from their announced price structure 
when demand or cost-changes, thought to be of a short run nature 
occur. 
In summary, the standard cost notion provides the basis for the 
full cost and target rate of return pricing models. The markup 
and target rate are determined at such levels that will effectively 
prevent entry into the industry. The full cost or target rate price 
is above the competitive and below the monopoly price because of 
barriers to entry and fear of potential entry. The full cost and 
target rate of return price is the limit price. The limit price 
once set shows a tendency of not responding to changes in costs 
or demand perceived to be of temporary duration. One possible ex- 
planation is that the demand curve shows a kink at the limit price. 
An increase in price will not be followed since by precipatating 
new entry into the industry will consequently result in a loss of 
market share. Price rigidity is not predicted by the full cost 
or target rate of return models as such. Simply short run 
fluctuations in cost or demand are not transmitted into price 
fluctuations. Demand movements that are considered to be of a 
permanent nature affect prices via the markup or target rate and 
via costs filtered through the channel of standard output. 
The next two sections are concerned with the formulation, estimation 
and testing of the full cost and target rate of return pricing models. , 
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5.3 Formulation estimation and testing of the full cost pricing 
model 
5.3.1 Introduction 
This section is concerned with the derivation of the full cost model, 
its estimation and its testing. Subsections 5.3.2 and 5.3.3 discuss 
the pricing process of firms excercising the full cost pricing method 
and derive the full cost model respectively. In section 5.3.4 we 
examine the specification of the variables that enter the full cost 
model which for the most part is based on the analysis of chapter 
4. Section 5.3.5 is concerned with the econometric transformation 
of the full cost model while in section 5.3.6 we present and discuss 
the empirical application of the full cost model on the two digit 
SIC industrial sectors of Greece. 
5.3.2 The full cost pricing process 
The analysis of section 5.2 has indicated that the pricing process 
based on the full cost principle involves two policy instruments 
on the part of the firm. The first is the determination of the 
standard costs which the firm has to cover and the second is the 
determination of the markup that is applied upon these costs to 
yield such a price that would effectively deter entry into the 
industry. 
The firm uses the full cost markup rule according to which the price 
Pf is set according to (5.9). 
(5.9) Pf = UVC + UFC + NPM 
-x3? - 
where UVC = unit variable costs 
UFC = unit fixed costs 
NPM = net profit margin 
The unit variable cost is assumed known to the firm with certainty. 
The f irm will concentrate on that part of the average cost curve 
that represents a normal (standard) utilization of capacity. The 
normal utilization of the plant will be different among firms and 
industries. It is below capacity output but just how far below 
is determined by many factors such as the level and variabAlity 
of demand, the structure of holding costs, the frequency and the 
severity of machine failure, the possibility of backlogging orders 
etc. F. M. Scherer (1980) gives approximate values of plant utili- 
zation at 80-90% of capacity, while W. D. Nordhaus (1974) states that 
businessmen customarily prefer to have capacity about 7% above normal 
output. The firm will look at its long run position and will aim 
at long run profit maximization. However, given the uncertain future 
the firm will base its price decisions upon short run average costs. 
Standard output (and costs) provide the link between short run and 
long run. Unit variable costs will therefore be calculated not 
on actual but on standard output levels (QN), while unit fixed costs 
will be allocated per unit of output by dividing the total fixed 
costs over standard output. The addition of the net profit margin 
(NPM) or the full cost markup (I + Tr) to the unit variable and unit 
" fixed costs will provide the price that the firm would wish to charge 
if it is to cover all its costs calculated at the standard level 
of output and make what it thinks to be a normal profit. 
The thus estimated price, the costing price according to 
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P. W. S. Andrews (1949) will not necessarily be applied under all 
situations and circumstances. 5 The differentiating factor between 
the costing price and the actual price charged will be the threat 
of potential entry. Actual competition between existing firms in 
the industry will be resolved either by collusion, tacit or overt 
or by price leadership. Since existing firms in the industry will 
not have the same cost structure, pricing according to the full cost 
method may result in market instability and trade wars. The ex- 
istence of a price leader (or cullusion taking the form of trade 
association for that matter) will smooth out these differences by 
charging a price PF of which the cost part is based on the calcu- 
lations described before and the markup is influenced by: 
(a) the threat of potential entry and barriers to entry, and 
(b) the general economic conditions. 
Depending on the existence and the strength of entry barriers and 
the threat of potential entry the markup may be differentiated so 
that the price PF which would normally cover standard full costs 
and normal profits may be set at the P F1 or PF levels 
(see figure 
5.4). 
The price leader given his cost structure would normally charge 
the PF price covering his standard cost and normal profits and at 
that price he would be prepared to sell whatever the market would 
take. If barriers to entry exist or conditions of trade are per- 
sistently booming, the leader would charge the price PF which would 
1 
yield Wort than normal profits at the standard level of output . How- 
ever if potential competition is strong, or conditions of trade 
are persistently depressed the leader would charge the price PF 
2 
which would yield less than normal profits at the standard level 
of output6. 
Figure 5.4 
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The full cost price will therefore be insensitive to changes in unit 
costs as long as they do not affect the firm's calculation of 
standard output and costs. Similarly demand fluctuations that are 
perceived to be of temporary nature will not affect the full cost 
price. If demand increases, the short run response of the firms 
will be to adopt a queueing policy (i. e. backlogging of orders) 
rather than to increase prices since they are uncertain about the 
persistence of the demand pressure. Moreover they would probably 
be afraid to damage their goodwill by exploiting a temporary sellers 
market. If the increase in demand is persistent, firms will expand 
by using their reserve capacity with which their plants are built. 
Persistence of demand exhausting the firm's capacity will result 
eventually in higher prices but only to the level of PF since the 
1 
fear of potential entry will deter firms from charging the mono- 
polists' price. 
If demand declines the short run policy of the firm that prices 
on the full cost rule would be to respond by reducing the output. 
As long as the decline in demand will not affect the firm's notion 
of standard output, costs will not be increased. A secular decline 
in demand however will eventually drive the firm to a price cutting 
situation from which only the most efficient firms will survive. 
In such a case, the fall in price would be limited because the ex- 
istence of barriers to entry will deter the price of selling below 
the PF level to the competitive price. 
2 
5.3.3 The full cost price determination 
The definition of the full cost price is given in equation (5.1). 
The full cost markup(1 + n) (or net profit margin (NPM) in terms 
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of equation (5.9)) is applied upon all cost categories, variable 
ß V(QN) and fixed F 
QN QN 
(5.1) P= (1 + 71) [ßy(QN) +F] 
QN QN 
Variable cost includes labour and materials bill. Labour bill is 
the price of labour multiplied by the labour input (total of hours 
worked) and materials bill is the price of materials multiplied by 
the materials input (volume of materials). The labour and materials 
input are a function of outupt or for the purposes of the full cost 
pricing model a function of standard output. 
Denoting by: 
Pw, the price of labour 
L(QN), the labour input 
Pm, the price of materials 
M(QN) the materials input 
then, 
(5.10) ß V(QN) = Pw L(QN) + Pm (M(QN) = ULCN + UMCN 
QN QN QN 
where, ULCN = unit labour cost at standard output 
UMCN = unit materials cost at standard output 
Fixed cost include capital bill which is defined as the sum of 
depreciation financial and rent expenditure. Unit capital cost at 
standard output is the ratio of capital bill over standard output. 
(5.11) UCCN = DEP + INT + RENT 
QN 
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Equation (5.1) can be further rewritten as (5.12) 
(5.12) P= (1 + 71) [ULCN + UMCN + UCCN] 
Taking the total differential on (5.12), dividing by P and re- 
arranging we have: 
(5.13) dP = d(1 + Tr) +(1+ Tr); ' d [ULCN + UMCN + UCCN] 
P (1 + TO IP 
or equivalently 
(5.13) dP = d(1 + Tr) + (1 + n) dULCN + (1 + 7T) dUMCN + (1 + n) dUCCN 
P (1 + ir) PPP 
which after some manipulation can be written as: 
(5.14) dP = al d(1 + Tr) + a2 dULCN + a3dUMCN + a4 dUCCN 
P (1 + Tr) ULCN UMCN UCCN 
where al =1 
a2 (]. + 7r) ULCN , a3 = (1 + Tr) UMCN , a4 = 
(1 + Tr) UCCN 
PPP 
or approximately 
(5.15) dlnP = al dln (1 + n) + a2 dln ULCN +a3 dln UMCN + a4d1n UCCN 
From the variables appearing on the right hand side of equation 
(5.15) only the markup is unobservable and has to be proxied. The 
limit price determination theory offers a long run solution as far 
as the determination of the markup is concerned, i. e. in terms of 
equation (5.8). 
(5.16) (1 + ir) =1+ Qm /Qc. e 
-2H2, - 
Equation (5.16) however, does not qualify as a determining rule 
for the markup in terms of an equation explaining short-run changes 
in prices since: 
(a) it refers to a long run relationship determining the limit price, 
while the full cost equation refers to a relationship between the 
rate of change of prices, of cost and of demand. 
(b) there is no information available for measuring the arguments 
of the entry premium. 
(c) it does not serve the purpose set out in the beginning of this 
study i. e. to examine how changes in prices are affected by changes 
in cost and demand. 
Moreover, the assumption of the previous section that short-run 
fluctuations in demand do not affect the full cost price cannot 
really be tested unless a demand variable is included in equation 
(5.15). A way out is offered in the discussion of section 3.8.6 
whereby the rate of change of the markup is seen to depend on the 
level of demand pressures and the speed with which these pressures 
fluctuate over the cycle. This can be formally represented by 
equation (5.17) 
(5.17) dln (1 + Tr) = ß11n Q+ß 2d1n Q 
QN QN 
Incorporating equation (5.17) into equation (5.15) we have: 
(5.18) dlnP = co + cldln ULCN + c, dln UMCN + c, din UCCN + c41n Q+ 
QN 
+ c5dln Q 
QN 
Equation (5.18) is the full cost price determination equation. It 
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includes three new variables, namely standard unit labour, standard 
unit material and standard unit capital cost variables. The speci- 
fication of these variables is the subject matter of the next sub- 
section. 
5.3.4 Specification of the full cost variables: the standard unit 
labour, unit material and unit capital costs. 
The customary formulation of the full cost pricing model assumes 
that most firms establish prices based on some concept of unit costs 
at a standard level of output and neglect short run variations in 
demand or productivity. Generally, the literature has focused on 
the distinction between the long run and the short run as the key 
characteristics used by an industry in defining standard costs. 
One means of representing long run influences in price equations 
is to select cost measures which are invariant to cyclical variations 
in output. Alternatively, cost measures with cyclical variations 
may be smoothed. A moving average for example eliminates short 
run variations and hence may be a useful description of "long run" 
cost influences. 
However, there may be circumstances in which current period measures 
of market conditions may be a useful predictor of pricing decisions. 
In some instances a large increase in demand or costs in the current 
quarter indicates a change which will not be reversed. A change 
in negotiated wage rates or a price change of a key material input 
are obvious examples on the cost side. Just what type of demand 
change can be construed as signalling a permanent shift is less 
obvious. In period, of large increases in demand or cost which would 
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allow the industry to raise its price without substantially affecting 
output, all firms may tacitly agree that a formula based on a 
weighted average of past period prices is no longer relevant. During 
such periods short run market conditions as reflected in current 
quarter data on utilization rates or input prices are highly visible 
to all and may prove relatively easy to use as the basis for tacit 
agreement on prices. 
The methodology adopted here for the generation of the "standard" 
versions of the unit cost variables is based on the work of K. Coutts 
W. Godley and W. Nordhaus (1978) and is described in detail in chapter 
4. In principle it involves the purging of all elements of the 
unit labour and unit material cost variables that are subject to 
cyclical variations. 
Standard unit labour cost is given by equation (5.19) (repeating 
equations 4.34) as 
(5.19) ULCN = WMN + WFN + SMN + SFN + EMP 
QN 
Each of the arguments on the right hand side of the equation (5.19) 
reflects the standardised labour bill for the five labour categories 
namely male manual workers bill, female manual workers bill, male 
administrative technical and clerical personnel (ATC) salary bill, 
female ATC'S salary bill and employers and family members re- 
numeration 7. 
The standard unit material cost is defined in equation (5.20) 
(repeating equation (4.37)) as 
(5.20) UMCN = Pm MN 
QN 
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where Pm is the materials price index 
MN is the volume of materials at the standard level of output. 
The standard unit capital cost is given in equation (5.11). The 
derivation of the DEP, INT and RENT variables has been described 
in Appendix 3. Similar or slightly similar specifications to the 
one adopted here can be found in C. Schultze and J. Tryon (1964), 
where UCC is constructed as the ratio of depreciation (capital con- 
sumption allowance) to normal output, the depreciation series serving 
as proxy for the physical price of capital. UCC has also been ex- 
pressed as the long term interest rate, representing the cost of 
debt financing (see 0. Eckstein, D. Wyss (1972)), although a better 
theoretical formulation in this case would be the total interest 
cost per unit of output. 
The standardization process is supposed to result in values of the 
standardized series that are smoother than the actual series. As 
a means of testing this, the mean and standard deviations of the 
unit labour, unit materials and unit capital costs at the actual 
and standard level of output are given in table 5.1. Although the 
tint 
expectation is that the st. deviations of the standard unit series 
are smaller than the st deviations of the actual unit cost series, a 
note should be taken to the effect that standard labour and standard 
materials bill are divided by standard output which is also smoother 
than actual output. Given the definitions of ULC, ULCN and UMC, 
UMCN, then if the ratios 
(5.21) L(Q) / L(QN) and M(Q) / M(QN) 
Q QN Q QN 
remain constant, the st. deviations of the actual and standard unit 
cost would be the same. This however, is an unlikely possibility 
f 
Table 5.1: I4 ans and st. deviations of ULC, ur 4, UNC, u"tCN, Ucc, toi 
P#n digit SIC sectors, Grcek industry 
ULC VLCN uw MV UCC V= 
Sector 
man 
_ _st. 
dev. wan st. dev. nx--an st. zlev. mean st. dO7. - nuan st. d=v. nuan st. auv. 
livr 1.403 0.5603 1.218 0.351, f 1.463 0.6280 1.454 0.6014 1.371 '0.4209 1.310 0.3a 32 
20 1.330 0.5082 1.236 0.4083 1.352 0.5322 1.347 0.5135 1.353 0.4372 1.330 0.4228 
21 1.254 0.4691 1.247 0.41G4 1.377 0.4647 1.285 0.4112 1.257 0.4143 1.232 0.3544 
22 1.167 0.4203 1.237 0.3813 1.373 O. CO19 1.330 0.5104 1.080 0.2423 1.111 0.1465 
23 1.298 0.4851 1.250 0.4031 1.326 0.4454 1.300 0.4310 1.429 0.4782 1.405 0.4336 
24 1.330 0.4825 1.388 0.6432 1.269 0.369G 1.276 0.3779 1.381 0.2678 1.436 0.2317 
25 1.309 0.4721 1.206 0.3447 1.465 0.6179 1.387 0.5542 1.190 0.5843 1 . 061; 0.4255 
26 1.425 0.5739 1.272 0.4674 1.425 0.5742 1.315 0.4612 1.456 0.4971 1.326 0.4210 
27 1.536 0.6864 1.271 0.4218 1.346 0.4910 1.358 0.4908 1.196 0.3269 1.034 0.1982 
28 1.433 0.6542 1.265 0.4602 1.497 0.7627 1.448 0.6629 1.477 0.6626 1.410 0.5643 
29 1.225 0.3762 1.259 0.4010 1.304 0.4602 1.295 0.4503 1.299. 0.4761 1.249 0.4315 
30 1.249,0.3736 1.181 0.3094 1.311 0.4607 1.288 0.4277 1.075 0.3322 1.091 0.3021 
31 1.218 0.3107 1.168 0.2525 1.375 0.4833 1.315 0.4315 1.073 0.1337 1.047 0.1086 
32 1.543 0.8284 1.108 0.1591 2.555 2.1930 2.389 1.9620 5.054 4.80GO 4.207 3. bOOU 
33 1.193 0.3210 1.145 0.2306 1.573 0.5694 1.305 0.4607 1.300 0.3178 1.273 0.2883 
34 1.439 0.4516 1.106 0.1700 1.483 0.5697 1.255 0.3646 1.287 0.2730 0.915 0.1s69 
35 1.250 0.4943 1.229 0.3846 1.2.03 0.4916 1.298 0.4935 1.218 0.3887 1.205 O. J841 
36 1.218 0.3872 1.229 0.3833 1.395 0.5186 1.333 0.5077 1.236 0.3928 1.246 0.4304 
37 1.478 0.7175 1.217 0.3620 1.272 0.4532 1.346 0.5110 1.555 0.5754 1.273 0.3220 
38 1.576 0.6562 1.269 0.4395 1.349 0.5723 1.402 0.6002 1.567 0.5419 1.434 0.5163 
39 1.160 0.3034 1.157 0.2704 1.217 0.4246 1.294 0.4681 1.621 0.4147 1.!, 24 0.3GOO 
r ' 
ýýr 
r 
S 
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as it is shown by the results of table 5.1. Indeed, ULCN has larger 
st. deviations in only two sectors, SIC : 24 and 28, while UMCN 
in five; SIC: 24,35,37,38 and 38. 
The next section is concerned with the econometric specification 
of the'full cost model as given by equation (5.18). 
5.3.5 Econometric specification of the full-cost model 
The full cost model as it stands in equation (5.18) implicitly 
assumes an instantaneous adjustment between changes in unit costs 
and demand on the one hand and changes in prices on the other. 
To obtain an operational version of (5.18) a dynamic specification 
is required that will explain the speed at which changes in costs 
and demand are translated into price changes. The discussion of 
section 3.6.2 establishes the need of such a specification. By intro- 
ducing a maximum number of lags up to four quarters on all ex- 
planatory variables with the exception of unit capital costs (where 
the adjustment is assumed to be completedwith 8 quarters) and adding 
an error term equation (5.18) becomes 
44 
(5.22) d9, nPt = Tro +iö 11 d2, n ULCNt_i +E 7r2j dZn UMCNt_i + 3: --o 
8 
+E Trsi dQn UCCNt i i=o - 
4 
+. E Tryi Qn(. 
Q 
)+ 7rs 
i=o 
QN 
where ut 'ti NID (0,62 u), 
4 
and the term E 7r 4i kn 
Q 
i=o QN 
t-i + 7I5 
dQn(Q } 
QNt, 
dkn(Q )+ ut 
QN 
t-i 
_V41 - 
4 
can be either iE ö` iCU+ 1T ECU 41 51 t 
if the trend method is used (See equation 3.107) 
4 
or E 7T421 CWt-i + Tr52ECWt 
if the Wharton method is used (see equation (3.108)) 
The procedure for estimating the full cost equation has been des- 
cribed in detail in section 2.6. We begin from the most general 
form depicted by equation (5.22) and proceed by testing sequentially 
by means of likelihood ratio tests to the most specific models 
reported in table 5.2. The maximum number of lags on all the ex- 
planatory variables discussed so far is set equal to 4 for 
reasons explained in section 3.6.2 However, due to the long run 
nature of the full cost model it was assumed that the adjustment 
of capital cost changes into price changes would require a period 
of two years. Although this seemed to be a plausible assumption 
it was met with little success since in most industrial sectors 
the adjustment is completed within 4 quarters or less. 
It was further mentioned in section 2.6 that the explanatory 
variables entering all price models considered in this thesis are 
regarded as excgenous and are distributed independently of the error 
term. These assumptions guarantee the optimal properties of the 
coefficients derived under the ordinary least squares method. 
However, the interdepencence of economic phenomena may make these 
assumptions unattainable and hence call for a different estimation 
technique. Once such possibility would be to use a simultaneous 
equation estimation. 
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Such estimation methods are broadly categorized into systems methods 
and individual equation methods8. Asymptotically efficient estimates 
can be obtained by using full information maximum likelihood method 
(FIML) or by three stage least squares method (3SLS). The advantage 
of full information 
_methods 
is that they make maximum use of the 
available information and in particular the parameter restrictions 
in the structural equations and the variance convariance matrix 
of the structural errors. 
An alternative estimation method is two stage least squares (2SLS) 
applied to individual equations. This method yields consistent 
estimates which, however, are asymptotically less efficient than 
FIML -or 3SLS, since the 2SLS estimator uses less information than 
systems estimators. 9 Another alternative iS the instrumental 
variable (w) estimator. This may use fewer instrumental variables 
than the 2SLS method and hence may be less asymptotically efficient 
in general. However, due to their lack of robustness to mispecifi- 
cation, systems estimators may be less reliable than the individual 
equation estimators. Instrumental variable methods have the 
advantage of restricting any mispecification error to the individual 
equation in which it occurs, contrary to systems estimators where 
udspecification in an individual equation can be fed into the rest 
of the system. Although the OLS method in a simultaneous equation 
context leads to inconsistent estimates it is worth noting that 
consistency is a ýmal-l sample property. In small samples the 
property of consistency is less useful and may not even be a good 
guide to small sample bias. Moreover, from the many Monte-Carlo 
studies that have investigated the small sample properties of various 
estimates 10 there appears to be little consensus on the choice of 
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the estimation technique. 
To recapitulate, in the presence of endogenous explanatory variables 
the use of a simultaneous equation estimation would be appropriate. 
This would indeed be so, if the price equations were estimated 
at the aggregate economy level. At the two digit level disaggregation 
however it is unlikely that the feedback of prices on wages (and 
on material and capital prices for that matter) within the current 
period would be significant. " Therefore, the simultaneity problem 
is greatly reduced since the exogenous influence of prices outside 
the two digit manufacturing sector will weaken the dependence of 
sectoral costs (labour costs in particular) on sectoral prices. 
A problem of endogeneity might however exist with regard to the 
demand variable. Since such a variable is constructed as the ratio 
of sectoral output to the trend of sectoral output there might be 
a correlation between the demand variable and the error term due 
to the possible joint determination of sectoral price and output. 
If this were to be true, then the OLS method would yield inconsistent 
estimates. Such an estimation would call for an instrumental 
variable estimation technique. 
It was therefore decided to test for a possible endogeneity bias 
as far as the demand variable is concerned by means of a Hausman 
endogeneity test. 12The choice of the instruments for such a test 
however is constrained by the fact that the unrestricted model 
utilizes quite a number of lags. Additional lags than those used 
in the general model were used as instruments,, i. e. 5,6,7,8 and 
9 quarter lags were used as instruments for the 0,1,2,3, and 4 
quarter lags on the demand variable. The test was implemented sel- 
ectively in a small number of sectors that was used as a pilot 
for the rest and indicated the absence of significant endogeneity 
bias. The OLS estimation technique is therefore considered as ap- 
propriate. 
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The preceeding discussions Of full cost pricing indicated that the 
acceptance of this model as a valid pricing approach rests upon 
thetest of two hypotheses; namely that prices rise only when standard 
costs rise and short run fluctuations in demand play no role in 
the pricing process. Translating these into terms of equation (5.22) 
we would expect the following signs on the parameters of the full 
cost model 
44a4 
(5.23) E 7T]i ý 7T2i Z Tr 3i >0 and E IT4j, 7TS 0 1=0 1--o Lo 
As far as the individual coefficients are concerned, they can assume 
any value given that the estimation of the lag parameters is totally 
unconstrained. One would of course expect positive coef f icients 
on the cost variables, but the test of the hypothesis rests with 
thelong run values given in table 5.2.1,13. 
With regard to the effect of labour productivity changes on price 
charges it is obvious that short run changes in productivity are 
considered as transitory and hence play no role in the full cost 
model. The effects of permanent or "standard" labour productivity 
on prices are captured by ULCN which by construction includes a 
measure of standard productivity. 14 Nonetheless, and contrary to 
the view taken in the average cost model we impose the restriction 
that the effects of standard labour productivity changes and wage 
rate changes on full cost price changes are the same. The presen- 
tation and discussion of the results of the full cost model is the 
subject matter of the next subsection. 
5.3.6 Estimation and discussion of the full cost results 
The results of the full cost equation are given in table 5.2. As 
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before, the first part of the table includes the long run values 
of the coefficients defined in the form of z7r 11 6 
The second part 
(Table 5.2.2) consists of a number of summary statistics and diag- 
nostic tests all of which have been defined previously in section 
3.6.5. Tables 5.2.3,5.2.4,5.2.5,5.2.6 and 5.2.7 present the 
individual coefficients of the explanatory variables. 
On the whole the performance of the full cost equation when applied 
to the two digit SIC sectors of Greek manufacturing during the period 
1963 
1- 
1977, 
v 
is rather poor, since only four sectors were able 
to pass the econometric and economic criteria set forth in the 
beginning that justify full cost as a representative pricing method. 
Starting from table 5.2.2 the multiple correlation coefficient takes 
high scores in general with the exception of sectors 25,28,38 
and 39, which are around or less than 50%. The values of are 
generally smaller than those of the neoclassical and average cost 
models but compare favourably to other full studies. Is The 
hypothesis of zero autocorrelation in the residuals on the basis 
of Z1(4) statistic is rejected in three sectors SIC: 23,24,38. 
Moreover, a test of f ourth order autocorrelation in the residuals 
suspected due to the quarterly nature of the model 16 reveals auto- 
correlation of this order in two more sectors: TOT (Z, (15- 4.869) 
and 20 (Z, (15 4.000). The post parameter stability test given by 
the Z4(4, i) statistics indicates mi specification in sectors 
TOT 22,24,25 thus giving a total of 7 sectors in which the full 
cost model is rejected on the basis of econometric criteria, i. e. 
SIC: TOT, 20,23,24,25,30 and 38. Finally, the Chow Z5 (ij) 
statistic indicates a different pricing pattern between subsamples 
Tablo 5.2: Pasults on Vill. cost equation (5.22) 
Part I: LnM-run coefficients 
4 4 8 4 4 
Swtor E 17 11 dtntm, 04 t-i E rl 21 d 
Cmz"t-i En 31 d 
InUCLN 
t-i E 11 411 cu t-i rl 51 BCU t E n42LC14t-i W. I 11 
- 
ir-O 
-i=o_ 
imo i=o ir-O t 52 
lur 0.088U82 0.5010-19 0. (j4J! )73 0,000432 0-0(), J, 2tj (0.726) (6.185) (3.571) (0.794) 50s) 0.5 
-20 0.091592 0.843037 0.049980 -0.000406 (1.303) (20.59) (1.500) (1.753) 
21 0.115737 0.815881 0.116844 0.000132 
O. C957) (7.254) 0.433) (0.626) 
22 0.106378 0.697847 -0.02096 -0.000786 (0.684) (7.719) (C. 1465) (2.057) 
23 0.128501 0.528979 0.176005 
(1.239) (3.340) (2.047) 
24 0.15422 0.54067 0.17295 -0.00026 -0.00929 (1.702) (5.625) (2.742) 0.860 (6.683) 
25 0 33186 -0.11811 0.19380 0.00248 i1 
. 505) (0.5-19) (2.221) (2 OUO 
26 0.295502 0.563615 0.203105 -0.000425 
0.967) (5.174) (2.352) (0.796) 
27 0.235674 0.687834 0.10392 0.000511 O. UO0392 
(2.015) (8.274) (2.282) 0.953) (2.563) 
28 0.335472 0.573204 0.28382 
(2.965) (3.737) (2.243) 
29 -0.20664 1.20454 0.19727 -0.000352 
(2.160) (13.36) (1.591) - (3.715) 
30 -0.18865 1.06299 0.30247 
0.857) 
. 
(7.076) 0.419) 
31 0-25992 0.75629 -0.07621 -0.000914 -0.000253 0.620) (6.924 (1,287) (2.099) 0.858) 
32 -0.595985 0.969065 0.021179 -0.000096 (3.323) (18.171) 0.200) 0.228) 
33 0.678368 0.364572 0.163682 0.000181 
0.162) (2.695) (2.265) (0.490) 
34 -0.499582 0.851771 0.090913 -0.000179 -0.05053 (2.374) (8.380) 0.567) (1.649) (3.509) 
35 0.23177 0.53271 Ool58388 0.000887 -OoOO0475 (4.242) (10.827) (3.297) (3.231) (7.070) 
36- Oo22939 0.520139 0.095268 0.002165 -0.000353 0.968) (3o727) (1.974) (2.432) (3.581) 
37 0.146787 0.682846 0.082066 - (2.672) (8.543) (2.849) 
38 Oo32925 Oo432029 0.274218 ooobio6i 
0.259) 0o821) (1.542) (Oo9l4) 
39 0.54147 0.327741 OoI65833 OoOO2072 
(2.607) 0.989) (3.244) (2.911) 
". ._ 
Table 5.2: PL'sult-s on Dull-oostoquation (S. 22) 
Part 21 Test statistics 
-octor SI; R srs 2 M z =4) z3M z 4(4 
qvr 0.003071 0.011312 0.9208 2.427 8.403 (10) 14.270 15.31 (2.69) 
(4.28) 
20 0.003117 0.009305 0.9321 2.449 7.254 (14) 17.900 0.061 (2.61) 
(4.40) 
21 0.004024 0.011780 0.9235 2.316 6.970 (7) 6.382 0.382 (2. G7) 
(4.33) 
22 0.010317 0.017420 0.8135 2.430 9.316 (12) 11.80G 2.891 (2.61) 
(4.38) 
23 0.010944 0.016971 0.6398 2.444 12.178 (17) 5.318 0.191 (2.61) 
(4.42) 
24 0.004432 0.012362 0.8236 2.537 13.454 (15) 18.31 3.192 (2.67) 
(4.33) 
25 0.051022 0.038181 0.3108 1.915 1.606 (13) 7.389 7.772 (2.63) 
(4.37) 
26 0.0124,42 0.018590 0.6968 2.196 3.860 (14) 8.496 0.888 (2.61) 
(4.40) 
27 0.018402 0.022929 0.7488 2.3911 9.312 03) 4.924 1.657 (2.61) 
(4.39) 
28 0.064549 0.042945 0.4186 2.209 6.826 (12) 11.56 0.777 (2.57) 
(4.49) 
29 0.006325 0.014284 0.8374 2.009 6.127 (17) 21.386 0.500 (2.65) 
(4.35) 
30 0.014773 0.021486 0.6912 2.366 7.999 (18) 22.872 0.588 (2.69) 
(4.32) 
31 0.008896 0.016419 0.7307 2.158 6.351 (11) 8.198 0.847 (2.69) 
(4.33) 
32 0.004654 0.013129 0.9697 2.283 1.483 (5) 3.318 0.. 553 (2.69) 
(4.31) 
33 0.003241 0.010394 0.9108 2.171 7.295 (8) 5.804 0.546 (2.65) 
(4.34) 
34 0.011209 0.018157 0.6696 2.507 5.316 (12) 9.352 2.412 (2.61) 
(4.38) 
35 0.003144 0.0097GO 0.9189 2.037 0.681 (19) 21.27G 0.004 (2.61) 
(4.37) 
36 0.004304 0.013121 0.7992 2.234 3.703 (11) 6.086 1.736 (2.61) 
(4.29) 
37 0.004467 0.011298 0.8502 2.452 6.795 (21) 18.504 0.221 (2.61) 
(4.39) 
38 0.083048 0.050766 0.2721 2.831 11.339 (19) 17.176 0.0491(2.61) 
(4.37) 
39 0.921737 0.024573 0.5269 2.446 5.423 (14) 12.150 0.373 (2.61) 
(4.40) 
z 
. ýýLi. 4.75 (3.22) 
(16.8) 
1.25 (2.27) 
(8.28) 
1.712 (2.46) 
(15.14) 
3.008 (2.25) 
(10.24) 
0.781 (2.42) 
(6.32) 
4.012 (2,35) 
(11.18) 
11.051 (2.28) 
(9.26) 
0.951 (2.27) 
(8.28) 
0.793 (2.23) 
(9.26) 
1.814 (2.53) 
(5.30) 
3.749 (2.34) 
(9.22) 
1.114 (2.36) 
(8.24) 
0.519 (2.23) 
(11.22) 
1.331 (2.85) 
(17.10) 
0.671 (2.35) 
(14.16) 
6.173 (2.25) 
(10.24) 
0.852 (2.40) 
(7.2G) 
2.021 (2.85) 
(15.10) 
1.339 (2.53) 
(S. 30) 
0.177 (2.40) 
(7.26) 
0.959 (2.27) 
(8.28) 
r 
Table 5.2: Results on Full-costequation (5.22) 
Part 3 Individual coefficients on d L; E-, Et-i 
Sector 110 ri 10 IT 11 1112 
sm 0.00167 -0.19128 
(0.308) (1.786) 
20 -0.00319 0.106032 
(1.050) (1.971) 
21 0.00289 -0.20495 0.131799 
(OA44) (2.593) (1.884) 
22 -0.01502 
(1.969) 
23 0.00339 0.128501 
(0.945) (1.2J9) 
. 24 -0.0100 0.15422 
(1.314) (1.702) 
25 0.0538 
(3.408) 
26 -0.00423 -0.19805 0.25833 0., 23522 
(0.978) (1.928) (2.471) (2.313) 
27 0.012134 0.23568 
(1.831) (2.015) 
28 0.01382 
(1.172) 
29 -0.01033 
(2.188) 
30 -0.00822 -0.18869 
(1.438) (1.587) 
31 -0.0172 0.339650 
(1.700) (2.862) 
32 0.00255 -0.395403 0.429767 -0.302491 
(0.917) (3.851) (4.279) (2.409) 
33 -0.00034 0.282041 -0.180965 0.577292 
(0.159) (2.132) (1.687) (4.647) 
34 0.01214 -0.256791 
(3.012) (1.897) 
35 0.01014 0.231774 
(1.577) ; (4.242) 
ý6 0.00087 0.179536 -0.101458 (0.256) (2.167) (1.299) 
37 0.00087 
(0.328) 
38 0.00392 0.329249 
(0.225) 
. 
(1.2585) 
39 0.0259 0.27694 0.264536 
(1.199) (1.981) (1-855) 
r'13 1,14 
0.27996 
(2.547) 
0.07576 -0.090196 (1.357) (1.869) 
0.188892 
(2.845) 
0.362442 -0.25606 
(2.850) (2.312) 
0.33186 
(1.505) 
0.33547 
(2.965) 
-0.20664 
(2.160) 
0.186285 -0.266017 
(1.555) (2.464) 
-0.327858 
(3.197) 
-0.242791 
(1.850) 
-0.189051 
(2.172) 
0.146787 
(2.672) 
0.340366 
(3.209) 
Table 5.2: Results on Full. cost. equation (5.22; 
Part 4 Individual coefficients on dtnalm t-i 
Sector 1120 r'21 ri 22 ri 23 rl 24 
MT 0.63211 -0.15303 0.29135 -0.26859 (9.744) (1.514) (2.372) (3.119) 
20 0.68673 0.156311 
(17.141) (3.782) 
21 0.552645 0.332984 -0.257174 0.187426 
(5.292) (2.170) (1.679) (1.681) 
22 0.697247 
(7.719) 
23 0.425414 0.28062 -0.177458 
(3.1031) (2.0642) (1.8011) 
24 0.67614 -0.135463 
(6.950) (1.462) 
25. 0.20966 -0.32777 
(1.340) (1.948) 
26 0.5630 
(5.174) 
27 0.687834 
(8.274) 
28 0.573204 
(3.737) 
29 1.20454 
(13.357) 
30 1.4-5485 -0.391863 
(6.983) (2.017) 
31 0.408583 0.160486 0.187225 -0.076208 (4.734) (1.994) (2.060) (1.287) 
32 0.622363 0.125095 . 0.221607 (23.557) (4.763) ý(6.400) 
33 0.719305 -0.27113. 0.326165 -0.409785 
(10.732) (3.477) (3.504) (4.755) 
34 0.8ý1771 
(8.380) 
35 0.532708 
(10.827) 
36 0.660004 0.192373 -0.332974. 
. 
(7.996) (2.176) (3.380) 
37 0.796878 -0.114032 
(14.289) (1.913) 
38 0.432029 
(1.821) 
39 0.582943 -0.255202 
(4.055) (1.807) 
Table 5.21 remilts on Full-cost (xjuation (5.22) 
Part 51 Imlividual coefficients on dknLCCN t-i 
Sactor n 30 n 31 n32 n 33 n 34 it 35 n 36 n 37 11 38 
MT 0.38671 -0.12309 0.2991 -0.17370 0.12702 0 12792 (4.093) (1.304) (2.779) (1*652) (1.626) . (1.475) 
20 0.049980 
(1.500) 
21 0.177843 0.076993 -0.13799 (3.741) (1.624) (2.967) 
22 -0.13135 0.16793 -0.057546 
(1.666) (1.966) (1.735) 
23 0.176005 
(2.0471) 
24 0,09510 -0.034188 0.011204 (2.806) 0.978) (3.113) 
25 0.0705 0.12331 
(1.214) (2.019) 
26 0.50956 -0.30646 
(4.510) (2.887) 
27 0.17572 -0.071806 
(3.062) (1.667) 
28 -0.27642 0.56024 
-(1.684) (3.231) 
29 -0.08968 0.16454 -0.10024 0.093211 0.12944 
0.881) (3.184) (2.114) (1.717) (2.385) 
30 0.35703 -0.160205 0.304402 -0.1917S4 (3.200) 0.605) (3.014) (1.9i7) 
31 -0.07621 
. 
(1.287) 
32 -0.051650 0.01384 0.017933 0.041057 
(5.650) (1.512) 0.962) (4.049) 
33 0.048527 0.098787 --0.11943 0.135794 
(1.804) (3.571) (3.822) (4.668) 
34 0.090913 
(1.567) 
35 0.08993 0.068461 
(2.827) (2.145) 
36 0.126448 -0.067993 0.036813 (2.968) (2.564) (1.484) 
37 0.082066 
(2.849) 
38 0.530805 -0.256587 
(3.151)) 0.74, U) 
39 0.087241 0.078593 
(2.707) (2.391) 
' 
'" 
i. H 
"  c. 
Table 5.2: ]Results on Full-cost eci2ation, (5.22) 
Part 6 Individual coefficients. 2n C2t_i 
Sector 11 410 : A-1-1 IT : Aug 11413 fAlA 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 -0.000668 0.000994 -0.000736 0.000448 -0.000135 (5.969) (7.489) (5.047) (3.320) (1.389) 
33 0.001159 -0.000978 
(2.880) (2.296) 
34 0.001063 -6.001739 O. ObO86 -0.000359 
(3.820) (4.731) (2.269) (1.432) 
35 
36 0.001358 -0.001469 0.002276 
(2.028) (1.941) (3.131) 
37 
38 
39 
Table 5.2: Results on Full-cost 29L ntion (5.22). 
Part 7 Individual coefficients gn 
Sector H420 H 421 IT 422 11423 11424 
0.003757 -0.003325 
(3.918) (3.371) 
20 -0.000406 
(1.573) 
21 -0.00080481 0.000931773 -0.00053963 0.000544395 (2.634) (2.283) (1-. 458) (1.757) 
22 -0.016338 0.0014043 -0.000556 
(6.793) (5.231) (2.292) 
23 
24 0.001129 -0.002599 0.001208. 
(2.996) (5.150) (3.113) 
25 0.0026311 -0.002794 0.0026434 
(1.919 (1.685) (2.408) 
26 
27 -0.000883 0.002466' -0.001072 (1.908) (3.942). (2.364) 
28 
29 
30 
31 0.000491 -0.001405 
(3.121) 
32 
33 
34 
35 0.0008875 
(3.231) 
. 
36 
37 
38 -0.0012955 0.001402 
(1.267) (1.223) 
39 0.0020722 
(2.911) 
-x92. - 
1963 1- 1970 ii and 1970 iii - 1977 iv in sectors TOT, 22,24,25, 
29 and 34. 
Turning to the long run values of the explanatory variables given 
in table 5.2.1 a clear picture is drawn with regard to standard 
unit labour costs. Of the 21 sectors only 8 are positive and sig- 
nificant (SIC: 26,27,28,33,35,36,37 and 39), compared to 15 
sectors of the neoclassical model and 21 sectors of the average 
cost model. At first glance this is a good indication of the fact 
that prices are set on the basis of actual rather than standard 
unit labour cost, although it is quite possible that a different 
normalization method could produce different results as far as labour 
costs are concerned 17 0 Standard unit material costs take the ex- 
pected sign in all sectors but one (SIC: 25) and are significant 
at the 5% level everywhere except sector 38. The standard unit 
capital cost performs well in general and is more or less in line 
with the results obtained in the average cost model. This is not 
surprising given that the construction of standard unit capital 
cost is differentiated from actual unit capital cost only by the 
fact that the former is divided by standard output while the latter 
by actual output. Expected signs on UCN are obtained in 19 sectors 
of which only 12 are significant at the 5% level (SIC: TOT 23,24, 
25,26,27,28,33,35,36,37,39). Finally, and rather unex- 
pectedly, given the results of the previous two models, demand 
variables are found to play a significant role in sectors 22,25, 
27,31, 35,36 and 39. This coupled with the fact of the poor 
results on ULCN is the main reason for the rejection of the full 
cost model in the majority of the sectors as it will be seen further 
in table 5.4. 
-233- 
The individual coefficients present on the whole a rather mixed 
pattern. The ULCN coefficients. are concentrated on the 0 (current), 
Ist and 3rd quarter lags, a pattern significantly different from 
the corresponding pattern on the wage variables of the neoclassical 
and average cost models. The same is not true for the lag structure 
of the UMCN variable which is concentrated on the current quarter; 
it is more or less the same with the two previous models. The 
adjustment of price changes to standard unit capital cost changes 
was assumed to be completed within a time span of 8 quarters. 
The addition of the 4 extra quarters compared to the average cost 
model seems to add little in the explanation of price changes since 
the distribution of sectors per lag on UCCN was, concentrated O-f 
the first 4 quarters: 
laes on UCCN: 012345678 
SIC sectors (12) (7) (3) (11) (7) (2) (4) (4) (4) 
As far as the demand variables are concerned the Wharton method 
proved superior to the trend method since the latter was preferred 
in only four sectors. Individual coefficients on demand seem to 
cover the period with an almost equal concentration per quarter 
contrary to the belief that demand should be entered currently or 
with one quarter lag. 
18 Similar specifications as far as the distri- 
bution of demand is concerned can be found in Coutts et al (1978) 
and F. P. R. Brechling (1972). 
A question might further be asked on how the long-run values given 
in Table 5.2.1 compare with the "theoretical" values of equation 5.14 
which correspond to the shares of normalized labour, materials and 
Table 5.3: Sms of coefficients of cost-variables Cc 
theoretical-values Full-cost-cquaticný(5. 
SIC sectors. Greek manufacturinq 
-isdn, with 
'' dicTit 
4 4 8 
Sector E IT, j- mv (t) E r'2i-MSM (t) E r1 i-CSM (t) i=; o i=0 
3 i=o 
Tor -0.0997 (0.816) -0.2458 (3.029) 0.5800 (3.216) 
20 -0.0281 (0.400) 0.0039 (0.095) 0.0088 (0.264) 
21 -0.0388 (0.367) 0.0246 (0.219) 0.0627 (0.769) 
22 -0.0271 (0.174) -0.1065 (1.17.9) -0-0837 (0.585) 
23 70-0707 (0.681) -0.1954 (1.234) 0.0996 (1.158) 
24 -0.0975 (1.076) -0.1461 (1.520) 0.1115' (1.768) 
25 9.1144 (0.518) -0.8339 (3.876) 0.1271 (1.457) 
26 0.0079 (0.053) -0,0446 (0.409) 0.0989 (1.145) 
27 0.0676 (0.578) -0.0662 (0.796) 0.0260 (0.571) 
28 -0.0462 (0.408) 0.0109 (0.071) 0.2278 (1.800) 
29 -0.4113 (4.298) 0.4516 (5.008) 0.1549 (1.249) 
30 -0.4283 (4.216) 0.3785 (2.579) 0.2266 (1.063) 
31 
. 
0.0516 (0.322) 0.0724 (0.663) -0.1840 (3.107) 
32 -0.6473 (3.609) 0.0468 (0.878) -0.0053 (0.300) 
33 0.3887 (1.812) -0.2616 (1.934) 0.0795 (1.164) 
34 -0.6,254 (2.971) . 0.0870 (0.856) -0.0185 (0.319) 
35 0.0835 (1.528) -0.2789 (5.668). . 0.1183 (2.463) 
36 0.0268 (0.290) -0.2315 (1.660) 0.0437, (0.905) 
37. 0.0106 (0.193) -0.1331 (1.665) 0.0342 (1.187) 
38 -0.0910 (0.348) -0.0587 (0.247) 0.1852 (1.041). 
39 0.1876 (0.903) -0.2518 (1.528) 0.0992 (1.941) 
a, of sectoral-Results. Fall*cost, *equation., (5.22) Table 5.4: SýTqm 
'TWdiqit'SIC'sectors; Gr imnufacturing - 
Sector Results 
wr At=, dgntZZI--o I Z41 
20 dRAULCN: --Ot dgnUCCN-o 
21 WnUMN"'Ot dknUCCNý, o 
22 dknULCN-Ot' dPnUCCM-o, Z41 
23 AUTO, dRnTjLCN! -o 
24 AUIOr dtnULCN: --o I Z41 
25 dknULCN--O Z4, 
26 Acc22ted 
27 Eai o, ECW o 
28 Acc22ted 
29 dtnULCN<of dYnUCLN=o 
30 AUIO, dtnULCN <o,, d RnUCCN=o 
31 dknUICN, =oi dWUCCN=o 
32 dZnUECT<oj dknIEM--o 
33 Acc2pted 
34 dtnULCN<o dýnUCCI--o 
35 ZCW ECW 0 
36 EECU o, ECU 0 
37 Accepted 
38 AUM , &nULCN-0 cUnUCCN-o 
39 ECW 0 
S 
-ZßN- 
capital bill in standard ouptut. Denoting by LSHN, MSHN, CSHN, 
the ratios of the standardized input bills for labour, materials 
and capital over standard output respectively it is possible to 
test if the long run value of ULCN, UMCN and UCCN deviate signifi- 
cantly from their respective shares by forming the differences: 
44a 
(5.24) Z 7T li - LSHN, Z Tr2i - MSHN E 7r3i - CSHN 
1=0 1=0 1=0 
and calculating their t- statistics. The results of these tests 
are given in table 5.3 and on the basis of the t- tests it can 
be seen that in general there are no significant differences between 
the long run coefficients and their "theoretical" values. 
Finally a summary of the preceeding discussion on the results of 
the full cost model is given in table 5.4, where the performance 
of each sector is shown. In conclusion, the full cost model is 
consistent with the data in only four two digit SIC sectors and 
inconsistent in the rest. The cost factors on the whole behave 
poorly, particularly standard unit labour costs, but overwhelm the 
performance of the demand variables. The next pricing model of 
the long run variety is the target rate of return pricing model. 
This is the subject matter of the next section. 
5.4 Formulation, estimation and testing-of the target rate of return 
pricing model 
5.4.1 Introduction 
This section deals with the derivation, estimation and testing of 
the target rate of return pricing model. Subsection 5.4.2 describes 
the pricing process of firms exercising target rate of return pricing 
and derives such a model. In section 5.4.3 we discuss some of the 
-255 - 
characteristics of target return pricing as for example the type 
of firms where target rate is applicable, the determinants of the 
target rate, the relationship of this model with full cost pricing, 
-the role of demand factors in target rate pricing etc. Section 
5.4.4 is concerned with the specification of the variables that 
measure target return on capital. Finally, in section 5.4.5 we 
derive a testable hypothesis of the target rate model and discuss 
the results of the application of this model on the two digit SIC 
manufacturing sectorsof Greece. 
5.4.2 The target rate of return pricing model 
Although target rate of return pricing has been known to businesses 
for quite a number of years, 19its first systematic treatment appeared 
in the economic literature relatively recently with the publication 
of a Brookings study by A. D. H. Kaplan, J. B Dirlam and R. F. Lanzilotti 
(1955) in which the pricing methods of a number of very large cor- 
porations were examined. Summarising information developed in this 
study, one of its authors, R. E. Lanzilotti (1958) wrote that the 
principal pricing goal of oligopolists who were dominant in their 
industries was to secure a target rate on capital invested. 
Under this system, both costs and prof it goals are based not upon 
the volume level which is necessarily expected over a short period 
but rather on standard volume; moreover, the margins added to 
standard costs are designed to produce the target profit rate on 
investment assuming that standard volume is the long run average 
rate of plant utilization. This pricing method effectively prevents 
cyclical or short run changes in volume or product mix from affecting 
the price. 
I 
-2.56- 
In rationalizing the use of target rate of return as a pricing 
objective R. F. Langilotti (1958) as well as N. W. Chamberlain (1962), 
E. Mansfield (1970) and J. M. Clark (1961) among others; produced a 
number of reasons as for example the achievement of a fair or 
reasonable return, the desire to equal or better the corporation 
average return over a recent period, the use of a specific profit 
target as a means of stabilizing industry prices etc. None of the 
above objectives however is able to provide an answer as far as 
the setting of the level of target rate is concerned. By connecting 
the target rate hypothesis with limit price theories, such a deter- 
mination has been possible, since, as it was mentioned in section 
5.2, the target rate is determined at such a level that, given 
standard costs, target price will be the one that effectively 
prevents entry. 
Whatever the ultimate objective of the f irm that employs target 
rate as a pricing method and whatever the relation of such an ob- 
jective to long run profit maximization, the essential characteristics 
of this hypothesis are the following: (a) the implementation of 
the notions of standard output and standard costs (b) the use 
of a target rate on capital invested and (c) the small number of 
firms exercising considerable market power. The first two character- 
istics are testable within the formulation of the target rate of 
return pricing model presented in this study. The third, although 
an essential feature of the hypothesis is not incorporated in the 
price model developed. A formulation in which market structure 
is an argument of target rate pricing would require a different 
methodology and probably time series data on concentration ratios 
-x5ý - 
of a considerable precision that are not available at the two digit 
SIC level disaggregation. 
The hypothetical target return pricing procedure may be considered 
to run as f ollows: The firms in a given industry determine from 
their knowledge of demand and cost conditions and also perhaps by 
trial and error a price PT which will just prevent entry of new 
f irms into the industry. They then determine the rate of return 
which will satisfy equation (5.25) (repeating equation (5.2)), given 
PT and their costs. 
(5.25) p -_ ýV(QN) K T+ (1 + T) - 
QN QN 
Having once determined the target rate, T, firms treat it as a 
long term constant and in future periods calculate the prices to 
be charged from (5-25) using T and costs. An increase in the level 
of wages or input prices would result into an increase of standard 
unit variable costs and so by formula (5.25) prices will rise. 
Fluctuations in demand will play no role in the determination of 
the target rate of return price. The discussion of section 5.2 
establishes that this process will lead to an approximate attainment 
of the entry preventing price at all times. 
There is quite a number of issues that are left unresolved from 
he above procedure as for example, the determinants of the target 
rate, the type of firms to which target rate is applicable, the 
differences of the target rate approach from full cost, etc. These 
matters together with others will be examined in section 5.4.3. 
Before that however, the transformation of equation (5.25) into 
an equation explaining changes in the target rate prices according 
tothe spirit of the previous models is required. 
-%98- 
Standard variable costs comprise of standard unit labour cost and 
standard unit materials cost. Equation (5.25) can therefore be re- 
written as: 
(5.26) P ULCN + UMCN + (1 + E) K 
T 
QN 
By dropping the T subscript, differentiating totally and dividing by 
P we get: 
(5.27) dP = dULCN + dUMCN +K d(l ++ (I +: K d( -) 
ppp QN pp QN 
which after some rearrangement can be further written as: 
(5.28) dP dULCN + 012 dUMCN + a3 d(l + T) + Ct4 d(K/QN) 
p ULCN UMCN (1 + K/QN 
where: a, = ULCN/P 
OL2 UMCN/P 
013 Ct4 (1 + T) K/'(P. QN) 
Equation (5.28) is approximately equal to 
1 
(5.28) dZnP ajdZnULCN + a2cRnUMCN + a3dtn(I +T) + 
+ a4cUn(K/QN) 
in which every argument on the right hand side is observable and 
can be approximated with the exception of (1 +7). Anticipating 
future discussions on target rate determination and in a spirit 
similar to the full cost markup (see equation (5.17)) we assume 
that target rate is a function of short run demand changes 
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as in (5.29). 
(5.29) dZn(l + T) = alkn(j) + 62din(Q 
QN QN 
By introducing equation (5.29) into (5.28)' we get the target rate 
of return price equation in a rate of change form as in (5.30). 
(5.30) dknP c. +c dZnULCN + C2dknUMCN + c3dZn( 
K+ 
1- 
+ C4 9. n(Q + C5 dkn(Q 
QN 
QN QN 
where: cl ULCN/P 
UMCN/P 
c3 ý- (1 +T )K/P. QN 
As far as the coefficients of demand variables are concerned the 
expectation is that C 4-'2 c 5= 0. The fact that fluctuations in demand 
play no role in a target rate of return price determination is 
guaranteed by such an assumption. In that sense, formulation (5.29) 
helps in determining a test of this assumption. 
5.4.3 Features of the target rate of returnpricing model 
In this subsection we discuss a number of issues related to the target 
rate price determination model. These are, the type of f irms where 
target rate of return is applicable, the determinants of the target 
rate, the deviations of actual from target rates, the role of demand 
factors in target rate pricing and finally the relationship between 
the target rate and full cost models. 
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5.4.3 (1) Ty2e of firms where_target rate of return is applicable. 
One of the essential characteristics of the target rate of return 
hypothesis is that it prevails in highly concentrated oligopolistic 
industries. The fact that the firms must exercise some discretion 
over the price to be charged is a common characteristic of all markup 
models discussed in this study. The target rate of return hypothesis 
however goes a step beyond that in ascerting that firms expected 
to price under this model should be dominant (leaders) in their 
respective markets. This may be probably attributed to the fact 
that empirical evidence on the target rate hypothesis refers 
primarily to firms (and not industries) all of which are among the 
largestU. S. Corporations (see A. D. H. Kaplan et all (1955)). Moreover 
one would expect target rate of return pricing to prevail in capital 
intensive industries since the hypothesis pays emphasis on investment 
decisions; prices are set in order to achieve a rate on invested 
capital. 
However, given the diverse goals of the various managerial levels, 
target return pricing is rarely found in pure forms. The more de- 
centralized the enterprise is, the more target prices will be in- 
fluenced by other factors such as market conditions and special 
customer relationships. Target rate of return pricing can perhaps 
be found in a pure form in a regulated monopoly (public utility). 
The regulated firm is assumed to be allowed by the regulatory agency 
(The State) to set a price that achieves a certain minimum rate 
of return and in the absence of regulation the firm would increase 
its prof its by charging a higher price. The regulated f irm has 
I 
every incentive to induce the regulatory agency to allow it to in- 
crease its price when its profit rate falls below the allowed limit 
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and the agency will try to hold prices down so that the firm's rate 
of return does not exceed the allowed level. H. Averech and 
L. L. Johnson (1969) have argued that the regulated firm will attempt 
to circumvent regulation by increasing its fixed capital stock (rate- 
base) so as to increase total profits keeping the same rate of return 
on the rate base. 
Target rate of return pricing has a number of advantages for large 
corporations; (1) it provides internal consistency with the criterion 
of investment. If investment is undertaken only at the promise 
of yielding a target rate of return, then investment decisions have 
a pricing scheme implicit in them which should yield the target 
rate at the actual price. If prices in the market are different 
from those calculated to achieve the target rate then adjustments 
should be made but the critical consideration in all such adjust- 
ments is that the net effect should be to leave the return on invest- 
ment untouched. Whatever prices are finally set, times the volume 
which is anticiated that can be realised at these prices should 
yield a sales revenue which minus the costs of output thus calculated 
gives the profit which has been set as a goal. (2) Target rate 
of return pricing yields stable prices since standard costs fluctuate 
less than actual costs. Large corporations prefer stable prices 
since they reduce uncertainty and facilitate long term corporate 
planning. Price stability can be achieved through quasi agreements 
based on understanding derived from common experience about the 
limits of price changes which can be made without inviting re- 
taliatory actions Minor price reductions not disturbing relative 
competitive positions can be made within these limits without pro- 
voking offsetting price adjustments from rivals, but any price cuts 
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outside these limits will be met by retaliatory price cuts leaving 
none of the producers as well off as before. Under these circum- 
stances, the target rate formula makes good sense. (3) Target rate 
formula is particularly suitable as far as new products are con- 
cerned. Since they have no close substitutes, new products are 
usually expected to produce a predetermined level of prof it rate 
on investment required. Sometimes a higher price may be charged 
in the beginning to capture the market's reponse, but the price will 
finally settle to the price requred to cover developmental costs 
plus a rate on capital invested. 
5.4.3 (2) Determinants of the target rate, Deviations of acutal 
from target rates, the role of demand factors in target rate pricing. 
The assumption of long run constancy of the target rate in firms 
practicing target rate pricing has been questioned by many. A. E. 
Kahn (1959) for example, assailed R. F. Lanzilotti (1958) and his 
colleagues claiming that the Brookings evidence 
"lends support to [the) ... conclusion: that these large corpg- 
rations typically price to maximise monetary profits, not day to 
day, but to a large extent year by year and certainly over a fairly 
brief period of years" 
A. E. Kahn (1959) p. 671 
His argument was based (1) on the differences between the targets 
set by various companies, (2) on the widely varying investment return 
components of these companies prices on different products and (3) on 
the divergencies of actual company returns from their competitive 
targets, above it for extended periods of time where the market 
permits, below it where the market requires. 
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Since by equation (5.8) the highest rate of return which will fail 
to attract entry depends in magnitude upon demand and cost conditions, 
our version of the hypothesis does not suggest that the target rates 
should be the same for all sellers of a given product (see also R. F. 
Lanzilotti (1959)). With respect to multiproduct firms further, 
the hypothesis does not suggest that the target rate should be the 
same for all products sold by a particular firm. Also cost dif- 
ferences among firms in an industry should not seriously hamper the 
workings of the target return scheme of implicitc- ollus ion since the 
nature of the hypothesis is such that costs are defined to include 
normal Drof its. 
Even if the version of the target rate hypothesis examined here does 
not predict the same rates among firms, sectors or products, the 
question still remains on what the target rate depends. 0. Eckstein 
and G. Fromm (1968) provide a number of factors such as market 
structure and long run economic conditions of the industry in which 
they include barriers to entry, international trade barriers, con- 
centration, product differentiation, managerial talent, long run demand 
elasticities etc. 
Target rates may deviate f rom actual rates f or a number of reasons? 0 
Whatever these reasons may be, a distinction must be made between 
year to year profits and secular profit objectives. If actual prices 
deviate from target prices to the extent that they fail to realise 
the profit objective not only occasionally, but regularly, the alter- 
native is not necessarily to adjust to reality. The profit objective 
may be held to and actions other than those in the field of price 
must be undertaken to realise it, as for example a new promotional 
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program, a redesign of the product, substitution of one product line 
for. another and finally cost reduction. Sometimes a target rate 
of return may be set at such a level that cannot possibly be achieved 
at the going prices, not at the expectation that the price levels 
can be altered, but at the expectation to induce organisational 
changes towards greater efficiency. In these instances, the cont- 
inuing failure of price levels to yield target rates of return cannot 
be construed as a failure of pricing policy. Finally, if the case 
is that business executives base prices on the target rate formula, 
but the actual prices charged differ from the formula prices because 
of demand conditions, then in our view this cannot be considered 
as target rate pricing since deviations from formula levels will 
produce instantaneous profit maximising prices. The essence of the 
target rate notion is intentional abstention from price changes 
which due to shifts in demand would apparently be profitable in the 
short run but would tend to induce entry or price rivalry among ex- 
isting firms. 
Demand elements however may intrude in a number of ways if demand 
is weak. Transaction prices differ significantly from list prices 
as these are caluculated by the target rate formula. Secret under- 
mining of list prices takes place usually in the form of better credit 
arrangements, allowances on insurance and transportation costs etc. 
Similarly when demand is strong a strict application of the target 
rate formula may lead to rationing and order backlogs. Changes in 
the terms of sales other than price such as extras, transportation 
costs, waiting times, changes in the product quality and product 
service are other adjustments that 'can be made in periods of high 
demand. 
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5.4.3. (3) The relationship between full cost and target rate models 
It was mentioned in section (5.2) that the fundamental characteristics 
of the full cost and target rate of return pricing models are the 
same; namely the use of standard instead of actual output and costs 
and a profit objective which in the former model is expressed as a 
markup upon total costs, variable and fixed, while in the latter is 
expressed as a rate on capital invested. Yet the models are considered 
as two distinct pricing hypotheses, the differentiating factor being 
the treatment of capital and capital costs. The full cost model views 
capital costs in the same manner as all other costs. Unit capital 
cost is defined as the ratio of capital expenditure over standard 
outupt. The value of f irms assets plays 
cost price determination. Target rate 
treats capital and capital costs quite 
are not included in the price equation. 
adopted here), capital is an explanatory 
model in the sense that price is set to 
capital. 
no explicit role in the f ull 
.. -iypothesis on the other 
hand 
differently. Capital costs 
Instead (in the formulation 
argument in the target rate 
achieve a specified rate on 
Both models can be reduced to the same functional form if we are to 
use two simplifying assumptions regarding the rate of capital and 
capital costs, namely: 
(a) that capital costs are proportional to the value of capital invested 
and, 
(b) the ratio of capital to output (standard output) remains constant. 
It is possible to rewrite the full cost model (5.1) as: 
(5.31) P= (1 + 7T) ýV(QN) + (1 + IT) Kc II- 
QN QN 
where Kc = capital expenditure bill (see equation(5.11)) 
Assumptions (a) and (b) can be expressed formally as (5.32) and (5.33) 
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respectively: 
(5.32) Kc = aK 
(5.33) K=Y. P. QN 
where K= is the value of capital assets 
Incorporating assumptions (5.32) and (5.33) into (5.31) we have 
(5.34) P1+ 7T) I aV(QN) + ayP 
QN 
which can be further expressed as 
(5.35) P ULCN + UMCN] 
1-(I+Tr)cLy 
Similarly incorporating assumption (5.33) into the target rate model 
(5.25) we have 
(5.36) P= ýV(QN) + (1 + -r)yP 
QN 
which can be further expressed as 
(5.37) P (ULCN + UMCN] 
+ -r)y 
It is clear therefore from this small exercise that target-rate and 
full-cost models are equivalent if assumptions (5.32) and (5.33) are 
used. However, none of the above assumptions can be regarded as valid. 
As far as the -first is concerned, capital cost is a function of a 
number of parameters and as such cannot be considered as proportional 
to the value of capital. As far as the second assumption is concerned, 
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it was made possible to collect information on the means and variances 
of the capital over (standard) output ratios of the two digit SIC 
sectors which is provided in table 5.5. Inspection of this table 
indicates that capital output ratio shows considerable variability 
which guarantees that assumption (5.33) cannot be considered as reason- 
able and also justifies the use of K/QN as an explanatory argument 
21 in the target rate price equation. 
Apart from the differential treatment of capital and capital costs, 
the distinction between target rate of returns and full cost pricing 
approaches is difficult to be defined. R. F. Lanzilotti (1958) reports 
that: 
"Some of the companies [in the Brookings survey] that clearly 
employ the target rate on investment in pricing new products, use 
cost-Plus Pricing for other products. The difference between the two 
rationalisations lies in the extent to which the company is willing 
to push beyond the limits of a pricing method to some average return 
philosophy. " 
R. F. Lanzilotti (1958) p. 930 
Such a pricing policy does not necessarily mean that the objective 
should be a target rate on investment. The objective can equally 
be a target rate of return on sales since the latter is translatable 
to the former by the number of times that capital turns over. (For 
example, with a capital turnover of 3 times a year a 10% return on 
sales is equivalent to a 30% return on investment). In general, if 
we have to set criteria for classifying firms as candidates of target 
i 
rate pricing, such criteria would be capital intensity and the size .. 
of the firm relative to the size of the market. As far as the first 
is concerned, target rate pricing is more likely to be applied in 
Table 5.5: Mems, standard deviations, minh=n and maximm values 
of gpital over standard output ratios K T%qo P. QN 
digit SIC sectors, Greek mnufacturing 
Sector mem St. deviation minim= maxirr=n 
TOT 3.839 0.3240 3.209 4.735 
20 2.696 0.3075 2.081 3.338 
21 3.455 0.3755 2.970 4.320 
22 7.437 1.5568 4.263' 11.680 
23 . 4.811 0. '4156 3.808 5.457 
24 3.257 0.7588 2.543 5.171 
25 4.352 0.9281 2.495 6.536 
26 3.531 0.6593 2.657 5.821 
27 5.271 1.3716 2.824 7.534 
28 2.379 0.7684 1.163 3.661 
29 3.770 0.5126 2.826 4.588 
30 4.862. 1.1439 2.307 9.544 
31 5.640 1.0915 4.024 7.588 
32 1.514 1.8273 0.135 8.952 
33 5.040 0.5708 3.963 6.838 
34 7.055 2.2245 2.928 10.053 
35 2.695 0.3489. 2.173 3.745 
36 3.640 0.5423 2.645 5.226 
37 3.835 1.0770 2.084 5.069 
38 5.075 0.9379 3.842 7.648 
39 4.037 1.0004 2.448 6.207 
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industries where strategic decisions focus on physical capital as 
opposed to industries where strategic decisions f ocus on the choice 
and design of the products. Capital intensive industries are trad- 
itionally the paper and pulp (27), chemical (31), petroleum refining 
(39) steel (34) and transportation industries (38). As f ar as the 
second criterion is concerned the relatively aggregate nature of the 
2 digit industry classification does not permit a within-sector ex- 
amination of the size distribution of f irms since the subaggregates 
def ined by the 2 digit classification still encompass a considerable 
variety of market structures within each one of them. Moreover, as 
it was mentioned previously empirical evidence on target return is 
basically presented for firms and not industries. Target return 
pricing applies to large firms, leaders in their markets, while full 
cost pricing may be applicable to any firms, small or large that is 
not a price-taker. 22 
5.4.4. Specification of the target rate 
The relatively limited empirical studies on target rate of return 
hypothesis can probably be attributed to the lack of appropriate data 
on capital series, or to the difficulty in constructing a proper 
measure of capital to capture the effects of the target rate. In 
his survey of 9 empirical U. S. _ý, tudies of price 
behaviour, 
W. D. Nordhaus (1972) reports that none introduced capital costs. 
However, most of these studies rely on markup or target rate specifi- 
cations as the theoretical underpinning of their empirical work. 
Although it is possible to visualise a markup pricing situation where 
the markup is applied only on variable costs (as for example the 
average cost model) in target rate pricing, changes in unit capital 
costs are as legitimate a part of costs as unit labour and unit 
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material costs. This section is concerned with the specification 
of capital costs within the framework of the target rate of return 
pricing model. 
A strict application of the hypothesis would require data on target 
rates, However, such data are unavailable particularly at the sectoral 
a 
level of aggregation and even if they were available they would be 
of little use since the expectation is that they remain constant f or 
quite long periods. In the absence of data on target rate two options 
are available. 
(a) The first is to use data on actual rates of return. The response 
of prices to profit rates on capital is taken as a reflection of target 
rate pricing. Such a variable has been used by 0. Eckstein and 
G. Fromm (1968), 0. Eckstein and D. Wyss (1978) and D. H. Straszheim 
and M. R. Straszheim (1976) and is measured as the after tax rate of 
return on capital. The expectation is of a negative coefficient and 
is met with relative success; a low, below target rate of profit at 
the standard level of operation calls for a price increase to achieve 
the target profit rate. Similarly a high, above target, rate of profit 
at standard output calls for a price decrease to achieve the target 
rate. 
(b) The second option involves the calculation of a series of a 
capital over standard output ratio and then let the regression estimate 
the target rate. 0. Eckstein and G. Fromm (1968) believe that such 
an approach should not be adopted since time series on capital are 
not suf f iciently precise and also because such a ratio shows very 
small quarterly variability. This is rather surprising particularly 
when compared to the prof it equity ratio which apart from the capital 
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series uses data on actual prof its which on the whole are less 
reliable. Moreover, as shown in table 5.5 the capital over standard 
output series shows a considerable degree of variability. This after 
all has to be expected over a 15 year span of experience which is 
characterised by high growth (See tables (2.6) and (2.7)). 
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By choosing the capital over standard output to measure, rate we are 
faced with the problem of specifying the base at which target rate 
is applied. Should this base be total assets or net worth? N. W. 
Chamberlain (1962) believes that: 
ff a.. return on net worth is more in keeping with traditional 
economic assumptions of profit maximising but in practice return on 
total assets seems to be the measure preferred by a nýimber of major 
business firms. " 
N. W. Chamberlain (1969) p. 65 
For our purpose the latter criterion would seem to be more important 
since we are concerned with actual business behaviour. In addition 
G. S. Stigler (1963) has argued that the total asset base has advantages 
even from the point of view of neoclassical theory. Indeed as can 
be seen from Appendix 3, in the calculation of the user cost of capital, 
the cost of capital index (T) includes both the short and long-term 
interest rates as well as the rate of return on (own) capital, since 
(repeating equation (A3.53)) 
(5.38) r= Tl* 
SB 
+ T2* 
LB 
+ T3* 
OF 
SB + LB + OF SB + LB + OF SB + LB + OF 
where 'T, = short term interest rate 
T2 = long term interest rate 
r 
T3 = rate of return on (own) capital 
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SB = short term borrowing 
LB = long term borrowing 
OF = own funds 
We shall therefore adopt the total asset base. Finally note that 
since our conclusions from the empirical research depend only on 
the growth rate of target rate (= zero) and not on the level, the 
choice of the base is a relatively minor problem. 
The generation of quarterly series on capital (total assets) can 
be described as follows. Consider the following identities: 
(5.39) Total Assets = Short + Long term borrowing + net worth = 
- Fixed Assets - Depreciation + Current Assets 
(Working Capital) 
The construction of yearly data on f ixed assets and depreciation, 
i. e. capital stock in buildings (K B) and machinery 
(K 
M) has been 
described in section A3.3.2(a) of Appendix 3. Data on working capital 
are not available f rom the Annual Industrial Surveys (AIS) and have 
to be approximated. The yearly publications of the Confederation 
of Greek Industries (CGI) bulletin provide data on working 'capital 
as well as data on net capital stock. On the assumption that the 
ratio of working capital to capital stock for the CGI sample is the 
same with that of the AIS sample, it is possible to generate yearly 
data on working capital that correspond to the AIS sample, as follows: 
(5.40) WK = 
WK CGI K B+M 
K .. B+M(CGI) 
and consequently total assets (K) can be generated as: 
(5.41) K=K B+M + WK 
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-erly data on total assets can be approximated as follows: The Quart 
Bank of Greece Monthly Statistical Bulletin provides information 
on each two digit SIC sector's analysis of credits for each quarter. 
Short term and long term data on credits are provided in the form 
of outstanding balances at the end of each quarter. On the assump- 
tion that (a) short term credit is used to finance working capital 
and long term credit to finance investment in buildings and machinery 
and (b) the quarterly pattern of working capital follows the quarterly 
pattern of short term credits and the quarterly pattern of capital 
stock follows the quarterly pattern of long term credits, -we can 
then generate quarterly series on K (total assets) as follows: 
(5.42) Kq =K B+M * LB q+ 
WK * SB 
q 
LB 
q^(iv) 
SB 
q(iv) 
where subscript q refers to quarters (q = i, ii, iii, iv) 
The specification of ULCN and UMCN has been described in previous 
sections. It is now possible to test empirically the target rate 
model. The econometric specification of the target rate model and 
the results obtained are presented in-the next subsection. 
5.4.5 Estimation and discussion of the target rate of return pricing 
results 
The target rate of return model as it stands in equation (5.30) 
assumes an instantaneous adjustment between changes in explanatory 
variables and changes in prices. An operational version of the hypo- 
thesis is obtained by introducing a dynamic specification that takes 
into account the speed at which changes in prices adjust to changes 
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in costs and demand. The maximum number of lags on standard unit 
labour cost, standard unit material cost and demand pressure variables 
is assumed to be 4, in line with previous models. On the capital 
over standard output variable it was assumed that a much slower 
adjustment takes place requiring a maximum time of 3 years (12 
quarters) to be completed. Given the very long process by which 
investment decisions are incorporated into cost and hence into pricing 
decisions, the assumption of 12 quarter lags seems reasonable. 
Furthermore, such an assumption is corroboratedby the results obtained 
on the (K/QN) variable (see below). Under the above assumptions 
with regard to the maximum lag and by adding an error term that has 
the usual properties, equation (5.30) becomes 
44 
(5.43) d9. nPt = iTo + E7r d£nULCN +Z 7T CnUMCN + i: --oli t-i i=O 
21 t-i 
12 K4QQ 
+Z Tr d9. n +Z Tr tn + u5d£n 
i=O 3i j=O 4i ( -) ( -) 
QN t- i QN t-i QN t 
+utut% NID (0,6'u) 
4QQ 
and as before the term E 7r 4i Zn + 7Tsdtn i=O 
QN t-i QN t 
4 
can be either E 7T 4liCUt_i + 7r ECU i=O 51 t 
if the trend method is used (see equation (3.107)) 
4 
or E Tr 42i cW t-i + 
7T52 ECW t 
i=o 
If the Wharton method is used (see equation (3.. 108)) 
Before proceeding to the estimation methodology and the discussion - 
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of the results of the target rate pricing model it is necessary to 
elaborate on two issues regarding the nature of the data used for 
the generation of the variables entering the target rate pricing 
model and the exact specification of the target rate hypothesis. 
The f irst issue is concerned with the aggregation problem that is 
common to all pricing models discussed so far. It is examined here 
since the target rate model is formulated - relative to other pricing 
hypotheses - more in terms of firms than in terms of industries. 
Both the competitive market and oligopolistic market theories and 
the pricing hypotheses that are derived from each are based on the 
behaviour of firms. However since data on firms are seldom, if at 
all, readily available, it isthe pricing behaviour of an industry, 
secto r, or economy that is ultimately utilised. The larger data 
bodies are the aggregates that result f rom combining data on many 
f irms. Substantial differences in firm's behaviour together with 
non-linearities present in aggregate data on firms may result in 
time series that do not necessarily resemble the behaviour of any 
f irms or group of firms included in them. According to H. Theil 
(1954)9 
"if aggregate variables are def ined such that their logarithms 
are linear combinations of the logarithms of the corresponding micro 
variables and if the two sets of variables are connected by a re- 
lationship having a constant elasticity, then the aggregation 
conditions are identical with those of linear relationships". 
H. Theil (1954) p. 126 
The aggregation problem that certainly exists with regard to 
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the data used in this study cannot be overcome. 
The second issue is concerned with the econometric specification 
of the target rate of return hypothesis. It was aI 'AJ that this 
model implies that price is an add-on to the standard unit variable 
costs, the add-on being a target return on capital over standard 
output - '. 
It was further argued that short run changes in demand 
do not play any role in the target rate pricing model. All the above 
arguments are expressed in equation (5.30). However, a strict inter- 
pretation of the above hypothesis would include the target rate as 
the only regressor. By transferring all the arguments of the right 
hand side into the left hand side, such a specification would become: 
(5.44) dZnP - dknULCN - dknUMCN - kn 
Q dln Q 
QN QN 
K 
Co + C3dZn 
(-) 
QN 
Equation (5.44) clearly shows that the gap between price and stan- 
dardized unit variable costs is only a function of the target rate 
of return on capital at standard output levels. The target rate 
is C3 and its value along that of the constant term c. determines 
the spread between price and normal unit factor costs. Such a speci- 
fication although it calls for a strict interpretation of target 
rate pricing is not used for two reasons: (1) it involves a number 
of untested restrictions vis-a-vis model (5.30) (Cl ý C2 = C4 '22 
cs = 1) and (2) it is not comparable with previous price models since 
it cannot really test for the relative significance of the demand 
and cost variables. 
The methodology for the estimation of the target-return hypothesis 
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has been described in previous sections. The expected values of 
the coefficients of equation (5.43) are, 
(5.45) ETr ii, 
DT 
21' 
DT 
3i > 0, 
ETr 
41 " Tr 5= 
On the whole the performance of the target rate of return model is 
met with little success since the data generation process is com- 
patible with the target rate thesis in only five sectors (SIC: 24,26, 
27,35,36). The results are given in table 5.6. Part 1 provides 
the long run coefficients of the explanatory variables, part 2 gives 
a number of summary statistics, and parts 3,4,5,6 and 7 provide the 
individual coefficients of d2, nULCN, dinUMCN, din(K/QN), CU and CW 
coefficients. 
Starting from table 5.6.2 the values of the multiple correlation 
coefficient are more or less in line with the values obtained in 
-2 
the full cost model; Sectors 25,28 and 38 have R scores less or 
around 50% in both f ull cost and target rate models. Moreover, 
sectors 34 and to some extent 26 have values less than the sectoral 
average of the target rate model. The hypothesis of zero autocor- 
relation in the residuals on the basis of the Z (4) statistic is 
rejected in four sectors, SIC: 21,22,37 and 39. A further test 
designed to detect the presence of f ourth order 'autocorrelation 
confirmed the assumption of independent errors in all sectors. 
The post parameter stability test given by the Z 4(4, i) statistic 
add based on information covering 4 extra quarters of 1978 indicates 
mispecification in 5 sectors, i. e. SIC: 30,32,33,38 and 39. Note 
that for sector 35 it has not been possible to test for post para- I 
meter stability due to the lack of sufficient degrees of freedom 
(For a definition of the test see equation (3.12, )). Finally, the 
Chow Z5(ij) statistic indicates a different pricing pattern between 
subsamples 1963i - 1970ii, and 1970iii - 1977iv in sectors 30,38 
Table 5.61 RqsUltson_ZýUet-rate tion (5.43) 
Part 11 Long-run ooefficients 
sector 
4 
E rl, i&nVIANt_i 
l 
4 
E rljjdlnUIaNt_j 
m 
U. 
E rl dkn(K 31 64) t-i 
4 
11 Cu ry EW E 411 t-i 51 
4 
E rl 421C'wt-i Mw 115 o i o i 100 imo 2 
0.202065 0.788295. -0.084496 0.000030 0.000IC8 (3.231) (14.584) (0.718) (0.0694) (2.408) 
20 0.038057 0.880GIG 0.07010 
(0.586) (15.284) 0.816) 
21 0.035988 0.755390 0.098121 0.000038 -0.00305 (0.3564) (8.885) (2.205) (0.157) (2.432) 
22 -0.14536 1.42851 -0.23534 0.000135 
(0.8395) (7.2188) (0.660) (0.6(. U) 
23 Ool33891 1.13404 -0.30824 -0.000992 (1.903) (11.955) (3.240) (3.866) 
24 0.14958 0.56645 0.25906 -0.00016 -0-00085 (1.911) (5.898) (1.989) (1.091) (1.468) 
25 0.44577 -0.073955 0.55206 0.001120 (2.114) (1.038) (4.608) (1.024) 
26 0.406122 0.60166 0.13682 
(3.471) (5.476) (2.473) 
27 0.25765 0.690138 Ool57056 
(2.226) (6o769) (5.002) 
28 Oo466295 0.595421 0.10456 
(1.502) (3.752) (0.81G) 
29 0.205215 0.838567 -0.502442 -0.000234 
(2.143) (8041) (5.460) (0.818) 
30 0.210902 0.980846 -0.222941 -0.0002309 0.000575 (2.086) (4.781) (6496) (0.580) (2.413) 
31 0.61454 . 0.47762 -0.00228 -0.001264 (3.163) (3.910) (0.021) (2o643) 
32 -0.883873 1.18128 -0.032913 -0.000098 
(5.025) (16.47) (2.145) (1.050) 
33 0.690579 0.458050 -0.12712 0.000132 -0.00278 (3.466) (3.977) (2.392) (Oo263) (3.398) 
34 Oo260812 0.618048 0.051934 
(1.536) (4.103) (0.789) 
35 0.184396 0.475934 0.158522 0.001103 
(2.0066) (8'. 059) (3.427) (1.215) 
0.227941 0.498147 MUM OoOO12Gl2 OoOO0797 
(2o345) (4.856) (2.078) (1.29G) (0.829) 
37 0.155650 0.698807 0.246639 
(1.676) (8.639) (2.757) 
38 0.283783 1.133809 -0.327452 
(1.259) (1.295) (4.320) 
39 0.321188 0.505476 -0.08710 0.0021066 -0.0031599 (2o515) (4.338) (3.618) (2o993) (3.298) 
r 
Table 5.6: Results on Target-rate equation (5.43) 
Part 2t Test statistics 
se=r SSR SE DW ZI (4) !3 
_(i) 
Z4 (4,1) 
wr 0.003026 0.009725 0.9391 2.4180 li 5.999 (18) 20.29 0.209 (2.65) 1,03 (2.28) 
(4.36) (12.20) 
20 0.002204 0.008300 0.9460 2.493 6.960 (18) 15.378 1.208 (2.65) 0.901 (2.28) 
(4.36) (12.20) 
21 0.007552 0.014484 0.7332 2.654 10.862 (22) 26.48 0.989 (2.61) 1.444 (2.27) 
. (4.40) (8.28) 
22 0.0100301 0.018265 0.7951 2.4535 11.1214 (20) 27.36 0.235 (2.68) 1.281 (2.35) 
(4.34) (10.24) 
23 0.0011770 0.006603 0.9455 2.2501 4.533 (13) 21.88 1.672 (2.69) 1.931 (2.83) 
(4.31) (17.10) 
24 0.006336 0.014072 0.7715 2.1139 8.456 (22) 21.59 0.491 (2.65) 0.721 (2.27) 
(4.36) (8.28) 
25 0.035097 0.033118 0.4815 1.866 6.220 (18) 25.42 1.99 (2.65) 2.18 (2.20) 
(4.36) (12.20) 
26 N% 0.016355 0.021617 0.5702 2.159 4.594 (27) 32.15 1.989 (2.61) 1.35 (2.53) 
0.40) (5.34) 
27 0.020456 0.022902 0.7494 2.114 1.112 (24) 20.84 1.510 (2.60) 0.816 (2.53) 
(4.43) (5.34) 
28 0.066103 0.044093 0.3871 2.411 4.363 (24) 22.32 0.787 (2.59) 1.433 (2.42) 
(4.48) (6.32) 
29 0.004058 0.011829 0.8879 2.378 8.612 (15) 16.89 1.417 (2.68) 1.009 (2.62) 
(4.33) (15.14) 
30 0.007265 0.016109 0.8264 2.544 7.672 (18) 28.29 2.66 (2.60) 3.281 (2.28) 
(4.42) (12.20) 
31 0.005191 0.014409 0.8039 2.217 5.997 (15) 17.32 1.234 (2.69) 1.621 (2.62) 
(4.29) (15.14) 
32 0.010909 0.018463 0.9402 2.394 5.086 (18) 19.842 3.131 (2.65) 1.096 (2.62) 
(4.36) (15.14) 
33 0.005869 0.013543 0.8485 2.479 8.710 (20) 27.24 2.707 (2.60) 1.463 (2.28) 
(4.42) (12.20) 
34 0.018345 0.023578 0.4418 2.481 6.862 (23) 23.58 0.204 (2.53) 0.129 (2.40) 
(4.30) (7.30) 
35 0.003158 0.010814 0.9004 2.028 9.257 (17) 24.47 0.599 (2.53) 1.687 (2.53) 
(4.31) (13.18) 
36 0.001435 0.008930 0.9069 1.888 4.953 (8) 7.03 2.058 (2.82) 
(4.22) 
37 0.005696 0.012085 0.8322 2.225 11.658 (25) 33.39 0.199 (2.60) O. SO3 (2.53) 
(4.43) (5.34) 
38 0.071055 0.042684 0.4392 2.123 0.699 (23) 24.46 4.129 (2.60) 5.159 (2.53) 
(4.43) (5.34) 
39 0.014938 0.021606 0.6342 2.520 - 13.721 (18) 15.694 3.717 (2.65) 4.912 (2.28) 
(4.36) (12.20) 
Table 5.61 rusults on laEget-rate equation (5.43) 
Part 3 rndividual coofficionLs on dZn LUN t-i 
Sector no nio n, l n 12 n 13 n 14 
wr 0.00348 0.20207 
(0.794) (3.231) 
20 0.00161 0.17075 -0.13629 (0.086) (3.238) (2., 813) 
21 0.00123 -0.102297 0.138285 
(0.418) (1.253) 0.800) 
22 -0.00844 -0.357665 0.212295 
(1.933) (2.434) (1.664) 
23 -0.00270 0.29623 -0.13534 (1.435) (5.245) (2.510) 
24 -0.00566 0.14958 
(0.701) (1.910) 
25 0.01594 0.44577 
(0.951) (2.114) 
26 -0.00351 0.400122 
(0.696) (3.471) 
27 0.00114 0.27565 
(0.270) (2.226) 
28 -0.00196 0.46693 
(0.167) 0.502) 
29 0.00467 0.205215 
(1.717) (2.143) 
30 -0.00732 0.210902 
(0.660) (2.08G) 
31 -0.01963 0.46880 0.23611 0.27616 -0.36654 (2.130) (3.519) (2.046) (2.304) (3.207) 
32 0.00012 -0.290878 -0.592995 
(0.032) (2.211) (4.178) 
33 -0.00034 0.25462 0.435956 
(0.113) 0.787) (2.704) 
34 0.00654 0.260812 
(1.478) (1.536) 
35 0.00318 0.219568 0.206573 -0.241745 
(1.069) (3.190) (2.961) (3.628) 
36 0.000038 -0.176334 0.180396 0.136473 0.087408 
(0.014) (2.522) (2.756) (2.315) 1(1.592) 
37 -0.000208 0.155650 
(0.08u) (1.676) 
38 -0.00304 0.283783 
(0.340) (1.259) 
39 0.000811 0.321188 
(0.0196) (2.515) 
4 
Tablo 5.61 14, -sults on ta_ ot-p 
Part 41 InJividual ccxfficients an d4i LNa4 
Sector n2O n 21 n 22 23 
wr 0.707877 0.08040 
(20.250) (2.122) 
20 0.69835 0.127996 -0.059837 
(18.232) (3.181) (1.525) 
21 0.755390 
(8.885) 
22 1.17109 0.257418 
(9.655) (2.620) 
23 0.673148 0.245748 0.380655 -0.425292 
(9.691) (2.934) (4.891) (4.762) 
24 0.566452 
(5.898) 
25 0.293703 0.192296 
(2.143) (1.329) 
26 0.601662 
(5.476) 
27 0.617085 0.073053 
(7.693) (1.9013) 
28 0.595421 
(3.752) 
29 0.838576 
(8.741) 
30 1.07715 -0.676778 0.580474 
(7.175) (3.720) (3.225) 
31 0.498878 0.150192 
(6.718) (1.996) 
32 0.730439 0.096561 0.188146 
(20.471) (2.862) (5.095) 
33 0.841770 -0.246956 
(10.978) (2.918) 
34 0.74440 -0.39048 0.26413 
(4.920) 0.919) (1.467) 
35 0.475934 
(8.059) 
36 0.896184 -0.154095 -0.364731 0.239546 
(11.824) (1.568) (2.940) (2.805) 
37 0.822914 
(14.424) 
38 0.586621 0.547188 
(3.236) (2.729) 
39 0.505476 
(4.338) 
n -24 
0.11416 
(2.572) 
0.259783 
(3.245) 
-0.559954 
(3.184) 
-0.171451 
(1.957) 
0.166142 
(5.009) 
-0.13676 
(1.858) 
-0.118757 
(1.666) 
-0.124107 
0.958) 
lbl)lu 5.61 Tkimiltsal TinjuL-raw uKluation (5.43) 
Part 5 Irdividual coc ff icients on d 2n (K 
Sector 11 30 1131 1132 1133 n34 1135 
TM 0.38003 -0.12231 
(4.578) (1.637) 
20 0.054995 0.049826 
(3.038) (2.609) 
21 
22 
23 -0.0715226 0.165865 0.316902 
(1.642) (4.732) (7.358) 
24 0.2590631 
0.989) 
25 0.072252 0.108628 0.298237 
(1.709) (2.048) (4.984) 
26 0.046905 0.089910 
(1.817) (2.506) 
27 0.157056 
(5.002) 
28 -0.105557 0.093926 
(1.589) 0.369) 
29 -0.06506 -0.05834 -0.015599 
(2.732) (1.984) (1.669) 
30 0.01799 -0.064327 
(1.318) (1.327) 
31 0.13768 
(2.108) 
32 
33 -0.055204 0.995) 
34 -0.052488 
(1.954) 
35 -0.042604 0.097739 
(1.555) (3.344) 
36 0.080284 0.029217 -0.029432 
(3.592) (1.633) 0.746) 
37 
38 
39 0.055771 -0.031816 
(2.287) 0.859) 
-0.101994 -0.0606297 
(5.128) (3.174) 
-0.17503 (2.733) 
0.125106 
0.846) 
0.088199 
(2.861) 
-0.049653 
(2.192) 
Tabla 5.61 lkisults ai TarquL-raW al uation (5.43) 
Part 5 (CMrINUr. D) : IntUvidual coeff icients on din( K QN t-i 
Sector rl 36 11 37 17 38 n 39 
TM -0.34221 
(4.752) 
20 0.035889 -0.047500 
(1.632) (2.959) 
21 
22 -0.085391 -0.0573865 (2.839) (2.070) 
23 0.112442 -0.528927 -0.266336 (2.795) (12.154) (5.815) 
24 
25 0.072443 
(1.672) 
26 
27 
28 
29 -0.053095 -0.086693 -0.040273 (2.814) (3.855) (2.190) 
30 -0.059981 
(4.438) 
31 0.16411 
(2.543) 
32 -0.017289 -0.028134 0.989) (2.795) 
33 -0.042323 
(1.644) 
34 
35 0.0408064 
(1.592) 
36 0.056116 
(2.678) 
37 0.246639 
(2.757) 
38 -0.327452 
(4.320) 
39 0.059936 
(2.441) 
rl 310 n 311 n 312 
-0.023047 
(1.474) 
0.098121 
(2.205) 
-0.0925662 
(3.258) 
-0.108185 
(2.769) 
0.116196 
(2.153) 
-0.020764 
(1.843) 
-0.116624 
(7.434) 
-0.12903 
(2.369) 
-0.029573 
(1.813) 
0.10442 - 
(1.970) 
-0.055694 0.0300756 
(1.985) (1.634) 
0.053347 -0.038976 0.038113 
(2.650) (2.093) (1.734) 
-0.075364 -0.046036 
(2.641) 0.799) 
Table 5.6: Results on Target-raLe equation (5.43) 
Part 6 Individual coefficients on cp . t_i 
Sector 1,410 '1 411 17 412 
TOT 
20 
21 -0.000515 0.0005471 
(2.198) (2.445) 
22 -0.0003449 0.000481 
(2.443) (3.485) 
23 -0.00154270 0.000550 
(6.043) (2.431) 
24 
25 
26 
27 
28 
29 -0.0013655 0.00165196 -0.000521 
(3.829) (3.794) (1.684) 
30 
31 
li 
413 
32 -0.000381 0.000283 
(2.740) (2.013) 
33 -0.0026159 6.0027485 
(4.466) (4.6 23)' 
34 
35 -0.001190 0.002293 
(2.880). (3.581) 
36 -0.000960 0.000302 0.000692 
(3.121) (2.636) (1.745) 
. 37 
38 
39 0.0004617 
(1.758) 
ri 414 
0.000726 
(1.770) 
0.001645 
(4.513) 
Table 5.6: Results on Target-rate p guation_(5.43) 
Part 7 Individual coefficients Ln Cýt_j 
Sector '1 420 17 421, 11 422 r'423 424 
wr -0.001322 0.001565 -0.001572 0.001359 
(2.243) (1.966) (1.982) (2.234) 
20 
21 
22 
23 
24 0.001117 -0.002083 0.000809 
(2.715). (3.823) (1.914) 
25 -0.001699 0.000857 0.000196 
(2.094) (1; 723) (2.920) 
26 
27 
28 
29 
30 0.002512 -0.002742 
(3.981) (4.106) 
31 -0.001153 0.001367 -0.001479 
(2.862) *947) (2* (3.268) 
32 
33 
34 
35 
36 
37 
38 
39 
-177- 
and 39. On the basis of the above results the target rate hypothesis 
fails to be confirmed by sectoral data on the basis of econometric 
criteria h4 03ýt srackots ol6jeikr, . 
i. e. SIC: 21,22,30,32,33,37, 
38,39. 
The long-run coefficients are presented in table 5.6-1. The first 
important thing to be singled out from this table is the good per- 
formance of the ULCN variable, particularly when compared to the 
corresponding results of the full cost model. It obtains the ex- 
pected positive sign in 19 of 21 sectors of which 13 are significant 
at the 5% level (SIC; TOT 23,24,25,26,27,29,30,31,33,35,36,39). 
The fact that for some sectors both the actual and standard unit 
labour costs may be significant should not be considered as con- 
tradictory. It is true that the use of actual and standard unit 
costs indicates two different pricing approaches. However, it is 
quite possible, and indeed the rule is that the data generation 
process will be described by more than one pricing models. What 
is important to note is that the good performance of a variable 
should not be judged ceteris paribus but within the context of the 
model in question. It does not really mean much if the model is 
rejected on other grounds and the ULCN variable performs well. 
This is particularly true for UMCN which performs well in almost 
all pricing models discussed so far, in the sense of having positive 
and significant coefficients in all sectors but one (SIC: 25). 
The long run coefficients on the (K/QN) variable present a mixed 
pattern. Significant and positive results are obtained in 9 sectors 
(SIC: 20,21,24,25,26,27,35,36,37) while significant and negative - 
long run coefficients in 8 sectors (SIC: 22,23,29,30,32,33,38,39). 
On the basis of these results it is not possible to verif y the 
- 2? 9- 
hypothesis advanced before and supported by the empirical evidence 
presented in 0. Eckstein and D. Wyss (1972) namely that the target 
rate of return hypothesis is on the whole expected to hold in con- 
centrated sectors. Although this hypothesis does not constitute 
a testable part of the target rate model, the expectation would 
be to find such a model prevalent in sectors like 27,31,32,34 and 
38 where concentration ratios as given in table (2.4) are above 
the sectoral concentration average. However, with the exception 
of sector 27 this is not the case. Moreover, target rate of return 
pricing does not seem to hold in capital intensive sectors, in- 
formation on which can be derived from table 5.5 (SIC: 22,27,31,33, 
34,38) despite an a2riori expectation to the opposite. A number 
of reasons may account for this. First, it should be mentioned 
that the evidence provided by 0. Eckstein and D. Wyss (1972) to 
the effect that target rate pricing holds in concentrated sectors 
is scanty and to some extent incomplete, since (a) the sample of 
sectors they use is selected on the basis of data availability and 
does not cover the whole U. S. two digit sectors, (b), whenever target 
rate pricing is found to hold, the sectors have a high concentration 
ratio. However, there are other concentrated sectors where the 
price is not determined according to the target rate formula. Second 
as mentioned before the target rate hypothesis has been formulated 
in terms of f irms and not of industries. Even if we are to assume 
that a high concentration ratio indicates an oligopolistic market 
where target rate of return is expected to hold, then such a market 
should be def ined with a high degree of precision. None of the 
industries defined by the two digit SIC classification correspond 
precisely to a particular market structure and therefore will not 
f ollow any single pricing hypothesis precisely. The subaggregates 
-17q- 
f 
defined by the two digit SIC classification still encompass sectors 
with a considerable variety of market structure within each one 
23 
of them . 
Finally, the coefficients on the demand variables in general confirm 
the target rate hypothesis since they are statistically different 
from zero in only 7 sectors (SIC: TOT 21,23,30,31,33,39) and on 
the whole the coefficients are mixed with positive and negative 
values. 
Tables 5.6.3 to 5.6.7 present the individual coefficients on the 
explanatory variables. The ULCN coefficients are concentrated on 
the current, second and third quarter while the UMCN coefficients 
on the current, third and fourth. As far as the adjustment of price 
changes to capital over standard output changes is concerned, the 
individual coefficients are distributed almost evenly amo---ng the 
three lagged years; 23 coef f icients on the f irst year, 24 on the 
second, 19 on the third year (across-sectors). Also 10 sectors 
have coefficients on the current quarter. The lag distribution 
on the K/QN variable amoý. ng the 21 two-digit SIC sectors is as 
f ollows: 
Lags on K/QN 0123456789 10 11 12 
No of SIC (10) (5) (7) (3) (8) (4) (5) (8) (7) (2) (6) (5) (6) 
Sectors 
As far as the individual coefficients on the demand variables are 
concerned, the trend method proves slightly superior than the Wharton 
method. Once again tht, ' individual coefficients seem to be 
distributed almost evenly among the 5 quarter lags. 
-ISO- 
The last issue ref ers to an examination of the size of the long 
term coefficients of table 5.6.1 and in particular how do these 
values compare with the theoretical values of equation (5.30). 
The coef f icients c1 and c2 correspond to the ratio of standardized 
labour bill and standardized materials bill over standard output 
since they can be written as: 
c 
ULCN 
= 
Pw. LN 
and c= 
UMCN 
= 
Pm. MN 
2- 
p QN. P p QN. P 
where, PwpPm = Prices of Labour and Materials respectively, defined 
in chapter 
LN, MN = the standardized labour and materials input, defined 
in chapter 
By denoting the shares of standard labour and materials bill to 
standard output by LSHN and MSHN it is possible to test if the long 
run coefficients on these variables deviate from th6, r shares by 
forming the differences: 
44 
(5.46) E Tr1i - LSHN and Z Tr 2i - MSHN i=o i=O 
and calculating their respective t-statistics. Values of the t- 
statistics less than the critical indicate that the long-run co- 
efficients have no statistical significant difference from their 
respective shares. The results are given in table 5.7 and in general 
there are no significant differences between the long-run coeff- 
icients and their theoretical values. Exceptions are sectors 31,39, 
33 for ULCN and 29,23,32,35,36,38 for UMCN. 
With regard to the target rate values, the coefficients 7T3i Of 
equation (5.43) corresponds to the coefficient c, 3 of equation 
(5.30). 
Table 5.7: 'jEn2-rm coefficients on dtnuLcNp UnU4CNp 2ýrison with 
thooretical values. ''Target-ratc. 'of return 2mticn (5.43). 
%W-digit SIC-sectors, Greek ronufacturing 
4 4 
Sector E rl -ISHN (t) 
- ii 
ý 
10 i=0 
TOT 0.01367 (0.219) 0,04066 (0.752) 
20 -0.08168 (1.258) 0.04145 (0.719) 
21 -0.118542 (1.174) -0.03589 (0.422) 
22 -0.27884 (1.610) 0.62434 (3.157) 
23 -0.065359 (0.929) OAP967 (4.319) 
24 -0.10218 (1.305) -0.12030 (1.252) 
25 0.22834 (1.083) - 0.78981 (0.406) 
26 0.112482 (0.976) -0-00651 (0.059) 
27 0.08961 (0.774) -0.06393 (0.627) 
28 0.08464 (0.273) 0.03314 (0.209) 
. 
29 0.00052 (0.005) 0.08567 (0.893) 
30 -0.02870 (0.284) 0.29635 (1.445) 
31 0.40618 (2.090) -0.20627 (1.689) 
32 -0.93521 (5.317) 0.25905 (3.612) 
33 0.400949 (2.012) -0.16814 (1.460) 
34 0.135002 (0.795) -0.14669 (0.974) 
35 0.036136 (0.393) -0.33570 (5.684) 
36 0.025361 (0.261) -0.25358 (2.473) 
37 0.01946 (0.210) -0.11713 (1.448)' 
38 -0.13649 (0.606) 0.64305' (2.436) 
39 -0.03270 (0.256) -0.07405 (0.636) 
I 
Table 5.8: Calculation'of taMt rate, rE I son with actual ratos, 
-r 
A, Deviations between estimated'and actual rates (. r _-el/_rE) 
Two digit SIC sectorst Greek manufacturIM 
Sector 
12 
r, 3i 
(t) 
E A TE -T 
A 
.Q P. QN 
wr 
20 0.0701627 (1.8159) 2.696 0.02602 0.03829 47.16% 
21 0.098121 (2.205) 3.455 0.02840 0.02817 0.8% 
22 
23 
24 0.2590631 (1.9897) 3.257 0.07954 - 0.07739 2.7% 
25 0.552060 (4.608) 4.352 0.12685 0.05520 56.5% 
26 0.13682 (2.473) 3.531 0.03875 0.03760 2.97% 
27 0.157056 (5.002) 5.271 0.02980 0.02658 10.81% 
28 
29 
30 
31 
32 
33 
34 
35 0.158522 (3.427) 2.695 0.05882 0.05172 12.07% 
36 0.188668 (2.878) 3.640 0.05183- 0.04827 6.87% 
37 0.24664 (2.757) 3.835 0.06431 0.05187 19.35% 
38 
39 
- 21? 1 - 
It is possible to calculate the value of the target rate (, r ) from 
the K/QN. P ratio calculated at the sample mean, on which in- 
formation is provided in table (5.5), as 
12 (1 + T)K (5.47) C3 
-E 
Tr 
3i 
1=0 P. QN 
The calculations are given in table 5.8 for the 9 two digit SIC 
sectors for which the variable K/QN yielded significant and positive 
long run coefficients. Furthermore a test of the deviation of the 
thus estimated target rates of return with actual rates is also 
conducted j4 'The actual rates of return on total assets are obtained 
f rom the yearly publications of the CGI Bulletin and ref er to 
(yearly) averages of the period 1963-1977. Despite the difference 
of the CGI sample from the sampling coverage used in this study 
(AlS) it is possible to compare the two rates. The results show 
quite a surprising similarity given that we compare two totally 
independent estimates of rates of return. The deviations of the 
estimated T from the actual T show that in most of the sectors ex- 
amined the dif f erence is around 10%. Exceptions are sectors 20,25 
and 37 in which af ter all, the target rate model as a representative 
pricing approach is not consistent with the data genera-fioo 
process of these sectors. 
A summary of the above discussion on the target rate model is given 
in table 5.9 where the performance of each sector is depicted. 
On the whole, the target rate model behaves rather poorly in the 
sense that only 5 sectors are considered to have a data generation 
process consistent with target rate of return pricing. Contrary 
to the full-cost model the cost factors behave rather well and once 
again overwhelm the performance of the demand variables. The next 
section is concerned with the examination of the last pricing model 
, yet rate'of ., return. qqj! ýtion 
(5.43) Table 5.9: 'SummEZ of'secboral,, Results. jar 
Two digit SIC'sectorst (3reek mmufacturing 
Sector Pesults 
wr dkn(K/QN) =0 
20 d ýnULCNýo 
21 Autop &n==o 
22 AUtol d knULCN--o,, cl kn (K/QN) < 0 
23 d9. n(]K/QN) < 0 
24 Accepted 
25 dknUMCN=o, 
26 Acceptqq 
27 Accepted 
28 dknLTXN-ol dkn (K/QN) - o 
29 dkn(K/QN) < 0 
30 z 4'.. dkn (K/QN) < 0 
31 dkn(K/QN) - 0 
32 Z4, dknULCN-of dtn(K/QN) < 0 
33 Z41 dkn(K/QN) < 0 
34 cUnTJLCN-o cUn (K/QN. ) 0 
35 Accepted, 
36 Acc2eted 
37 Autol cUnULCN=ot 
38 Z41 d2, nL=-o, dkn(K/QN) < 0. 
39 Auto' Z41 
4 
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considered in this study, namely the normal cost or normal price 
hypothesis. 
5.5 Formulation, estimation and testing of thenormal-cost pricing 
model 
5.5.1 Introduction 
The normal cost hypothesis is a recently developed model that bears 
the same essential characteristics with the f ull cost model, namely 
that prices are based on standard (normal) costs and that demand 
plays no (direct) influence in the price determination process. 
Yet it is examined as a separate price model because it provides 
the most comprehensive distinction between the influences of cost 
and demand changes on price changes. 
In this section we are concerned with thb formulation, derivation 
and empirical testing of the normal cost model. Much of the discus- 
sion draws heavily on the work by K. Coutts, W. Godley and W. 
Nordhaus (1978) (CGN), although in a number of respects the model 
presented here is differentiated from that of CGN. Section 5.5.2 
is concerned with the formulation of the hypothesis. In section 
5.5.3 we provide an analytic derivation of the "predicted" prices' 
on which the normal cost model heavily depends. Finally, section 
5.5.4 deals with the empirical testing of the normal cost hypothesis, 
the presentation and discussion of the results. 
5.5.2 Formulation of the normal cost hypothesis 
The normal cost hypothesis that prices are set as a markup over 
normal costs, this markup being insensitive to variations in demand 
has received considerable attention during the last 15 years, 
particularly 'among British economic scholars. The generation of 
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the hypothesis may be considered to originate with the publication 
of the W. Godley and W. Nordhaus (1972) paper to be completed a 
number of years later with the publication of the monograph by CGN. 
A definition of the normal cost hypothesis may be considered to 
be as follows: 
The normal price hypothesis asserts that the markup of price over 
normal costs is independent of the conditions of demand in both 
product and factor markets. 
Several characteristics are incorporated into the above definition: 
(1) Firms will measure costs by reference to a "normal" level of 
capacity utilization which will not vary cyclically (2) Price will 
be determined by applying a markup over costs to account for profits, 
and (3) The markup is insensitive to demand fluctuations. Tests 
of the validity (acceptance or rejection) of the normal -cost model 
are focused mainly on the third characteristic. In order for such 
a test to be performed the procedure for the formulation of the 
normal cost hypothesis has to be set out. Such a procedure involves 
the following two steps: (a) The construction of a series of normal 
or "predicted" prices that is based on series of normal costs, ie. 
costs that are totally independent from the fluctuations of actual 
costs and (b) The confrontation of the thus generated series with 
actual prices and demand. 
Let PN denote normal or "predicted" prices and f (D) be a function 
of demand. Then the normal cost model may be written as: I 
(5.46) P= aPN 
b f(D) 
There are a number of issues that require further elaboration as 
far as equation (5.48) is concerned. The first issue regards the 
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process by which PN is generated. The essence of the normal cost 
hypothesis is to construct a series of prices, the "predicted" prices 
that is based on the estimates of normal costs, which in turn are 
totally purged from any cyclical fluctuations in demand. The aim 
is that "predicted" prices which are generated without any reference 
to actual prices (and actual costs) should be able to predict with 
accuracy the fluctuation of actual prices. The procedure by which 
predicted prices are constructed involves the following steps: 
(1) the estimation of normal costs (2) the specification of a normal 
markup, which when applied upon the generated normal costs will 
result to a series of "predicted" or normal prices. The methodology 
by which predicted prices are generated is the subject matter of 
section 5.5.3. 
The second issue concerning equation (5.48) is the specification 
of the demand function. The question of how industrial prices re- 
spond to demand can in general be examined in two ways. Either 
one adopts the excess demand view that prices rise in periods of 
expansion and fall in periods of recession, or one can adopt the 
markup view, according to which the question becomes how prices 
respond to demand given costs. If the first approach is adopted, 
units costs are irrelevant, since supply and demand schedules are 
subsumed within a single excess demand function. The study is not 
concerned with such an approach. Instead only models of the markup 
variety are examined. 
If one accepts the markup view, then the proposition of how prices i 
respond to demand, becomes a question of how markup responds to 
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demand. Two alternative assumptions have been developed in the 
literature: (a) It may be assumed that firms raise prices relative 
to (normal) costs in periods of expansion and reduce them in periods 
of recession in which case the level of the markup over (normal) 
costs depends (positively) on the level of demand. (b) It may alter- 
natively be assumed that it is the rate of change of the markup 
which depends on the level of demand. Assumption (a) can be trans- 
lated, (expressed in a rate of change f orm) into saying that the 
rate of change of markup is a function of the rate of change of 
demand. Such an assumption has been used by CGN despite its main 
disadvantage :25 if demand pressures are always positive at a constant 
rate, then the markup will not change. On the other hand, assumption 
(b) proposed by D. E. W. Laider and M. Parkin (1975) is equivalent 
in saying that if demand is significant, then prices will rise re- 
latively to costs indefinitely as long as demand pressures are 
positive (and vice-versa). Clearly, both specifications are in- 
adequate in describing the influences of demand on industrial prices, 
given costs. 
Instead, a combination of the above assumptions might be the ap- 
propriate specification to adopt. Denoting demand pressures by 
the ratio of actual to normal output, then the rate of change of 
markup is seen to* depend on the level of demand pressures and the 
speed at which these pressures change over the cycle i. e. 
(5.49) dZPM Y-n Q+ a2 dkn Q 
. QN QN 
Clearly equation (5.49) avoids the disadvantages of both previous 
0 
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assumptions. Combining equation (5.49) with (5.48) results af ter 
some manipulation 26 in a price equation expressed in rate of change 
form as in 
(5.50) dZnP = co + cl dinPN + C21n (Q + C3dtn 
Q 
( L) 
QN QN 
Equation (5.50) represents the specification adopted to represent 
the normal cost hypothesis. For such a hypothesis to be accepted 
the following conditions should hold: 
(5.51) Cl -'ý 19C0 "`2 C2 -'ý C3 --2 
The fact that the constant term should be insignificantly different 
from zero results from the fact that a in equation (5.48) should 
be (insignificantly different from) unity. The requirements set 
out by equation (5.51) imply a rather strict interpretation of normal 
cost pricing: taken together they imply that prices are based on 
normal costs and that the markup is fixed for eternity and invariant 
even to the most extraordinary events. Although such a view 27 is 
an extreme view, is the only view according to which a formal test 
of the normal cost model can be conducted. Any other assumption, 
particularly as far as the expected value on c1 is concerned would 
open the door for any justification thus making the normal cost 
model clearly irrefutable. -28 
To obtain an operational version of equation (5.50) one requires 
a specification of the pattern of lags entering the variables 
on the r. h. s. and an assumption about the error term. Prior to 
that however, the procedure for the generation of PN should be- 
determined. 
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5.5.3 Thegeneration of "predicted" Prices 
The construction of normal or "predicted" prices involves a number 
of distinct but interrelated procedures: (1) The generation of 
series on normal costs and in particular normal labour and normal 
material costs (2) The specification of a pattern of lags between 
changes in costs and changes in prices and the application of this 
lag pattern on normal labour and normal materials costs (3) The 
multiplication of the thus estimated costs with a constant markup 
insensitive to fluctuations in demand in order to yield normal prices. 
5.5.3(l) Normal unit labour and normal unit materials costs The 
normal value of a variable is defined as the value that this variable 
would take, other things equal, if output were at its normal value. 
The normal value of output is the value that output would take if 
it were on its trend path. This is defined 2 '9 as the prediction 
of a regression of the logarithm of seasonaly adjusted real output 
on a time trend and a quadratic time trend 3. ý,, . The results of the 
estimation of the normal output (QN) for the two digit SIC sectors 
of Greek industry are given in table 3.8. 
Having def ined QN, then the main task of the normalisation process 
is to analyse and then correct for the manner in which unit labour 
and unit material costs respond to fluctuations in output, given 
the determination of wage rates, nationaly negotiated hours, material 
prices etc. It is assumed in other words, that the elements that 
constitute unit labour and and unit material costs as for example 
actual hours, earnings, employment and materials volume are deter- * 
mined among other things, as some function of output. By estimating 
such models and setting actual output equal to normal output it 
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is possible to generate within sample predictions of hours, earnings, 
employment and materials volume conditional upon output being on 
its trend path (QN), ie normal values of these variables. Given. 
these normalised variables, normal unit labour and normal unit 
material costs can be constructed. The process by which these var- 
iables are constructed has been the subject matter of chapter 4. 
Nonetheless it will be brief ly repeated here in order to give a 
complete picture of the generation of normal prices. 
The discussion of chapter 2 and most of Appendix 3 has shown that 
it is possible to generate quarterly series on each element of the 
cost composition of output, namely quarterly series on labour expend- 
iture, materials expendiýture and capital expenditure. Moreover, 
given the above it is also possible to obtain (residually) quarterly 
series on profits (losses). The normalisation process is concerned 
with labour (LB)and materials expenditure (MB) 
(A) Labour Expenditure LB is defined as the sum of expenditure made 
on the f ive distinctive labour categories dn which we have inf orm- 
ation from the two major statistical sources used in this study, 
AIS and LS, namely 
(1) Expenditure on male wage earners (WM) 
(2) Expenditure on female wa8e earners (WF) 
(3) Expenditure on male salaried earners (SM) 
(4) Expenditure on female salaried earners (SF) 
(5) Expenditure (national) on employers and f amily working members I 
(EMP) 
The average values of the shares of the above labour expenditures 
on total expenditure for the period 1963i-1977iv are given in table 
4.3 Actual unit labour cost is the ratio of labour expenditure 
(LB) to the volume of output (Q) is defined as 
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(5.52) ULC=LB=WM+WF+SM+SF+EMP 
Q 
Each of the above labour expenditures can further be defined as 
(5.53) WM = 1.175 (12.25*AWEM*HM*LWM) 
(5.54) WF = 1.175 (12.25*AWEF*HF*LWF) 
(5.55) SM = 1.175 (3*AMEM*LSM) 
(5.56) SF = 1.175 (3*AMEF*LSF) 
(5.57) EMP = (3*AMEM*LEMP) 
where AWEM = average weekly earnings of male wage earnbrs: z 
AWEF = average weekly earnings of female wage earnbrs 
AMEM = average monthly earnings of male salaried earners 
AMEF = average monthly earnings of female salaried earners 
Vt 
HM = averagel"rours worked per male (wage earner) employee 
UO HF = average-noUrs worked per female (wage earner) employee 
LWM w employment of male wage earners 
LWF = employment of female wage earners 
LSM = employment of male salaried earners 
LSF = employment of female salaried earners 
LEMP = employment of employers and family working members 
The construction of series on normal unit labour costs, involves 
f 
the purging of all the variables that enter equations (5.53) - (5.57) *I 
f rom the cyclical demand elements. Equation (5.57) is not a part 
of the normalisation procedure, f irst because of the negligible 
share that the EMP has on total labour expenditure (See table 4.3) 
31 
and second because of the notional expenditure of this item. 
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The procedure can be briefly described as follows 
Actual Hours worked are assumed to be a function of nationally 
negotiated hours - (HS), a time trend (t) and a capacity utilisation 
variable (Q/QN) as in (5.58a)(5.58b) 
4 
(5.58a) HMt = Tr 0 +iT, HSt +7T 2 
t+ Jo Tr , icut-i+ ut 
4 
(5.58b) HF T Tr +7T. HS +Tr2t+ 
E Tr3 CU +U 
t01t i=O i t-i t 
Normal hours are def ined as the number of hours worked, if output 
is at its normal level (Q=QN) as in (5.59 ) and (5.59b) (for males 
and females respectively) 
4 A 
(5.59a, ' HYA Tr +Tr, HS Tr Tr t= 
"0 
t 
+*"* 2 t+JOR 3 
4 AAA 
(5.59b) HFNt = Tr 0 
+T"'r I HS t 
+7T 2 t+joTr 3 
where carrets denote estimated values of theccefficients of equations 
(5.58ot) and (5.58b). 
(2) Wages Average weekly earnings are assumed to be a function of 
basic hourly rates (BHR), the overtime premium (Tr4) and-depending 
on the assumptions used about earnings drif t-a time trend (t) 
or a productivity variable. The specifications are given in 
equations (5.60a)(5.61 a) and (5.60b)(5.61b) for males and females 
respectively. 
(5.60(l) ý4iAWEMt =Tr +lTt+7T2YnBHRM +V3kn[HS +Tr4(HDi -HS )I+u 01ttttt 
-%ql- 
(5.60b) RnAVE ý= 7TO+Tr lt+Tr 2 inBHRFt+Tr 3 Zn ( HS t 
+7T4 (HF CHS dI +ut 
3 
(5.61a) knAWEMt=Tr 
o+J 
Tr 
itn Qf- 
+Tr 
2XnBHRM t +Tr 3kn 
( HS t +7; 
' 
, 
HM CHS d ]+Ut 0 (LWM 
t 
*HMt t-i 
3 
(5.61b) knAWEFt=Tr 
0+ 
Jo 7T 
ii 
kn( Qt +7r21nBHRFt+Tr3tn[HSt+7T4(IT. t-HSt) ]+u t 
. 
LWF 
t 
*HF 
t t-i 
Specification (5.60a) is accepted in sectors SIC: 22 and 33. The 
rest follow specification (5.61a). Specification (5.60b) is accepted 
for sectors SIC: 25,26,27,28,29,31,33 and 37. The rest follows 
specification (5.61b). Normal average weekly earnings can now be 
defined as follows 
AAAA 
(5.62a) tnAWEMNt=Tr 
0 
+7T i t+7r 2PnBHRM t 
+7T 3tn[HS+74(HMN CHS dl 
AAAA 
(5.62b) ZnAWEFN t 
=Tr 
o 
+Tr 1 t+7r2knBHRF t 
+Tr 3tn[HS+IT4(HFN t -HS 
dl 
A3AAA 
(5.63a) ZnAWIMNt=Tro+joTr Ii Zn QNt +IT2ZnBHRM t +Tr3tn[HS t LWMN 
t 
*HMN 
t t-i 
7T4 (IDIN t -HS 
dI 
A3AA 
(5.63b) P-nAWEFNt=Tr +E 7Tiikn( QNt +7r29, iiBHRF +7T3Zn(HS 
o i=O LWFN *11: KN. 
) 
t-'i 
tt 
tt 
Tr4 (HFNt-HS dI 
(3) Salaries average monthly earnings (f or salaried earners) is i 
assuw, ed to be a function of basic monthly rates (BME t 
), a time trend 
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measuring drif t and a capacity utilization variable (CU t) to account 
for overtime pay. Equations are run for males and females separately 
as in (5.64a) and (5.64b) respectively 
4 
(5.64a) PnAMEMt=Tr 
0 +Tr, 
BMEM 
t 
+Tr2 t+iEolr3 
iCUt_i+Ut 
4 
(5.64b) knAMEFt=Tr 
0 
+Tr i BMEF t +Tr2 t+j. Tr3 iCUt_i+Ut 
Normal average monthly earnings are defined as (for males and females 
respectively) 
AA. A4A 
(5.65 a) YnAMEMN t =Tr o 
+7r 1 BMEM 
t 
+Tr2 t+ Jo" 
A j. 
A4A 
(5.65b), knAMEFNt=Tr 
0 
+Tr 1 BMEF t +Tr2 t+joTr3 
(4) Employment of wage earners Employment is assumed to be a function 
of output, a time trend, a quadratic time trend and normal hours 
(HMN, HFN). Normal hours are included in the determination of employ- 
ment equations since by (5.58a) and (5.58b) it was established that 
a change in standard hours has a significant effect on actual hours 
worked. Therefore a reduction in standard hours is expected to 
raise employment irrespective of fluctuations in output. Employment 
functions are given in (5.66a) and (5.66b) for males and females 
respectively 
44 
(5.66a) LWMt=Tr 
0 
+7r 1 t+7T 2t2 +i ý07T 3i Qt 
_i+ iý0 7T4jHMN t-i +u t 
44 
(5.66b) LWFt=Tr 
0 
+7r 1 t+7r2 t2 +J07T3 
iQt-i+ 0 
Tr4 i HFN t jtu t 
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Since the lag on normal hours was found to be significant, if at 
all, only f or the current quarter, normal employment equations (f or 
wage earners) all given by equations (5.67 a) and (5.67b) for males 
and females respectively 
AAA4AA 
(5.67a) LWMNt=Tr 
0 
+7Tlt+TT2t 
2+1i0 
Tr 3iQNt-i+Tr4 0 HMNt 
AAA4AA 
(5.67b) LWFNt=TT 
0 
+7T I t+7T2 t2+ jOIT3jQNt_i+740HFNt 
(5) Employment of salaried earners (administrative technical and 
clerical personnel). It is assumed that employment of salaried 
earners is a function of output. Two separate regressions are run 
for males (5.68a) and females (5.68b) 
4 
(5.68a) LSMt=Tr 
o +J013iQt_i+'t 
4 
(5.68b) LSFt=Tro+i ý07T 3 iQt_i+Ut 
Normal ATC employment can be defined as 
A4A 
(5.69a) LSMNt=Tr 
o 
+jj 
07T31QNt_l 
4A 
(5.69b) LSFNtýý+ijo 7T3 
i 
QN 
t-l 
Having obtained normal values for all the elements entering equations 
(5.53)-(5.56), it is possible to define normal labour unit costs 
as follows 
(5.70) ULCN=LBN=WMN+WFN+SMN+SFN+EMP 
QN QN 
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where WMN = 1.175 (12.25 *AWEMN*HMN*LWMN) 
WFN = 1.175 (12.25 *AWEFN*HFN*LWFN) 
SMN = 1.175 (3*AMEMN*LSMN) 
SFN = 1.175 (3*AMEFN*LSFN) 
(B) Materials expenditure (MB). MB is defined as the product of 
materials prices, Pm, and materials volume, M. In chapter 2 and 
Appendix 3 it has been shown that it is possible to obtain quart- 
erly f igures on both Fm and M. Materials volume is assumed to 
be a function of output as in (5.71) 
4 
(5.71) 9. r. lmt=Tr +E iTlibQt-, +Ut 0 i=O 
f rom which it is possible to obtain values of normal materials 
volume, by substituting output with normal output as in 
AA 
(5.72) RnMN -'T. r +E irl ZnQN Co i=O i 
Normal unit materials cost can now be defined as 
(5.73) UMCN=Pm MN 
QN 
A comparison between actual and normal unit labour and unit mat- 
erial costs by comparing their respective means and standard dev- 
iations is given in table (S. 1) In general the normal costs have 
a smaller variance than their actual counterparts. The next sub- 
section is concerned with the application and the specification 
of a pattern of lags to be applied on the thus estimated Tiormal 
costs. 
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5.5.3. (2) The specification of the lag pattern. The analysis 
of the relationship between prices and unit costs requires that 
a method is established to deal with the question of time lags. 
Usually in the analysis of economic time series very little if 
at all can be said apriori either about the shape oz the duration 
of the time lag In all previous pricing models examined, 
the pattern of changes between prices and unit costs was determined 
freely without imposing any constraints on the individual lag 
coefficients apart from the fact that the maximum number of lags 
was constrained to 4 in the case of unit labour and unit material 
costs. However, in the case of price determination there exists 
quite a strong body of information that can generate apriori pre- 
sumptions about the pattern of lags between costs and prices. 
This body of information will be employed in the notmot cost 
model in accordance with the methodology described in CGN 
(1978) 
An extensive discussion of this methodology, a statistical analysis 
for the estimation of the parameters involved in the calculation 
of the lag pattern, together with the presentation of the results 
for the two-digit SIC sectors of Greek manufacturing can be found 
in Appendix 5. The next paragraphs present a brief summary of 
this rather technical procedure. 
Once the basic assumption that prices depend on normal costs is 
accepted, then the question facing the firms is how to set-up 
a procedure by which to attribute value to the goods produced. 
The problem of attributing value to a product is equivalent to 
the problem of attributing value to the various costs that the 
f irm incurs in the productive process. Since at any point in 
time the firm will employ a number of factors that will be stocked 
at least ten? orarily, the problem of attributing value to the 
various productive factors is conceptually similar to the problem 
of stock-valuation. In principle there are two options that the 
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f irm can use in valuating its stocks; The First in First out 
principle by which the f irm would estimate its costs by valuing 
the purchases of materials and labour at their historic cost. 
From the point of view of price behaviour this assumption is 
extreme and in any case unrealistic as a business practice, 
since under it, firms do not adjust f inal prices in a period of 
rapid inflation until stocks of inputs bought at lower prices 
are completely exhausted. Such a practice certainly is the except- 
ion as far as Greek industrial firms are concerned. The other 
possible option available to the f irms is the Last in First out 
principle by which the f irm adjusts its prices instantaneously 
to a change in cost, ie valuation is based on replacement cost. 
This practice may also be regarded as an extreme case f rom the 
point of view of pricing behaviour, since under it prices move 
simultaneously with costs, ie the time lag is actualy zero. An 
intermediate pricing strategy that certainly comes closer to real- 
ity is to assume that the firm values purchases of materials and 
labour at the average cost at which items in stock have been purch- 
ased. This is the average costpricing which will be used in 
this study in accordance with CGN. 32,33 Moreover an evaluation 
of the performance of the normal cost of hypothesis under the 
three principles discussed will also be examined. 34 
The three valuation procedures examined are important in the con- 
struction o. f predicted prices only if they imply a precise distrib- 
ution of lags between costs and prices. Obviously replacement 
cost pricing implies a precise pattern of lags (time lag equal 
to zero). It will be shown that the other valuation principles 
also imply this precise relationship. A precondition for the 
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calculation of this relationship is the estimation of the pro 
duction period (6). This is defined as the maximum length of 
time between the first purchase of an imput used in the productive 
process and the sale of the finished product. 
Table 5.10 Production period - 6- (in quarters), _1970 
values 
Two digit SIC sectors, Greek manufacturing industries 
Sector Production period Sector Production Period Sector Production Period 
TOT 2.11041 26 2.73099 33 2.68143 
20 1.35519 27 1.90678 34 2.83801 
21 1.9sess 28 0.96584 35 3.00754 
22 1.80909 29 2.47621 36 2.87782 
23 2.12277 30 1.86595 37 2.51282 
24 1.36907 31 1.49456 38 4.18372 
25 1 B6933 32 0.45389 39 4.23747 
The derivation of 0 is described in section A5.2 and summarised 
here. 
The valuation of af irm's product consists of value added and 
materials. Value added is employed progressively through the 
production period, while for materials a portion, b, is added 
initially and a portion (I-b) progressively. If we designate 
the share of materials in sales by a, then it is possible to derive 
the production period () as 
(5.74) 0= 2S 
X(. l+ab5 
- 21? lC - 
where S=stocks in period t and X=sales in period t 
The values for 8, expressed in quarters, based on information 
for year 1970 and conditional on the assumption that b=0.6666 
and given in table (5.10). 3S These values are calculated, based 
on two arbitrary assumptions. The first is that the proportion 
of materials entering in the beginning is j for all industries. 
Here we follow CGN who admit that this assumption is arbitrary. 
A different approach is employed by H. M. Pesaran (1972b) who used 
maximum likelihoodto estimate b and found 
_#e 
maximum likelihood 
estimate to be zero. 36 However in testing the normal cost hypo- 
thesis H. M. Pesaran obtained identical results irrespective of 
whether the proportion of materials, (1-b) entering 
Table 5.11 Means and standard deviations of E), 1963-1977 
Two-digit SIC sectors, Greek manufacturing industries 
Sector Mean, st. deviation Sector Mean, st. deviation Sector Mean, st. deviation 
TOT 2.0040, 0.1! 363 26 2. B194, 0.2312 33 2.8014, 0.5917 
20 1.2405, 0.1785 27 1.9650, 0.2121 34 3.1794, 1.0153 
21 2.1112, Oý755 28 0.8694, 0.1523 35 3.0180, 0.3463 
22 2.146B, 0.4963 29 2.5898, 0.3429 36 2.3107, 0.7280 
23 2.1499, 0.4139 30 1.5260, 0.2526 37 2.9916, 0.3381 
24 1.2608, 0.2371 31 1.4085, 0.2599 38 4.8B78, 1.3705 
25 2.0637, 0.1904 32 0.4028, 0.0928 39 4.2025, 1.1667 
the production process at the beginning is two thirds or zero. 
In the absense of a well-specified alternative hypothesis for 
the estimation of b, it was assumed that the value ofi is an 
37 
acceptable assumption. Some reservations ate expressed however 
with regard to sectors SIC: 28,31,33,34. The second arbitrary 
assumption on which the calculation of the production period is 
-2-51- 
based is the fact that empirical estimates of 0 rest on an evalu- 
ation of the parameters f or the year 1970. This year represents 
the median of the period analysed in this study and may be con- 
sidered as a typical year from a number of aspects. However 9 
is not supposed to remain constant for a period span of 15 years. 
In principle the calculation of 9 should be conducted for each 
year. Naturally one would expect the range of E) to differ slightly 
between years. Given that and the cost of calculations required 
to estimate series or predicted prices using values of 0 for each 
year, it was assumed that the values presented in table 5.10 are 
a reasonable approximation of E) for the whole period. This is 
further corroborated by the evidence provided in table 5.11 that 
gives the means and standard deviations of O's calculated for 
each year from 1963 to 1977. The results of the production period, 
E), as given in table 5.10 display significand differences in the 
estimates f or the various industries. The shortest O's are found 
in sectors 32 (oil refining) and 28 (printing and publishing). 
The engineering industries on the whole display longer O's, as 
expected, ranging from 2.51282 for sector 37 to 4.18372 for sector 
38. Moreover there seems to be a remarkable similarity between 
the results obtained here and those obtained by CGN despite the 
fact that the level of aggregation between the two studies is 
not the same and the totally different industrial structure between 
Greece and Britain. 38 
The production period gives the upper bound to the plausible total 
lapse of time between a cost-increase and the completion of the 
corresponding price increase. The question of how this lag is 
distributed over thLL+ interval of time (G) will depend partly on 
the policy that the f irm is assumed to f ollow (historic cost, 
replacement cost of average cost pricing) and partly on the 
character of the production process (shares of value-added and 
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materials in sales and shares of initialy and progressively added 
materials) - Section A5.3 determines the relationship between costs 
and prices under the three valuation practices as follows: 
39 
(5.75) Historic cost pricing P =(l+m)(bUMCN t t-g+jZo (-ý)ULOt_j + 
e 
i=o (-61)UMCN 8 
(5.76) Replacement cost pricing Pt=(l+m)(UMCNt +ULCN tl 
90 
(5.77) Average cost pricing Pt=( i+m)(biKl. LUMCN t-i +(1-b)j 0 
2(9-i+l)UMCN 
E) G(E)A) t 
9 
2(G-iA-1) LCN 
l=O e(o+i) t-i 1 
where m=markup 
ULCN, UMCN=normal unit labour and normal unit materials cost defined 
in equations (5.70) and (5.73) respectively 
b=(0.6666)=proportion of DONLE entry materials to total materials 
()=production period 
i=refers to quarters 
Equations (5.75)(5.76) and (5.77) do not take into account the 
division of inputs into initially added and progressively added. 
If this distinction is considered, then it is possible to calculate 
precise time-lag relationships between costs and prices. Initially 
added inputs refer to materials only (more specifically to a pro- 
portion b of materials) - It is possible to define a function 
fk(aPo iq which the distributed lag weights express the pro- 
portional distribution of a step-cost change in quarter zero over 
-3ol- 
the succeding quarters (i. e. a change in input cost in the begin- 
ning of quarter zero which is maintained during the remainder 
of the quarter). Application of this distribution function provides 
the distriubted lag weights for initialy added material inputs. 
The results of these calculations for the two-digit SIC sectors 
of Greek manufacturing are presented in table A5.2 Following 
a similar but slightly more complicated procedure for Rrogressively 
added in, puts it is again possible to define a distribution 
f unction f k(b )41 that gives the cumulative proportion of a (prog- 
ressively added) cost increase that has been transmitted into 
a price increase by the end of each quarter until E) quarters 
(the production period) have elapsed. Application of this distri- 
butioh function provides the distributed lag weights for prog- 
ressively added imputs. The results for the two digit SIC sectors 
of Greek manufacturing are presented in table A5.3. Obviously 
the lag weights presented in table A5.3 are the same for both 
the labour inputs and progressively added material inputs. In 
this respect table A5.3 provides the (final) distributed lag weights 
for normal unit labour cost. The final distributed lag weights 
for normal unit materials cost are def ined as the weighted sum 
of the distributed lag weights of initially added material iloputs 
(see table A5.3) where the weights are b and (1-b) respectively. 
The distribution of lags is presented in the table A5.4 for each 
two digit SIC sector of Greek manufacturing. 
Using the information of tables A5.3 and A5.4 it is now possible 
to def ine a measure of normal unit labour cost and a measure of 
normal unit material cost that incorporate the lag distribution I 
of these variables in the production period. These are defined 
as ULCN* and UMCN* respectively and the calculations are provided 
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in table 5.12. Based on these calculations it is also possible 
to define a measure of normal unit variable costs that takes into 
account the lag distribution of the two variables as 
(5.78) UVCN* = ULCN* + UMCN* 
5.5.3 (3)--The specification of a "normal" markup_. - 
The final step 
in the construction of normal prices is concerned with the spec- 
ification of the markup. To simplify their analysis CGN assume 
a constant markup although it is acknowledged at the outset that 
the markup has fallen substantially during the period which they 
consider. This seems to generate one of the major sources of 
43 
criticism to the CGN study. There are a number of issues that 
should be examined before one applies a constant markup on the 
normal costs derived in equation (5.7ý). 
(1) It should be made clear that the markup in question is the 
markup on normal costs, ie 
(5.79) M P-UVCN* 
p 
This markup is different from the markup defined in equation (1.14) 
to the extent that actual costs are different from normal costs. 
(2) A second issue regards the definition of costs (normal costs) 
on which the markup is applied. CGN apply the markup on normal 
unit variable cost although they recognize that the omission of 
capital costs is a disadvantage. Due to the inherent difficulties 
of calculating a consistent measure of capital costs subsequent 
studies that followed the normal cost approach have also omitted 
capital CoStS. 44 However such an omission is probably the main 
culprit for the below unity coefficients obtained in the predicted 
7'ablo 5.12: Q-11CLaation Of ULAN *and M-74" 
'Mc-digit SIC. scctors, Greek manufacturinq 
Sector LMCN* l Lý=* 
7m UlcN* - 0.3596 ULCN + 0.4907 ULCN_j + 0.1308 Wa4-2 + 0*0189 MM 
U410 C 0.1199 UMCN + 0.1636 ULV-1 -3 + 0.6367 LZ'CN-2 + 0.0799 LKN-3 
20 UICN* 0 0.5029 UICN + 0.3631 LI. CN_l + 0.1340 ULCN 
UKN* - 0.1676 Mai + 0.5509 tM24-1 
-2 
+ 0.2814 UMN 
-2 
21 ULCN* n 0.3765 ULCN + 0.4983 LLCN_l + 0.1252 Ma 
-2 
umaO - 0.1255 LKN + 0.1730 UrN + 0.7015 UKN 
_1 -2 
22 TjllCN* - 0.4052 UU24 + OAGGO ULCN_l + 0.1288 ULCN-2 
um: 24* a 0.1351 LM. N + 0.2826 U4ýN-l + 0.5823 Uý'CN-2 
23 LIICN* - 0.3579 ul. CN + 0.4896 ULCN-l + 0.1330 LJLCN 
-2 
+ 0-0195 LZCN-3 
LMZN* - 0.1193 UWN + 0.1632 Lmi-l + 0.6291 LI'CN-2 + 0.0883 Umal 
-3 
24 UICN* - 0.4992 ULCN + 0.3668 UlCN_l + 0.1340 UTCN 
umaq* - 0.1664 UM: N + 0.5329 U-CN_l 
-2 
+ 0.2907 Uý%N-2 
25 MCN* - 0.3951 UIZN + 0.4772 ULCN-l + 0.1276 LZCN-2 
ILMZN* = 0.1317 UHN + 0.2462 LMN_ + 0.6221 txN- 2 
26 UIICN = 0.2926 UUN + 0.4379 tzAal_l + 0.2200 tZ*C'-2 + 0.0496 LM-CN-3 
UWN 0 0.0975 LN24 + 0.1460 ul-N-1 + 0.2527 MýKN-2 + 0.5039 L24: lL3 
27 UUN* , 0.3891 UUN + 0.4840 MaLl + 0.1269 MXN-2 
tHaq *- 0.1297 WN + 0.2235 Mýj + 0.64G8 ll"-2 
28 LJIICN* - 0.61LI5 UUN + 0.3815 ULCV_ 1 
UMCN* - 0.2289 MN + 0.7711 LKN_l 
29 MCN *, 0.3167 MCN + 0.4592 ULCN_l + 0.1872 UUN 
-2 
+ 0.0369 MM4-3 
tl4: N* = 0.1056 UrN + 0.1531 tZCN_l + 0.4116 UM24-2 + 0.3298 t2r. N-3 
30 LM 0.3957 UUN + 0.4766 LZXN_l + 0.1277 ULCN-2 
MN 0.1319 UXN + 0.2482 UM34-1 + 0.6199 MCN-2 
31 Ul. CN *, 0.4679 ULCN + 0.3987 u=_, + 0.1334 LM 
-2 
tKN* - 0.1560 L"24 + 0.4699 LIM=4_1 + 0.3742 LD424-2 
32 UUN 0.4841 ULCN + 0.5159 tzci_l 
U4: N 0.5254 MEN + 0.4745 UMCN-1 
33 LIIICN* 0 0.2970 UlA. N + 0.4420 UU24-1 + 0.2139 LIIXN-2 + 0.0471 LMkN-3 
UKN a 0.0990 MN + 0.1473 UMI-I + 0.2837 L"-2 + 0.4700 LM24-3 
34 urzi , 0.2835 ULCN + 0.4293 ULCN_l + 0.2324 =ýL2 + 0.0548 LUN-3 
tt-CN* - 0.0945 MN + 0.1431 U424-1 + 0.1855 MN-2 + 0.5769 U'rN-3 
35 ULCN* 0 0.2703 UUN + 0.4161 UUN-1 + 0.2502 LMCN-2 + 0.0633 LMZN-3+ 0.0002 LMCýL4 
t" , 0.0901 UOM + 0.1387 L"w-l + 0.0834 U4CN-2 + 0.6827 LMN 
-3+ 
0*0051 12,1: 3ý-4 
36 UUN . 0.2803 LZCN + 0.4261 LIOL, + 0.2369 LMOL2 + 0.0567 ULCN-3 
Lbm . 0.0934 UMCN + 0.1420 Mýj + 0.1604 UýtN + 0.6041 Llý3 -2 
37 tIECN* 0.3130 MCN + 0.4561 UI. CN-l + 0.1922 Ul. CN-2 + 0.0387 "Cl-3 
tll%: N 0.1043 MN + 0.1520 UMr-N_l + 0.3889 L"24-2 + 0.3548 U4: N-3 
38 Ur. CN 0.2044 UICN + 0.3397 UIZ14-1 + 0.2475 L=24-2 + 0.1553 L"CN-34'0.0528 UUN-4+0.0003 Mo4_5 
UH24 * 0.0681 U142N + 0.1132 L2434_1 + 0.0.825 LKN-2 + 0.0518 VMZN-3+0.5618 UMCN-4+ 0.1226 LMI_S 
39 Lm4N* 0-2U22 ULLN + 003jbu LMA. N-j + 0.2467 ULLN-2 + 0*1566 UL4N-3+ooot'63 U"N-41U. CU14 Uloj_5, 
tKN 0.0674 U4CN + 0.1123 UMM-1 + 0.0822 U'rN-2 + 0.0522 UCN-3 + 0.5271 LKN-4+0.1588 ucN-5 
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price series of both Godley-Nordhaus and CGN results. Here again the 
difficulty in constructing a proper index of predicted prices (PN) 
inclusive of capital costs and the inability DI. obtaining coefficients 
on PN that are in accordance with the normal cost theory is on of the 
basic arguments against normal costs as expressed by D. E. W. Laidlej 
and M. Parkin (1975), M. Parkin (1977)(1978) and G. W. Smith. (1978) 
(1982). To overcome this difficulty a measure of unit capital 
44 
costs calculated at the normal level of output, UCCN, is employed. 
Such an index will be added to UVCN* to give an alternative 
definition of the markup applied on total unit normal costs (UTCN*) 
as 
(5.80) M =P-UTCN*, UTCN* = UVCN* + UCCN 2p 
Moreover and f or reasons of direct comparibility with the CGN 
study, both markups (M 1 and M 2) will be applied to unit cost 
measures (UVCN*, UTCN*) to give two measures of normal prices: 
(5.81) PN 1=M,; UVCN*, normal prices exclusive of capital costs 
(5.82) PN 2=M2; UTCN*, normal prices inclusive of capital costs 
The generation of the normal markup is probably the most contro- 
versial issue of the normal cost hypothesis. CGN have assumed 
the value of the markup to be f ixed at the 1963 value, since this 
was the only year on which data onM were available. On the other 
hand they recognize that during the period which they examine, 
the markup has falled substantially with the result that the 
assumption of a constant M is clearly an inadequate description 
of the evidence. However the alternative option, ie to multiply 
I - 30k - 
normal costs by the markup value of each and every time series 
observation would probably have spoiled the whole normalization 
procedure since, such a markup would be bound to be influenced 
by demand pressures from the effect of which normal prices are 
assumed to be purged. 
The f ixed markup specification is also adopted in this study. 
The markup is set equal to the mean values of 1970, i. e. (1970 
+ 1970 + 1970 iii, + 1970 iv )/4, since 1970 is a normal year from 
many respects and also represents the median year of the period 
under study. The 1970 values together with the means and standard 
deviations for the period 1963 i- 1977 iv for both M, and M22 are 
given in table 5.13. Inspection of the table indicates that in 
most of the sectors the mean values are close to the 1970 values, 
thus giving credit to the choice of 1970 as a representative year. 
The specification of the markup concludes the procedure re- 
quired f or the generation of normal prices. In the next section 
an operational version of the normal cost model is tested against 
the data of the two digit SIC sectors of Greek industries. 
5.5.4. Estimation and testing of the normal cost hypothesis 
In the pricing hypotheses discussed so far, operational versions 
of the models have been derived by introducing dynamics into the 
original equations. As far as the normal cost model is concerned 
the lag specification between changes in normal prices and changes 
in actual (observed) prices was discussed in section 5.5.3. It 
was assumed then, that of the three pricing practices available 
to the firm, i. e. replacement cost pricing, historic cost pricing 
Table, 5.13: "Nonnal" markup values K for 1970; Means and 
standard deviations of M1, M2 for 1963-1977; Two-diSlit 
SIC sectors, Greek manufacturILI 
Sector 1970 
ý 
141 
Ml: 1963-1977 M2: 1963-1977 
rrean st. deviation nr-an st. doviation 
MT 0.2108 0.1097 0.2424 0.1124 0.1251 0.0751 
20 0.1472 0.0738 0.1708 0.0821 0.0849 0.0510 
21 0.2498 0.1234 0.2998 0.1068 0'. 1419 0.0647 
22 0.1743 0.0857 0.1977 0.0897. 0.0847 0.0725 
23 0.2296 0.1398 0.2870 0.1132 0.1650 0.0749 
24 0.1754 0.1113 0.2048 0.0509 0.1147 0.0513 
25 0.2068 0.0932 0.2275 -0.0898 0.1137 0.0683 
26 0.2316 0.0909 0.2802 0.1125 0.1136 0.0630 
27 0.1847 0.0377 0.2161 0.1183 0.0509 0.0463 
28. 0.2689 0.1127. 0.1764 0.1221 0.1221 0.1089 
29 0.1637 0.1025 0.1768 0.0740 0.1128 0.0569 
30 0.3136 0.1861 0.4098 0.1161 0.2140 0.0651 
31 0.2871 0.1312 0.3388 0.1026 0.1574 0.0739 
32 0.1775 0.1342 0.2396 0.1701 0.1879 0.1558 
33 0.3368 0.2201 
. 
0.4413 0.1438 0.2834 0.1068 
34 0.3266 0.1846 0.3919 0.1652 0.2278 0.1426 
. 
35 0.2121 0.1437 0.2354 0.1197 0.1653 0.1027 
36 0.1860 0.1028 0.2139 0.1033 0.1203 0.0753 
37 0.2356 0.1519 0.2909 0.0850 0.1881 0.0708 
38 0.2341. 0.1298 0.2926 0.1852 0.1623 0.1270 
39 0.3334 0.2566 0.3667 0.0995 0.2848 0.0856 
and average cost pricing, the preferred option is average cost 
pricing. Since our preference for this practice is based on in- 
tuition rather than economic reasoning and since the predictions 
of the normal cost model depend on the choice of the pricing pra- 
ctice, it was decided that prior to any test of the normal cost 
hypothesis the performance of the predicted price series under 
the three pricing practices should be assessed. Consequently, an 
equation of the form 
(5.83) d9, nPt = ao+ aidPnPN +u u"-NID (0,6'u) lit tt% 
was estimated for each 
i=1,2,3 and 
PNjj =. predicted prices 
PN12 = predicted prices 
PN 13 = predicted prices 
)f the three pricing procedures, where 
under average cost pricing (see equation (5.77: 
under replacement cost pricing (see equation 
(5.76)) 
under historic cost pricing (see equation 
1 
(5.75)) 
Table 5.14 reports the results of this test f or the three pricing 
-2 
procedures, by giving the values of a, and R In general our 
expectation that the performance of average cost pricing overwhelms 
the other two is verified, since only in 4 sectors the multiple 
correlation coefficient and the value of the a,. parameter under 
2 
the average cost model is smaller than the R of the other two 
pricing procedures. Replacement cost pricing seems to be preferred 
for sector 24, while historic cost pricing performs better in 
sectors 26,38 and 39. It should be noted that the results of this 
rather raw test should be treated with caution since they provide 
but only an indication of the relative performance of the three 
pricing practices. Again for reasons of sectoral uniformity, the 
average cost pricing is adopted in all sectors. 
Table 5.14 Regressions of actual on predicted prices. two diRit SIC-sectors 
Greek manufacturing industries 
Sector Average Cost Pricing Replacement Cost Pricing Historic Cost Pricing 
al 81 a& 
TOT 0.6536 0.4928 0.6004 0.4414 0.6211 0.4701 
(5.846) (4.963) (5.104) 
20 0.7482 0.5228 0.7085 0.5033 0.5885 0.4195 
(6.165) (5.989) (4.616) 
21 0.6327 0.3243 0.4447 0.2205 0.4996 0.2530 
(4.405) (2.926) (3.506) 
22 0.2468 0.3062 0.0919 0.1898 0.1114 0.2511 
(1.167) (0.724) (0.986) 
23 0.6404 0.4401 0.3976 0.2861 0.5107 0.3996 
(4.473) (2.907) (4.004) 
24 0.7326 0.3321 0.7719 0.3914 0.5016 0.2706 
(4.683) (5.408) (3.199) 
25 0.4326 0.2305 0.3925 0.2146 0.4098 0.2218 
(2.193) (1.985) (2.076) 
26 0.6664 0.2982 0.4144 0.1183 0.8956 0.3512 
(3.241) (2.031) (4.755) 
27 0.7869 0.4110 0.6529 0.3621 0.6999 0.3852 
(4.607) (3.111) (3.683) 
28 0.6672 0.2165 0.6205 0.2013 0.4804 0.1623 
(3.347) (3.197) (2.109) 
29 0.9177 0.2888 0.5851 0.1819 0.8626 0.2719 
(4.323) (2.713) (4.019) 
30 0.6863 0.2275 0.4955 0.1570 0.5871 0.1797 
(2.153) (1.762) (1.945) 
31 0.7834 0.3946 0.7051 0.3545 0.6868 0.3086 
(5.045) (4.594) (4.137) 
32 0.7879 0.6745 0.7001 0.6475. 0.4039 0.3035 
(9.065) (8.136) (6.118). 
33 0.8007 0.2843 0.2845 0.0995 0.7777 0.2758 
(3.667) (1.517) (3.458) 
34 0.5125 0.2626 0.1989 0.1050 0.4978 0.2547 
(2.769) (1.333) (2.693) 
35 0.4581 0.3106 0.1604 0.0932 0.4384 0.3049 
(2.990) (1.354) (2.749) 
36 0.3516 0.2349 0.0978 0.0587 0.3492 0.2336 
(1.783) (0.509) (1719) 
37 0.8691 0.3178 0.3419 0.1112 0.7447 0.2733 
(4.624) (1.942) (4.053) 
38 0.0909 0.0025 0.1825 0.0438 
(n. 148 (0.452) 
39 0.6565 0.2417 0.5779 0.2115 0.8666 0.3613 
(2.074) (2.111) (3.753) 
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Turning to the demand variables equation (5.50) as it stands it 
implicitly assumes that any effect by demand on the markup over 
normal cost would occur instantaneously. The assumption of no 
lag in the response to demand is quite a vulnerable assumption 
to make and so in line with previously examined pricing models 
a lag of up to f our quarters is introduced. Taking these con- 
siderations into account and adding an error term equation (5.50) 
can be written as 
(5.84) dtnPt = In 
Q+ 7TO+ IT dZnPN + EIT li it i=ý2i 
Tr3din( 
0) 
J TN-- + 
where ut "- NID ., 
6 2 U) 
4 
mQQ and the ter E 7T Zn(, i=o 
23. 
N) 
t_i 
+ 73dtn( 
ýN- t 
4 
can be either ETr Cu + Tr ECU i=o 21i t-i 31 t 
if the trend method is used (see equation ( 3.10-ý) 
4 
or ElT 22i CW t-i + Tr 32 
ECW 
t i=o 
if the Wharton method is used (see equation ( 3.108)) 
Furthermore, depending on the definition of PN (see equation (5.81). 
and (5.82)), two alternative equations will be run and so equation 
(5.84) will be transformed as 
(5.84a) dZnP Q t= ro+ %idinN lt + ETr 21 Zn (ýM-)t-i + 
1=0 
+ Tr3dln(2_)t +ut 
QN 
if normal prices are exclusive of capital costs, 
-"sol - 
or 
4Q 
(5.84b) dknPt = 7T12dZnPN 2t + J-621 Un(. ý=)t_i + QN 
Q + Tr3dkn(ýýt + ut 
QN 
if normal prices are inclusive of capital costs 
The results of the estimation of equations (5.84a) and (5.84b) 
are presented in tables (5.15a) and (5.15b) respectively. Each 
table consists of three parts: part 1 presents the coefficients 
of the equations, part 2a number of summary statistics and tests 
and part 3 the individual coefficients on the demand variables. 
In general the performance of the normal cost model when applied 
to the data of the two digit SIC sectors of Greek manufacturing 
seems to be exceptionally good, since as it will be seen later, 
13 out of 21 sectorspossess a data generation process that is in 
accordance with the normal cost principle. On the whole the results 
are better when normal prices inclusive of capital costs are used 
(equation 5.84b), and this is the reason why equation 5.84b is 
our preferred choice for the normal cost model. 
Starting from table 5.15a, part 2, the multiple correlation coef- 
ficient in general takes scores significantly lower than previous 
pricing models: 6 sectors have scores higher than 507., 5 between 
-2 40% and 50%, 6 between 30% and 40% and 4 sectors have R below 
30%. The hypothesis of zero autocorrelation is firmly rejected 
on the basis of the Zl(4) statistic in four sectors (SIC: TOT, 28, 
32 and 38). The post-parameter stability test indicates mispecifi- 
cation in 7 sectors (SIC: TOT, 21,25,29,32,35 and 38). On the basis 
of econometric criteria alone therefore the normal cost equation 
Table 5.15a. - Results on the normal cost-equation (5.84s) 
Part I: Long-run coefficients 
44 
Sector ff iv dlnpN E 712liCU ECU E xtg CW ir ECW 0.11 lt i. 0 t-i 
7rs xt i-o i t-i $a t 
TOT -0.00590 0.68805 -0.001824 0.00045 (0.463) (5.786) (1.4611) (2.299) 
20 0.00381 0.81956 -0.000068 (0.455) (7.339) (0.089) 
21 0.00941 0.569697 0.000272 0.004053 
(2.249) (4.181) (1.082) (1.824) 
22 0.01184 0.370509 -0.001104 (1.955) (2.044) (2.292) 
23 0.004845 0.81977 0.000433 
(1.043) (4.9006) (0.720) 
24 0.00211 0.763898 -0.000312 (0.444) (5.304) (0.758) 
25 0.0834 0.546025 0.004804 0.000471 
(4.931) (2.715) (4.310) (1.839) 
26 0.0155 0.680995 0.001006 
(1.850) (3.538) (1.614) 
27 0.00234 0.851623 0.000672 
(0.401) (5.207) (1.585) 
28 0.00442 0.776851 0.000406 
(0.488) (3.376) (0.537) 
29 0.00768 0.820059 0.000193 
(0.988) (4.620) (0.396) 
30 -0.00298 0.896548 0.000830 
(0.428) (3.854) (1.233) 
31 0.00138 0.83100 0.000253 -0.000270 (0.314) (5.718) (0.691) (1.532) 
32 0.00648 0.828649 -O. oooOO6 
(0.872) (8.587) (0.029) 
33 0.00074 0.906638 0.000890 0.000555 
(0.123) (4.179) (1.095) (1.431) 
34 0.00100 0.741962 -0.000305 (0.077) (3.793) (0.564) 
35 0.0120 0.397639 0.001616 -0.000176 (2.598) (2.893) (3.476) (3.851) 
36 0.0299 0.380952 0.001305 0.000313 
(2.893) (1.998) (2.194) (2.010) 
37 0.00294 0.702996 0.000247 
(0.523) (3.640) (1.104) 
38 0.00417 0.00787 -0.00787 (0.225) (0.0902) (1.132) 
39 0.00121 0.7345 0.002337 0.002412 
(0.176) (2.938) (3.048) (1.824) 
Table 5.15a Results on the normal cost equation (5.84a) 
Part 2: Summary Statistics 
-2 
Sector SSR SE IR DW t( TF 11- 
1) Z1(4) Z4(4, i) 
TOT 0.027546 0.027285 0.5235 1.283 2.623 19.012 3.08 (2.61) 1.89 (2.42) 
(4.41) (6.31) 
20 0.021262 0.023349 0.5810 1.623 1.616 7.014 0.614(2.61) 1.111 (2.64) 
(4.43) (4.35) 
21 0.017146 0.021242 0.4344 1.893 3.158 6.153 6.153(2.61) 2.96(2.53) 
(4.42) (5.33) 
22 0.030279 0.028228 0.5171 1.973 3.9733 1.209 2.519 (2.61) 1.017 (2.53) 
(4.42) (5.33) 
2.3 0.016411 0.020513 0.4751 2.051 1.077 3.777 0.916(2.61) 1.043(2.65) 
(4.43) (4.35) 
24 0.017316 0.021071 0.4516 2.176 1.639 2.450 1.739(2.61) 1.555(2.65) 
(4.43) (4.35) 
25 0.051251 0.037218 0.3590 1.526 2.257 6.081 3.751(2.61) 4.24(2.42) 
(4.41) (6.31) 
26 0.030630 0.027672 0.3233 1.697 1.657 7.103 1.761(2.61) 2.47(2.84) 
(4.43) (4.35) 
27 0.043147 0.033261 0.4739 2.090 0.907 1.684 0.392(2.61) 0.766(2.65) 
(4.43) (4.35) 
28 0.073867 0.043521 0.3789 2.780 0.969 14.302 1.455(2.61) 0.529(2.65) 
(4.43) (4.35) 
29 0.022956 0.024261 0.5106 1.320 1.014 14.721 4.09(2.61) 7.777(2.65) 
(4.43) (4.35) 
30 0.042450 0.032577 0.2960 2.278 0.445 0.905 0.551(2.61) 1.018(2.84) 
(4.43) (4.35) 
31 0.019307 0.022541 0.4886 2.276 1.163 4.891 1.827(2.61) 1.208(2.53) 
(4.42) (5.33) 
32 0.068519 0.041916 0.6961 2.7055 1.775 20.991 4.091(2.61) 3.125(2.65) 
(4.43) (4.35) 
33 0.031058 0.028589 0.3293 1.699 0.430 1.044 1.16(2.61) 0.616(2.53) 
(4.42) (5.33) 
34 0.023187 0.025034 0.3857 2.164 1.319 4.311 0.603(2.61) 1.071(2.42) 
(4.41) (6.31) 
35 0.024335 0.023979 0.5066 1.675 4.383 7.895 4.12(2.61) 1.297(2.53) 
(4.43) (5.33) 
36 0.024335 0.024976 0.2890 1.666 3.247 6.503 0.591(2.61) 2.12(2.65) 
(4.42) (4.35) 
37 0.022263 0.023893 0.3475 2.276 1.538 3.756 0.677(2.61) 1.593(2.65) 
(4.43) (4.35) 
38 0.0898602 0.457963 0.00097 2.921 11.371 27.199 7.153(2.61) 5.969(2.84) 
(4.44) (3.37) 
39 0.036723 0.030686 0.2565 2.149 1.062 0.915 1.091(2.61) 1.783(2.65) 
(4.42) (4.35) 
Table 5.15a: Results on the normal cost equation (5.84a) 
Part 3: Individual coefficients of the demand variable 
Sector IT2 10 IT21 I Trl 12 11213 IT2 14 IT2 10 IT2 21 11222 R2 21 11224 
TOT 0.001993 -0.001597 -0.002220 
(1.658) (1.501) (2.603) 
20 0.001338 -0.001406 
(2.343) (2.415) 
21 -0.00113 -0.00140 (2.302) (2.866) 
22 -0.00193 0.00157 -0.00074 (5.098) (4.084) (2.251) 
23 0.00151 -0.00108 (3.464) (1.916) 
24 -0.00235 0.00204 (3.536) (3.221) 
25 0.00214 0.00073 0.00193 
(3.107) (1.019) (2.650) 
26 0.00100 
(1.614) 
27 0.00147 -0.00080 
(2.004) (1.258) 
28 -0.00470 0.00511 
(3.584) (2.862) 
29 -0.00254 0.00274 
(4.373) (4.578) 
30 0.00083 
(1.233) 
31 0.00189 -0.00163 (3.461) (3.035) 
32 -0.00023 0.00022 
-(1.751) (1.831) 
33 0.002063 -0.00117 (3.270) (1.881) 
34 0.00118 -0.00131 0.00066 -0.00084 (2.779) (2.793) (1.798) (1.903) 
35 0.000722 0.000893 
(1.675) (2.124) 
36 0.001306 
(2.193) 
37 -0.000936 0.001184 
(1.710) (2.124) 
38 -0.00787 
(1.312) 
39 0.00234 
0.00083 
(1.233) 
0.00189 -0.00163 (3.461) (3.035) 
-0.00023 0.00022 
-(1.751) (1.831) 
0.002063 -0.00117 (3.270) (1.881) 
0.000722 0.000893 
(1.675) (2.124) 
-0.000936 0.001184 
(1.710) (2.124) 
0.00234 
(3.048) 
-0.00787 
(1.312) 
-0.00254 0.00274 
(4.373) (4.578) 
0.00118 -0.00131 0.00066 (2.779) (2.793) (1.798) 
0.001306 
(2.193) 
TABLE 5.15b: Results on the normal cost equation-(5,84b) 
Part 1: Long-run coefficients 
4 Sector IT 0 wI zdlnPN2 t 
IT2 ICU iýo t-i iTs, ECUt' Cw jý07r22i t-i ECW It 32t 
TOT 
-0.00812 0.762452 -0.001909 0.000416 (0.660) (6.266) (1.589) (2.151) 
20 0.00636 0.824248 0.000191 
(0.746) (7.244) (0.251) 
21 0.0155 0.811819 0.000364 
(1.573) (5.195) (1.172) 
22 0.0121 0.371407 -0.001164 (2.026) (2.0656) (2.650) 
23 0.00719 0.914269 0.000970 
(1.511) (3.889) (1.403) 
24 -0.00721 0.796426 -0.000224 -0.000728 (0.788) (5.590) (1.031) (1.816) 
25 0.0753 0.596266 0.004314 0.000348 
(4.239) (2.949) (3.680) (1.567) 
26 0.0114 0.912500 0.000614 
(1.214) (5.137) (1.346) 
27 0.00026 0.965506 0.000399 0.008407 
(0.004) (5.951) (1.170) (1.291) 
28 -0.0322 1.16766 -0.002124 -0.000114 (1.171) (4.709) (1.133) (2.451) 
29 0.00630 0.901703 0.000227 
(0.836) (5.095) (0.484) 
30 -0.00634 1.15086 0.000525 (0.937) (4.801) (1.187) 
31 0.00199 0.930425 0.000367 
(0.613) (6.686) (0.878) 
32 0.00955 0.894825 0.000029 0.000775 
(0.712) (10.746) (0.197) (2.546) 
33 -0.00222 1.17571 0.000449 (0.478) (6.584) (0.683) 
34 -0.00300 0.89499 -0.000540 (0.240) (4.384) (1.009) 
35 0.02091 0.701546 0.00129 
(1.0077) (4.049 (1.702) 
36 0.010048 0.786886 0.000047 
(0.9631) (2.999) (0.098) 
37 0.00282 0.771427 0.0001865 
(0.536) (3.966) (0.856) 
38 -0.00299 1.1237 -0.000147 (0.119) 1.918) (0.266) 
39 0.03143 0.76802 0.002162 0.000278 
(2.300) (3.276) (2.461) (2.203) 
Table 5.15b: Results on the normal cost-equation (5.84b) 
Part 2: Summary Statistics 
Sector SSR SE -2 R DW Otirl) ZI (4) Z4(4, i) Z5(ij) 
TOT 0.025457 0.026230 0.5596 1.280 1.9522 14.14 3.11(2.61) 1.94(2.42) 
(4.41) (6.31) 
20 0.021585 0.023526 0.5746 1.618- 1.5446 7.119 0.. 597(2.61)1.085(2.64) 
(4.43) (4.35) 
21 0.018219 0.021614 0.04144 2.030 1.2042 3.125 5.993(2.61)2.121(2.64) 
(4.43) (4.35) 
22 0.030216 0.028199 0.5181 1.975 3.4959 1.431 2.613(2.61)1.131(2.53) 
(4.42) (5.33) 
23 0.013614 0.018928 0.5531 2.034 0.3647 0.711 1.313(2.61)0.671(2.53) 
(4.429 (5.33) 
24 0.013013 0.019012 0.5535 2.008 1.429 2.461 1.651(2.61)1.439(2.33) 
(4.40) (7.29) 
25 0.048736 0.036794 0.3735 1.599'- 1.996 5.959 3.862(2.61)4.53(2.33) 
(4.40) (7.29) 
26 0.027126 0.026041 0.04007 1.7071 0.0959 6.466 1.699(2.61)2.591(2.84) 
(4.43) (3.37) 
27 0.038666 0.031487 0.5285 2.176 0.2126 1.319 0.228(2.61)0.517(2.65) 
(4.43) (4.35) 
28 0.052369 0.037628 0.5359 2.753 0.6761 21.19 3.771(2.61)7.501(2.42) 
(4.41) (6.3) 
29 0.021324 0.023383 0.5454 1.326 0.555 13,997 4.151(2.61)7.919(2.65) 
(4.43) (4.35) 
30 0.037490 0.030615 0.3341 2.346 0.629 0.881 0.485(2.61)0.996(2.84) 
(4.44) (3.37) 
31 0.018670 0.021879 0.5182 2.314 0.500 3.621 2.404(2.61)1.091(2.64) 
(4.42) (4.35) 
32'- 0.058143 0.039116 0.7354 2.619 1.263 19.897 3.721(2.61)4.075(2.53) 
(4.42) (5.33) 
33 0.021707 0.023592 0.5433 1.6563 0.9894 0.985 1.092(2.61)0.517(2.65) 
(4.43) (4.35) 
34 0.021192 0.023932 0.4386 2.0140 0.5144 3.913 0.719(2.61)0.954(2.42) 
(4.41) (6.31) 
35 0.028340 0.027309 0.3600 1.916 1.72291 7.825 3.591(2.61)1.439(2.53) 
(4.43) (5.33) 
36 0.025125 0.025382 0.2659 1.7011 0.8122 6.799 0.919(2.61)2.025(2.65) 
(4.42) (4.35) 
37 0.021256 0.023346 0.3770 2.375 1.175 4.001 0.703(2.61)1.577(2.65) 
(4.43) (4.35) 
38 0.0117481 0.055602 0.0693 2.596 0.211 16.999 2.993(2.61)3.096(2.53) 
(4.42) (5.33) 
39 0.033959 0.030295 0.2753 1.938 0.9895 0.753 0.818(2.61)1.566(2.42) 
(4.41) (6.31) 
Table 5.15b:. Results on the normal cost enuation (5.84b) 
Part 3: Individual coefficients on the demand variable 
Sector 7r2 10 72 11 It2 12 72 13 1T2 14 ff2 20 Tr2 21 W2 22 IT2 23 lr2 24 
TOT 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
-0.00203 0.00164 (5.499) (4.187) 
0.00091 0.00135 
(2.122) (2.503) 
0.001907 -0.001526 -0.002290 
(1.649) (1.497) (2.799) 
0.001389 -0.001198 (2.414) (2.050) 
-0.00074 0.00110 (2.338) (3.322) 
-0.00077 (2.342) 
-0.00129 (2.467) 
-0.00100 0.00143 -0.00131 0.00066 (1.395) (1.772) (1.725) (1.164) 
0.00239 -0.00089 0.00103 0.00171 (3.201) (1.669) (1.598) (2.454) 
0.000614 
(1.346) 
0.000399 
(1.170) 
-0.00317 0.00276 -0.00172 (2.143) (1.765) (1.308) 
-0.00259 0.00287 
(4.639) (4.88) 
0.00053 
(1.189) 
0.00189 -0.00152 
(2.733) (2.075) 
-0.00028 0.00031 
(1.810) (1.588) 
0.001722 
(3.42) 
-O. OD1272 
(1.489) 
0.00088 -0.00111 0.00064 -0.00094 (2.203) (2.499) (1.517) (2.218) 
0.00163 0.001124 -0.001468 (2.166) (1.128) (1.710) 
0.001400 
(1.531) 
-0.000927 0.001114 
(1.743) (2.037) 
-0.001353 (1.489) 
-0.00115 0.00245 -0.00145 
(1.154) (1.773) (1.451) 
0.00239 -0.00127 0.00104 (2.041) (1.448) (1.425) 
I 
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can not be considered as a representative method of the data 
generation process in 8 sectors (SIC: TOT, 21,25,28,29,32,35 and 
38). Finally the C how Z'5(ij) statistic indicates a different 
pricing pattern between subsamples 19631 - 197011 and 1970111 - 
1977iv for sectors SIC: 21,25,29,32 and 38. 
It was mentioned in section 5.5.2. that one of the conditions 
required to be fulfilled for the acceptance of the normal cost 
model is that the coefficient on the normal price series (PNj) 
should be insignificantly different from unity. A *t-statistic is 
calculated on the dif f erence 7T I -l and the results are presented 
on the f if th column of table 5.15 a, part 2. Out of the 21 sectors, 
the t-statistic is below its critical value (1.96) in 14 sectors. 
If one excludes the 8 sectors, where the normal cost model is re- 
jected on the basis of econometric criteria, then of the remaining 
13 sectors the t-statistic indicates acceptance of the normal cost 
model in 11 (SIC: 20,23,24,26,27,30,31,33,34,37 and 39). Sectors 
with t-statistic higher than the critical in which the normal cost 
model is rejected on the basis of this are sectors 22 (t=3.4733) 
and 36(t=3.247) 
Turning on to part 1 of table 5.15 a, the coefficient on PN 1 has 
a considerable range between 0.008 (for sector 38) to 0.907 ( for 
sector 33). As far as the sectors where-the 7T11-1 coeffiaent-is insig- 
nificantly different from unity are concerned; the values are between 
0.7 and 0.9. The demand variables perform on the whole rather 
poorly since only 4 sectors have positive and significant co- 
ef f icients (SIC: 25,35,36 and 39) Furthermore on the 11 sectors 
where the (11,. coefficient is insignificantly different from unity, 
demand variables do not have significant coefficients with the 
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exception of sectors 26 and 27 which are significant as the 10% 
level and of course sector . 39 which has significantly positive 
demand coef f icients at the 5% level. On the whole the trend gen- 
erated demand variables are preferred and the distribution of the 
individual demand coefficients is more or less constrained to the 
current and first quarters (see table 5.15Cý part 3) 
What conclusions can be drawn from this set of results as far as 
the acceptance or rejection of the normal cost model is concerned 
and how do they compare with the corresponding results of CGN? 
As far as the first question is concerned, the conditions for 
acceptance of the normal cost model are given by equation 5.51 
and if translated in terms of equation (5.84a) require that 7ro=O 
TrI I =1 # EIT 2 i'227T 3' "' `0 
Performing these tests individually for all non- 
mispecif ied sectoral equations, we can see from tables 5.150ý , part 
and 5.15 o; part 2, that the normal cost model, where normal prices 
are exclusive of capital costs can be regarded as an adequate rep- 
resentation of the data generation process in 10 altogether sectors, 
namely SIC: 20,23,24,26,27,30,31,33,34 and 37. 
Consider now the results obtained by CGN 45 Out of the 7 sectors 
examined only 3 have a 7T iI coef f icient insignif icantly dif f erent 
f rom unity. (Mechanical Engineering, Textiles and Paper Industries) 
The rest of the sectors have coefficients that take values around 
0.5 and are in any case significantly different from one. It is 
true that the coefficients on the demand variables are almost always 
insignificant but to our opinion this does not justify CGN's con- 
clusion about the acceptance of the normal cost hypothesis, since, 
according to CGN 
-3lo- 
"lagged normal cost traces out the quarterly pattern of observed 
prices sufficiently well for analysis of the relationship between 
the two series to reveal whether or not fluctuations in demand 
alter prices other than in factor markets" CGN p. 63 
Nonetheless reported values of normal cost do not trace out the 
quarterly pattern of actual prices sufficiently well, since in 
the majority of industries examined the coefficient on normal prices 
in below unity. The Justification given to this rather unexpected 
result by GCN is that 
"because predicted and actual prices are known to contain sizeable 
errors in measurement and specification and because omitted vari- 
ables may affect the markup one would not expect a unit coefficient 
on predicted price" CGN p. 62 
However the fact. remains that dne can - dot judge the performance 
of the normal cost model 'on the basis o. f the -significance or not 
of the demand coefficients only. It is true that measurement errors 
may affect the performance of the normal price, but this does not 
necessarily mean that such errors would bias the value of the co- 
ef f icient downwards. Omitted variable bias however, particularly 
regarding the omission of unit capital costs may be a likely culprit 
for the below unity coefficients. For this reason our expectations 
as far as equation (5.84b) is concerned is that the IT12coefficient 
will be closer to unity then 7r, k 
Indeed this is the pattern depicted by the 7ý12 coefficient as can 
be seen in Table 5.15b, part 1. IT12 is closer to unity than7T11 
in every sector and consequently Tr12 is significantly diff-z.,, -mf 
from unity in only 3 sectors (SIC: TOT, 22 and 25). In general 
equation (5.84b) performs much better than (5.84a), although the 
values of the multiple correlation coefficient remain low through- 
-*III- 
out. The hypothesis of zero autocorrelation on the basis of the 
Z1 (4) statistic is rejected in six sectors, in all of which the 
post-parameter stability test shows signs of mispecification 
(SIC: TOT, 25,28,29,32 and 38). Furthermore the Chow Z5 (ij) statistic 
indicates 'a significance difference in the pricing process between 
1963i-1970ii and 1970iii-1977iv in 6 sectors (SIC: 21,25,28,29,32 
and 38) 
The demand variables on the whole perform reasonably well, part- 
icularly the Whartou generated ones. However if one excludes the 
6 sectors that are mispecif ied, then of the remaining 15, demand 
is statistically dif f erent f rom zero in only two sectors, ie SIC: 22 
ETr. j,, =-0.001164(2.650)) and SIC 39 
(ETr 
22ý =0.002162 (2.461) and 
=0.000278(2.203)). Furthermore one could add sector 35 where 7T 32 
E'T'2 ýi 
is found significant but at the 107. significance level. 
In general the picture drawn by the performance of demand variables 
in equation (5.84b) remains pretty much the same with that of 
equation (5.84a ), namely that demand elements do not affect the 
movement of actual prices, given the movement of normal prices. 
Since equation (5.84b) remains our preferred specification of the 
normal cost model a summary of the results is given in table (5.16). 
Inspection of the table indicates that the normal cost model per- 
forms significatly well since it is found consistent with the data 
generation process of 13 two digit SIC sectors. Of the remaining 
sectors in 6 the normal cost model is rejected due to mispecification 
and in 2, the results do not confirm the conditions required for 
acceptance as these are given in equation (5.51) 
The discussion of the normal cost model ends the presentation of 
the 6 pricing models considered in this thesis. - What remains still 
Table 5.16: 
SECTORS 
TOT 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
, 
Summary of sectoral results. Normal cost equation 
(5.84b)_Two digit SIC sectors, Greek manufacturing 
RESULTS 
Auto, Z4 Jr I 2Aý 
Accept 
Accepted 
IT12Al tE7T2liA 
0 
Accepted 
Accepte 
Auto, Z4 9T 
. 
rOA0qITjjAl, ZTr22iA. qIT32A. 0 
Accepted 
Accepted 
Auto, Z4, Tr32A 0 
Auto, Z4, 
Accepted 
Accepted 
Auto, Z4, Tr32/ 0 
Accepted 
Accepted 
Accepted 
Acce2ted 
Acce2ted 
Auto, Z4, 
TrOA0, ZTrý. A0, Tr32-. `O 
22i 
to be examined is an evaluation of these models on the basis of 
the empirical evidence obtained so far. This is the subject matter 
of the next and final chapter. 
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NOTES 
1. Apart from references cited in section 3.8.2 see also P. W. S. 
Andrews (1949) and P. Sylos-Labini (1957) 1 
2. See for example J. Bain (1949), (1950), P. Sylos, labini (1957) 
F. Iýodigliani(1958) B. P. Pashigian (1968) and J. N. Bhagwati (1970) 
3. See M. Sawyer (1983) 
4. See for example G. S, Stigler (1947), Walter J. Primeaux Jr 
and Mickey S Smith (1976), W. J. Primeanx jr and M. R. Bomball (1974) 
and J. L. Simon (1969) 
5. See P. W. S. Andrews (1949) p. 158 
6. For diagrammatic purposes it has been argued that the average 
cost curve is inclusive of normal profits. 
7. For an analysis of the arguements of the right hand-side of 
equation 5.19 see further, chapter 4 and section 5.5.3. 
8. D. F. Hendry (1986) provides a classification and distinction 
of simultaneous equation estimation methods. An account of these 
methods at a more elementary level is given in G. S. Maddala (1976) 
pp 231-251 and pp 471-492 and also in M. Desai (1976) chapter 2 
9. For 2SLS estimator and its asympotic properties see example 
H. Theil (1971) pp 497-500 
10. See for example J. Johnston (1972) pp 408-420 and C. F. Christ 
(1966) 
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11. See also R. R. Neild (1963) pp 12-13 and M. C. Sawyer (1983) 
pp 53-54. 
12. A brief description of the Hausman test (see J. A. Hausman 
(1978)) may be considered as follows; 
Let the equation to be estimated be 
Y=f(xl***x m) 
and assume that X, is suspected to be endogenous. 
inst Regress X1 on X1... Xn as in 
x1 =f(X 
inst xn) 
A 
and obtain X 11 Then regress 
Y=f(-Xl X,... x 
n) 
A 
-. and test for the significance of the coefficient on X1* If the 
value of the test statistic is less than the critical, reject 
the hypothesis of significant endogeneity bias. 
13. For the derivation of the variance of each long-run coefficient 
see equation (3.71) 
14. See equation (5.19) and sections 4.3 and 4.5 
15. See P. H. Earl (1973) 
16. See section 3.6.5 and note 28 of chapter 3. 
-13is- 
17. See for example I. F. Pearce, P. K. Trivedi, C. T. Stromback 
and G. J. Anderson (1976) for a number of alternatives of ULCN, 
pp 111-114 
18. See references in P. H. Earl (1974) 
19. Donaldson Brown (1924), a vice president of General Motors 
described in a considerable detail the principles of a pricing 
method that came to be known in the literature as target rate of 
return pricing. The principles to which he was referring involve 
setting a desired target rate of return, classifing cots as "fixed" 
or "variable" and establishing a volume of production at which 
the target rate is to be met. 
20. See R. F. Lanzilotti (1958) and J. M. Blair (1972) 
21. On this point see comments to the contrary by 0. Eckstein 
and G. Fromm (1968) p. 1169 and also W. Nordhaus (1972) p. 40 
22. See f or example evidence provided by W. Haynes (1964) and 
R. B. Heflebower (1955). 
23. See National Statistical Service of Greece (1981) 
24. See also D. R. Kamerschen (1975) and J. M. Blair (1972) for 
comparison of actual with target rate data of the A. D. H. Kaplan 
et al (1953) results. 
25. See comments by D. E. W. Laider and M. Parkin (1973) and M. Parkin 
I 
(1977)(1978) 
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26. The process is similar to that of the full cost model. Assume 
for convenience that PN is exclusive of the markup. Then equation 
(5.48) can be written as 
(1) P=M. PN 
'Taking the -total differential of (1), dividingý by P and rearranging, 
results in 
(2) dP = PN dM +M dPN F -p F 
which after some manipulation is equivalent to 
(3) dP = dM + dPN 
pM PN 
which is approximately equal to 
(4) d-ZnP = dtnM+dkn PN 
I 
by substituting equation(rqf) into (4) we get equation (5.. 50) 
27. Actually proposed by D. E. W. Laidler and M. Parkin (1975) 
See also G. W. Smith (1978) 
28. This point really applies to the arguements provided by CGN 
in order to justify the significantly difftctjt. ý from unity co- 
efficients. obtained on the PN variable See for example CGN p. 63 
29. See equation 3.106 
30. For a slightly different specification of normal output see 
W. Nordhaus (1974) 
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31. It is assumed that the national remuneration of employers 
and family members is equal to that of the male salaried earners. 
32. There exists an average-cost stock valuation procedure used 
by number of firms which is compatible with this pricing strategy, 
see R. Mathews (1962) 
33. Note that in the prior to CGN study paper by W. Godley - W. 
Nordhaus (1972) the pricing stragegy adopted corresponded to his- 
toric cost pricing. This was recognised as an extreme case in 
the CGN study. 
34. See table 5.14 
35. Table A5.1 also gives the values of 0; moreover it gives the 
values of 9 obtained under the limiting cases that b=o and b=l and 
an estimate of afor year 1970 
36. See H. M. Peseran (1972b), table 5, p. Ill 
37. See Appendix 5, section A5.2 
38. The following sectors are broadly comparable. See CGN p 40 
(9 expressed in quarters) 
CGN results Greek two-digit SIC sectors 
I, 
Chemicals 
Mechanical Engineering 
Electrical Engineering 
Textiles 
Clothing 
Paper Industries 
1.4 (31) 1.49456 
2.9 (36) 2.87782 
3.0 (37) 2.51282 
2.33 (23) 2.12277 
1.13 (24) 1.36907 
1.7 (27) 1.90678 
-. Big- 
39. Also see equations (A5.20)(A5.23) and (A5.28) Slightly 
dif f erent notatla, 4 is used. 
40. See equation A5.29 
41. Defined in equations (A5.30)(A5.31)(A5.32) and (A5.33) 
42. See P. Sylos-Labini (1979) p. 153,155,161. See also J. 
Ros (1980) p. 219 and the criticism by D. E. W. Laider and M. Parkin 
(1975), M. Parkin (1977)(1978) and G. W. Smith (1978) 
43. See P. J. W. N. Bird (1983) and J. Ros (1980) 
44. See equation (5.10) 
45. See CGN p. 60 
CHAPTER 6: Conclusions 
31q- 
The discussion in chapters 3 and 5 established a procedure by which 
each and every pricing model that is confronted with the data of 
the two-digit SIC sectors is ultimately regarded as an adequate repre- 
sentation of the data generation process or not. Týis procedure was 
based on various criteria both statistical and theoretical, the ful- 
filment of which allowed the pricing models to be accepted or not. 
Nonetheless, as it was mentioned in chapter 2, situations may arise 
whereby a sector may have a data generation process that can be 
adequately represented by more than one pri ce- determination models. 
In this chapter we will discuss the process by which one pricing 
model is finally selected, whenever this is possible, for each two 
digit industrial sector. 
The argument is not only statistical; Indeed it bears a close re- 
lationship to the goal of this thesis which is to examine whether 
and how industrial price changes respond to changes in demand and 
costs and furthermore, given the relationship between costs and 
prices, to examine whether actual or standard costs are relevant 
in the price determination process. If for example it is established 
that for a sector i, the average cost model which is based on actual 
costs and the target rate of return model which is based on standard 
costs are both regarded as adequate representations of the data 
generation process, then, if we don't have a procedure by which it 
is possible to select between the two models, the objective of this 
thesis would only be partly served. 
The working hypothesis maintained so far is that industrial price I 
determination can take the form of the following five alternative 
models. 
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(1) Neoclassical price determination model, the only model to be 
derived from an explicit maximization process, where price is a 
function of the prices of factors of production (Pw, Pm, Pc), income 
(Y) and an index of "other prices" (P B) 
(2) Average cost price determination model, which may or may not 
include capital costs, where the price is a function of unit costs 
(ULC, UMC or ULC, UMC and UCC) calculated at the actual output level 
and demand pressure variables (CU, ECU or CW, ECW as the case 
may be). 
(3) Full-cost price determination model where price is modeled as 
a function of unit costs calculated at the standard level of output 
(ULCN, UMCN, UCCN) and demand pressure variables (CU, ECU or CW, 
ECW as the case may be). 
(4) Target rate of return price determination model where price 
is determined by unit costs calculated at the standard output level 
(ULCN, UMCN), the ratio of capital stock over standard output (K/QN) 
and demand pressure variables (CU, ECU, or CW, ECW, as the case 
may be) and finally 
(5) Normal cost pricing models which is essentially af ull-cost 
model, whereby price is a function of an index of normal or 
"predicted" prices (PN) and demand pressure variables (CU, ECU or 
CW, ECW as the case may be) 
Application of the above pricing models to the data of the two-digit 
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Greek industrial sectors, yielded the following pattern of results: 
the neoclassical model is accepted in 7 sectors, the average cost 
model i$j 15, the full cost model in 4, the target rate of return 
model in 5 and the normal cost model is accepted in 13 sectors. 
The results for each sector are given in table 6.1, where the neo- 
classical model is denoted by P N' the average-cost by P A' the average 
cost inclusive of capital costs by P AC' the f ull-cost by PF' the 
target rate by PT and the normal cost model by PR* As it can be 
seen from table 6.1, 
( a) In only one sector (SIC: 38), none of the models examined can 
be regarded as an adequate representation of the data generation 
process 
In six sectors (SIC: 22,25,28,29 and 39) only one model is ac- 
cepted, and 
(c) In the remaining 14 sectors more than one model is f ound to 
be an adequate representation of the data generation process for 
each particular sector. These sectors are SIC: TOT, 20,21,23,24,26,27) 
30,31,33,34,35,36 and 37 
Clearly therefore a problem of model selection exists in the majority 
of sectors examined. Since the five price theories examined so 
far are non-nestedbetween each other and since it is rather impossible 
to construct a comprehensive model that includes all five as special 
cases (and then select on the basis of a likelihood o an F-test) 
a non-nested procedure seems to be the best way of dealing with 
this problem. The test procedure that was chosed is the Pesaran 
- 32.1 -I 
(1974) non-nested test mainly for reasons of computational con- 
venience .I- In chapter 2 we gave a brief summary of this test. 
A complete description of the test however is required. at this stage. 
Suppose that the model 
Ho: y=xb,, +u. 
where y is a vector of observations on the dependent variable and 
x is a matrix of observations on the explandtory variables, 
is the correct model and we wish to test it against the-alternative 
non-nested model 
(6.2) H1 : y=zb I +u 
where z is a matrix of observations on the explanatory variables. - 
The Pesaran testing procedure involves the following steps: 
Step 1 Assume model Ho is correct and estimate y=xbo*+u,, by OLS and 
AAA 
get y. =xbo and 
0.2 
Step 2 Find the consequences of f itting the second model, if the 
first model is actually correct, ie fit the predicted values of 
(6.1) into (6.2) as in (6.3) 
A 
(6.3) yo = zb +v 
Step 3 Calculate 61 usingýý-the:, 'ýector of residuals from (6.3) 0 
as in 
AA 
(6.4) 630 = 6' +vv 0 
n. 
where n is the number of observations. 
Table 6.1: Summary of price determination results 
Five pricing models 
Two digit SIC sectors Greek Manufacturia& 
Sector Neoclassical Average Cost Full Cost Target Rate Normal Cost 
pN pA p AC pF pT 
pR 
TOT 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
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Step 4 Assume HI is correct and estimate y- zb: ýoj ey OLS and get 
AAA 
Y zb and 6' 
Step 5 Calculate T. defined as 
A 
(6.5) To n [tn 6' - Rn6' -f 1 10 
i. e. the value of To conditional on the validity of H. 
Step 6 Estimate model H. using the residuals from equation (6.3) as 
the dependent variable, i. e. 
A 
(6.6) v1= xb, + v. 
Step 7 Calculate the variance of T,,, defined as 
AAAA 
(6.7) var T. = (6. ' /64 
)V21-V2 
10 
Step 8 Calculate the statistic No defined as 
(6.8) N. = 
Step 9 Since the Pesaran test does not employ a single null hypothesis 
one may reverse the roles of H,, and H1 and carry out the tests again. 
This is what will be do --, here for every part of the price equations 
compared as it may turn out that neither specification is rejected 
in favour of the others. Therefore, repeat the sequence of calcula- 
tions described so far taking now HI as the maintained hypothesis. 
AAt 
Estimate y= zb 1+ ul 
by OLS and get yl = zbl ) 6' 1 
(Repetition of 
Step 4 
Step 10 Find the consequences of fitting the first model if thesecond 
model is actually correct, i. e. fit the predicted values of (6.2) 
into (6.1) a!,; - in'(6.9). 
(6.9) ; Y, = xb. + vo 
A 
Step 11 Calculate 6'01 using the vector of residuals from (6.9), as 
A2A2+AI, 
(6.10) 6 
01 =61 vo V, n 
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Step 12 Assume H. is correct and estimate y- xb. + u, by OLS and get 
AA 
2 
y,, = xb. and 6. (Repetition of step 1) 
Step 13 Calculate Ti defined as 
A 
(6.11) T: 
L =n 
[U62, - Rn6', -f 0 
i. e. the value of TI, conditional on the validity of FI 
Step 14 Estimate model H, using the residuals from equation (6.9) as 
the dependent variable i. e. 
A 
(6.12) v. = zb + V3 
Step 15 Calculate the variance of T,, defined as 
AAAA 
(6.13) var T (6 6" ) v3' v, 1 01 
Step 16 Calculate the statistic N1 defined as 
(6.14) N, =Ti /vrv--arT. 
Step 17 Having calculated both statistics then the possible options 
can be classified as follows at the 5% significant level: 
(6.15) Accept H. and reject H1,, when 
lNol < 1.96 and IN11 5 1.96 
(6.16) Reject H. and accept H1., when 
INol $ 1.96 and [Nil < 1.96 
(6.17) Reject both H,, and H,, when 
INol > 1.96 and IN11 > 1.96 
(6.18) Accept both H. and H 3. , when 
INol < 1.96 and IN11 < 1.96 
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Application of the above non-nested procedure is carried out for 14 
sectors where more than one pricing model is accepted as an adequate 
representation of the data generation process. The results are re- 
ported in tables (6.2), (6.3) and (6.4) where each table contains 
sectors with the same number of acceptable pricing models. Table 
6.2 cantains 7 sectors, where two pricing models are considered as 
valid representations of the data generation process, table 6.3 contains 
6 sectors each of which is represented by three alternative pricing 
hypotheses and table 6.4 contains one sector represented by five alter- 
native pricing models. Furthermore in each table, apart from the 
(absolute) values of the N-statistic for each pair of hypotheses tested,, 
we also give the values of the standard error of the models under 
consideration listed along the diagonals of each table. Finally, 
the tables are presented in such a way that the - rows relate to a 
particular maintained hypothesis, while the columns relate to the 
alternative hypothesis. 
Out of the f our possible options that can be produced in this non- 
nested test, the majority of the cases is described by outcomes (6.15) 
or (6.16), i. e. one model is finally selected in the sense that hypo- 
thesis H. is either accepted (or rejected) 'in favour of hypothesis 
H Rejection of all models (outcome 6.17) did not occur in any sector', 
although when testing individual pairs for sector 26 (see table 6.4 
part 2) both PT and PR were rejected. Finally acceptance Of both 
models (hypothesis H. and H1), described by outcome 6.18 occurred 
only in sectors 21 and 24 which are the only two sectors where the 
pricing generation process is described by more than one pricing model. 
Table 6.2 : Non nested tests; -Application to two 
digit SIC sectors where 
two pricing models are accept&d: SIC: TOT, _23,24,27,30,33,34 
(1) Sector-TOT : INI -statistics and 6' (SE) for_P P A-L--! -AC 
Alternative Hypothesis PA P AC 
Maintained Hypothesis PA 0.02044 2.4371 
P AC 1.6934 0.1680 
(2) Sector 23: INI -statistic,; 
A 
and 6' (SE) for P", P. 
Alternative Hypothesis PN PA 
Maintained Hypothesis PN 0.00811 1.6555 
PA 2.8394 0.01186 
(3) Sector 24: INI ý-statistics and 62 (SE) for P" P, 
Alternative Hypothesis PT PR 
Maintained Hypothesis PT 0.01497 0.7777 
PR 1.4397 0.01901 
(4) Sector 27: INI-statistics and 62( SE) for PP 
Alternative Hypothesis PT PR 
Maintained Hypothesis P AC 0.02290 1.3572 
PR 2.4891 0.03149 
_(5) 
Sector 30: INI-statistics and 
62 
( SE) for EACJ-4 
Alternative Hypothesis P AC PR 
Maintained Hypothesis P AC 0.01382 0.3592 
P 4.7633 0.03062 
(6) Sector 
R 
33: INI-statsistics and 6 
2- 
(SE) foE_PAC_L4 
Alternative Hypothesis PAC PF 
Maintained Hypothesis PAC 0.01351 2.4365 
PF 1.6688 0.01039 
(7) Sector 34: 
-INI- statistics and 
62 (SE) for P, P, 
Alternative Hypothesis PNPR 
Maintained Hypothesis PN 0.01071 1.8139 
PR5.3682 0.02359 
Table 6. ý: Non nested tests: _Apglication 
to two digit SIC sectors 
where three DricinR models are accepted: SIC: 20921,31,35,36,3 
A 
(1) Sector 20: INI-statistics and-6' (SE) 1D P 
Alternative Hypothesis PNPAPR 
Maintained Hypothesis PN0.00686 1.3917 0.8264 
PA2.0008 0.00971 1.0076 
P 6.5199 2.8574 0.02352 RA 
(2) Sector 21: INI-statistics and 6' (SE) for P,,,, P 
Alternative Hypothesis PNP AC PR 
Maintained Hypothesis PN0.00575 1.6917 0.3921 
P AC 1.4709 
0.00935 0.4602 
PR4.3039 3.0778 0.02188 
A2 
-LP m _(3) 
Sector 31: INI-statistics and 6 (SE) for P, 
Alternative Hypothesis PN P AC PR 
Maintained Hypothesis PN 0.00941 1.3761 0.4699 
P AC 2.2125 0.01265 
0.6170 
PR 4.3039 3.0778 0.2188 
(4) Sector 35: INI-statistics 
A 
and 6' (SE) or P _L 
PAC-1-PT-L-R 
Alternative Hypothesis P AC PT 
PR 
Maintained Hypothesis P AC 0.01138 
2.1992 1.0047 
PT 1.7514 0.01081 0.8555 
PR 2.6582 3.2820 0.09731 
_(5) 
Sector 36: 1NI-statistics and 0 (SE) f 
Alternative Hypothesis PN PT PR 
Maintained Hypothesis PN 0.00881 2.1008 0.6565 
PT 1.4981 0.00893 0.7107 
PR 4.3099 4.0182 0.09358 
_(_6) 
Sector 37: 1NI-statistics and 3 (SE) for P,, P,,, P 
Alternative Hypothesis PA PF PR 
Maintained Hypothesis PA 0.01126 2.8831 0.2798 
PF 1.7659 0.01129 0.3111 
PR 9.5943 7.6527 0.02335 
Table 6.4 : Non nested tests; Application to two digit SIC sectors where 
five pricing-models are accepted: SIC: 26 
(1) Sector 26: N -statistics and 6' (SE) for PPppp N`-`AC"P'-l-7'R 
Alternative 
Hypothesis 
Maintained 
Hypothesis 
"N 
PN0.01238 
PAC 1.6422 
PF2.0619 
PT 2.8956 
PR 13.903 
p 
AC pF pT pR 
2.1142 1.5914 1.0063 0.6542 
0.00836. 0.9530 0.4907 0.4319 
2.5862 0.01859 1.7947 1.4344 
3.3763 1.9232 0.02162 2.1137 
12.717 2.3864 3.0095 0.02604 
2) Explanation of the performance of each model vis-a-vis the other 
Neoclassical PP accept P N AC AC 
PNP 
it FPN 
P -o- P if P N+TN 
PP it P NRN 
Average cost p L*. p it p AC +- F AC 
p AQZ PT 
it p AC 
p +p it p AQ <- R AC 
Full Cost pp Both FT 
p FpRpF 
Target Rate pp Reject Both TR 
-, 31G - 
Table 6.5 : Price determination models: Final S2ecifications 
Two-digit SIC sectors, Greek manufacturing 
Sector Model Sector Model Sector Model 
TOT p AC 26 p AC 33 pF 
20 pN 27 PT 34 pN 
21 p N' p AC 28 PF 35 PT 
22 p AC 29 p AC 36 pT 
23 pN 30 p AC 37 pF 
24 p T' pR 31 pN 38 
25 p AC 32 pA 39 pA 
The results of the non-nested test are summarised in table 6.5 which 
also gives the final correspondence between pricing models and sectors. 
A number of points can be discussed with reference to this table. 
(1) On the whole, the performance of short-run price models (neo- 
classical and average cost) overwhelms the performance of long-run 
models (full-cost, target rate of return and normal cost). As can 
be seen from table 6.5 out of 20 sectors where results are produced 
(excluding that i:; sector 38) the short-run pricing models are pre- 
ferred in 13. 
(2) The sectors where the short-run models are preferred are with 
few exceptions consumer and intermediate goods sectors which on the 
whole are expected to have a shorter production and pricing horizon 
than capital goods sectors. Following G. Koutsoumaris (1967) we may 
- Z2? - - 
classify the two digit SIC sectors into consumert intermediate 
and capital goods sectors as follows: 
Consumer Goods: SIC: 20,21922924,26928929939 
Intermediate goods_ SIC: 23,25,27o30931932 
Capital goods: SIC: 34,35,36,37,38 
It can be seen from table 6.5 that short-run models are the 
dominant pricing hypotheses in consumer and intermediate goods 
sectors with the exceptions of 24,27 and 28. On the other hand 
long-run models are adequate descriptions of the pricing processes 
in the capital goods sectors with the exception of sector 34. 
(3) Turning to the performance of each pricing model it can 
be seen that the neoclassical model is accepted in 5 sectors, 
the average cost in 9, the f ull-cost model in 3, the target rate 
in 4 and the normal cost model in one sector (Note that there 
are two sectors r epresented by two models) The neoclassical 
model on the whole performs very well when compared with the 
other models since it is represented in 5 sectors out of a 
possible of 7. The same is also true in the full-cost 
(3 sectors out of 5). The opposite however holds as far as the 
normal cost model is concerned. 
(4) The main reason for the poor performance of the normal cost 
model when compared to other pricing hypotheses is probably due 
to the inevitable existence of some degree of multicol linearity 
in all pricing models except normal cost. Since the values of 
the non-nested test are based (among others) on th'e standard 
errors of the equations compared, which in turn are affected 
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by the number of explanatory variables contained by each model, 
it seems rather expected that the normal cost (which includes 
only one price series as an explanatory variable, while the other 
models a significant number of price and (or) unit cost series) 
is not preferred when compared with all other pricing hypotheses. 
An exception should of course be made for sector 24 for which 
both the normal cost and target rate of return models are accepted. 
However one should note that the main purpose of the normal cost 
hypothesis is not really to present an alternative to the other 
price markup models, since as it is mentioned before, its theor- 
etical content is more or less similar to that of the full-cost 
model. What the normal cost model purports to show is that demand 
changes do not influence the change in prices. 
(5) The model that is mostly represented of all five discussed 
is the average cost model accounting for a little less that 50% 
of the sectors examined. Of the two possible options of the 
average cost model (P A or P AC) the one inclusive Of capital costs 
is largely preferred sicne in only two sectors (SIC: 32 and 39) 
the average cost model exclusive of capital costs is considered 
as the best representation of the pricing generation process. 
(6) Finally the poor results as far as sector 38 (transport 
equipment industries) is concerned require some explanation. 
The fact that none of the pricing models examined in this thesis 
can be considered as an adequate representation of the pricing 
process of sector 38, can always point to the possibility that 
another pricing model, as for example the excess demand model 
-12q- 
can account for the price generation process of this sector. 
More likely however the reasons for our failure to obtain reason- 
able results should be looked into the fact that this sector 
displays considerable hetorogeneity. Indeed sector 38 is rather 
a dual sector since it includes a very small number of large 
firms (shipyards) and a large number of very small firms (auto- 
mobile garages). In such a situation even to contemplate the 
notion of a "product" for this sector is faced with considerable 
problems, let alone the determination of a pricing process. 
Perhaps a solution would be to examine the pricing process on 
a three-digit level aggregation. However such a task would be 
faced with an almost insurmountable data problem. 
The results of the price determination models are summarised 
in table 6.6 which presents the finally accepted versions for 
each sector. Table 6.6 consists of three parts; part 1 gives the 
results of the neoclassical model, part 2 the results of the 
average cost model and part 3 the results of the long-run models. 
The questions set out in the introduction of the thesis can 
be answered with reference to table 6.6. 
The procedure discussed so far for the testing and selection 
of price determination models has been useful in tworespects; 
first it provided for a one to one correspondence between pricing 
models and two-digit sectors and second, by doing this, it also 
provided the framework within which the examination of the rela- 
tive signif icance of the cost and demand inf luences on prices 
can be conducted. Had this procedure not been followed, then we would 
have to evaluate the cost and demand influences on each sector's prices 
for a large number of models, some of which would have certainly been 
mispecified. 
Table 6.6 Final S2ecification Results. Two-digit SIC sectors 
Greek Manufacturing 
Part 1 Neoclassical pricing__model 
Sectors 20 21 23 31 34 
Variables 
? To -0.00817 -0.000171 -0.00783 -0.00233 -0.00371 
(1.136) (1.231) (0.454) (0.970) (1.317) 
4 
dknPw Z7T 0.123112 0.23245 0.37639 0.17249 0.27584 
t-i ii (4.779) (10.580) (10.131) (2.883) (14.039) 
4 
Z7T 
2i dZnPm t-i 
0.583920 0.657614 0.49634 0.645028 0.652043 
(12.204) (13.841) (6.249) (16.987) (7.427) 
4 
ZTr 
31 dZnPc t-I 
0.047444 0.041242 0.081630 0.070779 0.078333 
(1.797) (1.803) (1.867) (2.665) (1.981) 
4 
E7T 
4i dZnY t-i 
0.172883 0.10776 0.076892 -0.051940 -0.135614 
(5.064) (2.661) (3.289) (1.637) (1.881) 
4 
Z7T 
5i clknPB 
0.392765 0.370862 
t-i (4.950) (3.0988) 
Table 6.6 Final Specification Results. Two dieit SIC sectors 
Greek mantýfacturing 
Part 2 Averaee Cost Model 
actors 
. 1, Variable (PAC) 
TOT 21 
(PAC) 
22 
(PAC) 
25 
(P AC) 
26 
(P 
AC) 
29 
(P AC 
30 
(P AC 
32 
(P A) 
39 
(P A) 
Iro 0.00138 -0.00070 0.00400 0.0413 0.00107 -0.00056 -0.0141 0.00316 -0.0023 (0.462) (0.253) (1.219) (1.364) (0.389) (0.258) (0.410) (1.046) (0.746) 
tir ii dZnPw I 
0.28399 
8 915 
0.19707 
4 08 
0.20459 0.27504 0.690216 0.39532 
t- ( . ) ( . 2) (2.436) (6.441) (8.432) - (7.520) 
In dInA 
4 -0.1647 -0.02M -0.15085 -0.10309 -0.13137 -0.10248 ii r t- 1 (3.817) (2.466) (2.210) (4.765) (5.595) (1.956) 
4 Eir dInULC 0.37119 0.081987 0.11451 
(4.128) (2.224) (5.573) 
Ev dInUMC 0.35688 0.59125 0.38132 0.42351 0.35296 0.49629 0.37216 0.77339 0.31733 
21 t-i (3.990) (9-580) (5.857) (3.003) (10.408) (7.160) (6.179) (18.00) (4.861) 
4 Ev dInUCC 0.19754 0.09241 0.05008 0.11075 0.14936 0.06738 0.206109 U t-i (2.410) (3.585) (2.610) (2.493) (2.145) (2.637) (4.392) 
Ev Cu 0.00025 -0.00048 -0.000184 -0.00030 -0.00004 -0.000109 -0.001679 411 t-I (0.710) (1.483) (0.925) (1.328) (0.189) (1.474) (3.478) 
Ell 51 .t 
0.000652 
(1.989) 
z7r Cw 
421 i 
0.000193 0.002125 
t- (1.442) (2.911) 
ff 52 ECWt 
Table 6.6 Final specification Results. Two digit SIC sectors 
Greek Manufacturing 
. 
Part 3 Full cost, Target rate of return and normal cost pricing models. 
Sectors 24 24 27 28 33 35 36 37 Sectors 
V'aýriablestý (1, T) (P (P (P (PT) (PT) R) T) F) (PF) (PF) 
7r a 
b 
EiTlidtnULCN 
t-i i-o 
4 
Zir2, dinUMCNt_j 
i-o 
! 
Tri dIn UCCN 
i-oi t-i 
12 
Zn4idln(K 
i7o t-' 
-0.00566 -0.00721 (0.701) (0.788) 
0.14938 
(1.911) 
0.56645 
(3.898) 
0.25906 
(1.989) 
0.0011 0.01382 -0.00034 (0.270) (1.172) (0.159) 
0.25765 0.33547 0.67837 
(2.226) (2.965) (3.162) 
0.69014 0.57320 0.36457 
(6.769) (3.737) (2.695) 
0.28382 0.16308 
(2.243) (2.263) 
0.15706 
(5.002) 
0.0032 0.00004 0.00087 
(1.069) (0.014) (0.328) 
0.18439 0.22794 0.14679 
(2.007) (2.345) (2.672) 
0.47593 0.49815 0.68283 
(8.059) (4.858) (8.543) 
0.08207 
(2.849) 
ir., dZnPN 
4 
EITS 
Ii 
cu 
t-i 
i-o 
ECU 
t 
Zlr6 
2 jCW t-i 
iT 2 ECWt 
0.79643 
(5.590) 
0.15852 0.18867 
(3.427) (2.878) 
0.000181 0.00110 0.00126 
(0.490) (1.215) (1.296) 
0.000797 
(0.829) 
-0.00016 -0.00022 (1.091) (1.031) 
-0.00085 -0.00073 
(1.468) (1.316) 
-330- 
A very clear picture emerges from the results of table 6.6. 
First, the cost elements overwhelmingly outperform the demand 
elements as far as the explanation of two-digit sectoral price 
changes is concerned. More specifically demand elements are 
found to be important either in the form of income (dlnY) or 
demand pressure varialbe (CU, ECU, or CW, ECW) in 6 sectors alto- 
gether (SIC: 20,21,23 for the neoclassical model and SIC: 25,39 
and to some extent 30 for the average cost model). Second, as 
I 
far as the cost elements are concerned again there is a clear 
indication that short-run cost measures either in the form of 
factor prices or actual unit costs are preferred to long-run 
cost measures taking the form of standard or normal costs. Only 
7 sectors seem to base their price generation process on standard 
costs, as these are given by Table 6.6 part 3. 
The conclusions of this analysis have significant implications 
as far as policy making is concerned. If demand changes have 
relatively little impact on price changes, then the major impact 
of a fall in the level of demand will be on output and employ- 
ment (to a lesser extent) and not on prices. Furthermore the 
volume of profits will fall, although not by as much as it would 
if the price-cost margin was influenced by demand pressures. 
It also follows that demand management policies designed to 
reduce the level of inflation will be met with relatively little 
success. However one can point out that demand management 
policies may have an effect on prices since demand reductions 
would push the prices of inputs (wages and materials) downwards. 
Such an effect would be achieved through the combined effects 
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of (a) the reduction in demand in the market of those inputs and 
(b) the attempts by industrial firms faced with declining demand 
f or their product to push the ef f ect of that to the suppliers of 
their inputs by negotiating lower input prices. 2 
But perhaps the most important conclusion that can be drawn f rom 
this thesis is the fact that policies designed to reduce inflation 
should take into account the particular circumstances of each in- 
dustrial sector. Application of macroeconomic policies that take 
a uniform approach as far as industrial prices in Greece are con- 
cerned will be faced with limited success since the pricing pattern 
of individual sectors is greatly diversified. 
S 
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Notes 
1. By the time the calculations on this non-nested test were com- 
pleted a similar test by R. Davidson and S. G. McKinnon (1981) came 
to our knowledge. This test is computationally easier than the 
H. M. Pesaran (1974) test or its non linear version (See H. M. Pesaran 
and A. S. Deaton (1978)ý In comparing the two tests H. M. Pesaran 
(1982) has produced a Monte-Carlo study which demonstraýed that 
his test rejects the trua model in small samples far more frequently 
than it should. A brief description of the Davidson and McKinnon 
test is as follows. 
Suppose that the model 
H0: y =Xbl + Wb 2+ el 
where y is the vector q observations on the dependent variable 
X and W are the matrices of observations on the regressors, 
is the correct model and we wish to test it against the alter- 
native non-nested model. 
H1: y=Z Yl + 
Wy 
2+ e2 
where Z and W are the matrices of observations on the non- 
overlapping and overlapping regressors respectively. 
The Davidson and McKinnon test consists of estimating the compound 
model 
y O&)(Xb +Ay 1.2) + 
01A 
where y is the f itted value of y under H1 and in examining the 
significance of parameter d. If a is insignificant we conclude 
that the model under H1 must be rejected against the evidence of 
the data and H0 combined. 
2. See M. C. Sawyer (1983) 
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APPENDIX 3 
This appendix contains 5 sectionseach of which des- 
cribes analytically the generation of consistent sectoral 
series on the following variables: The wage rate index (Pw), 
the materials price index (PM), the price of capital services 
index (Pc)., the "other prices" index (P B) and the Capacity 
Utilization variable based on the Wharton method (CW). The 
first four variables belong to the neoclassical model, but 
they are also used in the construction of unit costs employed 
in the markup models. The Wharton Capacity Utilization vari- 
able is. used in all markup models as a measure'of demand 
pressures. 
A. 3.1. -The wage: rate: 
index 
In order to construct a price of labour index we 
require quarterly data on the various categories of employment 
mentioned in section (2.4), on hours worked and on labour 
remuneration. 
The methodology is described below. Data drawn from 
publichsed sources are either from AIS or LS. The first stage 
is concerned with the construction of "corrected" quarterly 
series on the various employment categories that are consis- 
tent on a yearly basis with the information on employment as 
provided by AIS. The second stage deals with the correction 
of labour remuneration variables corresponding to each cate- 
gory of employment used, so that a consistent (to AIS) quar- 
terly series on labour bill is generated. This procedure is 
repeated for each of the two digit SIC sectors in the study. 
Let 
subscript y denote yearly data 1963-1977, y=1 ... 15 
q denote quarterly data 19631-1977iv, cT=1 ... 60 
and carrets (ý) denote generated quarterly series 
Also let 
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LTy = total yearly employment of wage and salary earners (AIS) 
LTy'= total yearly employment of wage and salaried earners cal- 
culated as an unweighted average of quarterly employment 
of wage and salaried earners (LS), i. e. 
LT-y ý(LTyj + LTyii, + LTyiii + LTyiV)/4 
where i, ii, iii, iv correspond to the four quarters 
of year y. 
LTq 42 totalquarterly employment of, wage and salary earners (LS) 
My = yearly employment of salaried earners (AIS) 
LWY = yearly employment of wage earners (AIS) 
. 1, LSq = quarterly employment of salaried earners, males and 
females (LS) 
LWq = quarterly employment of. wage earners, males and females (1, S) 
LSy '2 yearly employment of salaried earners, males and females 
calculated as an unweighted average of quarterly employ- 
ment of salaried earners (LS), i. e. 
My 
.= 
(LSyi + LSyii + LSyiii. + LSyiv)/q 
My = 
LSMq= 
LSFq= 
LWM-q= 
LSFq= 
yearly employment of 
calculated as an unw 
ment of wage earners 
quarterly employment 
quarterly employment 
quarterly employment 
quarterly employment 
wage earners, males and females 
aighted average of quarterly employ- 
(LS), i. e. Cu-J-1 =(LuJyj+L%J\jjjtWjIi) t IU VA 
of male salaried employees (LS) 
of female salaried employees (LS) 
of male wage earners (LS) 
of female wage earners (LS) 
-Corrected quarterly employment for the four labour cate- 
gories is defined ds 
LS y (A3.1) LSMq MY LSMq 
(A3.2) LSFq ý LEY * LSI? q 
MY 
(A3.3) LWMq =, Llly * LWMq 
rw-y 
(A3.4) LWFq = LWY * LV? Fq 
MY 
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Furthermore and in relation to the criteria about con- 
sistency and reliability set forth in chapter 
2 we can observe 
the following identities 
(A3.5) LTq-LSq+LWq-=(LSMq+LSFq)+(LIIMq+LWFq) 
(A3.6) LSy=-LSyi+LSyii+LSyiii-I-LSyiv=- 
Msmy, ýýmYn+IsIlyiii +Ic; MyV) + (LSFyj4lSFyjj4ISFyjjj4lSFyj. v) 
Identity (A3.6) states that if we add the generated 
quarterly employment for male and female salaried earners 
for 
the-four quarters of any year y of the period under study we 
will get. the. same number as that provided 
by the yearly figures 
published in AIS. The same condition 
(A3.7) holds for 
' 
the 
wage earners. In other words idýntity 
(2.8) holds with the 
generated quarterly data (if we exclude proprietors 
and wor- 
king family members (LRy)). 
(A3.7) LWy: --LWyi + LWyjj + 
Lllyiii + LWyiV 
+IM + (INEY +Il'lFyii+IIV +INFiV) viv 
For the generation of quarterly remuneration indices 
-for the four categories of 
labour, i. e.. for wage and salary 
indices for males and females we need to define the 
following: 
SBy 7 yearly salary bill (males and females) 
(AIS) 
STy = yearly average monthly salary (males and 
females) ((LS)f 
calculated as STy =(STyi+STyii+STyiii+STyjv)A 
STg = average monthly salary for males and females corresponding 
to a quarter* (LS) 
SMq = average-monthly salary for males corresponding 
to a 
quarter (LS) 
SFq = average monthly salary for femalos-corresponding 
to a 
quarter (LS) 
WBy yearly wage bill (males and females( 
(AIS) 
WTy yearly average hourly wage rate (males and 
females( (LS) 
calculated as WTyOýTyj. +WTyii+WTyiii+WTyiv)/Lý 
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WTq = average hourly wage-rate for males and females corres- 
ponding to a quarter (LS) 
WMq = average hourly wage rate for males corresponding to a 
quarter (LS) 
WFq = average hourly wage rate for females corresponding to 
a quarter (LS) 
II. Ty = yearly average weekly hours worked for male and female 
wage earners (LS) calculated as: 
R-Ty 1--(HTyi+HTyii+HTyiii+HTy iv)/q 
HTq = quarterly average of weekly hours worked for male and 
female wage earners (LS) 
HMq"= quarterly average of weekly. hours worked for male wage 
earners (LS) 
IIFq quarterly average of weekly hours worked for female wage 
earners (LS)' 
49 it is assumed that wage earners (manual workers) work 
. 49 weeks per year, or 294 days per year, which is equi- 
valent to, 4., 08333 
' -working 
weeks per month, or 12.25 
working Weeks, per quarter. 
Generated quarterly labour remuneration, i. e. salaries 
and wages for males and females i's defined as 
SBy 
_- (A3.8) SMq =-* SMq 
12ýUT-y*LSy 
SBy 
_ (A3.9) SFq ý -- -* SFq 
12*L"ry-*LSy 
w. 
(A3.1 0) WMq =. - 
WBy 
__ * wmq 
LWy*WTy*Fi£-y*49 
(A3.1 1) IlFa WBy WFq 
, 
LWy*W-Ty*! I-Ty*49 
Generated quarterly total labour bill is defined as the 
sum of each labour category, i. e. 
(A3.12) LBq (1-175'. *3*LSMq*SMa)+(1.175*3*LSFq*SFq)+ 
+(1.175*12.25*Wýq*HMg*IMiq)+(1.175*12.25*WFq*lirq - *Ik7Fq) 
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where 3 in the first two brackets accounts for the fact that 
we h ave average monthly figures for employment of sa- 
laried earners and sa2aries and we want to generate 
. qudrterly figures for labour bill 
. 0.175 accounts for employers contributions. Data on 
labour bill include employee's contributions but ex- 
clude employers contributions to social insurance 
agencies. Social insurance legislation does not apply 
a unified premium but on the contrary the contributions 
vary according to the risk associated with the job, 
to the location of the firm and to the type of insu- 
rance provided (See for example T. Georgakopoulos 
(1977) p. 80). The premium was assumed to be the same 
across sectors due to lack of more precise information 
at a rate of 17.5% (Note that A. Kintis (1970), p. 88 
. calculates employer's contributions at a rate of 17%). 
Wage rate can now be defined as the weighted average 
of wages and salaries for male and female workers per quarter 
where the weights are the shares of each employment category 
to total employment. 
(A3.13) Pwq (3.525*Smq) + (3.525*SFq)**E-Ua + 
LTq LTq 
+(14.39375*WMq*IL *HFq) Mq)*-LWMJ- + (14.39375*WFq 
LTq LTq 
which is-equivalent to 
(A3.14) Pwq 
LTq. 
A3.2 The materials price index PM 
The construction of materials prices is based on infor- 
mation provided by the Input-Output Tables, which are avai- 
14ble on a yearly, basis from 1958-1977 (See Th. Skojintzos and 
G. S. Mattheos (1980)). They consist of 35 sectors of production 
and provide information on each intermediate input purchased 
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by these sectors at constant 1970 prices for each year covered. 
input price indices may be con. ýtrucbed as follows: 
Let 
subscript y denote yearly data 
q. denote quarterly data 
i denote 2 digit SIC industrial sbctor (20.39) 
i. e. i=I... 20 
denote an input-output sector i. e. j=I... 36 
.. 
Materials price index for sector it PMjy, is defined 
as a weighted average of prices charged by j sectors for 
puT, chases from sector i; the prices charged by the j sectors 
are the final output prices of those sectors (Pjy); the 
weights are the shares of an int , ermediate purchase of sector 
i from sector j to the total of intermediate purcý ose, 3 of 
sector i (from sectors J) Algebraically we have for a yearly 
materials price index. 
34 
(A3.15) PM = T- ijy P iy 34 jy J=1 T-Qijy 
JCI 
for il*l... 20, J=l ... 34 
where PMiy ý materials price index of sector i 
Qij ý intermediate purchase of sector i from sector j 
Pjy ý output price of each j. sector 
Itis obvious that inputs from each i sector to itself 
are excluded and this *. explains the sumnation up to 34 and not 
35. Also, as it will be shown. below the two digit SIC sectors 
. directly correispond to the sectoral disaggregation of industry 
used by the input-output tables. 
In equation (A3.15). the Qi- Is are provided by Input- jy 
output tables. Pjy's are the final output prices of the j 
sectorg.. These sectors are given in table (A3.1) with their 
code- numbers and theii: correspondence with the 2 digit SIC clas- 
sification. The pjy's are approximated as follows: 
Table A3.1: Input-Output sectors and corres22ndMce with 2 d! Eit SiC_(20-39) 
input-Output 'SIC'classification 
(1) Agriculture, Livestock? Forestry, Fishing 
(2) mining, Quarrying, Salterns 
(3) Proces sed Food 
(4) Beverages 
(5) Tobacco 
(6) Textiles 
'(7) Fwtwear 
(8) clothing 
(9) wood 
(10), purniture 
(11) paper 
(12) Printing and Publishing 
(13) Leather 
(14) Rubber Products 
(15) Plastic Products 
(16) Basic and other Chemical 
(17) oil refining and by-product industries 
(18) cament. 
(19) Glass and Glassware 
(20) Constxuction materials and other non-imtal products 
(21) Basic metal products 
(22) Mtal products 
(23) machinery and appliances 
(24) Electrical machinery 
(25) Transport means 
(26) miscellaneous manufacturing 
(27) Constructions 
(28) Electricity-Gas-ýiater 
(29) Transportation 
(30) Cmmunications 
(31) Trade 
(32) Bankingr Other financial institutions and insurance 
(33) Other Services 
(34) Housing 
(35) Public Services 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
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(a) For sectors (1) and (2) of the Input-output tables 
we used the "wholesale J. _price 
index 
" 
offinished 'products of 
local primary 12roduction for, home consum2tion" with regard to 
agriculture and mining respectively. Data are taken from the 
"Monthly Statistical Bulletin" that provides information on 
wholesale price indices in monthly and yearly figures. 
(b) For sectors (3) to (26) that correspond to the 2 
digit SIC classification we used the "wholesale 2rice indices 
of finishcd_products of local industrial production for home 
consumption" (Sectors20-39), All these indices are provided 
by tpeMonthly Statistical Bulletin with year 1970 as the 
base year. 
(c) For 
, sectors 
(27)-(35). there are no published price 
indices. The only possible approximation for these sectors 
is to u, se, implicit deflators that are provided in the National 
Accounts (Ministry of Coordination (1976) pp. 58-59 and 196-197). 
Quarterly material price indices are constructed in a 
similar pattern with that of yearly prices. 
(A3.1 6) PM 
34 Q ijq *p. for i=l... 20., Jýl ... 34 iq 
T-- 
. 34 jq j=l T-.., "Jjq 
and where Qjjq = Qij (') = Qij (") = Qij ("') = Qij (iv) --- Qijy 
i. e. we assumed that the share of an intermediate purchase 
of-sector i from sector j to the sum of intermedidto purchases 
of sector i that. is expressed in yearly figures is the same 
fo. r each and every-quarter (i) of year y. This is a plausible 
assumption to make, particularly when compared to assumptions 
used for the construction of input price indices in other 
studies as for example in 0. Eckstein and D. Wyss (1972) where 
the corresponding shares are constrained to be constant through- 
out the period of construction. 
The PjqIs are obtained from the same sources as the Pjy's. 
For each quarter we take the average of three monthly figures. 
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ror sectors (27)-(35) of the input-output tables, the implicit 
deflators are expressed only in yearly figures. The assumption 
that is used to generate quarterly data from the yearly impli- 
cit deflators is t hat they'follow the quarterly pattern of the 
consumer Price Index. The Consumer Price Index is obtained 
fromthe Monthly Statistical Bulletin and is expressed in 
quarterly data by taking the average of three monthly figures. 
So far we have discussed the procedure. by which input 
price indices are generated for each two digit SIC sector. 
Total manufacturing sector is excluded from this procedure. 
For total manufacturing. the"'Index of. wholesale''prices-for*raw 
materials -and semi-manufactured -2oods I: -General Index. " is used 
that is published monthly by the'Stat-istical* Bulletin of the 
Bank of Greece. Quarterly data are obtained, by averaging 
monthly figures. 
I 
A3.3 The Price of Cý, pital Services*,: Pc 
In this section- we will describe the derivation of a 
user-cost of capital formula based on the neoclassical theory 
of investment behaviour. The model follows closely the work 
by D. W. Jorgenson . (See, for example D. W. Jorgenson (1963), 
-D. W. Jorgenson (1965. ), D. W. Jorgenson and S. A. Stephenson (1967a) 
(1967b)(1969), R. E. Hall and D. W. Jorgenson (1967), D. W. Jor- 
genson and C. D. Siebert (1968),, D. W. Jorgenson (1974)). A 
tax equation is introduced to account for the effects of tax 
and other. allowances granted to Greek manufacturing firms. 
The section consists of three parts; the first derives the 
model augmented to account for the peculiarities of the Greek 
tax system. The second deals with the calculation of the 
user-cost. In the third we discuss a method used for the 
splitting of the yearly user-cost figures with quarterly ones. 
*A3*. 3. *1*., , The Model 
The standard neoclassical formulation, of the theory of 
investment behaviour requires that the demand for capital 
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services (and the demand for other inputs of the firm) is do- 
termined. in a way that maximises the net worth of the enter- 
prise. Assume (a) that the levels of output and each variable 
input are constrained by a production function (b) that the 
rate of change of capital stock is equal to investment less 
replacement. and (c) that replacement is proportional to capital 
stock. Maximization of net worth implies that a detailed re- 
presentation of the tax structure that the company faces is 
required.. Such a representation should take into account that 
in the absence of tax, investment will carry to the point 
where the gross rate of return equals the cost of. borrowing 
and, -the stream of depreciation needed to recover capital. The 
introductýion of tax reduces the expected rate of return on the 
one hand, but on the other reduces the cost through the various 
tax allowances such as accelerated depreciation, investment 
allowances, interest rate subsidies, etc. 
Let the difference between revenue and outlay on both 
the current and capital account. be Z. Note that all variables 
refer to years y (y=1 ... 15) and. sectors i (i-1 ... 21). Then 
(A3.17) -Z :: P. Q - S. L -PI k* 
where PjsjPk are the prices of output, variable ihput and 
investment in capital stock respectively, and 
QjLjI are the quantities of output, variable input and 
investment in. capital stock respectively 
For the introduction of the tax equation let 
T the amount of direct tax payable by the firm 
u the rate of taxation on net income 
v= the proportion of depreciation that may be charged 
against revenue less outlay on the current account in 
measuring income for tax purposes 
w the proportion of cost of capital chargeable against 
-pre-tax profits for tax purposes 
6 the rate of depreciation 
T= the cost of capital 
k= the stock of capital 
1 -1.542. - 
The tax equation may be defined as 
(A3.18) -T ýu [P. Q - S. L -Pk (v " 8+14 * T) Yl 
Net worth, V, is defined as the integral of discounted 
revenue less discounted outlay on both the current and capital 
account, less discounted direct taxes, where (p is the rate of 
discount 
Co 
(A3.1 9) V-ý 1 e-cpt [Z -T] dt 
0 
Net worth is maximized subject to two constraints. 
The first is the production function. 
(A3.2 0) F(Q, K, L) ": 
where it should be noted that capital services and not the stock 
of capital is the input of the productive process. The second 
is an assumption about replacement investment. 
0 (A3.21) Ký I-6k 
i. e. the rate of ch4nge of capital stock is equal to investment 
less replacement, replacement being proportional to capital 
stock. 
Maximization of net worth (A3.19) subject to (A3.20) and 
-(A3.21) requires the. formulation of-the usual Langranzian 
expression (A3.22). 
CO 
(A3.2 Z) R ý- 
0 
[e-(Pt(Z' T) +. ko F (QiL#K) +ZI (k-1+6k) ] dt 
The first order conditions have been derived elsewhere 
. (R. E. Hall and D. W. , 
Jorgenson. (1967)) and need not be repeated 
here. It is possible to derive the marginal productivity con- 
dition for capital services as 
Pk 1-uv )6+( 1-uw). r 
ýQ 
[( 
I --u 1-u 
(A3.23) 
a-Ij - 
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from which the user-cost of capital may be defined as 
(A3.24) Pc - Pk ('(" _uv) .6+ (-I, -Uw 1-u I-u 
Transformation of the tax equation to account for spe- 
cific conditions pertaining in the Greek legal system with 
reference to manufacturing requires the definition of the 
following variables 
the percentage of capital stock that may be charged 
against revenue less outlay on current account to 
cover the value of investment, future losses, etc, 
There is a number of legal decrees passed on through- 
out the period under examination, on which we are 
able to collect information. The total amount of 
tax deductible from revenue less outlay on the cur- 
rent account is '"Pk k- 
p= the, percentage of investment cost that is granted 
in the form of tax and duties exemptions, since most 
of capital investment in machinery is imported. 
In this respect the amount deductible is P.. P k .1 
With these two modifications equation (A3.18) can be written as 
- 
(A3.18') T=u [P. Q-S. L-7Pk(v. 8+w. -r+X)k-P. Pk. I] 
Note that the term p. Pk. 1 is deducted from the'revenue 
less outlay account irrespective of the amount of profits that 
are subject to tax, since the allowance of taxes and duties 
is applied before the investment items enter the productive 
process. With the modification (A3.181) the user cost equa- 
tion becomes 
(A3.25) PC :: Pk E (1-p-U. v)6 +( 
1-P-U. w ) -r -* (* 
, )XI 
1 -u 1 -u r--u I 
Calculations of user cost are based on equation (A3.25) 
This is the subject matter of the next subsection 
A3.3.2. Calculation of theuser-cost. 
prior to the calculation of the user cost wereciuire 
data on-capital stock and profits which are not available for 
the Greek manufacturing. The methodology of generating data 
for profits and capital stock is described below. 
A3.3.2(c Ca ital, stock. In order to calculate capital 
stock for two digit SIC sectors we need information on the 
following: 
(a) Gross investment per year 
(b) An assumption about the usefu 
,1 
life of depreciable 
assets (depreciation rate) and 
(c) An evaluation of the existing capital stock in the 
beginning of the period 
Gross investment per year.. Annual Industrial Sur- 
veys (AIS) provide data on gross investment per year classified 
a ccording to whether the item is bought new or used and accor- 
ding to the nature of the investment item. There are six cate- 
gories of investment items according to the (AIS): 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
Machinery and mechanical equipment 
Buildings 
Transport means 
Furniture and fixtures 
Lots and sites 
Other fixed items 
For each of the above six categories AIS provide data 
on new items, used. items, and sales and destructions. Although 
it is not permissible to use aggregates of heterogeneous cate- 
gories it is practical to condense the above six categories 
into two as follows: 
Machinery - (1)+(3). and 
Buildings = (2)+(4)+(S)+(6) 
and of course for each of the above two categories we add 
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items bought (new and used) and deduce sales and destructions, 
We can therefore generate gross investment per year, per soc- 
tor on machinery and buildings. 
(b) Depreciation rate. The investment plans of firms 
are inextricably bound up with decisions concerning whether or 
not to continue operating the oldest machinery and equipment. 
The need for replacement represents a reduction of the capacity 
of capital stock in the current period to produce a flow of 
capital services in the following period. The assumption is 
that replacement investment generated by previous acquisition 
of capital goods is-distributed over time. A particular form 
of-this relationship is based on the geometric distribution 
of replacement over time. This leads to the hypothesis that 
replacement investment is proportional to capital stock. 
Formally 
(A3.2 G) IR 5k 
where IR -'ý replacement investment 
depreciation rate = 1/?,., where X=useful lifetime 
of depreciable assets. 
Furthermore capital stock is generated as follows: 
(A3.27) K : -- K-1-IR_I+GINV 
where K= Capital stock and GINV. ý'- Gross Investment 
Combination of (A3.26) and, (A3.27) yields 
(A3.28) -K ý GINV* + (1-6)K_l 
which generates capital stock from data on gross investment 
and an assumption about depreciation rate (6). Since infor- 
mation about 6 is not available we followed A. Kintis (1973) 
in ýLssuming 6=2% for buildings, implying a useful lifetime of 
50 years and 8=5% for machinerytimplying a useful lifetime of 
20 years. These depreciation rates are applied uniformly to 
all sectors despite R. Krengel and D., Mertens's (1966) comment 
to the contrary. With the above assumptions capital stock's 
- 3L(c - 
generating equations are (subscripts B, M are for buildings and 
machinery respectively). 
(A3.29). KB ý GINVB+(0*98)y%-lB 
(A3.30) KM ` GINV m +(0.95)x-lm 
(A3.31) KB+M ýK B+Km 
Capital stockon thebeginning of the: porkod. 
Information for capital stock for year 1958 is provided by 
A. Kintis (1973), pp 170-171. It is easy to construct data 
for 1963 having the 1958 data by using equations (A3.29) and 
(A3.30). -Note that A. Kintis's data for sectors 27 and 28, 
30 and 39t 31 and 32 are aggregated. I-To assumed that for 
-each of two parts of aggregate data the share of capital stock 
is equalto the share of investment between each pair during 
19-58. 
(d) "Accountiný, 7_" depreciation. The depreciation rate 
that corresponds to the economic (=useful) lifetime 9, f- capital 
X 
was. assumed to be 0.02 for buildings and 0.05 for tchinery. 
In-practice the State allows higher depreciation r1tes in'order 
to stimulate investment through increased profits. These rates 
differ among. companies according to various criteria such as 
the kind of depreciable asset, the legal form of the company, 
the location of the company., according to. whether the machinery 
in Greek or foreignly bought, etc. Furthermore various legal 
de6rees-passed on during the period under study continuously 
alter these depreciation rates in the light of industrial 
development polipies considered by each Government. Such a 
perplexity of depreciation rates granted, made it extremely 
difficult to assess the true accounting depreciation rates 
without resorting to. the use of data drawn from the balance 
sheets reported by companies with'the legal form of-limited 
liability or soci6t6 anonyme. Such an information is only 
available from the annual editions of the Confederation". of 
Greek Industries (CGI). In particular, we have data on gross 
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capital stock in buildings and machinery from which we are 
able to calculate gross investment, since 
(A3.32) GINV (CGI) ý Gross K (CGI) - Gross K-1(CGI) 
Moreover CGI also provides data on net capital stock 
for buildings and machinery from which we can calculate the 
"accounting". depreciation rate for buildings (B) and machinery 
(M), as : 
'* . 
net. KCGI (B) ý7GINVCGL (-B) (A3.33)1-8cc ,: (B) net K CGI (B) - 
and 
. 
(A3.31ýj- 
netK CGI (M), -GINVCGI, , 
C(3i (m) net K CGI (M) 
A3.3.2 (b) Calculation. of net. 
_prof 
its.. It was mentioned 
in chapter 2 that net profits are a part of an identity, (2. '2), 
expressing the various elements forming the Value Added (VA). 
Distinguishing between"economic"and "accoupting" depreciation 
we can have the following identities for "economic" and 
"accounting" profits: 
(A3.35) PROF (A) ýVA-LB-(0.175*LB)-EMWM-DEP(EC)-INS-INT-IU2? 11-- 
-ADV- (UJ4+AGENT-VlW. NS+PTr) 
(A3.36) PROF (B) ý--VA-LB-(0.175*IB)-EmRFY: -DEP(Ac)-INs-INT-rEyiý-ADv- 
(IAW+ACEZIT+TRMS+PIIT) 
Each of the above items was approximated as follows: 
VA -ý, Value Added, data drawn from AIS 
LB 'receil2ts of : em]212yed , salary and wage bill, data drawn franAIS 
'(0.175-xm) -. 'empl, overs contributions (See section A3.1) 
EMREM ý em2loyers remuneration. It refers to non-paid family 
members provided that they work at least 3 hours daily 
and to-employers provided that they are not considered 
, as employees. The latter 
is the case for most of the 
personal companies having thelegal form of joint-stock 
or partnership. AIS provide data on the number of em- 
ployees and non-paid family members. It was assumed that 
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the average salary is what it would be paid, if they 
were considered as employees. Average salary is the 
ratio of salary bill by the number of salaried earners 
as that is provided by the AIS. 
DEP (EC) * pý DEP (AC) -2 - economi'c and -accounting, 'depreci, ation. The 
method for calculation was explained before 
INS = Insurance ex2enditure. AIS as a rule provides no infor- 
mation on INS. Nonetheless the 1970 issue (AIS11970) 
p. 106-107 provides data on insurance premium from a 
sample of 2170 industries. on the assumption that infor- 
mation provided byi: his sample holds true for the popula- 
tion at the same year we calculated insurance expenditure 
for each sector during 1970. Furthormore it was assumed 
that insurance expenditure is 'proportional to sales. 
Since we had no other information but the 1970 sample, 
we applied the ratio of insurance expenditure to sales 
for 1970 for the whole period 1963-1977. insurance ex- 
penditure-is therefore calculated as 
(A3.37) INS ý- 
INS 1970 
* GPV# GPV. - Gross Production Value GPV 1970 1970 = refers to the 1970 sample 
INT----Interast bill plus banker'. s: commisgion. Data on finan- 
cial expenditure as well as borrowed funds are provided 
by CGI for a sample ponsisting of the total of companies 
that. have the legal form of limited liability or soci6t6 
anonyme for each year of the period 1963-1977. We are 
thus able to calculate the cost of borrowing by dividing 
data on financial expenditure by borrowed funds. On the 
assumption that the cost of borrowing funds for the CGI 
sample is the same as that of AIS we only had to calculate 
borrowed funds for the AIS sainple. Since this information 
isunavailable we proceeded as follows-, 
CGI provides data on fixed capital stock working capital 
and borrowed funds. The ratios of (a) working capitai 
to fixed capital and (b) borrowed capital to total capital 
(fixed and working capital) from the CGI sample were 
4 
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applica to fixed capital from AIS in order to estimate 
working and borrowed capital for AIS firmst on the as- 
sumption that the two ratios are the same for both CGI 
and AIS samples. Multiplying the cost of borrowing by 
the borrowed funds for AIS we are able to calculate the 
financial expenditure corresponding to the AIS firms. 
Let I 
WK working capital 
BF borrowed funds 
FE financial expenditure 
Then, 
NI ý4K 
(A3.38) WK . CGI Y, B+M C; GI k 13 -1-M) 
CGI. (A3.3 9) BP : -' * (WK+K B+M) I (B +M) +TIN CGI 
(A3.4 0) FE -ý* 
* FE 6GI 
* BF BF CGI 
. ADV = pAverti'sing-expenditur'e. Data on advertising cxperidi- 
r4p. 1ýý 
ture are provided only in two AIS-Conducted in 1963 and in 
1970. We are able to calculate the amount of advertising 
expenditure per firm in the two samples and by multiplying 
that with the number of firms from AIS for 1963 and 1970 we 
obtain the amount of advertising expenditure for the years 
1963 and 1970. Since advertising is a function of sales we 
can calculate the ratio of advertising to sales by-dividing 
the amount of advertising in the two sample years to GPV for 
those years. The 1970 ratio is used to generate advertising 
expenditure for the years 1970-1977 (as shown by (A3.41)), 
while for the years 1963-1970 we interpolate between the 1963 
and 1970 ratios. Formally we have 
ADV 1970 SAMPLE *NOF 
. 
'' 
N, 0F9.7,0 SAMPLE :ý'ý: 
1.93 
-0 (A3.41) ADV = GPV, 970 
* GPV 
i 
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and similarly for the 1963 sample I where NOF is the nurber of firms 
RENT =' rent expenditure. AIS do not provide information 
on rent expenditure except for the 1970 sample. We can cal- 
culate the rent expenditure per firm in the sample. On the 
assumption that rent increases followed the Consumer Price 
index during the period, rent expenditure is calculated as 
RENT1970 SAMPLE (A3.42). RENT NOF * NOF 
*P 
CON 1970 SAMPLE 
where P= Consumer Price Index CON 
LAW = expenditure for lawyers o-ffices., accountinq offi-ces, - 
organi, zati= offices tax and, control'offices, etc... 
agentg and brokers commission, research expenditure 
and patents 
TRANS = transportation ex2enditure 
PTT -ý, POstr telephone,, ''telcgraphýan-d-subscril2ti'ons'expenditure 
The procedure for calculating the above items is the same 
as that followed for RENT and ADV. Formally we have 
(A3.43)'-LAW ý 
LAW1963 SAMPLE * NOF *P NOF CON 1963 SAMPLE 
AGENT 
. 1970 SAMPLE NOF 
(A3.4'4) ACE NT 
NOF 19- 70 'SAMPLE - . 
1.970 
GPV 
GPV 1970 
(A3.4 5) TRANS 
VRANS1970 SAMPLE GPV G. Pv 1970 
(A3.46) PTT ý 
RTT 1-970 SAMPLE * NOF *P NOF 1970' CON 
Having approximated all items on the right hand side 
of equations (A3.35) and (A3.36) it is then possible to cal- 
culate profits (losses) as a residual for each year and each 
two digit sector. Turning to-the elements of the user cost 
equation (A3.25) each one of them can be calculated as follows: 
-351- 
- A3.3.2 (c) ... Cal'cul'ation 'of the 'tax-rato (u) . There is 
a number of different tax rates applied in the Greek manu- 
facturing companies depending on the legal form of the com- 
pany and other parameters. A company may have the form of 
a partnership, joint-stock, limited liability or soc16td 
anonyme. Tne first three types of companies are not taxed 
as legal entities but the profits reported are'taxed on the 
names of the shareholders of these companies with a tax rate 
that depends on the amount of income that the shareholders 
declare generated from their company and other sources as 
well (personal income tax). The tax rat. applied on soci6t6s 
. anonymes. is differentiated. depending on whether profits are 
retained or paid in as dividents. Retained earnings are taxed 
as income of the soci6t6anonyme wherýoas dividents are taxed 
as personal income of the shareholders according to legIsla- 
tive decrees 3323/1955 and 3843/1958. The latter is further 
differentiatea depending on whether the shares are issued to 
the bearer or not. 
The tax rates on. (retained). earnings of the soci6t6s 
anonymes are further differentiated dep'endýng on whether the 
company draws. capital from the public through the'Athens Stock 
Exchange or not and on whether' the'socifte" anonyme is Greek 
owned, foreignly owned, or has the -legal form of a cooperative. 
The latter distinction does not exactly apply to the tax rate 
but to thedifferent allowances that are'granted to Greek com- 
panies vis-a-vis foreign ones. For example for Stock-exchange 
companies the tax-rate on retained profits is 35%, while for 
those not in the Stock-exch4nge the rate is 40%. Moreover 
shares issued to the bearer for stock-exchange companies are 
taxed with 43% whereas shares that are not issued to the bea- 
rer are taxed with 38%. The correpponding figures for the 
non stock-exchange soci6t6s anonymes are 43% and 47% (See 
also J. Joannos (1980) (1984)) 
It is clear therefore that a unified tax-rate is not 
applicable as far as equation (A3.25) is concerned. (See also 
G. Break and R. Turvey (19G)4)). The'only way out is to use 
the effective tax rate. ' This is constructed as follows: we 
have two'groups of companiqs: soci6t6d anonymes (S. A) and 
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personal companies such as partnerships, joint stocks and 
limited liability companias (P. C. ). First we calculate the 
share of profits that correspond to (S. A. ) and the share of 
profits that correspond to (P. C. ) companies per year and 
sector. Since the profits of (S. A. ) are taxed differently 
depending on whether profits are retained or distributed, 
what is of interest is only the retained portion of profits 
of (. S. A. ) since the distributed part is taxed as personal in- 
come of the shareholders. 
The following identity is useful 
4 
(A3.47) PROF(B): ---PROP(P. C. 
)+PROr(RT. S. A. )+PROF(DIS. S. A. ) 
where PROF(B) =. accounting profits, defined before 
PROF(P. C. ) = profits ot personal companies 
PROF(RT. S. A. ) ý retained profits of S. A. companies 
PROF (DIS. S. A. ) = distributed profits of S. A. companies 
Annual publications by the NSSG of the bulletin, "Stati- 
stics of declared income and taxation of'legal., entiti, es" are 
useful in providing information on the above categories of 
profits: (A) the table "Legal entities reporting net_profi 
or loss by kind of legal form by*sector of industrial-acti- 
vity" that contains information on the following: (1) Net 
income based on balance sheets (2) Net income reported after 
tax reformulation (3) Taxable. (retained) income (4) Tax due. 
(5) Non-taxable (retained) income and (6) Loss. *(B) Further 
information is provided on the following (1) Untaxed income 
according to various legal decrees such as l. d. 4002/59, law 
. 
147/67, l. d. 1313/72'dnd l. d. 331/74, (2) Distributed income 
and (3) Retained income. Retained income of societ6s ano- 
nymes can be defined in the terminology of, "Statistics''of 
declared 'income and -taxation of Tegal- enti-ti-es" bulletin as 
(A3.48) PROF(RT. S. A. ) ý (Net income reported after tax refor- 
Mul'ation)+(Non-taxable retained in- 
come) -(Loss) -PROF (DIS. S. A. ) . 
Calculation of PROF(PC) can be approximated as a resi- 
dual from (A3.47), since all other elements of (A3.47) have 
been generated. We are able therefore to calculate the shares 
of-two different (in the taxable sense) categories of profits; 
PROF(PC) and PROF(RT. S. A. ). To arrive at a figure for u 
used in equation, '(A3.25) we have to estimate the tax rates of 
the two categories of profits just mentioned. 
Tax rate, of retained S. A. 'profits '(UA). The first 
table of the "Statistics of decl'are'd ib'come and 'taxation of 
legal entities" bulletin provides data on tax due. Dividing 
data-on taxes by retained income of S. A. companies we get UA* 
Tax rate of distributed S. A. profits and )2, ersonal: 'com- 
NSSG publishes annually"'The Publ'ic''r. inance'Sta- panies (UB) 
tisti, cs" where there is'information on income taxation. 
Tax authorities distinguish family income into six categories, 
one of which refers to merchants and industrialists. We have 
data on family income reported, exemptions and deductions, 
taxable income and total tax. The tax rate uB is the ratio 
of total tax over family income for category "merchants and 
industrialists". - Since, there is no detailed information the 
personal tax rate applies uniformly to all-sectors. 
Tax rate u can now-be defined as a weighted average 
Of UA and'UB' where the weights have been defined previously 
(A3.49) uuA* PROF 
(RT. S. A*. ) +Uý PROF 
(DIS.. S. A. )+PROF (PC) 
PROF(B) B- PROF (B)- 
A3.3.2(d) Calclulation of 6(economic depreciation) 8 
is the actual depreciation rate that represents the wear and 
tear of the capital stock. The various assumptions about 6 
were discussed before. Since we have two types of investment 
assets 5 is calculated as the weighted average of deprecia- 
tion rates for buildings, 6B, and machinery, 8M, where the 
weights are the proportion of capital stock in buildings (kB) 
to total capital stock. and the proportion of capital stock in 
machinery-(KM) in total capital stock. Formally 
K 0.02 K +0.05 K, M 
(A3.50) 8 =, 5 B* +6B B+M B 'K K +K MK +K K +K BMBMBM 
I -3S4- 
A3.1.3.: (e): Calculation of v. v is the proportion of 
depreciation rate that is charged against revenue less out- 
lay on current account for tax purposes. As it was mentioned 
before, one of the incentive schemes used by the State to 
generate investment is the depreciation rate that firms are 
allowed to charge against their profits. A n=ber of legal 
decrees have enacted increased depreciation rates throughout 
the period under study, aiming to stimulate investment growth 
based on various criteria such as the geographic location of 
the company, the technology of the investment asset, the amount 
of annual investment expenditure,. the destination of the pro- 
ducts (exported or to home markets) the branch of manufacture 
etc. (See also N. Tsoris (1984)). Since v is the proportion 
of depreciation rate that is. deduced from profits for tax 
purposes it can be defined as the ratio of "accounting" to 
"economic" replacement. Economic and accounting depreciation 
have been defined previously,.. v can therefore be defined as 
(CGI) 13* K B)'+ (8(CGI)MýlY (A3.51 K B +K M) '5B +M 
-, A3.3.2 (f) Calculation of investment-implicit deflator 
Pjý.. There are two types of investment assets; buildings and 
machinery. - The implicit deflator for total investment is the 
weighted sum of-price for investment in buildings and price 
for investment in machinery. The weights are the proportion 
of gross investment in buildings to total gross investment 
and the proportion of gross investment in machinery to total 
gross investment, all expressed in constant 1970 prices. 
The price f6r inVestment in buildings was approximated 
as follows: - National Accounts of Greeceprovide data on 
gross domestic asset formation, in current and constant 1970 
prices for the following categories; Dwellings, Other buildings, 
6ther Construction and Works, Transport equipment and other 
equipment (See National Accounts of Greece (1976) pp 122-125 
and 152-155 and Provisional National Accounts (1980 pp. 68 
and 79)). PINV(B) was'calculated as the ratio of the sum of 
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"other buildings" and "other construction and works" in cur- 
rent and constant 1970 prices. Due to the lack of more de- 
tailed information it was further assumed that this price was 
the same for all sectors., 
The same is not true for investment in machinery, 
PINV(M), where for example the typical investment unit in 
textiles does not have the same price as that of chemical in- 
dustries. Prices for machinery that correspond to the two 
digit industrial sectors were provided by the Center of 
Planning and Economic Research and are given in table A3.2. 
As far as PINV(M) for the total manufacturing sector, infor- 
mation by T. Scountzos (1979) was used. PK is then estimated 
as: 
Table A3.2: PUW(MJ' *Lm2licit deflator for investment in mchinýýa and 
Irechanical ýýwEi7t= scale mapufacturlacr, 
Jiýft 
imý 
ý16ctors 
22-27 
20-21 28-29 
TOTAL 30-31 23 24 25-26 32-33 34 35 37 38 39 
1963 0.828 0.884 0.905 0.846 0.887 0.849 0.905 0.827 0.830 0.937 0.932 0.987 
19G4 0.864 0.872 0.894 0.846 0.874 0.874 0.894 0.838 0.827 0.978 0.931 AM 
1965 0.855 0.881 0.897 0.881 . 0.879 0.879 0.897 0.852 0.863 0.902 0.933 0.996 
1966 0.895 0.902 0.914 0.922 0.898 0.893 0.914 0.870 0.890 0.961 0.932 0.984 
1967 0.925 0.923 0.932 0.947 0.922 0.933 0.932 M77 0.902 0.964 0.937 0.970 
1968 0.967 01917 0.924 0.941 0.916 0.933 0.924 0.871 0.910 0.954 0.941 0.974 
1969 0.934 0.938 0.939 0.950 0.936 0.938 0.939 0.929 0.948 0.952 0.948 0.976 
1970 1.000 . 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 
1971 1.152 1.079 1.071 1.105 1.080 1.061 1.071 1.122 1.085 1.042 1.066 1.083 
1972 1.336 1.173 1.165 1.222 1.174 1.. 229 1.165 1.221 1.187 1.132 1., 275 1.194 
. 1973 1.495 1.372 1.350 1.462 1.373 1.435 1.350 1.448 1.368 1.266 1.402 1.384 
1974 1.754. 1.572 1.538 1.679 1.572 1.740* 1.538 1.805 1.814 1.406 1.581 1.559 
1975 2.105 1.829 1.796 2.126 1.828 2.079 1.796 2.138 1.981 1.669 1.808 1.829 
1976 2.447 2.228 2.154 2.396 2.227 2.472 2.154 2.496 2.229 1.872 2.292 2.096 
1977 2.739 2.493 2.410 2.682 2.492 2.767 2.410 2.793 2.495 2.095 2.565 2.346 
0 
-3 Sr. - 
ENV B 
(A3.52) PK ý PINV(B) PINV (B) + PINV PINV(M) GI 
. -a 1w. .G GINVM B-, '. -' '. M, 
I14VB 
+ PINV (B) 
+ PINV PINV(B) PINV(4 
-A3.: 3'. 2; (.! j): facIcillation 'of cost of 'capital (T) There 
is no consensus in the literature as to how this variable should 
be. defined. The'redson is that the structure of financing of 
industry is difEerent among countries and consequently the 
variables that constitute 'T cannot be unique. The peculiari- 
ties of. the Greek financial system with special emphasis to 
capital financing in the industry have been discussed by many 
authors notably by D. Galanis (1963), H. Ellis (1964), D. Psilos 
(1964), L. S. Lolos (1966), S. G. Andreadis (1966) and recently 
by D. Halikias (1978) and N. Tsoris (1984). 
In principle industrial investment in Greece may be con- 
sidered to have the following sources of finance (A) External 
Sources.. Borrowing from Banks or non-banking institutions 
which can be short-term or long-term financing. Short-term 
borrowing, is used to finance working capital, inventories and 
credit advances to trade. It is not uncommon however for 
Greek manufacturing enterprises to resort to short-torm bor- 
rowing to financethe acquisition of fixed assets. Long and 
medium term borrowing is used in principle to finance invest- 
ment, in fixed assets (buildings and machinery). Yet again it 
is rather common practice particularly for large industrial 
companies to use long-term borrowing to finance their working 
capital'. Evidence of the fact that long-term bank funds are 
invested not in fixed assets but in inventories and accounts 
receivable is also provided'by G. C. Bitros (1981). 
(B)''Internal: Sources. As internal sources of finance 
we consider retained earnings and depreciation allowances, 
since the third option, borrowing from the public through the 
Stock Exchange, is practically unavailable. The ratio of own 
funds to borrowing was and is very low in Greek manufacturing 
as a whole. ' This isbel'ieved to be one of the most serious 
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impediments to industrial growth in Greece particularly when 
one considers the fact that industrialization process in 
other countries was based for the most part on internal sour- 
ces of funds, especially on the accumulation of retained pro- 
f its. 
In the light of the abovelthe definition of T has to 
be constructed in a way that incorporates all the sources of 
investment financing practically. used by Greek industrial 
firms. T is therefore defined as a weighted average of the 
short-term interest rate, the long term interest rate and the 
rate of return on (own) capital, where as weights we used the 
share. of short-term borrowing, long-term borrowing and own 
capital to the sum, of total borrowing plus own capital for 
each sector and-year. 'Formally 
SB *:... ..... LB * OF (A3.53) 'rl '. S'S-+LB+OF + 'r2' * SB+LB+01; + Ir 3* SB+LB40F 
where short-term interest rate 
., v 2= long-term 
interest rate 
= rate of return on (own) capital 'C3 
-SB. = short-term borrowing 
LB = long-term borrowing 
OF = own funds 
ýor = Data on borrowed funds (BF) that correspond to the AIS 
sample were estimated previously as well as data on working 
capital (WK) Since total capital (TC) is the sum of working 
capital and-fixed capital stock we can approximate own capital, 
OF, as 
(A3.54) OF ý'- TC-BF - WK+K-BF 
SB, LB_ Data on borrowed funds are distributed between short- 
term (SB) and. long-term (LB) according to the information 
provided by the Bank of Greece monthly bulletin on the "breakdown 
of credi't, ýto: industry. by -sectors" by using outstanding balances 
at the end of the period. Since the Bank of Greece sample of 
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industries is not the same as that of the AIS (actually it is 
larger since it includes the whole of industry and not only 
large scale'industry), the usual working assumption is made 
that the proportion of short and long-term borrowing that 
exists in total industry per sector per year is the same with 
that of large scale industry. There is a possibility however 
that the shares thus generated are biased upwards with regard 
to short-term borrowing and downwards with regard to long- 
term borrowingr since in effect there is no long-term borrowing 
in small firms (see also K. Nicolaou 
T, The interest rates on short and long-term borrowing V-72' 
were obtained from the Bank of Greece monthly bulletin, table 
"interest rates, on bank credits" and refer to the maximum of 
interest rates per period. In addition to the interest rates 
we added a commission of 1% that is charged for working capi- 
tal (short-term loans) and 0.5% for long-term loans. Both 
interest rates varied very slightly throughout the period 1963- 
1973. Whenever therewas a change within a year the interest. 
rate was calculated as a weighted surn 
ItAs defined as the ratio of PROF (A) to OF. 3 
-A3.3.2. (h), Calculation of w. It is the proportion of the cost 
of. capital that is deduced from profits for tax purposes. 
D. W. Jorgenson and S. A. Stephenson (1967a) define w as the ra- 
tio of net monetary interest to the total cost of capital. 
Net monetary interest is defined as 
ý(A3.55) 'r 
SI3 +2 *' 
2_3 
BF BF 
Total cost of capital is defined by D. W. Jorgenson and 
S. A. Stephenson (1967a) as the product of the cost of capital 
(T), capital stock at constant prices and the price of invest- 
ment goods, PK 
Capital stock in constant 1970 prices is given by 
(A3.56) K* + K* 
Bm 
S 
1 -359- 
where (A3.57) 
GINV, 
.. 
B PINV (B) (0.98)K* 
(A3.58) K. *,. 
GINVM 
+ M" VINV (M) (0.95)K*I(M) 
Capital stock in the beginning of the period was defla- 
ted by the investment implicit deflators for buildings and 
machinery as 
(A3.59) K* 1963(B)'. '. -- 19 63 (B) PINV (B) 1977 
and 
(A3.6 0) K* 
(M) 
1963(M) VINV(M)196j 
W can therefo're be defined as 
(A3.61 W- Ir 
-r. Pk. K7ý' 
A3.3.2. (i) Calculation of 'p. p is the percentage of duties 
and tax allowances on investment. "Public Finance Statistics" 
provides tables containing data on the value of imports and 
on import duties and other taxes on the. various categories 
of the Greek customs tariff book. Out of the various catego- 
ries for commodities the one that corresponds to imports of 
capital goods is category 16, "machinery and mechanical ap- 
pliancest clectrical_equipment, 
_ 
parts thereof". Note that 
imports of machine. ry do not refer to industry alone but to 
the total of Greek Economy. From these tables wo can calcu- 
late the following: 
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(a) The value of imports of category 16 (b) The value of im- 
ported machinery that is not subject to duties and tax 
(mostly turnover tax) for various reasons (C) The percentage of 
duties and taxes that would be-charged if the non-taxable 
amount was being taxed. The product of (b) and (c) gives the 
value of duties and taxes not collected, i. e. gives the value 
ofduties and tax allowances (DUT). 
p can be defined as the ratio of DUT Oy GINV(r,,, i. e. 
ýOT)m 
DUT (A3.62) p GINV 
IN (TOT)M 
Note that there is a serious possibility that the va- 
lue of p is overvalued since the denominator is not the 
amount of investment in machinery of the total economy as it 
should in principle be, but the total investment in machinery 
in manufacturing. On the other hand, had we divided DUT by 
the total economy investment we would have undervalued p 
significantly since duties allowances usually (but not exclu- 
sively) referto industrial investment. Note also that ? is 
the same for all sectors, since sectoral information is 
unavailable'. 
A3.3.2. (j) Calculation of investment allowances X.. 
Governments, frequently a ttempt to stimulate aggregzýte invest- 
ment with the use of various investment schemes in conjunc- 
tiQn with the corporate income tax. In that sense X can be 
viewed as representing the proportion of total capital that 
4jeducted from. profits in order to cover the value of invest- 
ments, future losses etc. During the period under examination 
various legislative decrees of major or minor significance 
were passed all of which were directed in easing the condi- 
tions for industrial. development. A full description of these 
legal decrees can be found in G., Cottis (1980). Quantifiable 
information is provided for the following laws: 
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(1) legislative decree 4002/59 as amended by law 4171/61, 
further amended by legislative decree 916/71 "on taking gene- 
ral measures for the assistance of the economic development 
of-the country". 
(2) law 147/67 on "incentives of industrial development" 
(3) legislative decree 10.78/71 "on taxation and other 
measures for strengthening. regional development" 
(4) legislative decree 1313/72 "on measures strengthe- 
ning tourist development" as amended by legislative decree 
1377/1973 and 
(5) legislative decree 331/74 
in order to calculate X we should estimate the allowances 
provided by the above legal decrees and then divide the amount 
of various allowances by the capital stock for each year and 
sector. Formally 
(A3.63) X= allowances (4002/59+146-/67+107ý/71+13_73'/7,2+331 
Z-94)_. 
'<B+M 
Data for allowances are recorded analytically for all 
the laws mentioned above in the "Statistics of declared in- 
com, 3i and taxation'for legal entities" bulletin. K B+14 was ap- 
proximated before. 0 
The calculation of Xis the last element of equation 
. (A3.25) that had to be'approximated. Yearly data on 
ýc can 
now be calculated on the basis of equation (A3.25). Table A3.3 
provides thesa data for the 21 sectors of the Greek manufactu- 
ring. 
M. 3.3. ' Calculatioft 'of Quarterly data 
All elements included in equation (A3.25) are yearly 
since by definition, capital, profits, tax rates etc. # are 
all defined on a yearly basis. On the other hand, All other 
Table A3.3 User costof capital; Large Scale imnufacturing; two dic 
. 
jit SIC bectors 
SECIOR 
YFAR 
mr 20 21 22 23 24 25 26 27 28 29 
1963 0.09334 0.09094 0.09662 0.07929 0.09134 0.08352 0.07960 0.07577 0.09808 0.11048 0.09786 
0.09255 0.091r. 0 0.09136 0.07802 0.09., AG 0. Oti-1U2 0.07602 0.0u552 0, übb23 0.1061. )5 
1965 0.09950 0.01)838 0.01)39.1 0.071)23 0.0983ri 0.08a7.1 0.072B1 0.01f1-17 0.0u493 0.10570 0.1(JU2B 
1966 0.09995 0.10154 0.09822 0.08983 0.10813 0.09147 0.08210 0.08929 0.095552 0.10771 0.108G7 
1967 0.10573 0.10672 0.01)237 0.08761) 0.10t131) 0.01)101) 0.0904,11 0.01sCol 0.01)410 
1968 0.10889 0.104b6 0.09941 0.08121 0.10873 0.09617 0.08437 0.0960! ) 0.09c55 0.11214 0.10492 
1969 0.10217 0.09530 0.09512 0.09034 0.10522 0.09334 0.07632 0.09420 0.09447 0.10977 0.10134 
1970 0.10982 0.10949 0.10858 0.09407 0.1148-1 0.09716 0.07905 0.10456 0.11176 0. IIGIO 0.11197 
1971 0.11415 0.11718 0.11085 0.09983 0.12037 0.08503 0. OG')GO 0.10636 0.10410 `Ob 0.1. o. ii ni 
1972 0.13445 0.12592 0.11827 0.11594 0.13303 0.10802 0.08593 0.11594 0.12121 0.12762 0.11b95 
1973 0.16277 0.16233 0.14737 0.13628 0.16801 0.13574 0.12098 0.15003 0.14296 0.15513 0.153G1 
1974 0.24192 0.23748 0.22723 0.20118 0.24227 0.21513 0.19875 0.23609 0.23327 0.24543 0.23214 
1975 0.27362 0.26757 0.26750 0.24587 0.29901 0.25177 *0.20966 0.27583 0.23738 0.27987 0.27493 
1976 0.35038 0.33076. 0.32316 0.27739 0.35314 0.31590 0.31002 0.32800 0.30012 0.34164 0.32991 
1977 0.40943 0.39103 0.38867 0.32801 0.41519 0.37754 0.37754 0.38512 0.34641 0.40371 0.39126 
Table A3.3 User opst of capital, Large Scale manufacturing, two digit SIC suctors, CM17=0 
SECIVR 
30 31 32 33 34 35 36 37 38 39 
YFAR 
1963 0.09477 0.09324 0.11301 0.07437 D. 09045 0.09577 0.09771 0.03305 0.08884 0.0099 
1964 0.08724 0.08150 0.11245 0.08221 0.07823 0.09837 0.09527 0.08801 0.09784 0.08841 
1965 0.09344 0.09565 0.11225 0.08964 0.09530 0.10294 0.09636 0.08808 0.09786 0.08265 
1966 0.10325 0.10106 0.11850 0.08709 0.09351 0.10924 0.10322 0.08722 0.10004 0.05567 
1967 0.10689 0.10837 0.1170 0.0805B 0.10042 0.10827 0.10411 0.06999 0.10412 U. 09177 
1968 0.10379 0.10833 0.11215 0.08636 0.09220 0.104ss 0.10234 0.08507 0.10599 0.10223 
1969 0.09752 0.10103 0.11108 0.09314 0.09435 0.10429 0.09423 0.00139 0.10651 0.10311 
1970 0.10870 0.11211 0.1208i 0.09211 0.11126 0.11425 0.10713 0.08195 0.11102 0.1155-1 
1971 0.11307 0.11130 0.12339 0.09217 0.05494 0.12093 0.11227 0.09630 0.11373 0.11865 
1972 0.12475 0.12832 0.13425 0.09994 0.12599 0.13481 0.12191 0.11012 0.12322 0.12863 
1973 0.15562 0.14760 0.15917 0.13106 0.16786 0.16525 0.15696 0.13648 0.16277 0.15745 
1974 0.21843 0.2232G 0.22099 0.19594 0.20597 0.25970 0.24375 0.1809 0.25122 0.24619 
1975 0.22381 0.25533 0.24488 0.23G42 0.25165 0.29321 0.27238 0.21992 0.27906 0.28154 
1976 0.27799 0.30045 0.32843 0.28204 0.29810 0.34817 0.31793 0.28173 0.32541 0.33095 
1977 0.33280 0.35323 0.38120 0.332U3 0.351G9 0.41217 0.38156 0.32215 0.402CO 0.39017 
-3G2- 
variables entering the neoclassical equation are expressed 
in quarterly data. A number of possible options war 
,a 
open 
with regard to the elements of equation (A3.25) as far as the 
generation of quarterly data is concerned. However the assump- 
tions that would have been used for such a generation would 
have been far from realistic. As a better way out it was de- 
cided to obtain quarterly data not on the arguments of equa- 
tion (A3.25) but on the user-cost variable itself. The usual 
procedure consists of freehand or mathematical methods of 
drawing a trend through the given annual data which affords 
approximations to the required quarterly figures. Various P", 
criteria have. been used for these approximations. Here we 
follow a method put forward by Boot et al (1967) according 
to which the criterion for gener4ting quarterly from yearly 
figures is the minimization of the sum of squares of the se- 
cond differences* 
Assuming that there are n. years, we wish to minimize 
4n 2 (A3.64) E 
where Ax x i+i--li 
subject to 
4K '. 
(A3.65) 'E xi =t k (Ký: l 12 
- i=4K-3 
th 
where xi stanas for the i. quarterly total 
tk for the. given yearly total in year Y, 
The solution to the minimization of (A3.64) subject 
to (A3.65) is provided by Boot et al (1967). Application of 
this method for each observation presented in table A3.3 
provides quarterly data for the user cost of capital (Pcq). 
FLnally Pc. was expressed in index form by taking the average 
. to 
quarterly values of 1970 as the base i. e. 
-16 a- 
100 
1.9.7; 0:: L, +. lý9.7,0. ii+. 1: 970ýili. i. I 
+. 1,9.70 iv 
4 
A3.4 The, "'other prices index" P 
The construction of other prices index is based on 
equatiorý (3. S4) repeated here 
p 
yt-yit 
Bit Yty it 
py PG t it 
using information from the Input-Output tables. Total demand 
is disaggregated in these tables into intermediate demand con- 
sisting of 35 sectors plus final demand. Quarterly figures 
for total domand are obtained by using the quarterly shares 
of money supply defined as the sum of currency circulation 
and sight deposits (Monthly Bulletin, Bank of Greece, various 
issues) as in (A3.66). 
msqj (y) 
(A3.66) MSSor 4 
j! l 
msqj(y) 
where j is a quarter of year y. 
.4. 
own demand for each-sector i is expressed in quarterly 
figures by using INDSq defined in equation (2.19) in the text 
(2.19) INDSq 
IND 
qj_(y)_ 
4 
INDqj(y) 
PY t isdefined as the implicit GNP deflator using infor- 
mation from National Accounts. Quarterly figures of PYt are 
generated by using the shares of consumer price index obtained 
from the Monthly Statistical Bulletin and defined as 
(A3.67) PCONq = ... 
4. *. PCON 
qj (Y) 
4 
E PCQNqj(4) 
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Quarterly figures for p. can now be defined as 
(A 3'. 6 8) p 
Yq-yiq 
Biq y q iq 
py y *PCONq PG iq 
where (A3.69) Yq -'ý Y*MSSq 
(A3.70) Yiq "I Yi*INDSq 
and as before subscripts yjq refer to yearly and quarterly 
figures respectively and subscript i refers to two digit SIC 
sectors 
A3.5. The Wharton Capacity Utilization Index 
The Wharton Capacity utilization index is defined in 
equation (3.118) in the text as 
W 
Qt 
Qc t 
Capacity output Qc is. generated by a process of linear t 
interpolation between succcessive peaks based on the series of 
actual output Qt. Actual output is measured by'the gross pro- 
duction, value expressed in constant 1970 prices. This section 
will describe the procedure by which capacity output is gene- 
rated according to the Wharton method and give the figures 
of capacity and actual output for each two digit SIC sectors 
(Figures A3.1-A3.21). The computational rules by which Qc t 
is generated-are the following: 
(1) The actual output series is regarded to have a 
peak at quarter tj provided that the following two conditions 
are met. 
(A3.71) Qt >Q t-1 
(A3.7). ) Qt > max (Qt+l I Qt+2) 
.6. 
In other words, a peak occurs in each quarter' where 
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actual output exceeds the level of the i=ediately proceeding 
quarter and also the level of the two succeeding quarters. 
This is the general rule for dater'mining the peak quarters, 
however, because of its generality it cannot cover all pos- 
sible cases and so further rules have to be set. These rules are 
(2) In the case where output stays constant, then capa- 
city output is chosen on the basis of 
W. 71 ) Qt > Qt-l 
(A3.73) Qt : -- Qt+i 
Wi, 74) Qt+S > Qt+S+i 
where 
i. e. where output re: bains constant then the first of the capa- 
city output's S,. is cho-sen. 
(3) Another possibility might bethe case where output 
declines from a peak in one quarter and then returns to that 
level. Then on the assumption that capacity is rising over 
time, the first output peak Qt is selected as the appropriate 
single capacity peak. Formally 
(A3.71) Qt > Qt-l 
(A3.75) Qt. ý max(Qt+,, Qt+2) > Qt+3 
(4) A rule is required to cover the possibilitywherb 
actual output exceeds the line fitted by interpolation between 
two successive peaks. Such a situation will result to 
ot > Qc which will'give a value Wt greater than unity. In t 
this case a new slope is derived by fitting a linear trend 
from the last cyclical peak to the present value of the'out- 
put index Qtj which thus becombs an effective peak. 
(5) Finally a iule is, required for interpolating between 
peaks. Let Qc and Q c- be peaks (j ý 3) and the slope of the t, ti 
line segment connecting them 
-36(, - 
c 
. Qt 
ýhen let output Q t-k M4j) be the output of some "inter- 
peak" period. The Wharton method, - computes capacity output 
as 
cc 
Cct -Q. i. - -) - 
ý(A3.76) Qt-k " Qt-i + (J-k) 
*-From which an index of capacity utilization in (t-k) 
is given as 
11 
(A3 . 77) W 
()t-k Qt-k 
t-k cckcc Qt-k Q (Q tt Qt 
The basic assumption of the Wharton method is that it 
assumes that capacity grows at a constant absolute amount for 
several periods, (interpeak periods) and then switches to 
growth by a different constant amount for another set of periods 
and so on. Compared to the time trend method it provides a 
better representation since the assumption of constant growth 
is not applied f or the whole period. Compared however to other 
methods generating capacity output, the main disadvantage is 
that the Wharton procedure regards capacity output as a single 
function of time and does not relate output to inputs. First 
itis unreasonable to assume that each peak selected represents 
the same, intensity in resource utilization. If for example 
the economy fails to surpass what is perceived as a major peak 
not because it has reached its productive potential but 
because of a decline in demand, then utilization rates at the 
neighborhood of the peak will be biased upward. Second it is 
also unreasonable to assume that potential output grows at a 
constant rate between peaks. Thirdly it is the problem of 
extrapolating capacity output. Since extrapolation is based 
on, the same procedure with which output peaks are determined, 
then it is amenable to constant revision since the*last capacity 
output (last peak) may not be so, depending on the new 
-3G7 - 
observation. If projected capacity growth is greater than 
actual capacity growth, the computed capacity uýilization 
rate is biased downwards. Capacity utilization data for 
recent periods by using the Wharton methodishould be treated 
with caution particularly when' there are reasons to suspect 
that the economy has undergone a structural shift. 
Nonetheless despite its obvious-disadvantages the 
Wharton method provides for a quick and eas ily computable 
method for generating capacity utilization series. 
I 
4 
-3Gi- 
Appendix A5 
A5.1 Introduction 
In this appendix we will describe the methodology by 
which a precise pattern of lags can be derived between unit 
laýour. and unit materials costs and prices. The analysis is 
based on the works by J. Carlson (1973), K. Coutts, W. Godley 
and W. Nordhaus (1978) (henceforth CGN) particularly chapter 3 
and W. Godley and W. Nordhaus (1972). Section A5.2 discusses 
the derivation of the production period (9) and provides empi- 
rical estimates of 8 for the two-digit SIC sectors of Greek 
manufacturing. In section A5.3 the pricing policy and the 
pattern of lags of both unit labour and unit material costs 
is discussed and derived. Moreover empirical estimates of 
these lags are given for both ULCN andýUMCN. Finally section 
A5.4 is concerned with the derivation-of the unit labour and 
unit material costs that are based on the application of the 
lag patterns derived in the previoussection. 
A5.2 The 2roduction period 
A crucial question facing the firm when entering the 
productive process is to establish. a procedure by which to 
attribute value to the goods produced. In principle the va- 
luation of the product is-actually a problem of attributing 
value at the various costs incurred by the firm in the produc- 
tive process. Since at any point in time the firm will employ 
a number of productive factors that will be stocked at least 
temporarily, the problem of attributing value to the product 
is actually similar to the problem of stock valuation. 
Accounting principles in valuating. stocks range between two 
ex-Eremes: First in First outprincipleý: (FIFO) by which the 
firm does not adjust its final price in a period of rising 
prices until stocks of inputs bought at lower prices are 
exhausted, i. e. the valuation is based on historic Alosts, and 
Last in. First out (LIFO) by which the. firm adjusts its price 
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instantaneously to a change in cost, i. e. the valuation is 
based on replacement Costs. An intermediate accounting prac- 
tice between historic and replacement pricing is the average 
cost pricing by-which purchases of materials and labour are 
V. alued at average cost. It will be proved that there is a 
precise time lag relationship between cost and price changes 
irrespective of the accounting valuation practice used by 
the firm (it is obvious that since under replacement cost 
prices move simultaneously with costs this time lag is actu- 
ally zero). A necessary-precondition for the calculation of 
the time lag between cost and price changes is the derivation 
of ýhe production lag. 
Thatime'elapsed from the point production on an item 
starts until that item emerged from the productLon process as 
a finished good is the physical. production period. Here we 
will be concerned with the time period that elapses between 
the purchase of initial inputs and the final sale. (There 
is a slight difference between the two production lags, see 
CGN note 3, p.. 41).. 'In what follows the production period 
will be derived both graphically (see'CGN)'. and formally 
, 
(see J. Carlson (1973)).. 
Consider two firms: , Firm A that buys and sells commodi- 
ties without any processing. The firm sells goods in the order 
in which it buys them, and the average length of time between 
a purchase and a sale-- i. e. the production period - is deno- 
ted by e. if the firm practices historic. cost pricing then a 
step rise of x% in costs will be transmitted into a rise in 
x% in prices after e periods (time periods throughout are assu- 
med to be quarters). If the firm practices replacement cost 
pricing the rise of x% in costs wil 
*1 
be transmitted into auto- 
matically. Consider now. Firm B that does-not buy materials, 
since its'production consists solelyof its own value added. 
on the assumption that value added is spread out evenly through- 
out the production period, then under historic cost pricing 
a step rise of x% in labour cost will be transmitted into a 
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x 
5% rise in. prices after thefirst and each subsequent quarter 
until one whole production period has elapsed. Under replace- 
ment cost pricing a X% r: ise in labour costs will be transmitted 
into a x%. in prices automatically. 
Making the picture more realistic we consider now a 
third firm, Firm that combines the essential features of 
both firms. Moreover it is necessary to suppose that a part 
of materials enter, the productive process at the beginning and 
the rest (fuel, spare parts and other consumable materials) 
enter*throughout the productive process in the same way as 
value added.. To the-extent that materials enter throughout 
theproductive process a step increase of x% in their cost will 
be transmitted into priced in the same way as firm Bj-i. e. 
prices will rise' 
2ý%' (times the proportion of materials that 
do not enter in-the beginning of the production process) per 
quarter, until 8 quarters have elapped. 
The value of 8, the. production. period*can be estimated 
provided that we have. 'data on stockstsales and the cost compo- 
sition of sales. Furthermorewenedd information on the pro- 
p. ortion of materials that enter the productive process in the 
beginning and also-we need to assume that all. other. inputs 
apart from materials 'that enter in the -beginning (i. e. value 
added, fuel, spare parts, and other consumable materials) are 
added evenly throughout the productiVe*process.. Figure A5.1 
provides a diagrammatic representation for the production pro- 
cess of the three typical firms discussed. 
For firm A, total stocks, abscd, are the value of goods 
in process and are equal to the period of production, 0, times 
the quarterly volume of'purchases of materials. Denoting 
sales by, -'X--m op*crx, 
then the period of production e is equal 
to the ratio of stocks over sales, i. e. 
(A5.1) Firm A eý= 
S 'ab*cd.. 
3? 'op*q-r 
For firM B, total stocks are the value of'goods in 
'Figure A5.1 
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process, equal to 1/2 the period of production in quarters 
times the quarterly volume of sales. If sales, X, is equal 
to st*uv and stocks, S, equals to 
1 
ef*fg, then the period 
of production for, firm B is equal to 
(A5.. 2) Tirm B 2S ef*fq xst*U; ý 
(The fact that 
twice as much as that 
given that both firms A 
of sales and the same 
progress hold by firm 
ted, firm B's stocks i 
the production period for firm B is 
of firm A, can be easily understood 
and B have the same. quarterly value 
production period; thenj 'since work in 
B will be: on-average 
, 
only half comple- 
will be worth half of those of firm A's). 
Firm C has both initial entry materials and progres- 
sively added materials as well as value added which enter 
progressively"throughout the production period. Total pur- 
chases per period are ik of. which ij are bought-at the begin- 
ning and jk. are bought progressively while kZ represents 
value added. For Firm C. the total value of stocks is equal 
to the value of the Initictl entry materials -timed the produc- 
tion period (hi*ij) plus half the product of the production 
period and the progressively added inputs (materials and va- 
lue added) i. e. mj*jt hi*jZ 2 
If we designate by-a-the share of materials in sales 
and by-b-the share of materials that enter initially out of 
total materials bill, then total stocks for firm C will be 
(A5.3) S= (hi*ij) +. -2(hi*jk) 
Since, X - quarterly sales = wx*xy wx*it = it, 
equation (A5.3) becomes 
1, I 
(A5.4) S- (O*ij) +7 0(1 -ij) 0 (O*ii)+ -Y G(x-ij) 
From which Ois, equal to 
I 
(A5.5) eýs 
ij+ 1 -ij) I (x 
-1371- 
- ik Si. nce a- - 1-Z , 
ij b IIE , ab = 
Pt- 
- x' 
equation (A5.5) becomes 
(A5.6) Firm C E) = 2S , X (1 +ab) 
The value of 8 in the three firms described so far de- 
pends on stocks and sales (for firms A and B) and also on the 
proportions a and b (for firm C). it is obvious that the types 
offirms depictedby A and B are rather unrealistic descriptions 
of a typical industrial firm, however they are presented in the 
analysis, since they constitute limiting cases of firm C. 
For example-in (A5.6) if b=o, then all inputs enter progressive- 
ly in the productive'procegs which is the case of firm B. If 
b=1, then all material inputs enter at the be4inning and only 
value added is added progressively (combination of firms A 
and B). Finally if a=b= .1 
we have the'case of, firm A which 
only buys and sells without, any productive process (merchant 
firm). 
The*preVious des'criptive 'analysis for the'determination 
of 0 can also be presented-formally since it will help in 
tnderstanding the. limitations of the assumptions used. The 
model is continuous and is based-on the work by J. Carlson 
(1973). A discrete counterpart can be found in C. C. Holt and 
F. Modigliani (1961). Let- 
s(t, t-u) = work in progress at-time t of items whose production 
began at time t-u 
e= production period 
x(t-u+8)' - rate of production of finished goods at time t-u+e, 
i. e-. of items which emerge 8-periods after work has 
started 
X(t) = sales at period t 
S(t) = stocks held at Period t 
M(T) = rate of materials added per unit of output at time T 
W(T)-= rate of value added, added per unit of output at 
time 'r 
a= the share of materials in sales, Assumed constant 
-373- 
the share of materials that enter in the beginning 
of the productive process ., e. total materials 
The gross v, alue of production of finished goods equals 
by definition total materials and total value added used. 
Therefore for a unit of output we have 
(A5.7) s [rq( -r) +w -r) ]d -r 
0 
The rate of work in progres's at time't of items that 
began at time t-u. equals the rate of finished production that 
will occur at time t-u+8f multiplied by the proportion of out- 
put thatis*completed after time u in production. That is 
U 
(A5.8) s (t,. t-U) -x (t-u+E)) I[m(, r) +w (, r) JI d -c 0 
In order to obtain an expression of the total value of 
stocks held at period t, we have to integrate over all levels 
of work in process 
09 
(A5.9) S (t) ýf S'(t , t-u) duz-!, x (t-u-ke) 1 rm (-r) +w (*0 1 cl-r du 
CP 0 
Work in process is seen-to depend on output, the rate 
at which materials and-value'added are inserted into the pro- 
ductive process and the production period e. In order to 
derive a specifi 
*c 
expression about 0 from equation (A5.9) 
further assumptions are required on the cost structure of the 
production process and'on the rate at which the value of work 
in progress increases during different stages of the produc- 
tion process. 
Assume first, that the rate of sales per period is 
constant 
t 
(A5.10) X(t) I X(V)dv 
t-I 
If we also assume that m(-c). and w(T)- are'constants, 
then from (A5.7), 
m+w 
-3, +ý - 
Substituting (A5.11) into (A5.9) and assuming that sa- 
les are constant we have 
0u E) u0. 
(A5.1 2) SMx11 d-cdu= 2ý x1 du 2- XE) 
.0e 
dcduý 'u 1 '2 -2 
0000 
froM which by dropping the t-notation we have 
(A5.1 3) E) ý' 2-S x 
Equation (A5.12) has not taken into account the d division 
of inputs into. initi 911M_ al entry and progressively added further- 
more-that in the-share of materials in production -a- there 
is a proportion -b- of materials that enter in the beginning. 
Inco rporating this information together with the assumptions 
that progressively added inputs have value added at a uniform 
rate and that initial entry inputs have no value added during 
the production process, but have an initial value which is 
proportional to the rate of finished output, we can write 
equation (A5.13) as 
(A5.14) S (t) X [ab+ 
U1 
«1 -b) a. + (1 -a) d-r du 
0.0 
which upon integrating and dropping the t-notation becomes. 
=X Cabe+ (1 -ab) 
The equation for the production period [(AS. 6) or its 
equivalent (A5.14)] was based on the assumption that within 
the period t-u+8 production is constant at a rate x. However, 
(see J. Carlson . (1973))-if we assume that production increases 
at a-linear rate X, then 0 will be underestimated if it is less 
than 1--5, the reverse holding for linearly decreasing produc- 
tion-. That is if 
x(t-u+B) is substituted by x(t)[l+X(8-uj then from (A5.10) 
we have 
tt 
(A5.15) X(t) I x(v)dv= I X(t) Cl+, %(E)-U)3 d(x-u)ý XMO+ý) 
t-I t-1 
0 
- 3n- 
and also from equation (A5.9) with assumption (A5.11), we have 
6=x (t) .1 (A5.16) S(t)=X(t) I[i+Ä(Oý-u)]lldu 8 zxo - : IÄG 1 17 
! X(t) (3E)+XO 2 6- 
Consequently 
2S (t) (A5.1 7) 2 (: E) -- :3 +3 X/2 
which for positive X is- greater than' 0, if E) > 3/2 
Despite this limitation equation (A5.6) does give a good 
indication of the order of magnitude of the production period 
in various industries, based on data. for stocks, sales and ma- 
terials bill. These data are available for the'Greek manufactu- 
ring two digit SIC sectors from the'Annual Industrial Surveys 
(AIS) and can be approximated as follows: 
Stocks. AIS provide data on gross production value 
(GPV) and sales (SAL) per year and sector. Data on stocks can 
be'approximated by using the'identity 
ASit-==GPVit-SAL, t , where i=l ... 21, two-digit SIC sectors 
in order to, arrive at a figure'for stocks we need the 
amount of stocks per sector-in the beginning of the period. 
The issue "Results of 1960, Annual Industrial Survey", published 
by NSSGI provide data for stocks for total large scale manu- 
. -facturing. 
The data for stocks for year 1960 considered as the 
beginning of the period for the two-digit SIC sectors were ge- 
nerated-by assuming that the. percentaye of the change in stocks 
for e achý sector that existed-in 1964 was the same as the per- 
centage of each sector, during 1960i i. as 
20 1960 20 
E STOCKS ASTOCKS 
'i i=1, = 100 -J=j - ESTOCKS TOTAL jL EASTOCKS TOTALJ 
t 
-3ý6- 
SalesAnnual Industrial surveys, Various issues 
Materials bill. Materials bill is needed for the calcu- 
lation of a, the share of materials in sales. It is approxima- 
ted by "total consumption bill" from AIS, which includes the 
following items: raw and auxiliary materials, packing materials, 
spare parts, consumable materials, expenditure on transport 
means, 'fuel for mechanical equipment, electric energy, and pay- 
ment for contract work. 
In order to estimate equation (A5.6) we also need an 
assumption about the value of b for which data are not availab- 
le. 
, 
W. Godley and W. Nordhaus (1972) assume that 2/3 of mate- 
rials enter at the beginning of the productive process. There 
is nojustification for this assumption', instead they provide 
values of 8 for the limiting cases where b-o and b-1 and 
observe that 8 does not change significantly We have used 
the same assumption about'b and also calculated all possible 
values of 8 that correspond to a grid on b from 0 to 1. The 
results are presented in table A5.1. Furthermore and as a 
means of testing theplausibility of our assumption we followed 
the disaggregation of total consumption bill, by assuming that 
all categories apart from raw and auxiliary materials enter 
progressively and that there is an (unknown) part of raw and 
auxiliary materials that enters progressively as well. By 
calculating the ratio of raw and auxiliary materials to total 
consumption bill it is possible to check if there is a uniform 
(throughout the sectors) pattern of this-ratio. - As it can be 
seen from table A5.1, values of this ratio range between 83% 
to 94% with the exception of 4 sectors, where it is signifi- 
cantly smaller, indicating-perhaps that the assumption of 
0.66666 for b is rather overstated (SIC: 28,31,33,34). 
Table A5.1 presents the* results for 0 for the year 1970. Column 2 
gives the values of 6i. column 3 the range of on the grid, of 
values on b and column 4, the share of raw and auxiliary mate- 
. rials in total consumption. N, 
Table. A5.1 Production, 'period, (8) in 92arters; tvjo di2it SIC sectors 
. 'Greek,, manufacturing 
Sector Production Period Production Period j limiting cases Raw+auxiliary 
... 
b. -. 0.66666' b=0b materials Total materials 
2.11041 2.57846 1.84984 0.8411305 
20 1.35519 1.70928ý 1.16751 6.8824263 
21 1.98966 2.43755 1.74136 0.8373456 
22 1.80909 2.32113 1.54467 0.9218892 
23 2.12277 2.90946 1.75461 0.8494088 
24 1.36907 1.67180 1.20039 0.9019354 
25 1.86933 2.26227 1.64730 0.9183343 
26 2.73099 3.24305 2.43290 OA026262 
27. 1.90678 2.37184 1.65497. 0.8460479 
28 0.96584 1.11833 0.87342 0.7817662 
29 2.47621 3.26274 1.91629 0.9293613 
3Q 1.865.95 2.22047 1.66025 0.8606470 
31 1.49456 1.79330 1.32348 0.7160262 
32 0.45389 0.57494 0.39015 0.9336793 
33 2.68143 3.05922 2.44693 0.5452393 
34 2.83801 3.40510 2.51-322 0.6908813 
35 3.00754 3.68838 2.63070 0.9094540 
36 2.87782 3.03421 2.76713 0.8901113 
37 2.51282 3.09399 2.19315 0.9415544 
38 4.18372 4.88831 3.76284 0.8893979 
39 4.23747 4.99317 3.79210 0.8608020 
0 
A5.3 Pricing poLicy and the 'pattarri of lags 
The production period deriv, 
helps to determine-the upper bound 
of time that takes place between a 
pletion of the corresponding price 
we will determine the distribution 
duction period. 
ad in the previous section 
to the plausible length 
cost increase and the com- 
increasei* In this section 
. of this lag over the pro- 
In. order. to facilitate the analysis, in section A5.2 
we assumed. the existence of three types Of firms: A, B and c, 
and three'accoun-Ling. practiqes; historic. cost, replacement 
cost, and average. cost pricing. Clearly the firm that'comes 
closer to reality in thehodern: industrial world is firm C, 
that combines elements of firms A and B. Furthermore, ' average 
cost pricing is the accounting practice that we believe is 
used by most industrial firms. Again to aid exposition we will 
examine the pricing practice of all firms'under all accounting 
principles. Denoting by 
Pt = priced 
WCt w wage costs 
Mct w material costs 
11 = markup, 
we have the. following relationshipsbetwedn costs and prices 
Ilistoric Cost Pricing (FIFO) 
(A5.18) Firm A: ýP t= 
(1 +ji) mc t-8 
,,, 
) WC , (AS. 19) Firm B: P= (I +VL) jo t 
0.0 1 (A5.2 0) F irm C: P t- (1 +u) 
[b YC t--o +E- Wt_i+ (1 -b) E (Pvt-il i=o i=o 
Rel2lacement Cost Pricing (LIFO) 
(A5.21) Firm A: Pt =(l+U)MC t 
(A5.22) Firm B: Pt =(I+u)wc t 
-37f- 
(A5.2 3) Firm C: Pt +11) mc t +Wct 
Under average cost pricing the rate at which cost in- 
creases are. transmitted into price increases depends upon the 
rate at which the total unit value of stocks increases. 
Firm A will increase this value by an amount (1/0) for every 
quarter until E) quarters have elapsed. For firm B the situa- 
tion is rather more complex. The response will depend on 
the proportion of stocks. that is valued with an increased rate 
(following a step rise in costst during quarter t) and for 
each. quarter until E) quarters have elapsed. If we donote 
this . proportion by K(t) then the value of stocks which is 
made up by increased costs in quarter t is 
0 0-t 
Et Et 
*0 t-O (A5.. 2 4) KM t= (e E) (8+1 
tFo 
where o Y, (t). < 
and t 00000 for o<t <-O 
Hence the proportion of a price increase that occurs 
in quarter t is 
(A5 . 25) 
The relationships therefore between costs and prices 
under average cost pricing are 
Average Cost pricin 
(A5.26) Firm A: Pt mc 
2(O-i+1L 
WC (A5.27) Firm B: P= (1 +11) E, - t =ö 6 (E)+i) t-i 
010 
'' 2 (0-i+l) (A5.28) '. 'Fi: rni 'C: Ptr- (1+li) [b El, tMCt_i+(l-b) E --eq&--j)Mt_j+ 
I ino 
9 
E wct-il 
1,, 0 0 
(8+1) - 
-379- 
Equation (A5.28) is the formula used for the calcula- 
tion of the lags between costs and prices. Since we havo 
two kinds of input s: initially added (part of materials) and 
progressively added (rest of materials and labour costs) it 
isinteresting to see the price response to a change in costs 
for the two types of inputs (Equations (A5.26) and (A5.27)). 
Figure A5.2 presents a typical pattern of the lag between a 
change in cost and the consequent price response. Firm's A 
reaction is depicted in line (1) and Firm's B reaction in 
line (2). Dotted lines represent the change in cost. Firm's 
C reaction is goinq to be somewhere between (I. ) and (2) do- 
pending on-the value of. 'b. 0* is the actual production 
period. 
in order to give precise estimates of the lags between 
cost and price changes we have to take into account the fact 
that since data on costs and prices are quarterly averages, 
the appropriate lag weights are the average weights for each 
discrete quarter of the total production period 0, which of 
course is not an integer. A-useful assumption in order to 
obtain discrete data is to. assuffie that changes occur smoothly 
within quarterly intervals. in what follows we will explain 
the generation of the lag structure for (1) initially-added 
inputs and (2) progressively-added inputs. 
(1) Initially added inputs. (Initially-added inputs 
refer to materials exclusively.. There is of course a part 
of materials that are progressively-added in the productive 
process). The distributed lag weights (fk) should express 
the. proportional distribution of a step cost change in quarter 
zero over the succeeding quarters. (i. e. a change in input 
cost at the beginning of quarter zero which is maintained 
during the remainder of the quarter). Lot n be an integer 
such that n<G<n+l. Then the initial input cost change will 
have the first effect on output prices in quarter n with a 
proportion equal to 1+n-0. The remaining effect will be in 
quarter n+1 with a proportion equal to O-n. The weights 
Figure ! %5.2 
Pt. wt, mt 
0 
0. 
Table A5.2 'Calculation of distributed lag weights for initially addcd 
-, mtcrial-, LnMts. Two'dic 
_ 
lit'sic-soctorso Gree-kn=ufacturing 
La s 
Sector 8 n n+l 0 J 
TOT 2.11041 2 3 0.889G 0.1104 
20 1.35519 1 2 0.6448 0.3552 
21 1.98966 1 2 0.0103 0.9897 
22 1.80909 1 2 0.1909 0.8091 
23 2.12277 2. 3 0.8772 0.1228 
24 1.36907 1 2 0.6309 0.3691 
25 1.86933 1 2 0.1307 -0.8693 
26 2.73099 2 3 0.2690 0.7310 
27 1.90678 1 2- 0.0932 0.9068 
28' . 0.96584 'o 
1 0.0342 0.9658 
29 2.47621 2 3 0.5238 0.4762 
30 1.86595 1 2 0.1341 0.8660 
31 1.49456 1 2 0.5054 0.4946 
32 0.45389 0 1 0.5461 0.4539 
33 2.68143 2 3 0.3186 0.6814 
34 2.83801 2 3 0.1620 0.8380 
35 3.00754 3 4 0.9925 0.0075 
36 2.87782 2 3 0.1222 0.8778 
37 2.51282 2 3 0.4872 0.5128 
38 4.18372 4 5 0.8163 0.1837 
39 4.23747 4 5 0.7625 0.2375 
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fk(a) for initially added material-inputs (fk(b) aro the 
weights for progressively added material inputs, soc below), 
can be written as 
1+n-E) K-n 
(A5.29) fk(a) 6-n Kýn+l 
0 Kýn, Kýn+l 
Application of equation (A5.29) for the distributed 
lag weights for initially added material inputs for the two- 
digit SIC sectors are given in table A5.2. 
N 
(2) Progressively added inputs. In order to calculate 
the distributed lag weights for progressively added ihputs 
we first have to define a distribution function d(t) with 
the following properties. 
d (t) 0o t<o 
3 0) o<d (t) 1 for o< t< E) 
d (t) !ýIi: >O 
Evaluation of this, function for integer values of t 
(expressed in quarters) gives the dumulative proportion of 
the cost increase that, has been transmitted to a price 
increase by the end of each quarter. The discrete cumulative 
distribution for-progressively-added inputs is given in (A5.31). 
(A5.31 cl(i) =1f or in 
where i= quarters and n was defined before. The lag weights* 
that are considered to be centered in the middle of quarterly 
intervals-can be defined as 
c(i) d(i+0.5) io 
(A5.32) c(i) d(i+0.5)-d(i-0-5) i i... n 
c(i) 1-d(n+0.5) i n+l 
where Ec(i) -ý'- 1 and c(o) is the. lag weight on the current 
quarter. It should be-noted that the distribution function 
of c(n) and c(n+l). does not follow (A5.32), the reason being 
that d(i) will reach unity somewhere within the interval of 
n+1 quarter, that is after the production period. To avoid 
0 
Table of, distributed la2 wei2hts for 2rogressivaly 
, added non-rmterial in puts. Iwo dictit sic sectors, 
Greekmnufacturjý2 
La Sl s 
Sector ol 1 2 3 -4 5 
TCT, 2.11041 0.3596 0.4907 0.1308 0.0189 
20 1.35519 0.5029 0.3631 0.1340 
21 1.98966 0.3765 . 
0.4983 OA252 
22 1.80909 0.4052 0.4 660 0.1288 
23 2.12277 0.3579 0.4896 0.1330 ' 0.0195 
24 1.36907 0.4992 0.3668 0.1340 
25 1.86933 0.3951 0.4772 0.1276 
26 2.73099 0.2926. 0.4379 0.2121 0.0496 
27 1.90678 . 0.3891 0.4840 0.1269 
28 0.96584. 0.6185 0.3815 
29 2.47621 0.3167 0.4592 0.1872 0.0369 
30 1.86595 0.3957 0.4766 0.1277 
31 1.49456' 0.4679 0.3987 0.1334 
32 0.45389 0.4841 0.5159 
33 2.68143 0.2970 0.4420 0.2139 0.0471 
34 2.83801 0.2835 0.4293 0.2324 0.0548 
35 3.00754 0.2703 0.4161 0.2502 0.0633 0.0002 
36 2.87782 0.2803 0.4261 0.2369 0.0567 
37 2.51282 0.3130 0.4561 0.1922 0.0387 
38 4.18372 
, 
0.2044 0.3397 0.2475 0.1553 0.0528 0.0003 
39 4.23742 0.2022 0.3368 0.2467 0.1566 0.0563 0.0014 
t 
Table ASA calculation-of'distributecl. -221 , woights for initially and 
pK2gressivUy added rmterial'IMuts. Two cligit SIC scctorsl_ 
Greek manufactaý:, jný 
Sector 0 1 2 3 45 
TOT 2.11041 '0.11986 0.16,355 0.63667 0.07991 
20 1.35519 0.16764 0.55091 0.28145 
21 1.98966 0.12551 0.17298 0,70151 
22 1.80909 0.13506 0.28261 0.58233 - 
23 2.12277 0.11931 0.16320 0.62914 0.08835 
24 1.36907 0.16640 0.54290 0.29070 
25 1.86933 . 0.13171 0.24619 0.62210 
26 2.73099 0.09752 0.14597 0.25266 0.50385 
27 1.90678 0.12971 0.22347 0.64682 
28 0.96524" 0.22894 0.77106 
29 2.47621 0.10557 0.15306 0.41160 0.32977 
30 . 
1.86595 0.13189 0.24824 0.61987 
31 1.49456 0.15598 0.46986 0.37417 . 
32 0.45389 0.52542 0.47455 
33 2.68143 0.09P99 0.14732 0.28370 0.46999 
34 2.83801 0.09450 0.18547 0.57694 
35 3.00754 0.09009 0.13870 0.08339 0.68275 0.00508 
26. 2.87782 0.09343 0.14205 0.16041 0.60412 
37 2.51282 0.10433 0.15202 0.38886 0.35479 
38 4.18372 0.06815 0.11'324 0.08249 0.05176 0.56177 0.12259 
39 4.23747 0.06739 0.11227 0.08223 0.05219 0.52713 0.15878 
f 
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such a problem we must calculate the distribution function 
at the middle of the interval n, i. e. d(n+0.5) as a weighted 
average of the distribution, in the interval where it is less 
than one and the interval where it equals one, i. e. 
(E)-n) [d (n) +d (9) 
1 
(A5.33) d(n+0.5) '2 2' -O+n) 
Application of rules . (AS. 31) (A5.32) (A5.33) for the 
distributed lag weights of progressively added non-material 
inputs for the two digit manufacturing sectors is given in 
table A5.3. 
A5.4. ' Derivation of normal unit labour and normal 
unit material 'costs., 
The discussion of the previous sections has established 
the methodology for the 'Calculation of the production period, 
has presented the results and has examined how the lag dis- 
tribution of initially aýded and progressively added inputs 
can be generated. It was assumed despite the limitations 
that the share of materials that enter initially (b) is 0.66666. 
The calculation of the lags for materials inputs is therefore 
the weighted sum of the lags for initially and the lags for 
Table A5.5. Calculation of mean lags for material and labour nMts; 
_L 'two digit SIC sectorsr, Greek-nianufacturinq 
Sector Materials Labour Sector Materials Labour Sector Materials 
TOT 1.67664 0.80909 26 2.16284 1.02654 33 2.12470 1.01125 
20 1.11381 0.63105 27 1.51711 0.73778 34 2.24488 1.05848 
21 1.57601 0.74870 28 0.77106 0.38152 35 2.37403 1.10701 
22 1.44727 0.72362 29 1.96558 0.94431 36 2.13316 1.07000 
23 1.68652 0.81402 30 1.48798 0.73204 37 1.84209 0.95670 
24 1.12431 0.63479 31 1.21819. 0.66545 38 3.18030 1.51317 
. 25 1.49039 0.73252 32 0.474SS 0.51586 39 3.33573 1.53226 
progressively added materials with. respective weights b and 1-b 
Such a-calculation for materials (initially and progressively 
added) is given in table A5.4 and based on equation (A5.34). 
-3122 - 
0 
(A5.34) fk= bf k (a) + (1 -b) fk (b) 
where fk(b) refers to the weights of progressively addad ma- 
terials and is based on equations (AS. 31)(AS. 32) 
(A5.3ý) 
Generation of costs can therefore be made by applying 
the rules.. discussed so far in a way that avoids the imposi- 
tion of lags on the cost variables in a price determination 
equation. Such a generation for normal unit labour and nor- 
mal unit material costs can be defined as. (AS. 35) and (A5.36). 
5; -3 5) 
(A5.3 6) 
8 
ULCN*-ý Eci ULCN 
i-o 
*= 0 UMCN +(l-b)fk(b) UMCNi) UMCN E (bfk(a) i 1-0 
where ULCN, UMCN have been defined in section 5.5.3. 
It is interesting to see how various sectors behave 
with regard to the distribution of lags for materials and 
labour inputs. 'For this reason we calculated mean lags (See 
A. C. Harvey (1981) pp. 233-34) for both materials and labour, 
presented in table A5.5. The'mean lags for materials seem to. 
correspond to-the length of the productive process satisfacto- 
rily; they range from OA7455 for sector 32-to 3.3357 for 
sector 39 and as a rule exhibit a shorter lag for light con- 
sumer industries and quite a longer one for heavy industries. 
The mean lags for labour have as expected a much shorter 
range, from 0.38152 for SIC: 28 to 1.5323 for SIC: 39 
I. 
f 
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