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1. Introduction 
Consider the Volterra integral equation 
v(r)=~(r)+~~(t-s)-“K(1, S, y(s))ds, t~[0, T] andO<a<l. (1.1) 
We assume throughout that the functions g : I--+ R and K : S x Iw + R, with S = {(t, s): 0 G s 
G t G T}, are smooth such that (1.1) has a unique continuous solution on I (see, for example, 
[12, p.161). 
These equations often arise in physical problems especially for (Y = i (see the references in 
[12]); the case (Y = 0 has been treated by different authors, see, for example, [l&19]. 
If CY # 0, then y(t) in (1.1) has, in general, unbounded derivatives at t = 0. For more on 
nonsmoothness of y(t), see [12, pp.28-351. 
In recent years there has been some effort to find effective numerical solutions for these 
equations, for example, see [1,7-10,13,16-181. 
In this paper, analogous techniques as in [3-61 are employed to solve (1.1). That is, we replace 
(t - s)-~ by PN,a( t - s), a polynomial of degree N in t and s. We then consider the equation 
w(t) = g(t) + if%& - s)K(t, s, W(S)) ds, (1.2) 
and find a numerical solution for (1.2). 
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2. Convergence results 
Let k?(t) be a numerical approximation to W(t), the exact solution of (1.2); then, how close is 
J&(t) to y(t)? To answer this question we first need to state the following lemma. 
Lemma 1. Let x(t) be continuous and nonnegative on [0, T]. If 
and Y(t) is a nonnegative, monotonic continuous function on [0, T] and M is a positive constant, 
then 
x(t) < Y(t)E,_,( MT(1 - CY)~‘-~), 0 < t < T, 
where E,_ ,( 2) is the Mittag-Leffler function defined for all a < 1 by 
El-JZ) := g Qn(l I,) + 1). 
For more details see [14]. 
Theorem 2. Assume that (1.1) and (1.2) possess, respectively, unique solutions y E C(I) and 
WE C(I), and suppose that 
Let W(t) be any numerical approximation to W(t) such that 1 W(t) - W(t) I < c2 for all t, 
0 < t < T. In addition, let K (t, s, y) be continuous in the region 
a=: {(t, s, y): (t, s)ESand ]y-g(t)] <I?}. 
Alsolet ]K(t, s, u)-K(t, s, v)] <L]u-v]. Then 
I y(t) - J@(t) I 6 C,q + C262, 
where C, and C, are real constants. 
Proof. Let I K(t, s, y) I G M for all (t, s, y) E 1(2. We then have 
I y(t) - W(t) I =G I r(t) - W(t) I + I W(t) - W) I 
~ -P,,,(t-s)K(t, s, W(s)) 
t, s, y(s)) + K(t, s, W(s)) _ Ktt, s, W(s)) 
(t-s)” (t-s)* (t-s)” 
-P,,,(t-s)K(t, s, W(s)) 
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~ J rL I YW - w4 I ds + MC, + c2 0 (t-s)* 
< 
/ 
4lY(4- w)I+I~(+-(4I) ds+Mc +E 
0 (t-s)* 
1 2 
~ 
J 
4Y(4- @b)I 
0 (t-s)* 
<L 
J 
f Iv(s)- W)l 
0 (t-s)* 
ds+Lc2 t 
/ 
ds 
0 (t-s)* 
+ MC, + E2 
ds+Mq+ l+Lg)c2 
i 
sincet<T. 
Therefore 
[y(t)- Jk(t)( <LJr ‘*‘;;~s~:s)’ ds+Mq+DE2, 
0 
where D = 1 + Lg . 
Now let 6 = MC, + DC, and apply Lemma 1 to obtain the result. 0 
3. Choice of PNJ t - s) and size of cl 
Theorem 3. If we approximate (t - s)-” by PN,a( t - s) giuen by 
2q $ - (Y) 
p‘&t-s)= Q)r(3-4 n=O (3-4, n 
5 (n + 1)(a), u (1 - 2t + 2s) (3.1) 
for (t, s) E s, w h ere the Un’s are the Tchebychev polynomials of the second kind and (a) n is defined 
by 
ca,,={~;~+l)(U+2)...(a+n-l), 
ifn=O, 
ifn=l,2,3, . . . , 
then for t E [0, T] we have 
@t-r - P,,,(t - s)] ds = 0(N-2’t-a)). 
(3.2) 
(3.3) 
Proof. To approximate the term (t - s)-” we shall employ an appropriately truncated expansion 
of (t - s)-” in terms of orthogonal polynomials. The following classical expansion (see [15, (3), 
p.2121) suggests itself as the basis for this approximation process: 
(1 - x)” = 2qy + p + 1) 1 
W (2n+~+P+l)r(n+~+P+l)(-p),~~~,~,(,) 
n=l 
(n + y + l)r(n + y + fl+ p + 2) 
(3.4) 
This expansion is valid for - 1 -C x c 1 and -p < min(y + 1, ty + a), where PJ”, p’(x) is the 
Jacobi polynomial of degree n given by 
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Since the choice y = p = 4 satisfies -p -C min( y + 1, iy + i) and, at the same time, leads to a 
set of orthogonal polynomials whose relevant properties are easily described, we shall restrict the 
subsequent analysis to this particular pair ( y, p). The corresponding orthogonal polynomials are 
the Tchebychev polynomials of the second kind; they are given by 
if x = cos 9, see [2, (6), p.1841. Using (3.5) and (3.4) we get 
(1 -x)” = 
2p+‘Q+ + p) f (n + I)(-& U,(x) 
rG)I$ + 3) n=O (p+3), 
for - 1 < x -C 1 and p > - 1. Replacing +( 1 - x) by x in (3.6) we have 
xp_ q1 +d 
- 
r(+)r(CJ + 3) 
E b + N-PL u (I_ zx) 
> 
n=O (p+3)?i n 
which is now valid for 0 < x -C 1 and p > - 1. In particular: 
2r(5 - (II) 
(t-S)-a= r(5)r(3-a) nzO (3-a), n 
g (““)(%J(1-2t+23) 9 
(3.5) 
(3 -6) 
(3.7) 
(3.8) 
where 0 < t - s < 1 and (Y > - 1. If we integrate (3.8) over s from 0 to t we get t’-“/(l - CX) on 
the left-hand side and the integral of the infinite sum on the right-hand side. We avoid doing this 
integration and having to justify interchanging the sum and integral by showing that the result 
must be the same as replacing x by t and p by 1 - (Y in (3.7) and dividing both sides by 1 - (Y. 
Thus, 
2r($ - (II) 
t’-n = r(+)r(4 - a) n=O 
E (n + I)(a - IL u (1 _ 2t) 
(4-c& n * 
For a fixed positive integer N let us now write (3.8) in the form 
(t_s)-“_ m-4 t (“+Nc4.un(l_2t+2s) 
Q$)IX3 -a) n=O (3 -& 
= 2r(+ -a) 2 (“+1)(%(1-2t+2s). 
r(+)r(3 -a) n=‘AJ+i (3 - a), n 
In the integrated form this leads to 
f l--a_ 
2r( 2 - (Y) ; (n + l)(a - l), u (l _ 2t) 
r($)r(4 - a) n=() (4-a), n 
2r(+ - CX) E (fl+I)(~-l)nU(l_2t) 
= r(5)Q4 - a) n=N+i (4-a), n * 
However 
U,(l - 2t) < n + 1 forO<t<l. 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
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See [2, (22; 14.6) p.7861. Hence for a fixed integer M 
n=N+l 
We now prove that for large N and n 2 N + 1 
I(-l>.I(~+l)2 
(4 _ a), = n-(3-2@, 
(3.13) 
(3.14) 
where = in (3.14) means “behaves as”. 
To prove (3.14) first consider (Y = i. Then the left-hand side of (3.14) is equal to 
(g(+)(;)(5)(5) . . * (n - t>cn + u2 
({). . . (n - Z)(n - $)(n + i)(n + j)(n + 5) 
15n2 + 30n + 15 
= 16n4 + 64n3 - 56n2 - 16n - 15 
r n_2 
. 
For cll#$ andO<a<l, wenote that ((.~),=r((~+n)/r(ar) and ](a--l),] =(l-a)r(n+a 
- l)/r( a). Therefore 
IjyIljnl = (1-4W--(Y)~(~+~--1) 
atI z+)r(n+4-Cx) . 
However by Stirling’s formula r(z) = e-rzr-1/2fi - eJCZ) for z + cc and where the Binet 
function J(z) satisfies lim r _ ,.I( z) = 0, consequently for large n’s r( n + ff - l)/r( n + 4 - LX) 
can be replaced by 
e-“-a+l(n + (y _ l)n+a-‘-w 
-n-4+a(n + 4 _ a)n+4--a-v2 
= e5-2a 
[n + (a _ l)](n-w+(a-u 
e 
[n + c4 _ a)](W2)+(4--u) ’ 
which has the same behavior as n(“-1)--(4--a) = n2a-5. 
(We note that the difference of the two sides of (3.14) is small even for small n’s, for example, 
for (Y = 4 and n = 3 the difference is 0.0133 and for n = 15 it is 0.000654 and for (Y = 0.1 and 
n = 3 we have 0.032 and for n = 15 only 0.000292.) Using (3.14) in (3.13) now implies 
lim g I(~-1Ll(n+1)2 
M+oo n=N+l (4 - ff>n 
= .=;+I -& = 0(N-2”-a)). 
Note that C~CO=N+ln-P = C~=,n-‘- C~=,,K~ and CN,nPP = O(N’-P). 
4. Numerical examples 
This completes the proof of Theorem 3. IJ ’ 
The following examples were solved. 
Example 4. 
y(t) = t+ $6 - /‘(t - s)-1’2y(s) ds. 
0 
Exact solution: y(t) = fi. 
(3.15) 
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Table 1 
Example 4 Example 5 Example 6 
P2 0.205657 0.0756875 0.2112396 
p‘t 0.1406120 0.0408173 0.1403016 
P* 0.1014419 0.03071236 0.0884581 
Example 5. 
u(t) = $rt -t Jt - L’(t - s)-~‘~Y(s) ds. 
Exact solution: r(t) = fi. 
Example 6. 
y(t) = 1 - i’(t - s)-~‘~~(.s) ds. 
Exact solution: r(t) = enr (erfc fi); erfc(x) = 2/&/,00 ePX2 dx. 
In all examples, 0 G t G 1 and the approximate solutions were evaluated at t, = nh = &,n for 
n = 1,2 ). . . ,100. 
Table 1 shows the maximum relative error when polynomials of degree 2, 4 and 8 were 
employed for ( t - s) -II2 
Remark 7. The method of this paper is simple and straightforward, but to obtain high accuracy 
we need to produce P,,,(t - s) with large n, which is not very practical. In comparison the 
method in [l] is both simple and accurate, but valid only for linear equations. The methods in 
[8-10,13,17,18] give much better accuracy. Methods offered in [16] are both simple and accurate 
but not close to left end points of integration when we have a nonsmooth exact solution. 
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