Estudio de algunos procesos markovianos no estacionarios by Olave, M.P.
Pub . Mat . UAB
N° 22 Nov . 1980
Actes VII JMHL
ESTUDIO DE ALGUNOS PROCESOS MARKOVIANOS NO ESTACIONARIOS
María Pilar Olave Rubio
Dpto . de Cálculo de Probabilidades y Estadística Matemática
Dpto . de Estadística e Investigación Operativa
Universidad de Zaragoza
S U M M A R Y
A finite discrete non-stationary Markov process in completely cha
racterized by its time sequence of transition probability matrices, Pn .
The n-th matrix pn is defined in this case, as A + nB .
This paper develops a method of finding En) = P 1 . P2 .P3 ., ., .Pn
using the z-transform method .
ces .
Analogously ¢(n) is found in the case of constant causative matri
Consideremos un proceso de Markov definido por un espacio de esta
dos S = {1,2 N } , un espacio de tiempos discreto T = { 0,1,2, . . .}y
un conjunto de probabilidades de transiciónpij=aij+nbij jde paso del e_s
N l,
tado i al estado j, y que verifican Z
pij=1
,i=1, . .,N ; 0 < pi , < 1 ;
j_
	
3 -
1 < i,j < N
Sea la matriz $(n) cuyo elemento (i,j) está definido por
n = 0,1,2, . . .
ca, de tal forma que si f(n) es una función real de variable entera no
178
1
	
1 < i,j < N
(Dij (n) =
P 1 s (n) = j I s (0) =
iJ
Para obtenerla aplicaremos el método de la transformación geométri
aplicando la z-transformada a cada miembro
r NC	N c
-1 I 0g j (z) - ~ij (0)J =
k11
0k (z) akj + z d ky1 ogk(z) bkj
matricialmente
.dz MZ) B = .-z-1 (z) A +
z-2 ~(z) - z-2
bkj
Por ser B no regular y en este caso no existir matriz inversa,usa
remos para la resolución de la ecuación diferencial la g-inversa B .
dz ~(z) _ (z)
- z-1 A + z2IB _ z-2 B + (B-B-I) H
siendo H una matriz cualquiera
La solución de la ecuación diferencial es
J(z-1A+z-2 )B dz - - ((+z-1A+z-2 )B dz
~(z) e.~ = (-z-2B +(B B-I)H) e) dz+C
operando y notado I(M,a,P) =i zM e-Pz zX dz , donde M y P son matrices
cualquiera y a c IR , obtenemos
k n 1
n=0 I k=0 k!n!
n+1kMn (-1)
k=-ap k :n :
y(lnz ;n+1 ;-k-a-1)
negativa definiremos su z-transformada como f9 (z) = Y f(n)
n=0
Zn .
Por lo tanto si
N
¢ij (n+1) _ Y =
k=1
~ik (n) pkj (n)
N
1
k=1
~ik (n) akj + n
NC
k=1 ~ik
(n)
Con lo cual la ecuación diferencial queda
-AB- -Z-1 B = -B I(-AB ,O,B ) + (B B-I)H . I(-AB ,-2,B )
~(z) z
	
e
m
~(z) (-AB- ) n
1 n=0
(B )k (_AB-)n
k=2
en este caso
(lnz)
n :
n
_ _ n+1
B- y y (B )k (-AB ) n (-1)	Y(lnz,n+1, k-1)
n=0 k=0 k!n!
+ (B B-I)H í(-AB- ) n ñ1 .y(lnz ;n+1 ;1)+ (B - ) .
(-AB ) n n1 Y(lnz ;n+1 ;0) 1 + (B B-I) H
(-1) n+1
k! n!
Y(lnz ;n+1 ;-k+1)
Notemos que c5(z) se puede obtener numéricamente pues en este ca
so tanto las series como las integrales son calculables .
Por ser ~(z) una función continua e infinitamente derivable en
un entorno del origen, su desarrollo en serie de Laurent es único,por
tanto :
dZn
Con lo que hemos deducido la matriz de transición del proceso -
desde la etapa inicial hasta n-ésima .
n! z=0
En el caso de un proceso markoviano no estacionario definido a
través de una matriz causativa C constante de tal forma que
p2
s P 1 C,P3=P2C, . . . . P'+1 = P 1 . Cn
N N N
~ij(n+1)
C
= ky 1 ik(n) Pkj (n) = kY1 ik(n) 1111 pkl dlj (n)
siendo
dlj
el elemento (l,j) de la matriz Cn-1 = D .
siendo Dg(z)=[
	
I - Cz1 ya que a la matriz C se le puede aplicar
igualmente el método de la z-transformación .
ceso .
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Aplicando la z-transformada
1 N N
z_	~g1 .(z) - ~i (0) = F ~gik(z) pkl dl (z) -
~
J j k-1 1=1 j
z-1 [Ibg (z)- EO,l = 0(z) P Dg (z) $g (z) PD9 (z)Z
Luego en este caso también es calculable la matriz I(n) del pro
