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Abstract—In this paper, we study resource allocation algo-
rithm design for multiuser orthogonal frequency division mul-
tiple access (OFDMA) ultra-reliable low latency communication
(URLLC) in mobile edge computing (MEC) systems. To achieve
the stringent end-to-end delay and reliability requirements of
URLLC MEC systems, we propose joint uplink-downlink re-
source allocation and finite blocklength transmission. Further-
more, we propose a partial time overlap between the uplink
and downlink frames to minimize the end-to-end delay, which
introduces new time causality constraints. Then, the proposed
resource allocation algorithm is formulated as an optimization
problem for minimization of the total weighted transmit power
of the network under constraints on the minimum quality-of-
service regarding the number of computed URLLC user bits
within the maximum allowable computing time, i.e., the end-to-
end delay of a computation task. Due to the non-convexity of
the optimization problem, finding the globally optimal solution
entails a high computational complexity which is not tolerable
for real-time applications. Therefore, a low-complexity algorithm
based on successive convex approximation is proposed to find a
high-quality sub-optimal solution. Our simulation results show
that the proposed resource allocation algorithm design facilitates
the application of URLLC in MEC systems, and yields significant
power savings compared to a benchmark scheme.
I. INTRODUCTION
Future wireless communication networks have several sys-
tem design objectives including high data rates, reduced la-
tency, and massive device connectivity. One important ob-
jective is to enable ultra-reliable low latency communication
(URLLC). URLLC will be widely adopted for mission-critical
applications such as remote surgery, factory automation, au-
tonomous driving, tactile Internet, and augmented reality to
enable real-time machine-to-machine and human-to-machine
interaction [1]. URLLC imposes strict quality-of-service (QoS)
constraints including a very low latency (e.g., 1 ms) and a low
packet error probability (e.g., 10−6).
Recently, significant attention has been devoted to study-
ing and developing resource allocation algorithms enabling
URLLC. In particular, optimal power allocation in a mul-
tiuser time division multiple access (TDMA) URLLC system
was considered in [2], [3]. Moreover, resource allocation
for orthogonal frequency division multiple access (OFDMA)-
URLLC systems was studied in [4]–[6]. However, the existing
resource allocation schemes in [2], [3], [5], [6] focused only
on communication while computation was not considered.
Nevertheless, devices in mission-critical applications will also
generate tasks that require computation within a given time.
Therefore, resource allocation algorithm design for efficient
computation in URLLC systems has to be investigated.
A promising solution to enable efficient and fast computa-
tion for URLLC devices is mobile edge computing (MEC).
MEC enhances the battery lifetime and reduces the power
consumption of users with delay-sensitive tasks. By offloading
these tasks to nearby MEC servers, the power consumption
and computation time at the local users can be considerably
reduced at the expense of the power required for the data
transmission for offloading. Thus, efficient resource allocation
algorithm design is paramount for MEC for optimization of
the available resources (e.g., power and bandwidth) while
guaranteeing the maximum delay for the computation tasks.
Existing resource allocation algorithms for MEC designs,
such as [7], [8], were designed based on Shannon’s capacity
formula. In particular, the authors in [7] studied energy-
efficient resource allocation for MEC, while computation rate
maximization was considered in [8]. However, if the resource
allocation design for URLLC MEC systems is based on
Shannon’s capacity formula, the reliability of the offloading
and downloading processes cannot be guaranteed. To cope
with this issue, recent works applied finite blocklength trans-
mission (FBT) [9] for resource allocation algorithm design
for URLLC MEC systems. In particular, the authors in [10]
studied binary offloading in single-carrier TDMA systems.
However, single-carrier systems suffer from poor spectrum
utilization and require complex equalization at the receiver.
In [11], the authors investigated the minimization of the
normalized energy consumption for OFDMA. However, the
algorithm proposed in [11] assumes that the channel gain is
identical for different sub-carriers which may not be realistic
for broadband wireless channels. Moreover, the resource allo-
cation algorithms proposed in [11] are based on a simplified
version of the general expression for the achievable rate for
FBT [9]. Furthermore, the existing MEC designs, such as [7],
[12], do not take into account the size of the computation
result of the tasks and do not consider the communication
resources consumed for downloading of the processed data
by the users. Nevertheless, the size of the processed data can
be large for applications such as augmented reality URLLC.
To the best of the authors’ knowledge, joint uplink-downlink
resource allocation for OFDMA-URLLC MEC systems has
not been considered in the literature, yet.
Motivated by the above discussion, in this paper, we propose
a novel power-efficient joint uplink-downlink resource alloca-
tion algorithm design for multiuser OFDMA-URLLC MEC
systems. To reduce the end-to-end delay of the uplink and
downlink transmission while efficiently exploiting the avail-
able spectrum, we propose a partial time overlap between the
uplink and downlink frames which introduces new causality
constraints. Then, the resource allocation algorithm design is
formulated as an optimization problem for the minimization
of the total weighted power consumed by the base station
(BS) and the users subject to QoS constraints for the URLLC
users. The QoS constraints include the minimum required
number of bits computed within the maximum allowable time
for computation, i.e., the maximum end-to-end delay of each
user. The formulated optimization problem is a non-convex
mixed-integer problem that is difficult to solve globally. Thus,
we develop a low-complexity sub-optimal algorithm based on
successive convex approximation (SCA) in order to find a
locally optimal solution.
Notation: Lower-case letters x refer to scalar numbers, while
bold lower-case letters x represent vectors. (·)T denotes the
transpose operator.RN×1 represents the set of allN×1 vectors
with real valued entries. The circularly symmetric complex
Gaussian distribution with mean µ and variance σ2 is denoted
by CN (µ, σ2), ∼ stands for “distributed as”, and E{·} denotes
statistical expectation. ∇xf(x) denotes the gradient vector of
function f(x) and its elements are the partial derivatives of
f(x).
II. SYSTEM AND CHANNEL MODELS
In this section, we present the considered system and
channel models for OFDMA-URLLC MEC systems.
A. System Model
We consider a single-cell multiuser MEC system which
comprises a BS and K URLLC users indexed by k =
{1, . . . ,K}, cf. Fig. 1. All transceivers have single anten-
nas. The system employs frequency division duplex (FDD)1.
Thereby, the total bandwidth W is divided into two bands for
uplink and downlink having bandwidthsWu and W d, respec-
tively. The bandwidths for uplink and downlink are further
divided into Mu and Md orthogonal sub-carriers indexed by
mu = {1, . . . ,Mu} and md = {1, . . . ,Md}, respectively.
The bandwidth of each sub-carrier is BWs. Thus, the symbol
duration is Ts =
1
BWs
. The uplink and downlink frames are
divided into Nu time slots indexed by nu = {1, . . . , Nu} and
Nd time slots indexed by nd = {1, . . . , Nd}, respectively.
Moreover, each time slot contains one OFDM symbol. The
downlink transmission starts after τ time slots. Thus, uplink
and downlink transmission overlap in O¯ = Nu− τ time slots.
The value of τ is a design parameter. On the one hand, if τ is
chosen too small, the users’ information bits to be computed
may have not yet arrived at the BS and hence the downlink
resource is wasted. On the other hand, if τ is chosen too
large, the computed bits at the BS have to wait before being
transmitted to the users, which increases the end-to-end delay,
see Fig. 1. Each user has one computation task (Bk, Dk) that
needs to be processed, where Bk is the task length in bits
and Dk is the required time for computation in time slots.
1In FDD systems, different frequency bands are assigned to uplink and
downlink.
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Figure 1: Multiuser MEC system with a single BS with an
edge server and K URLLC users.
Moreover, we assume that all users offload their tasks to the
MEC server. The maximum transmit power of the BS is Pmax,
while the maximum transmit power of each user in the uplink
is Pk,max.
In order to facilitate the presentation, in the following, we
use superscript j ∈ {u, d} to denote uplink u and downlink d.
Remark 1. The power and time consumed for channel estima-
tion and resource allocation are constant and will not affect
the validity of the proposed resource allocation algorithm. For
simplicity of illustration, they are neglected in this paper. Fur-
thermore, perfect channel state information (CSI) is assumed
to be available at the BS for resource allocation design to
obtain a performance upper bound for OFDMA-URLLC MEC
systems.
B. Uplink and Downlink Channel Models
In the following, we introduce the uplink and downlink
channel models for OFDMA-URLLC MEC systems. We as-
sume that the channel gains of all users for all sub-carriers
are constant during uplink and downlink transmission. In the
uplink, the signal received at the BS from user k on sub-carrier
mu in time slot nu is given as follows:
yuk [m
u, nu] = huk [m
u]xuk [m
u, nu] + zuBS [m
u, nu], (1)
where xuk [m
u, nu] denotes the symbol transmitted by user
k on sub-carrier mu in time slot nu to the BS. Moreover,
zuBS [m
u, nu] ∼ CN (0, σ2) denotes the noise at the BS2, and
huk [m
u] represents the complex channel coefficient between
user k and the BS on sub-carriermu. Moreover, for future use,
we define the signal-to-noise ratio (SNR) of user k’s signal at
the input of the BS’s receiver on sub-carrier mu in time slot
nu as follows:
γuk [m
u, nu] = guk [m
u]puk [m
u, nu], (2)
where puk [m
u, nu] = E{|xuk [m
u, nu]|2} is the uplink transmit-
ted power of user k on sub-carrier mu in time slot nu, and
guk [m
u] =
|huk [mu]|2
σ2
. A similar channel model is adopted for
downlink transmission and the corresponding SNR at user k
on sub-carrier md in time slot nd is denoted by γdk [m
d, nd].
C. Achievable Rate for FBT
Shannon’s capacity theorem, on which most conventional
resource allocation designs are based, applies to the asymptotic
2Without loss of generality, we assume that the noise processes at all
receivers have identical variances.
case where the packet length approaches infinity and the
decoding error probability goes to zero [13]. Thus, it cannot
be used for resource allocation design for URLLC systems,
as URLLC systems have to employ short packets to achieve
low latency, which makes decoding errors unavoidable. For
the performance evaluation of FBT, the so-called normal
approximation for short packet transmission was developed
in [14]. For parallel complex AWGN channels, the maximum
number of bits Ψ conveyed in a packet comprising L symbols
can be approximated as follows [14, Eq. (4.277)], [15, Fig. 1]:
Ψ =
L∑
l=1
log2(1 + γ[l])− aQ
−1(ǫ)
√√√√ L∑
l=1
V [l], (3)
where ǫ is the decoding packet error probability, and Q−1(·)
is the inverse of the Gaussian Q-function with Q(x) =
1√
2pi
∫∞
x
exp
(
− t
2
2
)
dt. V [l] = (1 − (1 + γ[l])−2) and γ[l] are
the channel dispersion [14] and the SNR of the l-th symbol,
respectively, and a = log2(e).
In this paper, we base the joint uplink-downlink resource
allocation algorithm design for OFDMA-URLLC MEC sys-
tems on (3). By allocating several resource blocks from the
available resources to a given user, the number of offloaded
and downloaded bits of the user can be adjusted.
III. PROBLEM FORMULATION
In this section, we explain the offloading and downloading
process and introduce the QoS requirements of the URLLC
MEC users. Moreover, we formulate the proposed resource
allocation optimization problem.
A. Offloading and Downloading
The edge computing process is performed as follows. First,
each user offloads its data to the edge server in the uplink.
Subsequently, the edge server processes this data and sends
the results back in the downlink to the user. Thus, uplink and
downlink should satisfy the following constraints:
C1 :Ψuk(s
u
k ,p
u
k) ≥ Bk, ∀k, C2 :Ψ
d
k(s
d
k,p
d
k) ≥ ΓkBk, ∀k, (4)
where
Ψjk(s
j
k,p
j
k) = C
j
k(s
j
k,p
j
k)− V
j
k (s
j
k,p
j
k), (5)
and
C
j
k(s
j
k,p
j
k) =
Mj∑
mj=1
Nj∑
nj=1
s
j
k[m
j , nj] log2(1 + γ
j
k[m
j , nj ]), (6)
V
j
k (s
j
k,p
j
k) = aQ
−1(ǫjk)
√√√√ M
j∑
mj=1
Nj∑
nj=1
s
j
k[m
j , nj ]V jk [m
j , nj]. (7)
Here, s
j
k[m
j , nj ] = {0, 1}, ∀mj, nj, are the sub-carrier assign-
ment indicators. If sub-carrier mj in time slot nj is assigned
to user k, we have s
j
k[m
j , nj ] = 1, otherwise sjk[m
j, nj ] = 0.
Furthermore, we assume that each sub-carrier is allocated
to at most one user to avoid multiple access interference.
p
j
k[m
j , nj ] is the power allocated to user k on sub-carrier mj
in time slot nj . s
j
k and p
j
k are the collections of optimization
variables s
j
k[m
j , nj ], ∀mj , nj , and pjk[m
j , nj], ∀mj , nj , ∀j, re-
spectively, and V
j
k [m
j , nj] = (1 − (1 + γjk[m
j , nj])−2).
Constraints C1 and C2 guarantee for user k the transmission
of Bk bits in the uplink and ΓkBk bits in the downlink,
respectively. Moreover, Γk, ∀k, is the ratio of the sizes of the
computation results and the offloaded task. The value of Γk
depends on the application type, e.g., Γk > 1 is expected for
augmented reality applications. [16].
B. Causality and Delay
In the following, we explain the causality and delay con-
straints.
1) Causality: According to Fig. 1, downlink transmission
cannot start for a given user before all data of this user has
been received at the BS via the uplink. Thus, we impose the
following causality constraints3:
C3 :suk [m
u, τ + o] + sdk[m
d, nd] ≤ 1,
∀o = {1, . . . , O¯}, ∀k, ∀mu, ∀nd = {1, . . . , o}, ∀md.
(8)
This constraint ensures that the downlink transmission for a
particular user cannot start before its data has arrived at the
BS.
2) Delay: The delay of a computation task is limited by
requiring the downlink transmission to be finished beforeDk−
τ time slots as follows:
C4 :sdk[m
d, nd] = 0, ∀nd ≥ Dk − τ. (9)
The total latency of a computation task is determined by Dk
and τ . Note that the values ofDk and τ are known for resource
allocation.
C. Optimization Problem Formulation
In the following, we formulate the resource allocation de-
sign problem with the objective to minimize the total weighted
network power consumption, while satisfying the latency
requirements for the users’ task computation. In particular, we
optimize the power and sub-carrier assignments in uplink and
downlink. To this end, the optimization problem is formulated
as follows:
min
su,pu,sd,pd
K∑
k=1
wk
Mu∑
mu=1
Nu∑
nu=1
suk [m
u, nu]puk [m
u, nu] (10)
+
K∑
k=1
Md∑
md=1
Nd∑
nd=1
sdk[m
d, nd]pdk[m
d, nd]
s.t. C1− C4, C5 :
K∑
k=1
suk [m
u, nu] ≤ 1, ∀mu, nu,
C6 :suk [m
u, nu] ∈ {0, 1}, ∀k,mu, nu,
3In this paper, we neglect the computation time and power consumption at
the edge server, and we only focus on uplink and downlink transmission. This
model is valid when the edge server has sufficient processing and computation
resources to carry out the small tasks of URLLC users.
Non-convex Problem (10)
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Figure 2: Illustration of the key steps of the proposed low-
complexity scheme.
C7 :
Mu∑
mu=1
Nu∑
nu=1
suk [m
u, nu]puk [m
u, nu] ≤ Pk,max, ∀k,
C8 :puk [m
u, nu] ≥ 0, ∀k,mu, nu,
C9 :
K∑
k=1
sdk[m
d, nd] ≤ 1, ∀md, nd,
C10 :sdk[m
d, nd] ∈ {0, 1}, ∀k,md, nd,
C11 :
K∑
k=1
Md∑
md=1
Nd∑
nd=1
sdk[m
d, nd]pdk[m
d, nd] ≤ Pmax,
C12 :pdk[m
d, nd] ≥ 0, ∀k,md, nd,
where sj , ∀j, and pj , ∀j, are the collections of optimiza-
tion variables s
j
k, ∀k, j, and p
j
k, ∀k, j, respectively. Moreover,
wk ≥ 1, ∀k, are weights that allow the prioritization of the
uplink power consumption compared to the downlink power
consumption.
In (10), constraints C1 and C2 guarantee the transmission
of a minimum number of bits from user k to the BS in the
uplink and from the BS to user k in the downlink, respectively.
Constraint C3 is the uplink-downlink causality constraint and
constraint C4 ensures that user k is served within its delay
requirements. Constraints C5 and C6 for the uplink and
constraints C9 and C10 for the downlink are imposed to
ensure that each sub-carrier in a given time slot is allocated
to only one user. Constraints C7 and C11 are the total power
constraints for user k and the BS, respectively. Constraints C8
and C12 are the non-negative transmit power constraints.
Optimization problem (10) is a mixed-integer non-convex
problem. The non-convexity has the following reasons. First,
the optimization variables in the objective function and the
constraints are coupled, e.g., C1 and C7. Second, the achiev-
able rate for FBT has a non-convex structure. Finally, the
integer constraints C6,C10 are non-convex. In general, non-
convex optimization problems cannot be solved optimally in
polynomial time. Hence, in the next section, we focus on
developing a sub-optimal solution, where the SCA method is
employed for computational efficiency and real-time applica-
bility.
IV. SOLUTION OF THE PROBLEM
In this section, we first transform the problem in (10) into a
more tractable equivalent form. In particular, we first employ
the Big-M formulation. Then, we use the difference of convex
programming and SCA approaches in order to solve the
optimization problem in (10) iteratively. The main steps of
the proposed low-complexity algorithm are summarized in
Fig. 2.
A. Problem Transformation
To deal with the non-convex product terms in optimization
problem (10), the Big-M method is employed [17].
Step 1 (Big-M Formulation4): Let us introduce new
optimization variables as
p¯
j
k[m
j , nj ] = sdk[m
j , nj ]pjk[m
j, nj ], ∀k,mj , nj , ∀j. (11)
Now, we decompose the product terms above using the Big-M
formulation (McCormick envelopes) and impose the following
additional constraints [18]:
C13 : p¯uk [m
u, nu] ≤ Pk,maxs
u
k [m
u, nu], ∀k,mu, nu, (12)
C14 : p¯uk [m
u, nu] ≤ puk [m
u, nu], ∀k,mu, nu, (13)
C15 : p¯uk [m
u, nu] ≥ puk [m
u, nu]
− (1− suk [m
u, nu])Pk,max, ∀k,m
u, nu, (14)
C16 : p¯uk [m
u, nu] ≥ 0, ∀k,mu, nu, (15)
C17 : p¯dk[m
d, nd] ≤ Pmaxs
d
k[m
d, nd], ∀k,md, nd, (16)
C18 : p¯dk[m
d, nd] ≤ pdk[m
d, nd], ∀k,md, nd, (17)
C19 : p¯dk[m
d, nd] ≥ pdk[m
d, nd]
− (1− sdk[m
d, nd])Pmax, ∀k,m
d, nd, (18)
C20 : p¯dk[m
d, nd] ≥ 0, ∀k,md, nd. (19)
The non-convex product terms
sdk[m
j , nj]pjk[m
j , nj ], ∀k,mj, nj , ∀j in (11) are transformed
into a set of convex linear inequalities. Note that constraints
C13-C20 do not change the feasible set. Now, optimization
problem (10) is transformed into the following equivalent
form:
min
su,pu,sd,pd,p¯u,p¯d
K∑
k=1
wk
Mu∑
mu=1
Nu∑
nu=1
p¯uk [m
u, nu] (20)
+
K∑
k=1
Md∑
md=1
Nd∑
nd=1
p¯dk[m
d, nd]
s.t. C1 :C¯uk (p¯
u
k)− V¯
u
k (p¯
u
k) ≥ Bk, ∀k,
C2 :C¯dk (p¯
d
k)− V¯
d
k (p¯
d
k) ≥ ΓkBk, ∀k,
C3− C6, C7 :
Mu∑
mu=1
Nu∑
nu=1
p¯uk [m
u, nu] ≤ Pk,max, ∀k,
C8− C10, C11 :
K∑
k=1
Md∑
md=1
Nd∑
nd=1
p¯dk[m
d, nd] ≤ Pmax,
C12,C13− C20.
where
C¯
j
k(p¯
j
k) =
Mj∑
mj=1
Nj∑
nj=1
log2(1 + γ¯
j
k[m
j , nj ]), (21)
V¯
j
k (p¯
j
k) = aQ
−1(ǫjk)
√√√√ M
j∑
mj=1
Nj∑
nj=1
V¯
j
k [m
j , nj ], (22)
4For more details on the big M-formulation, please refer to [18, Sec-
tion 2.3].
γ¯
j
k[m
j , nj ] = gjk[m
j ]p¯jk[m
j , nj], and V¯ jk [m
j , nj] = (1− (1 +
γ¯
j
k[m
j , nj ])−2).Moreover, p¯jk is the collection of optimization
variables p¯k[m
j , nj ], ∀mj , nj , ∀j.
Optimization problem (20) is still non-convex. However,
its structure is more tractable compared to problem (10). In
the following, we find a low-complexity solution to problem
(20) using the difference of convex programming and SCA
methods.
B. Difference of Convex Programming
Step 2: The two remaining difficulties for solving problem
(20) are the binary variables in constraints C6 and C10 and
the structure of the achievable rate for FBT in C1 and C2.
To tackle these issues, we employ a difference of convex
(DC) programming approach [5], [17], [19], [20]. To this end,
the integer constraints in (20) are rewritten in the following
difference of convex function form:
C6a :0 ≤ suk [m
u, nu] ≤ 1, ∀k,mu, nu, (23)
C6b :Eu(su)−Hu(su) ≤ 0, (24)
C10a :0 ≤ sdk[m
d, nd] ≤ 1, ∀k,md, nd, (25)
C10b :Ed(sd)−Hd(sd) ≤ 0, (26)
where
Ej(sj) =
K∑
k=1
Mj∑
mj=1
Nj∑
nj=1
s
j
k[m
j , nj], ∀j, (27)
Hj(sj) =
K∑
k=1
Mj∑
mj=1
Nj∑
nj=1
(sjk[m
j , nj ])2, ∀j. (28)
Now, constraints C6, C10 have been rewritten in continuous
form, cf. C6a, C10a . However, constraints C6b, C10b are
non-convex, i.e., reverse convex constraints. In order to handle
them, we introduce the following lemma.
Lemma 1. For sufficiently large constant values η1 and η2 the
optimization problem in (20) is equivalent to the following
problem:
minimize
su,pu,sd,pd,p¯u,p¯d
Φ(p¯u, p¯d) + η1(E
u −Hu) + η2(E
d −Hd)
(29)
s.t. C1− C5,C6a,C7− C9,C10a,C11− C20,
where Φ(p¯u, p¯d) is the objective function of problem (20).
Proof. Please refer to Appendix A. 
The only remaining sources of non-convexity are the struc-
ture of the achievable rate for FBT and the non-convex objec-
tive function. In the following, we employ SCA to approximate
problem (29) by a convex problem. Subsequently, we propose
an iterative algorithm to find a low-complexity solution to
problem (29).
C. Successive Convex Approximation
Step 3: In order to cope with the remaining non-convexity
of (29), we employ the Taylor series approximation to ap-
proximate the non-convex parts of the objective function and
Algorithm 1 Successive Convex Approximation
1: Initialize: Random initial points su(1), sd(1), p¯u(1), p¯d(1),
set iteration index i = 1, maximum number of iterations Imax,
and initial penalty factors, η1 > 0 and η2 > 0.
2: Repeat
3: Solve convex problem (34) for given su(i), sd(i), p¯u(i),
p¯d(i), and store the intermediate solutions su, sd, p¯u, p¯d
4: Set i = i+1 and update su(i) = su, sd(i) = sd, p¯u(i) = p¯u,
p¯d(i) = p¯d.
6: Until convergence or i = Imax.
7: Output: su∗ = su, sd∗ = sd, p¯u∗ = p¯u, p¯d∗ = p¯d.
constraints C1 and C2. Since Hj(sj), ∀j, and −V¯ jk (p¯
j
k), ∀j,
are differentiable convex functions, then for any feasible points
sj(i), p¯
j(i)
k , ∀j, the following inequalities hold:
Hj(sj) ≥ H¯j(sj) = Hj(sj(i))
+∇sjH
j(sj(i))T (sj − sj(i)), ∀j, (30)
and
V¯
j
k (p¯
j
k) ≤ V˜
j
k (p¯
j
k, p¯
j(i)
k ) = V¯
j
k (p¯
j(i)
k )
+∇
p¯
j
k
V¯k(p¯
j(i)
k )
T (p¯jk − p¯
j(i)
k ), ∀j. (31)
The right hand sides of (30) and (31) are affine functions
representing the global underestimation of Hj(sj), ∀j, and
V¯
j
k (p¯
j
k), ∀j, respectively, where∇sjH
j(sj(i))T (sj−sj(i)) and
∇
p¯
j
k
V¯
j
k (p¯
j(i)
k ) are given on the top of the next page. By
substituting the right hand sides of (30) and (31) into (29),
we obtain the following optimization problem:
minimize
su,pu,sd,pd,p¯u,p¯d
Φ(p¯u, p¯d) + η1(E
u − H¯u) + η2(E
d − H¯d)
(34)
s.t. C1 :Cuk (p¯
u
k)− V˜
u
k (p¯
u
k , p¯
u(i)
k ) ≥ Bk, ∀k,
C2 :Cdk (p¯
d
k)− V˜
d
k (p¯
d
k, p¯
d(i)
k ) ≥ ΓkBk, ∀k,
C3− C5,C6a,C7− C9,C10a,C11− C20.
Optimization problem (34) is convex because the objective
function is convex and the constraints span a convex set.
Therefore, it can be efficiently solved by standard convex op-
timization solvers such as CVX [21]. Algorithm 1 summarizes
the main steps to solve (29) in an iterative manner, where the
solution of (34) in iteration (i) is used as the initial point for
the next iteration (i+ 1). The algorithm produces a sequence
of improved feasible solutions until convergence to a local
optimum point of problem (29) or equivalently problem (10)
in polynomial time.
V. PERFORMANCE EVALUATION
In this section, we provide simulation results to evaluate the
effectiveness of the proposed joint uplink-downlink resource
allocation algorithm for OFDMA-URLLC MEC systems. We
adopt the simulation parameters given in Table I, unless spec-
ified otherwise. In our simulations, a single cell is considered
with inner and outer radii r1 = 50 m and r2 = 100 m,
∇sjH
j(sj(i))T (sj − sj(i)) =
K∑
k=1
Mj∑
mj=1
Nj∑
nj=1
2s
j(i)
k [m
j , nj]
(
s
j
k[m
j , nj]− s
j(i)
k [m
j , nj ]
)
, ∀j, (32)
∇
p¯
j
k
V¯
j
k (p¯
j(i)
k ) =
aQ−1(ǫjk)√∑Mj
mj=1
∑Nj
nj=1 V¯
j(i)
k [m
j , nj ]


g
j
k
[1]
(1+p¯
j(i)
k
[1,1]gj
k
[1])3
...
g
j
k
[M ]
(1+p¯
j(i)
k
[M,N ]gj
k
[M ])3

 , ∀j. (33)
Table I: Simulation Parameters.
Parameter Value
Total number of sub-carriers in uplink and downlink M = Mu =Md 2M=64
Number of time slots in uplink and downlink Nu = Nd 4
Bandwidth of each sub-carrier 30 kHz
Noise power density -174 dBm/Hz
Maximum BS transmit power, Pmax 45 dBm
Maximum transmitted power of each user, Pk,max 23 dBm
Value of Γk, ∀k 1
respectively. The BS is located at the center of the cell, and
the users are randomly located between the inner and the outer
radii. The user weights are set to wk = 1, ∀k for simplicity.
The path loss is calculated as 35.3+37.6 log10(dk) [22], where
dk is the distance from the BS to user k. The values of the
penalty factors are set to η1 = 10KPk,max and η2 = 10Pmax.
The small scale fading gains between the BS and the users are
modeled as independent and identically Rayleigh distributed.
All simulation results are averaged over 100 realizations of
the path loss and multipath fading.
A. Performance Bound and Benchmark Scheme
We compare the performance of the proposed resource
allocation algorithm with the following benchmark schemes:
• Shannon’s capacity (SC): To obtain an (unachievable)
lower bound on the total network power consumption,
Shannon’s capacity formula is adopted in problem (10),
i.e., V
j
k (s
j
k,p
j
k), ∀j, is set to zero in constraints C1 and
C2, respectively, and all other constraints are retained.
The resulting optimization problem is solved using a
modified version of the proposed algorithm.
• Fixed sub-carrier assignment (FSA): In this scheme,
we fix the sub-carrier assignment. In fact, we divide
the total number of sub-carriers among the users such
that their delay and causality constraints are met. Then,
we optimize the power allocated to the sub-carriers for
the given channel realization. The resulting optimization
problem is solved using the SCA method.
B. Simulation Results
In Fig. 3, we investigate the average system power con-
sumption versus the size of the task of the URLLC users and
study the impact of different delay requirements. For delay
scenario S0, none of the users has delay restrictions, i.e.,
Dk = τ + N
d = 7, ∀k. In contrast, for delay scenario S1,
two users have strict delay constraints while the remaining
users do not, i.e., D1 = D2 = 5 and D3 = D4 = 7. As
expected, increasing the required number of transmitted bits
leads to higher transmit powers. This is due to the fact that if
more bits are to be transmitted in a given frame, higher SNRs
are needed, and thus, the BS and the users have to increase the
transmitted power. Furthermore, the proposed scheme leads to
a substantially lower power consumption compared to the FSA
scheme. This is due to the non-optimal sub-carrier allocation
for the FSA scheme. Fig. 3 also reveals the impact of strict
delay requirements. In particular, delay scenario S1 leads to
a higher power consumption compared to S0 because the BS
and the users are forced to allocate more power even if their
channel conditions are poor to ensure their transmissions are
completed with the desired delay. Furthermore, SC provides a
lower bound for the required power consumption of OFDMA-
URLLC MEC systems. However, SC cannot guarantee the
required latency and reliability. This is due to the fact that,
in this scheme, the performance loss incurred by FBT is not
taken into account for resource allocation design, and thus the
obtained resource allocation policies may not meet the QoS
constraints.
In Fig. 4, we show the average system power consumption
versus the packet error probability and study the impact of
different delay requirements. As can be observed, for the
proposed scheme and FSA, the average system power con-
sumption is a monotonically decreasing function of the packet
error probability. This is due to the fact that the complementary
error function in the normal approximation is a monotonically
decreasing function of ǫ, and as a result, the impact of the
dispersion part in the normal approximation decreases as ǫ
increases. Fig. 4 also reveals the impact of delay constraints.
In particular, delay scenario S¯1 = {D1 = D2 = D3 = 5,
D4 = D5 = 7} leads to a higher power consumption
compared to S¯0 = {Dk = 7, ∀k}. This is due to the smaller
feasible set of the optimization problem. Moreover, as can
be seen, for SC, the power consumption is independent of
the packet error probability. This is due to the fact that SC
assumes that the decoding error probability is zero. Moreover,
the gap between the proposed scheme and SC is the price to
be paid for enforcing strict delay and reliability requirements
to ensure URLLC.
VI. CONCLUSIONS
This paper studied the resource allocation algorithm design
for OFDMA-URLLC MEC systems. To ensure the stringent
end-to-end transmission delay and reliability requirements of
URLLC, we proposed a joint uplink-downlink resource alloca-
tion scheme which takes into account FBT. Moreover, to min-
imize the end-to-end delay, we proposed a partial time overlap
between the uplink and downlink frames which introduces new
uplink-downlink causality constraints. The proposed resource
allocation algorithm design was formulated as an optimization
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Figure 3: Average consumed power [dBm] vs. task size [bits],
K = 4, τ = 3, O¯ = 1, ǫjk = 10
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probability, K = 5, τ = 3, O¯ = 1, Bk = 160 bits, ∀k.
problem for minimization of the total weighted transmit power
of the network under QoS constraints regarding the minimum
required number of computed bits of the URLLC users within
a maximum computing time, i.e., the end-to-end delay. Due to
the non-convexity of the formulated problem, finding a global
solution entails a prohibitive computational complexity. Thus,
a low-complexity algorithm based on SCA was proposed to
find a high-quality sub-optimal solution. Our simulation results
showed that the proposed resource allocation algorithm design
facilitates the application of URLLC in MEC systems, and
achieves significant power savings compared to a benchmark
scheme.
APPENDIX A
The proof follows similar steps as corresponding proofs in
[5], [17], [19]. In the following, we show that problems (29)
and (20) are equivalent. Let U∗ denote the optimal objective
value of (29). We define the Lagrangian function, denoted by
L(p¯u, p¯d, su, sd, η1, η2), as [23]
L(p¯u, p¯d, su, sd, η1, η2) =
Φ(p¯u, p¯d) + η1(E
u −Hu) + η2(E
d −Hd), (35)
where η1 and η2 are the Lagrange multipliers corresponding
to constraints C6b and C10b, respectively. Note that Eu(su)−
Hu(su) ≥ 0 and Ed(sd)−Hd(sd) ≥ 0 hold. Using Lagrange
duality [5], [20], [23], we have the following relation 5
U∗d = max
η1,η2≥0
min
pu,pd,su,sd,p¯u,p¯d∈Ω
L(p¯u, p¯d, su, sd, η1, η2)
(36)
(a)
≤ min
pu,pd,su,sd,p¯u,p¯d∈Ω
max
η1,η2≥0
L(p¯u, p¯d, su, sd, η1, η2) = U
∗,
(37)
where Ω is the feasible set specified by the constraints in
(29). In the following, we first prove the strong duality, i.e.,
U∗d = U
∗. Let (pu∗,pd∗, su∗, sd∗, p¯u∗, p¯d∗, η∗1 , η
∗
2) denotes
the solution of (36). For this solution, the following two
cases are possible. Case 1) If Eu(su) − Hu(su) > 0 and
Ed(sd)−Hd(sd) > 0 hold, the optimal η∗1 and η
∗
2 are infinite,
respectively. Hence, U∗d is infinite too, which contradicts the
fact that it is upper bounded by a finite-value U∗. Case 2) If
Eu(su)−Hu(su) = 0 and Ed(sd) −Hd(sd) = 0 hold, then
(pu∗,pd∗, su∗, sd∗, p¯u∗, p¯d∗) belongs to the feasible set of the
original problem (20) which implies U∗d = U
∗. Hence, strong
duality holds, and we can focus on solving the dual problem
(36) instead of the primal problem (37).
Next, we show that any η1 ≥ η1,0 and η1 ≥ η1,0
are optimal solutions for dual problem (36),
i.e., η∗1 and η
∗
2 , where η1,0 and η2,0 are some
sufficiently large numbers. To do so, we show that
Θ(η1, η2) , min
p¯u,p¯d,pu,pu,su,sd∈Ω
L(p¯u, p¯d, su, sd, η1, η2)
is a monotonically increasing function of η1 and η2. Recall
that Eu(su) − Hu(su) ≥ 0 and Ed(sd) − Hd(sd) ≥ 0
holds for any given pu,pd, su, sd, p¯u, p¯d ∈ Ω.
Therefore, L(p¯u, p¯d, su, sd, η1(1), η2(1)) ≤
L(p¯u, p¯d, su, sd, η1(2), η2(2)) holds for any given
p¯u, p¯d,pu,pu, su, sd ∈ Ω, 0 ≤ η1(1) ≤ η1(2),
and 0 ≤ η2(1) ≤ η2(2). This implies that
Θ(η1(1), η2(1)) ≤ Θ(η1(2), η2(2)) and that Θ(η1, η2)
is monotonically increasing in η1 and η2. Using this result,
we can conclude that Θ(η1, η2) = U
∗, ∀η1 ≥ η1,0, η2 ≥ η2,0.
In summary, due to strong duality, we can use the dual
problem (29) to find the solution of the primal problem (20)
and any η1 ≥ η1,0 and η1 ≥ η1,0 are optimal dual variables.
These results are concisely given in Lemma 1 which concludes
the proof.
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