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Global warming, environmental change and sea-level rise are now perceived as a real threat 
to coastal communities across the World, including Wales, where coastal flooding and 
erosion have become more widespread and accepted. Existing techniques for monitoring the 
coastal environment are generally very expensive, in particular, remotely sensed datasets like 
LiDAR or satellite images. Consequently, many governments pay less attention to monitoring 
coastal areas and this has led to poor management programmes, resulting in the loss of lives 
and properties. In the United Kingdom, the Shoreline Management Plan does not necessarily 
encourage active intervention in protecting against coastal flooding and erosion. 
Photogrammetry is the most adopted technology for shoreline monitoring and management. 
While there are existing efforts in the application of close-range digital photogrammetry in 
monitoring Coastal Areas, there is no widespread adoption of a low-cost, consistent and 
regular monitoring methodology for data capture; processing and analysing that would 
accommodate the coastal cliff as well as accurately monitoring beach accretion and erosion. 
A cliff monitoring infrastructure is required to understand the cliff change pattern and 
correctly predict cliff falls. This research develops some new technologies for coastal cliff 
deformation and beach monitoring which are: A new pole-photogrammetry technique for 
regular cliff surveys; a new algorithm for coastal cliff deformation monitoring; an innovative 
predictive model for detecting and quantifying cliff fall and collapse; an innovative low-cost 
computational analysis and visualization for Beach Modelling and Monitoring. The new pole-
photogrammetry technique is low-cost, accurate, rapid, and can generate high-resolution 
images. The methodology includes the most practicable survey distance to the cliff, vertical 
camera angle, and the best time Interval for executing a pole survey using the Integrated 
Sensor Orientation (ISO) from very cheap single frequency inbuilt GNSS. The new python 
algorithm for analysing the structural changes on the coastal cliff point cloud incorporates 
some existing libraries such as the Open3d, Numpy, and Pandas. This innovative algorithm 
reads every point in both point clouds and detects the changes. The algorithm creates three 
new point clouds for; where change has taken place, where there is no change, and the change 
array itself. The generated change-array point cloud was for computing the change volume 
and developing the coastal cliff prediction model. The new prediction model generates a 
probabilistic segmentation of all critical faults on the cliff and correctly predicts the date and 
quantity of cliff fall and collapse. The innovative low-cost computational analysis and 
visualization for Beach Modelling and Monitoring includes best practices; for low-cost and 
accurate UAV surveys, opensource and low-cost processing of digital images to acquire 
accurate orthomosaic and digital surface models, and for analysing digital images using open-
source photogrammetric software. A three-stage monitoring procedure commencing with the 
small-scale photogrammetric datasets and ending in the critical evaluation of the dataset from 
the drone using the open-source QGIS was able to detect changes as small as 1cm to 3cm. 
The datasets from the drone and the pole integrate into a coastal monitoring infrastructure for 
monitoring the coastal area. The 1cm vertical accuracy and super-high-resolution images 
show an effective low-cost methodology for implementing strategic monitoring of the coastal 
cliff and beach. The recommendation includes a similar monitoring technique for the 
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Chapter 1  
 Introduction: Low-Cost Digital Photogrammetry for Coastline Monitoring 
1.1 Statement of the Problem 
The World’s coastal zone is changing rapidly as a result of global warming and other 
environmental activities (King et al, 2017; Cloern et al, 2016; Paravolidakis et al, 2016; 
Robinet et al, 2016; Bio et al, 2015; Callaghan et al, 2015; Chikhradze et al, 2015; 
Smeeckaert et al, 2013; Sesli et al, 2009). There is the change in ocean currents, coupled with 
its associated upwelling and downwelling, thereby resulting in frequent coastal flooding and 
erosion (Samanta and Paul, 2016; Ringim et al, 2016; Bio et al, 2015; Chaaban et al, 2012). 
Sea behaviour and change may lead to the development of hurricanes, typhoons, or cyclones 
(Tseng et al, 2010). Changes have become so unpredictable and uncontrollable that man’s 
quest in monitoring, managing, and predicting changes in the coastal environment is now of 
urgent global concern. 
    “ the search for more sustainable solutions has been given further impetus by the widespread 
public and media acceptance of climate change and recognition of the threats from rising sea 
levels” (BBC, 2009) as in (Pontee and Parsons, 2012).  
     Shoreline monitoring and management have therefore become very crucial and inevitable 
(Anandabaskaran and Vijayakumar, 2017) requiring immediate, reliable, and cost-effective 
monitoring techniques (Ahmed et al, 2018).  
This study aims to demonstrate the use of low-cost and large-scale (localised) methodologies 
for coastline monitoring which are practical and affordable for adopting throughout the 
World, especially for developing nations. Furthermore, the research will show that such 
large-scale monitoring approaches need to be accurate and easily and readily repeatable.  The 
aim is to demonstrate that cheap localised monitoring approaches will allow local 
stakeholders with specialised knowledge of their environment the ability to undertake 
accurate surveys to better understand the changes in their coastal landscapes. 
1.2 Case Study Area: Erosion at Penarth, South Wales, UK 
The beach and cliffs of Penarth (see Figure 1.1) were chosen as the main case study site for 
this research, as it is an area experiencing cliff erosion; has been a cause for concern in 
respect of beach erosion (Phillips, 2005); is local to the University of South Wales; and the 
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Vale of Glamorgan Council with the Wales Coastal Monitoring Centre (WCMC) were very 
supportive of new and efficient monitoring approaches for Penarth. Furthermore, the Vale of 
Glamorgan Council organised and facilitated the necessary permissions for each occasion in 
which a drone was used to survey the site. 
 
Figure 1.1 - Case Study Area of Penarth Beach and Cliffs in South Wales. 
Penarth is a small town in the Vale of Glamorgan neighbouring Cardiff, South Wales on the 
north shore of the Severn Estuary, which has the second largest tidal range in the World. The 
county’s coastline is approximately 45 kilometres in length (Farr et al, 2017), half of which is 
designated the Glamorgan Heritage Coast including Sites of Special Scientific Interest (SSSI) 
and is characterised by stunning limestone cliffs, which are predominant on the Penarth 
stretch.  
The focus is on the area to the north of the pier where the lower cliffs are composed mainly 
of shales and thin bands of limestone of late Triassic age, while the top of the cliff exhibit 
layers of grey limestones and shales from the Jurassic Blue Lias. Interspersed between these 
periods, resistant gypsum or alabaster layers were formed within the Triassic red marls (see 




Figure 1.2 - The cliffs at Penarth (north of the pier) illustrating the strata in the Triassic 
Marls. Evidence of landslips is visible, as are the resistant layers or ledges formed into the 
cliffs.  Source: USW, August 2020. 
 
Figure - 1.3 Strata including Gypsum (alabaster) outcrops at Penarth (corresponds to 
the area on the right of Figure 1.2).  Source: USW, May 2016. 
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These cliffs are constantly eroding as small quantities of shale and debris can be seen (or be 
heard) to fall in any site visit to the beach below. On occasion, large landslips occur resulting 
in tonnes of rocks falling onto the beach below (see Figures 1.4 and 1.5).  
 
Figure 1.4 - Penarth on 2nd December, 2016.  Evidence of the April 2014 landslide on the 
beach below. Also, the red box highlights the felling of Penarth’s iconic pine trees which 
once overlooked the coastline (as seen in Figure 1.3). A decision was made to fell the trees in 
order to stabilise and protect the cliff.  Source: USW, December 2016. 
 
Figure 1.5 - Aerial Photograph of Penarth Head in 2000. Evidence of cliff failure and 
landslide. Source: Welsh Assembly Government. 
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While the effects of the sea and sea level rise may have some impact on cliff erosion, the 
main contributing factor is the weather - rain; temperature (sub-zero and/or heatwaves); the 
prevailing wind; and storm events. Extreme events (prolonged heavy rainfall; prolonged cold 
snap; heatwave) each can have an adverse effect on the stability of the cliffs.  The sea then 
acts in breaking down and displacing this debris rather than being a primary force of erosion. 
However, that is not to say that the sea does not cause its own problems with coastal flooding 
at Penarth (Figure 1.6) and damage to the sea defences especially during storm surges and 
seasonal high tide events (Figure 1.7). 
 
Figure 1.6 -  Storm and coastal flooding at Penarth Esplanade. Source: Penarth Times, 
2015. 
 
Figure 1.7 - High tide at Penarth, January 2014. Source: Penarth Times, 2015.  
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It is well documented (e.g. Phillips, 2005) that Penarth has suffered from erosion for many 
years, partly due to weather events and in part to human activities, such as the development 
of the Cardiff Bay barrage and off-shore sand dredging in the Bristol Channel. Previously, the 
Esplanade at Penarth extended all the way down to the cliffs, culminating at a small stone-
built quay and a covered (sewer) outlet (see Figures 1.8 to 1.10).   
 
Figure 1.8 - Penarth Esplanade (walkway) in use (circa 1930). Source: Uncredited 
Postcard. 
 





Figure 1.10 Aerial View from left to right on Penarth beach: the Pier, the short-lived 
multi-storey car park, the quay and sewer casements, and the two groynes (small wall 
sea defences to manage erosion and sediment drifting). Source: Welsh Assembly 
Government / RAF, 25th April, 1975. 
Since the 1970s, the Esplanade north of the pier and the quay have been left to the elements 
and have subsequently been eroded and destroyed (see Figure 1.11).  The multi-storey car 
park built over the beach in 1969 was demolished in 2001 due to concerns over the columns 
supporting the structure and the possible impact of further erosion on the beach. It is 
interesting to note the two groynes in Figure 1.10 and the fact that these walls had been built 






Figure 1.11 - Erosion of the Esplanade, sea defences and quay on Penarth beach. 
 
 
Figure 1.12 - Significant gaps (cliff recession) between the groynes and the face of the 
cliff since 1975 (Figure 1.10). Source: USW, August 2020. 
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There are tremendous efforts to monitor and manage the whole South Wales shoreline, 
including Penarth. The main challenge is obtaining and managing datasets in terms of cost; 
frequency of data capture; and the development of dynamic, accurate and efficient 
methodologies. A detailed and consistent shoreline management plan is of urgent necessity 
(The Vale of Glamorgan Council Scrutiny Committee “Economy and Environment”: 2 
February 2016). According to Phillips (2008), Penarth has experienced “extreme sea levels”. 
It has also undergone terrible coastal erosion with massive cliff degradation (Phillips, 2005). 
Hence, for this research, Penarth has been chosen as the case study area for evaluating the 
proposed coastal monitoring strategies. 
1.3 Coastal Flooding and Cliff Erosion: A Global Threat 
Coastal flooding and cliff recession are not specific to the UK, but a Global threat (Cloern et 
al, 2016). In Nigeria (Figures 1.13 & 1.14), coastal flooding has displaced more than 25 
million people (Agbonkhese et al, 2014). Yearly, there are “occurrences and reoccurrences” 
of coastal flooding due to global warming and other climatic changes (Nwigwe and Emberga, 
2015). The lack of planning and coastal zone management has led to severe degradation of 
the coastlines (Ringim et al, 2016). This is a threat to the Nigerian economy as the country 
derives the bulk of its annual income from explorations and other mining activities along the 
coastlines (Ringim et al, 2016). Despite the high level of reporting and the devastating nature 
of coastal flooding, there is no clear definition of a strategic work plan for evaluating and 
monitoring coastlines in Nigeria (Ringim et al, 2016 and Nwigwe and Emberga, 2015). 
 
 





Figure 1.14 - Cliff Erosion causes fears of Communities Extinction in the Niger Delta of 
Nigeria (Agbodion, 2016).  
The aim of this research is also to demonstrate that low cost photogrammetric techniques for 
coastline monitoring can be applied in the developing nations. Nigeria is one such country, so 
was also used as a small case study area (see Appendix D).  This thesis does not focus on this 
case study here, but the reader is advised to refer to Conference Paper for further details in 
the Appendix.  
1.4 The Need for Low-Cost Photogrammetric Techniques for Coastline Monitoring 
Coastlines are fundamentally unique features whose behavioral patterns are the subjects of 
numerous environmental and engineering studies (Papakonstantinou et al, 2016): 
 
i. Determining the effects of coastal flooding and erosion (Brunier et al, 2016; 
Paravolidakis et al, 2016; Van and Binh, 2009) 
ii. Delineating of tidal surfaces (Liu et al, 2011; Li et al, 2012) 
iii. Evaluation of coastal cliff recession by the frequent crashing of the sea waves (Hapke 
et al, 2009 and Lee, 2008). 
iv. Ascertaining the Earth’s gravitational displacement for any given locality as 
variations in tidal heights is due to the Earth's rotation (Austermann and Mitrovica, 
2015).  
 
One major challenge to coastline monitoring is the high cost of acquiring accurate data, such 
as LiDAR, aerial images, and other high and very-high-resolution images (Banks et al, 2017; 
Khalid et al, 2016; Casella et al, 2014 and Braga et al, 2013). Shoreline changes are 
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unpredictable and unstable (Samanta and Paul, 2016). It is also economically unrealistic to 
survey specific segments of the cliff surface using LiDAR or aerial photogrammetry at very 
regular intervals (Dewez et al, 2016). Effective monitoring will, demand, therefore, 
techniques of low cost for continuous; consistent and effective approaches (Artigas and 
Pechmann, 2010). According to Klein et al (2001), the concern now is for “technological 
options” in the total management of shorelines. Techniques that are frequent enough with 
adaptability to climatic changes will provide the most needed technological options (Clark, 
2017; Results from ResMar Project, 2013 and Smeeckaert et al, 2013). There is a need for an 
innovative regular methodology to monitor features such as cliff surfaces (Clark, 2017; 
Dewez et al, 2016 and Earlie et al, 2014).  Essentially, to be applicable to developing nations, 
then methodologies need to be affordable and regularly undertaken.  Figure 1.15 presents an 
overview of the methods which have and can be used for coastline monitoring, which will be 
discussed in detail later in the thesis. Most of the traditional techniques (e.g. satellite imaging, 
aerial photography, LiDAR, terrestrial laser scanning, etc.) are very expensive to source data 
or to purchase the necessary hardware to undertake such surveys. In most cases, these are 
beyond the means of many coastal monitoring programmes, especially those on limited 













Figure 1.15 Survey Techniques for Coastal Monitoring – A Brief Overview 
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1.5 Research Aim 
This research aims to develop new low-cost close-range digital photogrammetry techniques 
and practices for coastal cliff and beach monitoring with optimal frequencies of surveys, 
resolution, localization, precision, and accuracies.  
1.6 Research Objectives 
1. To implement an excellent low-cost practice in close-range digital photogrammetry 
comparable to LiDAR and the Terrestrial Laser Scanners for obtaining 1cm to 3cm 
change detection on the coastal area.  
 
2. To develop a low-cost, simple, pole photogrammetry technique for acquiring digital 
images for cliff monitoring.  
 
3. To develop change detection and prediction model algorithms for coastal cliff monitoring 
using images obtained from close-range digital photogrammetry.  
 
4. To implement low-cost best practices for spatial analyses to obtain micro-level change 
detection and classification of features on the beach. 
 
5. To develop a coastal area information monitoring infrastructure for beach and coastal cliff 
management.  
1.7 Research Questions 
 
1. Are the UAV’s outputs comparable with Airborne LiDAR and the Terrestrial Laser 
Scanners for coastal area monitoring? 
 
2. What are the most economically viable photogrammetry sensors and platforms to obtain 
1cm to 3cm accuracies and high-resolution images for regular coastline cliff monitoring?  
 
3. Can an algorithm from the UAV point cloud be applicable for change detection on the 




4. Can low-cost UAV outputs achieve micro-level change detection and classification of 
features (as small as 1 cm) along the coastal area and other geomorphological studies? 
 
5. Can coastal area information monitoring infrastructure for beach and cliff management be 
developed with low-cost digital photogrammetry techniques? 
1.8 Outline of Thesis 
Chapter 2 is in two sections. The first section provides a historical outline of traditional 
surveying equipment in providing topographical information about the coastline. The second 
part is a contemporary review of the application of remote sensing and digital 
photogrammetry techniques in monitoring the shoreline and its cliffs.  
Chapter 3 provides detailed background studies on the methodologies adopted in this thesis. 
These illustrate the author’s understanding of the Automatic Aerial Triangulation (AAT) and 
the bundle adjustment (BA) and on how these conceptualise the theoretical framework and 
the design of the adopted close-range digital photogrammetry techniques.   
Chapter 4 is the actual reconstruction process of a new close-range digital photogrammetry 
technique for monitoring the coastal cliff. This chapter develops an innovative low-cost and 
simple field survey method of digital photogrammetry using the pole as a platform and a 
mobile phone as a sensor. The chapter objectives provide the most practical vertical camera 
angle, survey distance to the cliff, practical overlaps, and realistic time range duration for 
executing these surveys are determined from the basic surveying principles.  
Chapter 4 also develops another innovative theoretical and digital computational framework 
for determining areas of change and volume of change between two-point clouds. A 
straightforward and flexible python algorithm can determine change using the Kd-tree nearest 
neighbor (KNN) search on pre-aligned points clouds. This algorithm also extracts the change 
array for visualization and volumetric change computation. 
Chapter 5 evaluates the accuracies of the pole photogrammetry and the newly developed 
point cloud change-detection algorithm for cliff deformation monitoring. This chapter also 
designs and develops a new prediction model to monitor the cliff collapse/fall. This 
prediction model helps to forecast when and where the next cliff fall would likely occur.  
15 
 
Chapter 6 evaluates the best drone photogrammetry practices for acquiring 1cm resolution 
and 1cm vertical accuracy digital outputs for monitoring the beach. This chapter research the 
best low-cost practices for Global Navigation Satellite System (GNSS) Ground Control 
Points (GCP); low-cost strategies for processing digital images; an open-source solution for 
detecting and analysing 1cm changes on the beach. This chapter introduces a new three-tier 
analysis technique from the small-scale LiDAR datasets to the large-scale drone dataset.       
Chapter 7 is a beach monitoring infrastructure developed from the accurate and low-cost 
strategies in chapter 6. Small changes (1cm-3cm) are visible on the digital models for 
scientific and visualization purposes.    
Chapter 8 is the general discussion of results, conclusion, research limitation and 





Chapter 2  
 Literature Review (Section A) 
This chapter is presented in two Sections.  The first part presents the literature review with 
respect to the main approaches to surveying techniques which have been used for modelling 
and managing the coastal environment.  The second part then focuses on the use of digital 
photogrammetry, or the use of imagery for capturing measurements from objects in the 
photographs. 
2.1 Historical Evaluation of Traditional Land Surveying Methods in Coastal Area 
Monitoring (Shoreline, Beach and Cliff) 
Historically, shorelines were monitored using conventional land surveying equipment like the 
plane table, alidade, levelling instrument, and theodolite (Braga et al, 2013; Zhou and Xie, 
2009 and Fairley et al, 2016). In contemporary times, modern surveying equipment like 
digital theodolites, total stations, differential Global Navigation Satellite System (GNSS) and 
terrestrial laser scanners are still of relevance in shoreline monitoring (Chen et al, 2018; 
Elaksher, 2017; Labuz, 2016; Allan and Stimely, 2013; Zhou and Xie, 2009). Tidal lines 
derived from theodolites and total stations are more accurate and precise (Zhou and Xie, 
2009) compared to those from satellite imagery (Krueger and Souza, 2014; Mason et al, 
2000). Similarly, the automatic levelling technique can attain a vertical accuracy of ± 10mm, 
which still makes it one of the most accurate methods of determining volume change along 
the beach (Fairley et al, 2016). Monitoring of beach erosion using Electronic Distance 
Measurement (EDM) like the total station is also accurate with high temporal resolution 
(Cheng et al, 2016 and Fairley et al, 2016). However, the use of traditional land surveying 
equipment is tedious; difficult to survey certain seascapes or beaches with limited access; has 
very low spatial density of measurement; and often both labour-intensive and time-
consuming (Brunier et al, 2016; Giannini and Parente, 2015; Cheng et al, 2016; Braga et al, 
2013). A historical evaluation of the application of traditional land surveying methods is 
necessary to understand the advantages and disadvantages of large/medium scale surveys in 
coastline monitoring (Westoby et al, 2018 and Mason et al, 2000). This will help to justify 
the need for alternative low-cost coastal surveying with centimetre accuracies (Goncalves et 
al, 2018 and Turner et al, 2016) and lastly, it elucidates the efficiencies of large/medium scale 
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very high-resolution mapping for generating time-series data for monitoring the coastal 
environment (Mahabot et al, 2017 and Papakonstantinou et al, 2016).  
2.1.1 Theodolites 
A theodolite is a precision optical instrument for measuring angles between designated 
visible points in the horizontal and vertical planes. The use of theodolites in monitoring 
shorelines dates to the 1970s (Loureiro et al, 2014; Overduin and Couture, 2006). Theodolites 
are simple to use land survey equipment which can be used repeatedly and reliably to capture 
data – for example, as in the extent of change along the Barrow Strait beach between 1970 
and 1980 (Overduin and Couture, 2006). Theodolites can derive both primary and secondary 
geospatial data with derived accuracies in centimetres (Overduin and Couture, 2006). 
Loureiro et al (2014) successfully used theodolite surveying to develop beach monitoring 
programmes at localized mapping scales. This includes a detailed topographical survey 
showing the extent of accretion and erosion between the El-Bar and Damietta Harbour 
coastlines in Egypt (El-Asmar et al, 2016). Horizontal and vertical angles measured between 
successive transects on sections of the coastline will precisely define the geolocation and 
describe the surface configurations of points measured (Bailey and Lusseau, 2004; Mason et 
al, 2000). Theodolite surveying can be used to accurately determine the extent of cliff retreat 
and sea erosion (Anfuso et al, 2007). 
Despite the high accuracies of results and the ease of surveys using the theodolite in the 
aforementioned shoreline management projects, photogrammetry, and remote sensing 
techniques will improve on the temporal, spatial and spectral resolutions especially in 
difficult coastline terrains (El-Asmar et al, 2016; Anfusoet al, 2007 and Wangensteen et al, 
2007).  Furthermore, automated techniques will not only improve the volume of data 
collected, but using less labour; possibly less cost; and possibly less (human) errors or 
mistakes. 
2.1.2 Total Stations 
A total station is an electronic/optical surveying instrument comprising an electronic transit 
theodolite integrated with electronic distance measurement (EDM) to measure both vertical 
and horizontal angles and the slope distance from the instrument to a particular point, and 
uses an on-board computer to collect data and perform triangulation calculations. Motorised 
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versions allow the operator to control the instrument from a distance via remote control or 
mobile device, thereby eliminating the need for an extra surveyor.   
The application of the total station theodolite in coastline monitoring and management began 
to gain popularity in the 2000s (Labuz, 2016). Detailed usage of the total station in coastline 
monitoring from the 2000s is described by Cheng et al, 2016; Gutierrez et al, 2001 and 
Schwimmer, 2001. It can generate precise and accurate data for coordinating and quantifying 
beach morphology (Cheng et al, 2016; Bio et al, 2015; Allan and Stimely, 2013; Vila-
Concejo, 2010). 
The study by Cheng et al, (2016) analyzes the practicability of the electronic total-station 
surveying in measuring beach accretion and erosion and compares the results with LiDAR 
and UAV photogrammetry. The several beach profiles along the Microtidal Coast of west-
central Florida were accurately coordinated and delineated using the total station. The 
flexibility of usage enhances the temporal resolution. The usage of the total station is 
therefore limited by low spatial resolution and likely not feasible to survey shorelines with 
high wave-energy patterns (Cheng et al, 2016). 
To validate slope estimated on the shorelines of Kerteh Bay, Terenggau, Malaysia from 
Landsat imagery, comparisons have also be made on the total station readings (Tunji et al, 
2014). Periodic total-station readings along the Port Stephens of Sydney in New South Wales 
were used to generate precise DTMs to determine the actual angular deflections in the beach 
slope and quantify volumetric changes (Vila-Concejo et al, 2010). This research by Vila-
Concejo et al. (2010) recommends the need for similar surveys at other survey sites to be able 
to simulate correctly on erosion and sediment pattern. Such intermediary surveys on smaller 
scales with high temporal resolution are often rarely practicable with the total station (Bio et 
al, 2015; Brunier et al, 2016). 
Liu et al, 2017 monitored changes in tidal lines using the total-station surveying equipment. 
This study evaluates changes from a fixed tidal surface as caused by high-energy waves and 
other manufactured defense measures. Whereas the use of the total station and the RTK-
DGPS will successfully map out the tidal surfaces over time, the researchers swiftly admit the 
uncertainties with this methodology especially for shorelines with abrupt changes. Tidal 
surfaces are also spontaneous with varying spatial resolutions (Samanta and Paul, 2016; 
Tseng et al, 2010 and Murray et al, 2009). 
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Although ground-surveying methods can attain vertical height accuracies of 1cm along 
transects of tidal heights (Mason et al, 2000), there is no defined methodology of monitoring 
coastal cliffs using the total station. The morphological structure of coastal cliffs is very 
unstable due to constant land-sea interference (Matano et al, 2016 and Lee, 2008). Landslides 
on the cliff surface are therefore unpredictable (Brun et al, 2016 and Moore et al, 2010). 
Effective management of the coastal cliff surface should involve methodologies that are safe 
enough, with excellent temporal, spatial, and spectral resolutions (Westoby et al, 2018 and 
Brun et al, 2016). Due to the structural deformation pattern, surveying coastal cliff surfaces in 
segments might not produce the correct insight on the cliff geo-mechanical formations 
(Dewez et al, 2013). Janerals et al, (2015) in their proposed monitoring plan for the 
Montserrat Mountain in Catalonia, North-East Spain, had included the total-station as one of 
the four techniques. The total-station in most cases is to provide precise and accurate 
reference station(s) for coastal cliff monitoring (Janeras et al, 2015 and Matano et al, 2015). 
Effective coastal cliff monitoring should include techniques with varying spatial and 
increased temporal resolutions (Janerals et al, 2015).  
2.1.3 Conclusion on Land Surveying Methods 
Ground surveying methods in coastal monitoring and management are time demanding (Kim 
and Lee, 2017; Bio et al, 2015; Allan and Stimely, 2013; Zhou and Xie, 2009). These 
techniques are also labour intensive (Kim and Lee, 2017; Cheng et al, 2016; Bio et al, 2015; 
Zhou and Xie, 2009). Ground surveys are easier and accurate on favorable atmospheric 
conditions (Westoby et al, 2018and King et al, 2017). Acquisition of data using the theodolite 
and total station is often at intervals and this could lead to systematic errors (Loureiro et al, 
2014). Conventional land surveying equipment is very difficult to survey complex and 
dangerous topographies (King et al, 2017). The high spatial density of surface points cannot 
be achieved from the use of only the conventional land surveying techniques (Brunier et al, 
2016 and Cheng et al, 2016) whereas such clusters of surface points are required to generate 
DEM (James and Quinton, 2013). Total stations and electronic theodolite for coastal 
monitoring are therefore preferred to validate results obtained from other methodologies 
(Anandabaskaran and Vijayakumar, 2017; Cheng et al, 2016; Janeras et al, 2015 and Tunji et 





2.2 Airborne LiDAR 
LiDAR (Light Detection and Ranging) is an optical remote sensing technology that measures 
properties of scattered light to identify the distance and/or other information of a remote 
target (Doyle and Woodroffe, 2018; Irwin et al, 2017 and Martins et al, 2016). LiDAR is an 
active sensor that uses a pulsed laser (Light Amplification by Stimulated Emission of 
Radiators) to measure between distances (Bater and Coops, 2009). A laser scanner uses the 
laser beam of intense coherent electromagnetic radiation to digitally recreate the physical 
properties of an object, building or the terrain from dense point clouds created by stimulated 
emission on the object, building or terrain surface (Kromer et al, 2017; Barrand et al, 2009; 
Bater and Coops, 2009 and Eitel et al, 2009). The laser beam recorded by a sensor produces 
the 3D dense point cloud (Eitel et al, 2016). 3D scanning equipment first came into the 
limelight in the early 1960s and at present, the laser scanners could use other wavelengths 
apart from the visible light (Doneus et al, 2013 and Jha et al, 2008). 
 
 
Figure 2.1 - A typical LiDAR system that produces a swath of finely sampled x,y,z 





As Leigh et al. (2009) illustrates, a LiDAR system comprises three data collection tools 
mounted on an aircraft: a laser scanner, a Global Positioning System (GPS) receiver and an 
Inertial Navigation System (INS). The GPS accurately measures the position of the aircraft 
and the INS measures the roll, pitch and yaw of the aircraft. The laser is emitted and the 
elapsed time from when the laser is reflected from an object or the ground is measured, and 
knowing the speed of light, the distance can be easily determined (see Figure 2.1). 
Researchers and professionals are using the airborne LiDAR to obtain reliable information 
about the shoreline (Lee et al, 2011b; Liu et al, 2011; Xharde et al, 2006) and applicable to 
several shoreline classification or composition (Andersen et al, 2017; Doyle and Woodroffe, 
2018; Martins et al, 2016 and Schmid et al, 2011). LiDAR has a broader tide window for data 
acquisition (Li et al, 2012 and Lee et al, 2011b) and very high frequency for data capture 
which is relevant for the survey of an expansive area (Nijland et al, 2016; Lee et al, 2011b). 
Spectral variations and shadows from land cover would often not affect the efficiencies of the 
Laser beams (Andersen et al, 2017; Eitel et al, 2016 and Liu et al, 2011). It is also efficient in 
extracting the shoreline irrespective of the water level, the extent of the shoreline, or even the 
geography (Andersen et al, 2017 and Li et al, 2012). Digital Elevation Models obtained from 
airborne LIDAR has excellent categorization and “detailed delineation” as compared with 
elevation models from aerial and satellite imagery (Li et al, 2012 and Gesch, 2009). The key 
element of LIDAR DEM is the contouring network capable of delineating between the grid 
pixels with an elevation below or above tidal datum and each representing “water” and “land” 
respectively (Liu et al, 2011 and Lee et al, 2011b). At larger scales, LiDAR DEMs will 
quantify volumetric changes on mountainous glaciers (Barrand et al, 2009). Previous 
attempts to monitor the cliff surface using airborne LiDAR are often limited by scale, 
verticality, and a flying height of the platform and make it difficult to generate a coherent 
light beam on the sea-caves and wave-cut notches (Young et al 2010; Xharde et al, 2006). 
Leigh (2008) documents a study to measure the volumetric changes of the beaches of the 
Gower Peninsular in South Wales using annual LiDAR surveys. 
The Laser beams from several Laser returns produce the elevation grid and tidal heights 
(Yousef and Iftekharuddin, 2014; Schmid et al, 2011). The reliability and effectiveness of this 
elevation grid network is dependent on the accuracy of point registration and interpolation 
(Yousef and Iftekharuddin, 2014; Barrand et al, 2009). The quality of the ground controls and 
how sparsely distributed will greatly influence the accuracies of the LiDAR DEM (Liu et al, 
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2011 and Aguilar et al, 2010). To minimize errors from point registration and interpolation, 
Gesch et al (2016) and Li et al (2012) both suggest the inclusion of the vertical datum 
transformation in the processing routine. The vertical datum transformation model 
automatically converts the derived LiDAR data from the ellipsoidal datum to any desired 
local tidal datum (Gesch et al, 2016; Cooper et al, 2013 and Li et al, 2012).  
Airborne LiDAR is used to monitor coastal morphology and landforms (Doyle and 
Woodroffe, 2018; Andersen et al, 2017; Martins et al, 2016; Nijland et al, 2016; Pye and 
Blott, 2016; Li et al, 2012; Lee et al, 2011b; Aguilar et al, 2010 and Zhou and Xie, 2009). 
Doyle and Woodroffe (2018) used the LiDAR datasets to differentiate between the several 
layers of vegetation and the other components of the bare earth. This study also examined the 
vertical canopy of the sea vegetation, characterization, and layering of other components of 
the bare earth along the foredune using the LiDAR datasets. The processing of the LiDAR 
LAS files was cumbersome with several stages of file conversion. In a similar study, 
sediment computation using LiDAR datasets is to primarily evaluate and access the effects of 
coastal erosion and accretion along the dune and beach of several coast locations in the 
United Kingdom (Pye and Blott, 2016). The study identifies the potential classification errors 
between the bare earth and vegetated ground as causes of errors in the LiDAR’s DEM. 
Although some filtering algorithms are effective on the LiDAR, this study does not provide 
clear evidence of whether the tidal contour of the respective morphological features was 
inherently not influenced by unfiltered LiDAR data. 
Zhou and Xie (2009) performed a time series 3-D morphological change study to be able to 
establish the influence of weather variation on the volumetric change pattern of the typical 
beach and dunes. This study evaluates the consistencies of the spatial data pattern of the 
LiDAR’s dataset in modelling the Assateague Island National Seashore in the United States. 
The gridded LiDAR DEMs are used to calculate the accretion and erosion. The vertical levels 
of the beach and dunes are similarly marked out on the gridded LiDAR DEMs to understand 
the beach change pattern. The tidal crest derived from the delineated beach and dunes did not 
tally with the 3D morphological change pattern due to minimal temporal resolution and the 
changeable climatic conditions. Incoherence in several data sources, unfiltered LiDAR data, 
and variability in the processing routine for LiDAR are potential sources of errors on the 
gridded LiDAR’s elevation (Amante, 2018).  
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LiDAR is also used to determine tidal heights and vertical surfaces along the shorelines (Obu 
et al, 2016; Cooper et al, 2013; Li et al, 2012; Gesch, 2009; Lee et al, 2011b; Liu et al, 2011; 
Zhou and Xie, 2009; Liu et al, 2007). A special quality with the LiDAR is the DEM 
contouring network that can delineate easily between the grid pixels whose elevation is below 
or above a tidal datum representing water and land (Obu et al, 2016; Liu et al, 2011 and Lee 
et al, 2011b). The study by Obu et al (2016) used the LiDAR datasets to evaluate tidal lines 
elevations along the Yukon Coastal Plain and the Herschel Island in Canada. This study 
establishes the impact of short-term tidal lines changes on other coastal processes. Though 
the LiDAR DTM depicts a 3-D breaking for the respective surveys, this study, however, did 
not outline a clear methodology for obtaining shorelines from LiDAR. According to Cooper 
et al (2013), a standard and well-outlined methodology would assist to reduce associated 
errors in the LiDAR datasets. Unresolved errors in the LiDAR datasets also amount to an 
inconsistent DEM with wrong interpolations on the respective vertical surfaces (Cooper et al, 
2013). LiDAR-based elevation of the shoreline could be difficult to resolve in coastlines 
characterized by seaweeds or dunes (Nijland et al, 2016). Although the LiDAR can 
incorporate additional sensors, there is still the limitation of matching the flying height of the 
digital camera with the LiDAR relative to the vertical accuracy requirement of the digital 
camera (Mitishita et al, 2016). Nijland et al (2016) had used therefore the threshold elevation 
derived from other erosion classifiers to generate a shore-perpendicular bisector that marked 
the shoreline on a LiDAR DTM. The confusion matrix and cohen’s statistical models 
compute the threshold elevations. 
Other limitations and bias of LiDAR-derived DEM in delineating tidal surfaces are 
encapsulated in Cooper et al (2013) and Liu et al (2007). Cooper et al (2013) and Nijland et 
al (2016) also identify areas vulnerable to sea-rise as difficult to map accurately. The 
difficulty with the LiDAR DEM in categorizing between coastal marshes and the bare earth 
could be a challenge in identifying the thin line between land and sea (Hladik and Alber, 
2012 and Schmid et al, 2011). Shorelines cannot be mathematically or visually extracted 
from LiDAR raw dataset (Liu et al, 2011 and Lee et al, 2009) but from LiDAR DTM 
correctly referenced to a tidal datum (Nijland et al, 2016; Yousef and Iftekharuddin, 2014; Li 
et al, 2012 and Liu et al, 2011). Liu et al (2011) and Lee et al (2009) both emphasized that 
shorelines from LiDAR elevations are best extracted by creating a center of mass about the 
regions immediately above and below the tidal datum surface. The conversion of LiDAR raw 
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points into defined tidal datum can also displace the tide-coordinated shorelines (Liu et al, 
2011). LiDAR raw data are heavy files and rigorous to process (Du and Lee, 2012). 
Coastal cliff erosion is monitored from derived airborne LiDAR DEMs (Young, 2018; 
Palaseanu-Lovejoy et al 2016; Earlie et al, 2014; Earlie et al, 2013; De Rose and Basher, 
2011; Bowles and Cowgill, 2012; Young et al, 2011 and Young et al, 2010). Cliff surfaces 
monitored by airborne LiDAR are mainly on the large and medium-scale (Young, 2018; 
Palaseanu-Lovejoy et al, 2016 and Earlie et al, 2014). For precise digital spatial analysis, the 
cliff surface surveyed from airborne LiDAR often requires auxiliary datasets from other 
photogrammetric sources (Young, 2018 and Young et al, 2010). It is difficult to survey the 
cliff surface with the airborne LiDAR without the LiDARs erroneous data (Michoud et al, 
2014 and Young et al, 2009). According to Michoud et al (2014), airborne LiDAR cannot 
generate accurate DTM for cliff monitoring. Erroneous data are caused by the cliffs’ surface 
unstable slope (Earlie et al, 2014), poor textural surface, and other illuminations as caused by 
vegetation (De Rose and Basher, 2011; Young et al, 2009). To survey the cliff surface with 
reduced LiDARs erroneous data, Young (2018), Palaseanu-Lovejoy et al, (2016), and Young 
et al, (2010) suggest the need to segment the grid cells on the cliff surface. Cliff surface 
change from inferences on the cliff-top and cliff-toe lines is recommended by (Palaseanu-
Lovejoy et al, 2016); inferences from the cliff edge (Young et al, 2011); using deposited 
materials on the cliff toe (Earlie et al, 2014) and by the differencing of successive DEMs 
(Young et al, 2009). The preciseness of these methodologies is still in doubt due to the rapid 
geomorphologic changes and extreme weathering processes present at the cliffs' top, toe and 
sides (Matano et al, 2016; Barton and Pearce, 2015; Somma et al, 2015 and Fanti et al, 2013). 
Presently, there is no specific methodology for monitoring the cliff surface (De Rose and 
Basher, 2011 and Young et al, 2011). Airborne LiDAR is best suited for long-term 
monitoring (Earlie et al, 2014). Monitoring of the cliff surface would require DEMs created 
in series (De Rose and Basher, 2011 and Young et al, 2010). Close range laser scanning 
generates more details about the cliff surface than airborne laser scanning (Young et al, 
2010). It also produces higher vertical accuracies than the LiDAR (Chen et al, 2018). Recent 
research recommends the close-range laser scanning for precise and continuous deformation 
monitoring of the cliff surface (Earlie et al, 2017; Matano et al, 2016; Smith, 2015; Young et 
al, 2010; Abellan et al, 2010). 
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It should be noted that in Wales, the Natural Resources Wales (NRW) is currently allowing 
LiDAR datasets to be downloaded for use under an Open Government Licence. However, the 
data is typically at least five years old.  LiDAR datasets are available at resolutions of 1 or 2 
metres, with some limited areas available at 50cms or 25cms (see Figure 2.2 for an example 
of the data available for Penarth). 
 
Figure 2.2 LiDAR Datasets available for Penarth, South Wales through LLE, the 
Natural Resources Wales (NRW) Geo-Portal website funded by the Welsh Assembly 




2.3 Terrestrial Laser Scanners (TLS) 
The terrestrial laser scanner (TLS) is LiDAR mounted on a tripod on the ground (Abella et al, 
2010; Kuhn and Prufer, 2014; Abella et al, 2010). By 1999, there were attempts to monitor 
the cliff and coastlines using the TLS (Huber and Hebert, 1999). TLS is typically on tripods 
like other conventional land surveying equipment with its principles like the Airborne Laser 
Scanners (ALS). Points are measured 3600 in the horizontal and 1000 vertical directions 
(Letortu et al, 2018). The laser beam can capture discrete parts of the object, building, or 
terrain precisely as point measurements are at multiple angles and close range (Caputo et al, 
2018 and Letortu et al, 2018). 
The application of the TLS to monitor slope deviations and instability in the Pozzuoli bay 
coastal cliff of Posillipohill, Napales, mainly used inferences from discontinuities on the 
spatial correlation of parts of the modeled cliff surface (Somma et al, 2015). The dimension 
of the cliff monitored is 140m high by 250m wide. This study relied on the magnitude of 
submerged point clouds as generated from the intensities of the Laser beams to create a 3D 
model of the cliff surface. The entire process relied on the magnitude of the submerged point 
clouds generated from the intensity of the Laser beams (Somma et al, 2015). TLS is usually 
with erroneous data (Smith et al, 2015). This is likely as in the case with this study that used 
the time-of-flight TLS technique to acquire the 3D model of the cliff surface. In the time-of-
flight, the TLS technique, the speed of the emitted pulse of light can be influenced by the 
surrounding illumination not traveling in the same wavelength as the laser beam (Kromer et 
al, 2017 and Olsen et al, 2009). Irregular surface edges with varying spectral reflectance 
characterize the coastal cliff surfaces (Galea et al, 2014 and Lague et al, 2013). Erosion and 
other natural sedimentation processes frequently alter and disintegrate analogous components 
causing varying spectral intensities on the cliff surface (Brodu and Lague, 2013). The 
Homogenous surface nature of most cliff surfaces would often lead to a change in the 
temperature of the emitted laser beams, which alters the time of the returned beams (Letortu 
et al, 2018). Un-edited flaws cause wrong intensities of spatial variations, which could lead to 
anomalies in the digital surface model (Kromer et al, 2017; Young et al, 2009). The study by 
Calligaro et al (2013), confirms the availability of flaws in scanned laser beams, as caused by 
the complexities in the surface morphology of the cliff.  
Other studies by (Matano et al, 2016 and Calligaro et al, 2013) on the application of the TLS 
in coastal cliff monitoring only aimed at assessing the spatial correlation and angular 
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orientation of the cliff surface components. Both studies did not outline methodologies for 
regular monitoring of the cliff surface and quantifying the amount of change over time. 
Lague et al (2013) developed an algorithm that would compare 3D point cloud produced by 
the TLS using the direct distance technique. Their study aimed at removing extraneous point 
clouds generated from incident beams at varying intensities but did not outline a 
methodology for improving the temporal resolution with the application of the TLS 3D point 
cloud. Kuhn and Prufer (2014), expounds on the relevance of developing high spatial and 
multi-temporal resolution monitoring framework with the TLS.  
Holland et al. (2008) also demonstrates the potential use of TLS for mapping the beach and 
sea defences at Penarth (see Figures 2.3 & 2.4) and comparing the data with traditional 
airborne LiDAR.  The method has potential, but one drawback of the approach is the variable 
density of laser returns as the angle of the laser scanner rises.  Ideally, the TLS needs to be 
mounted at an elevated position in order to maximise the data volume and minimise the 
divergence of data returns.   
 
Figure 2.3 Terrestrial Laser Scanner 3D Point Cloud for the beach, sea defences, 




Figure 2.4 Terrestrial Laser Scanner 3D Point Cloud for the beach, Esplanade sea wall 
and steps at Penarth beach. Source: University of South Wales, 2008. 
A long-term coastal cliff-monitoring plan could be inadequate to understand the several 
deformation processes (Kuhn and Prufer, 2014). A fully developed precise and short-term 
monitoring infrastructure will enhance the understanding of long-term coastal cliff 
monitoring (Westoby et al, 2018; Moore and Griggs, 2002). It is also required to develop 
strategic management plans (Moore and Griggs, 2002) and implement scientific hazard 
control/prevention on the coastal cliff area (Fraser et al, 2017). In the study by Letortu et al 
(2015), weekly surveys were to fully understand the several dynamics of the coastal cliff and 
further hypothesize a strategic work plan. In this context, the bi-annual monitoring technique 
as employed by Kuhn and Prufer (2014) will not conform to the definition of multi-temporal 
resolution. 
TLS also has wide applications in managing the coastlines (Fabbri et al, 2017; Vos et al, 
2017; Fairley et al, 2016; Schubert et al, 2015 and Julge et al, 2014). Application is in the 
monitoring of tidal heights (Bitenc et al, 2011 and Julge et al, 2014), quantifying beach 
erosion and accretion (Vos et al, 2017 and Julge et al, 2014) and coastal zone morphology 
(Fabbri et al, 2017 and Vos et al, 2017). Coastlines require surveys at very regular intervals to 
predict coastal flooding/erosion and devise the appropriate shoreline management techniques 
(Fabbri et al, 2017; Vos et al, 2017; Results from Resmar Project, 2013, and Bitenc et al, 
2011). Not all coastal cliffs are easily accessible for surveys (Bitenc et al, 2011). The 
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flexibility of the TLS to be able to survey shorelines immediately after the storm and during 
other environmentally challenging situations with necessary accuracies is still debated (Vos 
et al, 2017; Labuz, 2016). 
Coastal cliff monitoring would require frequent surveys to be able to understand change 
effects and patterns (Letortu et al, 2018; Kromer et al, 2017; Letortu et al, 2015; Brodu and 
Lague, 2012; Abellan et al, 2010). Regular surveys are also required to overcome the effects 
of shadow cast and unwanted beams (Brodu and Lague, 2012). 
TLS unarguably produces high spatial resolution data to help understand the structural 
framework of the coastal cliff (Letortu et al, 2015; Kuhn and Prufer, 2014; Somma et al, 
2015; Abellan et al, 2010 and Abellan et al, 2010). There are, however, uncertainties about 
the ability to regularly survey sites (temporal resolution) due to the high cost of purchase 
(Kromer et al, 2017; Cheng et al, 2016 and Gomez-Gutierrez et al, 2014) and the high level 
of expertise required to process the data (Westoby et al, 2018; Kromer et al, 2017 and James 
et al, 2013). Regular surveys are also limited by convenience and timing (Westoby et al, 
2018; Brodu et al, 2012). TLS would hardly scan the “sink and shielded” sections of 
undulating surfaces (Chen et al, 2018). The overall accuracies of the use of the TLS depend 
on the regular power supply and favourable atmospheric and weather condition(s). Similarly, 
the fixed height of surveying on the beach might limit the density of data capturing the cliff 
surface. 
The monitoring of the cliff surface with TLS would require a high volume of scanned points 
taken over an appreciable time range (Somma et al, 2015; Caputo et al, 2018 and Olsen et al, 
2009). Kromer et al (2017) had therefore developed the “automatic terrestrial laser scanner 
with near-real-time change” intending to provide high temporal resolution. Influence on the 
results obtained by Kromer et al (2017) is mainly by atmospheric conditions and the entire 
system depends on the power supply, which could make the methodology very difficult to 
use such as in an emergency survey like immediately after a storm. According to Chandler 
and Buckley (2016), the average cost of a terrestrial laser scanner is between US$30,000-
$80,000 (£25K to £55K). It would be difficult therefore to achieve time-series surveys with 




2.4 Aerial Photography 
Aerial photographs have been used to monitor the shorelines due to its high spectral and 
spatial resolution (Braga et al, 2013; Li et al, 2012; Webb and Kench, 2010; Sesli et al, 2009). 
The use of aerial images for coastal monitoring is also coupled with the availability of very 
old time series aerial photos (see Figure 2.5 below) for comparative evaluations (Redweik et 
al, 2016; Braga et al, 2013; Sesli et al, 2010; Slonecker et al, 2010; Webb and Kench, 2010; 
Sesli et al, 2009; Addo et al, 2008). The older aerial photographs could suffer from shrinkage 
and poor resolution (Redweik et al, 2016 and Webb and Kench, 2010) while cost and time of 
executing aerial surveys further limit their use for coastal monitoring (Braga et al, 2013). 
The wet/dry land indicator visible on aerial images are useful for visual delineation of the 
several tidal heights on the coastlines (Braga et al, 2013; Slonexker et al, 2010) but the visual 
interpretation of the thin line between the sea and land is more achievable on higher-
resolution images (Callaghan et al, 2015). Paravolidakis et al (2016) explain the procedure to 
eliminate noise and techniques to modify the threshold in land and sea segmentation.   
Hamylton (2017) suggests that geomorphologic processes on the coastlines are discernible 
through visualizations on aerial images. Multi-band aerial photographs can be on several 
ground elevations networks (Li et al, 2012 and Lipakis et al, 2007). This, however, depends 
on the wet/dry land indicator mainly deduced from the high-water line (Su and Gibeaut, 
2017; Hoang et al, 2017; Braga et al, 2013 and Chaaban et al, 2012). The wet/dry land 
indicators sometimes differ from the actual mathematical tidal surfaces HWL or MHWL 
(Pardo-Pascual et al, 2018 and Pussella et al, 2015). Aerial images should be rectified and of 
high resolution to achieve correct assertions on the physical morphology of the coastlines 
(Braga et al, 2013; Bheeroo et al, 2016). The temporal resolution of the aerial images is often 
not consistent due to variability in flying height, tilt, haze, and shadow (Morgan et al, 2010). 
In general, the capturing of aerial images is constrained by weather conditions (Paravolidakis 
et al, 2016 and Morgan et al, 2010). Ford (2013) explains other sources of possible errors in 
evaluating tidal lines and coastal morphology from aerial images.  
Aerial images can give a historic transition of the cliff’s surface (Warrick et al, 2017; Earlie, 
2014; Stuiver, 2013; Montreuil and Bullard, 2012; Zviely and Klein, 2004). Existing studies 
on the application of aerial images in monitoring the cliff do not provide detailed analytical 
descriptions and geometric measurements about the cliff (Addo et al, 2008; Zviely and Klein, 
2004; Moore and Griggs, 2002). The research by Stuiver (2013) further explains the 
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possibilities of wrong interpretation of the cliff surface such as from plotting, interpretative, 
and distortion errors. Aerial images cannot capture the cliff surface in detail (Earlie et al, 
2014) but according to Warrick et al (2017), detailed topographical data are crucial in 
determining the continuous failure and recession pattern on the cliff surface. 
 
Figure 2.5 RAF / Welsh Government Aerial Photograph of Penarth in June, 1942. 
 
2.5 Satellite Imagery 
Satellite remote sensing can provide high-resolution multi-spectral digital imageries for 
shoreline monitoring and coastline management (Maglione et al, 2014; Maglione et al, 2015; 
Braga et al, 2013 and Lipakis et al, 2007). The World-view, GeoEye, and the Pleiades are 
among the world's highest spatial resolution optical satellite imagery that can create DEMs 
(Barbarella et al, 2017; Ali et al, 2016; Mutluoglu et al, 2016 and Madden et al, 2015). For 
now, none of this satellite imagery has a spatial resolution higher than 31cm in the 
panchromatic channel (Barbarella et al, 2017 and Madden et al, 2015). Meanwhile, digital 
photogrammetry can achieve a spatial accuracy of 2cm (Woodget et al, 2017; 
Papakonstantinou et al, 2016 and Benassi et al, 2017). The ordering and purchasing of high-
resolution satellite imagery are difficult and expensive (Lerodiaconou et al, 2016; Madden et 
al, 2015; Turner et al, 2015). The temporal resolution of digital satellite imageries varies from 
1 to 16 days depending on the satellite (Pardo-Pascual et al, 2018; Maglione et al, 2017; 
Raspini et al, 2014 and Braga et al, 2013). Shorelines and coastlines morphology, however, 
will be required at hourly, daily, or weekly intervals (Pardo-Pascual et al, 2018; Xu, 2018, 
Pruszak et al, 2011 and Kim et al, 2013). 
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Monitoring and detection of shoreline change from satellite imageries are well utilized and 
documented (Ali et al, 2017; Hagenaars et al, 2017; Aedla et al, 2015; Maglione et al, 2015; 
Barik et al, 2014; Maglione et al, 2014; Yu et al, 2013; Azaz, 2012; Chand and Archarya, 
2010). Despite the availability of very high-resolution optical imagery, recent research 
findings are that the excellent spectral resolution of these optical satellite imageries is not the 
only requisite to ascertain the correct delineation of shorelines and effective coastal 
monitoring (Ali et al, 2017; Bruno et al, 2016). There are a variety of checks to correct for 
compilation errors (Ali et al, 2017; Bruno et al, 2016 and Braga et al, 2013). There is also 
pan-sharpening to reduce spectral distortion (Choi et al, 2017; Demir et al, 2017 and 
Maglione et al, 2015) and data check for extreme weather conditions/unpredictable water 
levels (Ali et al, 2017; Palezzo et al, 2017; Bruno et al, 2016). 
 
The IKONOS has an orbital altitude of 681km (Yu et al, 2013) and a revisit time of 1 to 3 
days (Lipakis et al, 2007; Di et al, 2003). IKONOS is high-resolution satellite imagery with a 
multispectral range of four bands (Belfiore and Parente, 2014; Braga et al, 2013; Lipakis et 
al, 2007). Coastal monitoring and shoreline extraction have been successful using the 
IKONOS (Giannini et al, 2011; Maglione et al, 2014; Lipakis et al, 2007). Accurate 
geometric processing of the IKONOS is usually by the rational function coefficients (Di et al, 
2003). The improvement of the IKONOS image geometry uses photogrammetric models like 
the collinearity conditions (Elaksher, 2008) and the line-based transformation model (Hu and 
Shi, 2016). These models require an adequate number of GNSS ground control to improve on 
the stereo image geo-positional accuracies (Belfiore and Parente, 2014). Similarly, the remote 
sensing image-to-image matching technique would require expensive third-party commercial 
software for rectification (Liu and Chen, 2009; Gianinetto and Scaioni, 2008).  
Very high resolution multispectral optical satellite imageries (VHR) like the World-view, 
GeoEye, COSMO-SkyMedcan provide accurate and high-resolution datasets for shoreline 
monitoring (Hisabayashi et al, 2017; Lee et al, 2016; Maglione et al, 2015; Maglione et al, 
2014; Braga et al, 2013; Ford et al, 2013 and Aguilar et al, 2011). Due to smaller pixel 
dimensions and the increased number of bands, the VHR satellite imageries can generate 
better radiometric and geometric accuracies for coastal monitoring as compared with the 
IKONOS, Quickbird and other high-resolution satellite imageries (Lee et al, 2016; Maglione 
et al, 2014 and Aguilar et al, 2011). Due to their smaller ground sampling distance (GSD), the 
VHR optical satellite imageries have a higher spatial resolution that enhances scientific 
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analysis of geomorphological processes on the coastlines (Aguilar et al, 2014; Barbarella et 
al, 2017; Maglione et al, 2015; Maglione et al, 2014 and Ford, 2013).  
Lee et al (2016) in their studies used the WorldView-2 satellite imagery for automatic 
extraction of the shoreline. This study develops a new technique to improve the spectral 
propensity of the WorldView-2 by converting shadows into digital signals which are 
segmented as an elevation value. This makes the shoreline more visible for delineation. 
Although the research used the shadow, NDVI, and spectrum analysis to incorporate other 
features along the shoreline, there is no clarity on how the “elevation information” will 
improve on the overall spectral resolution of the imagery. The research methodology did not 
also specify a balanced ratio for existing bands as a further improvement on the 
multispectrum of the WorldView-2 is necessary considering the frequent changes of the 
water surface intensity across the electromagnetic spectrum (Lee et al, 2016). According to 
Aguilar et al (2011), the additional bands in the VHR satellite imageries enhance the 
interpretation and classifications of shorelines and coastal geomorphology.  
Maglione et al (2014) used the WorldView-2 to interpret shorelines from interspersed 
coastlines of reefs and sandy beaches. The interpretations of the results obtained are relative 
to both the spectral and spatial resolution of the WorldView-2 imagery. Pansharpening is, 
therefore, applied to the coarser 2.0 m multispectral imagery to achieve pixel dimensions not 
more than 0.50cm as with the WorldView-2 panchromatic imagery. As with the high-
resolution satellite imagery, the multispectral VHR satellite imageries will require pan-
sharpening to enhance spatial enhancement for coastline monitoring (Giannini and Parente, 
2015; Maglione et al, 2014 and Aguilar et al, 2011).  
Satellite altitude and their orbital positions are limiting factors in the acquisition of time-
series VHR imageries due to the lack of a synoptic view of coastlines with rugged terrains 
(Hisabayashi et al, 2017). Maglione, (2016) explains the geostationary and sun-synchronous 
orbits of optical satellites. The maximum adjoining area in a unit pass of the WorldView 
satellite is normally off-nadir inclined between 1.37 to 25.64 degrees (Hisabayashi et al, 
2017). At this angle, there are possibilities of geometric errors, which could influence the 
coverage between contiguous passes (Crisp et al, 2018) and the accuracies in their DEMs (Hu 
et al, 2016). Palazzo et al (2017) on a coastal monitoring program used the Synthetic Active 
Radar (SAR) COSMO-Sky constellation. This study highlights the best satellite acquisition 
geometry to overcome the effects of shadow and other cover-ups. Aguilar et al (2012) also 
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recommend very accurate geometric transformation to correct for such topographical relief 
displacement. However, it is very difficult to obtain time series VHR satellite imageries with 
the same satellite sensor (Solano-Correa et al, 2018).  
The applications of VHR satellite imageries for precise shoreline and coastal monitoring are a 
function of how and when such imageries are derived and processed (Barbarella et al, 2017 
and Palazzo et al, 2017). 
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 Literature Review (Section B) 
 Contemporary Digital Photogrammetry 
2.6 Digital Photogrammetry Introduction 
The principle of optical perspectivity as demonstrated by Leonardo da Vinci in 1492 is the 
concept of photogrammetry (Baqersad et al, 2017). Photogrammetry has been defined as the 
science of creating the accurate 3D structural geometry of physical objects and the 
environment by recovering their exact X, Y, and Z coordinate positions from photographs 
(Baqersad et al, 2017; Granshaw, 2017). This is illustrated by the collinearity constraint 
derived from the principle of the pin-hole-camera which states that an object point, the 
camera projection centre, and the image point all align in a straight line (Khoramshahi and 
Honkavaara, 2018; Zhang et al, 2014 and Bechle et al, 2010). In digital photogrammetry, 
these basic photogrammetric principles are photogrammetric algorithms for executing the 
stages of photogrammetry from image acquisition to image processing. (Murtiyoso et al, 
2018; Damon, 2016; Hastedt and Luhmann, 2015; Micheletti et al, 2015 and Visockiene et al, 
2014). There are robust photogrammetric software compacted into digital sensors for the 
rapid and automatic acquisition of geometrically related digital images (Logie and Coburn, 
2018; Hastedt and Luhmann, 2015; Strecha et al, 2015; Colomina and Molina, 2014; 
Visockiene et al, 2014; Gini et al, 2013; Harwin and Lucieer, 2012; Vallet et al, 2011). 
Similarly, the derived 3D information is automatically extracted from the digital images and 
converted into 2D and/or 3D point clouds and digital models (Bemis et al, 2014; Gini et al, 
2013; Koutsoudis et al, 2013; Harwin and Lucieer, 2012). The expected accuracies and 
precisions of terrain topography with their specific scientific application would determine the 
choice of every photogrammetric technique (Meng et al, 2017 and Westoby et al, 2012). This 
chapter section highlights the existing digital photogrammetry techniques for the continuous 
evaluating of several geographies in the coastal environments and identifies gaps that negate 
the implementation of a systematic low-cost and functional coastal management program.  
2.7 The Importance of Digital Photogrammetry in Coastline Monitoring 
Coastal flooding and erosion are now global threats (Spencer et al, 2016; Van and Binh, 
2009; Klein et al, 2001). In recent times, climatic changes have led to spontaneous and 
continuous changes in the ocean currents (Spencer et al, 2016). The coastal environment is a 
dynamic geography with complex land and sea processes resulting in multi-landscapes and 
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geological structures (Robinet et al, 2016; Cloern et al, 2016; Cazenave and Cozannet, 2013). 
The management of the coastline, therefore, requires hands-on solutions (Alizad et al, 2016 
and Turner et al, 2016) from regular monitoring techniques that can easily identify, confirm 
and quantify changes with accuracies and precisions (Cook, 2017; Papakonstantinou et al, 
2016; Turner et al, 2016; Goncalves and Henriques, 2015). This helps to calculate the area of 
the sections under threats and compute the volume of materials deposited or eroded (Marzolff 
and Poesen, 2009; Yakar and Yilmaz, 2008). Long-term monitoring programs will help 
understand the overall impacts of climate change on the coastal zone to design the most 
appropriate engineering interventions (Masria et al, 2014) that will help to protect and 
maintain the coastlines (Chen et al, 2018 and Masria et al, 2014).  
In recent times, the application of digital cameras as sensors mounted on close-range 
platforms for coastal monitoring has been successful (Damon, 2016; Goncalves and 
Henriques, 2015; Eulie et al, 2013; Kim et al, 2013 and Westoby et al, 2012). Digital sensors 
allow wavelengths across the electromagnetic spectrum to be captured and recorded 
accurately as high-resolution digital images (Pamart et al, 2017; Pepe, 2017; Damon, 2016 
and Honkavaara et al, 2009). Images obtained in most instances are clear and sharp (if 
stabilization measures are undertaken) and allow for the identification of the lines (e.g. high 
and low watermarks) that differentiate land from water (Damon, 2016; Goncalves and 
Henriques, 2015; Eulie et al, 2013). They also have the spectral capabilities to differentiate 
between the geomorphological features on the shoreline (Brunier et al, 2016) and the 
evaluation of coastal cliff recession (Letortu et al, 2018; Westoby et al, 2012; Hapke et al, 
2009; Lee, 2008).  
Digital images are used to produce point clouds with sub-pixel accuracies and excellent 
radiometric image texture (Brunier et al, 2016; Bartos et al, 2014; Landes et al, 2013 and 
Leberl et al, 2010). Processing of geometrically related digital images is enhanced by a 
variety of choices of photogrammetric software (Pix4D Manual 2.0, 2016; Bartos et al, 2014; 
Colomina and Molina, 2014; Koutsoudis et al, 2013). Photogrammetry triangulation is used 
to recover the metric and non-metric characteristics of all photographic features (Barazzetti, 
2017; Ai et al, 2015; Bemis et al, 2014). With this, it is possible to produce an accurate 
Digital Surface Model (DSM) and Digital Elevation Model (DEM) required for 
computational analysis (Barazzetti et al, 2017; James and Robson, 2012). High-resolution 
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multispectral imagery will improve the visualization and understanding of the coastal 
environment (Westoby et al, 2018; James and Robson, 2012; Leberl et al, 2010).  
Remote sensing and photogrammetry have traditionally been very expensive but the cost has 
fallen significantly with the development of automated techniques for data capture and data 
processing (Cimoli et al, 2017; Logie and Coburn, 2018; Brunier et al, 2016). Set-up and 
field survey costs have also been very expensive due to the difficulties in mobilizing very 
heavy and expensive equipment with well-trained personnel to operate the aircraft and other 
equipment (Moloney et al, 2018; Cunningham et al, 2011 and Westoby et al, 2012). Cost-
effectiveness and ease of executing photogrammetry will determine the frequencies of such 
surveys (Molony et al, 2018; Cimoli et al, 2017 and Casella et al, 2014). Effective coastal 
zone monitoring requires data at regular and repeatable intervals (Westoby et al, 2018; 
Casella et al, 2014; Kim et al, 2013) for continuous assessment of changes (Westoby et al, 
2018; Bio et al, 2015) that will develop into a coastal zone information-monitoring 
infrastructure (Brown et al, 2016; Goncalves and Henriques, 2015).  
2.8 Coastal Zone Information Monitoring Infrastructure 
In present-day global warming situations, long-term monitoring programmes are required in 
the management of the coastal zones (Behling et al, 2018; Sagar et al, 2017; Turner et al, 
2016b and Goncalves and Henriques, 2015). A long-term coastal zone information-
monitoring infrastructure is to develop a coastal zone management plan (Chang et al, 2018 
and Turner et al, 2016b). A thorough monitoring programme would integrate surveys at 
several temporal and spatial scales (Papakonstantinou et al, 2016; Temiz and Durduran, 2016 
and Mills et al, 2005). Several methodologies have been developed using close-range digital 
photogrammetry for the continuous assessment of beach morphology (Long et al, 2016; 
Papakonstantinou et al, 2016; Yoo and Oh, 2016 and Chikhradze et al, 2015), coastal cliff 
recession and the shorelines (Obanawa and Hayakawa, 2018; Templin et al, 2018; 
Cermakova et al, 2016; Westoby et al, 2012). None of these existing methodologies has 
developed an integrated approach of several datasets at different scales for coastal zone 
management. The small-scale (high altitude) datasets allow for better visual inspection and 
identifying critical areas of concerns (Topouzelis et al, 2017 and Papakonstantinou et al, 
2016). Such scales, however, might not be too accurate for qualitative and quantitative 
analysis (Topouzelis et al, 2017). The large scale (low/close altitude) surveys will generate 
very high-resolution orthomosaics and digital models in centimetres of accuracies needed for 
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both qualitative and quantitative evaluation of change (Benassi et al, 2017; Long et al, 2016; 
Papakonstantinou et al, 2016, Harwin and Lucieer, 2012). An integrated approach from the 
different spatial and temporal scales is required to understand and simulate the different 
dissipating factors and their patterns on the coastlines (Goncalves and Henriques, 2015; Mills 
et al, 2005 and Ai et al, 2015). 
A holistic scientific framework of the coastal area will incorporate the monitoring of the cliff, 
the beach, and the shorelines (Burningham and French, 2017; Richter et al, 2013; Addo et al, 
2008 and Hapke et al, 2009). It is required to sustain all intervention mechanisms considering 
the resourcefulness of the datasets (Turner et al, 2016; Hapke et al, 2009 and Mills et al, 
2005). Lastly, the integrated topographical datasets will enable the scientific actualization of 
a sustainable coastal zone management plan(s) (Pikelj et al, 2018; Turner et al, 2016b; 
Famuditi et al, 2014; Mills et al, 2005) considering also the economic viability of the datasets 
(Pikelj et al, 2018 and Klemas, 2015).  According to the Vale of Glamorgan Council report 
on the coastline monitoring update, the emphasis is now on carrying out surveys at larger 
scales for specific areas of the coastal zone (The Vale of Glamorgan Council Report, 2016). 
According to Sesli (2010), photogrammetry and digital Photogrammetry are active and 
efficient technologies for “planning activities”. Specific management of the coastlines would 
require a well-developed monitoring strategy (Famuditi et al, 2014) as the coastal 
environment is a component of complex terrains formations (Sacchi et al, 2016; Turner et al, 
2016; Bio et al, 2015; Sesli et al, 2010). Close range digital photogrammetry provides 
flexible surveys that can capture the complex geographies present in the coastal zone (Gray et 
al, 2018; Bio et al, 2015; Goncalves and Henriques, 2015). Such surveys carried out regularly 
will generate detailed topographical data required to produce both qualitative and quantitative 
coastal zone indicators (Pikelj et al, 2018 and Casella et al, 2014).  
Coastal zone monitoring infrastructure is enabled by accurate regular surveys (Pikelj et al, 
2018; Sturdivant et al,2017; Long et al, 2016; Bio et al, 2015; Goncalves and Henriques, 
2015; Caselle et al, 2014 and Klemas et al, 2011b). The beach and dune systems have 
recently been mapped using digital photogrammetry techniques (Pikelj et al, 2018 and 
Goncalves and Henriques, 2015). Coastal vulnerability and phenomenon from UAS-SFM 
photogrammetry are easily comprehensible (Gray et al, 2018 and Sturdivant et al, 2017). The 
geographic object-based image analysis classification-model developed by Papakonstantinou 
et al (2016) from imageries obtained by digital photogrammetry is a physical object 
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identification routine for coastal monitoring. A coastal zone information plan should include 
processes that integrate datasets of different remote sensing and photogrammetric sources 
(Turner et al, 2016b; Bio et al, 2015 and Hapke et al, 2009).  
Bio et al (2015) developed a robust coastal zone monitoring technique but using terrestrial 
videogrammetric mobile mapping, aerial mapping with other bathymetric and ground-based 
observations. The process of the videogrammetric would require a rugged mobile vehicle and 
dedicated 3D software for conversion from video into 3D images (Julzarika, 2017). Ahn et al 
(2017) have used the indirect time-lapse DSLR imaging system to develop robust quantitative 
data sourcing along the coastline. This technique is photogrammetrically stable, low-cost 
with the ability to generate real-time data. The indirect time-lapse DSLR imaging system 
would capture digital images however at slope angles that would require further geometric 
corrections making the direct imaging systems a more reliable technique (Ahn et al, 2017). 
Scarelli et al (2017) had used the Fledermaus-v7 software as a tool for seasonal beach/dune 
changes. This software can detect changes between successive digital models using the 
threshold filtering or other change analysis parameters. Differentiation was only by the digital 
surface models while parameterization did not include vertical surfaces like the cliff.  
The workflow developed by Casella et al (2014) by digital photogrammetry incorporates 
bathymetric datasets and does not include the topography of the cliff surface. Existing coastal 
zone monitoring program by close-range digital photogrammetry does not include the 
geospatial-monitoring infrastructure (Chen et al, 2018; King et al, 2017; Brunier et al, 2016; 
Cermakova et al, 2016; Long et al, 2016; Turner et al, 2016; Yoo and Oh, 2016; Chikhradze 
et al 2015; Guillot and Pouget, 2015; Casella et al, 2014 and Darwin et al, 2014). Existing 
literature on coastal monitoring whose techniques incorporates datasets from the other remote 
sensing platforms and at varying mapping scales does not incorporate the geospatial 
infrastructure as an update service (Ahmed et al, 2018; Al-Zubieri et al, 2018; Kaliraj et al, 
2017; Temiz and Durduran, 2016; Klemas, 2011; Norman et al, 2012 and Meiner, 2010). 
Sagar et al (2017) developed an automated geospatial framework from Landsat imagery that 
could monitor the intertidal zone but at a spatial scale of 25m. Water-Land Monitor technique 
by Behling et al (2018) can estimate accretion and erosion but continuous capture of the cliff 
face with the wave-cut notch will be difficult due to the Spatio-temporal scale and the angle 
of data acquisition. Li et al (2006) developed a comprehensive coastal zone 
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monitoring/management infrastructure from several high-resolution datasets including a web-
based coastal data update, which again, does not include the coastal cliff.  
Methodologies for coastal zone management survey would include and depict the spatial 
relationship between the several coastal processes, complex coastal elements and simulate 
their physical interactions (Casella et al, 2014; Ostrowski and Pruszak, 2011 and Lee et al, 
2008). Topographical surveys will clearly define the extent and elevations of all sections of 
the backshore within centimeters of horizontal and vertical accuracies (Clark, 2017; Zhou et 
al, 2017; Longhitano, 2015 and Casella et al, 2014) for the coastal engineers to accurately and 
precisely decide on coastal structures (Mancini et al, 2013 and Melby et al, 2012). A more 
realistic coastal geospatial framework would require regular surveys for continuous updates 
of vulnerable sections (Nayak, 2017; Turner et al, 2016; Goncalves and Henriques, 2015). 
UAVs and other close-range platforms are progressively utilized to generate low-cost 
“spatially extensive” high-resolution aerial imageries with such required temporal 
frequencies (Long et al, 2016; Goncalves and Henriques, 2015 and Shin and Kim, 2015) as 
their usage is not limited to particular sections of the beach, cliff and nearshore (Goncalves 
and Henriques, 2015; Westoby et al, 2012). Such spatial frameworks are geographically 
accurate and enhance a consistent, jointless, and flawless transition from the backshore into 
the offshore with visible delineation of the respective tidal height indicators (Werff, 2019). 
This research, therefore, develops a geospatial infrastructure for coastal monitoring update 
from several remote sensing datasets with an emphasis on very high-resolution imagery 
(where possible and cost-effective) obtained by close-range platforms, which includes 
sections of the foreshore, the beach, and the coastal cliff.  However, there may sometimes be 
a trade-off between the camera resolution and the distance to the cliff or surface. As this 
research aims to develop low-cost solutions, it may well be possible to use lower resolution 
cameras (i.e. very low-cost) but use more images to undertake the photogrammetric process. 
2.9 Digital Photogrammetry in Coastal Cliff Deformation and Beach Monitoring 
2.9.1 Digital Photogrammetry Techniques for Coastal Cliff Deformation Studies  
Several close-range digital photogrammetry techniques are presently in use for monitoring 
the coastal cliff (Sacchi et al, 2016). The limitations on the use of the TLS that include cost 
and irregular deflection of beams incident on the cliff surface are highlighted in section 2.3.  
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According to Obanawa and Hayakawa (2018) and Dewez et al (2016), the UAS can assess 
such inaccessible segments of the cliff surface that is difficult with the TLS. It is also a 
“promising competitor” (Genchi et al, 2015). An accurate geotechnical assessment on critical 
structural discontinuities on the cliff surface would require methodologies with close distance 
range advantages, easy to use, all-encompassing, and cost-effectiveness (Sacchi et al, 2016 
and Ruzic et al, 2014). There is no existing literature on close-range digital photogrammetry 
by the structure-from-motion approach using the drones, poles, kites, or camera locations on 
the ground that has developed a systematic cost-effective, accurate and easy to use field 
procedure for the regular monitoring of the coastal cliff.  
This may be due to the belief that other approaches might be quicker or more efficient for 
such a small area survey. However, just as a Terrestrial Laser Scanner (TLS) might be 
utilised for surveying a cliff (and widely documented in the literature), it is reasonable to 
assume that a close-range platform (e.g. a camera system on a pole) might perform equally as 
well (or possibly better due to the surveying elevation advantage) and generate a richer 
variety of data (i.e. good imagery as well as the photogrammetrically-derived point cloud). 
2.9.2 Coastal Cliff Monitoring by Drones 
2.9.2.1 Methods by Varying Distances and Positions of the Drone to the Cliff Surface 
Irvine et al (2018) used a quadcopter to capture the cliff surface in a manual mode, which is 
subjective to irregular overlap especially on complex and irregular shaped cliff surfaces. 
Obanawa and Hayakawa (2018) carried out their UAV survey from above the cliff. The 
super-spectral resolution will depend on the quality of the digital camera with possibilities of 
obscuring hidden sections of the cliff. The study by Barlow et al (2017) is by the automated 
UAV image capture across a steep slope cliff surface on a relative distance of 50 metres 
between the octocopter and the cliff surface. The distance of 50 metres from the cliff surface 
will not capture very high-resolution images with the use of a 10 or 12- megapixel digital 
camera. Clark (2017) positioned the drone to specifically delineate the cliff top and toe 
without emphasis on the cliff surface. 
2.9.2.2 Methods by Varying Angles and Multiple Systematic Flights Coverage 
The deliberate acquisition of oblique images by UAVs in mapping vertical or near-vertical 
surfaces could lead to a reduction in systematic errors, particularly with enhanced overlap. 
(Dewez et al, 2016; Harwin et al, 2015; James and Robson, 2014). Mancini et al (2017); 
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James and Robson (2014) both suggest some alternative flight plan approach such as the 
combination of oblique and near-vertical images to reduce doming effects when using the 
drone to capture the cliff. It is difficult to automate a flight plan with the drone at very close 
range to the cliff surface at such angles that could capture irregular sections due to irregular 
protruding and instability of the coastal cliff (De Vilderet al, 2017; Mancini et al, 2017 and 
Rosser et al, 2013).  
Dewez et al (2016) carried out three different UAV surveys at three different photographic 
angles to achieve complete overlap and stereoscopic coverage of the cliff surface. Digital 
photographs acquired were with a 24-megapixel Sony Nex digital camera at vertical, 
horizontal, and oblique angles. This technique is time-consuming and expensive. Genchi et al 
(2015) developed a methodology using a consumer-grade camera attached to a hexacopter. 
The speed of the drone was 1m/s to achieve complete stereoscopic coverage. The cost of the 
digital camera and the hexacopter is approximately US$1250. Letortu et al (2018) flew the 
electric hexacopter manually in their study with repetitive captures to ensure complete 
stereoscopic coverage but no defined methodology using the drone. In Carter et al (2018), a 
multi-rotor quadcopter with a 24-megapixel camera was flown in “multiple downwind 
traverse” to avert the influences of both wind and sea turbulence. This study, however, did 
not outline any specific flight plan and direction. This is similar in other recent studies by 
Caprioli et al (2016), Drummond et al (2016), Perez-Alberti, and Trenhaile (2014) as no 
specific field procedural technique/flight plan is mention on the use of the drones to map the 
cliff surface.  
2.9.3 Coastal Cliff Monitoring by Kites/Balloon Photogrammetry 
Kite photogrammetry has been in use for more than a century (Aber and Babb, 2018; Ulvi et 
al, 2017; Lorenz and Scheidt, 2014). Balloon aerial photography is reckoned however to be 
the oldest (Colomina and Molina, 2014).  Kites have better stability than the balloons during 
windy conditions (Currier, 2015) although a combination of the kite and balloon (helikite) 
has proved to be more stable in the air (Campana, 2017; Mozas-Calvache et al, 2012; 
Verhoeven et al, 2009) – see Figure 2.6. Kites are in use for monitoring dune and general 
geomorphology of the coastline (Duffy et al, 2018; Currier, 2015; Lorenz and Scheidt, 2014), 
archaeological/cultural studies (Ulvi et al, 2017 and Rinaudo et al, 2012), and for other 
environmental monitoring (Feurer et al, 2018; Fonstad et al, 2013; Yakar et al, 2010; 
Gimenez et al, 2009 and Smith et al, 2009). Kite photogrammetry may be an alternative to 
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drones for rugged coastlines with sediments and during light winds and rains (Duffy et al, 
2018; Smith et al, 2009). There is no scientific evidence on the application of kite 
photogrammetry in cliff monitoring. Kites and balloons are heavier than the pole and mast 
with the minor payloads such as the helium gas (Campana, 2017). The system could have 
distortions in the geometry adjacent to digital images (Aber and Babb, 2018) due to regular 
translational and rotational displacements from weight and aerodynamic forces (Campana, 
2017; Mozas-Calvache et al, 2012). Such displacements apply to the helikites (Mozas-
Calvache et al, 2012). Despite the advantage of a higher-flying height (Aber and Babb, 2018 
and Currier, 2015), it is practically difficult to design a pre-flight plan due to the kite’s 
instability and presence of the payloads (Feurer et al, 2018). A pre-flight plan is required for a 
systematic survey with a degree of precision (Aber and Babb, 2018; James and Robson, 
2014; Mozas-Calvache et al, 2012). 
 
Figure 2.6 Desert Star Helikite (Hybrid Kite and Helium Balloon) used for surveying. 
This helikite is rugged and can withstand sand-blown weather conditions. It was initially 
meant for the UK and US Army.  
2.9.4 Coastal Cliff Monitoring by Terrestrial Photogrammetry 
Terrestrial/ground station photogrammetry is flexible, fast, and does not require expensive 
and cumbersome hardware that limits photogrammetry in bad weather conditions (Medjkane 
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et al, 2018). Terrestrial photogrammetry would, however, require careful planning and 
systematic field procedure to achieve accurate and precise digital models (James and Robson, 
2012) as a regular change in the focal length and camera position would result in 
misalignment, barrel and pincushion errors (Murtiyoso et al, 2018 and Neale et al, 2011). 
Some tedious photogrammetric transformation would be required to correct such errors 
(Westoby et al, 2012).    
In the study by Ruzic et al (2014), digital images taken by the single digital camera at 
different horizontal and vertical angles were by the operator, on foot. The several point 
clouds obtained were mosaic by some series of point registration with accurately pre-
determined controls. For an easy survey with complete coverage, the cliff and rock sections 
were in segments.    
In Westoby et al (2012), digital photographs were acquired discretionally from different 
ground locations and camera orientations with the digital camera mounted on a tripod. The 
coastal cliff monitored is 80 meters average height and has some horizontal segments that 
allowed the laying of some carpet tiles as GCPs whose coordinates thereafter used to 
transform the digital images from the image space to the object space. 
Letortu et al (2018) carried out terrestrial photogrammetry to map the coastal cliff using a 
Nikon D800 36-megapixel camera. The camera position was approximately 20 meters from 
the cliff. Images acquired were from different angular positions and at a horizontal spacing of 
2 to 3 meters to ensure maximum overlap and cliff surface coverage. The study did not 
specify whether the Nikon D800 camera was on the tripod during all photography and no 
systematic mapping procedure developed for terrestrial photogrammetry.  
Medjkane et al (2018) and Westoby et al (2018) both explain the difficulties of obtaining 
correlated digital images that can generate a homologous point matching while mapping the 
cliff surface from ground stations. Medjkane et al (2018) recommend a sequence of a few 
regular baselines from the cliff surface while maintaining a fixed camera orientation. 
Westoby et al (2018) reiterate a systematic acquisition of digital photos from ground stations 
with the maximum possible overlap. The sequence of such field methodologies adopted by 
Medjkane et al (2018) and Westoby et al (2018) are not specific.  
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For correct image matching and bundle adjustment, existing coastal cliff monitoring 
methodologies by terrestrial photogrammetry relied on accurately predetermined control 
points with expensive high-resolution digital cameras. These methodologies might not apply 
to other vertical or near-vertical coastal cliffs where it is difficult or impossible to establish 
control points due to the verticality of the cliff (De Vilder et al, 2017 and Rosser et al, 2013) 
and regular cliff face falls (Letortu et al, 2018). It is also difficult to develop a systematic 
methodology by foot or the camera on a tripod due to irregularity in the orientation angles 
(Letortu et al, 2018).  
2.9.5 Coastal Cliff Monitoring by Pole Photogrammetry 
Elevated viewpoints like the poles will enhance terrestrial photogrammetry with broader 
options for camera positions and orientations (Pierzchala et al, 2016). Such enhanced 
viewpoints will improve image overlap, alignment, and advance the image matching process 
(Smith et al, 2016). Pole photogrammetry is prominently used to monitor archaeological sites 
(Thomas and Williams, 2019; Holata et al, 2018; Girelli et al, 2017; Willis et al, 2016; 
Fallavollita et al, 2013 and Verhoeven et al, 2009). There is the recent application of pole 
photogrammetry in beach monitoring (Conlin et al, 2018; Pikelj et al, 2018) and for other 
large-scale mappings (Carrivick and Smith, 2018; Goncalves et al, 2016).  
Poles surveys are convenient and easy to use in such areas there are restrictions to the use of 
UAV’s (Thomas and Williams, 2019; Goncalves et al, 2016; Verhoeven et al, 2009) and also 
in areas with environmental constraints (Conlin et al, 2018 and Goncalves et al, 2016).  
2.9.6 Contemporary Models for Analysing Change Detection in 3D Point Clouds  
Point clouds are the first and direct outputs from the bundle adjustment computation with 
every point an X, Y, and Z representation of the terrain (Wang et al, 2019; Leberl et al, 
2010). 3D point cloud analysis provides a range of photogrammetric and geodesic options for 
accurate structural deformation studies (Mukupa et al, 2017; Bureick et al, 2016 and Aryal et 
al, 2012). This includes the monitoring of rock slopes (Kromer et al, 2015) and coastal cliff 
(Espositi et al, 2017) with sub-millimetres accuracies (Kromer et al, 2015). Point clouds for 
structural deformation monitoring are from LiDAR, TLS, and the SFM (Esposito et al, 2017 
and Kromer et al, 2015). Change detection by comparing two point clouds are in both the 
horizontal and vertical axes (Esposito et al, 2017 and Shen et al, 2017). The Alignment and 
geo-registration of the point clouds will first be determined before been used for the change 
analysis (Lague et al, 2013; Harwin and Lucieer, 2012) 
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Change detection between two point clouds is by the direct distance computations between a 
reference and a compared point cloud (Catalucci et al, 2018 and Esposito et al, 2017). 
Existing distance computation algorithms on point clouds include the direct cloud-to-cloud 
(C2C), the cloud-to-mesh (C2M), and the multiscale model-to-model (M3C2) (Ahmad et al, 
2018 and Esposito et al, 2017).  
The mainstream point cloud analyzing software with the basic geometric triangulation 
network does not necessarily include the distance-to-distance change computation (Vercator, 
2020; Catalucci et al, 2018; and Lopez-Fernandez et al, 2017). Recent scientific research 
confirms the accuracies of the cloud2cloud C2C, the cloud2mesh C2M, and the multiscale 
model-to-model (M3C2) distance computation in the open-source CloudCompare software 
(Esposito et al, 2017). These computations however do not include the segmenting of the 
point clouds and the visualization of output segments on their actual change array.   
The C2C and C2M distance computation are tolerable on regular surface correlation (Ahmad 
et al, 2018 and Lague et al, 2013).  Recent studies show that the M3C2 will be more effective 
for comparing irregular surfaces like the cliff (Lague et al, 2013). This is because the 
algorithm distance computation is not dependent on the spatial correlation and the 
dimensional orientation between the surfaces (Esposito et al, 2017).  However, to meet the 
required accuracy level of the K nearest neighbor (KNN) classification, there is a need to 
introduce more than one search_radius_vector_3d to increase the cell categories of clusters 
and reach to every point in the search cluster (Open3d, 2020).  
2.10 Digital Photogrammetry in Monitoring the Beach and the Dunes 
The beach or shore stretches from the low-tide shoreline to the coastline and includes the 
foreshore and the backshore (Scarelli et al, 2017 and Longhitano, 2015). The beach consists 
of silt, sand, pebbles, shells, gravel, rocks, and cobbles (Kwarteng et al, 2016). 
Periodic changes in the low tide and high tide shorelines will help understand the sea wave 
pattern for resource planning and emergency (Caudle et al, 2019; Rouse et al, 2019; Scarelli 
et al, 2017; Robinet et al, 2016; Lentz and Hapke, 2011). The movement of sediment and 
deposits on the berm and dunes are key factors to understand the several geomorphological 
processes (Naylor et al, 2017; Goncalves and Henriques, 2015; Lentz and Hapke, 2011). The 
tidal wave will result in sediments and/or wash-over (Mulhern et al, 2017). An effective 
Coastal zone management infrastructure will include therefore the spatial relationship and 
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variability between the nearshore, the shore, and the coast (Joevivek et al, 2018 and 
Papakonstantinou et al, 2016). Beach transects are periodically represented relative to 
distances from assigned tidal heights at very accurate and precise x. y, z coordinates (Casella 
et al, 2016; Theuerkauf and Rodriguez, 2012).  
The 3-dimensional reconstruction of photogrammetric points should incorporate the smallest 
fractions of coastal features on recognizable segmentation indicators for each ground feature 
layer (Woodget et al, 2017) with accurate planimetric and vertical geo-positioning to produce 
very accurate topographical maps with contours (Fonstadet al, 2013). Horizontal and vertical 
accuracies between 1cm to 6cm are using surveying grade equipment such as the GPS in 
RTK mode (Yoo and Oh, 2016; Goncalves and Henriques, 2015; Perez-Alberti, and 
Trenhaile 2014). The inbuilt GPS in the consumer-grade digital cameras could be inaccurate 
by 2.5m in the X and Y-axes (Carbonneau and Dietrich, 2017; Clapuyt et al, 2016). Their 
precision, however, is usually with the excellent approximation that can optimize drone 
positions and image geo-tagging provided enough images have been acquired with very good 
overlap (Muji and Tahar, 2017; Huang et al, 2015). By optimizing image geotagging, the 
precision of the scale-invariant feature transform (SIFT) is significantly improved and 
generates fine-scale and 3D orientations of the digital models (Carbonneau and Dietrich, 
2017; Muji and Tahar, 2017; Clapuyt et al, 2016 and Huang et al, 2015). 
Despite such precision in the 3-d orientations, the vertical of the consumer-grade GNSS 
equipment is very problematic and inaccurate and could be inaccurate by 5 to 10 meters 
(Varela et al, 2019 and Zhao et al, 2017). Such inaccuracies in the inbuilt GPS-derived 
heights are influences from variations between the ellipsoidal and the geoid (Odera et al, 
2014 and Mukherjee et al, 2013). These errors are reduced in the RTK GNSS measurements 
with some calibrated signals received from a designated online server or base station for real-
time processing or post-processing kinematic (PPK) (Gervaix and Voorhees, 2017) 
measurements. Accuracies in the RTK observations are an average of 1cm+1ppm in 
horizontal and 2cm+1ppm in vertical (Aykut et al, 2015; Hwang et al, 2012; Feng and Wang, 
2008).  
Drone surveys can achieve vertical accuracy of 1cm to 6cm in mapping sections of the 
coastline by coordinating some sparsely distributed ground control points through separate, 
tedious and time-consuming RTK-GNSS surveys (Chen et al, 2018; Jeong et al, 2018; Long 
et al, 2016; Papakonstantinou et al, 2016; Goncalves and Henriques, 2015). The use of the 
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GNSS equipment for every drone survey is stressful and also constrained by cost (Long et al, 
2016) and/or accessibility to GNSS network correction servers for RTK surveys (Bae and 
Kim, 2018 and Clark, 2017). The cost of survey-grade receivers is an average of $10,000 
(Varela et al, 2019 and Weaver et al, 2015).  
The availability of survey-grade mapping drones with inbuilt RTK-GNSS antenna can now 
provide an easier, faster, and accurate topographical mapping of the coastal region thereby 
eliminate the separate time-consuming RTK-GNSS surveys (Drummond et al, 2016; Turner 
et al, 2016). Onboard RTK-GNSS will provide accurate navigation with accurate geo-tagging 
for each digital image (Drummond et al, 2016). Such inbuilt RTK-drones are been sold for 
more than £10,000 (Carbonneau and Dietrich, 2017).  
None of the existing digital photogrammetry methods with a high temporary resolution for 
coastal monitoring has attained such vertical delineation accuracy of 1cm to 6cm without the 
use of the RTK-GNSS for each specified survey (Conlin et al, 2018 and Casella et al, 2016). 
The physical orthometric heights may be more realistic for obtaining precise heights for 
relatively smaller areas (Odera et al, 2017) and precise verticals in orthomosaic, especially in 
large-scale digital surveys. There is, therefore, the need for a cost-effective, easy, and flexible 
method that would include the very high spatial density of survey points with centimetre 
accuracies in both vertical and horizontal axis. This is important in coastal areas where it is 
difficult to establish permanent GCP and such situations; cost limits the frequencies on the 
use of RTK-GNSS equipment or the onboard Survey grade RTK drone.  
2.11 Chapter Summary and Conclusion 
Sections A and B in the literature review are clear evidence of the advantages and 
disadvantages of the traditional land surveying equipment, remote sensing, and 
photogrammetric techniques for coastal area monitoring (coastal cliff and beach precisely). 
The literature review is an indication that the use of two or more of these techniques will 
provide accuracy and completeness in the coastal zone information-monitoring infrastructure. 
Table 2.1 below is a summary of the literature review showing the weaknesses, capability, 
and cost implications for all the land surveying, remote sensing, and photogrammetry 
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The close-range digital photogrammetry techniques such as drones have the best resolution 
accuracies. Digital photogrammetry techniques are also the cheapest and have better user 
flexibility, especially for large-scale surveys. The following chapters in this thesis will be 
researching the best practices for using more than one of these options for low-cost and 
accurate monitoring of the beach and coastal cliff. It will also develop low-cost strategies as 
the option to the use of the drone due to civil aviation restrictions. Alternative close-range 
platforms will be useful to survey the cliff at different distances and angles. This is necessary 
as what is required is not a one–time survey of the beach and coastal cliff but the continuous 




Chapter 3  
 Digital Photogrammetry 
3.0 Chapter Aim 
This chapter explains the mathematical principles involved in implementing the processes of 
digital photogrammetry for coastal monitoring, i.e. using overlapping raw images to generate 
highly accurate three-dimensional measurements of real-World features. What was once a 
highly sophisticated and mechanical task using expensive hardware has now become a low-
cost computational (i.e. mathematical) process to calculate the 3D position of the camera 
based on unconnected elements in the images, which are identified in multiple views. This is 
all underpinned by a series of mathematical equations for digital image capture, processing, 
and analysing. These solutions are now readily available as free, open-source and licensed 
automated software. There is a common belief that open-source solutions are not well 
supported and error-prone, but during this research study, the algorithms have become more 
widely accepted and supported by the photogrammetry community to such an extent that 
their robustness is no longer an issue. Meanwhile, commercial digital photogrammetric 
solutions have had to evolve into offering a much wider range of functionality alongside the 
production of 3D models and orthomosaics; such as application-based solutions (e.g. 
agriculture, BIM – Building Information Modelling, road traffic forensics, etc.) and cloud-
based network solutions. 
This chapter explains the procedures for all field measurements and processing of the data. It 
explains the basic principles of photogrammetry vis-à-vis digital photogrammetry and the 
rationale behind the adopted technology relative to emerging trends in photogrammetric 
surveying (Templin et al, 2018; Sturdivant et al, 2017; Bernis et al, 2014 and Dai et al, 2014). 
This project is very specific to the pattern of data capture with multiple digital images 
captured at several locations with small ground sampling distance on surfaces that are often 
mainly homogenous in texture (e.g. rocks, cliffs, beaches, etc.). The aim is to develop a 
simple straightforward field procedure applicable to several coastal geographies using digital 




3.1 Basic Principles of Digital Photogrammetry  
Existing research on digital photogrammetry and other geosciences focus on the capability of 
the combination of the close-range platforms and the several non-metric digital cameras to 
produce accurate and precise orthomosaics with digital models relative to some high order 
geodetic network (Shahbazi et al, 2015 and Poser, 2012). The last decade has seen the 
development of robust photogrammetric processing and image acquisition software (Ai et al, 
2015; Bernis et al, 2014). These advanced algorithms employ the basic photogrammetry 
principles (Bernis et al, 2014 and Poser, 2012) of the pinhole camera (Hastedt and Luhmann, 
2015) to aerial triangulation (Benassi et al, 2017 and Gini et al, 2013). These now provide a 
major advance in digital photogrammetry with improvements in digital image acquisition, 
mosaicking, reconstructing of tie-points and a dense point cloud from matched digital images 
and processing into orthomosaics and 3D digital surface models (Juad et al, 2016; James and 
Robson, 2014 and Remondino et al, 2011).  
 
Photogrammetric processing software solutions include the likes of VisualSFM, Photosynth, 
Pix4D, Python Photogrammetry, Bundler Photogrammetry, Arc3D, and many others 
(Granshaw, 2016; Ai et al, 2015; Bernis et al, 2014 and Gini et al, 2013). All 
photogrammetric algorithms integrate the general photogrammetric theories of aerial 
triangulation, camera calibration parameters, and bundle block adjustment (Ai et al, 2015; 
Lee and Rhee, 2013). Triangulation is possible from the relationship between the object and 
image space as represented by the photographic scale (S) = f/H’ or d/D in figure 3.1 below. 
The shorter the Focal Length then the wider the Field of View (FOV) becomes, which mean 





Figure 3.1 - The Scale of Photography is the Relationship between the Camera Focal 
Length and the Height of the Measuring Platform (Drone, Pole, etc.) above the Ground 
(Pix4D Mapper 2.0, 2016; Wolf and Dewitt, 2000).  
 
Rays emanating from the object space (X, Y, Z) coordinate system, are formed as an image in 
(Xo, Yo, Zo) coordinate system (Poser, 2012) produced as digital images in the camera lens 
(Pritt, 2014 and Gini et al, 2013). These rays conjugate in conformity with the object’s spatial 
and spectral attributes depicted by some mathematical representation (Krtalic et al, 2019).  
For digital photogrammetry to be possible there must be considerable overlap between the 
digital images (Ai et al, 2015; Shahbazi et al, 2015; Barry and Coakley, 2013). The geometric 
relationship as at the time of exposure will reconstruct onto the image space as shown in 







Figure 3.2 Geometric Relationships between Object and Image Space. The Mathematics 
of the Automatic Aerial Triangulation (AAT) Replicates all the Physical Features and 
Positional information of the Object on the Ground as a 3D Image on Space (Fraser et 
al, 2014).  
 
Processing of images obtained by photogrammetry is by the reconstruction of bundles of light 
rays from the object space unto the image space to exactly recover the X, Y, and Z 
coordinates of ground points (Massad and Omer, 2014; Neale et al, 2011). Photogrammetric 
procedures have to deal with the high-level matching of points from coordinates of some pre-
designed matrices prepared as algorithms that can compute points by triangulation (Neale et 
al, 2011). Photogrammetry is therefore governed by the geometric relationship of light rays 
(Oniga and Cardei, 2015). 
3.2 Automatic Aerial Triangulation (AAT) 
The AAT is a point-based mathematical process to extract, align, match, and re-optimize key 
points using a precise and accurately defined origin (Ackermann and Krzystek, 1997). The 
optimization of the internal and external camera parameters is iterative and geometrically 
enhanced by the AAT using the Bundle Block Adjustment (BBA). The entire computational 
process in digital photogrammetry on a regular block network involves the 3-D positions of 
points delivered by aerial triangulation (Benassi et al, 2017 and Colomina and Molina, 2014). 
Fig 3.3 illustrates a typical BBA in an Integrated Sensor Orientation (ISO) using the camera's 





Figure 3.3 Conceptual Design of Close-Range Digital Photogrammetry. This explains 
the Procedures in Executing the Methodologies in this Thesis.  
 
AAT also has the capability of real-time digital photogrammetry over a large area with 
desired accuracies and precisions (Choi and Lee, 2013; Sesli et al, 2010).   
3.3 Automatic Calibration of Digital Cameras  
According to Poser (2012, p. 1) “Advancements in camera technology and the reduction in 
camera costs have made it possible to obtain low-cost ultrahigh-resolution spatially accurate 
imagery in a static environment”. Although not primarily designed for photogrammetric 
purposes (Yuan et al, 2014 and Wackrow et al, 2007), digital cameras have become relevant 
in close-range remote sensing and photogrammetry (Goncalves and Henriques, 2015; Hastedt 
and Luhmann, 2015; Strecha et al, 2015). The concern now is how to attain the standard 
photogrammetric positional accuracies with higher resolutions (Benassi et al, 2017 and 
Balletti et al, 2014). The metric capabilities of compact digital cameras are currently 
evaluated for precise close-range photogrammetric purposes (Balletti et al, 2014; Sanz-
Ablanedo et al, 2009; Remondino and Fraser, 2006). Compact metric and non-metric digital 
cameras are small, portable, and cheap (Sanz-Ablanedo et al, 2009 and Wackrow et al, 2007). 
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They are easily attached to different platforms (Campana, 2017) with image capture at 
multiple and rapid successions (Fyffe et al, 2016). Some metric digital cameras have 
provisions to exchange lenses (Sanz-Ablanedo et al, 2009). Despite these advantages, precise 
and accurate photogrammetric surveys with compact digital cameras would require accurate 
calibration as they could be influenced by atmospheric and environmental conditions (Oniga 
and Cardei, 2015; Yuan et al, 2014). 
Orientation and calibration of camera sensors are achieved by bundle adjustment (Colomina 
and Molina, 2014; Kim et al, 2013). The AAT facilitates the digital camera self-calibration 
and resection to generate a geometrically accurate image from the object (Damon, 2016; 
Pix4D Manual, 2016; Colomina and Molina 2014 and Vallet et al, 2011). The qualities of the 
images then formed are a function of the interior and exterior parameters of the digital 
camera (Pix4D Manual, 2016 and Kim et al, 2013). These parameters constitute the 
mathematical relationship of points in the 3-D coordinates between the object and the image 
space (Strecha et al, 2015 and Kim et al, 2013). The camera in-built model defines its interior 
parameters (Vallet et al, 2011). Interior parameters are a function of the lens type, lens 
distortion, transformation propensities that generates pixel coordinates from the camera 
frame, and the focal length (Damon, 2016 and Pix4D Manual, 2016). The exterior parameters 
are determined by the bundle block adjustment from the exact camera location and 
orientation (PPx, PPy, PPz) to the exposure points (SPx, SPySPz) (Vallet et al, 2016) where PP 
and SP are the pixel projection and space projection respectively. Within software such as  
Pix4D, there are options to further calibrate the camera's external parameters to boost image 
quality (Pix4D Manual, 2016).  
3.4 Interior Orientation in Digital Cameras 
The mathematical outline for executing digital photogrammetry is the same as with analytical 
photogrammetry (Konecny, 2014). The 3-D similarity or affine transformation synchronizes 
the camera coordinate space with the image coordinate space (Chiabrando et al, 2015 and 
Westoby et al, 2012). In a digital photogrammetric mission, image acquisition commences 
with Interior orientation (Chiabrando et al, 2015) while the principles of the pinhole camera 
(Figure 3.4) remain the process of reconstruction of bundles of light rays (Hastedt et al, 2016; 




Figure 3.4 Principles of the Pinhole Camera, i.e. the Basic Mathematical Concept for 
Projecting the Object onto the Image Space (Wolf and Dewitt, 2000).  
 
       
Figure 3.5 The Camera Centre and the Principal Point are Collinear. The Pinhole 
Camera Model also describes the Mathematical Relationship between the Coordinates 
of Points in the Image Space and the Object Space (Huang et al, 2015).  
 
All the points in space as projected from the perspective centre (Figure 3.5) unto the image 
plane will have coordinates. 
P1 = (x,y,z)T 
(f*x/z, f*y/z)
T 
Interior Orientation is, therefore, the reconstruction of the bundle of rays from the object 
through the principal point to create an image (Habib et al, 2014). Interior orientation is the 
reconstruction of the metric features of the object at the time of exposure to coincide with the 
internal geometry of the camera sensor (Yuan et al, 2014). The degree of precision of the 
metric qualities is a function of the stability of the digital camera internal geometry (Habib et 
al, 2014 and Fraser, 2013). Parameters needed to fulfil interior orientation are: 
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a. The digital camera focal length 
b. The optical distortion describes the extent of deviation of the image location(s) from its 
true location relative to the fiducial marks. These deviations are relative to how the 
camera lenses are assemblage in the factory and are in two facets. 
i. Radial distortion  
ii. Eccentric distortion   
c. The origin of the fiducial marks and the distances between them 
d. The array of the pixel frame which denotes the resolution of the image 






a = Image Vector 
F  = Focal length 
O = Perspective centre 
 
Figure 3.6 Image Coordinate Relative to the Ground Coordinate System. The co-ordinates 
transformation from the object to the image space enhances the positioning of the points for 




3.5 Exterior Orientation in Digital Cameras 
Exterior orientation is the transformation of the ground space to the image space (Xiuxiao et 
al, 2010). By this, the camera's exact position and orientation at the time of exposure will 
coincide with that of the object making the image coordinates to be the same as the ground 
coordinate (figure 3.6). The computation of exterior orientation depends on the interior 
orientation parameters (Elnima, 2015). GNSS and INS-enabled cameras will facilitate the 
computation of exterior orientation by geotagging (Mitishita et al, 2016; Colomina and 
Molina, 2014 and Verhoeven et al, 2013). On-board GNSS enables the camera position and 
orientation relative to the camera’s perspective centre and altitude (Verhoeven et al, 2013). 
The perspective centre coordinates (X0, Y0, Z0) define the camera position and camera 
location defined by the three angular motions Omega, Phi, and Kappa (ω, φ, κ). These 
parameters X0, Y0, Z0, ω, φ, and κ are the EO parameters. For digital photogrammetry, the 
GNSS/INS or IMU onboard the digital cameras automate the photogrammetric process of 
obtaining the EO parameters from the automatic aerial triangulation AAT (Goncalves and 
Henriques, 2015; Barazzetti et al, 2010). 
The automatic multi-image matching improves the overall accuracy of the EO computation 
(Dominici et al, 2017; Barazzetti et al, 2010). Fig. 3.3 illustrates the bundle adjustment vis-à-
vis the EO as an interactive computational routine for maximization in the accuracies of the 
EOs and tie-points creation (Alsubaie et al, 2017 and Khoshelham, 2009). 
The fundamental conditions to determine the EO parameters are the coplanarity, collinearity, 
and coangularity conditions (El-Ashmawy, 2015 and Elnima, 2015). The collinearity 
equation is now preferred for computing the bundle adjustment (He et al, 2018) due to the 
computational speed and automation in relating the object space with the image space 
(Murtiyoso et al, 2018; Dominici et al, 2017 and El-Ashmawy, 2015). The modelling of 
software applications to ease multiple camera stations is another advantage (Schneider et al, 
2012). 
Dominici et al (2017); Oda et al (2015) and Strecha et al (2015) explain the modern bundle 
adjustment algorithms. Bundle adjustment is “stable” and “scalable” (Dominici et al, 2017 
and Strecha et al, 2015). BA is executable with approximate GCPs and tie points (He et al, 
2018; Oniga et al, 2018). It is also able to improve on the IO parameters and refine the scene 
geometry (Dominici et al, 2017). This functionality enables the model in processing large 
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numbers of digital images, unlike space resection that requires ground control points that are 
identifiable on the images (Easa, 2013; Xu et al, 2016).  
EO parameters are relative to the self-calibration of the digital cameras and subject to 
systematic errors from aerial triangulation (Luhmann et al, 2016; Remondino and Fraser, 
2006). Synchronization errors caused by responses between the digital camera hardware and 
the programmed time-series digital sensors orientation and navigation also influence the 
automaticity of the EO in digital photogrammetry (Rieke et al, 2011).  In general, the overall 
success of automatic EO in digital photogrammetry is determined by the stability of the 
platform sensor’s orientation and navigation (Rau et al, 2011; Colomina and Molina, 2014; 
Rehak et al, 2013; Blazquez and Colomina, 2012). The optimization of orientation 
parameters is from the further processing of the digital images using the respective 
photogrammetric software (Liu et al, 2018; Papakonstantinuo et al, 2016; Goncalves and 
Henriques, 2015; Bartos et al, 2014). For precise scientific purposes such as coastline 
monitoring, an almost constant internal geometry for digital cameras is required (Wackrow et 
al, 2007). The digital camera’s internal geometry is always influenced by environmental or 
other systematic errors on the autopilot’s aircraft position, velocity, and altitude ‘tPVA’ 
(Colomina and Molina, 2014; Blazquez and Colomina, 2012). It is imperative, therefore, to 
evaluate periodically the core metric values of non-digital cameras for stabilities and 
consistencies in the self-calibration leading to improved EO parameters (Benassi et al, 2017; 
Balletti et al, 2014). Manufacturers may provide approximate EO parameters and procedures 
for digital camera re-calibration and orientation.  
3.6 The Collinearity Equation:  
The principle that the object point P location, the perspective centre of the camera O, and the 
corresponding image point on the photograph are on a straight line formulates the collinearity 





Figure 3.7 Principle of the Collinearity Equation. The Image Coordinates (Angular 
Orientation and Perspective Origin) can be derived from the Ground Coordinates).  
 
AaO, BbO, and CcO are all on straight lines from exposure station O. R at the perspective 
centre O is presented as (ω, φ, and κ). If ABC is three object locations with coordinates 
X,Y,Z, the corresponding coordinates on the exposure station O, would then be X0, Y0, Z0. 
Linearizing the vector AO, relative to their inner orientation parameters oa, will become, 
 
 
            
 





Rearranging and dividing equation (3), the orthogonal matrix will become; 
 
 
Equ (4) is used for the self-calibration of digital cameras (Li and Liu, 2018; Pritt, 2014 and 
Sampath et al, 2012) 
The collinearity equation is the fundamental equation used in digital photogrammetric bundle 
adjustment (He et al, 2018; Wang et al, 2017; Shahbazi et al, 2011) as it is easier to model the 
image coordinates, ground coordinates, EO and IO parameters even on low-cost digital 
cameras (Khalil, 2011). Collinearity adjustments accommodate multiple camera locations in a 
simultaneous least square estimation of coordinates of the several 3D point locations 
(Murtiyoso et al, 2018) as the bundle adjustment itself relies on the triangulation of points in 
3D axes (Pan et al, 2016; Luhmann et al, 2016; Remondino and Fraser, 2006; Triggs, 2000). 
Applications are in the calibration of digital cameras by manual computations or using the 
respective photogrammetric software (Luhmann et al, 2016; Fraser, 2013; Previtali et al, 
2013 and Remondino and Fraser, 2006). A dense image matching with minimum error is then 
created (Pan et al, 2016) with radiometric and geometric correlation with every point 
surveyed on the tidal lines, on the beach, and the cliff. The two major implications for coastal 
area monitoring would be; 
a) Flexibility and ease of acquiring cheap survey-grade information on both the 
instantaneous and tide coordinated Shorelines required to implement a functional time-
series beach monitoring program 
b) Flexibility and ease of developing a consistent geomatic methodology for coastal cliff 




Barazzetti et al, (2017) explain the relevance of a functional mathematical model for accurate 
image orientation. A well-defined collinearity model will accurately project the three-
dimensional axis of the object into its corresponding points in the image plane without 
distortions in the object’s geometry (Fraser, 2013). This is further justified by the fact that the 
model retains both the interior and the exterior parameters of images (Elnima, 2015). 
Equation (1) above explains this symmetry XA, YA, ZA, and XO, YO, coordinates of a single 
point in the object location and the perspective centre. This straight-line extends unto the 
image space as shown: (see the collinearity equation and fig 3.7).  
The designs of the off-the-shelf non-metric digital cameras are such that the accuracies of 
their IO parameters improve on the principle of the collinearity equation (Wang et al, 2017; 
Ruzgiene, 2005). This is relevant in the design of the flight plan(s) or the gridding of survey 
routes (e.g. camera positions along flight lines covering the survey area) in terrestrial 
photogrammetry (Barazzetti, 2017 and Barazzetti et al, 2010).  
This will help to minimize errors from the instability of the digital camera’s internal 
parameters during photography (Abdullah et al, 2019) and to precisely relate the camera 
coordinate frame with the real world ‘object coordinates’ (Ahn et al, 2017; Taborda and 
Silva, 2012) and to minimize digital image curvature and distortion (Abdullah et al, 2019).  
Accurate tide coordinated shorelines are only achievable when the grid pixels depicting 
several tidal heights are correctly transformed into an assigned coordinate system (Wu et al, 
2019; Sagar et al, 2017; Ojiako et al, 2015). Similarly, the several spatial variations between 
adjoining pixel discontinuities on the cliff surface must transform correctly from digital 
numbers into appropriate geometrical values (Lim et al, 2005). Overlapping digital images 
should stitch and register without distortions in their perpendicularity, parallelism, and co-
planarity (Elnima, 2015). 
The transformation model from the 3D object coordinate to the 2D image object must ensure 
variation in the irregular surface topography does not lead to the loss of depth information. 
The collinearity equation models all camera positions and aiming angles as existed at the 






3.7 The Bundle Block Adjustment 
The bundle block adjustment in photogrammetry is a mathematical process to extract, 
optimize, and re-project and match points of similar intrinsic/internal parameters between 
overlapping images to create a dense geometric 3D structure of the scene (Triggs et al, 2000). 
This 3D transformation aligns and improves the geometric accuracies between tie points and 
control points of adjacent digital images (Murtiyoso et al, 2018). Bundle adjustment is a 
phase in solving the Automatic Aerial Triangulation AAT problem (Gneeniss et al, 2015). 
The AAT (Rothermel et al, 2012) minimizes errors from misalignment and transformation 
between multiple images.  
In digital photogrammetry, an independent 3D reconstruction mathematical algorithm 
performs the block bundle adjustment BBA (Murtiyoso et al, 2018; Jaud et al, 2016; Hastedt 
and Luhmann, 2015 and Rumpler et al, 2014) using the image tie points, the EXIF data of the 
camera image and GCPs (Vallet et al, 2011 and Strecha et al, 2015). The tie points minimize 
errors from misalignments while the GCPs reduce errors from transformation and helps to 
georeference the 3D model (Goncalves et al, 2018 and Strecha et al, 2015). The EXIF data 
optimizes the interior orientation (Murtiyoso et al, 2018 and Strecha et al, 2015). Unlike the 
analogue and analytical photogrammetry, the BBA performs the relative, absolute and 
exterior orientations as a simultaneous least-squares computation by multi-view 
reconstruction process (Remondino and Fraser, 2006) which makes the entire process cheap, 
quick and reliable for deriving DEM/DSM of beaches and cliffs (Goncalves and Henriques, 
2015). Apart from providing the exterior orientation parameters, BBA also computes the 
GCP of tie points and with additional optimization algorithms reduces the projection errors 
between points (Zhao et al, 2018). The general methodology for automatic BBA is the 
structure from motion (SFM) algorithms using the non-linear regression algorithms (Juad et 
al, 2016; Hansch et al, 2016; Mancini et al, 2013; Remondino and Fraser, 2006). The entire 
process of SFM commences with the Scale Invariant Feature Transform (SIFT) that detects 
and computes the image features (Madden et al, 2019 and Qu et al, 2018). The general 





The transformation precision between GCPs and tie points on the digital images and the 
positional accuracies of the bundle adjustment is a function of the reliability and robustness 
of the error propagation mathematical model (Yan et al, 2016, and Triggs et al, 2000). Either 
of the two commonly adopted error propagation, the mathematical algorithm will solve and 
propagate errors using the non-linear regression solutions. These are the Levenberg-
Marquardt algorithm and the Gauss-Newton algorithms (Mendikute et al, 2017; Deseilligny 
and Clery, 2011; Remondinot al, 2017). Rothermel et al (2012), Lee and Yu (2009); 
Remondino and Fraser (2006) explain the advantages of the non-linear regression over the 
linear regression for multiple digital images. BBA mathematical solutions will be different 
for all photogrammetry software (Remondino et al, 2011).  
Solutions with the open-source photogrammetry software are usually in the public domain 
that offers alternative processing tools and plugins to suit specific scientific needs (Champion 
and Rahaman, 2019; Rupnik et al, 2017). For instance, MicMac uses the Levenberg-
Marquardt least square solution (Murtiyoso et al, 2018) whereas proprietary software such as 
Pix4D and Agisoft do not make their solutions public (Murtiyoso et al, 2018; James et al, 
2016 and Juad et al, 2016). Goncalves et al (201; Fernandez-Hernandez et al (2015); 
Colomina and Molina (2014) and Rothermel et al (2012) recommend digital photo overlap of 
above 60% forward and 30% sideward for an effective and accurate bundle adjustment 
process.  
3.8 Chapter Summary  
In simplistic terms, while photography converts the 3D real world into a series of 2D images, 
photogrammetry converts these 2D images back into a 3D model. The early photogrammetric 
solutions using mechanical hardware were cumbersome and required technical skills. 
Photogrammetric algorithms and digital cameras now make the entire photogrammetry 
process easier and faster. Photogrammetric algorithms are developed by integrating the 
general photogrammetry theories of aerial triangulation, camera calibration parameters, and 
bundle block adjustment (Ai et al, 2015; Lee and Rhee, 2013). Image stitching, point clouds, 
mesh, and orthomosaic are deduced from the digital photogrammetry workflow.  
In processing the digital images, there are many (free) open-source solutions (e.g. 
VisualSFM, OpenDroneMap & WebODM, Precision Mapper, Python Photogrammetry 
Toolbox, etc.); free but restricted solutions (e.g. RAPID by DroneMapper) which may be 
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limited to processing a maximum number of images (e.g. 150 for RAPID); the entry-level 
solutions (such as the cheap Agisoft Metadata); and the high-end/professional approach (e.g. 
Pix4D which costs about £200 per month as of 2021). In essence, all of these solutions 
undertake the same mathematical procedures as outlined in this chapter. While the 
commercial solutions do offer additional functionality, such as in editing capabilities, post-
processing, visualisation, and cloud processing and sharing, the fundamental outputs of 3D 
point clouds, orthomosaics, and digital surface models are common to all.  In terms of “low-
cost” solutions, the open source solutions are now more than capable of handling a few 
hundred source images (of cliffs or beaches) to generate the necessary outputs for coastal 
mapping and monitoring. The various stages of digital photogrammetry as described in this 
chapter will be illustrated in the cliff and beach examples in the later chapters.  
 
Provided these mathematical digital photogrammetry principles are obeyed, this chapter also 
demonstrates the practicability of digital photogrammetry open-source and low-cost solutions 
in providing accurate digital models such as for coastal cliff and beach monitoring. This is 
well demonstrated in the new digital photogrammetry technique for coastal cliff monitoring 
in chapter 4 and the low-cost computational analysis and visualization for coastal 




Chapter 4  
Development of a Low-Cost Digital Photogrammetry for Coastal Cliff Monitoring 
Chapter Aim 
New trends in close-range digital photogrammetry have seen the use of different measuring 
platforms such as drones, the use of poles/masts, balloons, tripods, and other approaches. 
Often cheap (or high-resolution expensive) cameras are mounted on these platforms to obtain 
images of the terrain, surface or object. While this technique has been successful in photo 
interpretation in other sciences such as the monitoring of cultural heritage and forensics, this 
chapter develops new pole photogrammetry, documents and suggests best practice guidelines 
for coastal cliff monitoring using the pole or mast as a photogrammetry platform. The 
methodology developed is easy to use, very low-cost, and can be executed by one person. It 
answers the big question on the availability of an accurate, localized, cheap, and ready–to–go 
methodology for coastal cliff monitoring if the cliff requires very regular monitoring.   
The first Section (A) presents this methodology, while Section B develops a new algorithm 
that can detect changes on the point cloud derived from using this pole photogrammetry. The 
algorithm, developed in Python, is straightforward to use and automatically saves the area(s) 
of change for further spatial analysis. This chapter also answers the question of how to locally 
and accurately determine the areas of change on the coastal cliff using pole photogrammetry 
without resorting to the use of commercial software.  
 Section A 
4.0 Low-Cost Digital Photogrammetry Survey Methodology for Coastal Cliff 
Monitoring 
4.0.1 Section Aim: 
Due to health, safety, environmental, Civil Aviation Authority (CAA) and military 
constraints, more regulations and restrictions are being placed on the use of drones all over 
the world. For example, CAA drone safety rules suggest a 50m exclusion zone around 
people, buildings, roads and railways; and 150m from crowds and built-up areas. Failure to 
comply can lead to criminal prosecution.  These negate the application of Unmanned Aerial 
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Vehicle (UAV) in some coastal cliff monitoring environments, and certainly many beach and 
foreshore locations. Permissions to fly an area such as Penarth require the approval of a 
number of different local authority departments, landowners, and operators of Penarth Pier 
and Pavilion. Coordinating and synchronizing these permissions well in advance of the 
proposed survey with low tide, good weather and personnel availability constraints has been a 
significant restriction on the use of drones within this research project. On a number of 
occasions, drone surveys at Penarth were postponed or cancelled on site due to detrimental 
weather, such as rain or very localised wind gusts. Postponing for 24 hours is not always 
possible due to the permissions (and tides).  An alternative to the use of drones was sought, 
and a method which demonstrated the use of low-cost technologies. Some drones which have 
been trialled at Penarth (and illustrated in later chapters) cost in excess of £20K, which 
defeats the underlying philosophy of this research project, i.e. low-cost solutions.  
This chapter is an innovative rapid, low-cost, and precise digital photogrammetry 
methodology for the continuous monitoring of the cliff surface by using a pole or mast as the 
platform and cheap digital sensors (e.g. cameras and mobile phones). 
4.0.2 Section A Objectives: 
1. This chapter determines how the camera faces the cliff surface during image capture. The 
quality of the digital images is determined by how the camera mounted on the pole with the 
pole itself held on the ground are positioned and directed towards the cliff.   
2. Another factor that determines the quality of the digital images is the distance of the 
measuring device (digital camera and pole) to the object measured (cliff).  The best distance 
that will apply to other cliff surfaces will be determined in this chapter.  
3. This chapter will also determine the forward and side distance(s) overlap between adjacent 
images for the best illusion of depth (picture clarity and sharpness). Successful 
photogrammetry must be detailed, clear, and sharp enough for both visualization and photo 
interpretations.  
4. Finally, this chapter will determine the best duration for executing a pole survey that will 
generate excellent photogrammetric products such as 3D orthomosaic and digital surface 
models from using cheap small phones and digital cameras.  
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4.0.3 Section Overview:  
Coastal cliffs are mostly vertical or near-vertical elongated structures with a wave-cut notch 
and a landslip. With drones, the pre-programmed flight routes are automatically set at the best 
angle that captures images on a regular grid pattern and flight speed (Varela et al, 2019; 
Colomina and Molina, 2014; Perez-Alberti and Trenhaile, 2014). To survey the cliff surface 
on a manual flight mission with the drone requires great experience to obtain an optimal 
flight mission and generate orthometric and digital models required for mapping purposes 
(Mancini et al, 2017). Digital images acquired arbitrarily from the ground stations to survey 
the cliff would be difficult to generate a complete overlapping stereo oriented model for 
consistent and precise 3D models and 3D maps except as a rare ‘accidental success’. 
The use of poles or masts as platforms would require ground-based camera locations. The 
distance between these ground-based stations and the cliff surface is the equivalent of the 
height above the ground in aerial surveys. Like traditional aerial surveys, camera-based 
stations on the ground also require very careful and systematic planning to achieve the best 
Ground Sampling Distance (GSD) (Huang et al, 2015), sensor stability (Roncella et al, 2014),  
overlap and reduce the effects of random errors and accumulation of systematic errors (Aber 
and Babb, 2018; James and Robson, 2014). The length between the baseline and cliff (L), the 
linear dimension of the pixel (px), and the camera lens’ focal length (f) will determine GSD 
accuracies as camera pixels will be mapped to the cliff surface. This chapter develops the 
most realistic GSD when mapping the cliff surface by pole photogrammetry. 
 
Geological formations of limestone, sandstone, chalk, rock shelters and granite characterize 
the cliff surface (Terefenko et al, 2018). Several crests of waves on the cliff surface depend 
on the formation of the sections on the cliff and such irregular spectral frequencies cause both 
low and high contrast across the electromagnetic spectrum (Young et al, 2016). Digital 
photogrammetry is more challenging when using low-quality complementary metal-oxide-
semiconductor CMOS or the Charge-coupled devices CCD image sensors (Dai et al, 2014) as 
with this research. The best pattern of forward and side overlap and the distance between 
camera stations to the cliff surface is determined to generate the best spatial and spectral 
resolutions for deformation analysis. 
 
Due to the height of the coastal cliff and considering the very short distance between the 
camera location and the cliff surface, there must be careful considerations on the angle of the 
camera, camera calibration, stabilization, and sensor orientation to overcome yaw variation, 
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roll variation, altitude variation, perspective variation, barrel, and pincushion. The accuracies 
on the computation of the exterior orientation parameters by the BBA using the Integrated 
Sensor Orientation (ISO) is usually affected by both the GNSS satellite geometry and the 
lock on the available GNSS constellation (Rau et al, 2011). GNSS radio signals delays are 
mainly by the free electrons in the ionosphere and by other atmospheric conditions in the 
troposphere (Zhang et al, 2019). The Earth rotation induces charged particles into the 
magnetic field line in the ionosphere and capable of distorting the propagation of radio waves 
signal (Constable, 2016). Ionospheric propagation delays are of higher magnitude than the 
tropospheric delays and largely degrade the accuracies in single-frequency GNSS receivers’ 
especially inbuilt GNSS sensors on Smartphones and other inexpensive digital cameras 
(Karaim et al, 2018). Considerations are in place also to obtain the best time-lapse for 
satellite geometry when mapping the cliff surface using the pole photogrammetry due to drift 
in the GPS/INS low-quality digital camera/GPS sensor (Masiero et al, 2017).  
 
The coastal cliff undergoes regular physical and chemical weathering processes (Earlie et al, 
2017 and Sciarra et al, 2014) as well as seawater crashing against the surface (Earlie et al, 
2017). Cliff surface weathering causes an almost unpredictable and unstoppable detachment 
between formations and eventual collapse (Singh et al, 2016). The coastal cliffs are therefore 
asymmetrical with complex surface discontinuities (Letortu et al, 2018; Westoby et al, 2018; 
Ruzic et al, 2015; Galea et al, 2014; Somma et al, 2015 and Sciarra et al, 2014). It is difficult 
therefore to establish temporary/permanent control points on the cliff surface. The 
establishment of GNSS points close to the cliff at either the top or toe in some coastal areas is 
practically difficult due to such high-volume sea wave and cliff surface erosion (Earlie et al, 
2017). This is the situation in Penarth (study location) and specifically this stretch of the 
Bristol Channel coastline, with almost constant cliff face weathering and sometimes collapse. 
GNSS equipment is expensive to buy or hire and may not be available in most situations. It is 
imperative to develop a cost-effective and precise methodology using the Structure from 
Motion (SFM) derived point cloud for coastal cliff geotechnical and structural change 
detection analysis. For existing close-range digital photogrammetry techniques, consistent 
and accurate time-series orthomosaics and digital models for environmental monitoring are 
feasible on the availability of GNSS points (Ruzgiene et al, 2015 and Turner et al, 2015). The 
method developed is a simple and straightforward photogrammetry technique for consistent 
and precise evaluation of the cliff surface with or without the GNSS controls.   
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4.0.4 The Ground Sampling Distance (GSD), Pixel and Field of View (FOV)  
 
The three main terms: GSD, Pixel and FOV are defined below as follows: 
 
1.  The Ground Sampling Distance GSD relates to the size of pixel represented on the actual 
ground surface. It is the ground equivalent of how much detail is visualized in the pixel of an 
image (Pix4D, 2016 and Fernandez-Hernandez et al, 2015). 
        
Figure 4.1 – The Ground Sampling Distance. The smaller the GSD, the more details 
that can be viewed on the image. GSD, therefore, determines the image resolution.  
 
   = Photographic Scale   =        
 is the camera’s focal length and H is the flying height above a given datum. The application 






2.  Pixel    
             
 
Figure 4.2 – The Pixel.  Every digital image is a 2D array of pixels. The image resolution 
(how clear the image is) is defined by the size of the pixel in the X, Y units (Fernandez-
Hernandez et al, 2015 and Ruzgiene et al, 2015).  This is illustrated in figure 4.2.  
 
3.  Field of View (FOV) 
 
 
Figure 4.3 – The Field of View (FOV). This is how much details can be captured by the 
camera lens at a time. This is how many details can be captured by the camera lens at a time. 
The larger the field of view ƟO  the more details that are captured. The higher the FOV, the 
likely a lesser resolution. However, there could be a trade-off between the FOV with using a 





4.1 New Survey Methodology for Coastal Cliff Monitoring 
4.1.1 Possible Sources of Errors in Precise Close-Range Digital Photogrammetry 
 
1. The internal and external working mechanism of the digital camera: These errors are lens 
distortion, approximation in the principal distance, and digital camera sensor resolution 
(Dai et al, 2014). These are systematic errors, reduced by calibrating the digital camera 
(Dai et al, 2014).  
2. Errors and Blunders such as skipping ground stations or not saving digital images during 
photography.  
3. Digital image photogrammetry software: The image-stitching and bundle adjustment 
algorithms of the respective software differ in functionalities (Murtiyoso et al, 2018; Juad 
et al, 2016 and Elnima et al, 2015).  
4. Field Measurements Procedure determines the degree of overlap, angle(s) of image 





Manifestation Type of Error Effects 
Irregular focal 
length  
Change in the FOV during 
the survey.  
Systematic  Can cause a change in image pixel 
coordinates and pixel size (Cantreul et 
al, 2018; Dai et al, 2014) 
 
Can lead to scale error in the object 
scale (Luhmann et al, 2016) 
Camera stations not 
properly gridded 
Not maintaining a defined 
baseline 
 
An irregular grid pattern 
causes changes in the 
FOV.  
Systematic  Pair matching is easier on a regular 
image scale (Zhang et al, 2011).  
Multiple angles of 
incidence on a 
single survey 
The camera’s angle of tilt 
determines image 
acquisition accuracies and 
precision.  
Systematic  The accuracies of digital camera self-
calibration are influenced by the 
sensor’s geometry (Nesbit and 
Huhenholtz, 2019; Jaud et al, 2016). 
Percentage of Photo 
Overlap 
Effective overlap improves 
the accuracy of tie-points 
and points cloud.  
Systematic  Image network geometry improves 
significantly with effective overlap 




4.1.2 Determine an Appropriate Vertical Camera Angle to the Cliff  
The basic transformational matrixes of each grid cell relate every pixel location in the image 
relative to the cliff surface elevation. The digital camera self-calibration solution includes the 
direct computation for the interior and exterior parameters, which allows the transformation 
from 3D coordinate (X, Y, Z) of the ground point to a 2D coordinate (u, v) of the image in 
pixels. The basic perspective projection centre of the perspective lens cameras relates the 
scene properties as pixels where the origin is the camera centre defined by its position and 
orientation. 
 
Figure 4.4 Perspective projection enables the camera location, the centre of the camera 
lens, and the cliff surface monitored to be viewed together as 3D.  It gives a better visual 
of the entire photographic process (Liang et al, 2017).   
 
The origin and geometrical sequence between each grid cell determine the transformation 
matrix of orientation parameters that form the image of the object by relating the scene 
properties as pixels (Liu et al, 2016). The origin is the camera centre defined by its position 





Figure 4.5 Central Projection is the origin of the survey that relates the camera 
coordinates system with the pixel coordinate system.   
 
x = ƒ    , y= ƒ    ……………………………………………………..equ (1) 
A homogenous coordinate system introduces the matrix equation by including a fictitious 
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T ………………………………… …....equ (3) 
(Pϰ, Py)T is the image coordinates of the principal point. The homogenous coordinates of a 







































































Consistent orthogonal vector geometry is required to provide stable least-squares estimation 
(Ai et al, 2015) from 3D transformations and parameterization as provided by the BBA (Ai et 
al, 2015 and Triggs et al, 2000). The accuracies of the BBA also rely on the orientations and 
regularity of each pixel grid cell (James and Robson, 2012). 
A trade-off between the focal length, incidence angle, and distance from the cliff surface is 
necessary to generate the maximum number of tie-points. There is practically no 
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mathematical relationship for the different variables due to the different digital camera 
resolutions, focal length, the height of the cliff, pattern of the cliff verticality, and the 
chemical composition of the cliff.  
Digital photos acquired from off-nadir angle geometry will generate denser tie-points and 
create a better model for the cliff surface compared with photos acquired from the nadir 
positions (Nesbit and Hugenholtz, 2019; Juad et al, 2016; Mancini et al, 2017). The reduction 
of systematic errors is from the reduction of gaps between adjoining digital images on the 
cliff surface geometry that is vertically irregular (Nesbit and Hugenholtz, 2019). This section 
experiments on an appropriate vertical camera angle that would be suitable to; 
a) High overlapping images that can generate a dense point cloud 
b) Obtain pixel texture accuracies for cliff surfaces 
c) Survey the entire height of the cliff with acceptable geometric accuracy. 
This practical solution is reliant on the cliff surface characteristics, the resolution of the 
digital camera, and the pole as a platform using the perpendicular orientation geometry as 
shown in figure 4.3 below.  
 
Figure. 4.6 Viewing and Orientation Geometry to the Cliff 
 
Ɵ = Observing angle 
ɤ= Vertical camera angle 
H = Height of the section on the cliff 
D = Ground distance 
Pɤ = Pixel size perpendicular to the vertical camera angle  
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PƟ = Angular segment on the cliff surface. tan Ɵ = = 
 
At L, the height of the cliff will be H while Pɤ is smaller provided every other 
photogrammetric constraint such as clouds, haze, and poor image overlap are minimal. This 
research experiments on the perpendicular orientation geometry using four different surveys 
at four different vertical cameras angle to the cliff section measuring 27 metres in length. The 
outcome is figure 4.7 below.  
 
The Cell sizes (X, Y) for the 00, 50, 100, and 150 vertical inclinations are 0.00799/0.00799, 
0.01142/0.01142, 0.00771/0.00771 and 0.008/0.008. The geometrical pattern for all four-
point clouds is the same. The 100 vertical tilt had a little more overlapping than the 150. The  
150, however, can capture the top of the cliff with the use of the eleven metre (11m) pole / 




Figure 4.7 Dense Point Cloud obtained from Four Vertical Camera Angles to Determine the Pattern of Overlap and Image Quality. The 
Location is the Cliff Stretch Monitored at Penarth on the 16th and 17th July 2019.    
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4.1.3 Determining the Best Distance between the Cliff Surface and the Base Line 
In close-range photogrammetry, the digital camera could be as close as a few centimetres to 
the object being monitored which favourably improves image resolution (Westoby et al, 
2015). However, when monitoring an unstable cliff like in Penarth, even a couple of metres 
could be dangerous and also unfavourable to the field of view (FOV) with constraints on the 
orientation angle of the digital camera. The best practice would be a trade-off between the 
distance to the cliff surface, the FOV, and the cliff height. The camera distance to the cliff 
surface determines the GSD. Shorter distances between the camera and the cliff will produce 
a smaller GSD provided every other photogrammetric constraint is minimised, while larger 
distances could amount to greater GSD especially with the use of low/medium resolution 
digital cameras.  
 
Smaller GSD will have a higher spatial resolution. The GSD should be at least half of the 
smallest object on the ground for measurement (Tziavou et al, 2018). 
 




L=   
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Most times the pixels, when projected onto the ground, will not be squared perfectly. The 
GSD would then be computed in terms of sensor width and sensor height.  
 
GSD (height) = L * Sensor height 
                         f * Image height 
 
GSD (width) = L * Sensor width 
                         f * Image width 
 
 
GSD = Ground Sampling Distance 
L = the length between the baseline and cliff 
f= the focal length of the digital camera 
px = the pixel linear dimension 
 
To determine approximately the GSD For a distance of 3 metres between the baseline and the 
cliff, using the Samsung (SM-G850F Camera); 
 
The focal length of the Samsung SM-G850F camera = 1.2 mm 
Pixel height = 1920 
Pixel width = 1080 
Approximate sensor width = 9.61923 mm 
Approximate sensor height = 5.410082 mm 
 
Width= 3* 5.410821                                           Height =   3*9.619238                         
             1.2 * 1080        =     1.25cm/px                               1.2*1920      =      1.25cm/px.  
 
 
To derive a baseline that is photogrammetric stable between the camera position and the cliff, 
the cliff was surveyed three different times at three different baselines. The section of the cliff 
monitored is 27 metres in length. The Samsung Alpha phone SM-G850F Front Camera of 2.1 
megapixels was on an 11 metre pole for these surveys. The outcome of each survey is table 
4.2 below.  









Figure 4.9  The Three Different Baseline Distances from the Cliff will Determine the 
best Distance(s) between the Camera Position to the Cliff.  
 
This is a practical application of the FOV, Pixel, and GSD in close-range digital 
photogrammetry. This innovation on the best survey practice for the pole/masts as platforms 
for cliff monitoring will be suitable for other monitoring/deformation surveys.  




2D Key points 
extracted for 
BBA  
3D Key points 
for BBA 
Mean projection 
errors in pixel 
3 169 1.68 3782815 1303566 0.254 
5 169 0.73  3174090 786342 0.268 




Figure 4.10  Showing the Point Clouds Outputs Obtained using the Different Experimented Baselines between Camera Stations and the 
Cliff Section at Penarth. Survey was done on the 18th of May 2019.    
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It was difficult and dangerous surveying from the 3-metre baseline due to regular cliff falls 
and the irregular protruding of the cliff face. In some sections, the offset distances were less 
than 1-metre as illustrated in figure 4.9 (above) causing a very small FOV and limiting the 
camera from capturing the cliff top. According to Cwiakala et al (2018), irregular distances 
between the camera location and the object could negatively influence the accuracy of the 
Average Ground Sampling Distance (AGSD). 
Irregular FOV changes the depth of the field and the visual content on the pixel grids 
(Dansereau et al, 2017). Contemporary processing digital photogrammetric software such as 
the Scale Invariant Feature Transform (SIFT) matching techniques relies on corresponding 




Figure  4.11  Showing Camera Positions with the Pole Survey at Penarth. Each camera 
position indicates a change in the camera location as seen in figure 4.12 below.   
 
Each ground (pole) station along the baseline would have eleven camera vertical positions 
ideally (with the possibility of some extra images due to weather conditions such as wind 
gusts or insurance in case of perceived image confidence). Eleven camera vertical positions at 
each of the fifteen ground stations for this survey with some extras resulted in 169 images in 




Figure 4.12  shows the camera position is changed by altering the height of the pole (lower camera position and higher camera position) 
and by the actual change of the pole ground Station - The pole is 7 metres on the LHS and 9 metres on the RHS. The light telescopic pole is 




The average distance of 5-metres from the toe of the cliff is, therefore, most appropriate to 
survey the section of the Penarth cliff monitored using the pole.  
1. This distance is with lesser risk and hazard. This distance enhances a more consistent 
block symmetry due to safer camera stations.   
2. It enhances overlap and boosts the visual content (the provided survey is under friendly 
environmental conditions).  
3. With this distance, there is the certainty of an increased spatial and spectral resolution 
irrespective of the quality of the camera sensor used.  
4. It ensures the more regular offsets, as most cliffs are irregular in shape. 
 
4.1.4 Determine a Practicable forward and side overlap  
The terrain topography and purpose of the photogrammetric project determine the choice and 
percentage of overlap (Pepe et al, 2018). Recommendations, however, are for a regular grid 
pattern (Carter et al, 2019) of 60% side overlap and 80% forward overlap (Cwiakala et al, 
2018; Turner et al, 2015; Colomina and Molina, 2014). To generate tie-points with maximum 
density, every point in the object space should be in a minimum of 4-5 images (Ruzgiene et 
al, 2015).  
 
 
Figure  4.13  Degree of Overlap from Marked Points on the Ground – This overlap is relative  
to the change on the cliff height (figure 4.12 above) and the ground stations (figure. 4.14 below). 
Each green box represents one pole photograph at Penarth cliff face (at 1m vertical steps and 





Figure 4.14  shows the pole stations marked at 1.65m horizontal intervals (by white 
locations markers on the beach at Penarth).  
 
Poles stations were defined at every 1.65m interval, marked on the ground with a white paper 
as shown in figure 4.14. The average percentage of overlap is 55% horizontal and 58% 
vertical. Figure 4.15 below illustrates the survey Area of Interest (AOI) and the number of 
overlapping images which capture this area. An accurate photogrammetric model requires 
plenty of overlap. Areas of low overlap are expected on the boundary, but interior fallout is 
usually a sign of poor roll, pitch and yaw in the camera orientation.   
 
Figure 4.15  Number of Overlapping Images on Penarth cliff face surface. 
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4.1.5 Determine an Appropriate Time-Lapse for Surveying the Cliff with the Pole Using 
the Integrated Sensor Orientation (ISO) 
In the ISO, the computation of the Bundle Block Adjustment BBA is through the use of the 
inbuilt GNSS sensors and the compact Micro-Electro-Mechanical Systems Inertial 
Measurement Unit (MEMS IMU) without GNSS controls and pre-defined tie points (Pepe et 
al, 2018 and Benassi et al, 2017). Although the ISO is straightforward to use, the cheap 
miniature sensors with inbuilt GPS are downgraded easily especially in very dynamic 
environments (Benassi et al, 2017). The accelerometer and gyros of the MEMS-IMU are also 
flexible and can easily drift during use due to their microstructure compartments.   
The tropospheric signal delays characterized by pressure, temperature, and water vapour are 
relative to geographical elevation (Yu et al, 2018 and Zhu et al, 2017) with water vapour 
predominant in the coastal areas. The accuracies of close-range photogrammetric surveys will 
improve on favourable atmospheric conditions (Pepe et al, 2018) likely on lesser time 
durations.  
Inexpensive GNSS sensors would be difficult to generate consistent and reliable dense point 
clouds due to inherent anomalies in the Scale Invariant Feature Transformations (SIFT) (Qu 
et al, 2018) which detects and extracts the local features in the corresponding digital images. 
It would be difficult then to minimize errors from transformation and misalignments which 
ideally are reduced by the GNSS controls and tie points as with the Integrated Sensor 
Orientation (ISO) and GNSS-supported Aerial Triangulation (GNSS-AT) in digital 
photogrammetry (Benassi et al, 2017). 
To balance the systematic and random errors from the ionospheric and tropospheric delays, 
drifting, and downgrading of the inbuilt GPS, this research relies on the systematic field 
procedure(s) developed in the foregoing sections. The aim is to obtain the maximum number 
of images that would be calibrated for SIFT. The cliff surface was surveyed at different time-
ranges to establish the level-of-tolerance of the inexpensive Samsung SM-G850F MEMS-






Table 4.3  Time Range to Determine the Level-of Tolerance of the Miniature Sensors 
 Time Range 
(Hours:Mins: 
Seconds) 
No. of images 
acquired 









a 00:30:03 86 100 yes Single block 
mosaic 
b 00:59:28 187 100 yes Single block 
mosaic 
c 01: 28:20 198 100 yes Single block 
mosaic 
d 02:16:31 490 98 80% Multiple 
block mosaic  
e 02:52:50 377 100 yes Single block 
mosaic 
f 03:05:36 517 99 yes Single block 
mosaic 
 
While surveys executed more quickly can still easily overcome systematic and random errors; 
good overlap, and a regular survey grid pattern can compensate for errors. The pattern for 
capturing images in d on table 4.3 was a horizontal survey grid with more images taken after 
the main survey to verify the effect of drifting. The dense point cloud from survey d on table 
4.3 is downgraded into multiple block point cloud as shown in figure 4.16 below.  
 
 
Figure 4.16 Multiple Block Point Cloud Showing the Effect of Drifting on the 




It will be difficult to generate accurate Orthomosaics and the other digital models from the 
multiple block point cloud. Aside from the multiple block point cloud; there is also the 
tendency not to capture every part of the cliff. Despite 80% compliance with the systematic 
procedure of capturing the images, the survey at d took 136 minutes. This shows the 
systematic survey procedure will reduce the time of capturing the digital images. Accurate 
digital outputs are unlikely derived from terrestrial photogrammetry executed in different 
atmospheric conditions (Wolf and Dewitt, 2000) even as the multiple block point cloud is 
likely generated from surveys without flight planning and camera orientation (Chiabrando et 




 Section B 
4.2 Development of an Algorithm for Analysing Structural Change(s) on the Coastal 
Cliff Point Cloud  
4.2.1 Aim: 
This section of the chapter develops a straightforward, flexible, and generalized algorithm for 
detecting changes between two-point clouds. It precisely computes the volume change using 
the arrays of the change segment and determines the volume of change from the segmented 
change array. The new change detection algorithm is developed in python using the existing 
libraries in Open3d, Numpy, and Pandas.  
Objectives: 
1. Perform the Kd-tree nearest neighbor (KNN) search on pre-aligned points clouds for 
unfixed but balanced spatial streaming for every closest point in search relative to a 
search query for nearest neighbour matching.  
2. Generate a change-array point cloud from the change segments for visualization of 
change segments and accurate determination of volume change.  
3. Determine change analysis for specific segments on the point cloud on a predefined 
radius search on the change detection algorithm.  
4. Generate the x, y, z coordinates of the change array on an excel spreadsheet.  
4.2.2 Section Overview:  
Existing algorithms for change detection on point clouds do not include an inclusive 
workflow to determine change segment(s) with precise volume computation for the change 
segment. There is therefore no existing functional spatial database for change detection in 
coastal cliff monitoring. Existing applications for the Nearest Neighbours algorithm in 
change detection do not integrate a loop for the sequential creation of change arrays. In this 
algorithm, a structured loop range can assign change arrays using distance and colour range 
variables with the KDTree concurrently as it searches for the nearest neighbour.   
The Numpy array provides a short, simple and effective coding irrespective of the size of the 
point cloud (Johansson, 2019 and Zhou et al, 2018) while the Open3d library provides the 
implementation of the geometry manipulation including better rendering for point cloud 
visualization (Zhou et al, 2018). The Pandas data frame can provide a segmentation utility 
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with its data structure and manipulation capability (Hoyer and Hamman, 2017; Sandeep et al, 
2017). The different Python libraries are compatible with data mining and manipulation 
(Sandeep et al, 2017).  
This algorithm structures for intermittent visualization of outputs useful for change detection 
of several coastal components as well as for the coastal cliff. For better computational 
accuracy, the algorithm incorporates the output of the ICP transformation matrix into a KNN 
computational loop sequence.  





Figure 4.17  The New Point Cloud Change Detection Algorithm Workflow. This 
computational routine explains the importance of every step in developing the algorithm.  
4.3.1 Open3d to Read Point Cloud:  
Open3D supports point cloud data structures and reads data as pointcloud.points, 
pointcloud.normals, and pointcloud.colours (Zhou et al, 2018). The filename extension 
identifies the file types. Open3d supports the XYZ, PLY, PCD, XYZRGB, PTS, and XYZN 
file formats with Numpy compatibility (Open3d, 2020). In this algorithm, the function 
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03d.io.read_point_cloud() reads the point cloud data file, while the Numpy function 
np.asarray() converts the derived points from the point clouds into an array.   
def read_point_cloud(pcd_file): 
     
    return o3d.io.read_point_cloud(pcd_file) 
 
pcd1 = read_point_cloud(pcd1_file) 
pcd2 = read_point_cloud(pcd2_file) 
 
4.3.2 The Loop Range Variable 
The variable loop_range holds an array value for a defined loop range. This can be set to 
none for the default loop range.  
loop_range = None 
#loop_range = [10406, 20000] 
 
4.3.3 Numpy Array Transformation of Point Cloud  
a. The transformation parameters were generated by using the “align two clouds by picking 
(at least 4) equivalent point pairs” in CloudCompare (CloudCompare, 2020 and Panagiotidis 
et al, 2016). The point pairs picking tool in CloudCompare is more accurate than the ICP 
registration for aligning two-point clouds by picking at least four identical points on both 
point clouds (CloudCompare, 2020). The 4 x 4 transformation matrix parameters are 
generated from the aligned point clouds and are a combination of the rotational axis, the 
rotational angle, and the translational 3Dvector (CloudCompare, 2020 and Horn, 1987).  
transform_matrix = [[0.828376293182, -0.084649063647, -
0.553739368916, 1.914794921875], 
                    [0.140533283353, 0.988307297230, 0.059152640402, -0.511735439301], 
                    [0.542257428169, -0.126819446683, 0.830586373806, 2.317070960999], 
                    [0.000000000000, 0.000000000000, 0.000000000000, 1.000000000000]] 
 
The variable transform_matrix holds a 4 x 4-transformation matrix as its value while the 
function pcd.transform (transform_matrix) transforms a point cloud using the matrix 
passed to it as a parameter. This is after the point cloud has been transformed, thereafter 
converted into a Numpy array. The total number of rows and columns in the transformed 
point clouds are stored in variables. The new point cloud with the number of rows of the 





     
    transformed_pcd = pcd.transform(transform_matrix) 
    transformed_pcd_arr_rows, _ = np.asarray(transformed_pcd.points).shape 
     




transformed_pcd1 = transforming_point_cloud(pcd1) 
transformed_pcd2 = transforming_point_cloud(pcd2) 
 
4.3.4 Paint_Uniform_Colour() 
This function paints all the points in the transformed point clouds to specific colours using 
the  colour codes as the colour argument (pcd1 as grey and pcd2 as blue).  
 #recoloring point cloud 
transformed_pcd1[0].paint_uniform_color([0.5, 0.5, 0.5]) 
transformed_pcd2[0].paint_uniform_color([0, 0, 1]) 
 
4.3.5 Open3d Geometry KD TreeFLANN for Nearest Neighbour Search 
The KD tree organises the point clouds in a range of assigned dimensional spatial scales. It 
uses the data structure that organises the point clouds as a tree-like data structure and the 
nearest neighbour of any desired point of interest is found by navigating down the tree to the 
region, which will likely have the most of the nearest neighbour for the desired point. The 
KdTreeFLANN is a generic type of 3D spatial locator using the KD Tree structure. KD Tree 
works by repeatedly finding the median of the random dimension and splitting the data class 
as shown below.  
 
Figure 4.18  Example of a KD Tree Partitioning 
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If X points are assigned as X1, X2, X3, X4……, Xn in the X metric space, the quarrel, q ∈ X, 
that will locate the nearest point X to Y will be repeatedly partitioned to locate the Y as 
quickly as possible (Open3d, 2020) from the base point cloud. Open3d uses the Fast Library 
for Approximate Nearest Neighbours (FLANN) digital library for very fast determination of 
the nearest neighbour search of X to Y.  
4.3.5.1 pcd_tree = o3d.geometry.KDTreeFlann (transformed_pcd1) builds a KDTree from  
 
#building a kdtree flan from poin cloud 1 
pcd_kdtree = o3d.geometry.KDTreeFlann(transformed_pcd1[0]) 
 
4.3.6 Initiate Variables used for the Change Detection Algorithm 
a) count is the overall count for the loop performing the change detection. 
b) dist holds a NumPy array of distance radius values. 
c) colordist holds a NumPy array of  RGB values to be allocated with the distance 
radius values respectively. Each distance radius has an allocated colour.  
count = 0 
dist = np.array([0.02, 0.03, 0.04, 0.05, 0.1, 0.2]) 
colordist = np.array([[1, 0, 0],[1, 0.2, 0],[1, 0.4, 0],[1, 0.6, 0],[1, 0.8, 0],[1, 1, 0.3]]) 
 
4.3.7 Loop_range is none  
The condition if loop_range is None checks if the loop_range variable as earlier declared was 
set to None or an array value. Loop_range is none creates a new array loop_r with the value 
set to the number of rows in the transformed point cloud2. Otherwise, if the loop_range is 
set to an array value and not None, a new array is created also but set to the loop_range value 
instead. 
if loop_range is None: 
    loop_r = [0, transformed_pcd2[1]] 
else: 
    loop_r = loop_range 
 
This loop iterates with a range based on the value of the new array loop_r generated from the 
conditional statement above.  
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4.3.8 for i in range  
The variable i increase by 1 for each time the loop iterates   
for i in range(loop_r[0], loop_r[1]): 
 
4.3.9 The Function searc_radius_vector3d performs a Search on the KDTree Built from 
the Transformed pcd_1 
a. The pcd_kdtree.search_radius_vector_3d queries by using the indices of neighbours in a 
specified radius.  This algorithm functions to disintegrate the points queried into a new batch 
of the array.   
b. transformed_pcd2[0].points [i] denotes the commence point from the transformed point 
cloud two on loop iterates point after point. For i in range (0, nth….nth+ 1): and checks for 
the nearest neighbour while comparing each point to the entire KDTree built from the point 
cloud one using the specified radius.  
c. np.asarray (transformed_pcd1.colors)[idx[1:], :] = [0.5, 0.5, 0.5] paints any nearest 
neighbour point cloud found in the base transformed point cloud one.  
d. matched_points = np.asarray (transformed_pcd1[0].points)[idm[1:], :] 
 
This stores the nearest neighbours points as found in the KDTree and in the variable 
matched_points.  
for v in range(0, len(dist)): 
        #print(v) 
        [m, idm, n] = pcd_kdtree.search_radius_vector_3d(transformed_pcd2[0].points[i], dist[v
]) 
        if m == 0: 
            transformed_pcd2[0].points[i] 
            continue 
        else: 
            np.asarray(transformed_pcd1[0].colors)[idm[1:], :] = colordist[v] 
            matched_points = np.asarray(transformed_pcd1[0].points)[idm[1:], :] 
            break 
 
4.3.10 o3d.visualization.draw_geometries() 
The o3d.visualization.draw_geometries() function in Open3d draws the geometries by using 
PointCloud.points geometries as inputs (Zhou et al, 2018) and provides an effective 
visualization function that will determine the accuracy of the aligned colour coded point 
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clouds (Open3d, 2020). The result from the loop is visualized and a new pcd file is created 
using the open3d function o3d.io.write_point_cloud() 
o3d.visualization.draw_geometries([transformed_pcd1[0]]) 
 
# #CREATING A NEW POINT CLOUD DATA FILE USING THE CHANGE/DIFFERENCE 
ARRAY 




The derived point cloud data read off while the colour from the point cloud converted to 
NumPy arrays.  
 
pcd1 = read_point_cloud(output_file_name) 
 
points = np.asarray(pcd1.points) 
colors = np.asarray(pcd1.colors) 
 
 
4.3.12 Pandas Data Frame  
Pandas data frame is created from the numpy arrays and then stored in a new variable called 
dataframe.  
d = {'x': points[:,0], 'y': points[:,1], 'z': points[:,2], 'r': colors[:,0], 'g': colors[:,1], 'b': colors[:,2]
} 
 
dataframe = pd.DataFrame(data = d) 
 
4.3.13 Data Frame to Create Similarities and Change Arrays  
The R column in the data frame is queried to check where values are greater than 1. All rows 
found with R column value >1 create a new data frame. This new data frame is then stored in 
a variable change which are the points for the change array. Similarly, all rows that do not 
have their R column value > 1 are stored in another separate data frame with a variable name 
sim which are the points for the unchanged array. 
 
change = dataframe[dataframe.r < 1] 
 
sim = dataframe[dataframe.r == 1] 
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4.3.14 Convert the Data Frame to a Numpy Arrays  
The Pandas function df.to_numpy() converts the generated data frames to a Numpy array.  
 
#funtion to convert from pandas dataframe to numpy array 
def pandas_to_numpy(df): 
    points_array = df[['x', 'y', 'z']].to_numpy() 
    rgb_array = df[['r', 'g', 'b']].to_numpy() 
 




change_array = pandas_to_numpy(change) 
sim_array = pandas_to_numpy(sim) 
 
4.3.15 Creates New Point Cloud   
The Numpy arrays change_array, sim_array creates new point clouds using the open3d 
function o3d.geometry.pointcloud() and retains the metadata field of the point clouds 
(Johansson, 2019).  
def creating_point_cloud(array_data): 
 
    pcd = o3d.geometry.PointCloud() 
    pcd.points = o3d.utility.Vector3dVector(array_data[0]) 
    pcd.colors = o3d.utility.Vector3dVector(array_data[1]) 
     




change_pcd = creating_point_cloud(change_array) 
sim_pcd = creating_point_cloud(sim_array) 
4.3.16 Save Point Clouds to .ply Files    
simcloud_file_name = pcd1_file.split(".")[0] + '_' + pcd2_file.split(".")[0] + 'sim.ply' 
o3d.io.write_point_cloud(simcloud_file_name, sim_pcd) 
 
changecloud_file_name = pcd1_file.split(".")[0] + '_' + pcd2_file.split(".")[0] + 'ch.ply' 
o3d.io.write_point_cloud(changecloud_file_name, change_pcd) 
 







Open3D displays the point clouds for visualization. All points’ clouds created (change array,  
unchanged array and both the changed and unchanged area together are saved automatically 
as .ply files.  Figure 4.19 shows an example of the time series changes along the cliff face at 
Pearth between various survey dates. 
The algorithm cuts out and separates the point clouds of the change areas from the areas that 




Figure  4.19   Shows the Areas of Major Change by Applying the New Algorithm to 












4.4 Volume Computation 
This section determines the volume from the change array change.ply point clouds.  
 
Figure 4.20  An Example of a Change Array obtained from the Change Detection from 
30/10/18 to 17/05/19 – Change has occurred at the different highlighted areas between 
the two compared survey point clouds.  
4.4.1 Compute Volume in CloudCompare  
Small Segments of the change arrays scattered at the different parts of the cliff with noise 
might result in errors in the computation of volume. For accurate volume computation, the 
point cloud is reconstructed to a Poisson surface reconstruction using a plugin 
(CloudCompare, 2020) in the CloudCompare open-source software. The Poisson surface 
reconstruction (PSR) generates a triangular mesh from the 3D oriented point cloud arrays, 
which are in millions of points into a finely coherent registered mesh figure 4.21.  
 
In CloudCompare, the normals are first created using the edit > normals > compute > plane 
before applying the PSR plugin. The Plane local surface model is preferred as it is robust to 
noise. The volume of the mesh is then derived from the edit > mesh > and measure volume. 
The volume computed is therefore accurate as all the points are within the closed mesh.   
The PSR scans, aligns, converge the outlines, smooths, estimates and reconstructs the input 
data into a surface triangular mesh (Estellers et al, 2015 and Li et al, 2010). It is also able to 
close gaps inherent in the point clouds (Estellers et al, 2015). The implemented PSR by 
Kazhdan et al (2006) has been improved to overcome over-smoothing which leads to the 
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omission of vital points by introducing positional constraints (Kazhdan and Hoppe, 2013) and 
an envelope constraint (Kazhdan et al, 2020). Another advantage of using the PSR plugin in 
CloudCompare is that all the points inside the polygon border are considered in the 
computation of the mesh volume as shown in the figure 4.22.   
 
 
Figure 4.21  The Change Array Point Cloud from 30/10/18 to 17/05/19 now Converted 
into a Triangular Mesh in CloudCompare  –  
 
All the points are locally fitted (Kazhdan et al, 2020) and are all defined within the triangular 
mesh without noise or undefined outlines. This ensures the accurate computation of volume 
especially for the cliff surface that has uneven and unpredictable tendencies for cliff erosion 
and disintegrating.   
 
 
Figure  4.22  All the Points with the Polygon Border have been summed in Determining 
the Volume.  
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4.5 Chapter Summary and Conclusion 
This chapter has shown that it is possible to determine the: 
1. Appropriate Vertical Camera Angle to the Cliff; 
2. The most favourable survey distance to the cliff surface when carrying out a close-
range pole survey; 
3. A practicable forward and side overlap between images; 
4. The best time Interval for executing a pole survey using the Integrated Sensor 
Orientation (ISO) from very cheap single frequency inbuilt GNSS sensors; 
5. Using the pole/mast with a cheap camera to accurately survey the cliff surface 
The chapter demonstrates a new pole digital photogrammetry methodology for coastal cliff 
monitoring.  Section A utilizes the very basic principles of photogrammetry in developing a 
systematic image capture plan and camera orientation to be able to generate precise and 
accurate 3D reconstructed point clouds by terrestrial pole survey for coastal cliff monitoring. 
The methodology developed is simple, straightforward with a regular grid network for 
complete stereoscopic coverage. The verification of results obtained has been by third-party 
software and an alternative remote sensing survey.  
This methodology generates precise geometrical related point clouds with or most 
importantly, without precise GNSS controls. For use in the photogrammetry community, the 
most appropriate vertical camera inclination and distance to the cliff surface have been 
practically demonstrated and theoretically documented. Depending on the area been mapped, 
surveys can be from 10 minutes to 2 hours. It is possible to attach the different digital 
cameras on the pole with the higher resolution cameras resulting in higher spectral 
accuracies. The limitation is to perform a survey in an almost equal atmospheric condition to 
avoid the drifting of the MEMS-IMU during the survey.  
To illustrate the effectiveness and accurateness of this methodology, a cheap 2.1 megapixel 
camera on a mobile phone was used to perform all the surveys.  Any camera can be used 
which can be operated from the ground remotely, or on a time series lapse to capture images 
at the different heights. Most mobile phones have this capability and certainly capture 
photographs at much higher resolutions than 2.1 megapixels. In practice, these higher 
resolutions will generate much richer 3D point clouds and therefore superior digital surface 
models, orthomosaics and volumetric analysis. This is illustrated below in Figure 4.23 to 4.25 
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for a very small subset of the Penarth cliff captured at the same time as one of the 2.1MP 
surveys, but instead using a higher resolution Sony Cybershot 18MP camera (originally £250, 
but now circa £170).  As of 2021, alternative Sony digital cameras at 20MP are available for 
under £100; alternative digital cameras in the 18MP to 21MP range are available for under 
£40; very low-cost cameras in the 12MP to 16MP range are available for under £20; while 
smartphones with 48MP cameras are available for £200 (or £300 in ruggedised or more 
shockproof formats). Cost is no longer a constraining factor in undertaking a close-range 
digital photogrammetric survey. 
Aside from the cost, this new pole photogrammetry for cliff monitoring offers flexibility for 
the survey of sections or the entire stretch of the different cliff morphologies from close 
range. Figures 4.23 to 4. 26 explain a typical high-resolution pole survey for precise 
differential surveys on the coastal cliff. The change array in the new change detection 
algorithm keeps track of the change motion/deflection pattern present on the cliff surface. 
This innovation will help to determine the wave action and other weathering patterns of the 












Figure  4.23 Pole Surface 3D Model – BEFORE.  Penarth 3D Point Cloud generated 
from a Sony Cybershot 18 MP Camera.  Compare with the image below …   
 
 
Figure  4.24  Pole Surface 3D Model – AFTER.  Penarth 3D Point Cloud generated after 
a small cliff fall. (Spot the Difference? Or use Volumetric Differences of Figure 4.25 to 




Figure 4.25 Pole Surface 3D Model – VOLUMETRIC DIFFERENCE between surveys of 
Figure 4.23 and 4,24. The blue areas indicate the areas of change.  Note areas 1 and 2 in 
Figure 4.23 and 4.24 above, and in close-up detail in Figure 4.26 below.  Areas in grey are 
within a 1mm difference level.  The areas in blue in the lower part of the Figure are not an 
indication of volumetric change, but the lack of data (NO Data transparent values at the 
bottom of Figure 4.24).  In a full survey, the complete cliff would have been captured with 




Figure 4.26 Pole Surface 3D Point Clouds BEFORE & AFTER for Regions 1 and 2 as 
highlighted in Figure 4.25 above.  Small chunks of the cliff face have fallen away and 
volumetrically calculated using the approach presented in this chapter.  It should be noted 
that these differences are relatively small (i.e. a few cubic cms) as the pixel resolution (GSD) 
is approximately 3mm. 
Further analysis and results on the cliff change detection are presented in Chapter 5. Surveys 
performed at close range (and/or high resolution) can detect hidden sections/cracks on the 
cliff as in Figure 4.25 above, but care must be taken not to change the viewing angles of the 
digital camera during use.  
Surveys are not restricted in the same way that drone surveys have to be undertaken,, but care 
(risk assessments and Health & Safety guidelines, e.g. hard hat, protective boots, etc) must be 
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taken when working close to an eroding cliff face.  The lightweight pole that is used in these 
surveys only requires a single operator.  At full extension, care must also be taken to ensure 
the stability of the camera and pole, particularly in windy or gusty conditions. Too much 
displacement may result in poorer overlap regions and hence a sparser point cloud. 
This survey technique improves on existing close-range digital photogrammetry and can be 
replicated in developing countries in the monitoring of cliffs. Field data generated over time 
from the regular surveys can be modelled into a time series monitoring framework as 
discussed in the next chapter.  
Section B develops algorithms for determining the change detection and extracting the 
change array of the change segments for visualization and precise volume computation. The 
change detection algorithm can be run in the open cmd python folder or by downloading the 
open-source pyzo or any free python package. This algorithm is used to detect changes on all 
the pole surveys in Chapter five. This is an entry-level that is free to use.  
The volume computation is by applying the PSR algorithm inside the CloudCompare 
software. Unlike the volume computation by DSM, the change arrays that determine the 
volume are the actual change at the different parts of the cliff. The open-source 
CloudCompare runs on Windows, MacOS, and Linux.  More importantly, change detection 
or relative change and volumetric differences between surveys is suitable for identifying 
areas of concern on the cliff face.  An absolute referencing system (e.g. using precise and 
accurate Ground Control Points or GCPs) is ideal, but the margin of error in using even real-
time kinematic GPS GCPs still requires an approach which ensures that differences in cliff 




Chapter 5  
5.0 Evaluation of Results of Low-Cost Digital Photogrammetry for Coastal Cliff 
Monitoring 
Chapter four presented a low-cost digital photogrammetry technique for regular coastal cliff 
monitoring. This chapter will evaluate the outputs from the pole surveys for scientific 
applications such as coastal cliff monitoring. It answers the question of the viability of close-
range digital photogrammetry in coastal cliff monitoring.  
Also presented in chapter four is an algorithm that can detect changes on the coastal cliff 
point cloud. How effective is this algorithm? What are the scientific attributes in terms of 
being able to model the coastal cliff change? This chapter provides scientific evidence to the 
need for the new point cloud algorithm. It, therefore, validates this contribution to 
knowledge.  
5.0.1 Aim  
This chapter discusses the geometric accuracies of the pole photogrammetry and the new 
change detection algorithm for cliff surface deformation surveys by evaluating the data of the 
periodic surveys and the change detection algorithm  
5.0.2 Objectives  
1.  Evaluate the geometric precision and accuracy of the pole survey for cliff surface 
deformation study. This will determine if the pole photogrammetry is accurate and precise 
enough for scientific evaluations.  
 
2.  Determine the Periodic Changes on the Coastal Cliff. Scientific evaluations will determine 
how effective are the pole photogrammetry and the new point cloud change detection 
algorithms can periodically evaluate the changes on the coastal cliff.  
 
3.  Evaluate the change array and determine the periodic volume change. The exact quantity 
of eroded materials will be computed at every segment on the cliff surface. This quantitative 





4.  Develop a new cliff monitoring statistical prediction routine using the mean forecast 
model. This quantitative forecasting model is satisfied by the availability of numerical 
information on the cliff change pattern and the availability of the physical and chemical 
constraining components present on the cliff.  
5.1 Evaluating the Geometric Precisions of the Pole Survey for Cliff Surface 
Deformation Studies 
The different point clouds generated should be geometrically precise for evaluative purposes 
(Kromer et al, 2015). Among other conditions, the accuracies of photogrammetric “range 
measurements” are also the functions on the consistencies of the point cloud scene geometry, 
orientation, and reflectivity (Weinmann and Jutzi, 2015). This chapter uses the interior and 
exterior orientation reconstruction consistencies determined by alternative photogrammetric 
measurement techniques and software for further evaluation. Comparisons were on four 
different point clouds obtained from weekly surveys to determine the consistencies and 
reliability of the new pole mapping field sequence. 
To overcome possible errors from the routine computation by the KDtree (Otair, 2003), the 
subtraction between two different survey point clouds is also in two phases. This chapter also 
uses the change arrays generated by the new change detection algorithm to develop a new 
and simple prediction model called the Change Array Prediction Model ‘CAPM’ for 
monitoring the cliff fall and possible collapse.  CAPM is an innovation that gives empirical 
and pictorial evidence of the frequencies of the changes in arrays of millimetres in exact 
coordinates and helps determine the critical sections on the cliff.   
The coastal zone management strategies should include established physical evidence for risk 
assessment (Philips et al 2018). 
Figure 5.1 is the Georectified dense point clouds from four different weekly surveys of the 
section of the Penarth cliff monitored. These four weekly surveys will be used to analyse the 
geometric accuracy of the point clouds. The aim is to determine how accurate and reliable the 




Figure 5.1 Dense Point Clouds from four Weekly Surveys of Penarth Cliff - These point clouds were aligned in CloudCompare and the 
coordinates of five control points visible in all four-point clouds were compared as shown in the table and figure below.  
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Table 5.1 Procedure for the four Weekly Surveys - This gives further details for the four-
weekly surveys.   
 1st Survey 2nd Survey  3rd Survey  4th Survey  
Date of survey  02-10-18 11-10-18 22-10-18 30-10-18 
N0. of images 409 461 377 496 
Area covered 0.0033km2 0.0029km2 0.0018km2 0.0035km2 
Average density (m3) 12646 21118.3 25141.3 14089.7 
 
The number of images and area covered in table 5.1 above explains the consistency of the 
surveys. The average density determines the reliability of the processing photogrammetric 
software relative to the number of images.  
 
Figure 5.2 Geographical Coordinates of all four Weekly Surveys in CloudCompare 
 
With reference to figure 5.1, all four-point clouds are georectified. Coordinate system could 
be local or national depending on the availability of GNSS equipment. In both instances, 
figure 5.2 shows the reliability of the methodology. For surveys done within a period, the 
control points can therefore be virtual 
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Table 5.2 Accuracies of all four Weekly Surveys  
 Wk 1 –week 2 Wk 1 –week 3 Wk 1 –week 4 
∆N ∆E ∆N ∆E ∆N ∆E 
Point1   -0.158111 -0.206787 -0.173706 -0.134339 -0.157928 -0.135376 
Point 2  -0.111633 -0.085205 -0.079376 -0.039795 -0.164124 -0.129394 
Point 3 -0.039154 -0.054016 -0.007568 0.042114 -0.06662 -0.027283 
Point 4 0,038025 0.126892 -0.138336 0.121093 -0.122711 0.208127 
Point 5  -0.104858 0.06073   -0.190795 0.11969 
 
The standard deviation for “alignment and surface deviation” (Westoby et al, 2018) at every 
point on each point cloud is ± 0.05m in the Northing and ± 0.12m on the Easting’s for the 
self-calibrated digital camera and without the use of GNSS control points. This shows that 
each of the point cloud models geometrically fits into the other for a second-order cliff 
monitoring deformation study (Westoby et al, 2018 and Ruzic et al, 2015).  
5.1.1 Verifying the Correctness of the CloudCompare Global Coordinates   
To verify the correctness of the CloudCompare coordinates,  the DSM of one of the PSPC 
was imported into ArcMap and the coordinates of the control points in CloudCompare as in 
Figure 5.2 are found to be the same as in ArcMap. It is imperative to determine if the global 





Figure 5.3 Verification of the CloudCompare Global Coordinates in ArcMap – Since the 
coordinates of the DSM in ArcMap are the same as the global coordinates of the points in the 
Open source CloudCompare, it, therefore, implies that the CloudCompare retains the original 
coordinates of the point clouds.   
5.1.2 The Geometric and Absolute Accuracies and of the Pole Survey Point Clouds  
The geometric accuracy defines the comparative evaluation with datasets obtained from other 
reliable photogrammetric techniques while the absolute accuracy is the difference of the x, y, 
and z coordinates of every point on the point cloud to their true geographical position on the 
ground (Harwin and Lucieer, 2012). The 3D reconstruction process in the bundle adjustment 
may distort the original shape of the cliff surface alignment.  
The TLS and the Pole survey were both used to survey the same stretch of the cliff surface on 
the 13th of March 2020. This is to be able to determine the global correctness of the digital 
image EXIF and structure from motion computation for bundle adjustment that optimizes the 
3D location between the tie-points and the camera internal parameters (Turner et al, 2012).  
The TLS survey used the Topcon Laser scanner GLS-2000M series (figure 5.4 below). This 
TLS uses the 8.9-degree telephoto camera to scan the cliff surface and obtain images at 
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standard speed. This function provided complete stereoscopic coverage of the cliff surface at 
pre-set intervals of 10m scans at 6.3 mm resolution.  Two different prism scan locations 
provided the precise and accurate modelling of the cliff section monitored. The fixed pole at 
(window scanning) enhances accuracies although it takes longer to scan but reduces the 
registration of the point cloud in the Topcon ScanMaster software.  The height of the pole for 
this survey was 2 m and the prisms are 125 mm. Georeferencing was by the GEOMAX 
Zenith 35 series on Real-Time Kinematic (RTK) mode.   
 
 
Figure 5.4 Topcon Laser Scanner GLS-2000M Series at Penarth on 13th March, 2020. 
5.1.3 Control Points for Georeferencing the Pole Survey 
Four markers at the bottom of the cliff with other visible points on both surveys at the middle 
of the inaccessible cliff top were used as manual tie-points for geolocating the pole survey in 
Pix4D on OSGB 1936 coordinate system as shown in Fig.5.5. Some visible points appearing 
on multiple surveys could be virtual controls control for further change detection and 
research. An example of the importance of virtual control and the uniqueness of this research 








Figure 5.5 Control Points for Geolocating the Pole Survey 
 
Figure 5.5 above superimpose the TLSPC and the PSPC. The purple dots are the control 
points identified on the cliff during both surveys. Figures 5.6 and 5.7 below are the individual 
point clouds of the TLS and the pole survey. Both figures further show the survey was at the 
same time.  
 






Figure 5.7 Pole Survey Point Cloud   
 
The X, Y, and Z coordinates of some points at the top, sides, and at the bottom of the pole 
and TLS point clouds, were examined and compared in CloudCompare as shown in the Table 














Table 5.3 Differences in the Coordinates of some Points in the TLS and Pole Surveys  
 TLS – Week 6 
 ∆N ∆E ∆Z 
Point1   -0.008 0.053 -0.035 
Point 2  0.017 0.001 -0.030 
Point 3 -0.034 0.013 -0.008 
Point 4 0.002 0.024 -0.071 
Point 5  -0.045 0.030 -0.030 
 
The maximum deviation in the XYZ coordinates of the PSPC at every point as compared 
with the TLSPC is less than 5 cm. This may seem relatively high, but these are generally at 
the extremes of the survey area of interest (e.g. in areas of vegetation). 
The accuracies of the geometry of the PSPC and the TLSPC are subject to further scrutiny by 
creating their contours using the triangulation and the linear interpolation gridding method in 
the Surfer Golden Software (Sufer, 2018). The triangulation with linear interpolation uses the 
anisotropy to determine its contour (Bayazit, 2019). Anisotropy is dependent on the direction 
irrespective of the properties of the surface materials will generate an unbiased contour 
interpretation (Bayazit, 2019). The choice to use the multiple refractive indexes is due to the 
irregular surface nature of the cliff that has the capabilities for change in direction within the 
shortest possible period resulting from falls and collapse. This is illustrated in figures 5.13 to 




Figure 5.9 PSPC and TLSPC Contours generated in Suffer Golden Software – The X, Y 
coordinates at every point has the same elevation (the contour shapes are similar at every 
projected point from both axes on the pole and the TLS survey).  




Figure 5.10 Pole Survey (on white) Superimposed on an Equivalent Drone Survey in 
CloudCompare – the drone survey was on the 23rd of July 2019 using the DJI Mavic Pro 
while the pole survey was on the 18th of July 2019.  
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5.1.5 Visual Comparison with Other Datasets 
 
 
Figure 5.11 Like-to-like Alignment (Pole Survey up and Drone Survey down). The 




Figure 5.12 2018 Google Earth Imagery of the Study Area – The average update period 
for Google Earth is typically every five years.  At the moment, point clouds generated from 
Google Earth imagery use expensive third-party software.  The point clouds generated by 
Google Earth are not georeferenced. They also have scaling instabilities. There could be 
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multiple surveys every day with the pole. The point clouds are accurate, high resolution, and 
surveys can be undertaken by one person at minimal cost.  
5.2 Periodic Changes on the Penarth Coastal Cliff 
5.2.1 Pattern and Evidence of the Cliff Erosion  
The pole photogrammetry and the change detection algorithm give an accurate delineation of 
the areas of change and the quantity of the cliff face material eroded. For a better 
understanding of the wave-cut pattern and the wave-cut notch on the cliff surface and at the 
base of the cliff, there were two other pole surveys one each in 2019 and 2020 in addition to 




Figure 5.13 Demonstrate some Natural Eroding Processes such as the Breaklines, Weak 
Stacks, and Stumps at the Stretch of the Penarth Cliff Understudy - At A and C there are  
cracks on the Breaklines with an eventual collapse of some rock strata such as in 2019 with 




Figure 5.14 Shows the presence of Wave-Cut Notch on the Penarth Coastal Cliff – The black and orange circles are common points on both 
digital photos. By March 2020, the bottom of the cliff has suffered from the severe wave-cut notch. The wave-cut gradually disintegrates the 





Figure 5.15 Explains the Penarth Cliff Undergoes Differential Erosion and a Gradual Cliff Retreat -The softer and weaker rock fragments 
disintegrate easily by the further backwash from the sea.  Another advantage of close-range photogrammetry is being able to capture every detail 




Figure 5.16 is a detailed comparison between two weekly surveys. At A on the 30/10/18 is 
an evident heap of cliff collapse eventually reduced at A as at the 19/05/19. At B are weeds 
hanging on the cliff but reduced by the 19/05/19. There is no significant evidence of change 
occurred on location D in both instances. C elucidates the possibility of rock strata collapse.  
5.2.2 Periodic Change Detection Using the New Algorithm  
While the cliff erosion is constant and gradual, their change areas in some instances are not 
physically inferred except for very careful examinations or by scientific evaluation. The 
range search result by the KD-tree partitions the exact distance radius values as dimensional 




Each of the Point cloud datasets which have been evaluated has more than 50 million points. 
The aligned point clouds using the Numpy array transformation parameters ensure that the 
outputs from the newly developed change detection algorithm show the areas of significant 
changes. There are, however, concerns on the clustering performance with the 
implementation of the KDTree for millions of points that will amount to multiples of the data 
tree structure (Otair, 2013). To solve this problem of each data array not being within a 
particular query, the algorithm structure accommodates a regular symmetry that 
automatically assigns a colour for each hierarchical colour-ramp tree structure within a 
distance class node. This sequence also helps to save memory and quickens the 
implementation duration of the algorithm (Choi and Oh, 2012).                            
For I in range (loop_r [0], loop_r [1]) where r is the search radius, 
                            r (0,1) = r (1, 0);                        ………………………………..      Equ (5.1) 
                            r (0,1) ≤ r (0, 0 +1 ) + r (1, 0 +2 )…………r (1, 0 + n)……….        Equ(5.2) 
                             
An example of the change detection output between week 4 and 5 is figure 5.17 below:  
 
Figure 5.17 Output of the find Nearest Neighbour using the Distance Radius Value from 
02nd October 2018 – 30th October 2018.  
 
The colour distance ‘colordist’ RGB Numpy array on range ‘0 – 1’on a gradient change 
starting from 0.2 depicts a colour range from red to yellow. At the start-count of zero, the 
algorithm assigns the specific colour that matches every single point on the Point cloud for 
the loop sequence using a distance change radius of 0.02, 0.03, 0.04, 0.05, and 0.1. Figure 
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5.17 indicates a major change has occurred both at the bottom of the cliff and on the cliff 
surface. It also indicates weathering at the top extreme left and the middle of the cliff.  
 
Another advantage with this algorithm is being able to generate the change array for the 
different weeks automatically on the same coordinate system. Visualizations of these arrays 
on the open-source CloudCompare provide better understanding and analytical evidence(s) 
about their change patterns. This gives an insight to both researchers and policymakers the 
degree to the extent of the cliff falls during future storm upsurge and by other sub-aerial 




Figure 5.18 – A Change Flyby Created in CloudCompare Provides a Dimensional Data 
Pattern Identification of the weekly Change Segments. 
 
The change-array also serves as a probabilistic segmentation model for the effective 
theoretical time-series classification for the Penarth cliff.  It also functions to determine the 
percentage of the areas of critical crack and to identify those areas of imminent collapse or 
falls. To reveal correctly all the areas of critical change, evaluate, and segment the region(s) 
of imminent fall, the change analysis is as follows -  
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a. From the first survey (02/10/18) to the other surveys – figure 5.19  
b. From each survey to the succeeding surveys – figure 5.20 
 
This evaluation approach using two different sequences on the subtraction will help to 
overcome possible errors arising during the classification of points in the algorithm steps that 





Figure 5.19 Periodic Changes between Successive Point Clouds from a Particular Start 





Figure 5.20 Periodic Changes between Successive Point Clouds from Individual Surveys 
to the Succeeding Surveys.  
 
5.2.2.1 Identifying the Degree of Areas under Significant Change  
The RGB indicator identified by the distance change radius of 0.02, 0.03, 0.04, 0.05, and 0.1, 
symbolises the depth of the Wave-Cut Notch, depth of fall, and crack on the cliff. The 
smallest distances in the KNN query search and the cached node represent the tree depth 
(Choi and Oh, 2012). This research evaluation of the degree of the area change uses the 
smallest distance indicator of 0.02 meters to outline the segment of ‘most significant change’. 
This evaluation is useful for predicting future cliff fall(s).  A distance change ratio piechart 
drawn using the Python Matplotlib and Numpy, depicts the percentage of change for each 








Figure 5.21 – An Example of the Distance Change Ratio Represented as Pie Chart for 
each of the Change Array. The percentages are the total area covered by the specific 
distance change between the Change Difference of two Different surveys.  
 
Table  5.4 – The Summation of the Total Area Covered by Each of the Change Distance 
Radii for all the Change Differences Performed between the 2nd of October 2018 – 13th 
of  March 2020.  
 dist_0.02 dist_0.03 dist_0.04 dist_0.05 dist_0.1 dist_0.2 
Suv_1-2 1.38% 7.44% 2.44% 22.72% 29.57% 36.45% 
Suv_1-3 0.72% 1.18% 1.75% 17.55% 32.71% 46.09% 
Suv_1-4 7.12% 11.36% 13.52% 19.77% 22.81% 25.42% 
Suv_1-5 4.51% 7.85% 9.95% 18.76% 24.77% 34.15% 
Suv_1-6 0.01% 0.11% 0.97% 18.49% 22.15% 58.27% 
Suv_ 2-3 0.000% 0.000% 0.000% 19.28% 35.2% 45.52% 
Suv_ 3-4 0.000% 1.18% 4.6% 15.73% 29.53% 48.97% 
Suv_ 4-5 1.46% 3.66% 4.59% 15.75% 29.79% 44.76% 
Suv_ 5-6 0.000% 0.0041% 0.4984% 17.2432% 35.6208% 46.6336% 
Total_% 15.2% 32.7841% 38.3184% 165.2932% 262.1508% 386.2636% 
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The total coverage (Total_%) is used to plot a pie chart for each change distance region. This 
pie chart represents the statistical reality of all the nine times each survey was subtracted 
from one from the other.  
 
Figure 5.22 – Pie chart Draw from the Total_% (Tab 5.4) Summation of all Change 
Arrays Radii in the Different Change Detection that Identifies the Extent of Areas 
under Significant Change using Distance 0.02 as Major to Distance 0.2 as Minor 
Change Radius.  
 
This represents the amount of fall or collapse that is of imminent collapse on the cliff surface 
within the period under review. In the following section, this will be helpful to determine the 
volume of change in each of the change regions.    
5.2.2.2 Risk Assessment and Coastal Cliff Prediction Model   
This section evaluates the extent of areas under significant change. An image grid draw using 
the python matplotlib (Appendix B) helps to sectionalize the change arrays into regions with 
the region(s) with the highest occurrences indicating the exact area on the cliff that is 
undergoing cliff fall or already undergone changes. Figures 5.23 – 5.25 illustrate the 





Figure 5.23 - Five Different Change Arrays from the 2nd October 2018 Start Date 
Superimposed on a Single Point Cloud in CloudCompare i.e. 02/10/18 – 11/10/18; 
02/10/18 – 22/10/18; 02/10/18 – 30/10/18; 02/10/18 – 19/05/19; 02/10/18 – 13/03/20.  
 
All Change arrays and point clouds are on the same scale and orientation before the gridding 
in Python.  
 
 
Figure 5.24 - Five Different Change Arrays from Individual Surveys to the Succeeding 
Surveys Superimposed on one of the Point Cloud in CloudCompare i.e. 02/10/18 – 





All Change arrays and point clouds are also on the same scale and orientation before the 
gridding in Python.  
 
Figure 5.25 – The individual Change Array Exported from CloudCompare and 
Gridded in Python using Matplotlib - The different regions help to generate statistical data 
on the change location and the frequencies of occurrences. These frequencies help to 
formulate a prediction model monitoring the coastal cliff.  
 
Table 5.5 – Shows the Frequencies of the Change Array Per Region. Unlike existing 
probabilistic model, this prediction model uses the actual change ratio fig 5.20, which is the 
actual quantity of the cliff fall for the different level of cliff wears, breaks and collapse at 







Table 5.5 – Shows the Frequencies of the Change Array Per Region. 
Area A B C D E F G H I J K L M N O P 
Suv_1-2                                                                                                                         I  K L M N O P
Suv_1-3       G H   K L  N O  
Suv_1-4 A B   E F G  I J K L  N O P 
Suv_1-5  B C   F G   J K   N O  
Suv_1-6         I J K     P 
Suv_ 2-3                                                                                     J K  O  
Suv_ 3-4                                 J K    O  
Suv_ 4-5  B C  E F G H I J K L  N O  
Suv_ 5-6       G H  J K      
Occur_ 1 3 2  2 3 5 3 4 7 9 4 1 5 7 3 
 
A gradient of the change frequency density is generated from table 5.5. The gradient 
frequency table evaluates the severity of the change occurrence per region with an eventual 
cliff falls prediction graph.  The practicability of this prediction model is the applicability of 
the three constant variables exact location, time, and frequency.   
 
Table 5.6 – Shows the Severity of the change from the Sum of the Smallest ‘0.02meters’ to 
the Largest ‘0.2meters’ Distance Ratio – The clustering of these change arrays are from the 
different physical, biological and chemical constraints that lead to the cliff loss and eventual 











Table 5.6 – Shows the Severity of the change from the Sum of the Smallest ‘0.02meters’ 
to the Largest ‘0.2meters’ Distance Ratio 
Area A B C D E F G H I J K L M N O P 
Suv_1-2                                                                                                                                   I  K L M N O P
Suv_1-3       G H   K L  N O  
Suv_1-4 A B   E F G  I J K L  N O P 
Suv_1-5  B C   F G   J K   N O  
Suv_1-6         I J K     P 
Suv_ 2-3                                                                                                                                    J K  O
Suv_ 3-4                                 J K    O  
Suv_ 4-5  B C  E F G H I J K L  N O  
Suv_ 5-6       G H  J K      
Occur_ 1 3 2  2 3 4 2 3 3 5 4 1 5 5 2 
 
Sur_1-6, Sur_ 2-3, Sur_ 3-4, and Sur_ 5-6 are not included in the severity zone as their search 
percentage in the critical search region (0.02 search_radius) are 0.01, 0.00, 0.00, and 0.00 







Figure 5.26 – Cliff Fall Prediction Graph – At K where there is the highest number of 
change occurrence with an 80% chance of the cliff fall or collapse with a projected minimum 
of eroding materials as shown below in figure 5.27.   
5.3 Evaluate the Change Array and Determine the Weekly Volume Change – Change 

























Table 5.7 – Periodic Change Array and Weekly Volume. This automatically and 
periodically updates the volume as programmed.  
 dist_0.02 dist_0.03 dist_0.04 dist_0.05 dist_0.1 dist_0.2 Wk_sum 
Suv_1-2 19.4398 39.5215 55.1231 846.836 1327.98 2045.04 4333.9404 
Suv_1-3 0.33922 0.728443 1.18098 358.06 984.04 3471.87 4816.2186 
Suv_1-4 136.097 357.765 608.652 4587.44 6823.06 12690.7  25203.714 
Suv_1-5 6.56196 16.6234 59.0122 1302.71 2329.8 2459.72 6174.4276 
Suv_1-6 0.035041 0.130098 0.565455 59.5885 80.7963 392.267 533.3824 
Suv_ 2-3 0.0003 0.0024 0.0054 41.416 140.983 198.605 381.0121 
Suv_ 3-4 0.0005 7.44725 14.3338 135.013 265.64 658.488 1080.923 
Suv_ 4-5 12.3117 12.3116 44.508 820.587 1564.92 5511.23 7965.8683 
Suv_ 5-6 0.0005 0.735606 2.55989 150.99 471.866 733.922 1360.0735 
dist_sum 174.786 435.265 785.941 8302.6405 13,989.085 28,161.842 51,849.560 
 
0.33922 And 136.097 are the smallest and highest Percentage of change in the 0.02 
search_radius (Table 5.4).  
 
Depending on the stretch of the cliff been monitored and the frequency of the surveys, this 
approach will provide both short-term and long-term predictions. The position and the shape 
of the change array in their respective region (Table. 5.6) are useful for determining the 





Figure 5.27 – Hazard Zone Warning Projected until the September of 2020  
A projected minimum volume expected to erode from the hazard zone would be useful in 
developing Health and Safety precautions. From tab. 5.7 (the computed volume for each 
distance radius for all the nine-change detection performed). The computation of volume per 
distance radius for each change array also enhances the accuracies of the volume 
computation. 
The mean model with the change array provides a ‘true population variable’ for forecasting 
future cliff fall and collapse. The average of all the change arrays throughout evaluation is 
such that, 
µ = ……………………………………...……………………………….equ. 5.1  
 
X = the change array variable  
N = the entire size of X population  
By applying the mean forecast model with independent and identical distributed variables on 
the cliff surface where; 
O = total duration for observation of the change detection 
hca = highest change array  
sca = smallest change array 
α = proportional   
 
The total duration for observation of the change detection (O) / 2 = maximum predictable 
duration (mpd). Similarly, the minimum and maximum volume computed for the smallest 
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and highest change array, which falls within the K zone (Hazard zone), are 0.33922cm3 and 
135.75778cm3 respectively.   
mpd = 17 months (from 2nd of October 2018 – 13th of March 2020).  
mpd α 1 / (hca – sca) = 8.5 months α 1/ 135.75778  
 
For example, in the next 8.5 months (from the 13th of March 2020), it is predicted that a 
minimum of 135.75778cm3 of materials would erode from region K. Another advantage of 
using this change array prediction model is that the predictions can be determined for each 
region on the cliff surface. 
5.4 Chapter Summary and Conclusion 
This chapter has shown that we can determine the; 
1. Precise and accurate photogrammetric datasets using the pole surveys. While the 
precision is dependent on the systematic field procedure developed in chapter 4, the 
accuracy is a function on the GNSS.  
2. Every point on the cliff surface that change has occurred can be detected.   
3. The exact amount of change material(s) can be computed for.  
4. Knowing the exact locations of change with the quantity of change creates a 
forecasting model for future change(s) on the cliff.  
 
The contributions to knowledge in evaluating the changes on the coastal cliff and in the 
accurate computation of volume are;  
The outputs from the pole survey when evaluated with the outputs from the other digital 
photogrammetry techniques are geometrically and radiometrically accurate for scientific 
evaluations. With evidence of cliff falls and collapse due to both weathering and the sea in 
different rock strata on the cliff, the scientific evaluations performed using the algorithm can 
detect complex and minor changes.   
In this chapter, a change detection pattern-series using the different pole surveys ensures 
there is completeness in the change detection process. This can apply to any change detection 
algorithm in ensuring every change point is captured within the period of evaluation. Every 
change point is a 3-dimensional change array point cloud. The change-array which is 
automatically saved for each of the change detection performed helps to accurately determine 
both the volume change and a prediction model for future cliff fall and collapse. This chapter 
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also developed a cliff-fall prediction graph that shows the likelihood of the cliff fall with the 
existing frequency of the change-pattern. Whilst it is acknowledged that past erosion events 
on the cliff surface are not necessarily precise indicators of future erosion, the method does 
help identify those areas of the cliff which may require closer monitoring. 
The volume computed using the PSR algorithm in the CloudCompare software, ensures that 
every change point is included in the computation. The PSR algorithm minimizes the 
possibility of including open spaces between disjointed meshes. Improved accuracy in the 
computation of the volume is achieved by computing the individual change distance array.   
The least change radius distance of 0.02 indicates the radius closest to the middle of the 
change-area and is used therefore to determine the segment of significant change. With the 
help of a change ratio pie chart, the percentage of each change distance provides an analytical 
classification of the change-pattern. The statistical reality is a risk assessment and a cliff 
prediction model. The level of certainty of the risk assessment is a function of the exact 
change location, the frequency of change(s), and the time the change occurs. Provided these 
three variables have been correctly recorded, the evaluations performed in this chapter are 
accurate and can be applied to other coastal cliffs. The availability of a hazard zone correctly 
delineated makes the work of the policymakers and coastal cliff monitoring agencies 




Chapter 6  
Low-Cost Computational Analysis & Visualization on Digital Surface Models Obtained 
by Drone Photogrammetry for Coastal Morphological and Volumetric Changes 
This chapter answers such questions on a low-cost photogrammetry technique capable of 
acquiring high resolution digital surface models (e.g. 1-5cm resolution) for coastline 
monitoring. It discusses the best practices for acquiring digital images using drones for 
coastal monitoring. The emphasis is also on the most applicable open-source, low-cost, and 
high-level photogrammetry software for processing digital images. Is there also zero cost or 
low-cost GIS software for analysing the digital products (orthomosaic and Digital Surface 
Model) derived after processing the digital images? Lastly, is there an improvement to the 
existing methodologies of analysing the beach and foreshore to detect changes and change 
patterns at very precise levels (e.g. 1 cm)? 
6.1 Chapter Aim: 
This chapter aims to develop large-scale (small area at high resolution) cost-efficient 
solutions for monitoring coastal environments (i.e. Penarth as a case study; and others) by 
executing low-cost field procedures, data processing, computation, and analysis.  
6.2 Chapter Objectives: 
1. Develop low-cost, large-scale (small area), and regular (and repeatable) techniques for 
shoreline monitoring by: 
a) Images obtained from UAVs 
b) Determine the number of ground control points required to generate accurate digital 
models for shoreline monitoring 
c) Processing of images using a variety of commercial and open-source software 
d) Generating a set of output products (orthomosaics, DSMs, visualizations, etc.) relatively 
and accurately evaluated with or without the GPS ground control points. 
e) Evaluate the performance against traditional shoreline monitoring techniques such as laser 
scanning or LiDAR. 
2. Develop a shoreline information-monitoring infrastructure from DSM and DEM to identify 
changes, evaluate, and record shoreline behaviour. 
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3. Develop a shoreline classification model for delineating key features (e.g. high and low 
watermarks; and shoreline objects such as rocks, pebbles, sand, silt, seaweed, and other 
vegetation, etc.).  
6.3 Chapter Overview:  
None of the existing literature on low-cost digital photogrammetry for coastal monitoring and 
Geomorphology studies addresses a complete geospatial sequence for implementing low-cost 
UAV surveys, photogrammetry processing software for generating digital models, and GIS 
software for data computation and data analysis (Laporte-Fauret et al, 2019; Conlin et al, 
2018; Goncalves et al, 2018; Molony et al, 2018; Templin et al, 2018; Cook, 2017; Masiero 
et al, 2017; Casella et al, 2016; Cermakova et al, 2016; Famuditi et al, 2014 and Westoby et 
al, 2012). This chapter elucidates and improves on existing methodologies for a low-cost 
centimetre-level accuracy-grade photogrammetry procedure using cheap and open-source 
solutions for coastal monitoring.  
Shorelines are predominantly homogenous (Sander et al, 2015 and Averbukh et al, 2014).  
Application of SFM-MVS software to process imageries of featureless surfaces like the 
shoreline may lead to misalignment in image matching with prevalent noise (Koutsoudis et 
al, 2013; Skarlatos and Kiparissi, 2012). Flight planning and ground control points would 
improve the quality of the generated point clouds and the accuracies of the digital surface 
models (Unger et al, 2014).   
Existing literature in the monitoring of coastlines with UAV photogrammetry has been on a 
planned flight pattern with pre-determined flying heights (Goncalves et al, 2018; Goncalves 
and Henriques, 2015). A flight plan of 85% forward overlap and 50% side overlap is used to 
acquire the required overlapping photographs that would produce high contrast and textured 
orthomosaics for beach morphodynamics (Brunier et al, 2016). How effective therefore are 
the several digital outputs from a well-designed UAV flight mission able to monitor the 
coastline in cms of spectral and spatial resolution?  
In photogrammetry, the BBA refines the scene geometry and visual composition using 3D 
coordinates transformation (Murtiyoso et al, 2018; Qu et al, 2018; Molg and Bolch, 2017; 
Wang et al, 2017; Triggs et al, 2000). Section 3.7 explains the 3D transformation process that 
improves the geometric accuracies between adjoining aerial photos by the BBA. This section 
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explores the different Georeferencing options and best practices for low-cost and accurate 3D 
models from a series of overlapping 2D digital images.   
 
The different photogrammetry software has different output radiometric and geometric 
accuracies in both the planimetric and on the vertical (Eboigbe et al, 2019 and Unger et al, 
2014) despite the general principle is the AAT (Forlani et al, 2018 and Chesley et al, 2017). 
Unlike the analog and analytical photogrammetry, the different digital photogrammetric 
(computer vision) software are developed specifically for some photogrammetric functions 
(Grussenmeyer and Khalil, 2008) with different output accuracies (Murtiyoso et al, 2018; 
Smith et al, 2016; Micheletti et al, 2015 and Unger et al, 2014). What therefore are the image 
stitching patterns for these SFM-MVs? The chapter also evaluates the robustness and the 
analytical functionalities of the respective bundle adjustment computation in processing 
digital images for an accurate and functional coastline monitoring infrastructure.   
6.4 Develop Low-cost, Large-scale (small area), and Regular (and repeatable) 
Techniques for Shoreline Monitoring by: 
This research focuses on the suitability for survey-grade data capture (e.g. centimetre or sub-
centimetre accuracy) to be able to model and analyse small changes in coastal environments 
(e.g. beach volumetric change or cliff erosion) (Eboigbe and Kidner, 2020). The mapping of 
the Penarth coastline stretches from the south end of the pier towards the northern side 
capturing the cliff embankments (see Figure 6.4). For each of the surveys, the average stretch 
of the coastline surveyed is an average of 80 acres. Four surveys one in 2015 and 2016 (see 
Figure 6.1) and two in 2020 help to accurately determine the rate of accretion and erosion on 





Figure 6.1 – University of South Wales UAV shoreline survey on Penarth Beach (with 
the candidate) and the SenseFly eXom UAV drone. 
 
6.5 Evaluation of Study Area 
With thanks to Derek Elliott of the Aerial Photography Unit of the National Assembly of 
Wales, an archive of historic photography of the Penarth area (e.g. see Figures 6.2 and 6.3) 
has been supplied and analysed concerning changes of the shoreline through time (i.e. since 
WWII). It is evident that coastal processes have had an effect on this shoreline and that 
erosion has occurred.  The photographs have been digitised, and subsequently geo-referenced 
to Ordnance Survey mapping to be able to represent these datasets in a Geographical 
Information System (GIS) for comparisons with other aerial surveys.  The small-scale (high 
altitude) nature of many of these images allows for a visual comparison, but not for an 









Figure 6.3 – Vertical Aerial Photograph of Penarth shoreline (10th June 1960) (with 





6.6 Images obtained from UAVs 
High-resolution digital images are from a fully autonomous UAV flight mission using 
vertical take-off and landing (Papakonstantinou et al, 2016). Photogrammetrically, automatic 
flight control is essential for radiometrically and geometrically precise orthomosaics 
(Hernandez-Lopez et al, 2013). It also helps to optimize the flight duration (Chiabrando et al, 
2017). Due to the topographical nature of the coastlines, the automatic flight mission from a 
pre-planned flight plan is required to achieve a higher degree of overlap between images 
(Chiabrando et al, 2017;  Harwin and Lucieer, 2012). It also helps to overcome influences 
from the external coastal environment such as wind, humidity, sea spray, and other coastal 
area conditions that could affect UAV performance (Villa et al, 2016).  
 
Figure 6.4 – Trajectory Showing the Flight Path Pattern of the Penarth Survey in 2015 
together with the corresponding Orthomosaic.  
6.7 Determine the Number of Ground Control Points required to generate accurate 
Digital Models for Shoreline Monitoring 
The consumer-grade-GPS onboard a drone is often not very accurate and could cause further 
errors in the 3D position, scale, and orientation (Pix4D Mapper, 2016 and Wing, 2011). 
GNSS surveys will determine the precise and accurate positional accuracies of the drone 
surveys (Draeyer and Strecha, 2014).  
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The 2015 drone survey demonstrates that if just the onboard GPS of the drone is used to 
generate the 3D point cloud and digital surface model, then very large elevation errors (z) are 
typical.  For example, for this survey, the onboard drone's uncorrected elevations are 52.02m 
above the true location (i.e. very dangerous or not practicable if taken at face value if used for 
coastal erosion modelling).  The error is random based on the drone onboard GPS used and 
the actual satellite constellation at the time of the survey as discussed in chapter 4 section 
4.1.5.  For example,  for the 2016 survey, the elevation error was +1.106m as shown below. 
Figures 6.5 to 6.9 illustrate the BBA process of generating the orthorectified orthomosaic and 
digital surface model from the raw drone images.  
 
Figure 6.5 -  2020 Initial Sparse Point Cloud (using onboard Drone GPS) and Blue 







Figure 6.6 – 2015 Drone Survey Dense Point Cloud. BLUE Initial Camera Positions 
(using onboard Drone GPS) and GREEN Corrected Actual Camera Positions. Red 
Lines Indicate the Positional Error between onboard GPS and survey-quality GPS 
Ground Control Points while the YELLOW is the actual GNSS control points.  
 
 






Figure 6.8 - 2015 Digital Surface Model and yellow GNSS Ground Control Points. 
 
 
Figure 6.9 – 2016 Drone Survey Dense Point Cloud. BLUE Initial Camera Positions 
(using onboard Drone GPS) close to the GREEN Corrected Actual Camera Positions. 
Red Lines (Positional Error between onboard GPS and survey-quality GPS Ground 
Control Points) not visible as the distance difference is 1.1m. The YELLOW is the 
actual GNSS control points.  
 
For each of the surveys undertaken, 3D point clouds and digital surface models were 
generated with and without GPS ground control (typically 6 to 8 points covering the area of 
interest) to understand the magnitude of the error; and also with additional GCPs to determine 
whether extra survey control influenced the quality of the overall model, i.e. “Do additional 
survey points improve the accuracy of the data outputs?”.  The results show that while the use 
of GCPs is essential (as can be shown in the figures above), extending the number of GPS 
GCPs to 12 or more points had no real improvement on the models’ accuracies. This is 
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probably due to the additional GCPs extending beyond the area of interest (AOI), so not 
necessarily having an impact on the quality of the data inside the AOI.  For this reason, the 
results discussed in the foregoing sections/chapters focus on using the best available dataset 
(i.e. with 4, 6, or 8 GCPs on the beach itself).  
Some GCPs were established permanently on visible points which will appear on the images 
for subsequent drone surveys (Figure 6.10). The other drone surveys may not require GNSS 
surveys for as long as these points are static and visible.  However, it is appreciated that in 
some coastal environments, without the manmade features visible at Penarth, it might not be 
possible to use a fixed set of visible GCPs. 
On the unavailability of a GNSS survey, a local origin can be established by any of the 
traditional land surveying equipment (section 2.1).  By implication, a local origin will keep 
the established GCPs fixed for every other survey and attaining a precision of possibly up to 
1cm in the elevations.  
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Figure 6.10 - Permanent GCPs at the Penarth will help to avoid frequent GNSS 
Surveys. This would reduce the project cost and the duration of drone surveys.   
6.8 Processing of Images using a variety of Commercial and Open-source Software 
The drone mapping process can capture the 3D position of all ground features “X, Y, Z” 
(Vautherin et al, 2016 and Strecha et al, 2015). With the reconstruction of bundles of rays 
(Pix4D Mapper, 2016 and Bemis et al, 2014), derived from the basic photogrammetric 
principles of dense matching and bundle adjustments the respective software can generate 3D 
stereoscopic models showing the ground features (Strecha et al, 2015). However, not all 
computer vision and photogrammetric algorithms work in exactly the same way for precise 
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mapping purposes as the bundle adjustment routines and optimization differs from one 
software to the other (Eboigbe et al, 2019 and Murtiyoso et al, 2018). An example of this is 
the reconstruction of bundles of rays from the Penarth data constructed using Pix4D, Agisoft 
Photoscan and VisualSFM are figures 6.11 to 6.16 below.  
 
Figure 6.11 – Pix4D Photogrammetric Processing of Penarth Coastline Drone Survey. 
 





Figure 6.13 - VisualSFM Photogrammetric Processing of Penarth Coastline Drone 
Survey. 
 
The VisualSFM will also generate finely registered point clouds on very close-range 
photogrammetry with more than 50% forward and side overlaps. With the VisualSFM, it is 
also possible to specify the GCPs to improve the scaling and orientation of the point clouds.  
 
 
Figure 6.14 – The Seven GCPs Optimizes the Camera Orientations and Positions of the 
Penarth Coastline Drone Survey in VisualSFM. Optimization will reduce possible 





Figure 6.15 - 2015 3D_Model of Penarth Processed using the Agisoft Metashape  
 
 
Figure 6.16 - 2016 3D_Model of Penarth Processed using the Agisoft Metashape  
 
However, while each software package has its own unique features, each of them largely 
adheres to the same methodological approach as presented in Chapter 3. Figures 6.16 – 6.22 
illustrate the complete photogrammetric processing workflow for the Penarth Beach dataset 




Figure 6.17 – University of South Wales sample of the hundreds of individual 




Figure 6.18 – Individual Geotagged position (and projected image) of each beach survey 





Figure 6.19 – Sparse 3D Point Cloud of Penarth shoreline with the Geotagged image 
position of Figure 6.17 
 
 
Figure 6.20 – Sparse 3D Point Cloud of Penarth shoreline (as in Figure 6.18 without the 









Figure 6.22 – DSM or Digital Surface Model (as a Triangulated Irregular Network) of 
Penarth shoreline. 
6.9 Generating a set of Digital output products (Orthomosaics, DSMs, visualizations, 
etc.) Required for Change Analytics.  
 
As all digital images are on the same coordinate systems, spatial manipulations are possible 
in the open-source Quantum GIS (QGIS) and the proprietary ArcGIS.  
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The very high-resolution digital model as derived from the UAVs surveys enhances the 
computation of volume by determining the areas of cuts and fill as explained in figures 6.22 
and 6.23 below.  
 
 
Figure 6.23 – 2015 DSM with 2016 Orthomasaic. On top is the 2015 DSM showing the 
areas of cut and fill and the 2016 Orthomosaic below.  The red segments on the DSM 
are the areas of materials loss and the blue segment are the areas of material gains.  
 
 
Figure 6.24 – 2016 DSM with 2015 Orthomasaic. On top is the 2016 DSM showing the 
areas of cut and fill and the 2015 Orthomosaic below.  The red segments on the DSM 
are the areas of materials loss and the blue segment are the areas of material gains.  
 
The drone survey generated high-resolution and accurate orthomosaic and digital models. 
These digital outputs are then analysed for change analytics. The actual area(s) of change 




6.10 Change Analytics  
This section compares the computation of the change areas using the proprietary ArcGIS and 
the open-source QGIS. The results obtained validate the reliability of the QGIS in 
determining the areas of cut and fill, volume computation, computation of spot heights and 
contouring, hill-shading, and cross-sectioning.  
6.10.1 Determining Areas of Change (Cut and Fill) 
The aim is to create a multi-temporal transformation through image subtraction which would 
highlight the areas of cut and fill between two DSMs. The QGIS uses the raster calculator 
to subtract the smallest difference between the elevations of points in the DSM while the 
ArcMap uses the minus 3D analyst to subtract the digital values between two input rasters by 
cell-to-cell. Simple arithmetic operators like the addition and subtraction are with minimal 
uncertainties (Yamamoto et al, 2018).    
 
 
Figure 6.25 - An Example of the Subtraction and Minus Spatial Analysis Performed in 
QGIS (Left) and in ArcGIS (Right). This Outcome Validates the Results Obtained using 
the Open-Source QGIS. Further Analyses on this are in Chapter Seven.  
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6.10.2 A Three (3) Stage Analyses 
An improvement to existing monitoring techniques is the establishment of a three-stage 
monitoring technique. The aim is to be able to detect a change to up to 1cm.  
 
Figure 6.26 – A Three_Stage Analysis.  
Stage 1 is on a small scale.  It gives an overview of the coastline in detail with the help of 
accurate and high-resolution orthomosaics and digital models. Stage 2 in medium-scale focus 
on the areas where changes have occurred. Stage three is the large scale which can detect 
change up to 1 cm.  
The extract by mask algorithm available in both the ArcMap and the open-source QGIS 
extract the entire cells (including the Z dimension) of the input raster as outline by the 
defining mask (Pathan and Agnihotri, 2019; Chamat and Anupriya, 2018). In QGIS, this 
facility extracts the area of interest in stage 2.  
 
Figure 6.27 –2015 Penarth Orthomasaic below with Cropped Area on top. The crop 
area will be further analysed to determine the area for stage 3.  
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For stage 3, the digital images will be re-processed for up to 1cm accuracy or by using the 
extract by polygon tool depending on the accuracy of the initial digital model.  
6.10.3 Volume Computation 
The very high-resolution digital model as derived from the UAVs surveys enhances the 
computation of volume by determining the areas of cuts and fill. Our methodology improves 
on existing methodologies by first extracting the areas of interest between successive digital 
models for comparative and accurate volume computation.  
 
 
Figure 6.28 –2015 Orthomasaic below with Cropped Area on top.  
The volumetric computation in both the QGIS and the ArcMap is by comparing the digital 
model with a base elevation. The extraction by a clipped polygon will ensure the evaluation 
of the same surface areas in the respective digital models. This section also compares the 
DEM of the area of interest with an accurate base elevation. The results using the ArcMap 




Table 6.1 – Results of Volume Computation using the QGIS and ArcMap. The area 1 is 
stage 1 while the area 2 is stage 2.  
 QGIS ArcMap 
 2015 2016 2015 2016 
Area 1 18665.0712450m3 18348.828167 m3 18732.058963 m3 18480.4875 m3 
 











   
These results indicate the reliability of the open-source QGIS for volume computation.  
6.11 Chapter Summary  
This chapter crucially appraised and improved the existing methodologies for monitoring the 
coastline using digital photogrammetry techniques. An important feature is being able to 
acquire high-resolution and precise digital images with low-cost drones. The best practices of 
acquiring the digital images with or without the GCPs have shown the importance of this 
research. The results obtained also show the reliability of some low-cost and open source 
photogrammetry software for processing digital images.   
An important coastline feature is the surface reflectance caused by water particles. The results 
in this chapter also show that only low altitude photogrammetry can robustly map out a dune 
area due to its unique spectral resolution capabilities. The drone photogrammetry also 
provides an absolute geometry between the control points and the spatial coverage. This 
implies that the permanent GCPs using ground features are realistic and precise.  
This chapter improves on the existing methodologies of analyzing the coastline by 
introducing a three-stage analysis technique. The outcomes from analysing with the forgoing 
techniques are such that objects as small as 1cm can be detected, matched with other points, 
and analysed for change detection. The classification model developed will be used for 




Chapter 7  
 Analysis of Low-Cost UAV Photogrammetry Solutions for Beach Modelling and 
Monitoring 
7.0 Chapter Aim 
The aim of this chapter is to document the performance of the Digital Surface Models 
(DSMs) and orthomosaics produced from the methodology presented in Chapter Six for 
Penarth beach. In all cases, there is a requirement to use free and open-source software for 
analysing these models and visualising the outputs (e.g. erosion / accretion maps; volumetric 
analysis; contouring; profile cross-sections, etc.). The chapter will demonstrate that change 
detection can be undertaken between drone-based surveys to better understand the coastal 
processes which might be undergoing at Penarth, whilst also being able to compare these 
datasets with more traditional survey products such as LiDAR DSMs. Analytical 
comparisons with the LiDAR DSMs are also in terms of spatial and spectral accuracies. 
Finally, the chapter needs to demonstrate that the proposed UAV models have a role in future 
coastal mapping, monitoring and management – and are low-cost or cost-effective compared 
to the more traditional surveying techniques. 
7.1 Chapter Objectives 
1. Demonstrate the UAV (Drone) based DSMs and orthomosaics produced using the 
methodology presented in Chapter 6. 
2. Compare the performance of the UAV outputs against more traditional and well-
established coastal survey products such as LiDAR. 
3. Demonstrate the analytical capabilities of UAV-based outputs for understanding the 
coastal morphological changes to Penarth beach over the survey period. 
4. Demonstrate the analytical capabilities of large-scale UAV-based outputs for 
microscale analysis (i.e. sites of less than 1 square kilometre) to understand (and 
visualise) very small changes on the beach (e.g. sediment movement; 
erosion/accretion of individual features). 
5. Determine an acceptable method or approach to registering UAV-based outputs to 




7.2 LiDAR Digital Models for Penarth 
As documented in Chapter 2, Natural Resources Wales (NRW) with support from the Welsh 
Assembly supports a publicly available portal of spatial datasets including LiDAR digital 
surface models. These datasets have become widely accepted as the preferred dataset of 
choice for large-scale surface analysis such as flood-risk analysis, runoff modelling, 
landslip/landslide analysis, and coastal monitoring (Leigh, 2008). Most of Wales has now 
been captured with LiDAR and the datasets are free to download for non-commercial 
applications under licence. The focus on the data acquisition plans for NRW is on the rivers 
and coast.  For example, Figure 7.1 below illustrates the LiDAR data available for South 
Wales and the Penarth area. 
 
 
Figure 7.1 LiDAR Coverage for Penarth, Cardiff and South Wales. 
 
The cost of LiDAR data acquisition is very expensive. Typical LiDAR surveys as 
documented by Leigh (13 years ago in 2008) would cost in the region of £10K for the Gower 
Peninsular including post-processing of the data. Repetitive surveys of a coastal area of 
interest are therefore not practicable. Penarth has been captured with LiDAR four times since 
1998 using public money (Figure 7.2). A more realistic alternative is to hire a drone-based 
LiDAR survey company to capture areas such as Penarth at a cost of a few thousand pounds 
per day.  A LiDAR based drone would cost in excess of £120,000 to buy and operate, so 




Figure 7.2 LiDAR Data for Penarth Beach (1998 and 2000 at 2m Pixel Resolution; 2005 
and 2015 at 1m Resolution) Visualised as a Shaded Relief Map. Note the old multi-storey 
car park visible in the 1998 and 2000 surveys. 
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To demonstrate the use of LiDAR data for coastal analysis, consider a subset of the beach 
data for Penarth, whereby the datasets of Figure 7.2 are clipped to a common area, as in 
Figure 7.3. 
 





Figure 7.4 Contour Maps of Penarth Beach LiDAR Datasets of Figure 7.3. 
 
The hill-shaded LiDAR DSMs and corresponding contour maps of Figures 7.3 and 7.4 are 
difficult to discern any noticeable changes. In coastal analysis it is more usual to present 









In summary, the earlier LiDAR datasets demonstrated a loss of sand, sediment and pebbles 
on the foreshore in front of the multistorey car park, as reported and documented by Phillips 
(2005). Later LiDAR surveys highlight a loss of material north of the groynes/outlet (i.e. 
longshore drift), but a build up of material behind these sea defences.  The LiDAR datasets 
were deemed high resolution models (2m or 1m GSD) at the time – when digital terrain 
modellers were used to working with Ordnance Survey DEMs at 10m or 50m resolution. 
Coastal applications were crying out for such ubiquitous datasets at such resolutions. In 2021, 
it can be argued that such LiDAR datasets need to be further improved and developed at 
higher resolutions, such as the 50cm and 25cm resolution DSMs which the Environment 
Agency have rolled out in high flood risk areas.  LiDAR serves a purpose in understanding 
the dynamics of coastal environments such as Penarth and seeing the trends that are 
occurring. There is a need though, for microscale analysis to understand not just what is 
happening on the beach, but what is happening in very specific areas of a beach.  In the 
meantime, LiDAR is a great resource for understanding coastal processes at the regional 
level. However, the lack of regular surveys means that LiDAR is not a tool that those 
responsible for managing the coastal environment can rely upon. The following sections 
address the question of whether UAV photogrammetry is a low-cost viable alternative to 
LiDAR. 
7.3 UAV (Drone) Models for Penarth 
As outlined in Chapter 6, a number of UAV photogrammetric models have been developed 
for Penarth using USW drone surveys between 2015 & 2020.  Not all are documented here, 
as the discussion will focus on three surveys of 2015, 2016, and 2020 (Fig 7.6a, Fig 7.6b & 
Fig 7.6d). A further 2020 survey (Fig7.6c) will be discussed later in the context of comparing 
two very high resolution surveys within 48 hours with the aim of identifying very small 
changes in the foreshore environment.  For each dataset, raw UAV images are processed to 
produce a variety of output products, including a DSM; an orthomosaic; point clouds; 
animated flybys; and for sharing visualizations – Google Earth KML mosaics, and a 3D PDF 
for interactive exploration of the 3D models.  Point cloud management and visualization 
software is now more widely available which use optimized data engines for handling 
millions of data points or rendered triangulated irregular networks or TINs (see Figure 7.7).  
The range of output products depends upon the software environment used to 
photogrammetrically process the images.  In general, the open source solutions produce a 
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basic set of data outputs which can then be visualised and analysed in other open source 
software.  For these datasets, most of the analysis is undertaken in Quantum GIS– a free and 
open-source Geographical Information System. 
 
 
Figure 7.6a Penarth UAV 3D Photogrammetric Model 16th July, 2015.  
 
Figure 7.6b Penarth UAV 3D Photogrammetric Model 27th May, 2016.  
 









Figure 7.7 Rendered Triangulated Irregular Network (TIN) of 3D Point Cloud (Penarth 2020) Which Allows for Real-time Exploration 
of the Landscape. 
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As in Section 7.2, subsets of the models are clipped to a common area of the beach for more 
detailed analysis (Figure 7.8). Unlike LiDAR, the UAV models generate very high-resolution 
RGB imagery or point clouds for visual inspection of the surfaces to help understand the 




Figure 7.8 – UAV Orthomosaics of the 2015, 2016 and 2020 Clipped Datasets. 
 




Figure 7.9 – UAV Hill-Shaded Relief Models of the 2015, 2016 and 2020 Clipped 
Datasets. 
 
As in Section 7.2, the erosion and accretion maps can be generated for the differences 
between 2020 and 2016 (Figure 7.10), 2020 and 2015 (Figure 7.11) and 2016 and 2015 
(Figure 7.11). A better understanding of the results can be accompanied with a visual 




Figure 7.10 Erosion & Accretion Map for the UAV Photogrammetrically Derived 
Models Between 2020 and 2016.  Overall, the map suggests that there is a net loss between 
the two surveys, but the average loss across the whole of the AOI is about 2cms (as the 
colour scale is quite small, i.e. any loss is recorded in pink).  The Inset maps illustrate a close 
up view of the area of greatest loss. As can be seen from the orthomosaic, a large amount of 
pebbles/shingle has been lost since 2016. 
(Stage 3 of the three-stage analysis).  
Additional uniqueness is the digital models figure 7.6a, 7.6b, 7.6c, and 7.6d provide further 
visual inference on the insert maps attached to the erosion and accretion maps in figure 7.10 
above and 7.11 and 7.12 below. The all-inclusive transition does not only provide cost-






Figure 7.11 Erosion & Accretion Map for the UAV Photogrammetrically Derived 
Models Between 2020 and 2015.  Overall, the map suggests that there is a net loss between 
the two surveys, but the average loss across the whole of the AOI is about 8cms (as the 
colour scale is quite small, i.e. any loss is recorded in pink).  The Inset maps illustrate a close 
up view of the area south of one of the outlet casings (cf. groyne) which illustrates 
intermittent gains and losses in sediment. In general, areas north of this casing have 





Figure 7.12 Erosion and Accretion Map for the UAV photogrammetrically Derived 
Models Between 2016 and 2015.  Again, the map demonstrates a net loss of sediment north 
of the outlet casing and a net loss south of this.  The inset map illustrates an area of net loss, 
but the orthomosaic shows an increase in shingle and stone. However, whilst that may be the 
case, the underlying sand levels are significantly lower than in 2015. 
The analysis of Penarth beach using these datasets shows some interesting trends and 
morphological changes on the foreshore.  This section has demonstrated that analyses can be 
undertaken at much finer scales than LiDAR data. As one further exercise, the LiDAR data is 
also compared against the UAV-derived DSM in Figure 7.13.  However, the LiDAR data is 
taken at face value in this experiment, as no validation of the quality or accuracy of the 
LiDAR data has been performed. The following section will consider much finer analysis of 




Figure 7.13 Erosion and Accretion Map for the UAV Photogrammetrically Derived 
Model of 2020 in Comparison to the 2015 LiDAR Dataset.  Disclaimer: No validation of 
the accuracy of the LiDAR dataset has been undertaken. However, there are clearly some 




7.4 Large Scale Analysis of UAV Datasets for Penarth 
Consider the two UAV orthomosaics (Fig. 7.14) captured 48 hours apart.  What’s changed? 
 
 




Figure 7.14 above illustrates two UAV orthomosaics captured on Friday July 31st 2020 and 
Sunday August 2nd 2020 (48 hours apart). These solely focus on a zoomed in section of the 
datasets of Figure 7.6c and 7.6d above respectively.  The high tide prior to the first survey 
was at 10.08m, with subsequent tides at 10.24m, 10.45m, 10.82m, and 10.93m before the 
second survey. Weather over the 48 hours was very calm, light southerly winds of less than 
10mph, and generally warm (maximum of 30 degrees Centigrade on July 31st). 
The answer to the above question “what’s changed?” is presented below in Figure 7.15 as an 
erosion / accretion map.  A visual inspection of Figure 7.14 above might have noticed that the 
tree trunk close to the cliff face north of the groyne had moved in a southerly direction (and 
somebody had placed some UAV surveying equipment on the beach!). Otherwise, it is 
difficult to ascertain much in the way of physical changes.  However, Figure 7.15 suggests 
that some other changes have occurred.  Hopefully, it is noticeable that the movement of the 
tree trunk is recorded as a red blob in its previous location (i.e. a loss) and a blue blob (i.e. a 
gain) in its new position. 
 





The cliff face is represented in blue (a gain), but should not be taken as accurate, since 
surveying a near vertical structure from a sensor being flown 120 metres above the beach and 
parallel to it, will only capture a small proportion of points on the cliff surface. Similarly, the 
large bush in the bottom left of the maps/images appears both blue and red as some points 
will be captured differently in the two surveys, i.e. it’s not a well-defined object for 
photogrammetry – nor is any vegetation for that matter.  The features close to the cliff face 
including the tree trunk are illustrated below in Figures 7.16 and 7.17. 
However, the foreshore should be captured accurately in both surveys, so the predominant 
pinks and reds suggest that there has been a small loss in sediment over the 48-hour period. 
The colour scale is defined in centimetres, but nonetheless, the easterly area of this map space 
suggests that there is a loss in the foreshore of up to 5 cms.  Similarly, the area of greatest 
change in Figure 7.15 is the red patch just below the groyne.  This is worthy of greater 
examination in Figures 7.18 and 7.19.  Essentially, the difference map (erosion/accretion) 
calculation is suggesting that there has been a significant change in sediment in this vicinity, 
but not immediately clear from the orthomosaics themselves. 
On closer inspection, it is worth examining the concrete support (or step) perpendicular to the 
groyne. In the second figure of 7.18 the corresponding step on the south side of the groyne is 
partly exposed (as proven by the red patch in the difference map at this location).  Sediment 
has been moved to expose this step. Of more interest is the larger red blob. From the 
orthomosaics in Figure 7.18, it is not instantly clear what has changed or to what extent.  By 
looking at the shaded relief map for the corresponding UAV DSMs (see Figure 7.19) it is 
easier to see the volume of sediment on this part of the foreshore. In the top figure, the 
sediment appears as a slight mound, which in the second survey has disappeared (or been 
dispersed). 
The amount of sediment loss can be examined further using other traditional analytical tools 
such as digital contouring and profiling (Figures 7.20 and 7.21).  Both datasets are contoured 
in Figure 7.20, so the differences can be examined more easily than using the 
erosion/accretion (difference) map.  In the location of the larger red blob, there is a three-
contour difference (of 5 cms each = 15 cms difference) while northwards of the groyne there 
is evidence of a longshore drift of 5cms of sediment.  These are further visualised as cross-




 Figure 7.16 Zoomed section of the beach near to the cliff face highlighting the movement of the tree trunk and the corresponding 





 Figure 7.17 Zoomed Section of the Beach Near to the Cliff Face Highlighting the Movement of the Tree Trunk (1); the movement of 
a slab of rock (2) which is identified as a loss (slight pink) in the difference map; and some displacement of the very fine 




 Figure 7.18 Close-up View of the Area around the Groyne. (Survey 1, 2 and 






Figure 7.19 TOP: Hillshade of DSM 31st July 2020, MIDDLE: Hillshade of DSM 2nd 




Figure 7.20 Erosion (Red Areas) / Accretion (Blue Areas) over the 48-Hour Period between 31/07/2020 and 02/08/2020.  The Red Contours denote the first 
survey and the blue contours denote the second survey (contours are at 5cm intervals). Northeast of the groyne, the pink area denotes a typical sediment loss of 
5cms, probably due to longshore drift; while south of the groyne there are bands of erosion and accretion, i.e. the groyne has disrupted the prevailing longshore 




Figure 7.21a Location of Two Profile Cross Sections (Profile 1 and Profile 2: North and 
South of the Groyne). 
 
Figure 7.21b Profile 1 Cross Section illustrates the red line (1st survey) is approximately 





Figure 7.21c Profile 2 Cross Section illustrates the intermittent crossing of the red line 
(1st survey) and blue line (2nd survey 48 hours later) indicating areas of both erosion and 
accretion. The big difference at 20m indicates a loss in elevation (erosion) between 15 
and 20cms. 
 
These analyses show that even though the two surveys were undertaken just 48 hours apart 
on a very calm weekend of warm, sunny weather with very light winds, the effect of the tides 
on Penarth beach have had a significant volumetric change of sediment on the beach. This 
analysis has also demonstrated that UAV photogrammetric models can clearly map, model 
and identify these changes on the foreshore.  All of this modelling was undertaken using free 
and open-source software. 
One other area of further mention is the issue of modelling changes in the cliff face from 
aerial (vertical) imagery from drones.  In Figure 7.16 and 7.17 it was suggested that some 
changes in the cliff face had been identified in the volumetric analysis.  Vertical photography 
will identify the outlier points (or protruding features) of the cliff face, but clearly not the 
recesses of the cliffs. However, these outliers may have some value in identifying changes to 
the cliff face, as there will be far fewer points captured in these 3D models, but are clear 
indicators of change (erosion).  Figure 7.22 explores this further by considering the contours 
of the cliff face between the two surveys, rather than just the erosion/accretion map. The 
original orthomosaics of the two surveys are presented alongside their corresponding contour 
maps at 5cm intervals. The dense packing of the contours reveals the shape of the cliff 
surface, in much the same way as the hillshaded maps revealed the sediment displacement on 
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the beach itself.  By comparing these contour maps, more definition is given to the shape of 
the cliff which is not easily discernible from the orthophotos themselves.  The difference map 
supports these areas of change on the cliff surface.  This result is an interesting by-product of 








Figure 7.22 3D Digital Orthomosaic for Cliff Analysis. From left to right: 3D Orthomosaic 
of 31/07/2020; 3D Orthomosaic of 02/08/2010; 5cm Cliff Contours of 31/07/2020; 5cm Cliff 
Contours of 02/08/2020; Difference Map between 31/07/2020 and 02/08/2020 where the dark 
pink/orange colours indicate areas of cliff / scree losswhich appears to correspond with the 
difference in shape of the red and blue contours. 
 Chapter Summary 
The results obtained in this chapter show the close-range UAV photogrammetry and the 
three-stage analysis procedure can detect 1cm change on the beach using the free and open-
source software. The cost implication would be less than £350 at the first instance of 
purchasing the drone and less than £50 (transportation to the site) for other surveys. This 
procedure has not dismissed the use of the traditional LiDAR for beach modelling and 
monitoring but rather improved on the use of LiDAR together with the close-range digital 
photogrammetry for higher resolution images and accurate spatial and spectral resolution. 
The spatial analyses of the zoomed area of Figures 7.15 -7.19 at the different viewpoints and 
scales improve the confidence level of the hillshading and conour of that particular section. 
Spatial analysis of the beach at different scales provides a repetitive beach topography 
measurement quality (Casella et al, 2020). On its own, it is not possible to obtain the LiDAR 
datasets at such different scales and with such spectral accuracy.   
All analyses performed were using the open-source QGIS shows the reliability of the free-to-
use GIS software. Figures 7.4, 7.5, 7.8 - 7.13, 7.15 – 7.22 shows that QGIS is excellent in 
creating accurate 3D models and maps for coastal morphology and visualization. For more 
interactive and advanced spatial analysis, 3D maps can be created from python based plugins 
(Eboigbe, 2017). The procedure enumerated in carrying out the spatial analysis in the QGIS, 
therefore, becomes a standard for beach monitoring. The contribution to knowledge, 
therefore, is that technically there is the LiDAR at the regional scale with improved 
methodology ‘the three-stage analysis’ for accurate spatial analysis and low-cost viability for 





Chapter 8  
 Discussion of Results and Conclusion 
8.1 Discussion of Results 
This project aims to investigate the possibility of accurate and precise coastal monitoring 
using very low-cost photogrammetry techniques. With the summary at the end of each 
chapter, the evaluation of the research methodologies in chapters 5 and 7, this section will 
discuss the results as relates to the main research objectives presented in chapter one.   
 
The new field observation methodology developed in chapter four is similar in principle to 
the TLS. Both methods are ground-based and have the advantages of close-range 
photogrammetry. The measuring sensor for the pole platform is closer to the coastal cliff and 
can capture all segments of the cliff surface. The TLS was effective in capturing the 3D point 
cloud of the cliff surface. A direct comparison between the TLS and the pole survey point 
clouds in this research shows that the pole survey captured every point on the cliff (figures 
5.5, 5.6, and 5.7). This is due to difficulties of the TLS extracting the edges of some hidden 
points due to ambient light interferences. Also, the pole survey has the added advantage of 
height (e.g. 11m above the ground), therefore narrowing the acuteness of the angle to the top 
of the cliff and allowing more points to be captured. 
The pole photogrammetry methodology had an automatic positional and rotational calibration 
that displaced the systematic errors even with the low-cost miniature sensors in the phone. 
The accuracies of the pole photogrammetry point cloud were scrutinized relative to the point 
clouds from the TLS and a drone survey using third-party software such as Surfer Golden and 
CloudCompare (section 5.1.2, 5.1.3, 5.1.4, and 5.1.5). The 2.1-megapixel phone camera 
without the GNSS GCPs produced point clouds with positional precisions between 5cm to 
12cm (table 5.2). The 2.1-megapixel phone camera with the GNSS GCPs generated a 
positional accuracy of 1cm to 5cm (table 5.3). In both instances of with or without the GNSS 
GCPs, the resolution of the digital model was 1cm. There was also visual inspection for the 
vertical and horizontal extent with an equivalent drone survey and Google Earth images 
(figure 5.10, 5.11, and 5.12). Depending on the budget, the new photogrammetry survey 
practice can monitor the cliff surface with or without the GNSS control points. The 
methodology also demonstrated higher resolutions with the higher grade digital cameras 
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(figures 4.23, 4.24 and 4.25). The lightweight pole survey was simple to use and can be 
undertaken by one person. The digital images were fast to acquire and the digital cameras 
attached to the pole can be interchanged right in the field for multispectral imaging (e.g. near 
infrared camera). The high photo overlap provided stable image geometry for the point 
clouds, in the same way the registration of the 3D scans can provide an accurate geometry for 
the TLS point clouds. Two different point clouds from two surveys were then analysed using 
the newly developed algorithm for the purpose of detecting changes (section 5.2.2).  
 
Chapter six gives an overview of obtaining accurate, low-cost, and very high-resolution 
digital models from UAVs for micro change detection on the beach. The two 2020 models 
evaluated in Chapter seven were generated at a spatial resolution of 1cm, allowing for 
individual features on the beach to be captured. Meanwhile, LiDAR surveys can extend to 
tens of miles at a resolution of only 1m (or 50cms in focused surveys, e.g. Aberystwyth 
seafront) with typical vertical accuracies of 5-10cm. In the same way the LiDAR swath angle 
determines point density and the resolution of the Digital Surface Models, the 85% forward 
and 50% side overlap of the drone increased the point density with an excellent spectral and 
spatial orthomosaic and DSM resolution (figures 6.20 and 6.21). The low-cost, large-scale 
and regular drone generated very high spatial resolutions of 1cm and vertical accuracies of 
1cm with the GNSS GCPs (figure 6.8 and 6.9).  
 
Although the GNSS GCPs are important in improving the overall accuracy of the digital 
model, the results show that some permanent controls in the Area of Interest (AOI) will 
improve the vertical accuracy to 1-2cms. The traditional land surveying techniques can also 
be used to extend/re-establish GCPs in the AOI.   
 
At this juncture, it is essential to discuss the possibilities available for drone surveys in 
coastal environments – with an emphasis on low-cost approaches. The whole philosophy of 
this research has been in developing, implementing and evaluating low-cost techniques. It is 
self-defeating if an entry-level drone (e.g. circa £300 DJI Phantom 3 to £1400 DJI Phantom 4 
Professional) is recommended, but is then reliant on a relatively costly GNSS survey before 
every drone survey. For example, suitable GNSS survey equipment starts at a cost of £5K 
and upwards, while kit hire is typically in excess of £300 per day. Trained personnel are also 
required, while surveying accurate GCPs requires setting up on a tripod over the locations for 
a minimum of 10 minutes per point. Capturing the GCPs will usually take a lot longer than 
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the drone survey itself.  This is a big issue and a constraint, especially if the approach is to be 
adopted in developing nations.  For a drone survey, there are a number of options: 
 
(1) UAV Survey without any GCPs; 
(2) UAV Survey with a PPK / RTK GNSS enabled drone; 
(3) UAV Survey with a pre-flight GNSS survey of 4 to 8 GCPs; 
(4) UAV Survey with fixed visible GCP features which will be in all surveys (e.g. years). 
(5) Combination of (3) and (4). 
 
In this research, all of these approaches were evaluated. It should be noted that the area 
around the seafront in Penarth did not have very good mobile phone network coverage during 
the survey periods of 2015-2020. As a result, RTK GNSS surveys were problematical due to 
signal fallout. Some GCP locations required longer than expected to survey. Similarly, for 
one of the RTK GNSS enabled drones, the risk of flying in RTK mode and the signal 
dropping out, thereby rendering the locational data unusable was felt to be too much of a risk, 
so was used in PPK mode with a base station set-up on the seafront.  PPK/RTK enabled 
UAVs, such as the DJI Phantom start at a price of £5K, so are not within the realms of “low-
cost”.  For the 2015 and 2016 surveys, visible GCPs were set up and surveyed on the beach 
before flying (Figure 8.1). 
 
 
Figure 8.1 Location of Eight GNSS-surveyed GCPs at Penarth (2015 Survey). 
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In these surveys, 1-metre square carpet tiles (with a big white cross) were placed on the 
foreshore and then surveyed accurately (Figure 8.2). These points are then manually 
identified in 3 or more images during the photogrammetric modelling process to snap the 
model to these precise locations.  
 
Figure 8.2 Location of the GCP near Penarth Pavilion (bottom left GCP in Figure 8.1) 
visible in the UAV imagery for 2015 survey. 
 
The eight GCPs took a two-person team about 2 hours to lay out and survey.  For one of the 
2020 surveys, a series of 8 mobile visible GCPs were used with in-built GPS receivers which 
record their position for a minimum of 40 minutes and are then post-processed to generate 
highly accurate locations (Figure 8.3). 
 
 
Figure 8.3 Mobile GCP Target (Black & White quadrant mat next to the beer 
handle) while the red circle identifies the location of a virtual GCP. 
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The advantage of using this approach is that the mats are simply placed around the survey 
site, switched on, and then collected an hour later after the UAV survey has been completed. 
There is no need to GNSS survey any locations on the day of the survey.  Whilst extremely 
convenient, simple to use, and highly accurate, these specific targets cost nearly £450 each, 
so not within the realms of “low-cost”. 
 
An alternative approach is to use “virtual” GCPs as illustrated next to the GCP target in 
Figure 8.3.  The points are not surveyed on the day, but are surveyed once and then used for 
subsequent UAV surveys.  For Penarth, there are many features in the landscape which are 
easily recognizable from the aerial photographs which can be used as GCPs – mostly man-
made structures, such as the pier, esplanade, walkways, slipways, walls, groynes, outlet 
casings, etc. (see Figure 8.4) as well as natural features, such as specific rocks (Figure 8.5 and 
8.6).   Not all these Virtual GCPs will be used for all UAV surveys, whilst it is good practice 
to have plenty in reserve in case of difficulty in identifying the locations, or changes in the 
real world.  
 
 
Figure 8.4 Some examples of the Virtual GCPs surveyed accurately using GNSS which 





Figure 8.5 Virtual GCP (big heavy rock) on the Beach Clearly Visible in Imagery. Note 
the inset 2016 image with a much higher level of sand on the beach. Need to ensure chosen 
locations will be visible, static, and not buried. 
 
 




Essentially, even in the case of flying a UAV survey with no visible GCPs, then the Virtual 
GCPs can be used to attribute the precise locations to the photogrammetric outputs. Even if 
the UAV surveys were undertaken before the Virtual GCPs were captured, as long as they are 
visible in the imagery, then they can be accurately geo-referenced and orthomosaicked. 
During this research, some of the UAV surveys were evaluated without using the target 
GCPs, but just using the onboard-GPS of the drone. Whilst data in the X-Y plane is generally 
quite accurate, the elevation data can be out by as much as 100m in OSGB elevation 
depending on the satellite constellation.  Using a good distribution of between 4 and 6 Virtual 
GCPs, then the output products were on a par with the target GCP models. Similarly, 
additional experiments were undertaken on the target GCP models to be supplemented with 
additional Virtual GCPs, but no real improvements were found. This research indicates that 
as long as the GCPs are accurate, then extending the number of GCPs used has no real benefit 
to the model.  An accurate arrangement of say 6 GCPs (or a minimum of 4) is sufficient. In 
terms of meeting the criteria “low-cost”, one feasible solution may be to “ground survey 
once, fly many times”, in that a set of highly visible features, such as those in Figure 8.4 to 
8.6 are accurately surveyed once (using a day’s hire of a GNSS solution) and then used 
during the lifetime of the UAV surveys. This minimises both the financial cost and the time 
and manpower costs of each GNSS survey.  Chapters 4 and 5 outlined an approach which 
matches point clouds from close-range photogrammetric solutions. It should also be 
remembered that the same approach could also be used for UAV-derived aerial point clouds, 
provided the density of points is big enough to snap features.  Again, these Virtual GCPs may 
be used if easily identified in the point clouds. 
It is worth noting that the photogrammetric modelling uses the on-board (consumer-grade) 
GPS geotags of each image as a starting point for the 3D-point matching process. As the 
model evolves, then these less-accurate GPS geotags move to their correct geometrical 
location based on the relative position of objects in other images. The more accurate the GPS 
geotags are, then the more efficient the process becomes. However, the photogrammetric 
software is not dependent upon receiving the geotags of each image, as not all 
photogrammetry is related to geographic modelling. If images are used without geotags, then 
the starting assumption is that the origin of evey photograph is at 0, 0, 0. As the process 
evolves, then the location of each photograph actually moves away from this origin until the 
final model is achieved.  This can then be georectified to the Virtual or target GCPs. The 
reason why this is important is that there are a plethora of cheap drones now on the market 
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which uses much of the same technology as say the DJI Phantom drones, but at a fraction of 
the price, e.g. £75 - £200, whilst still offering HD-quality images. Whilst the camera is not 
stabilized and the images are not geotagged, this is no longer a drawback for many of the 
photogrammetric modelling software packages.  Based on the experiments undertaken on the 
UAV datasets (and the cliff modelling with a 2.1MP camera), it would be feasible to generate 
orthomosaics and DSMs of the beach using a very cheap drone and Virtual GCPs.  The use of 
hobby drones under a CAA-licence and local authority authorisation and permissions may be 
another matter though.  In other countries, it could very well be feasible and worth exploring 
further. 
In the meantime, the analysis documented in Chapter Seven demonstrates the viability and 
accuracy of using CAA-licenced and approved UAVs within the framework of local authority 
and stakeholder permissions for generating highly accurate datasets.  Very small changes in 
beach morphology can be detected between surveys, e.g. 48 hours or possibly before and 
after a storm event.  The results are far superior to LiDAR at this scale (e.g. 1cm vs. 1m for 
Penarth, i.e. 10,000 times the resolution of LiDAR). However, LiDAR results were 
comparable at the whole beach level; and LiDAR still has the ability to fly a whole stretch of 
coastline of 20 or 30 miles – which is beyond the scope of UAVs without weeks of effort. 
LiDAR will always be of great benefit for regional analysis, but could then be combined as 
part of a regional management programme to identify coastlines of concern for higher 
resolution UAV surveys. 
Change detection on the point cloud is more accurate as point clouds are the actual 3D 
positions of points on the surface. For instance, the accuracy of the other digital products 
such as the orthomosaic and the DSM/DEM depend on the point cloud’s resolution. The 
results obtained in this research have overcome some challenges in evaluating point clouds 
for change detection, such as classification, structure, and segmentation. The algorithm was 
able to perfectly align two different point clouds by using their transformation parameters as 
a Numpy array that retains their exact number of rows and columns. For classification, the 
new algorithm created multiple search radiuses on the point cloud ‘search_radius_vector_3d’ 
that increased the cell categories of clusters reaching every point on both point clouds 
(sections 4.3.6, 4.3.7, and 4.3.8). For structure, three new Numpy arrays (point clouds) were 
created: the area that is similar without change shown on the reference point cloud; the area 
of change shown on the reference point cloud; and the last is the change segmented from the 
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reference point cloud (section 4.3.13, 4.3.14, 4.3.15 and 4.3.16). The results show all the 
three new point clouds displayed for visualization (section 4.3.17).  
The new Change Array Prediction Model ‘CAPM’ detected changes on the point clouds for 
up to 1 cm (section 5.2.2). The results also include a change flyby that shows the amount of 
changes for the different weeks under review (figure 5.18).  The interpretation of the different 
search radius was on their change detection distance radius of 0.02, 0.03, 0.04, 0.05, and 0.1. 
Each of these radii was allocated a different colour (section 5.2.2, figures 5.19, 5.20). The 
different colours are the depth (severity) of the cliff surface change pattern (wave-cut notch, 
crack, depth of fall, etc.).  
This research is also unique because the results obtained from the significant change areas 
have been modelled into a prediction algorithm for the coastal cliff (section 5.2.2.1). The 
algorithm categorized all the change distance radii by their areas under the severe change in 
percentage (Table 5.4).  
The new risk assessment and coastal cliff prediction model shows the severity of the changes 
for the different areas (region-by-region) on the cliff surface (figure 5.25). This research also 
presents the frequencies of these changes region-by-region as a frequency table for the 
different weeks under review (tables 5.5 and 5.6). The outcome is a cliff prediction graph 
(figure 5.26) and the most severe region (hazard zone). The experimental mean prediction 
model determines when the next cliff fall may occur and the minimum to the maximum 
amount of cliff fall (section 5.3). The predicted minimum and maximum cliff fall were 
calculated as 0.33922cm3 and 135.75778cm3. The results also include the periodic volume 
change between the successive weeks under review (table 5.7).  
The risk assessment has subsequently been proven to work accurately as explained in figures 











Figure 8.1 – A Photo Below was taken on the 2nd of August 2020 to Verify to 
Correctness of the Prediction Model. The hazard zone warning area on the model above 
corresponds to the same in the photo below. As predicted, a significant portion of the cliff in 
the predicted zone, did collapse. Figure 8.2 below explains further where the collapsed cliff is 






Figure 8.2 – Shows the Exact Spot the Cliff Collapsed Inside the Hazard Zone Warning 
and the Cliff Debris on the Ground.  
 
Another advantage of this prediction model is that it helps to explain the chemical, biological 
or physical factors leading to the collapse. In this regard, the action is hydraulic (hard rock, 
soft rock and undercutting) leading to an eventual cliff wave-cut and collapse. The volume of 
the cliff chunks on the ground (figure 8.2) is also within the predicted 0.33922cm3 -
135.75778cm3.  
In Table 5.6, aside from the severe region that is no. 5 (regions K, M, N) on the scale, the 
other scale grouping such as no. 4 (regions L. G), no. 3 (regions B, F, I and J), gives an 
insight on the prevailing erosion cause and type. In no. 3 (regions B, F, I, and J) are regions 
closely joined and likely to be influenced by similar weathering conditions. Similarly, the 
prediction model will also give an insight into when the cliff erosion could become severe. 
This information is important to geologists and other environmentalists.  
Chapter seven shows an original application in applying open-source GIS solutions for 
detecting 1cm to 3cm changes on the beach. The three-stage analysis procedure detects 
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change as little as 1cm using the open-source QGIS. The three-stage analysis is also a typical 
example of maximizing LiDAR usage. Hillshades were created for change maps while the 
choices of the colour ramp, the number of classes, and the colour ramp values, clearly 
identify the beach pebbles, stones, rocks, beach weeds, erosion, and other man-made features. 
The erosion maps depict the pattern of the pull-in sand around the cliff and from offshore to 
the beach itself. The accretion highlights sediment relative to the direction of the 
accumulation agents. This is very useful to morphologists while monitoring the development 
of the impact of the resulting wave pattern on the beach (figures 7.20 and 7.21a-c). With the 
very low financial implication of executing and analysing these surveys, this technique 
becomes feasible to generate time-series maps of the beach for the evaluation of the volume 
of sediments. The elevation changes and profile (figure 7.21a-c), are the absolute spatial 
changes of the beach for the period under review. This frequency distribution from 1 cm to 5 
cm reflects a low-energy level. Regular drone surveys with subsequent modelling will 
develop a risk assessment for the Penarth beach. 
8.2 Conclusion 
A £20,000-£60,000 estimated cost will be too expensive for weekly surveys with LiDAR. 
LiDAR is not able to achieve an accuracy of 1cm-2cm considering the distance from the cliff. 
Due to the inclination angle of the sensors, the LiDAR will not be the best option to capture 
hidden sections of the cliff. However, LiDAR remains the best option to survey the 14 miles 
of Glamorgan Heritage Coast and provide details of areas that require regular monitoring (by 
other techniques such as TLS, UAV or digital photogrammetry). The initial cost of the TLS is 
over £20,000. Daily hiring is over £500. TLS cannot generate a 1cm resolution model, while 
the cost is not feasible in developing countries. While the new pole methodology for coastal 
cliff monitoring is also possible using drones, a drone will require a licence and formal 
approval for every survey. Considering the resolution and the accuracies derived from this 
research, pole photogrammetry is then an excellent option for regular cliff monitoring here in 
the UK and the developing countries. The methodology illustrated in Chapter 5 used a 2.1MP 
camera on a pole using an off-the-shelf £5 attachment. It is probably not possible to buy such 
a low resolution camera these days, while 12MP cameras can be bought for less than £40 
including the capability to automatically capture at set intervals, e.g. 1s, 2s, 5s, 10s, etc.  
Moreover, most mobile phones are now both GPS-enabled and have cameras of 8MP or 
more).  The 11m lightweight telescopic and extendable pole used in these surveys are widely 
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available (for estate agents aerial views of properties) at a cost of about £200. Cheaper 
alternatives are available (i.e. initial surveys were undertaken using a carbon-fibre fishing rod 
and a 6m painters pole!). However, the flexibility of being to easily adjust the camera height 
at 1m intervals allowed for consistent imagery overlap.  This research has demonstrated that 
for an outlay of approximately £250, a 1-person pole-based photogrammetric survey tool can 
be realised which consistently accurately modelled the cliff at Penarth to identify changes and 
areas of concern. 
Even with LiDAR and aerial mapping, the image overlap, flying height, and the angle of 
inclination of the camera define the image quality, vis-à-vis their digital outputs. Having 
reliability and repeatability by maintaining the reconstruction of the metric features of the 
cliff for every other survey is a breakthrough for coastal cliff monitoring. An example is a 
coastal cliff (close to Cardiff Airport) where drones cannot fly and where a cliff survey needs 
to be undertaken to monitor change. This methodology will be useful immediately after a 
cliff fall to determine the quantity of the eroded material and designate a hazard zone for 
health and safety (alert the public for any future occurrence).  The surveys will repeatedly be 
for the area of cliff fall (AOI) to develop a monitoring infrastructure for that segment of the 
cliff. The pole survey, therefore, becomes an economically viable digital photogrammetry 
technique for regular cliff monitoring. 
Pole surveys do not require a licence or permission from the local authorities. Execution of 
surveys can be just before or after the cliff falls. The pole is lightweight and with no setup. 
Pole photogrammetry does not require expert knowledge in the fieldwork, processing of the 
data, and data analyses. With a budget of £250 (or significantly less if a painters pole or 
bamboo is used), the surveyor can repeat surveys on maximum precision and accuracy. For 
coastal cliffs that are very high, there are also telescopic poles which extend as high as 30 
metres, but these often require anchoring at the base for stability. Another advantage of pole 
photogrammetry is the ability to access dangerous and inaccessible coastal cliffs which 
ordinarily would be very difficult using the TLS. For use in the photogrammetry community, 
the results obtained demonstrate the practical use of the pole for close-range digital 
photogrammetry. It is also useful for further research and by the local authorities. 
Similarly, it will be too expensive to survey the beach regularly with LiDAR. Just as with the 
coastal cliff, an advantage of the close-range photogrammetry is the closeness to the terrain 
which amounts to a higher resolution. Just as with the coastal cliff, an advantage of the close-
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range photogrammetry is the proximity to the terrain providing higher image resolutions (e.g. 
typically 1cm DSMs at a flying height of 100m). The drone also has the flexibility of flying 
height and the choice of the degree of image overlap. This flexibility with the drone provides 
options for spatial analysis for the beach. A drone of £300 to £1500 (DJI Phantom 3 to DJI 
Phantom 4 Professional) can precisely and accurately survey the beach using the best 
practices as shown in this research. The outputs from the beach monitoring are the 
information monitoring infrastructure for policymaking, especially with the beach evolution. 
The change detection on the beach to up to 1 cm is useful for general engineering purposes 
and beach simulation.  Hobby drones in the region of £75 to £200 have the potential to offer 
comparable HD solutions, but are subject to restrictions and CAA regulations in the UK. This 
is certainly well worth exploring further. 
This research shows the low-cost UAV outputs with the open-source GIS solutions can 
achieve 1 cm change detection and classification of beach features. The results obtained do 
not require expertise in remote-sensing to identify the areas of change (cut, fill, erosion) on 
the beach. 
8.3 Research Limitation 
1. Pole surveys with inexpensive digital cameras must be performed in an almost equal 
atmospheric condition to avoid the drifting of the MEMS-IMU during the survey.  
2. Securing approval for a drone survey involves a protocol that usually takes some time. 
This protocol did not encourage quick surveys before and after a storm.  
3. Acquiring LiDAR that corresponds to the period under review was difficult due to the high 
cost of LiDAR. Publicly available datasets are very limited. 
8.4 Recommendation for Future Work  
1. Enhancing the Performance of the Inbuilt GPS (Use wifi) - Develop an algorithm on 
raspberry pi GPS-loggers that will improve the accuracy of the pole photogrammetry.  This 
self GNSS tracker will be able to adjust the EO parameters from coordinated point(s). This 
way, surveys for a long stretch of the cliff (500 -1000 meters) can take hours without the fear 
of losing accuracies.  
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2. Incorporate a Volume Computation into the CAPM - Develop an algorithm for the 
computation of volume in the CAPM will facilitate the determination of the amount of cliff 
collapse on the ground.  
3. Survey the beach at different flying heights and using sensors on different wavelengths to 
determine the change pattern variation.   
4. Undertake a beach survey using a low-cost hobby drone (e.g. less than £100) with the 
permissions of the relevant authorities. 
5. Undertake a beach survey for small subsets of the beach (as illustrated for the 2020 surveys 
in Chapter 7) using pole photogrammetry (i.e. the camera attachment is rotated through 90 to 
face the ground).  Similar approaches are used in archaeological digs, where high resolution 
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 Appendix A 
 




import numpy as np 
import open3d as o3d 
import pandas as pd 
import numpy as np 
from scipy.spatial import ConvexHull 










pcd1_file = "6thwk.ply" 
pcd2_file = "7thwk.ply" 
 
sim_file_name = pcd1_file.split(".")[0] + '_' + pcd2_file.split(".")[0] + 'sim.ply' 
 
pcd = read_point_cloud(sim_file_name) 
 
points = np.asarray(pcd.points) 
colors = np.asarray(pcd.colors) 
 
d = {'x': points[:,0], 'y': points[:,1], 'z': points[:,2], 'r': colors[:,0], 'g': colors[:,1], 'b': colors[:,2]} 
empty_d = pd.DataFrame({'x' : [], 'y': [], 'z': [], 'r': [], 'g': [], 'b': []}) 
 
dataframe = pd.DataFrame(data = d) 
 
change = dataframe[dataframe.r < 1] 
sim = dataframe[dataframe.r == 1] 
 
grouped = sim.groupby(sim.g) 
 
def get_group(g, key): 
   if key in g.groups: return g.get_group(key) 
   else: return empty_d 
 
groupA = get_group(grouped, 0) 
groupB = get_group(grouped, 0.2) 
groupC = get_group(grouped, 0.4) 
groupD = get_group(grouped, 0.6) 
groupE = get_group(grouped, 0.8) 




#funtion to convert from pandas dataframe to numpy array 
def pandas_to_numpy(df): 
    points_array = df[['x', 'y', 'z']].to_numpy() 
    rgb_array = df[['r', 'g', 'b']].to_numpy() 
 
    return points_array, rgb_array 
 
#usage 
sim_array = pandas_to_numpy(sim) 
groupA_array = pandas_to_numpy(groupA) 
groupB_array = pandas_to_numpy(groupB) 
groupC_array = pandas_to_numpy(groupC) 
groupD_array = pandas_to_numpy(groupD) 
groupE_array = pandas_to_numpy(groupE) 
groupF_array = pandas_to_numpy(groupF) 
 
 
#function to get volume 
def get_volume(npArray): 
    if npArray.size == 0: 
        return 0 
    else: 
        return ConvexHull(npArray).volume 
 
#getting volume of each piece of the change array 
volumeA = get_volume(groupA_array[0]) 
volumeB = get_volume(groupB_array[0]) 
volumeC = get_volume(groupC_array[0]) 
volumeD = get_volume(groupD_array[0]) 
volumeE = get_volume(groupE_array[0]) 
volumeF = get_volume(groupF_array[0]) 
 
dist = [0.02, 0.03, 0.04, 0.05, 0.1, 0.2] 
 
print("distance {}, volume = {}".format(dist[0],volumeA)) 
print("distance {}, volume = {}".format(dist[1],volumeB)) 
print("distance {}, volume = {}".format(dist[2],volumeC)) 
print("distance {}, volume = {}".format(dist[3],volumeD)) 
print("distance {}, volume = {}".format(dist[4],volumeE)) 
print("distance {}, volume = {}".format(dist[5],volumeF)) 
 
volumes = (volumeA, volumeB, volumeC, volumeD, volumeE, volumeF) 
sum_volumes = sum(volumes) 
 
print('Sum Total:', sum_volumes) 
 
#function that solves for percentage of the piece in the 
def get_percentage(volume): 
 




slices = [get_percentage(volumeA), get_percentage(volumeB), get_percentage(volumeC), 




labels = ["Distance %s" % i for i in dist] 
 
colors = [(1, 0, 0), (1, 0.2, 0), (1, 0.4, 0), (1, 0.6, 0), (1, 0.8, 0), (1, 1, 0.3)] 
patches, texts = plt.pie(slices, colors=colors, startangle=90) 
plt.legend(patches, labels=["{}, ({}%)".format(l, round(p, 4)) for l,p in zip(labels,slices)], loc="best") 
 




 Appendix B 
An Image Grid Algorithm to Sectionalize the Change Arrays into Regions 
import matplotlib.pyplot as plt 
import matplotlib.image as mpimg 
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