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ABSTRACT
In this work we propose a method for reducing the dimen-
sionality of tensor objects in a binary classification frame-
work. The proposed Common Mode Patterns method takes
into consideration the labels’ information, and ensures that
tensor objects that belong to different classes do not share
common features after the reduction of their dimensionality.
We experimentally validate the proposed supervised subspace
learning technique and compared it against Multilinear Prin-
cipal Component Analysis using a publicly available hyper-
spectral imaging dataset. Experimental results indicate that
the proposed CMP method can efficiently reduce the dimen-
sionality of tensor objects, while, at the same time, increasing
the inter-class separability.
Index Terms— Tensor dimensionality reduction, super-
vised tensor subspace learning, common mode patterns
1. INTRODUCTION
Advances in sensing technologies have led to the continuous
generation of massive multidimensional data, used in a wide
range of applications. Their successful exploitation, however,
is directly linked to the effectiveness of pattern recognition
methods employed for their analysis. Despite the high di-
mensionality, this kind of data is often characterized by large
amounts of redundancy, occupying a subspace of the input
space [1]. In this context, feature extraction for subspace
learning plays a crucial role towards the mapping of high-
dimensional data to a low-dimensional space [2, 3, 4, 5].
However, feature extraction is often a challenging task due to
the complex distribution of input data [6], especially in cases
of limited training samples [7, 8].
The goal of feature extraction is to extract information
regarding the underlying nature of the data. Unsupervised
feature extraction methods in particular aim at capturing the
principal statistical relation within the data and represent it in
lower dimension spaces. This type of methods is referred to as
unsupervised subspace learning and includes techniques such
as 2D Principal Component Analysis (2D-PCA) [9], General-
ized Low Rank Approximation of Matrices (GLRAM) [10],
Concurrent Subspace Analysis [11] and Multilinear Principal
Component Analysis (MPCA) [2]. Such methods can also
decrease the computational cost of pattern recognition algo-
rithms (e.g. for classification or regression) through the re-
duction of data dimensionality.
The main objective of pattern recognition, however, is
the extraction of features capable of discriminating different
classes. Although unsupervised subspace learning can pro-
vide a valuable tool for data analysis, the features extracted
are not necessarily those salient features required to discrim-
inate among pattern classes, since the problem of finding dis-
criminative features is conceptually and fundamentally differ-
ent than mapping data to a lower dimension space. Different
sets of features should be used for different classes, which
means that the feature extraction process should be conducted
in a supervised manner (supervised subspace learning).
In this paper, we propose a supervised subspace learning
method, which is motivated by the Common Spatial Patterns
(CSP) [12, 13] algorithm. The CSP algorithm is based on
a modification of the Karhunen-Loeve expansion [14], aim-
ing at extracting features that increase inter-class separabil-
ity. The application of CSP, however, is restricted to 2D data.
Motivated by this fact, we extend the CSP algorithm to tensor
objects of arbitrary order. In particular, we extract the com-
mon patterns corresponding to each mode of tensor objects -
hence naming the former Common Mode Patterns (CMP) -
that increase the separability between two classes.
2. PRELIMINARIES
In this section we present some tensor algebra definitions and
operations that will be used throughout this work. Tensor ob-
jects are denoted in calligraphic uppercase letters, matrices in
bold uppercase letters, vectors in bold lowercase letters and
scalars in lowercase letters.
Tensor matricization. Mode-n matricization maps a tensor
B into a In×
∏
n′ 6=n In′ matrixB(n), by arranging the mode-
n fibers to be the columns of the resulting matrix.
n-mode product. The n-mode product of a tensor A ∈
RI1×···×IN and a matrix B ∈ RJ×In denoted as A ×n B
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is a tensor in RI1×I2×···×In−1×J×In+1×···×IN with entries
(A×n B)(i1, · · · , in−1, j,in+1, · · · , iN ) =∑
in
A(i1, · · · , iN )B(j, in).
Scalar product. The scalar product of two tensors A,B ∈
RI1×···×IN is denoted as 〈A,B〉 and is equal to 〈vec(A), vec(B)〉.
Tensor norm. The Frobenius norm of a tensor A is defined
as ||A||F =
√〈A,A〉.
Average total scatter. The average total scatter of a set of
tensors {Am}Mm=1 is defined as
ΨA =
1
M
M∑
m=1
||Am − A¯||2F , (1)
where A¯ = 1M
∑M
m=1Am.
Average mode-n scatter matrix. The average mode-n scat-
ter matrix of a set of tensors {Am}Mm=1 is defined as
Ψn,A =
1
M
M∑
m=1
||A(n),m − A¯(n)||2F , (2)
where A¯(n) = 1M
∑M
m=1A(n),m, and A(n),m is the n-mode
matricization of Am.
3. PROBLEM FORMULATION
We consider a binary classification problem, where the sam-
ples are tensor objects. Let {A(i)m ∈ RI1×I2×···×IN }Mim=1,
i = 1, 2 be a set of Mi samples that belong to the i-th class,
and {Un}Nn=1 a set of matrices, where Un ∈ RIn×Pn with
Pn ≤ In. The projection of any A(i)m onto the subspace
RP1,··· ,PN is defined as
S(i)m = A(i)m ×1 UT1 ×2 UT2 · · · ×N UTN . (3)
A matrix representation of this projection can be obtained
through the mode-n matricization of S(i)m and A(i)m as
S
(i)
(n),m = U
T
n ·A(i)(n),m ·UΦn (4)
with
UΦn = Un+1 ⊗Un+2 ⊗ · · ·
⊗UN ⊗U1 ⊗U2 ⊗ · · · ⊗Un−1.
(5)
In relation (5), the operator⊗ denotes the Kronecker product.
The objective of this work is to project the tensor samples
A(i)m onto a subspace, where the explained variance for each
class is maximized, and the different properties of each class
are emphasized. The projected samples thus minimize infor-
mation loss and can discriminate between the two different
pattern classes. By assuming that the variance of a class can
be measured by the average total scatter of the tensor samples
belonging to this class [2], we can formally define the prob-
lem that needs to be solved for achieving the aforementioned
objective.
Problem 1. Estimate a single set {U˜n}Nn=1 of projection ma-
trices [see (3)] that satisfy
{U˜n, n = 1, · · · , N} = arg max
U1,··· ,UN
ΨS(i) (6)
for i = 1, 2, such that the projected samples that belong to
different classes will not share common important features.
In Problem 1, defined above, S(i)m is the projection ofA(i)m
onto a subspace using the projection matrices {U˜n}, while
ΨS(i) =
1
Mi
Mi∑
m=1
||S(i)m − S¯(i)||2F (7)
and
S¯(i) = 1
Mi
Mi∑
m=1
S(i)m . (8)
Remark 1. Suppose that {U˜n, n = 1, · · · , N} is a set of
projection matrices that satisfies (6) either for i = 1 or for i =
2. Then, as is shown in [2], each matrix Un, n = 1, · · · , N ,
consists of the Pn eigenvectors corresponding to the largest
Pn eigenvalues of the matrix
Φ(i)n =
1
Mi
Mi∑
m=1
(A
(i)
(n),m−A¯(n)) · U˜Φn
U˜TΦn · (A(i)(n),m − A¯(n))T ,
(9)
where U˜Φn is as in (5). However, in Problem 1, the set of pro-
jection matrices should satisfy (6) both for i = 1 and i = 2,
and, at the same time, the resulting projection should empha-
size different sets of features for each class.
4. COMMONMODE PATTERNS
4.1. Normalization Process
For the CMP algorithm to extract those important features that
are required for separating two pattern classes, a preprocess-
ing step, in the sense of a normalization process, is necessary.
We hereby present this normalization process.
Suppose that we have at our disposal a set {B(i)m ,m =
1, · · · ,Mi, i = 1, 2} of Mi raw tensor measurements (sam-
ples) in RI1×···×IN that belong to the i-th class. Based on
these samples we can define the matrix
R(i)n =
1
Mi
Mi∑
m=1
(
B
(i)
(n),m − B¯(i)(n)
)
·
(
B
(i)
(n),m − B¯(i)(n)
)T
.
(10)
For every m = 1 · · ·Mi and i = 1, 2 the matrix(
B
(i)
(n),m − B¯(i)(n)
)
·
(
B
(i)
(n),m − B¯(i)(n)
)T
is symmetric. Hence, matrix R(i)n is also symmetric, since it
is the weighted sum of symmetric matrices.
Let us define the symmetric matrix Rn = R
(1)
n + R
(2)
n .
SinceRn is symmetric, there exists the transformation matrix
Zn = diag(λn)−1/2 · V Tn (11)
such that
Zn ·Rn ·ZTn = Zn ·R(1)n ·ZTn +Zn ·R(2)n ·ZTn = I. (12)
In (11), diag(λn) stands for the diagonal matrix of eigenval-
ues ofRn, while Vn for the matrix of eigenvectors ofRn.
Following the above normalization process, we define the
mode-n matricization of tensor objects {A(i)m }Mim=1, i = 1, 2
that need to be projected onto a subspace as
A
(i)
(n),m = ZnB
(i)
(n),m. (13)
The normalization process takes place before the projection,
and actually corresponds to a linear transformation, which is
applied on the tensor objects.
4.2. The CMP Algorithm
This section presents the CMP algorithm, which constitutes
the core contribution of this paper. The CMP algorithm is
based on Theorem 1 below.
Theorem 1. Let {U˜n, n = 1, · · · , N} be the solution
to Problem 1. Then, given all other projection matrices
U˜1, · · · , U˜n−1, U˜n+1, · · · , U˜N , matrix U˜n consists of the
Pn/2 eigenvectors corresponding to the largest eigenvalues
of the matrix Φ(1)n and the Pn/2 eigenvectors corresponding
to the largest eigenvalues of the matrix Φ(2)n .
Proof. From the definition of Frobenius norm for a tensor and
that for a matrix, ||A||F = ||A(n)||F , and from Eq. (4), it
holds that
ΨS(i) =
1
Mi
Mi∑
m=1
||S(i)m − S¯(i)||2F
=
1
Mi
Mi∑
m=1
||U˜Tn ·
(
A
(i)
(n),m − A¯(i)(n)
) · U˜Φn ||2F
(14)
Moreover, from Eq. (9) ΨS(i) can be written as
ΨS(i) =
1
Mi
Mi∑
m=1
trace
(
U˜Tn ·
(
A
(i)
(n),m − A¯(i)(n)
) · U˜Φn ·
U˜TΦn ·
(
A
(i)
(n),m − A¯(i)(n)
)T · U˜n)
=
1
Mi
trace
(
U˜Tn ·Φ(i)n U˜n
)
.
(15)
The maximum trace of (U˜Tn ·Φ(i)n U˜n) is obtained if U˜n con-
sists of the Pn eigenvectors of matrix Φ
(i)
n corresponding to
the largest Pn eigenvalues. Since we want to maximize ΨS(i)
simultaneously for i = 1 and i = 2, matrix U˜n will consist of
the Pn/2 eigenvectors corresponding to the largest eigenval-
ues of matrix Φ(1)n and the Pn/2 eigenvectors corresponding
to the largest eigenvalues of matrix Φ(2)n .
Let us denote as C(i) the matrix
C
(i)
(n) =
1
Mi
Mi∑
m=1
((
A
(i)
(n),m − A¯(i)(n)
)(
A
(i)
(n),m − A¯(i)(n)
))
.
(16)
After the normalization process [see Eq. (12)]
C
(1)
(n) +C
(2)
(n) = I. (17)
The eigenvalues and eigenvectors of C(i)(n) are given by
C
(i)
(n)V
(i)
(n) =
(
I −C(j)(n)
)
V
(i)
(n) = λ
(i)
(n)V
(i)
(n) , (18)
with i 6= j. From Eq. (17), and (18) we have that
λ
(2)
(n) =
(
I − λ(1)(n)
)
. (19)
The same holds for matrices 1Mi
∑Mi
m=1((A
(i)
(n),m − A¯(i)(n)) ·
U˜ΦnU˜
T
Φn
(A
(i)
(n),m − A¯(i)(n))), in relation (15), since they are
similar (i.e., have the same eigenvalues) with the matrices in
relation (16). For this to become clearer, note that U˜TΦn =
U˜−1Φn , since U˜Φn is the Kronecker product of orthogonal ma-
trices, and thus it is also orthogonal.
From Eq. (19), we have that the important features for the
first class are the least important features for the second class,
and vice versa. This means that after the projection, the two
classes cannot share common important features.
The CMP algorithm is presented in Algorithm 1. Please
note that during the estimation of the set {Un} only the Φ(1)n
matrices are used. Φ(2)n matrices are not employed in the al-
gorithm since matrices Φ(1)n and Φ
(2)
n have the same eigen-
vectors and reversely ordered eigenvalues.
5. EXPERIMENTAL RESULTS
In this study we validated the CMP methodology using a
widely known and publicly available hyperspectral imaging
dataset, named Pavia University, whose number of spectral
bands is 103 (see Fig.1). Ground truth contains 9 classes,
while pixels in white color are not annotated.
The CMP method was developed for binary classification
problems. Thus, we grouped together pixels that depict man-
made objects and discriminated them from the rest of the pix-
els. For this dataset, pixels that depict man-made objects are
Algorithm 1: Estimation of matrices {Un}Nn=1
1. Set Un = In, for n = 1, · · · , N
2. CalculateRn and Zn using relations (10) and (11)
for n = 1, · · · , N
3. Normalize tensor samples using relation (13)
4. repeat
for n = 1, ..., N do
4.1 Calculate the matrix UΦn of relation.(5)
4.2 Calculate the matrix Φ(1)n of relation.(9)
4.3 Calculate the eigenvectors of Φ(1)n
4.4 Set the columns of Un equal to the
eigenvectors of Φ(1)n
end
until termination criteria are met;
5. For each Un keep the Pn/2 eigenvectors with the
largest eigenvalues and Pn/2 eigenvectors with the
smallest eigenvalues.
Fig. 1. Pavia University dataset (figure taken from [15]).
labeled as asphalt, metal sheets, bricks and bitumen. Then,
the tagged parts of the dataset were split into two sets, i.e.
training and testing data. The training set was created by se-
lecting 200 samples from each class.
In order to classify a pixel at location (x, y) on image
plane, we followed the approach presented in [16], accord-
ing to which the image is split, along its spatial dimensions,
into overlapping patches of size s×s×c, where c is the num-
ber of spectral bands. Then, it is assumed that the label of
a pixel located at (x, y) position on image plane, will be the
same as the label of the patch centered at (x, y) location.
During experimental validation we compared the pro-
posed CMP method against MPCA [2], using three different
classifiers: Rank-1 Tensor Regression (Rank-1 TR) [17],
CNN [16, 18], and Rank-1 FNN [7, 8]. The efficiency of
CMP and MPCA was quantified in terms of the classification
accuracy of the classifiers on testing set. In our experiments,
we set the parameter s equal to 7, and required from both
MPCA and CMP to reduce the spatial dimension of the
Table 1. Overall classification accuracy results (%).
CNN Rank-1 FNN Rank-1 TR
MPCA-26 85.08 86.80 77.56
CMP-26 90.41 91.25 77.96
CMP-13 88.57 88.67 76.90
MPCA-10 83.49 84.39 77.59
CMP-10 88.23 88.31 77.52
CMP-5 86.76 86.27 76.08
samples to 5 × 5 elements. Then, two sets of experiments
were conducted. In the first one, the spectral dimensionality
of the samples was reduced by selecting: the 26 principal
components using MPCA (MPCA-26); the 26 principal com-
ponents for each pattern class using CMP (CMP-26), and the
13 principal components for each pattern class using CMP
(CMP-13), so that the dimensionality along the spectral di-
mension is 26. In the second one, the spectral dimensionality
of the samples was reduced by selecting: the 10 principal
components using MPCA (MPCA-10); the 10 principal com-
ponents for each pattern class using CMP (CMP-10), and
the 5 principal components for each pattern class using CMP
(CMP-5). In the first experiment the size of the dataset was
reduced 4 times, while in the second one 10 times.
The comparison between MPCA and CMP is presented in
Table 1. The CMP method is more efficient than the MPCA
for reducing the dimensionality of tensor objects, regardless
of the classification model used, due to the fact that it can ex-
ploit labels’ information. In other words, CMP is a supervised
subspace learning technique, while MPCA is an unsupervised
one. For Rank-1 TR the classification accuracy is almost the
same both when MPCA and CMP methods are used. This is
justified by the fact that Rank-1 TR is a linear classifier and,
due its low capacity, cannot perform any better on this dataset.
6. CONCLUSION
In this work, we presented the CMP method, a supervised
tensor subspace learning technique, which ensures that tensor
objects that belong to different classes will not share common
important features after dimensionality reduction. The CMP
method was compared against MPCA, and experimental re-
sults indicate that it can reduce the dimensionality of tensor
objects in a more efficient way. However, the main limitation
of CMP is that it is designed for binary classification prob-
lems. Therefore, the main focus of our future work is, first,
to extend this approach to multi-class classification problems.
Another priority of our future work includes the evaluation of
CMP efficiency on more datasets with comparisons against
other supervised tensor subspace learning methods.
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