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Abstract
Quantum sensors based on the interference of cold atoms have advanced to the forefront
of precision measurements in geodesy, metrology and tests of fundamental physics. The
ultimate potential of these devices is realized using quantum degenerate atoms in extended
free fall. This can be achieved on microgravity platforms such as drop towers, parabolic
flights, ballistic rockets, satellites and space stations. The transition to mobile and robust
devices that can withstand the demands of these environments comes with many challenges.
Quantum sensors need to be scaled down and integrated without compromising their
performance. In fact, they need to significantly outpace conventional instruments, since
microgravity time is an expensive resource and limited to a few seconds at a time on the
most accessible platforms.
This thesis describes the construction, qualification and operation of a miniaturized ultra-
cold atom experiment that meets these challenges. The QUANTUS-2 apparatus features
a payload weight of 147 kg and a payload volume of 0.3m3. It generates Bose-Einstein
condensates of 4×105 87Rb atoms every 1.6 seconds, a flux of ultra-cold atoms that is on
par with the best lab-sized devices. Ensembles of 1×105 atoms can be created at a 1Hz rate.
It is currently the fastest machine of its kind and achieves the highest atom number of any
atom chip setup. The apparatus continuously withstands peak accelerations of up to 45 𝑔
during microgravity campaigns at the drop tower facility in Bremen, Germany. Here, the
payload has accrued 208 drops and 9 catapult launches over 24month. The setup is the first
atom optics experiment to stand up to the technical demands of catapult operation. Four
condensates can be created and observed consecutively during nine seconds of free fall in
a single catapult launch. In total, the experiment has been suspended in microgravity for
over 17minutes. With the record source performance, the repetition rate for microgravity
experiments with ultra-cold atoms was increased by a factor of four compared to previous
devices. The total atom number was increased by a factor of 40, vastly improving the signal
to noise ratio for absorption images of spatially extended clouds. The ensembles can be
prepared consistently over many weeks of drop tower operation. The variance of the mean
center of mass velocity in two observable directions is 7.3 µm/s and 6.9 µm/s. Magnetic
lensing techniques were employed to manipulate the expansion of the ensembles. First
results yield a residual expansion rate in three dimensions of 𝜎𝑣 = 116.9 ± 13.9 µm/s, which
implies a three-dimensional effective temperature of 𝑇 = 47.6 ± 11.3 pK at an average
condensate atom number of𝑁 = 93000. These values constitute the best collimation of any
atomic ensemble and the most promising source for atom interferometry reported to date.
Optimizing the current lensing sequence will reduce the expansion rate further to effective
temperatures in the femtokelvin regime.
The level of control demonstrated over the condensates is highly relevant for the ad-
vancement of matter-wave optics and quantum sensors. Controlling the motion and size
of atomic clouds is intrinsically tied to many systematic effects in high precision measure-
ments. QUANTUS-2 will provide a platform to explore and mitigate these limitations on
unprecedented time scales of up to seven seconds of free evolution.




Quantensensoren basierend auf der Interferenz von kalten Atomen sind an die Spitze von
Präzisionsmessungen in der Geodäsie, Metrologie und fundamentaler Tests in der Physik
gerückt. Das ultimative Potenzial dieser Geräte wird mit quantenentarteten Atomen im freien
Fall realisiert. Dies kann in Schwerelosigkeit auf Plattformen wie Falltürmen, Parabelflügen,
ballistische Raketen, Satelliten und Raumstationen erreicht werden. Der Übergang zu mobilen
und robusten Instrumenten, die den Anforderungen dieser Umgebungen gewachsen sind ist
mit vielenHerausforderungen verbunden. Quantensensorenmüssen verkleinert und integriert
werden ohne dabei ihre Leistung zu vermindern. Tatsächlich müssen sie deutlich schneller
operieren als konventionelle Instrumente, da Zeit in Schwerelosigkeit eine teure Ressource ist,
die auf den zugänglichsten Plattformen auf wenige Sekunden beschränkt ist.
Diese Arbeit beschreibt die Konstruktion, Qualifizierung und den Betrieb eines Experi-
ments, das diesen Herausforderungen gerecht wird. Die QUANTUS-2 Apperatur verfügt über
eine Nutzlast von 147 kg und ein Nutzlastvolumen von 0.3m3. Sie erzeugt Bose-Einstein-
Kondensate von 4×105 87Rb Atomen alle 1.6 Sekunden. Dieser Fluss von ultrakalten Atomen
ist gleichwertig mit den besten laborgroßen Geräten. Ensembles von 1×105 Atomen kön-
nen mit einer 1Hz Rate erzeugt werden. Die Machine ist derzeit die schnellste ihrer Art
und erreicht die höchste Atomzahl aller Atom-Chip-Experimente. Während des Betriebs
in Schwerelosigkeit am Fallturm in Bremen hält das Experiment kontinuierlich Spitzenbe-
schleunigungen von bis zu ​​45 𝑔 stand. Über einen Zeitraum von 24Monaten wurden hier 208
Abwürfe und 9 Katapultstarts durchgeführt. Die Kapsel ist das erste atomoptische Experiment,
dass den technischen Anforderungen des Katapultbetriebs gerecht wird. Vier Kondensate
können nacheinander während der 9 Sekunden eines Katapultstarts erzeugt und beobachtet
werden. Insgesamt hat das Experiment mehr als 17Minuten in Schwerelosigkeit verbracht. Mit
der Leistung der atomaren Quelle wurde die Datenrate für Experimente in Schwerelosigkeit
mit ultrakalten Atomen im Vergleich zu vorherigen Geräten um einen Faktor vier erhöht.
Die Gesamtatomzahl wurde um einen Faktor 40 verbessert, was in beträchtlichem Ausmaß
das Signal-zu-Rausch-Verhältnis für Absorptionsbilder von räumlich ausgedehnten Wolken
verbessert. Die Ensembles können konsistent über vieleWochen im Fallturmbetrieb präpariert
werden. Die Varianz der mittleren Schwerpunktsgeschwindigkeit in zwei beobachtbaren Rich-
tungen ist 7.3 µm/s und 6.9 µm/s. Eine magnetische Linse wurde verwendet um die Expansion
der Ensembles zu manipulieren. Erste Ergebnisse ergeben eine Restexpansionsrate in drei
Dimensionen von 𝜎𝑣 = 116.9 ± 13.9 µm/s, was einer dreidimensionalen, effektiven Tempera-
tur von 𝑇 = 47.6 ± 11.3 pK entspricht, bei einer durchschnittlichen Atomzahl im Kondensat
von 𝑁 = 93000. Diese Werte stellen die beste Kollimation eines atomaren Ensembles und
die aktuell vielversprechendste Quelle für Atominterferometrie dar. Die Optimierung der
Linsensequenz wird die Expansionsrate weiter reduzieren zu effektiven Temperaturen im
femtokelvin Regime.
Die demonstrierte Kontrolle über die Atome ist höchst relevant für die Weiterentwicklung
vonMateriewellenoptik undQuantensensoren. Das Beherrschen von Restbewegung und Expa-
nion der Atomwolken ist eng mit vielen systematischen Fehlern in Hochpräzisionsmessungen
verbunden. QUANTUS-2 bietet eine Plattform um diese Effekte auf noch nie dagewesenen
Zeitskalen von bis zu sieben Sekunden freier Entwicklungzeit zu untersuchen.
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Precision measurements with cold atoms have become a cornerstone in many research fields
such as inertial sensing [1], metrology [2] and precision timekeeping [3]. The sensitivity of
these measurements is quickly overtaking their classical counterparts while their full potential
has yet to unfold. One of the limitations of atom interferometers is the tight restriction gravity
imposes on the interrogation time. Increasing the free fall time of matter-waves on earth much
further than the current limit of less than three seconds appears unfeasible for many reasons.
Considerable efforts are being made to push quantum sensors beyond these limits by operating
in extended free fall on microgravity (µg) platforms [4–6] and in space [7, 8]. Here, ultra-cold
atoms can evolve and be probed on unprecedented time scales, improving their sensitivity to
inertial effects by orders of magnitude. The advent of space worthy quantum sensors will enable
many applications in navigation, Earth observation [9], geophysics, seismology, geodesy and
tests of fundamental physics beyond the lab environment.
A prominent proposal for fundamental physics research with atom interferometry is testing
general relativity (GR) [10–16] and seeking constrains for theories beyond the standard model.
One of the pillars of GR is Einstein’s equivalence principle with its three elements: Lorentz
invariance, local position invariance and the universality of free fall (UFF) [17]. The UFF
asserts that in the absence of any additional forces, all bodies fall under the same acceleration
i.e. the gravitational acceleration of a body is independent of its composition. Matter-wave
interferometry allows for the precise comparison of the gravitational acceleration of individual
atoms. Thus, atom interferometry (AI) allows to probe properties inaccessible to classical tests
such as neutron excess, nuclear binding energy, electrostatic energy density and spin [18, 19].
Many proposals suggest performing GR tests in µg and in space to reap the benefits of long
interrogation times and a quiet, seismic noise-free environment with large variations in altitude,
velocity and gravitational potential.
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However, most cold atom experiments are lab-sized, cumbersome devices which need to be
miniaturized significantly for µg operation. Moreover, the challenging conditions of the particu-
lar µg environment are often in stark contrast to the well controlled conditions of a typical lab
setting. More importantly, all the necessary alterations need to be made without compromising
the source performance of the systems. Since the projected source flux requirements are on par
with the best lab-based devices [7], cold atom technology is pushed to its limits.
Apart from the technological constrains, many scientific challenges need to be addressed
when advancing to new parameter ranges. Taking atom interferometry to mascroscopic time
scales of several seconds significantly raises the requirements for the control over the atomic
clouds. For high precision measurements, the position and velocity of the ensemble need to be
controlled on the micrometer and micrometer per second level, respectively. First, the atoms
move independently of the apparatus while in free evolution and any residual dynamics may
cause them to drift away from the detection volume. Second, the sensitivity of the interferometric
measurement is bounded by the residual motion of the atoms. Additionally, new collimation
techniques must be developed to manage the expansion of the cloud. The effective temperature
of the ensemble needs to be reduced to the picokelvin range to sufficiently reduce systematic
effects in the interferometer linked to the cloud size.
To accomplish these goals and realize competitive tests of fundamental physics in extended
free fall, one requires a suitable source setup, continuous access to a µg environment for ex-
tended measurement campaigns, and precise modeling of the experimental steps to guide the
investigations. These requirements are uniquely realized within the QUANTUS collaboration, a
consortium of German universities led by the Leibniz Universiät Hannover and funded by the
German space agency DLR (Deutsches Zentrum für Luft- und Raumfahrt). The ultimate goal of
the collaboration is a competitive test of the UFF comparing rubidium and potassium atoms in
a dual species matter-wave interferometer in space. The experiment described in this thesis is
the second generation of ultra-cold atom experiments built within the QUANTUS project.
1.1 Matter-Wave Interferometry
Atoms display wave-like properties at low energy scales, undergoing classical wave phenomena
like deflection and interference [20]. Interferometers based on matter-waves have become a
widespread and versatile tool in precision measurements [21]. Atoms are put into a quantum
superposition of at least two distinct states that follow spatially different paths. Afterwards, the
separate parts are brought back together and interfered. The interference pattern is indicative
of the difference in phase accumulated along the different paths. The evolution of the phase
for each part of the wave packet is influenced by the forces acting on the atom, making it a























(b) A double diffraction scheme in microgravity.
Figure 1: Atom interferometry schemes plotting the center of mass for the separated parts
of the wave packet. Pairs of appropriately designed laser beams originate at the top and are
retro-reflected at the bottom mirror. The four individual light fields form two pairs of beams.
In figure (a), only one of the pairs is resonant due to the Doppler shift causes by the gravitational
acceleration. In figure (b) both pairs are degenerate and can drive transitions simultaneously,
resulting in a symmetric diffraction in opposite directions. The two distinct states of the atom
are labeled as |1⟩ and |2⟩.
gravitational constant [22, 23] and the fine-structure constant [2], as well as accelerations [24–
26] and rotations [27–31].
There are various ways to coherently split, redirect and interfere matter-waves [21, 32]. The
atoms can be separated in momentum space via transfer of photon momenta either through
stimulated Raman transitions, which also put them into a superposition of internal states [33],
or via Bragg diffraction [34], leaving the internal state unchanged. Raman transitions have the
advantage of internal state labeling, allowing for state selective imaging even if the output ports
of the interferometer can not be resolved spatially. This is well suited for thermal sources of laser-
cooled atoms where the kinetic energy of the ensemble exceeds the photon recoil energy. Bragg
diffraction is a promising tool for AI with ensembles at sub-recoil temperatures as they can more
easily be resolved due to their reduced expansion rate. Since the internal state remains unchanged
in this case, to lowest order the interferometer is intrinsically insensitive to many systematic
effects such as the ac Stark shift and temporal variations of the Zeeman effect. Additionally,
the method can easily be extended to higher order Bragg diffraction and combined with Bloch
oscillations to increase the momentum transfer and wave packet separation [35–38].
The most common interferometry scheme to measure the gravitational acceleration acting
on an ensemble of atoms is a Mach-Zehnder type configuration (see Figure 1a). A 𝜋/2-pulse
splits the atomic sample by putting every atom in an equal superposition of two distinct states,
|1⟩ and |2⟩, and transfers momentum to one part of the superposition. After some time 𝑇 of
free evolution, a 𝜋-pulse reverses the superposition and thus redirects the paths to coincide
21
1 Introduction
after another time 𝑇. At this point, both paths can be superimposed by another 𝜋/2-pulse.
Assuming a uniform gravitational field over the size of the interferometer, the total detected
phase difference between the two interferometer paths to lowest order is
Δ𝜙 = −𝑘eff 𝑔𝑇
2. (1.1)
It only depends on the acceleration 𝑔 experienced by the atoms, the frequency of the lasers with
effective wavenumber 𝑘eff ≈ 2ℏ𝑘 and the total time 2𝑇 spent in the interferometer. Hence, the
two strategies to enhance the sensitivity are increasing the momentum transfer from the lasers
through large momentum beam splitters [39, 40] and increasing the measurement time. The
main disadvantages of large momentum transfer are the decreasing beam splitting efficiency and
the need for high laser power to suppress spontaneous emission. On the other hand, extending
the interferometry time tomore than two seconds in a lab experiment requires the construction of
an interferometer setup approaching ten meters in length [41–43]. The extraordinary limitation
in extending the free fall time in lab-based experiments further is the biggest motivation behind
taking matter-wave sensors to microgravity.
On timescales of several seconds, it is desirable that the atoms reconvene at their point of
origin as the recoil velocity exceeds one centimeter per second. This is especially useful in µg
operation, where the apparatus is at rest with respect to the atoms and the ensemble would
migrate out of the interferometry beams. Instead, a double diffraction configuration can be used
to symmetrically diffract the atoms in opposite directionswith two light gratings of perpendicular
polarization [44, 45]. This increases the momentum transfer, the wave packet separation and
thereby the phase sensitivity by a factor of two (see Figure 1b). The center of mass (COM) of
the atoms remains at the same location throughout the sequence, an ideal condition for UFF
tests. First results using double Bragg diffraction techniques reached transfer efficiencies of over
95% [46], making it a promising technique for high precision matter-wave interferometry on
macroscopic time scales.
1.2 Quantum Degenerate Atoms
The quantum superposition prepared in these experiments is a single particle phenomenon.
Using more than one atom at a time allows for many simultaneous measurements, the results
of which can be averaged to reduce the influence of random noise sources on the signal. If the
measurement is extended to an ensemble of atoms, collective properties such as the temperature
play a huge role in the usefulness of the sample since it determines the momentum width and
expansion rate of the cloud. Thermal atoms at temperatures of several microkelvin have been
used successfully in many experiments. However, a lower momentum width is required to
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Figure 2: A cloud of 87Rb atoms on the onset of Bose Einstein condensation. From left to right,
the absorption images show an ensemble of atoms being cooled passed the critical temperature.
All images were taken after 18ms time of flight (TOF), showcasing the disparity in size and
expansion rate between thermal and degenerate clouds after release from a typical trapping
potential with geometric mean trap frequency 𝑓geo = 225Hz.
realize high fidelity beam splitters and may be imperative to reduce systematic errors such as
inhomogeneous dephasing and wave front distortions [47]. Therefore, most experiments employ
velocity selection methods along at least on geometric axis which greatly reduces the atom
number[33].
Cooling an ensemble of bosonic atoms such as 87Rb past a critical temperature leads to
macroscopic occupation of the lowest energy level of the confining potential, thus realizing
a state of matter called Bose-Einstein condensate (BEC) [48]. The atoms in the condensate
become indistinguishable and can now be described by a single macroscopic wave function,
similar to photons in a laser occupying the same mode of the electromagnetic field. Cooling
atoms to quantum degeneracy comes with many advantages for high precision AI. BECs feature
a smaller initial size, slower expansion rates and a coherence length that extends over the entire
cloud (see Figure 2).
BECs have not always been considered a useful source for AI for two reasons. First, the
extensive cooling process generally leads to a low source flux. For example, laser cooled atoms
are typically produced at a rate of 109 atoms per second whereas producing a BEC of 106 atoms
can take several tens of seconds. Second, quantum degenerate atoms exhibit high densities and
strong mean field interaction that lead to unwanted systematic effects. The first concern can
be alleviated by showcasing outstanding technological improvements that put the atomic flux
of BEC machines in competition with thermal sources (see Chapter 3). The second reservation
becomes irrelevant in a µg environment, where the ensemble can freely expand to several times
their initial size before the first interferometry pulse.
Additionally, magnetic and optical lensing techniques enable the manipulation of the size
and density of the ensemble and allow for the operation in a regime where mean field effects are
negligible. One experiment demonstrated that the expansion rate of an atomic cloud can be
reduced to 69 µm/s in two dimensions, equivalent to one-dimensional effective temperatures of
50 pK [49]. However, the three-dimensional effective temperature remained at 567 pK due to
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the unaltered expansion along the third axis. The requirements for a ten second interferometer
on a dedicated space mission have been stated as70 pK in three dimensions [7]. The quality of
the lens has since become the most relevant criterion for AI on macroscopic timescales. The
performance of the lens scales with the ratio of initial to final size, thus achieving the same
expansion rates with thermal clouds as with BECs entails an increase in cloud size to several
tens of millimeters – challenging sizes for aberration-free lensing (see Chapter 6). Therefore,
using quantum degenerate atoms may be a mandatory requirement to perform high-precision
interferometric measurements such as UFF tests on macroscopic timescales.
1.3 Testing the Universality of Free Fall








Here, 𝑎1 and 𝑎2 are the accelerations experienced by two test bodies. The best constrains
for violations of the UFF using classical test masses have been set by lunar laser ranging at
𝜂 = (−1.0 ± 1.4) × 10−13 [50] and torsion balance experiments at 𝜂 = (0.3 ± 1.8) × 10−13 [51].
The former compares the free fall of the earth and the moon in the gravitational field of the sun
while the latter compares beryllium and titanium test bodies in the gravitational field of the
earth. A hybrid test, comparing the free fall of 87Rb atoms to a falling corner cube resulted in an
Eötvös-ratio of (4.3 ± 6.4) × 10−9 [52].
Quantum tests of the UFF comparing free falling matter-waves have currently reached 𝜂 =
(2.8±3.0)×10−8 comparing the two rubidium isotopes 85Rb and 87Rb [53], 𝜂 = (0.2±1.6)×10−7
comparing the two strontium isotopes 87Sr and 88Sr [54], and 𝜂 = (0.3 ± 5.4) × 10−7 comparing
87Rb to 39K atoms [55]. Despite not yet having caught up with the classical tests, they are quickly
improving as highlighted by the fact that all these tests were reported within the last 24 month.
Large atomic fountains setups with target sensitivities starting in the 10−13 range are under
construction or already in operation [41–43].
Taking differential matter-wave interferometry to a sensitivity beyond classical UFF tests
comes with a set of challenges that can be divided into three groups [7, 15, 43]:
• Systematic errors specific to the device design and measurement environment. These
include gravity gradients, magnetic fields and gradients, the linewidth and wavefront
curvature of the interferometer beams, and spurious accelerations and vibrations in the
setup.
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• Systematic errors due to the operation of the differential measurement. The most crucial
quantities are the co-location of the two atomic clouds, their differential velocity, their
interactions, the mixing between the two, and the overlap of the interferometers.
• Demands on the maturity of ultra-cold atom technology. These include a high degree
of robustness and miniaturization, a sufficiently short cycle time, a high source atom
number, excellent control of the COM dynamics, and the ability to engineer the velocity
spread of an atomic cloud to tailor its density over the entire measurement cycle.
The first group of systematic errors must be addressed on a case by case bases as many of
the requirements scale with the size of the apparatus. The individual items can generally be
investigated in lab-based devices. The limitations listed in the second group require extensive
modeling and careful selection of proper atomic species. The requirements in the third group
shape up to be the most crucial milestones in the development high precision quantum sensors.
Miniaturizing the sensors can alleviate some of the most stringent limitations such as magnetic
field and gravity gradients. However, many of the items can only be tested and investigated in a
µg environment. The experiment described in this thesis aims to resolve the obstacles listed in
that third group.
1.4 Quantum Sensors in Microgravity
The efforts of bringing ultra-cold atoms to space are rewarded with pristine conditions for high
precision measurements. The low noise environment permits long interrogation times and excel-
lent control of starting conditions to coherently address multiple atomic species simultaneously.
The absence of gravitational sag allows for shallower traps and smaller expansion rates. Several
atomic species can be prepared with the same COM position and dynamics. The atoms are
initially at rest and no launch or levitation technique is necessary. This is advantageous since
such methods generally act differently on different atomic species.
Bringing matter-wave sensors to space can ideally be accomplished in a step by step approach.
There are several µg platforms that can be used to expand and test the technology before a
dedicated satellite mission (see Table 1). While the µg duration is highly limited in the most
accessible platforms, these environments allow for continuous maintenance and adjustments
on the setup. Such missions aim to extend the ability of the sensors to new limits and pave the
way for autonomous devices that benefit from longer continuous measurements. Pioneering µg
experiments have been demonstrated on parabola flights by the ICE collaboration [6] and at a
drop tower facility by the QUANTUS project [4, 56].
The QUANTUS collaboration spans several generations of experiments that have established
and advanced the field of ultra-cold atoms in µg. In 2007, the first generation (QUANTUS-1)
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Table 1: Comparison of microgravity platforms sorted by continu-
ous µg duration. While the lowest residual acceleration budgets are
achieved on space platforms, adequate conditions can be found on
more accessible facilities.
Platform µg quality [g] µg duration
Satellite < 10−6 months to years
International Space Station 10−5 days to months
Space carrier 10−6 days to months
Ballistic rocket 10−5 several minutes
Parabola flights 10−2 20 seconds
Drop Tower Bremen 10−5 4.7 to 9.4 seconds
Einstein Elevator+ < 10−5 4 seconds
+ currently under construction at the Leibniz Universität Hannover
created the first BEC in weightlessness, dropping a miniaturized 87Rb BEC machine at the
Bremen Drop Tower (see Figure 3). The Bremen Drop Tower offers a 110m drop tube that can
be evacuated for free fall experiments up to three times per day. Devices need to be integrated
into one of two capsule variants, a 2.1m long drop version or a 1.3m long catapult capsule. The
former is hoisted up and dropped from the top of the tower for 4.7 s of free fall. The smaller and
lighter catapult capsules are launched from the bottom via a hydraulically driven system under
the drop tube with a peak acceleration of 35 𝑔 (see Figure 3). While the catapult doubles the
time in microgravity to 9.4 s, it puts additional demands on the robustness of the setup. In both
cases, the capsule is decelerated by quasi-viscous friction in a container filled with Styrofoam
grain. The peak deceleration reaches values of up to45 𝑔. The QUANTUS-1 setup is housed in
a drop capsule and has been dropped 441 times, which amounts to approximately 35min in µg.
It pioneered matter-wave interferometry with magnetically collimated BECs and extended the
interferometry time to 2𝑇 = 670ms. A collimated BEC was observed after two seconds of free
expansion in µg [56].
QUANTUS-1 was conceived as a pathfinder mission to demonstrate the preparation of
BECs in µg and while interferometry equipment was later added to the system, it was never
designed for high precision measurements. The main obstacles are the vacuum quality, the
source performance, the magnetic shielding, the magnetic permeability of vacuum chamber
components, and limited optical access for the interferometry beams.
This Thesis
The subject of this thesis is the second generation drop tower experiment QUANTUS-2, an
even further miniaturized 87Rb BEC machine that is integrated into the catapult capsule. It
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Figure 3: The Bremen Drop Tower and drop system schematics. The facility is the most
accessible µg environment that a comparable µg quality as dedicated space missions. It features
two operating modes, dropping capsules from the top for 4.7 s and catapulting capsules from
the bottom for 9.4 s of free fall time [57].
features a novel source setup consisting of a pre-cooled atomic beam from a two-dimensional
magneto-optical trap that is fed directly into a multi-layer atom chip. The two-chamber design
is machined from non-magnetic materials such as titanium and aluminum alloys and is encased
by a two-layer cylindrical magnetic shield. Additionally, the device is equipped with a laser
system that provides light beams for Bragg and Raman interferometry. Despite these upgrades,
the payload volume of the apparatus was reduced by a factor of two to use the catapult mode of
the drop tower and enable the adaptation of the device for a sounding rocket mission.
Construction of the apparatus began in July 2009 while the µg qualification process of the
device was completed in 2014 with the first successful catapult launch. The capsule has since
been dropped and catapulted 217 times and continues its µg campaigns. This thesis covers
the characterization of the atomic source, the tools and methods to produce large BECs with
atom chip technology and a comparison to other approaches (Part I). Afterwards, the necessary
engineering efforts for successful drop tower operation and the µg campaigns of the apparatus are
presented (Part II). Here, the systematic effects specific to the drop tower operation are analyzed
and various strategies for post-correction of the data are discussed. An estimate of the residual
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acceleration budget and thus the µg quality is derived from experimental data. Additionally,
this part includes the methods and results of controlling the center-of-mass dynamics of the
condensates via adiabatic and non-adiabatic transfer and decompression protocols. These
strategies are efforts to coherently transfer atomic ensembles away from the vicinity of the atom
chip surface to allow for unimpeded interferometric measurements. Furthermore, the progress
in developing matter-wave lensing techniques with anharmonic chip potentials, that enable
observation of the BECs after several seconds of free evolution, are presented. Extensivemodeling
efforts are contrasted with experimental data acquired in µg campaigns. In the conclusion,
the results of this work and its impact on high-precision measurements with transportable
quantum sensors are discussed. Future extensions of the experimental payload are presented
and prospective capabilities of QUANTUS-2 as a high-precision matter-wave interferometer are
considered.
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”It’s supposed to be automatic, but actually
you have to push this button.”
— John Brunner
Part I:
Experimental Setup and Ground-Based
Pre-Studies




This chapter covers the most relevant parts of the construction and qualification of the apparatus.
As the second generation of the drop tower experiments within theQUANTUS collaboration, the
project builds on the experiences and successes of its predecessor, the first mobile BEC machine
of its kind [58]. The greatest limitations of the first generation are the source performance, in both
cycle time and atom number, and the infeasibility of performing high-precision measurements.
The latter is a result of design and hardware limitations owing to the proof-of-principle nature
of the setup and in parts simply due to lack of space in the crowded drop capsule. In many cases
components are still comprised of standard lab equipment as most elements did not yet exist in
miniaturized form.
The biggest challenges in designing and constructing the QUANTUS-2 apparatus were to
reduce the payload weight and volume even further, by a factor of two, while simultaneously
improving the performance of the setup by several orders of magnitude. This was achieved by
continuing the miniaturization and integration efforts and by developing and implementing new
technologies such as a dual vacuum chamber design, a multi-layer atom chip and a multi-species
laser system that can withstand the mechanical strain of the drop tower’s catapult mode. The
objective of this generation is thus twofold: push the limits of ultra-cold atom technology to
realize the most compact and robust BEC machine while improving the source performance
and versatility of the setup to compete with the best lab-based devices. The use of non-magnetic
materials and extensive magnetic shielding together with the expandability to multi-species
operation lifts the scope of the project above a pure technology demonstrator, to a unique and
promising tool for high-precision measurements in an environment that is inaccessible to other
devices.
Next to the various upgrades and improvements, the first and second QUANTUS generations
are differentiated by the high degree of customized integrated components as well as the overall
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ruggedness and autonomy of the latest device. Most electronics were specifically designed
and developed for the use in QUANTUS-2. The compactness and modularization of the laser
systems allows for a low maintenance machine that can be operated remotely for long periods
of time without the need for manual optimization. The extensive design, construction and
qualification of the apparatus is already documented in several theses and detailed accounts
on specific components can be found in Refs. [59–65]. This chapter aims to summarize the
essential elements and most interesting aspects of the device.
2.1 Catapult Capsule Footprint
Table 2: Weights of the capsule components
Capsule component Weight (kg)
Stringers (4) 36.8
Platforms (4) 62
Base structure (batteries & CCS) 121
Top lid 30.2
Hull 38.5
Nose cone, connection rod 10.2
Taring weight 7.5
Capsule net weight 306.2




Electronics & cables 42.9
Watercooling 2
Payload weight 146.8
Capsule gross weight 453
The design and layout of the apparatus is
largely predetermined by the structure and
dimensions of the catapult capsule (see Fig-
ure 4) as well as the other technical restric-
tions connected to catapult operation in the
drop tower. These restrictions are the over-
all weight of capsule and payload, the weight
distribution and the rigidity of the assembly.
The base structure of a catapult capsule com-
prises four stringers with 1341mm length, en-
casing a variable number of platforms with
a diameter of 650mm. These platforms can
be distributed at arbitrary heights above the
base structure at 259mm and below the lid at
1212mm, yielding a total payload volume of
approximately 0.32m3.
To reach the full 9.5 s of free fall time avail-
able in the catapult mode, the gross weight of
the complete capsule is limited to 400 kg. Any
additional weight reduces the launch height
and thereby the microgravity time. Due to
technical limitations of the launch mechanism, the total mass may not exceed 500 kg [66]. Each
individual capsule platform has a maximum weight of 100 kg and the point load may not exceed
50 kg. For catapult operation, the COM of the capsule needs to be within a cylinder of 1mm di-
ameter around the vertical axis. However, the overall weight distribution has to be very uniform
as well, to minimize tilt and rotation during flight (see Chapter 4).
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Figure 4: Schematics of the QUANTUS-2
capsule payload. The assembly consists of
four platforms, each with a diameter of ap-
proximately 650mm. The complete laser
system for multi-species operation is re-
stricted to the top platform. Depicted here
is the first generation laser system. The
two middle platforms house the electron-
ics, the vacuum pumps and the computer
control system. The volume between the
middle and the bottomplatform ismagnet-
ically shielded with a cylindrical two-layer
MuMetal assembly. The vacuum cham-
ber and atom chip setup is located within
the shielded region. The batteries of the
system are located on the outside of the
magnetic shield and below the bottomplat-
form. The total payload volume is approx-
imately 0.32m3. The payload weight in-
cluding the MuMetal shield is 146.8 kg.
The forces arising at launch and impact of the capsule call for stiff and rigid mounting of the
components to withstand the accelerations without displacement. However, shock absorbers
are not employed in the setup since most industrial absorbers are designed against shocks with
a characteristic time scale of ~10ms, while the acceleration in the tower is of a quasi-steady type
(see Chapter 4). Thus, absorbers may lead to amplification of the accelerations [66]. Instead,
all components are rigidly mounted to the capsule and the setup is smoothly decelerated by
polystyrene grain in the deceleration container.
2.2 The QUANTUS-2 Capsule
The QUANTUS-2 setup is integrated in a capsule variant with a total of six platforms. The
payload segment holds four platforms and the capsule bottom structure the remaining two. From
top to bottom, the payload platforms are used for the laser system, vacuum pumps, computer
control system (CCS) and electronics, MuMetal shield and vacuum chambers (see Figure 4). The
capsule bottom holds an additional CCS necessary for the drop tower operation as well as the
majority of the batteries.
The total weight of the setup is 453 kg, 306.2 kg of which is owed to the application specific
capsule structure (see Table 2). The payload and its support structure (stringers and platforms)
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Figure 5: CAD drawing of the first gen-
eration laser system. The system is split
in two four modules: two functionally
identical reference laser modules for Rb
and K, a Rb module with the respective
laser sources and a Rb+K mix module, in
which the K lasers are located. Here, all
light sources converge, are mixed, ampli-
fied and coupled to polarization maintain-
ing single-mode optical fibers for distribu-
tion to the vacuum chambers. Adapted
from Ref. [61].
in the ground-based tests amounts to 245.8 kg, where the payload contributes only 146.8 kg
of the mass, including a two-layer MuMetal shield (42.6 kg). Thus, depending on application
the footprint of the assembly could be reduced further using a different support structure. The
power consumption of the entire setup in operation is 363.9W. Hence, it can easily be run on
commercially available accumulators for several hours at a time.
2.3 Laser Systems
Two separate laser systems were constructed for the experiment. The first variant was used to
operate the system early on in ground-based pre-studies (Part I) and characterize the apparatus
while a second generation was under construction. The latter is designed for and tested in
catapult operation (Part II). Each of the systems fits on a single catapult capsule platform.
2.3.1 First Generation Laser System
The first generation design is conceptualized to provide all the light fields for trapping, cooling
and detecting both rubidium (Rb) and potassium (K) atoms. Due to the vicinity of their
respective cooling transition, located at 780 nmand 767 nm, those light fieldsmay share common
optical components, both active and passive. This allows for a compact system using mostly
conventional opto-mechanics and only moderate miniaturization efforts. Since the main focus
of this laser system generation was the creation and optimization of ultra-cold gases, it lacks
atom interferometry capabilities for K and the Rb Raman option was never implemented.
The system consists of four modules, each on its own 15mm tall aluminum (Certal) bread-
board with 10mm thread spacing (see Figure 5). All modules are self-contained with solid
aluminum walls and lid. The modules are interconnected via polarization maintaining optical
fibers [Schäfter-Kirchhoff PMC-780]mounted in the walls.
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All laser sources consist of ridge waveguide laser diodes [Eagleyard EYP-RWE-0780-02000]
in a miniaturized external cavity diode laser (ECDL) configuration [67, 68]. Wavelength discrim-
ination is achieved via an interference filter inside the cavity and adjustment of the cavity length
through a piezo-electric actuator. Their design and construction are described in Refs. [60, 61].
Two reference laser modules for rubidium and potassium atoms provide light beams that
are stabilized to the |𝐹 = 2⟩ → |𝐹′ = 2 / 𝐹′ = 3⟩ crossover transition of the D2-line of 87Rb
and the |𝐹 = 1⟩ → |𝐹′ = 2⟩ transition of the D2-line of 39K, respectively. The stabilization is
accomplished via Doppler-free saturated absorption spectroscopy [69].
A Rb module houses the cooling and repumping lasers for that atomic species. Input light
from the Rb reference module is mixed with the repumper for frequency stabilization. The
cooling laser is in turn stabilized to the repumping laser using the same technique. The majority
of the output power of both lasers is delivered to the Rb-K Mix module via optical fibers.
The Rb-K mix module has two functions: housing the K cooling and repumping lasers
including their frequency stabilization and mixing all four laser beams for 2D- and 3D-MOT
operation. The locking scheme between the lasers is identical to the Rb lasers. The most
important feature that allows for such a compact system is the simultaneous amplification of
all four laser beams in each of the two tapered amplifiers (TAs) [m2k TA-0780-1000]. This
is possible due to the broad wavelength acceptance of the gain medium. The amplification
spectrum is centered around 775 nm and can be shifted slightly by varying the temperature of
the TA. We find that in dual wavelength operation the Rb lasers are dominant but leave enough
gain for the K lasers. However, only the atomic source for Rb has been added to the system and
all further descriptions refer to single species, Rb operation.
Each of the TAs generates up to 1W of output power in a rubidium cooling to repumping
ratio of more than ten to one. The total light power available for 2D-MOT operation is 120mW,
while the 3D-MOT is operated with a total power of 92mW. A small part of about 2mW of
the cooling light is split off and used for optical state preparation via the |𝐹 = 2⟩ → |𝐹′ = 2⟩
transition as well as for fluorescence detection and absorption imaging via the cooling transition.
The layout of the laser system is illustrated in Figure 6. Details on the design, construction
and characterization of the individual modules can be found in Refs. [59–61].
2.3.2 Second Generation Laser System
The second generation laser system was designed and built by colleagues at the Humboldt-
Universität zu Berlin to operate the QUANTUS-2 capsules during drop and catapult operation
and makes use of state-of-the-art integrated laser sources developed by the Ferdinand‐Braun
Institut für Höchstfrequenztechnik (FBH). The higher level of miniaturization allows to fit a
two-species laser system design with Bragg and Raman atom interferometry capabilities on
















































(c) Rb and K mix module
Figure 6: CAD drawings of the individual modules of the first generation laser system. The
potassium reference module is a mirror image of the Rb reference module and is omitted from


















Figure 7: CAD drawing of the second gen-
eration laser system. The system is split in
two parts: the Rb part on the right (green)
and the K part on the left (red). Both
are split into a MOPA module, contain-
ing three lasers and amplifiers each, a dis-
tribution module and a dedicated Raman
module. Additionally, each species has a
separate integrated master laser module
with fiber coupled output. The modules
are connected via polarization maintain-
ing single-mode optical fibers.
honeycomb aluminum breadboard, and two master lasers. All of the adjustable opto-mechanics
have been replaced by custom-made titanium components.
Especially the reference (master) laser modules are significantly smaller in comparison to the
first generation laser system (see Figure 5 and Figure 7). However, the use of distributed feedback
(DFB) diodes with relatively large intrinsic linewidth of a few MHz in comparison to the few
hundred kHz of the ECDL laser sources in the 1st generation comes at a cost (see Figure 10). At
the time of writing, only the Rb part of the new system is in operation, while the K part is still
under construction. All design, testing and characterization steps of the Rb system are covered
in great detail in Ref. [70].
The Rb MOPA module hold three master oscillator power amplifiers (MOPAs) which consist
of a DFB diode, a ridge waveguide (RW) and TA. All three are offset locked to the Rb master
laser. The master laser itself is stabilized to the |𝐹 = 2⟩ → |𝐹′ = 2 / 𝐹′ = 3⟩ crossover transition
of the D2-line of 85Rb. MOPA1 provides cooling light for the 2D-MOT and detection light
on the |𝐹 = 2⟩ → |𝐹′ = 3⟩ transition of 87Rb. It is also used for optical pumping via the
|𝐹 = 2⟩ → |𝐹′ = 2⟩ transition. MOPA2 delivers repumping light for both the 2D- and 3D-MOT
on the |𝐹 = 1⟩ → |𝐹′ = 2⟩ transition. It can also be used for Bragg interferometry. MOPA3
provides 3D-MOT cooling light and is also employed for Raman interferometry (see Figure 8).
All MOPAs are operated close to an output power of 1Wand are fibercoupled for delivery to the
Rb distribution module. Approximately 400mW of each laser arrive in the distribution module.
The switching between the various functions of the threeMOPAs is achieved via three acousto-
optic modulators (AOMs) in the distribution module. Is is also used for mixing the light field in
reasonable proportions and distribute them to five output ports for fiber coupling. The 2D- and
3D-MOT each have one designated fiber port, while two outputs are used for the two detection
beams. The remaining fiber port in used for Bragg interferometry. If the Raman interferometry






Figure 8: CAD drawings and schematics of the 2nd generation laser system (rubidium part).
The beam paths through the modules are color coded as yellow (MOPA1), red (MOPA2)
and blue (MOPA3). The light for the offset locks from the master laser is shown in magenta.
Only the MOPA and Distribution Module are necessary for standard operation and Bragg
interferometry. For optional Raman operation, the MOPA3 beam is fed through to the Raman
module first, where a portion of the light is split off, shifted in frequency via an electro-optic
modulator (EOM) and amplified by an additional TA to create the Raman beam pair.
module first, where it is amplified again by an additional TA. After amplification, parts of the
beam is introduced to the distribution module.
2.3.3 Distribution
For both systems, the distribution of laser light to the vacuum chambers is achieved with
optical fiber splitters for the 2D- and 3D-MOT. The 2D-MOT fiber splitter [OZ-Optics 770-
45/45/9/1] has one input ports for the Rb and K source light. The input light is partitioned to
four output ports with absolute proportions of45%, 45%, 9% and 1%. The majority of the light
is distributed to the two optical fibers who provide the transverse cooling and repumping light
for the 2D-MOT. The other two output ports with 9% and 1% of the overall power deliverer the
light for the pusher and retarder beams, respectively (see Chapter 3). The 3D-MOT fiber splitter
[Canadian Instruments 954P] has two input and four output ports, while every output port







































































Figure 9: Hyperfine structure of the 87Rb D2 line. The relevant transitions addressed by the
three MOPAs in the 2nd generation laser system are marked in the figure. Switching fromMOT
to interfrometry operation is achieved via three acousto-optical modulators in the distribution
module. The second Raman frequency is produced from the master beam via an electro-optical
modulator in the Raman module. The hyperfine scheme and frequency offsets are adopted
from Ref. [71].
as well as the interferometry beams are delivered directly to the vacuum chambers. All fiber
connections use single-mode polarization maintaining fibers.
2.4 Vacuum Chambers
The vacuum setup consists of two chambers separated by a differential pumping stage (see
Figure 11), allowing for a pressure difference of up to three orders of magnitude. A high vacuum
(HV) area (2D chamber) is used for the atomic source and is operated slightly below the room
temperature vapor pressure of rubidium at 10−7mbar. It generates a pre-cooled beam of atoms
towards an ultra-high vacuum (UHV) chamber. The UHV region (3D chamber) is used to
capture the atoms, cool them to degeneracy and perform atom interferometry. Its pressure
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s γ = 6.928 ± 0.076 MHz
(a) 1st generation laser system

















s γ = 11.26 ± 0.33 MHz
(b) 2nd generation laser system
Figure 10: Comparison of detection line scans with the 1st and 2nd generation laser systems.
Figure (a) shows a single scan of the detection laser frequency detuning while imaging equally
prepared atomic clouds. The fitted Lorentzian linewidth of 𝛾 = 6.928 ± 0.076MHz is close
to the natural linewidth of the transition: Γ = 6.0666(18)MHz [71]. Figure (b) shows the
linewidth acquired with the 2nd generation system as an average over three identical scans. The
fitted linewidth of 𝛾 = 11.26 ± 0.33MHz is substantially wider due to the use of DFB diodes
with larger intrinsic linewidth. The increased noise in the second measurement is a result of
the digital and highly integrated lock electronics.
level is maintained at a few 10−11mbar by a 25 l/s ion pump [IGP Meca 2000] and two passive
vacuum pumps [VG Scienta SBST110, SAES Getters CapaciTorr D200].
The chambers are machined from a non-magnetic Titanium alloy [Ti-6AL-4V]. The dif-
ferential pumping stage between the two is a threaded copper rod with an 1.5mm aperture in
the center, which after 10mm expands conically with an aperture angle of 8° for another 30mm.
The conical part is partially replaced by a graphite tube to improve differential pumping. On the
2D side, the pumping stage has a 45° cutaway with a polished surface that grants upwards of
95% reflectivity at a wavelength of 780 nm.
2.4.1 2D Chamber
The 2D chamber has a cuboid shape with a head section that holds three CF-10 vacuum ports
for dispensers, a CF-16 vacuum port to access a Rb reservoir and a window for optical access
along the main axis of the chamber. The inner (outer) dimensions of the 2D chamber are
60mm × 20mm × 20mm (140mm × 74mm × 74mm).
The lateral chamber windows [N-BK7] are anti-reflection (AR) coated on the outside and
attached to the chamber via indium sealing. Each lateral axis has one linearly polarized input
beam that is expanded to a diameter of 18mm, split into two parallel beams and transformed
to circular polarization. After passing the chamber, rectangular 𝜆/4 waveplates, which are AR


























Figure 11: CAD drawings of chambers (left) and atom chip setup (right). The compact two-
chamber design is interconnected via a differential pumping stage. The three layers of the chip
setup are depicted in an exploded view.
two cooling regions along the longitudinal axis. Additionally, a pushing and a retarding beam
are counter-propagating along the longitudinal axis to create a 2D+MOT configuration. The
retarding beam is reflected off the differential pumping stage and hence has a 1.5mm cutaway
in its center. The magnetic fields for the 2D+MOT are provided by four coils in racetrack
configuration, generating a two-dimensional quadrupole field perpendicular to the atomic
beam.
2.4.2 3D Chamber
The 3D chamber has a cylindrical shape with outer dimensions of ø 102mm × 62mm. It has
eight viewports on its lateral surface, seven of which have indium-sealed windows [N-BK7] with
AR coatings on both sides. The window sizes grant a free aperture of 20mm. The remaining
port holds the differential pumping stage towards the 2D chamber. The axis perpendicular to
the differential pumping stage is used for absorption imaging. The atoms are illuminated from
the lower left viewport and detected via a charge-coupled device (CCD) camera that sits behind
a two-lens detection telescope on the upper right. The horizontal axis is used for a pair of MOT
beams while the vertical axis is used for atom interferometry.
The chamber features a large front window that grants optical access for two more MOT
beams. Each of these beams enters the chamber in an angle of 45° to the plane of the window and
is reflected by the atom chip [72]. A large aperture lens system [Thorlabs MAP105050-B] sits
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Figure 12: Wire topologies of the atom chip layers. Each layer features a different characteristic
wire width from 900 µm for the mesoscopic structures, to 500 µm for the base chip and 50 µm
for the science chip.
in front of the window, collecting light emitted by the atoms onto a photodetector[Hamamatsu
S5107]. An additional detection beam enters the front window at an angle of 52.5° to the plane
of the window and is reflected off the atom chip surface before it enters a second two-lens
detection telescope.
Three pairs of Helmholtz coils are attached to the outside of the 3D chamber, one of which is
wound around the chamber itself. The chip setup constitutes the back side of the assembly and
provides access to the vacuum pumps.
2.5 Atom Chip
Themagnetic fields for trapping the atoms are created by current carrying wire structures in
combination with magnetic bias fields [72]. Three layers of wire structures, each featuring a
different characteristic wire size, are used in the atom chip setup (see Figure 12).
The first layer holds the largest, mesoscopic structures which are constructed from Kapton
isolated 0.9mm diameter copper wires. These are used in the generation of the quadrupole
field for the 3D-MOT with a U-shaped layout [73] that comprises six windings of a single
wire. Additionally, three individual copper wires form an H-shaped structure to generate a
Ioffe-Pritchard (IP) type potential, that is used in the first magnetic trap.
The second layer base chip (BC) features intermediate sized gold wires of 0.5mm width,
electroplated onto a 35mm × 35mm Aluminum nitride substrate. A 25mm × 25mm science
chip (SC) forms the third and final layer with structures of 50 μm width. It is covered with a
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dielectric transfer coating [OIB Jena] to reflect two of the four MOT beams, creating a mirror
MOT configuration [72]. Its reflectivity at 780 nm was measured to be 97.7% at a 45° angle of
incidence. The base and science chip feature a set of four and five parallel wires, respectively,
in each case intersecting with one central orthogonal wire. They both offer an abundance of
possible U-, Z- and H-shaped trap configurations including dimple traps [74].
Previous experiments with mesoscopic structures observed an increase in the number of
captured atoms [73]. However, the ability to create high trap frequencies with the same structures
is limited, leading to slow evaporative cooling. Other experiments, that exclusively employ small
chip structures typically show fast evaporation performances but are highly limited by the initial
number of atoms [4]. The three-layer chip presented here is designed to bridge the gap between
these two scenarios by using traps composed of different chip layers to span a wide range of trap
configurations (see Chapter 3).
2.5.1 Biot-Savart Simulations
The magnetic field generated by the atom chip setup and the external bias coils is modeled
using Biot-Savart simulations. The exact modeling of the chip potential is necessary to guide
the transition between gravity and microgravity operation. Many of the targeted magnetic
field topologies in microgravity are unattainable in lab operation and the limited µg time is
insufficient to find the proper trap configurations experimentally. A detailed account on the
Biot-Savart simulations for the QUANTUS-2 apparatus can be found in Ref. [65].
2.5.2 Chip Coordinate System
The origin of the absolute coordinate system used in the following experiments is the center
point of the science chip, on top of its mirror coating. It is thus located just above the center of the
horizontal science shipwire structure. Fromhere, the 𝑧-axis is oriented perpendicular to the atom
chip surface, the 𝑦-axis points downwards parallel to the main capsule axis and the 𝑥-axes runs
along the horizontal wire structure. In the following, this absolute reference is referred to as the
chip coordinate system. Note that this location does not coincide with the central capsule axis nor
with the center of the magnetically shielded region in the capsule. The respected offsets between
the latter and the chip coordinate systems are (𝑥offset, 𝑦offset, 𝑧offset) = (+47.0, −55.5, −54.2)mm.
2.6 Detection
When atoms are exposed to near resonant radiation, they absorb and spontaneously re-emit pho-
tons from the probe beam. These two processes are widely used in absorption and fluorescence
imaging techniques [48]. In the QUANTUS-2 setup, absorption imaging is employed to visualize
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the atomic ensembles. The fluorescence signal of the atoms is used for some applications such
as monitoring the performance of the magneto-optical trap.
2.6.1 Absorption Imaging
Absorption imaging uses the variation in probe beam intensity through absorption by an
ensemble of atoms. The Beer-Lambert law gives the attenuation of light intensity 𝐼 along
the beam direction 𝑧′ as
d𝐼
d𝑧′
= −𝑛 𝜎 𝐼, (2.1)
















Here, 𝐼sat is the saturation intensity, which depends on the polarization of the probe beam
and the atomic alignment relative to a quantization field [71], Γ is the natural linewidth of the
transition and 𝛿 the detuning from the resonance frequency.



















The two-dimensional density distribution of the ensemble perpendicular to the beam direction
𝑧′ can thus be obtained by comparing the initial to the final beam intensity. The density, position,
size, shape and atom number can all be obtained from that distribution.
Experimentally, this is achieved by imaging a probe beam with 1/𝑒2 radius of 9mm on a
CCD-camera, once with and once without atoms in the beam (see Figure 13). The laser beam
has 𝜎+ polarization and the appropriate quantization field is applied using the 𝑥- and 𝑦-coils
with equal field strength, generating a field vector that is collinear to the beam propagation.
To reduce noise, a dark image is obtained and subtracted from both raw images of the probe























Raw Image Final Image
Figure 13: Schematics of the primary absorption imaging telescope. After the probe beam
passes the atomic cloud, it leaves the 3D chamber through a chamber window and is then
imaged onto a CDD-camera with a magnification factor of 1.8 using a two-lens telescope. Due
to the length of the optical system, the beam has to be folded over by a high-reflective mirror
in between the two lenses to fit inside the magnetic shield. A raw image of the probe beam
with distinct shadow from the atomic cloud is presented next to the final image, which was
acquired via (2.5). The figure was adapted from Ref. [65].
defined by the CCD chip [Hamamatsu C8484-15C]. The two identical detection telescopes for
absorption imaging by design have amagnification factor of 1.8, resulting in an effective pixel size
of 3.58 μm × 3.58 µm, while the total image area is 4.82mm × 3.67mm. The characterization of
the the primary imaging setup prior to integration yielded an imaging resolution of 5.52 µm [63].
A secondary imaging setup was added to the system in the course of the microgravity campaigns
and was characterized in Ref. [75]. The imaging resolution was determined to be 7.81 µm.
In both telescopes, the atoms are located in the focus of the first lens [Edmund Optics NT49-
957] while the CCD-chip is located in the focal plane of the second [Linos G322389525]. The
detection systems were optimized externally to ensure that the relative distances between the
lenses are properly set. After integration, the magnification of the system can be measured by
releasing an ensemble of atoms and tracing its free fall under gravity. Comparing the trajectory
to the expected acceleration yields the magnification factor of the setup. The telescope are then
optimized by imaging a small, low-density cloud and adjusting the distance between first lens and
atoms as well as between second lens and CDD-camera. Initially, the goal is to reduce the size of
the atomic cloud as much as possible by adjusting the distance to the first lens. Afterwards, the
atoms are imaged at varying detuning from resonance. Non-resonant imaging leads to a change
of the index of refraction over the atomic cloud causing distinct refraction patterns, particularly
if the atoms are not in the focal plane. The distance between the CCD-camera and the second
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Figure 14: Absorption images of an atomic cloud with varying detuning. The figures show the
size and shape of identically prepared clouds after 10ms TOF imaged at different detection laser
frequencies (1st generation laser system). In the top picture, all images are presented with the
same scaling while the bottom picture shows each image scaled individually for comparison.
lens is then adjusted successively until the shape and size of the cloud appears uniform over a
broad range of detunings, thus ensuring proper focusing of the atoms (see Figure 14).
The secondary detection telescope is identical to the one presented in Figure 13, the only
difference is that the probe beam is reflected of the chip surface mirror prior to entering the
telescope. For clarity, the two detection angles are contrasted in Figure 15. The position of the
atoms on images from two detection angles can be transformed back into the chip coordinate
system by using characteristic patterns that relate to the geometry of the system. In case of the
primary imaging setup those characteristic patterns are the diffraction fringes of the probe beam
on the chip edge as well as diffraction rings from static impurities in the detection path. For the
second imaging setup, the science chip wire structures dimly visible on all images are used as
reference (see Chapter 4).
The secondary absorption imaging setup is peculiar in showing the atomic cloud from two
different angles. Three-dimensional spatial information can thus be gained from the absolute
and relative distance of the two clouds on the image. Unfortunately, the polarization of the
probe beam and the atomic alignment via a quantization field can not be optimized for both
clouds at the same time. The same is the true for simultaneously imaging the atoms with both
imaging setups.
2.6.2 Fluorescence Detection
Another tool employed in the QUANTUS-2 apparatus is the detection of the fluorescence
signal of the atoms that is a result of re-emittance of absorbed radiation. To this end, a large-
aperture lens system [Thorlabs MAP105050-B] sits in front of the 3D-chamber front window
to collect photons onto a sensitive photo detector [Hamamatsu S5107]. The acquired photo
current is translated to a voltage and amplified using a low-noise transimpedance amplifier
[Femto DLPCA-200]. The solid angle of the lens system is 𝑑Ω = 0.286 sr. The sensitivity of the















Figure 15: Comparison of the two detection angles used for absorption imaging. The probe
beam for the primary imaging setup originates in the lower left viewport and passes the 3D
chamber in front of the atom chip setup at an angle of 45° in respect to the horizontal. For the
secondary detection angle, the probe beam originates outside of the large front window of the
3D chamber and enters at an angle of 52.5° with respect to the atom chip surface. The beam
passes the atoms twice, once before and once after reflection on the chip’s mirror coating. This
results in an a double image of the atomic cloud.











1 + 4 (𝛿/Γ)
2 + 𝐼/𝐼sat
. (2.7)
Details and characterization of the fluorescence imaging setup can be found in Ref. [63].
2.7 Magnetic Shielding
The susceptibility to magnetic fields is one explicit advantages of the alkali atoms prevalently
chosen in atom optics and atom interferometry. The ease of trapping and cooling the atoms in
magnetic potentials is one cornerstone in the preparation of pristine source for precise interfero-
metric measurements. However, during such measurements the susceptibility to magnetic fields
can introduce additional phase shifts in the interferometer and thus limit the accuracy. Bosonic
atoms such as 87Rb have the advantage of an𝑚𝐹 = 0 hyperfine state which is insensitive to the
first-order Zeeman effect. However, in dual species measurements, the differential second-order
Zeeman shift between two species is cause for concern. Additionally, the atoms remain in
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Figure 16: Illustration of the finite element mesh for the magnetic shield simulations. The
figure shows from left to right, the inner shield, the outer shield and the partially opened shield
assembly where the origin location is marked with a box. It represents the location of the atoms
in the 3D chamber in the finished setup. Adapted from Ref. [76].








Top access port radius 36
Auxiliary port 25 × 50
Table 4: Results of finite element simulations and measure-
ments of the magnetic field attenuation.
Direction
Q-1 attenuation Q-2 attenuation
Simulation Simulation Measurement
𝑥-axis 88 11944 658+
𝑦-axis 37 12987 221+
𝑧-axis 72 5875 117+
+ measured with an external magnetic field flux of 100 μT at a fre-
quency of 10Hz along the respective axis [65]
magnetically sensitive hyperfine states for the majority of the preparation process which can be
adversely affected at many stages. Excellent magnetic field control is especially important during
polarization gradient cooling, on the onset of cooling the atoms to Bose-Einstein condensation
(see Chapter 3) as well as during all subsequent transport, release and magnetic lensing proce-
dures (see Chapter 5 and Chapter 6). An additional peculiarity of performing quantum optics
experiments in the drop tower is the fact that the capsule traverses a 110m steel tube which may
cause a variety of magnetic field disturbances without proper shielding. This is why improving
on the shielding capabilities of the first generation was an expressed design condition.
The magnetic shielding for QUANTUS-2 consist of two cylindrical MuMetal layers with
2mm thickness. The inner and outer radii of the total shield assembly are 229mm and 265mm,
respectively. The inner and outer heights of the assembly are 375mm and 420mm, respectively.
Thus, the total volume of the shielded region is 0.062m3. Additional design parameters are
listed in Table 3. Each shield is segmented into six parts, the top and bottom base plates and
four side quadrants. An access port through the top of both shields is used for connecting the
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vacuum chamber setup to the vacuum pumps and sensor via CF vacuum tubing. Each shield
has a rectangular auxiliary access port on one of the quadrant segments for cable and fiber optic
connections.
The shielding factor of the MuMetal setup was determined via finite element simulation (see
Figure 16) prior to commissioning as well as measurements performed on the finished assembly
by the manufacturer. The results are summarized in Table 4. All simulations and measurements
are performed in close proximity to the origin of the chip coordinate system and thus to the
position of atomic ensembles in the experiments and not at the center of the magnetic shield.
The single-layer magnetic shield design for QUANTUS-1 was a late addition to the machine
and does not share the same favorable symmetric design of QUANTUS-2. The finite element
simulations of both designs suggest a two hundredfold average improvement in attenuation. The
measurements performed by the manufacturer show a striking divergence between simulated
and actual attenuation. This is especially true for the 𝑦-axis where the measured value is smaller
by a factor of 60. The auxiliary access port, visible in the rightmost image in Figure 16, is one
potential explanation for the discrepancy between the attenuation factors along 𝑥 and 𝑦. A
detailed account of the magnetic shield design and finite element simulations can be found in
Ref. [76].
2.8 Electronics
2.8.1 Laser System Stack
Themajority of the electronics used in the QUANTUS-2 capsule have been designed within the
LASUS project at the Universität Hannover [77]. The goal of the project is to develop miniatur-
ized electronics and laser systems for the use in quantum optics experiments in microgravity.
The so called T-Bus electronics share the form factor of the PC/104 standard and provide
all of the necessary components to operate a laser system. The 1st generation laser system is
run with a hybrid set of T-Bus and analog lock electronics, while the second generation relies
completely on the T-Bus standard. The electronics package consists of a single stack with 19
cards see Figure 17. They include laser and TA current drivers, temperature controllers for all
laser sources, frequency generation via direct digital synthesis (DDS) cards for AOMs, frequency
controllers for laser frequency stabilization and shutter drivers. The stack is connected to an
FPGA controller in the PXI computer control system and is set up and operated exclusively via
a software interface. Construction and configuration of the T-Bus stack happened alongside of






Figure 17: Picture of the assembled T-Bus stack prior to integration. The single stack holds
6 laser current drivers, 4 TA current drivers, 6 temperature controllers, 2 DDS-based AOM
controllers with 4 channels each, a frequency controller to stabilize 4 lasers and a shutter driver
with 8 channels. The total power consumption amounts to approximately 122W.
2.8.2 Computer Control System
The CCS operating the experiment is a commercial PXI system [NI PXI-1036DC, PXI-8183,
PXI-6723] equippedwith a field-programmable gate array (FPGA) [NI PXI-7854R] responsible
for timing control. Two camera link adapter cards [NI PXI-1428] are used to communicate
with and control the CCD-cameras used for absorption imaging. Additionally, the CCS possesses
an arbitrary waveform generator [NI PXI-5421] used to provide a RF signal for evaporative
cooling (see Chapter 3) and adiabatic rapid passages (see Chapter 4). The CCS is operated using
a custom LabVIEW GUI developed specifically for QUANTUS-2. A description of the interface,
the FPGA module and workflow of the control system can be found in Ref. [65].
2.8.3 Current Drivers, Current Response and Switching Times
The currents for the coils and atom chip structures are provided via commercial current drivers
[High Finesse BCS 10A], which are rated at a noise level below −108 dB VRMS between 0 and
2500Hz. The drivers provide currents of up to 10A and are supplied by dedicated batteries.
The modules are designed as chip current drivers for low-inductance loads and feature a pair of
4.7 µF capacitors to smooth the current output. Unfortunately, the capacitance of the drivers𝐶





Therefore, using the chip current drivers with the 𝑦-coil results in an oscillating current, damped
by the resistance of the coil. Figure 18 shows the measured step response of the 𝑦-coil. The fitted
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Figure 18: Switching dynamics of the
𝑦-coil with chip current driver with-
out additional circuitry. The figure
shows the step response for a 0A →
1A transition on a supply voltage of
13.9V. The current first crosses the
target value after less than 1ms, but
oscillates for another 8ms. Fitting
the damped oscillation yields a fre-
quency of 𝑓 = 740.1Hz.
(2.8). This behavior significantly inflates the settle time of the system and can cause serious
harm to current drivers.
The unwanted oscillations can be remedied by adding a secondary circuit loop with an
additional resistor 𝑅2 and capacitor 𝐶2 (see Figure 19). The increased total capacitance 𝐶 =
2 × 4.7 µF + 𝐶2 lowers the resonance frequency of the overall system which can be helpful in
achieving the desired current progression, which is the aperiodic case. Some of the coils only
require the additional damping provided by the extended circuit, while others need to be shifted
in frequency to attain the proper shape. For example, the unaltered 𝑧-coil step response runs
through two full oscillations before reaching its target value for the first time. Adding capacitance
to the system transforms the step response into a curve that can be turned into the aperiodic case
with sufficient damping (see Figure 20). The slope of the response function noticeably declines
with added capacitance. Thus, the switching time was intentionally increased to attain a clean
current response and avoid oscillations in the circuit. Furthermore, the slope depends on the
voltages provided to the current drivers which in turn depends on the charge of the designated
batteries.
The final step response functions of the three coil pairs after circuit extension are displayed
in Figure 21. With knowledge of the step response functions, calculated ramp shapes can be
translated into proper request functions that produce the desired current progressions. Thus,
even slow structures with high inductivity such as the 𝑦-coil can follow elaborate trajectories (see
Chapter 5). The characteristic response functions not only define the switching times but also
put restrictions on the steepness of the ramps. In contrast, the base and science chip structures
can both be switched in 175 µs without modifications. The extension parameters, switching
times and other characteristics are summarized in Table 5.
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Figure 19: Circuit concept for the
coil sets and current drivers. Each
coil has a characteristic inductance
𝐿 and resistance 𝑅1. These param-
eters are measured at the interface
to the current driver and include
feedthroughs, cables and connectors.
The secondary loop changes the be-
havior of the system by extending
the capacitance and adding damp-
ing to the system. The inherent ca-
pacitance of the current drivers is






Current DriverCoil Circuit Extension
C1
Figure 20: Switching dynamics of the
𝑧-coil for varying total capacitance𝐶.
The figure shows the step response
for a 0A to 1A transition on a sup-
ply voltage of 6.9V. All of the curves
were measured without additional
damping (𝑅2 = 0). The resonance
frequency 𝑓0 for the final configura-
tion (red curve) was reduced by a fac-
tor of 2.5 compared to the original
setup (blue curve).
C2 = 0, f0 = 2.48 kHz
C2 = 10 µF, f0 = 1.73 kHz
C2 = 30 µF, f0 = 1.21 kHz
C2 = 50 µF, f0 = 0.99 kHz
















2.8.4 Programmable Chip Fuse
A programmable electronic chip fuse connects the current drivers to the chip structures and coils.
Its main purpose is to protect the atom chip from excessive current and prolonged current load.
This is achieved by requiring a trigger signal to run any currents, disconnecting the structures
after a set maximal time and setting a dead time in between runs during which no new trigger
signal is accepted. Additionally, the fuse device can disconnect all current carrying structures
via trigger signals, which is a necessity manage residual currents and magnetic field gradients in
the experiments (see Chapter 5). The design and characterization is documented in Ref. [78].
2.8.5 Batteries and Power Consumption
The capsule is powered by lithium iron phosphate (LiFePo4) accumulators [LiNANO 10 Ah 3.2 V
LiFePo SL-FHC (5C) 140 mm]. Each cell (S) has a characteristic buffered (unbuffered) voltage
of 3.45 (3.2)V. The following cell configurations and voltages are used in the apparatus: +1S,
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Figure 21: Measured step response
of the coils after circuit extension.
All three coils are critically damped
and respond according to the aperi-
odic case with settle times of 0.6ms,
2.5ms and 1.2ms for the 𝑥-, 𝑦- and
𝑧-coil, respectively. The 𝑧-coil shows
the least amount of overshoot due
to the significant increase in capaci-
tance from the circuit extension.
±2S, ±4S and ±6S. The load is unequally distributed over the voltages and the battery run-time
of the system is mostly limited by the +2S and +4S power lines. Thus, the run-time could easily
be extended further by optimizing the battery concept. The current drivers have their own
separate battery supply with the available voltages listed in Table 5. The second CCS, which
is part of the capsule base structure, has its own dedicated batteries with a voltage of 28V. A
detailed account of the battery concept can be found in Ref. [79].
The power consumption of the entire setup in operation (idle) is 363.9 (314.7)W. Here, the
idle state refers to a configuration where all components are switched on but no sequence is
running. On the current battery setup the capsule can be run in continuous sequence mode for
four hours at a time without recharging (see Chapter 4).
2.9 Remote Control and Automation
The apparatus is controlled remotely via LAN or WiFi connection, to a desktop PC for ground-
based operation or to a laptop PC for drop tower operation. Via the remote PC, the system can
be accessed from any place with an internet connection. Due to the complete digitization of the
electronics interface, all day-to-day operations of the apparatus, such as switching it on and off,
performing measurements and sequence optimizations can be done remotely. The complete
autonomy of the setup is a necessary feature to ensure successful operation in the drop tower,
where manual excess to the experiment is unavailable. The stability of both laser systems due
to their compactness and modularization paired with integrated laser sources, reduces their
maintenance demand substantially. Under normal conditions, the setup can run for weeks
without the need to optimize the fiber couplings. This ruggedness of the apparatus is paramount




Table 5: Properties of the various current carrying structures used in the experiment.
Structure 𝑅1 𝐿 𝐶1 𝐶2 𝑅2 Response Max. voltage Settle time
Ω mH µF µF Ω G/A V ms
Base-Z 0.5 – – – – – 6.9 (6.4) 0.175
Science-Z 1.0 – – – – – 6.9 (6.4) 0.175
Meso-H 0.332 – – – – – 13.9 (12.8) 0.15
𝑥-coil 0.603 0.177 9.4 30.0 5.08 1.928 6.9 (6.4) 0.6
𝑦-coil 2.55 4.676 10.0+ 20.0 31.97 14.303 13.9 (12.8) 2.5
𝑧-coil 0.875 0.438 9.4 50.0 3.33 6.946 6.9 (6.4) 1.2
+ the intrinsic capacitors of the 𝑦-coil current driver (HF-5) were removed and replaced by an second external loop
with 𝐶 = 10 µF and 𝑅 = 22Ω
Additionally, the apparatus can perform self-optimization routines using a genetic algo-
rithm [80, 81]. The algorithm creates sets of parameters in preset intervals and evaluates the
fitness of the set using a measurement quantity arbitrarily chosen by the experimenter. This
quantity can simply be a fluorescence signal or, using a more sophisticated approach, the size
or density of an atomic cloud as determined from fitting absorption images. After sorting
the results of a given number of sets (one generation), the most successful ones reproduce to
future generations. Random mutations of the parameter sets ensure that the algorithm does not
converge on local maxima. This method has proven very useful in cold atom experiments due
to the complexity of such setups [82]. Atom chip experiments specifically benefit from such a
routine, as most experimental sequences require a large number of interdependent parameters
that simply can not be optimized sequentially in a reasonable time frame. In the QUANTUS-2
apparatus, the algorithm is used to optimize the chip-MOT sequence, the transfer from chip-
MOT to the magnetic trap and the RF-frequency evaporation to BEC (see Chapter 3). A detailed
description with measurement examples can be found in the appendix of Ref. [65].
2.10 Summary
A second generation, compact BEC machine was created, building on the successes of the
QUANTUS-1 payload [4]. The payload volume of0.32m3 was reduced by a factor of two com-
pared to the previous generation, while significantly increasing the complexity of the apparatus.
The total weight of 453 kg and power consumption of 363.9W are well within the restrictions
set by the drop tower facility and allow for autonomous, mobile operation for four hours at a
time.
Two laser systems have been developed for the use in QUANTUS-2. The 1st generation system
was used for the ground-based pre-studies and has since been passed on to the third and fourth
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apparatus within the QUANTUS collaboration, the sounding rocket payloads MAIUS-A and
MAIUS-B. The 2nd generation laser system is even more highly integrated, with the rubidium
part of the two-species system filling only half of a single capsule platform. At the same time, it
delivers Raman and Bragg atom interferometry options and is designed to be operated in the
catapult mode of the drop tower.
Key features and improvements of the presented apparatus are the new dual-chamber source
design, with a multi-layer atom chip setup. Two detection angles for absorption imaging,
one of which uses the chip surface mirror to detect a double image, in principle allow for
3D reconstruction of the atomic clouds. The magnetic shielding was significantly improved
with respect to the previous apparatus, promising sufficient isolation from external magnetic
fields to perform high-precision measurements in the drop tower. Newly developed compact
electronics play a significant role in the ongoingminiaturization efforts and enable the completely




Rapid Production of Large BECs with Atom Chips
This chapter will outline the experimental steps to produce BECs with high atom number in less
than two seconds, using steep trapping potentials provided by an atom chip. Generally, chip
traps feature high trap frequencies over small volumes and thus are excellent tools for rapid
evaporative cooling ofmoderately small atomic clouds. ProducingBECswith high atomnumbers
akin to macroscopic coil setups and dipole traps requires considerable efforts in bridging the
spatial mismatch between large laser-cooled ensembles and small chip trap topologies. This is
accomplished by loading amulti-layer chip setup directly from a vapor cell source with adjustable
atomic beam parameters. The different characteristic structure sizes of the individual layers
allow for sequential compression of large atomic samples into the final magnetic trap. Here,
the atoms are cooled to quantum degeneracy at high collision rates on the verge of the inelastic
regime.
The experimental sequence for the rapid production of BECs can be divided into five steps, as
illustrated in Figure 22. The synergy of the tunable atomic beam source with the custom atom
chip setup stands out as one of the most important technological improvements with respect to
the predecessor experiment QUANTUS-1. The novel loading scheme plays to the advantages
of both state-of-the-art vapor cell sources and atom chip technology, with the multi-layer chip
design as the crucial link between them.
3.1 Loading of the Chip-MOT
The experimental sequence to prepare ultra-cold clouds of 87Rb begins with collecting atoms
from a background vapor using a two-stage magneto-optical trap (MOT) [83]. The apparatus
is equipped with a rubidium reservoir as a vapor source. The temperature of the reservoir is
maintained at approximately 70°C and the vapor pressure inside the 2D chamber equilibrates
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Figure 22: Source scheme to prepare 4×105 quantum degenerate atoms in 1.6 s. Five absorption
images of the atoms illustrate the steps involved. The chip structures used as well as the
simulated magnetic field are shown below the images. The trap bottom has been subtracted for
the magnetic traps. All chip configurations are used in conjunction with external bias fields.
À After 500ms 1 × 109 atoms are loaded into the chip-MOT.ÁThe atoms are compressed and
molasses cooled to 20 µK. Â 2 × 108 atoms can be captured in the initial magnetic trap, formed
by the mesoscopic H and a base chip Z structure. ÃThe trap is compressed by switching
from the mesoscopic H structure to a science chip Z structure, while keeping the base chip Z
switched on. Ä During evaporation to BEC the trap is decompressed once to avoid losses from
inelastic collisions.
around 8 × 10−8mbar. In this environment, an atomic beam is generated and guided to the 3D
chamber that is maintained in UHV.
3.1.1 2D+MOT
A conventional 2D-MOT collects and cools atoms along its longitudinal axis without manipu-
lating the longitudinal velocity component of the atoms. The only modification to the thermal
Maxwell-Boltzmann distribution stems from the aperture, i.e. the differential pumping stage
the atoms need to pass to reach the UHV chamber. A small number of atoms have the correct
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⟵ Δf = 43.3 MHz ⟶
2σ = 8.65 MHz
Figure 23: Exemplary scan of the longi-
tudinal velocity profile of the 2D+MOT.
The signal was fitted with the sum of
two Voigt distributions, both of which in-
clude the natural linewidth of the tran-
sition. The mean standard deviation of
both Gaussian components 𝜎 gives the ve-
locity spread of the atomic beam, while
the frequency difference of the peaks Δ𝑓
gives the mean longitudinal velocity via
(3.2). The inferred atomic beam velocity
and 2𝜎 uncertainty are 𝑣 = 23.89m/s and
11.24m/s, respectively.
initial trajectory to pass the aperture without being affected by the cooling beams (funneling).
Atoms with very low longitudinal velocity may experience too much transverse drift to pass the
pumping stage, resulting in a cut-off velocity.
The flux of a 2D-MOT can be increased by adding a pushing beam along the longitudinal axis.
Not only does the radiation pressure of the beam push more atoms over the velocity threshold,
it also redirects atoms previously traveling in the opposite direction. However, the increase in
flux which scales with the pushing beam power also elevates the mean velocity of the atomic
beam. A 2D+MOT [84] provides control over the longitudinal velocity profile by employing
an unbalanced pair of counter-propagating laser beams along the longitudinal axis, the pusher
and the retarder beam. The retarder beam is reflected of the differential pumping stage and
hence has a cutaway in its center corresponding to the aperture. The beam pair simultaneously
cools the atoms along the axis and guides them through the differential pumping stage. Using
this technique, the flux can be increased by an order of magnitude while gaining control over
the longitudinal velocity profile. Thus, the performance of the source can be increased without
putting harsh demands on the capture velocity of the 3D chip-MOT, which is characteristically
low.
The performance of the 2D+MOT can be characterized by measuring the fluorescence of
resonant probe light intersecting with the atomic beam in the 3D chamber. The probe beam
is aligned at an angle of 45° with respect to the atomic beam axis. The atomic flux Φ in the
detection volume can be obtained from the magnitude of the fluorescence signal on a photo
diode (PD):
Φ ∝ Δ𝑆 ⟨𝑣⟩ , [Φ] = atoms/s, (3.1)
where Δ𝑆 is the PD signal and ⟨𝑣⟩ the mean longitudinal velocity.
The mean longitudinal velocity ⟨𝑣⟩ is measured by retro-reflecting the probe beam, effectively
creating a beam pair [85], and scanning its frequency over the resonance of the cooling transition
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Figure 24: Capture volume of the chip-
MOT. The red curve shows the estimated
cooling light intensity along the atomic
beam axis. The grey curve plots the mag-
nitude of the magnetic field from Biot-
Savart simulations of the chip potential.
The atoms experience significant deceler-
ation only over a 15mm distance in the
center of the MOT. The small capture vol-
ume limits the capture velocity of the chip-






































(see Figure 23). Due to the Dopplershift, different velocity classes are resonant with the probe
light at different detunings, yielding a velocity distribution convoluted with the natural linewidth
of the transition. It features two peaks, one for each of the two counter-propagating beams. The






Thewidth of the velocity distribution can be estimated from the width of the Doppler component
of a Voigt distribution fitted to the profile. Alternatively, the full velocity distribution can be
obtained from switching of the atomic beam and measuring the arrival time of the atoms with
the probe beam [84].
The magnitude of the fluorescence signal was used to find the optimal cooling light detuning
of −18MHz and magnetic field gradient of 19.8G/cm. The magnetic field coils were adjusted
individually to maximize flux through the differential pumping stage and compensate for small
inequalities in laser power balance stemming from the mirror MOT configuration. The per-
formance of the 2D+MOT does not saturate at the total cooling laser power of 120mW that is
currently available in the setup.
The longitudinal velocity profile of the atoms can be manipulated by changing the pusher-
retarder power ratio (P/R) and the ratio between transverse and axial cooling power (T/A) [85].
The capture velocity of the chip-MOT was found to be limited to approximately 30m/s by
simulating the capture process through solving the equation of motion of the atoms numerically.
This relatively low value is caused by the small beam diameters of 18mm and the fact that the
magnetic field only has a true quadrupole shape in the vicinity of the trap center (see Figure 24).
Therefore, the velocity profile of the source was tailored to the capture performance of the
chip-MOT with final power ratios of P/R = 4 and T/A = 18.
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3.1.2 Chip-MOT
Capture Volume and Velocity
The chip-MOT configuration has been modeled to find its capture velocity in dependence of
applied currents, bias field strengths, laser power and detuning. Due to the small size, the chip-
MOT features a low capture velocity in comparison to typical macroscopic devices. Increasing
the beam diameter at constant intensity is the easiest way to increase the capture velocity, but
in our compact setup the maximal size is hard set by the size of the vacuum chamber and its
windows. The magnetic field gradient and laser detuning can be adjusted to improve capture,
but their parameters also significantly influence the total atom number in the MOT.Thus, it is
more convenient to manipulate the velocity profile of the atomic beam from the 2D+MOT to
efficiently load into the chip-MOT.
The deceleration dynamics are given by the radiative interaction of the atoms with the MOT






1 + Ω𝑠0 + (2𝛿±/Γ)2
(3.3)
with
𝛿± = 𝛿 ∓ kv ± 𝜇𝐵/ℏ. (3.4)
Here Γ is the natural line width of the cooling transition for 87Rb, 𝛿 the laser detuning from
the resonance of that transition, 𝑠0 = 𝐼/𝐼sat the saturation parameter, Ω the Gaussian intensity
distribution of the laser beams, k the wave vector of the laser, v the velocity of the atoms. 𝐵 is the
magnetic field magnitude along the atomic beam as seen by the atoms coming from the source
(see Figure 24) and 𝜇 = 5/6𝜇B denotes the effective magnetic moment of the atoms, where 𝜇B is
the Bohr magneton.
Since there is no laser beam in the 3D chamber counter propagating to the atoms and the
beam diameters are small, the cooling force is highly position dependent and most cooling
happens close to the trap center. The capture velocity for the chip-MOT configuration has
been simulated for varying cooling light intensity. In our setup, up to 15 𝐼sat of laser power are
available. However, due to the small beam diameter an increase in power does not significantly
improve capture due to saturation.
Atom Numbers
The loading rate of the 3D-MOT was measured using its fluorescence signal (see Figure 25). The
MOT starts to fill with the initial flux but saturates fast as the atomic clouds becomes denser
and partially non-transparent to the cooling light. Additionally, the rescattered light from the
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Figure 25: Loading rate and decay of the
chip-MOT.The initial loading of the 3D-
MOT features an effective flux of 1.4 ×
109 atoms/s. The total atom number sat-
urates at 2.5 × 109 atoms after four sec-
onds. The lifetime of the MOT is approx-
imately 5.5 s, limited by laser beam im-
balance of the mirror MOT configuration.
The achieved atom numbers are compa-
rable to typical macroscopic lab experi-
ments.

















atoms creates radiation pressure from within the MOT, further limiting its density. Close to
saturation, the total density remains constant and an increase in atoms causes the cloud to grow
in size much faster. In its saturated state, the effective flux Φ(𝑁) is equal to the atom loss from
the trap, and the time derivative of the atom number
𝑑𝑁
𝑑𝑡









𝑑3𝑟 𝑛2(r, 𝑡) (3.5)
becomes zero. Here 𝜏bg and 𝜏Rb are the lifetimes associated with collisions with the background
gas and other rubidium atoms, respectively, and𝛽 is the loss coefficient for light assisted collisions.
These light assisted losses scale with density and are therefore integrated over the density profile
𝑛(r) of the trapped atoms. Since the MOT is being loaded from an atomic beam and the
background pressure in the 3D chamber is less than 10−10mbar, light assisted collisions are the
dominant loss mechanism. Accordingly, the cooling light power cannot be increased arbitrarily
to enhance the flux and the highest atom numbers in the 3D-MOT are found at a moderate
cooling light power of 15mW in each of the four MOT beams.
In its final configuration, the 3D-MOT features magnetic field gradients of(𝐵′𝑥, 𝐵′𝑦, 𝐵′𝑧) ≈
(6, 20, 20)G/cm and a cooling laser detuning of −20MHz. Optimized for highest atom number,
the initial flux of atoms is 1.4 × 109 atoms/s and the MOT saturates at 2.5 × 109 atoms after
4 s (see Figure 25). However, the loading can also be optimized for shorter times, featuring a
higher initial flux while saturating at a lower total atom number. A typical MOT loading phase
prepares about 1 × 109 atoms in 500ms. This phase can be reduced to as little as 150ms without
a significant decrease in BEC performance, as the transfer to the magnetic trap is the most
critical step of the loading process.
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3.2 Compression MOT and Optical Molasses
After MOT loading, the center of the cloud is located at a distance of approximately 3mm from
the chip surface. Several measures are employed to optimize loading into the first magnetic trap
which is centered only 500 µm away from the atom chip.
First, the cloud is compressed by reducing themagnetic field gradient to 3G/cm and increasing
the detuning to −48MHz. The atoms are then shifted towards the chip by adjusting the bias
field. The entire process lasts approximately 40ms. Since the cloud diameter is still 1mm at
this time, it is not possible to match the cloud position and the magnetic trap position perfectly
without moving a portion of the atoms into the chip.
Second, the atoms are subjected to a brief cooling period in an optical molasses [86]. To
this end, the magnetic field is switched off and light detuned by −116MHz from the cooling
transition is applied for 2ms. The final temperature of the cloud is 20 µK. Smaller molasses
temperatures cannot be obtained in our setup due to the inherently poor beam balance in the
mirror MOT configuration.
Third, the atoms are optically pumped into the |𝐹 = 2, 𝑚𝐹 = 2⟩ state by applying cooling
light with a linear frequency sweep from −265 to −244MHz over 0.73ms. This state preparation
pulse increases the number of atoms transferred to the initial magnetic trap by a factor of three.
3.3 Magnetic Trapping
3.3.1 Transfer to Initial Magnetic Trap
Efficient transfer into the first magnetic trap depends on several parameters: co-location of
atoms and trap, trap volume and mode matching. Mode matching is achieved by minimizing
the change in entropy Δ𝑆 ≥ 0 and thereby heating caused by the transfer. Ideally, the phase










should be conserved to the thermalized magnetically trapped ensemble. Here, 𝑛0 is the peak
density,Λ the thermal de Broglie wavelength, 𝛾 = 3/2 the effective volume of a harmonic trap and
𝑆/𝑁 the entropy per particle [87]. Assuming instantaneous transfer and a normally distributed
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Figure 26: Number of atoms captured in
the magnetic trap in dependence of MOT
loading time. The atom number were de-
rived from fitting the cloud profiles from
absorption images after a holding time of
500ms in the magnetic trap. The num-
ber of transferred atoms is saturated after
500ms. Loading times as short as 150ms
are equally feasible, as the temperature of
the transferred cloud also increases with















where 𝑘B is the Boltzmann constant and𝑚 the particle mass [74]. In this case, an optimal transfer
would require trap frequencies of approximately 6Hz, which is not feasible in the presence of
gravitational sag. Instead, the atoms are transferred into a IP type trap with trap frequencies
(8.2, 58, 62)Hz, generated by the mesoscopic H structure, a base chip Z structure and the 𝑦-coil.
After transfer, the temperature increases by a factor of two. A transfer efficiency of 25% is
recorded for saturated MOTs. The efficiency deteriorates with the number of atoms, i.e. smaller
clouds can be transferred more efficiently. The highest number of atoms transferred is 2 × 108.
In summary, the transfer is limited by the spatial mismatch of cloud and trap center, the
inability to use the correct trap frequencies and the depth of the magnetic trap. Both the
spatial mismatch and the gravitational sag can be circumvented by operating the experiment in
microgravity, where shallow enough traps can be used at larger distances from the atom chip.
3.3.2 Transfer to Final Magnetic Trap
Once the atoms are confined in a magnetic trap and have reached thermal equilibrium, they
are transferred adiabatically to the final trap configuration in two steps. First, the atoms are
loaded into a superposition trap of the base chip Z structure and a science chip Z structure, by
simultaneously switching off the mesoscopic H while switching on the science chip over25ms.
Afterwards, the trap is compressed by increasing the bias current and the atoms are pulled closer
to the chip over 100ms. The final trap features trap frequencies of (20.6, 1779, 1783)Hz and the
temperature increases to 180 µK. The initial PSD is 10−5 at an elastic collision rate of 500Hz.
3.4 Evaporative Cooling to BEC
After transfer to the final magnetic trap, the atoms are cooled towards the critical temperature
for Bose-Einstein condensation by selectively removing atoms with more than the average
energy from the trap using radio frequency (RF) photons [88–90]. To this end, an RF source
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is connected to a dedicated U-structure on the base chip. Starting from 18.8 dBm, the output
power is continually attenuated to less than 1 dBm at the end of the evaporation sequence.





the energy 𝜖 of the ensemble follows a Boltzmann distribution
𝑓(𝜖) = 𝑛0 Λ
3 𝑒−𝜖/𝑘B𝑇, (3.9)












and the number of atoms up to a given threshold energy 𝜖𝑡 can be expressed as [91]:




















Applying an RF knife with frequency 𝑓 limits the total energy for trapped atoms to
𝜖𝑡 = |𝑚𝐹| ℎ(𝑓 − 𝑓0) = 𝜂 𝑘B𝑇 (3.13)
by coupling atoms with higher energies to untrapped states and thus evaporating them from
the trap. Here, 𝑓0 is the resonance frequency at the bottom of the trap and 𝜂 is called the
truncation parameter. The distribution (3.12) can be measured by truncating at various energies
and recording the remaining number of atoms. Fitting (3.12) to the experimental data yields the
total number of atoms, the trap bottom frequency and the temperature (see Figure 27).
After truncation, the ensemble rethermalizes through elastic collisions and arrives at another
energy distribution with lower temperature. To remove the same amount of energy over time,
𝜂 is held approximately constant and 𝑓 is ramped down exponentially. We break down the
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Figure 27: Cumulative atom num-
ber distribution over the truncation
parameter 𝜂 = 𝜖/𝑘B𝑇. The solid line
is a fit of equation (3.12) to atom
number data acquired by truncat-
ing the distribution at various ener-
gies. For efficient evaporative cool-
ing, truncating at energies > 4.59 𝜂
is desirable. For minimal atom loss
the truncation energies should ex-
ceed 8 𝜂.
exponential frequency ramp into five linear ramps to be more flexible towards the conditions in
each phase and optimize the efficiency of the cooling process step by step.
Generally, it is desirable to use a truncation parameter as high as possible to keep atom loss to a
minimum. However, in the presence of other loss mechanisms the optimal truncation parameter
and thereby maximal evaporation efficiency must be obtained from a comprehensive model
of the process. The efficiency found experimentally for our optimized sequence is depicted in
Figure 28a.
Efficiency Model
The figure of merit for efficient evaporative cooling is the ratio between the change in PSD to





If we assume perfect forced evaporation, i.e. every atom with an energy higher than 𝜂 𝑘B𝑇 is





for a three-dimensional harmonic potential [92]. Here, 𝛼 is the ratio between a change in tem-
perature and a change in atom number, 𝜆 the ratio between the time constant of the evaporation
and the elastic collision time and 𝑅 the ratio of elastic to inelastic collisions. The functions 𝛼(𝜂)
and 𝜆(𝜂) are independent of 𝑅 and can be obtained from a suitable model [92]. For arbitrary
values of 𝜂 these functions need to be expressed in terms of incomplete gamma functions 𝑃(𝑛, 𝜂)
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to reflect the truncated Boltzmann distribution of the energy [93, 94]:
𝛼(𝜂) =
1 + 𝜂 − 𝑃(5,𝜂)
𝜂𝑃(3,𝜂)−𝑃(4,𝜂)
− 3𝑅(3, 𝜂)
3𝑅(3, 𝜂) + 3(1 −
𝑃(5,𝜂)
𝜂𝑃(3,𝜂)−𝑃(4,𝜂))(1 − 𝑅(3, 𝜂))
,










𝑑𝑡 𝑡𝑎−1 𝑒−𝑡 (3.17)
and 𝑅(𝑛, 𝜂) is given by
𝑅(𝑎, 𝜂) =
𝑃(𝑎 + 1, 𝜂)
𝑃(𝑎, 𝜂)






Using equations (3.15) and (3.16), the evaporation efficiency 𝛾(𝜂, 𝑅) for perfect forced evapora-
tion in a three-dimensional harmonic potential has been plotted in Figure 28b for the two trap
configurations in use and their respective value of 𝑅.
Collision Rates
Having derived analytical expressions for 𝛼(𝜂) and 𝜆(𝜂), it is evident from (3.15), that in a system
where 𝜂 can be chosen arbitrarily, the maximum efficiency 𝛾max only depends on 𝑅, the ratio of
good to bad collisions.
The good collisions are those between two trapped atoms in the same spin state which lead to
rethermalization without atoms being lost from the trap. This process has the per atom rateΓel.
The relevant inelastic processes are collisions with atoms from the background gas with rate Γbg








Since Γbg is generally constant over the evaporation process, maximizing 𝑅means increasing
the elastic collision rate as much as possible while staying dilute enough to not give rise to
three-body collisions. For this reason, the trap is initially compressed to trap frequencies of
(20.6, 1779, 1783)Hz to maximize the elastic collision rate. As the ensemble grows more and
more dense, the trap is decompressed to trap frequencies of (23.3, 696, 701)Hz after four ramps
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Figure 28: Evaporation performance. Figure (a) shows the phase space density of the ensemble
over the atom number after each of the linear RF ramps. The 𝛾 factor has been averaged over
the ramps in each trap configuration (dark blue and light blue). Figure (b) plots the modeled
efficiency 𝛾(𝜂, 𝑅) for the respective values of 𝑅 shown in Figure (c). The attained efficiencies are
close to the maximum values predicted by the model. The entire sequence is performed deep
in the runaway regime bounded by 𝑅min.
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of evaporation, at the onset of three-body collisions. These two trap configurations are color
coded in dark blue and light blue, respectively, in Figure 28.
However, in the presence of other loss mechanisms, e.g. due to the limited trap depth,𝑅 can
more generally denote the ratio of the lifetime of the ensemble over the elastic collision time.
For the data presented, the lifetime in the trap averaged over the entire sequence was measured
to be 2.84 s.
For runaway evaporation with constant or increasing elastic collision rate, a lower limit for 𝑅





Figure 28c plots the theoretical bounds set by 𝑅min using equations (3.16) and (3.20), together
with the measured values of𝑅 for each step of the evaporation sequence. The runaway regime for
a three-dimensional harmonic potential starts at 𝜂 > 4.59. Beyond a truncation energy of 𝜂 = 8,
𝑅min starts to increase rapidly as very few atoms populate the high energy tail of the distribution.
Operating in this quasi-static regime offers minimal atom loss but generally requires lifetimes
greater than 30 s at the trap frequencies we employ.
While we are operating close to the maximum efficiency as predicted by the model, we are
clearly limited by the lifetime of the ensemble. Higher efficiencies and atom numbers may be
obtained if the vacuum quality can be improved and the evaporation sequence can bemaintained
in the quasi static regime.
3.5 Comparison
Since the first demonstration of BEC in 1995 [90], the rate of generating quantum degenerate
gases has increased steadily. The fastest BEC machines published to date are compared in
Figure 29. These experiments either employ an atom chip (circles) or a dipole trap (squares) for
fast and efficient evaporation. Recently, BEC machines are not only getting faster but have also
become much more compact [4, 95]. They have since crossed the divide from lab experiments
to mobile and transportable devices (semi-filled symbols).
The fastest previously reported apparatus features a repetition rate of 1Hz with 1.5 × 104
atoms in the condensed phase, using an atom chip [96]. The fastest BEC in a dipole trap was
produced in 1.6 s with an atom number of 5×104 [102]. To study the overall performance of our
setup, we optimized the BEC production for three scenarios: À fast BEC production,Á BEC at
1Hz repetition rate andÂ highest atom number in the BEC. The shortest production time can
be achieved by reducing the MOT loading time to 350ms and the duration of the evaporation to
450ms. Within a total time of 850ms the apparatus is able to produce BECs of 4×104 atoms. For
a direct comparison with the previously fastest BEC machine, we optimized the atom number at
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Figure 29: Comparison of the fastest BEC machines. Circles mark atom chip based experi-
ments [95–98], squares indicate experiments using dipole traps [99–103]. Ref. [101] describes
a 84Sr experiment. Ref. [102] marks a recent dipole trap setup using 174Yb. Ref. [103] is a hybrid
apparatus using a magnetic quadrupole trap and a dipole trap to evaporatively cool metastable
4He. All other experiments use 87Rb. Semi-filled symbols mark compact and transportable
setups. The performance of the QUANTUS-2 apparatus is represented by three cases,À –Â.
a production rate of 1Hz. With aMOT loading time of 450ms and a duration of the evaporation
of 500ms, we are able to produce ensembles of 1 × 105 atoms. While our setup produces the
highest atom number overall among the fastest BEC machines, its flux of condensed atoms is
also on par with the best lab-based devices [104, 105].
These results can be improved further, both in terms of speed and atom number. The biggest
handicap for the data presented was the vacuum quality and thereby the lifetime of the atoms.
Improving the vacuum quality could reduce the MOT loading time to as little as 150ms. A
similar improvement can also be achieved by increasing the 2D cooling laser power. An increase
in lifetime would also lead to higher evaporation efficiencies and thus higher atom numbers.
Another approach to increase the atom number in the BEC is to improve the mode matching of
the laser cooled atoms with the initial magnetic trap, resulting in a higher initial PSD.This could
be achieved by reducing the molasses temperature further or by operating the experiment in
microgravity, where the optimal mode matching conditions can be met thanks to the absence of
gravitational sag. Consequently, producing BECs of 106 atoms at a 1Hz rate is feasible if these
technical issues are addressed.
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Figure 31: Energy of the adiabatic states
over the relative detuning of the RF field.
To the left of the resonance, the𝑚𝐹 states
are sorted from𝑚𝐹 = +2 at the top (pur-
ple) to𝑚𝐹 = −2 at the bottom (blue). The
slopes of the curves over the progression
of the plot signify equal𝑚𝐹 states, while
the different colors mark the adiabatic
states. Thus, a RF ramp over the entire
plot range transforms an𝑚𝐹 = +2 input
state into an𝑚𝐹 = −2 output state.
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Figure 30: Absorption images of the𝑚𝐹
state population over a RF sweep.
After creation of the BEC, the 87Rb atoms remain in the
magnetically sensitive |𝐹 = 2,𝑚𝐹 = 2⟩ hyperfine state.
A useful tool for reliable population transfer to other
substates is an adiabatic rapid passage (ARP) [106]. The
transfer is achieved by applying a RF signal to manip-
ulate the eigenstates of the system. With appropriately
chosen frequency, magnetic bias field and RF power,
the original (diabatic) states can be connected via the
dressed states (see Figure 31). Detailed calculations of
the eigenstates for the 87Rb |𝐹 = 2⟩manifold under RF
dressing can be found in Ref. [107]. An concise account
on the experimental optimization in our setup can be
found in Ref. [79]. Figure 30 shows the adiabatic pop-
ulation transfer of a BEC initially in 𝑚𝐹 = 2 to other
substates via an RF sweep.
3.7 Summary
The novel source setup and loading scheme is a drastic improvement to the predecessor experi-
ment with a factor of 40 improvement in total atom number and a 12 times shorter preparation
time [4]. It generates Bose-Einstein condensates of 4×105 87Rb atoms every 1.6 seconds, a flux
that is on par with the best lab-sized devices. Ensembles of 1×105 atoms can be created at a
1Hz rate. The speed of the setup allows for a much more efficient use of the µg time available in
the drop tower, where the data rate can now be doubled in drop operation and quadrupled in
catapult operation.
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The significant decrease in BEC production time paired with competitive atom numbers
allows for many interesting applications, in both mobile and lab-based experiments. Using
ultra-cold atoms as test bodies in atom interferometry is the most obvious implementation. The
small momentum width of degenerate atoms is a clear advantage with respect to the efficiency of
atom-light-interaction based beam splitters, since the phase sensitivity of an atom interferometer
is fundamentally limited by the fidelity of momentum transfer in an atom-based sensor [47].
Additionally, themomentumwidth is highly relevant formagnetic and optical lensing techniques,
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Mobile Operation and Microgravity Campaigns
Precise Control of Quantum Gases in Extended Free Fall

CHAPTER4
Ultra-Cold Atoms in Microgravity
Drop Preparations, Pre-Tests and First Flight
The experiment was transported to the drop tower facility at ZARM, Bremen in December 2013.
Here, the final engineering steps and drop system integration took place. Transitioning from lab
to drop tower operation comes with a new set of challenges. This chapter summarizes the efforts
to prepare the QUANTUS-2 experiment for the continuous use as a freely falling matter-wave
sensor. This includes an overview of the necessary modifications, the ground-based pre-tests as
well as detailed descriptions of the first drop and catapult launch of the experiment. The drop
tower and catapult systems and the operating conditions at the facility are discussed. Additionally,
the differences in data acquisition and analysis due to flight systematics and restrictions are
discussed. These include post correction of the acquired images due to displacement of the
imaging optics, residual drag in the drop tube and rotations of the capsule during free fall.
4.1 Modifications
Themost challenging tasks in transitioning from lab to drop tower operation are power man-
agement, heat dissipation, communication to the capsule and maintaining mechanical integrity
under continuous stress. For successful µg operation the capsule needs to be able to run au-
tonomously for several hours at a time in a hermetically sealed state. To this end, the capsule
base structure was added to the system, containing most of the batteries and the communication
infrastructure (see Figure 32). A total of eight different voltages are provided by LiFePO4 accu-
mulators, adding up to a capacity of2464Wh. Thus, at a power consumption of approximately
365W the system can run for several hours without recharging. Limited charging capabilities
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(three of the eight voltages) are present while being docked in the drop tower. A detailed account
on the capsule base infrastructure and the battery configuration can be found in Ref. [79].
Figure 32: Capsule hull is lowered onto the capsule
for the first pre-test. The two visible platforms at
the bottom constitute the capsule base structure.
The lowest level holdsmost of the systems batteries.
The next platform houses the secondary capsule
control computer in charge of communication to
the control room.
While providing the electrical power via
batteries is straight forward, maintaining
system performance while heating the ex-
periment is an uncommon issue for ultra-
cold atom experiments that are typically con-
fined to air-conditioned laboratories. Water-
cooling components and supplementary heat
sinks had to be added to the capsule to mini-
mize the disturbance. While in the lab, the sys-
tem is connected to a closed loop cooling wa-
ter cycle maintained at 20°C via heat sinks on
the individual platforms and stringers. When
sealed, the capsule temperature increases by
approximately 3.2°C per hour without access
to water cooling. In the drop tower itself, a
water cooling connection is provided both at
the top of the tower (drop mode) and at the
tower base (catapult mode) that can be used
while the tower is evacuated. However, due
to limited pump capacity the heat transfer is
reduced in comparison to the lab chiller.
Communication to the capsule is provided
by aWiFi connection with an antenna located
in the capsule lid. However, communication
issues related to interference in the tower can
not easily be simulated in the lab. The total data volume transmitted during operation was
reduced to an absolute minimum in anticipation of connectivity issues. Mechanical improve-
ments were added to the system, such a new rubidium reservoir with a robust, valveless design
specifically developed for µg-operation [109], to withstand the forces during launch and impact.
4.2 Pre-Tests
After successful integration, several tests were performed to verify standard system performance
under drop tower operating conditions. The system was closed with the designated hull and run
on batteries for extended periods of time. The three test cases included an extreme test under
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Table 6: Summary of the pre-test conditions, the first successful drop and catapult
launch. The system performs admirably in autonomous operation. The available
run time of the setup exceeds the typical drop duration by over an hour, which
grants a substantial safety margin in case of emergency and delayed recovery.
Test conditions Extreme Endurance Typical Drop Typical Launch
Date 04.07.2014 17.07.2014 18.07.2014 21.10.2014
Location Lab Lab Tower Tower
Duration 233min 190min 165min 155min
Battery charging – – interrupted+ interrupted+
Water cooling – interrupted+ interrupted+ interrupted+
Temperature variation# 10°C 6°C 3°C 3°C
Duty cycle laser system 72% 47% 21% 30%
Duty cycle BEC 34% 12% 5% 5%
Max g-level (launch) – – – 27
Max g-level (impact) – – 38 36
+ during transfer (20min) + recovery (45min)
# measured from start to recovery
heavy load without any water-cooling capabilities or recharging of the batteries, an endurance
test simulating significant problems during drop operation. The final qualification of the system
was accomplished with the first drop and catapult launch of the capsule. The various test
conditions are summarized in Table 6.
During the most demanding test run, the system was producing BECs in 8 s intervals over a
period of 80min. Halfway through the test, the fiber coupling of the lasers had decreased by
about 15% to 20% without a significant influence on the atom number in the BEC. Only after a
rise in laser system temperature of 10°C at the very end of the test, did the fiber coupling and atom
number deteriorate substantially. In the endurance test the system was not run continuously
and had access to water cooling while in operation. With a moderate temperature increase of
6°C no decrease in performance was observed.
Overall the system performed very well under all test conditions. It can be run on batteries
under heavy load for up to three hours without any cooling measures. During a typical drop
campaign, the experiment is dropped two to three times a day with only 60min in between to
recharge the batteries. However, due to the charging capabilities in the tower itself (for some of
the batteries) and the low duty cycle of the experiment, two drops can be performed back-to-back
without recharging.
4.2.1 Payload Rotation
After the second pre-test, the capsule was mounted on a crane and rotated around two horizontal
axes to check for loose parts and mechanical instabilities. This procedure was later repeated
to measure the performance of the system under various angles (see Figure 33). The systems
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(a)The capsule being rotated around a horizontal axis
using a hydraulic crane.
















(b)Number of atoms captured in the magnetic trap
at various angles.
Figure 33: Rotation of the QUANTUS-2 capsule and system performance at various angles.
The rotation procedure is performed to check for loose parts and mechanical problems that are
not apparent during lab operation. Using a standard sequence optimized for 1 𝑔 operation at
zero inclination, the system performs reasonably well up to rotation angle of 90° with respect
to the main capsule axis.
performance depends on the orientation of the setup since the atoms are freely falling under the
influence of gravity between the optical molasses phase and transfer to themagnetic confinement.
The capture of atoms in the magnetic trap is optimized to account for this shift in position, which
is why the amount of atoms transferred is diminished when rotating the capsule. Currently, the
experimental sequence for molasses cooling and transfer is identical for 1 𝑔 and µg operation
even though amuchmore efficient transfer could be achieved using a shallower trap (as discussed
in Chapter 3). However, the optimization of a new transfer procedure is very time consuming
compared to the limited measurement time available in µg.
In conclusion, the performance of the system is expected to be slightly reduced in µg operation
in terms of the starting atom number in the magnetic trap. All other experimental steps up
to the generation of the BEC take place in tight confinement, where the presence of gravity is
negligible. The frequency of the final RF cut on the onset of condensation needs to be adjusted
by about 30 kHz since the gravitational sag reduces the trap bottom energy.
4.3 Drop Tower Qualification
The final qualification steps for the capsule are the first drop and the first catapult launch. Both
share the same agenda: ensuring that all lasers remain stabilized, maintaining mechanical in-
tegrity and vacuum quality, producing BECs in-flight without loss in performance, and studying
the dynamics of the clouds, i.e. its COMmotion and expansion.
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Secondary to the performance of the system itself, dropping the apparatus also acts as a
procedural test of the drop tower infrastructure. There are several differences in respect to the
water cooling and battery charging systems in the tower. However, the biggest obstacle are the
communication and data transfer between capsule and control computer. Due to interference
in the tower, the WiFi connection is very unreliable, slow and brakes off completely at times.
4.3.1 Drop Qualification
Drop Procedure
Figure 34: The capsule being hoisted to the top of
the drop tube prior to first drop. The deceleration
container is visible on the left.
Prior to beginning the drop procedure, the
experiment is switched on to verify that the
system works at typical lab performance. Ap-
proximately 2.5 h before the actual drop, the
setup is set to idle mode with the laser system
switched off. The capsule is then detached
from the lab equipment an delivered to the
drop tower operators in the integration hall.
Here, the hull is lowered over the capsule and
secured with a buckle at the bottom. It is then
transported into the tower, where water cool-
ing, battery charging and WiFi antenna lines
are connected to the lid, which is then buckled
on to seal the capsule hermetically. The setup
is then slowly hoisted upwards and arrives at
the top of the tower 2 h before the drop (see
Figure 34).
On arrival, the communication with both
on-board computers is checked, before the
capsule is docked and the charging and water
cooling enabled. The tower is then evacuated
to a final pressure of about 20Pa in 1.5 h. The
internal capsule pressure is monitored during evacuation as a loss in pressure could lead to
overheating of electronic components that rely on some degree of convection cooling.
The laser system is switched on 30min before the necessary pressure level is achieved. After
the tower is evacuated, the system is checked for performance and the drop sequence is set. The
charging and water cooling circuits are disabled and the capsule is undocked. After a last check
of the BEC performance and the laser lock error signals, the scientists ask for clearance and
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upload the drop sequence to the capsule. The drop is then initiated by one of the scientists and
the capsule is detached after a typical delay of about 4 s. The experimental sequence is triggered
by a µg sensor[ADXL103] inside the capsule with an additional delay of 6ms.
After a free fall time of 4.72 s the capsule arrives in the deceleration container and is decelerated
over a distance of 4m with an average peak acceleration of 40𝑔. The capsule vacuum sensor
is closely monitored after impact. Barring an unexpected rise in vacuum pressure, a standard
BEC sequence is run immediately after impact, without relocking of the lasers. Upon successful
creation of a BEC with typical atom number, the laser system is switched off and the experiment
set to idle. The tower is flooded with air until normal pressure is restored, approximately 45min
later. The capsule is then retrieved from the deceleration container and handed back to the
scientists.
Several parameters other then the vacuum pressure are also being monitored and recorded
during the drop. These include all battery voltages, temperatures at various positions in the
capsule, the capsule pressure and the acceleration of the setup as measured by the µg trigger.
Later on, monitoring for the atom chip and coil currents as well as continuous monitoring for
the laser locks were added.
Once it is established, the WiFi connection is usually maintained over the entirety of the
drop. The typical communication with the capsule is sufficiently fast at low data rates, however,
transferring images from the capsule can take up to 2min and halts any other communication
attempts. This is not due to bandwidth limitations but rather a problem with package loss and
the specific ftp implementation in LabVIEW.This reduces the pre- and post-drop measurement
capabilities in the tower somewhat, as lengthy parameter scans are not feasible.
4.3.2 First Drop
The total µg time of 4.72 s available in dropmode is sufficient to produce two BECs consecutively.
In Drop #1, two BECs were created using a standard lab sequence and observed after 22ms
and 100ms TOF, respectively. The first BEC in µg was imaged after the typical TOF for lab
experiments. The condensate fraction has changed noticeably due to a shift in trap bottom energy
(see Figure 35). The second BEC expanded freely for 100ms after release, a time unattainable
under gravity in our setup, since the atoms fall out of the detection volume after 24ms. The
cloud shows a dominant COMmotion towards the chip surface which originates in the specific
switch-off sequence in use.
Typically, a BEC is created in the deceleration container immediately after impact. However,
after the first drop a standard BEC could not be created for a few minutes. A short spike in
vacuum pressure was observed, reaching 5 × 10−7mbar but normalizing to 2 × 10−10mbar after
10min. No other issues, mechanical or otherwise, were apparent after first flight and the system
performed as expected. Over the next three drops an equivalent rise in vacuum pressure was
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Figure 35: Comparison of the standard BEC sequence before, during and after the first drop.
All clouds were imaged after 22ms TOF. All three sequences show comparable atom numbers
within the typical fluctuations. The noticeable differences between1𝑔 and 0𝑔 operation is the
cloud location and the condensate fraction. The latter is caused by a shift in trap bottom energy
due to the absence of the gravitational sag.
registered with peak values slowly increasing to6 × 10−6mbar. Further investigations revealed
a small leak on the vacuum seal between the 3D chamber and the aluminum tube housing the
differential pumping stage, that would open up under mechanical stress. The leak was closed by
re-tightening the seal and no rise in vacuum pressure after impact was observed in the following
drops (see Figure 36).
4.3.3 Catapult Qualification
Using the tower’s catapult mode, the free fall time can be extended to more then 9 s. However,
additional preparations are necessary to operate under even more strenuous conditions. The
capsule is accelerated by a pneumatic piston powered by 12 pressure tanks that sit 10m below
the base of the drop tube. The piston applies force to the capsule only via the coin-sized tip
of the nose cone. To prevent excess rotation of the capsule which may lead to a collision with
the rim of the deceleration container upon impact, the center of mass needs to be within a
distance of 1mm around the vertical geometrical center line [110]. Despite the technical and
safety restrictions, substantial rotation around any axis is highly undesirable for the intended
measurements of the project.
A commercial six-axes inertial measurement unit (IMU) [iMAR iIMU-FCAI] is integrated
into the capsule to measure its rotation around three orthogonal axes. Since the atoms move
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Figure 36: Vacuum chamber pressure
levels immediately after impact during
the first drops. Initially, the decelera-
tion caused a steep rise in vacuum pres-
sure. While some pressure signals were
expected from the experiences of the first
generation, the maximum pressure in-
creased from drop to drop until a poten-
tial leak was identified and closed. No

























independently of the surrounding apparatus after release from confinement, a rotation of the
setup may lead to a shift in position and rotation of the atomic cloud relative to the detection
axis. The data recorded by the IMU can then be used to post correct the measurements.
To diminish the rotation of the capsule, it needs to be tared using a multi-axis weighing station
where it is rotated around its central axis to determine the center of mass position relative to the
axis. Additional taring weights are added to the capsule to correct the center of mass position.
A total of 7.5 kg were added to the setup to place the COM within a distance of one tenth of a
millimeter to the vertical axis. This increases the gross weight of the capsule to453 kg, limiting
the free fall time to 9.0 s for typical catapult pressure levels. No components of the apparatus
can be added, moved or removed without re-taring of the capsule, limiting the experimental
flexibility during catapult campaigns. Even though the capsule’s COM is well aligned to its
vertical axis, the inhomogeneous mass distribution may still lead to rotations. Additionally, the
frictional forces between the piston tip and the nose cone are unpredictable, leading to variations
in the rotation rates between launches.
An additional technical challenge for the apparatus are the substantial forces active during
the initial acceleration of the capsule. Instead of the relatively soft transition from 1𝑔 to 0𝑔
encountered in drop mode, a spike of up to 30𝑔 acts on the setup only milliseconds before the
start of the experimental sequence. The lasers need to remain locked during launch as relocking
is too time-consuming.
Catapult Procedure
The setup is tested and prepared as for drop operation. It is delivered to the drop tower operators
2.5 h before launch. A slightly different lid and nose cone are attached to the capsule. Instead of
hoisting the sealed apparatus to the top of the tower, it is placed in a receptacle centered below
the drop tube. A retractable motorized supply arm is docked to the capsule lid. It holds the
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same supply connections as in the drop case. The deceleration container is moved to the side of
the drop tower base, ready to swing under the capsule once it is launched.
Figure 37: The capsule sits in the catapult recepta-
cle and is dockedwith the supply armprior to evac-
uation of the tower. Once the setup is retracted
to launch position 9m below the drop tube, the
scientist have a 5min launch window before the
process is aborted.
Upon establishing communication with the
on-board computers, the tower is evacuated
over the next 1.5 h. When the pressure level
dips below 20Pa, the catapult sequence can
be initiated. The supply arm is un-docked and
retracted and the hydraulic pressure of the cat-
apult system is ramped up automatically. The
piston and capsule are moved downwards to
launch position, 9m below the tower base, in
approximately 8min. Once in position, the
scientists have a 5min window to launch the
capsule before the pressure needs to be re-
leased to prevent overheating. After launch is
initiated, the capsule is accelerated upwards
after a typical delay of 4 s. The deceleration
container swings into position automatically
while the capsule is in flight. All further steps
are identical to the drop case.
The WiFi connection in the tower is very
unreliable in catapult operation. While mov-
ing down the catapult tube, the connection
usually brakes off repeatedly. Due to the long
file transfer duration, only very few absorp-
tion images can be taken and transferred dur-
ing the 5min launch window. Hence, even relocking of the lasers and a subsequent system
check is just barely possible within the time limit. This is a stark contrast to drop operation,
where the capsule can remain attached at the top of the tower until the system is ready. However,
despite the added difficulties and demands connected to catapult operation, the data rate of
the experiment in µg can be increased by a factor of two – generating four standard BECs per
launch. The maximal TOF for a single BEC can be extended from 2.7 s to approximately 7 s.
4.3.4 First Catapult Launch
The catapult mode of the drop tower offers 9 s of µg time, from the end of the acceleration phase
until impact. During the first successful launch (Drop #23), four standard BECs were produced
and observed after 25ms, 50ms, 75ms and 100ms (see Figure 38). The performance did not
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Figure 38: 3D renderings of the absorption images from the first successful catapult launch
(Drop #23). Four BECs were prepared consecutively during a single catapult shot and imaged
after varying TOFs. The atom numbers during flight appear to be very stable, only declining in
the last cloud. Thus, the induced vibrations of the launch mechanism do not negatively impact
the performance of the system.
vary over the duration of the flight, indicating that the system works as intended immediately
after the acceleration phase. The four clouds observed after different times give insight into
the COMmotion, its variance, and the expansion of the ensembles. The COM dynamics are
discussed in Chapter 5 while the analysis of the expansion of the clouds is presented in Chapter 6.
After the first few catapult launches, some artifacts appeared on some of the absorption
images. These observations went hand in hand with an overall decrease in performance. Further
investigations showed that particles inside the vacuum chamber would dislodge during the
launch acceleration phase and float through the chamber. A video of the detection beam was
recorded each over the entire flight in drop and catapult mode. The results confirmed the
suspicion that only catapult operation was negatively affected by stray particles.
However, apart from the unwanted objects on the images, the atoms could still be observed
cleanly and with sufficient contrast in the majority of cases. Since it is unlikely that the particles
hit the cloud directly, the decrease in performance likely stems from beam imbalance during
the more crucial steps of the loading sequence such as the compression MOT, moving the
compressed cloud towards the chip and the optical molasses phase. A possible source for the
particles is the ceramic rim around the chip mount which holds the connection pins the chip
structures are bonded to.
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4.4 Post-Correction of Data and Flight Systematics
4.4.1 Displacement of Imaging Optics
The sizes and positions of the clouds measured in µg must be precise to within a fewmicrometers
to project the dynamics to longer timescales. Primary goal of the project is to comfortably
perform measurements on a BEC for over 7 s, the current limit for free expansion times in
the drop tower using the catapult mode. Additionally, the experiment shall extend the control
of the atoms to even longer timescales relevant for the upcoming MAIUS missions and other
potential space missions (see Chapter 7). Variations of only a few micrometers for short TOFs
may constitute unmanageable deviations at longer times. The precise limits will be discussed in
the two upcoming chapters.
All measured cloud positions need to be expressed relative to a fixed frame of reference, in
our case the capsule coordinate system. However, due to the forces in the tower the detection
telescopes move slightly after every impact. Fortunately, the characteristic diffraction patterns
in the detection beams can be used to post-correct these positions.
Several small, stationary particles in the detection path form diffraction ring patterns on the
primary images. By picking out a few prominent diffraction rings and fitting their respective
center positions, all coordinates can be compared to a set reference image. In conjunction with
the distinct diffraction stripe pattern of the chip edge, all positions can be referenced to the atom
chip and thus the absolute coordinate system. Additionally, the angle of the connecting line
between two patterns is compared to the angle of the chip edge to correct for a possible rotation
of the camera around its center. The beam images of the secondary detection setup show the
science chip wire structures. Thus the cloud position can easily be referenced to the atom chip.
Additionally, the distance between the parallel wires can be used to verify the detection angle.
4.4.2 Microgravity Quality and Residual Accelerations
The evacuated drop tower offers artificial weightlessness for several seconds at a time. The quality
of the microgravity environment is set by three key contributors to the residual acceleration
acting on the capsule:
1. Friction caused by the remaining air in the evacuated drop tube.
2. Centrifugal acceleration due to rotation of the capsule.
3. Vibrations introduced during launch and release.
87
4 Ultra-Cold Atoms inMicrogravity
Figure 39: Drag deceleration over free fall
time in drop mode at a tower pressure of
𝑃 = 20Pa. Due to the non-linear veloc-
ity dependence, the accumulated position
offset Δ𝑦 during a long TOF (1.5 s) in the
middle of the sequence is comparable to
offset during a short TOF (0.25 s) at the
end of the sequence. Position critical mea-
surements should best be performed dur-
ing the first half of the sequence.
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Air Drag
The drop tower volume of 1700m3 is evacuated by a three-stage pumping sequence, comprising
18 vacuum pumps with a total nominal pumping capacity of 32000m3/h [111]. Friction with
the residual air in the tower causes an effective drag force acting on the capsule, which can be
expressed as
𝐹d(𝑡) = −𝛼 𝑣(𝑡) − 𝛽 𝑣
2(𝑡), (4.1)
with a laminar (𝑣) and turbulent (𝑣2) contributions. The negative signs indicate that the force
is acting against the direction of motion. The low viscosity of the residual air leads to a high
Reynolds number and thus negligible linear drag (𝛼 = 0) [112]. The strength of the remaining





where 𝐴 is the base area of the capsule, 𝑐d the drag coefficient and 𝜌 the air density, which
depends on the residual pressure. For the QUANTUS-2 setup, the following values were used to
calculate the air drag: 𝐴 = 0.52m2, 𝑐d = 0.5 and𝑚 = 453 kg. The drag coefficient depends on
the geometrical shape and the value used here is a conservative assessment of the nose cone of
the capsule. The velocity 𝑣 of the capsule is given by










Figure 39 shows the calculated drag accumulated over 4.72 s of free fall during a typical drop at a
pressure level of 20Pa. The residual acceleration amounts to 1.5 × 10−5 𝑔. Thus, reaching the
advertised µg quality of 10−6 𝑔 requires pumping down to a pressure level of 1Pa. This is usually
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Figure 40: Tower pressure over pumping
time during the last pumping stage. These
values were recorded at a tower height
of 16m. The exponential decay asymp-
totically approaches a pressure level of
12Pa. During typical drop tower oper-
ation, the tower is evacuated to levels as
low as 14Pa, which corresponds to a drag
deceleration of 1×10−5𝑔. However, higher
levels are common and the final tower
pressure varies from drop to drop.
not feasible due to the outgasing of the Styrofoam grain in the deceleration container. Figure 40
shows the tower pressure over pumping time of the third and last pumping stage, illustrating
that a pressure level below 12Pa can not be obtained in a reasonable time during normal drop
tower operation with up to three drops per day.
The residual drag on the capsule is of no immediate concern until the atoms are released from
their confinement and fall independently within the confines of their UHV environment. Now,
the deceleration of the capsule leads to a position offset along the 𝑦-axis, which can amount to a
few hundred micrometers for very long TOFs. Due to the velocity dependence, the sequence
time of this phase of free evolution is just as important as the total duration, since short TOFs at
the very end of the drop can accumulate the same amount of drag as long TOFs at small capsule
velocities (see Figure 39). Thus, the sequence timing and tower pressure need to be recorded
meticulously to post-correct the µg data. The offset for each individual data point is calculated
by integrating 𝐹d/𝑚 over the respective time interval of the phase of free evolution.
Drag correction becomes more complicated in case of a catapult launch. This stems from the
facts that the direction of motion is reversed half way through the flight, the drag coefficients
differ between ascent and descent. The most accurate measurements of drag deceleration in the
drop tower were performed by tracking the differential acceleration of a free-flyer inside a drop
capsule with a laser sensor [112] and with a[SuperStar EM Sensor] during a catapult launch
(see Figure 41). Since the capsule is equipped with a nose cone at the bottom but no at the top,
the drag coefficient is increased during the first half of the flight.
4.4.3 Rotations
The influence of capsule rotations on the µg measurements is twofold. First, a centrifugal force
is applied with an effective acceleration of
ac = r ̇𝜑
2, (4.5)
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Figure 41: Acceleration measurement
during a catapult launch. The capsule
is accelerated to launch velocity within
the first 400ms. In contrast to the drop
mode, the air drag starts off at the high-
est value of 2 × 10−4m/s2 and then de-
creases quadratically towards the apogee.
On the downward trajectory, the drag de-
celeration along the vertical axis is slightly
reduced due to a different drag coeffi-
cient and a rotation of the capsule, as ev-
ident from the onset of a drag signal on























where r = (−0.047, +0.123, +0.064)m is the distance to the center of rotation and ̇ the angular
velocity. The distance between the atoms and the COM of the capsule was estimated through
taring of the setup. The centrifugal contribution is negligible for most parts of the experimental
sequence. Upon release the atoms exit the circular motion on a tangential trajectory with velocity
vc = ̇𝜑 × r, (4.6)
while the reference frame of the capsule maintains its rotation. A relative distance between the
atoms and their expected location is accumulated over time. The position offset after release
from the rotating frame is given by
Δr = 𝑅𝑥(?̇?𝑥 𝑡TOF)𝑅𝑦(?̇?𝑦 𝑡TOF)𝑅𝑧(?̇?𝑧 𝑡TOF) r − r − vc 𝑡TOF, (4.7)
where 𝑅𝑖(𝜑𝑖) are the rotation matrices along 𝑥, 𝑦 and 𝑧. Second, the rotations alter the spatial
orientation of the cloud and thus the projection along the imaging axes and the interferometry
beams.
The rotation rates experienced by the QUANTUS-2 setup can be recorded with the IMU.
The observed rotations are very different between the two operating modes in the drop tower.
During drops, the capsule shows a negligible rotation rate along the the vertical 𝑦-axis, but small
rotations along the horizontal 𝑥- and 𝑧-axis of approximately 0.1 °/s. In a catapult launch, the
capsule predominantly rotates along the 𝑦-axis with an angular speed approaching 1 °/s, while
tilting along the horizontal axes at rates of 0.3 − 0.4 °/s (see Figure 42).
Figure 42 (c) and (d) plot the position offsets along the primary axes causes by the rotations
over the time of free evolution. In drop operation, a position offset is mainly accrued along the
𝑦-axis. The negative sign points towards a slight upwards movement of the cloud in the imaging
frame. Overall, the position offsets appears to be negligible for TOFs shorter than two seconds.
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φ x = 0.074 °/s
φ y = 0.006 °/s
φ z = -0.108 °/s
(a) Rotation angles in typical drop operation (Drop
#43).
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φ x = 0.277 °/s
φ y = 0.824 °/s
φ z = 0.401 °/s
(b) Rotation angles in typical catapult operation
(Drop #26).
ΔxΔyΔz















(c) Position offsets over TOF in drop operation.
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(d) Position offsets over TOF in catapult operation.
Figure 42: Rotation rates of the capsule during drop and catapult operation. There is a strik-
ing difference in rotation rates between the two operating modes, with manageable rotation
rates of 0.1 °/s during drops and pronounced rotations after the catapult launch, with angular
speeds approaching 1 °/s. Thus, substantial position offsets are accumulated for sequences with
extended periods of free evolution.
In catapult operation, the tilt and rotation of the capsule is visible to the naked eye. The setup
predominantly rotates along its central axis and large position offsets after TOF are accumulated
along 𝑥 and 𝑧. The observed behavior calls for thorough post-correction of the position data
via (4.7) as well as angle correction via the acquired rotation rates. The relative movement
and rotation between vacuum chamber and atoms is also pivotal for future interferometric
measurements (see Chapter 7).
The observed rotation rates in both procedures appear to follow a reproducible trend but
show shot-to-shot variations of up to 40% (see Figure 43). Thus, post-correction of the data
may require tracing the rotation during every drop instead of using an average value. Despite
the noticeable rotation rates in catapult operation, the resulting average acceleration peaks at
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(a) Rotation rates over a drop campaign.
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(b) Rotation rates over a catapult campaign.
Figure 43: Angular speeds of the capsule during drops and catapult launches. While the general
trend of the rotation rates remains consistent, there is some shot-to-shot variation around the
mean angular speeds. In drop operation, these values are: ?̇?𝑥 = 0.066 °/s, ?̇?𝑦 = 0.002 °/s and
?̇?𝑧 = −0.105 °/s. In catapult mode, the mean angular speeds are: ?̇?𝑥 = 0.284 °/s, ?̇?𝑦 = 0.801 °/s
and ?̇?𝑧 = 0.415 °/s.
𝑎𝑐 = 2.5 × 10
−6𝑔. Thus, the contribution of centrifugal forces to the residual acceleration budget
is an order of magnitude smaller than the cumulative drag deceleration. However, even at this
level the displacement of the atoms due to rotations can amount to several hundred micrometers.
Vibrations
Release and launch of the capsule induce vibrations that add to the residual accelerations ex-
perienced by the setup. The drop causes a sharp transition from 1𝑔 to 0𝑔, while the catapult
acceleration features a relatively smooth transition from 30𝑔 to 0𝑔. Both procedures produce
vibrations with amplitudes of up to10−2𝑔 that damp out during the first 1.75 to 2 seconds [66].
The residual acceleration over the course of the flight is reduced to approximately 10−6𝑔. Con-
ceptually, the damping phase coincides with the preparation phase of the BEC and is never used
for TOF measurements. Thus, the high initial amplitudes shortly after launch can be neglected.
The residual accelerations caused by vibrations would lead to some velocity scatter after release
from the trap. However, the observed velocity scatter in microgravity is lower than typical values
encountered in lab operation (see Chapter 5). Therefore, it stands to reason that the residual
acceleration budget is dominated by other systematics such as air drag. The relative amplitude




The transition from lab-based experiments to drop tower operation was successfully completed
with the first successful drop in July 2014 and catapult launch in October 2014. The system
performance in the first µg campaigns matches the lab standard and there is no negative impact
due to the strenuous conditions in the drop tower. The stability of the laser system and locking
procedures during launch and impact is emphatically demonstrated by the creation of a BEC
immediately after the acceleration and deceleration phases. The successful thermal and power
management combinedwith the ruggedness of the system shape a compact andmobile apparatus
that can be operated autonomously in the drop tower facility or other environments for hours at
a time.
The systematic effects encountered during drop tower operation were analyzed and used for
reliable post-correction of the µg data. On short time scales, displacement of the imaging optics
and air drag constitute the largest deviations that need to be accounted for. For TOFs on the
second scale, centrifugal forces from capsule rotations can lead to significant position offsets in
catapult operation. Tracking the movement of the imaging frames, the tower pressure and the
rotations rates of the capsule is vital to account for all deviations accumulated in drop tower
operation. After evaluating the main contributors to the microgravity budget, friction from
residual air in the drop tube is the leading systematic, bounding the µg quality at approximately




Decompression, Transport and Release
Precise Control of Ultra-Cold Atoms on the Second Scale
Expanding the measurement time on ultra-cold atoms from milliseconds to seconds puts un-
precedented demands on their control. During the interferometric measurements envisioned
for this project, the atoms will spend the majority of each measurement cycle in free evolution,
interrupted only by short laser pulses to span the interferometer. Pristine control over the COM
dynamics is vital to enabling detection of the atoms after several seconds and reducing adverse
systematic effects in the interferometric measurements. Ideally, the COM position should be
reproducible with minimal variance over the course of extended drop tower campaigns. After
release, the atoms should be at rest in respect to the apparatus and the ensemble should expand
steadily in agreement with its residual energy. Unwanted dynamics of the condensates include
COMmotion, COM oscillations, breathing modes and higher order excitations [113, 114]. Such
phenomena may arise after varying the trap position and parameters non-adiabatically during
decompression and transport away from the atom chip.
Moving the condensates away from the chip serves several purposes. The atoms are trans-
ported closer to the center of the detection volume, thus increasing the tolerance for COM
dynamics and expansion of the cloud. Additionally, unwanted effects due to diffraction of the
interferometry beams on the chip edge are reduced, which is a crucial requirement for high-
precision measurements. A larger distance from the chip setup also reduces the influence of
eddy currents induced in the chip mount while switching coils and chip structures. Distant trap
configurations also tend to feature less anharmonicities, which is desirable for the performance
of the magnetic lens (see Chapter 6).
Since the magnetic field gradients of chip structures falls off quadratically with the distance,
trapping potentials further away from the chip tend to become very shallow as the currents cannot
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Figure 44: Absorption image of a
BEC after transport and decom-
pression (in situ, Drop #17a). The
figure shows the in situ locations
of the three relevant trap locations
a, b and c in the reference frame
of the primary imaging setup. Lo-
cation a is the position of the BEC
at the end of the preparation. Lo-
cation b marks the release trap
for the first magnetic lensing cam-
paign (BC-SC-lens) and location
c for the latest lensing campaign
(BC-lens), see Chapter 6.
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be increased arbitrarily to maintain the curvature and depth of the potential. In these shallow
traps, the ensemble becomes more susceptible to excitations because any change in the potential
needs to occur much slower than the dynamics of the trap itself. Since the total sequence time
for microgravity experiments is limited to a few seconds, these concerns cannot be addressed
by arbitrarily long decompression and transport protocols. Furthermore, the condensates start
off in close vicinity to the atom chip at very high collision rates as a consequence of the rapid
condensation protocol. Here, the lifetime of the BEC is strongly limited by three-body collisions
and has to be restored by decompressing the trap fairly quickly. As a result, the microgravity
experiments require a scaling procedure for the trapping potential, that aligns with the overall
timing demands of drop tower operation without sacrificing control over the dynamics of the
BEC.
This chapter will outline the tools and methods to retain the COM of the condensates within
the confines of the detection volume and mitigate the influence of COM dynamics to enable
detection of the condensates after several seconds of free expansion. Precise control over the
cloud dynamics is a crucial requirement for successful collimation of the ensembles through
magnetic lensing (see Chapter 6). Excitations can be avoided through slow, adiabatic trap
transformations as well as some non-adiabatic methods. Both cases will be presented in this
chapter. Afterwards, the complete transfer and release procedures are discussed in chronological
order: from holding the atoms in a steep trap in close vicinity to the atom chip, to decompressing
the trap and moving the atoms away from the chip surface, to holding the atoms in the new trap,
and finally releasing the atoms by switching off the potential.
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Table 7: Parameters of the trap configurations used in the microgravity campaigns. While locations a
and b can be used in ground-based experiments, the trap potential at location c is too shallow to hold
the atoms against gravity.
Location
Trap configuration Trap frequencies+ Minimum
BC (A) SC (A) 𝑥-coil (A) 𝑦-coil (A) 𝑓𝑥 (Hz) 𝑓𝑦 (Hz) 𝑓𝑧 (Hz) 𝑦′0 (µm)
a 6 2 0.5 −1.5 24.5 442.2 448.0 208
0.1 24.5 531.5 536.3
b 6 2 0.5 −0.6 17.5 54.9 62.2 812
c 6 2 0.1 −0.374 9.1 28.1 24.8 1456
+ trap frequencies along the eigenaxis of the trap, which may be rotated in respect to the chip coordinate system
5.1 Detection Volume Constraints and Trap Configurations
The detection volume of the primary imaging setup is defined by the effective size of the camera’s
CCD chip. The setup images a 4816 µm × 3669 µm rectangular cutout of the detection beam
(see Chapter 2). The atoms need to be retained within that volume for a successful measurement.
Optimally, the condensate should remain in the center of the image as the center of the interfer-
ometry beams is located approximately 1920 µm from the atom chip. Figure 44 shows an in situ
absorption image of a BEC in µg, decompressed and transported about 834 µm away from the
atom chip. The origin location of the absolute coordinate system referenced to the atom chip
is located approximately 22 µm to the left of the image. As explained in the previous chapter,
inertial forces during launch and impact of the capsule shift the detection window relative to
the absolute coordinate system due to displacement of the detection optics. In the following,
coordinate positions 𝑥′ and 𝑦′ refer to locations on the raw images of the primary imaging setup,
while 𝑥𝑐′ and 𝑦𝑐′ positions refer to post-corrected data that has been projected on the absolute
reference frame with coordinates 𝑥, 𝑦 and 𝑧 (see Chapter 4).
The position of the atoms after creation of the BEC is marked as location a. Most parts of this
chapter revolve around transporting the atoms from here to location b and c, two decompressed
traps further away from the chip surface. While location b can be reached by lowering the
potential pseudo-adiabatically, non-adiabatic methods needed to be implemented for excitation-
free transfer to location c. The latter can not be used in ground-based operations since the
gravitational sag overcomes the trapping potential. All decompression and transport attempts
need to be performed in microgravity. The parameters for the three trap configurations are
summarized in Table 7.
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Table 8: Calculated time constraint for pseudo-adiabatic decompression between trap con-
figurations. The three decompression trajectories for 𝜔 considered here are a linear ramp, a
sigmoid ramp (5.5) and a square root-type ramp (5.3). The different ramp types are illustrated
in Figure 45.
Transfer route 𝜔(0) (rad/s) 𝜔(𝑡f) (rad/s) Ramp type 𝑡f constraint (ms)
a → b 2𝜋 × 448.0 2𝜋 × 62.2 Linear 𝑡f >> 12.3
(𝑥-coil = 0.5 A) Sigmoid 𝑡f >> 0.2
Sqrt 𝑡f >> 0.4
a → c 2𝜋 × 536.3 2𝜋 × 24.8 Linear 𝑡f >> 197
(𝑥-coil = 0.1 A) Sigmoid 𝑡f >> 1.1
Sqrt 𝑡f >> 1.1
5.2 Adiabaticity
Themost intuitive way of accomplishing excitation-free transport and decompression is to vary
the trap parameters adiabatically. Adiabaticity in quantum mechanics generally refers to a slow
process, where the system follows at all times the instantaneous eigenvalues and eigenstates of
the time-dependent Hamiltonian. However, a truly adiabatic process would require an infinitely
slow transition. In practical applications it is more useful to define criteria for approximate
adiabaticity, involving a process that is slow compared to the typical time scales involved [115].




ℏ ⟨𝑚 | 𝜕𝑡 | 𝑛⟩
𝐸𝑛 − 𝐸𝑚 |
<< 1. (5.1)
In case of a stationary one-dimensional harmonic oscillator with angular frequency 𝜔, the







The left side of the equation is equivalent to the occupation of the first excited state [115]. The
fastest approach satisfying this condition is to distribute ̇𝜔/𝜔2 uniformly along the trajectory y
keeping ̇𝜔/𝜔2 constant [116]. With duration 𝑡f, this gives the following trajectory for 𝜔:
𝜔(𝑡) =
𝜔(0)
1 + 𝑡/𝑡f (𝜔(0)/𝜔(𝑡f) − 1)
, (5.3)
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Square root
Sigmoid











Figure 45: Comparison of a sigmoid (5.5)
and a square root-type (5.3) frequency
ramp for decompression from location a
to b. While the ramps are largely different
over the majority of the trajectory, they
share the same smooth approach to the
target value, leading to the close proximity

















2𝜋 × 448.0Hz |
≈ 0.4ms (5.4)
for an optimal adiabatic decompression of 𝜔𝑧 from location a to b. In comparison, a linear
frequency ramp would require 𝑡f >> 12.3ms, whereas as sigmoid frequency ramp demands
𝑡f >> 1.9ms. One can calculate the error level of the ground state energy to find a proper ramp
duration for approximate adiabatic decompression, a practical and conservative approach is to
operate the ramp ten times slower than the 𝑡f constraint calculated from (5.2).
While the most efficient frequency ramp (5.3) yields the smallest error and time constraint,
it is hard to realize experimentally as all the current carrying structure have a non-vanishing
current response. Hence, they cannot be switched arbitrarily fast and the initial and final slopes
of the ramp are limited by the characteristic switching time. Luckily, the adiabaticity criterion is
most crucial towards the end of the ramp and most ramps with a smooth approach similar to





is most practical as the smooth shape sidesteps switching time constrains without significantly
increasing the demands on 𝑡f. The calculations summarized in Table 8 show that breathing mode
excitations should be avoidable with reasonably smooth ramp shapes and timing margins.
5.3 Shortcuts to Adiabaticity (STA)
The estimated switching time constrains for various ramp types illustrate that breathing mode
excitations are of lesser concern when using appropriately smooth ramp shapes with durations
in excess of 25ms. We avoid such short ramps in any case, as COM oscillations become apparent
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immediately. To analyze why the timing demands to prevent COM oscillation are different from
breathing mode excitations, the discussion needs to be extended to a generalized scaling theory
for ultra-cold atoms in harmonic confinement.
Some quantum systems described by a time-dependentHamiltonian𝐻(𝑡) support a dynamical




− [𝐻(𝑡), 𝐼(𝑡)] = 0 (5.6)
and is called Lewis-Riesenfeld invariant [117]. It is defined as
𝐼(𝑡) =∑
𝑛
|𝜙𝑛(𝑡)⟩ 𝜆𝑛 ⟨𝜙𝑛(𝑡)| (5.7)
with orthonormal eigenvectors |𝜙𝑛(𝑡)⟩ and real constants 𝜆𝑛 [118]. The time-independent
expectation values for an arbitrary solution |Ψ(𝑡)⟩ of the Schrödinger equation
𝑖ℏ𝜕𝑡 |Ψ(𝑡)⟩ = 𝐻(𝑡) |Ψ(𝑡)⟩ (5.8)
can then be expanded in dynamical modes |Ψ𝑛(𝑡)⟩ with time-independent amplitudes 𝑐𝑛:
|Ψ(𝑡)⟩ =∑
𝑛
𝑐𝑛 |Ψ𝑛(𝑡)⟩ , |Ψ𝑛(𝑡)⟩ = 𝑒
𝑖𝛼𝑛(𝑡) |𝜙𝑛(𝑡)⟩ . (5.9)







′)| 𝑖ℏ𝜕𝑡′ − 𝐻(𝑡
′) |𝜙𝑛(𝑡
′)⟩ . (5.10)










Ultimately, the Hamiltonian of the system can be expressed as
𝐻 = −ℏ∑
𝑛
|𝜙𝑛(𝑡)⟩ 𝜕𝑡𝛼𝑛(𝑡) ⟨𝜙𝑛(𝑡)| + 𝑖ℏ∑
𝑛
|𝜕𝑡 𝜙𝑛(𝑡)⟩ ⟨𝜙𝑛(𝑡)| , (5.13)
which depends on an arbitrary choice of phase functions 𝛼𝑛(𝑡). Imposing boundary conditions
such that𝐻 and 𝐼(𝑡) commute at initial and final times allows for excitation free trap transforma-
tions, while the evolution of the system can be customized according to the technical demands
of the experiment. This procedure is often termed the inverse engineering method [118, 119].
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5.3.1 Non-Interacting Gas in One Dimension
The dynamics of a non-interacting gas in one dimensional harmonic confinement is described
by the Hamiltonian






𝜔2(𝑡) [𝑥 − 𝑥0(𝑡)]
2 . (5.14)
A variation of the the trap frequency 𝜔(𝑡) and the trap minimum position 𝑥0(𝑡) leads to a
displacement of the COM position 𝑥cm(𝑡) and a variation of the size of the ensemble by an
amount given by a scaling factor 𝑏(𝑡). This change may be expressed via a time-dependent
















An invariant 𝐼(𝑡) for this system exists if 𝜔(𝑡), 𝑥0(𝑡) and 𝑏(𝑡) satisfy the auxiliary equations [121]





2(𝑡) [𝑥cm(𝑡) − 𝑥0(𝑡)] = 0. (5.17)
Therefore, trajectories for 𝑥cm(𝑡) and 𝑏(𝑡) can be constructed such that𝐻
′ and 𝐼 commute at
initial and final times. Thus, the system arrives at the same instantaneous eigenvalues after the
time evolution.
5.3.2 Bose-Einstein Condensates
Dynamical invariants have been studied predominantly for systems quadratic in position and
momentum such as the time-dependent harmonic oscillator [117]. The Hamiltonian of a many-
body system of𝑁 interacting particles in three-dimensional harmonic confinement is given
by









𝑈(r𝑗 − r𝑖), (5.18)
where 𝑈 is the interatomic potential and 𝑉 the external potential given by









Finding an invariant for such a system is not straight-forward. However, solutions analogous to
(5.16) and (5.17) can be found using the single particle wave function instead [122]. A BEC can
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be described in mean-field theory by the time-dependent Gross-Pitaevskii equation (GPE)












with 𝑎 ≈ 100𝑎0 for
87Rb. (5.21)
Here, 𝑎0 is the Bohr radius and 𝑎 the approximate s-wave scattering length. Using the single
particle wavefunction 𝜓(r, 𝑡), one finds the familiar auxiliary equations: [119]
̈𝑏𝑖 + 𝜔
2
𝑖 (𝑡) 𝑏𝑖 =
𝜔2𝑖 (0)
𝑏𝑖𝑏𝑥𝑏𝑦𝑏𝑧







𝑖 (𝑡)] = 0. (5.23)
The GPE is invariant under these transformations either in the non-interacting limit [123, 124]
or in theThomas-Fermi approximation, where the kinetic energy term can be neglected [119,
125]. Since COM oscillations are of greater concern for our transfer protocols, this chapter will
focus on (5.23), while (5.22) and theThomas-Fermi approximation will be revisited in the next
chapter.
5.3.3 STA for Atom Chips
For magnetic traps created by atom chips the steepness and the minimum position of the
potential are both correlated to the strength of the bias field. Therefore, it is convenient to merge
both decompression and transport into one process using a single current ramp for the bias
coil (𝑦-coil). Decompressing the trap in situ and shifting the trap minimum with constant trap
frequencies afterwards would require two sets of at least three simultaneous current ramps for
structures with widely different inductances and switching characteristics (see Chapter 2).
Since excitations due to decompression such as breathing modes can be neglected for con-
servative ramp times with appropriately designed ramp shapes, the transfer protocol can be




𝑧(𝑡) [𝑧cm − 𝑧0(𝑡)] = 0. (5.24)
Since both trap position and trap frequency depend on the bias field strength, 𝜔𝑧(𝑡) can be
expressed in terms of 𝑧0(𝑡). Their relationship can be obtained from the Biot-Savart simulations
of the chip potential (see Figure 46). The data can be fitted with either a very precise or a simpler
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ωz(z) = ( α+β z1+δ z+ϵ z2)1/2ωz(z) = ( α+β zγ+δ z+ϵ z2+ζ z4)1/2









a b c Figure 46: Relationship between
trap frequency and trap position
along the 𝑧-axis. The data points
were obtained from Biot-Savart sim-
ulations of the chip potential. The
dashed blue curve represents a pre-
cise fit function for𝜔𝑧, while the or-
ange curve follows a simpler model.
The latter is sufficiently accurate in
the region of interest between loca-
tion a and c, with an error below
0.1%.
model, with the advantage of the latter being a simple analytical expression. In this case, the
trap frequency is approximated by
𝜔2𝑧(𝑧0) =
𝛼 + 𝛽 𝑧0




with 𝛼 = 3.61×106, 𝛽 = 1.71×109, 𝛿 = 8.64×103, 𝜖 = 2.53×107. (5.26)
Substituting (5.25) in (5.24) and solving for 𝑧0(𝑡) yields
𝑧0(𝑡) =
1
2 (𝛽 + 𝜖 ?̈?cm)
(𝛼 + 𝛽 𝑧cm + 𝛿 ̈𝑧cm ∓√Ω(𝑡)) , (5.27)
Ω(𝑡) = (−𝛼 − 𝛽 𝑧cm − 𝛿 ̈𝑧cm)
2 − 4 (𝛼 𝑧cm + ̈𝑧cm) (𝛽 + 𝜖 ̈𝑧cm) . (5.28)
Equations (5.27) and (5.28) establish an analytical relation between any shortcut trajectory
for the BEC satisfying (5.24) and the required trap evolution. The shape of the chosen COM
trajectory will be identical for any ramp duration, while 𝑧0(𝑡) varies significantly with 𝑡f. For
sufficiently long times 𝑧0(𝑡) and 𝑧cm(𝑡) will converge, restoring the adiabatic case.
Using the auxiliary equation (5.24), a multitude of valid trajectories can now be designed.
Note that contrary to adiabatic transformations, the eigenstates of the system are only fixed at
the end points and the evolution of the eigenstates of the system during trap transformations
is willfully ignored. In practice, this may lead to erratic behavior and unfeasible demands
on certain experimental parameters. This can be circumvented by introducing additional









































(b)Offset to adiabaticity for various durations.
Figure 47: Comparison of trap trajectories for various transfer times for a polynomial (5.31)
ramp from location a to c. At long transfer durations approaching 𝑡f = 200ms the trap
trajectory converges with the COM trajectory.
with 𝑠 = 𝑡/𝑡f. The amount and values of free parameters 𝜉𝑛 of these function are then determined
via the boundary conditions. Due to experimental switching time constraints, desirable shortcut
trajectories should be similar in shape to the sigmoid ramp (5.5) with a smooth start and smooth
approach to the final value. This can be expressed with the following constraints:
𝑧cm(0) = 𝑜, ?̇?cm(0) = 0, ̈𝑧cm(0) = 0, 𝑧cm(𝑡f) = 𝑑,
̇𝑧cm(𝑡f) = 0, ?̈?cm(𝑡f) = 0, ⃛𝑧cm(𝑡f) = 0, ⃜𝑧cm(𝑡f) = 0, (5.30)
where 𝑜 is the origin, 𝑑 the final location and 𝑡f the transfer duration. The boundary conditions
are more lenient towards the start and more stringent towards the end of the transfer. The
resulting ramp takes the functional form
𝑧cm(𝑡) = (𝑑 − 𝑜) (35 𝑠
3 − 105 𝑠4 + 126 𝑠5 − 70 𝑠6 + 15 𝑠7) + 𝑜. (5.31)
Figure 47 depicts the trap trajectories 𝑧0(𝑡) resulting from (5.31) for various transfer times from
location a to c. For short durations, 𝑧0(𝑡) and 𝑧cm(𝑡) diverge considerably. This can be an issue
due to anharmonicities in the trapping potential, which are a known property of chip traps,
specifically along the axis pointing away from the chip surface. The implications of higher-order
contributions to the potential are detailed in Chapter 6. Here, unwanted effects can be managed
by limiting the deviation Δ𝑧 = 𝑧cm − 𝑧0. This can be achieved by using conservative ramp
durations and by designing a more sophisticated ramp that distributes Δ𝑧more evenly over the
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48𝜋 𝑠 𝑓(𝑡) − 27 sin [2𝜋 𝑠 𝑓(𝑡)] + sin [6𝜋 𝑠 𝑓(𝑡)]} + 𝑜 (5.32)
with auxiliary function
𝑓(𝑡) =
1 + 𝑎 𝑠 + 𝑏 𝑠2
1 + 𝑎 + 𝑏
with 𝑎 = −1.319 and 𝑏 = 0.704 (5.33)
contains two free parameters 𝑎 and 𝑏, which can be used to adjust the trajectory and limit the
maximal deviationΔ𝑧max. With (5.32), the latter can be reduced by a factor of two in comparison
to the polynomial ramp (see Figure 48b).
The adiabaticity criterion for the decompression (5.2) during the example trajectories in
Figure 48may still be satisfied along the steep trap axes𝜔𝑧 and 𝜔𝑦 for ramp durations of 25ms.
However, the shallow trap axes with frequency 𝜔𝑥 varies only slightly in this process. Due to
the coupling of the trap frequency scalings in (5.22) the rapid decompression along the two
other axes may lead to substantial excitations along the 𝑥-direction, which in turn can excite
oscillations in the other two dimensions. Figure 48 (c) and (d) show the progression of 𝜔2𝑥 in
comparison to the frequency variation along 𝑧. While all trap directions may individually fulfill
their adiabaticity criterion, the coupling leads to a significant violation along the weak axis.
Utilizing such short ramp times without inducing excitations is possible only by including (5.22)
into the requirements of the shortcut trajectory. Then, additional boundary conditions for the
trap frequencies and aspect ratios can be set to ensure excitation-free transfer.
In the presence of anharmonicities, such short ramp times are undesirable in any case because
of the pronounced increase in Δ𝑧. There are some advanced strategies for shortcuts to adiabatic











3 + … (5.34)
yield extended auxiliary equations
?̈?cm + 𝜔
2




2 + … = 0. (5.35)
Much like 𝜔𝑧(𝑡), the high-order scaling factors such as 𝐿3(𝑡) depend on the scaling and position
of the trap and are therefore implicitly time-dependent through 𝑧0(𝑡). The scaling factors can be
extracted from the Biot-Savart simulations and introduced as a fit function analogous to (5.25).
Ultimately, the two competing strategies are either to use the harmonic approximation and
ramp times in the vicinity of 150ms to keep Δ𝑧 within a few micrometers, or to include the
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Polynomial
Sinusoidal







































(c) Illustration of the adiabaticity criterion for the















(d) Illustration of the adiabaticity criterion for the
decompression during the sinusoidal ramp.
Figure 48: Comparison of a polynomial and sinusoidal trajectory for a 𝑡f = 25ms transfer from
location a to c. Figure (a) contrasts the COM trajectories of both approaches (dashed lines)
and the corresponding trap positions (solid lines). The offsets to adiabaticity are compared in
(b), showing a factor of two reduction in the maximal deviation with the sinusoidal approach.
Figures (c) and (d) illustrate the adiabaticity criterion (5.2) for 𝜔𝑧 and include the dynamics
along the weak axis with 𝜔𝑥. Such rapid transformations of the asymmetric trap will likely
cause substantial excitations along the 𝑥-direction.
anharmonic contributions and rely on the validity of the simulations concerning the trap
deformations. If successful, the latter would allow for ramp durations as low as 25ms for
excitation-free transport from location a to c. Faster times would compromise the adiabaticity
of the decompression and may be limited by the switching times and response of the bias coil.
Transfer to closer positions such as from location a to b are less critical and can be reached
via a slow, adiabatic trajectory. Figure 49 compares three different approaches for a 𝑡f = 250ms
transfer. The maximum deviation Δ𝑧max between the desired trap trajectory to satisfy (5.24)




Polynomial (3rd to 7th)
Polynomial (5th to 9th)












(a) Comparison of several trap trajectories.
Sinusoidal
Polynomial (3rd to 7th)
Polynomial (5th to 9th)









(b)Offset to adiabaticity for several trap trajectories.
Figure 49: Comparison of a sinusoidal and two polynomial trajectories for a 𝑡f = 250ms
transfer from location a to b. All COM trajectories are in good agreement with the required
trap positions, with a maximum deviation of less than 1 µm.
5.4 Implementation
Successful implementation of the decompression, transport and release protocols hinges on
translating the desired time-dependence of the potential into a real magnetic field dynamic
as experienced by the atoms. Several degrees of abstraction need to be bridged to obtain the
proper field response to a calculated ramp shape. Scaling trajectories and switching commands
are issued via control voltages to a set of current drivers. All current-carrying structures have
a characteristic current response, that depends on the properties of the structure, the current
driver and its voltage supply. The current through the structures then generates a magnetic field
topology, whose time-dependence may be altered by eddy current induced in the surrounding
assembly.
The manipulation and characterization of the step response functions for the current carrying
structures is documented in Chapter 2. Generally, the switching times vary from a few hundred
microseconds for chip structures to several milliseconds for coils. This disparity becomes
relevant when many structures are ramped simultaneously, e.g. during switch-off procedures or
magnetic lensing pulses (see Chapter 6). Such sequences can either be dragged out to suit the
slowest structure (usually the bias coil) or the current requests can be altered to obtain the same
response for every structure. This can be achieved via a convolution of the Fourier transforms of
the request and step response functions (for details see Ref. [79]). Using such modified request
functions allows to produce the exact current signals required.
Due to the non-linear scaling of trap properties such as frequency and position with the
applied current, ramps and waveforms applied via the current will not produce the desired
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Figure 50: Scaling of the trap posi-
tion and trap frequency along the 𝑧-
axes over the bias coil current. The
data was extracted from the Biot-
Savart chip simulations for micro-
gravity conditions. The non-linear
current scaling of both trap prop-
erties implies that ramps and wave-
forms applied to the current will be




















results (see Figure 50). Consequently, the parameter trajectories need to be converted with
conversion functions.
5.5 Decompression and Transport
After cooling the atoms to degeneracy, they remain in a moderately steep trap at location a.
The ensemble is already decompressed once during the evaporation sequence at the onset of
three-body collisions. After the final RF ramp, the rates for such events are again approaching
the Hertz regime. Holding the atoms in this trap for too long leads to atom loss and heating of
the cloud. Hence, a rapid decompression is desirable to prevent atom loss and retain the chosen
condensate fraction. The need for rapid decompression clashes with the desire to transfer the
atoms without disturbance. Due to the absence of dissipation at this stage, any fast variation of
the trap properties can lead to undamped excitations that are difficult or impossible to mitigate.
5.5.1 Transfer to Location b
In the first microgravity campaigns, the atoms were transported to a distance of approximately
800 µm from the chip surface at location b. The moderate decrease in trap frequencies has
several advantages. First, the trapping potential can be tested in lab operation under gravity.
Second, the transfer procedure can be performed with minimal excitations without resorting to
more elaborate STA protocols which were implemented at a later time.
While the exact trap properties are somewhat modified in lab operation due to the gravita-
tional sag, both traps feature a similar geometric mean of the trapping frequencies. To gauge
the appropriate ramp time and compare different transfer ramps, the scaling procedure was
performed using linear and sigmoid ramp shapes (see Figure 51). After transfer to the final
destination, the atoms were released after varying hold times and imaged after 22ms TOF.
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Sinusoidal Fit















(A1 = 2.9 ± 2.µm)
A2 = 146.1 ± 2.µm
A3 = 91.1 ± 2.µm
(f1 = 16.6 ± 0.74Hz)
f2 = 54.8 ± 0.01Hz
f3 = 62.2 ± 0.02Hz
(a) 𝑥′-position over hold time in the trap after linear
transfer with 𝑡f = 150ms.
Sinusoidal Fit
















A1 = 50.1 ± 1.3µm
A2 = 126.3 ± 1.3µm
A3 = 70.5 ± 1.3µm
f1 = 17.5 ± 0.03Hz
f2 = 54.8 ± 0.01Hz
f3 = 62.2 ± 0.02Hz
(b)𝑦′-position over hold time in the trap after linear
transfer with 𝑡f = 150ms.
Sinusoidal Fit















(A1 = 2. ± 1.6µm)
A2 = 9.9 ± 1.6µm
A3 = 6.7 ± 1.6µm
(f1 = 16.3 ± 0.87Hz)
f2 = 54.9 ± 0.18Hz
f3 = 62.5 ± 0.26Hz
(c) 𝑥′-position over hold time in the trap after sig-
moid transfer with 𝑡f = 150ms.
Sinusoidal Fit
















A1 = 3.9 ± 1.1µm
A2 = 9.3 ± 1.1µm
A3 = 3.4 ± 1.1µm
f1 = 17.6 ± 0.31Hz
f2 = 54.8 ± 0.13Hz
f3 = 62.2 ± 0.36Hz
(d) 𝑦′-position after sigmoid transfer over hold time
in the trap with 𝑡f = 150ms.
Sinusoidal Fit















(A1 = 1.9 ± 0.7µm)
A2 = 4.1 ± 0.7µm
A3 = 2.2 ± 0.7µm
(f1 = 17.5 ± 0.95Hz)
f2 = 54.9 ± 0.45Hz
f3 = 63.1 ± 0.82Hz
(e) 𝑥′-position after sigmoid transfer over hold time
in the trap with 𝑡f = 250ms.
Sinusoidal Fit
















A1 = 1.9 ± 0.5µm
A2 = 4.3 ± 0.5µm
A3 = 1.3 ± 0.5µm
f1 = 16.7 ± 0.65Hz
f2 = 55.3 ± 0.33Hz
f3 = 62.2 ± 1.02Hz
(f ) 𝑦′-position after sigmoid transfer over hold time
in the trap with 𝑡f = 250ms.
Figure 51: COM position over hold time at location b in lab operation after various transfer
ramps. The atoms were imaged after 22ms TOF. The linear transfer over 150ms leads to
large COM oscillations and three trap frequencies can reliably be extracted from the fits. A
sigmoid ramp of the same duration reduce the oscillation amplitudes significantly without fully
suppressing them. Extending the ramp time to 250ms diminishes the amplitudes to a level that
is comparable to the overall position uncertainty. The fits in the 𝑥′-direction can only extract
two of the frequencies with confidence, 𝑓2 and 𝑓3.
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zcm(t)
z0(t)









(a) Comparison of the COM and trap trajectories.









(b)Deviation between COM and trap trajectories.

























(d)Adiabaticity criterion for the the decompression.
Figure 52: Analysis of the sigmoid current ramp used to transfer the atoms to locationb. The
maximal deviation between the trap center position and the COM of the atoms is less than
0.5 µm over the duration of the ramp (b). The prolonged decompression satisfies the adiabaticity
criterion along the 𝑧-axes by several orders of magnitude (d). Erratic behavior of 𝜔𝑥 is not
expected when comparing the progression of 𝜔𝑥 to the trap variation along the steep axes.
As expected, the linear current ramp leads to prominent COM oscillations with fitted trap
frequencies (𝑓𝑥, 𝑓𝑦, 𝑓𝑧) = (17.5 ± 0.03, 54.8 ± 0.01, 62.2 ± 0.02)Hz. Note that these values
differ slightly from the simulated trap frequencies in microgravity from Table 7. A sigmoid
current ramp can reduce the amplitude of the oscillations substantially. After extending the
ramp duration to 𝑡f = 250ms, the sinusoidal fits can barely extract the trap frequencies as the
standard deviation of the observables approaches 𝜎𝑥′ = 5.98 µm and 𝜎𝑦′ = 4.89 µm with a
standard error of 0.57 µm and 0.46 µm, respectively. Increasing the ramp duration further does
not appear to reduce the position variance further. Thus, the latter current ramp was selected
for transfer of the BEC to location b in the microgravity campaigns.
When analyzing the chosen ramp with the STA formalism (which happened long after the
fact), it is evident that the COM position of the atoms is virtually identical with the trap position
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with a maximal deviation of less than 0.5 µm (see Figure 52). As a consequence, the sigmoid
current ramp should be reasonably well suited to mitigate any trap oscillations, even when
simply using a current ramp instead of the inverse engineering method. At the time, ramps and
waveforms were generally applied via current ramps that could instantly be implemented for
any parameter change via the control system. Due to the non-linear relationship between the
bias coil current and both the trap position and frequency (seeFigure 50), the resulting ramp is
elongated in the beginning and contracted at the end. Thus, the trap frequency remains close
to its initial value for the first 80ms which leads to some unwanted heating that reduces the
condensate fraction. This effect was compensated experimentally by choosing a more aggressive
final RF cut. This results in a lower atom number in the BEC for the following experiments. One
other concern is the lack of proper boundary conditions which may result in a non-zero final
acceleration which may lead to excitations.
COM Dynamics
To evaluate the transfer to the intermediate chip distance and study the stability of the system,
the QUANTUS-2 capsule was dropped and catapulted 25 times in a span of three weeks for
its first targeted microgravity campaign. Each data point represents an identically prepared
BEC that was transferred from location a to location b and released after a variable hold time
in the final trap. The condensates were imaged after 100ms TOF. Each catapult shot produced
four data points (enumerated as a, b, c, d), while each drops produced two (enumerated as
a, b). Figure 53 shows the 𝑥𝑐′(𝑧) center position over the hold time with the data points labeled
with their respective drop number and sequence letter. The histogram of the data indicates a
non-Gaussian distribution but does not clearly show the typical shape for an oscillation, two
symmetric peaks on the edges of the distribution and diminishing population in the center. The
variance reduced by a factor of two compared to the expected value inferred from ground-based
experiments (see Figure 51).
The cloud position after TOF depends on the amplitude of the in situ oscillation 𝐴in situ, the
time of the switch-off 𝑡hold and the time of free evolution 𝑡TOF. 𝐴in situ can be inferred from the
observed position offset to the in situ position via
𝑥(𝑡TOF) = 𝐴in situ [sin(𝜔 𝑡hold + 𝜑) + 𝜔 cos(𝜔 𝑡hold + 𝜑) 𝑡TOF] , (5.36)
where 𝜑 is a phase offset. For high trap frequencies 𝜔 and long expansion times the equation
simplifies to
𝑥(𝑡TOF) = 𝐴in situ 𝜔 cos(𝜔 𝑡hold + 𝜑) 𝑡TOF, (5.37)
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Figure 53: COMposition of the BEC
in 𝑥𝑐′-direction over hold time at lo-
cation b. The data was acquired over
25 drops and catapult launches and
is labeled with the respective drop
number and sequence letter. The po-
























































0 2 4# per bin
σ = 41.9µm
Figure 54: Fitted COM dynamics
at location b. The plot shows the
data set from Figure 53 fitted to a
sinusoid. The amplitude of the os-
cillation 𝐴TOF = 52.12 ± 5.2 µm cor-
responds to an in situ amplitude of
𝐴in situ = 0.69 ± 0.07 µm. The fitted
frequency 𝑓 = 60.42 ± 0.31Hz de-
viates from the simulated value by
2.9% (see Table 7)
Sinusoidal Fit
99% Confidence Band
















A = 52.12 ± 5.2µm
f = 60.42 ± 0.31Hz













0 2 4 6# per bin
σ = 22.1µm
(a) Corrected COM position in 𝑥𝑐′-direction over
hold time in the trap.
















0 2 4 6 8# per bin
σ = 6.6µm
(b) COM position in 𝑦𝑐′-direction over hold time
in the trap.
Figure 55: COM position uncertainty after transfer to location b. The position data along
the 𝑥𝑐′-direction has been corrected by subtracting the expected position from the fit in
Figure 54. In the process, the standard deviation in 𝑥𝑐′ is reduced by a factor of two. The final
position uncertainties after 100ms TOF are given by the standard deviations 𝜎𝑥𝑐′ = 22.1 µm
and 𝜎𝑦𝑐′ = 6.6 µm with a standard error of 3.4 µm and 1.0 µm, respectively.
112
5.5 Decompression and Transport
and the observed amplitude 𝐴TOF can be converted via
𝐴TOF = 𝐴in situ 𝜔 𝑡TOF. (5.38)
This simplification is generally applicable after100ms TOF for the steep trap directions. In the
following, (5.38) is used to infer the in situ amplitudes unless otherwise stated.
Fitting the 𝑥′𝑐(𝑧) position data to a single-frequency sinusoid recovers the trap frequency
along the transfer direction 𝑓𝑧 = 60.42 ± 0.31Hz with an amplitude𝐴TOF = 52.12 ± 5.2 µm (see
Figure 54). The amplitude of the inferred in situ oscillations along the 𝑥′𝑐 imaging axis is thus
𝐴in situ = 1.37 ± 0.14 µm Subtracting the estimated position difference from the mean position
after TOF reduces the standard deviation of the 𝑥′𝑐 positions by a factor of two. Extending the fit
to two and three frequencies yields an additional reduction of only2 µm each, signifying a lack
of statistical significance. Hence, COM oscillations after transfer can only be observed in one
dimension along the transfer trajectory. This is underscored by the low position variance along
the other imaging axis.
The post-corrected COM position distribution in 𝑥𝑐′ and the position distribution in 𝑦𝑐′ after
100ms TOF feature a standard deviation of 𝜎𝑥𝑐′ = 22.1 µm and 𝜎𝑦𝑐′ = 6.6 µm with a standard
error of 3.4 µm and 1.0 µm, respectively (see Figure 55). If these uncertainties scale with TOF
akin to velocity scatter, then the inferred velocity uncertainties after release from this particular
trap are Δ𝑣𝑥′ = 221 µm/s and Δ𝑣𝑦′ = 66 µm/s.
Source Performance and Reproducibility
The atom numbers and condensate fractions vary largely over the course of the campaign (see
Figure 56). This is owed in part to the prolonged decompression that compromises the atom
number performance. Large shot-to-shot variationwere also often the results of smaller technical
issues with the experiment and the time demand of running a system at optimal performance
during an ongoing drop campaign. Over the course of the campaign, the mean atom number
observed after 100ms TOF is 0.67 × 105 with a standard deviation of 0.47 × 105. The mean
condensate fraction is 0.46 with a standard deviation of 0.17. In comparison, with optimal
lab performance the system produces 3 × 105 atoms with a condensate fraction of 0.8 with an
identical sequence.
Size Dynamics
The atom number fluctuations may complicate identifying possible high-order excitations in the
condensate. Rescaling the TF radii of the clouds to a reference atom number of 50000 allows for
a comparison of the sizes and identify possible size oscillations (seeFigure 57). The TF radii do
not appear to vary harmonically and the uncertainties can be attributed to both the atom number
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(b) Condensate fraction in chronological order.
Figure 56: System performance in terms of total atom number and condensate fraction over
the µg campaign. The data is labeled with the respective drop number and sequence letter. The
dashed lines represent moving averages over every five data points for the total atom number
and over every three data points for the condensate fraction. The atom number fluctuations
exceed the standard lab fluctuations (see Chapter 3).
fluctuations and the rescaling of the clouds. The aspect ratio of the clouds is independent of
the atom number. The data shows a small variance with a standard deviation of𝜎 = 0.08 and a
standard error of 0.012. However, attempts to extract size oscillations via a sinusoidal fit remain
inconclusive.
In summary, transport and decompression to locationb in µg leads to residual COM oscilla-
tions along the transfer trajectory but not the other axes. The oscillation along 𝑥′(𝑧) features an
in situ amplitude of less than one micrometer and appears to be phase coherent over many weeks
and drops. Despite the substantial thermal and mechanical strain on the capsule, the setup
produces consistent results and allows for extended measurement campaigns yielding cohesive
data sets. Knowing the phase and frequency of the residual oscillation, the final trap can now be
switched-off at a turning point to mitigate the dynamics completely. No higher-order excitations
were observed in the microgravity campaign.
5.5.2 Transfer to Location c
Transfer and decompression to large chip distances such as location c can not be tested in lab-
operation as the trapping potential becomes to weak to hold the atoms against gravity. Successful
transfer relies on the Biot-Savart simulations of the chip potential and the STA protocols outlined
in this chapter. The chosen trajectory is calculated from the sinusoidal approach (5.32) with
a ramp duration of 𝑡f = 150ms. In contrast to the previous transfer protocol, the trap bottom
field applied via the 𝑥-coil is reduced by setting the current to 0.1A to limit the rotation of the
trap axes at small scalings (see Chapter 6).
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0 2 4 6 8# per bin
σ = 13.3µm
(a) Rescaled TF radius in 𝑥𝑐′-direction over hold
time in the trap.















0 2 4 6 8# per bin
σ = 10.9µm
(b) Rescaled TF radius in 𝑦𝑐′-direction over hold
time in the trap.















0 10 20# per bin
σ = 0.08
(c) Aspect ratio of the BEC over hold time in the
trap.
Figure 57: Rescaled TF radii and aspect ra-
tios over hold time in the trap after 100ms
TOF. Rescaling of the atom number adds
some additional uncertainty to the data. No
statistically significant fit for size oscillations
can be obtained along any imaging axes. The
aspect ratio of the cloud shows very little
variance which is echoed by the large error
in the fit attempt. The shaded regions signify
90% confidence intervals for sinusoidal fit
attempts of the data.
The transfer trajectory and its characteristics are displayed in Figure 58. The deviation Δ𝑧
between trap minimum and cloud COM is limited to approximately 5 µm to diminish the
influence of anharmonicities in the trapping potential. The associated 𝑦-coil current ramp
features a quick decline before slowly reaching its target value. This leads to a much quicker
decompression than in the previous case and the system performance after decompression is
improved as both atom number and condensate fraction can be maintained. However, the
steeper initial decompression together with the reduction in ramp duration by 100ms is likely
to cause some size oscillations in the ensemble (see Figure 58d)
COM Dynamics
In comparison to the previous transfer protocol, only limited data is available to estimate the
residual dynamics in the final trap. As in the previous location, the atoms were imaged100ms
after release while varying the hold time in the trap. The COM dynamics mirror the findings
from the last campaign, with residual oscillations along the 𝑥𝑐′ direction and inclusive data
along 𝑦𝑐′ due to the small variance in the sample (see Figure 59).
Despite very few data points, the COM oscillations in 𝑥𝑐′ can be extracted via a sinusoidal
fit, yielding a trap frequency of 𝑓 = 25.73 ± 0.2Hz. The acquired frequency deviates from the
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(a) Comparison of the COM and trap trajectories.









(b)Deviation between COM and trap trajectories.



























(d)Adiabaticity criterion for the the decompression.
Figure 58: Analysis of the sinusoid ramp used to transfer the atoms to location c. The maximal
deviation between the trap center position and the COM of the atoms is less than 6 µm over the
duration of the ramp (see figure (b)). The faster decompression in comparison to the previous
transfer protocol causes a substantial decline in the geometric trap frequency after only20ms.
While the adiabaticity criterion is satisfied along the 𝑧-axis, the protocol is likely to cause size
oscillations along the 𝑥-axis (see figure (d)).
simulated value by 3.9% (see Table 7). Themeasured amplitude𝐴TOF = 73.84±7.41 µm translates
to an in situ amplitude of 𝐴in situ = 4.57 ± 0.46 µm. Subtracting the expected position difference
in respect to the mean from the data reduces the standard deviation from 𝜎𝑥𝑐′ = 43.36 µm to
𝜎𝑥𝑐′ = 9.26 µm. In comparison to the residual position uncertainty of 22.1 µm at location b, the
position uncertainty appears to be reduced substantially.
The COM position data along 𝑦𝑐′ was corrected for residual drag in accordance with the
respective tower pressure and sequence timing (see Chapter 4). The pre- and post-correction
position uncertainties are 𝜎𝑦𝑐′ = 7.13 µm with a standard error of 2.38 µm and 𝜎𝑦𝑐′ = 5.66 µm
with a standard error of 1.89 µm, signifying a reduction in the standard deviation of 25% due to
drag correction. The estimated remaining uncertainty in the COM position implies a residual
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A = 73.84 ± 7.41 µm
f = 25.73 ± 0.2 Hz

















(b) COM position in 𝑦𝑐′-direction over hold time
in the trap.
Figure 59: COM position over hold time at location c. Clear COM oscillations can be seen in
the 𝑥𝑐′-direction. The position data in the 𝑦𝑐′-direction is post-corrected for drag displacement.
Here, no clear COM oscillations can be extracted from the limited data set.
velocity scatter of Δ𝑣𝑥𝑐′ = 99.8 µm/s and Δ𝑣𝑦𝑐′ = 56.6 µm/s. However, these values may be
inflated by residual magnetic field gradients and unresolvable oscillations.
Size Dynamics
The observed TF radii show signs of size oscillations after transfer (see Figure 60). A distinct
sinusoidal oscillation is visible in the rescaled radii along the 𝑥𝑐′ direction. Curiously, the
fitted frequency 𝑓 = 21.43 ± 0.46Hz does not coincide with any of the simulated or measured
trap frequencies. The conversion of the amplitude 𝐴TOF = 23.49 ± 4.09 µm after TOF to the
in situ oscillation results in 𝐴in situ = 0.87 ± 0.16 µm for a cloud of 50000 atoms. To put this
in perspective, the in situ TF radii of such a cloud calculated with (6.6) and the simulated
trap frequencies from Table 7 are 𝑅𝑥 = 22.24 µm, 𝑅𝑦 = 7.20 µm and 𝑅𝑧 = 8.16 µm. Thus, the
oscillation would correspond to a variation of the radius in 𝑥𝑐′(𝑧) direction of approximately
10%.
The variation in TF radii along 𝑦𝑐′ over the hold time is reduced by 2/3 in respect to 𝑥𝑐′.
The sinusoidal fit to the data is much less conclusive and suffers from the small amount of data
points and any interpretation is highly speculative. Interestingly, the fit recovers a frequency
very similar to the one in 𝑥𝑐′ direction and phases of both oscillation appear to match. Note
that the 𝑦𝑐′ direction is a 45° projection of the 𝑥- and 𝑦-axis and the observed radius is likely a
projection of two oscillations.
The clearest signal can be obtained from the aspect ratio of both observed radii, which is not
subject to fluctuations in the atom number or condensate fraction. Figure 60c shows clear size
oscillations which appear to be following a single sinusoid with frequency 𝑓 = 19.54 ± 0.3Hz
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99% Confidence Band













A = 23.49 ± 4.09 µm
f = 21.43 ± 0.46 Hz
(a) Rescaled TF radius in 𝑥𝑐′-direction over hold
time in the trap, observed after TOF.
Sinusoidal Fit
99% Confidence Band












(b) Rescaled TF radius in 𝑦𝑐′-direction over hold
time in the trap, observed after TOF.
Sinusoidal Fit
99% Confidence Band















A = 0.13 ± 0.01
f = 19.54 ± 0.3 Hz
(c) Aspect ratio of the BEC over hold time in the
trap, observed after TOF.
Figure 60: Rescaled TF radii and aspect ratio
over hold time in the trap after100ms TOF.
Rescaling of the atom number adds some un-
certainty to the data as indicated by the error
bars. A clear size oscillation can be extracted
in the 𝑥𝑐′ direction. The fit attempt in the
𝑦𝑐′ direction remains inconclusive. The as-
pect ratio is immune to atom number fluctu-
ations and confirms distinct size oscillations
with a frequency in the proximity of 20Hz.
and amplitude 𝐴TOF = 0.13 ± 0.01. Again, the limited data points indicate size oscillations with
a single frequency that sits in between the geometrical trap frequencies.
Preliminary data from the second detection angle predicts substantial size variations along
the shallow 𝑥-axis, which is consistent with the most likely origin of the size oscillations: an
excessively quick decompression in the presence of a very shallow trap frequency along the 𝑥
direction (see Figure 58d). These leads can be interpreted as one of two likely scenarios:
1. The induced size oscillations along 𝑥 cause excitations in the other two directions via
(5.22), resulting in three size oscillation frequencies that interfere with each other through
interactions. In this case the single recovered frequency would have to be explained by
insufficient data and sampling parts of more complex size variations.
2. The fast decompression causes a collective excitation driven by the excursion along the
𝑥-axis. The apparent oscillation of the aspect ratio would exclude the monopole mode
and hint at a quadrupole excitation were the radii along the two steep trap axes oscillate
in phase with each other and out of phase with the 𝑥-radius.
118

















Figure 61: Frequencies of low-lying
modes of the BEC during transfer ac-
cording to (5.39) and (5.40). Collective
monopole (M) and radial quadrupole ex-
citations (Q2) are associatedwith frequen-
cies in excess of the radial trap frequen-
cies. Three-dimensional quadrupole exci-
tations (Q1)with frequencies below 40Hz
are likely excited during transfer and are
consistent with the experimental value
𝑓exp = 19.56Hz of the aspect ratio os-
cillation frequency.
The latter assumes that the radial trap frequencies are similar enough to satisfy cylindrical
















where 𝛾 is the ratio between 𝜔𝑧 and 𝜔𝑟. The " + " solution of (5.39) pertains to monopole
excitations while the " − " solution corresponds to three-dimensional quadrupole excitations,
where the radial size oscillates out of phase with the axial size [128]. Equation (5.39) describes
two-dimensional quadrupole oscillations in the radial plane. Since 𝜔𝑧, 𝜔𝑟 and 𝛾 change through-
out the transfer to location c, it is difficult to pin-point when exactly the excitations are induced
and what happens to their frequency as the trap is decompressed further. Figure 61 illustrates the
different excitation frequencies in comparison to the trap frequencies and their time evolution
during transfer. All but one of the low-lying modes of the BEC feature multiples of the radial
trap frequencies, far exceeding the value observed in the experiments. Q1-excitations are a likely
candidate to explain the observed oscillations at a frequency of approximately 20Hz.
To investigate the likelihood of a quadrupole excitation, the 𝑥′ and 𝑦′ data is pooled with
preliminary data from the second detection angle. These come with a large uncertainty in
the absolute atom number which is detrimental to clearly identifying size dynamics. The
second imaging angle offers an unobstructed view of the cloud size along the 𝑦-axis and a
projection of the 𝑥 and 𝑧 radii. The quadrupole mode in question features two synchronous
oscillations of similar amplitude along the radial directions 𝑦 and 𝑧, that evolve out of phase
with a third oscillation a along 𝑥. Fitting such a mode to the complete data set yields good
agreement considering the low number of data points and the uncertainty in the radii as a
result of the varying atom number (see Figure 62). The fit extracts a common frequency𝑓exp =
21.56 ± 0.43Hz with mean radii 𝑅𝑥 = 104.3 ± 4.9 µm, 𝑅𝑦 = 142.8 ± 2.9 µm, 𝑅𝑧 = 139.2 ± 2.5 µm
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Figure 62: Quadrupole mode fit to the TF radii over the hold time in the trap. All TF radii are
rescaled to an atom number of 50000. The error bars reflect the uncertainty of the rescaling
process. The four data sets for the 𝑥, 𝑦, 𝑧 and 𝑦′ direction are extracted from images of the
primary and secondary imaging angle. The data is then fitted to a Q1 quadrupole mode, i.e.
three oscillations with the same frequency, two of which oscillate in phase with each other and
out of phase with the third. The single model fits the complete data set simultaneously to the
three oscillations (𝑥, 𝑦, 𝑧) and the projection of two of those oscillations (𝑦′). The recovered
frequency is 𝑓exp = 21.56 ± 0.43Hz.
and amplitudes 𝐴𝑥 = 66.6 ± 8.6 µm, 𝐴𝑦 = 27.9 ± 4.8 µm, 𝐴𝑧 = 24.2 ± 4.5 µm after 100ms
TOF. These values corresponds to in situ oscillation amplitudes of 𝐴𝑥, in situ = 5.5 ± 0.7 µm,
𝐴𝑦, in situ = 0.9 ± 0.2 µm and 𝐴𝑧, in situ = 0.8 ± 0.2 µm. To fit the projected radii along 𝑦′ the
projection angle is adjusted by 12° to include a slight rotation of the 𝑥 and 𝑦 trap axis in respect to
the absolute coordinate system. The available data appears to be consistent with a Q1-type mode
oscillation. However, the measured frequency does not coincide with the expected frequency of
that mode the final trap 𝑓Q1(𝑡 = 0.15 s) = 14.96Hz. This could potentially be linked to a break
in the cylindrical symmetry as the trap is decompressed. The two radial trap axes feature a small
deviation in frequency. Initially, this deviation amounts to less than 1% of the absolute trap
frequencies but grows to over 16% in the final trap (for the simulated values in Table 7). Clearly,
more measurement campaigns are necessary to expand the data sets and confirm or refute the
presented arguments.
Knowledge of the exact size dynamics of the BEC during decompression is crucial for un-
derstanding and designing future shortcut trajectories and magnetic lensing sequences. The
current attempts of neglecting the coupling of the three trap axes during decompression and
focusing only on mitigating dipole oscillations will need to be extended to a more complete
model. Not only does the current decompression induce size oscillations in the condensates,
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(b) Condensate fraction in chronological order.
Figure 63: System performance in terms of total atom number and condensate fraction over
the µg campaign. The data is labeled with the respective drop number and sequence letter.
With the improved transfer procedure, the source performance is increased substantially in
comparison to the previous campaigns.
these dynamics may constitute higher-order collective excitations that are not necessarily in-
cluded in the common STA framework. The role of collisions in BECs and their inclusion in
shortcut approaches may need to be extended beyond the usual mean field approximation.
Understanding and controlling the size dynamics of the BEC is of utmost importance as they
define the input state and the success of the subsequent magnetic lens. Gaining access to such
coherent and predictable oscillation modes of the BEC could considerably advance the magnetic
lensing tools and methods. The rapid decompression into a shallow potential is in itself a type of
lensing process, where the velocity spread of the ensemble can be reduced by switching off the
trap at the appropriate time [49]. The implications of such control mechanisms for the magnetic
lens are discussed in Chapter 6.
Source Performance and Reproducibility
While the amount of drops and acquired data points is much smaller than in the previous
campaign, both the atom number and the condensate fraction are much improved in absolute
value and consistence. The mean atom number observed after100ms TOF is 1.24 × 105 with a
standard deviation of 0.75×105. Themean condensate fraction of 0.68with a standard deviation
of 0.13 (see Figure 63). The performance is also much more consistent between data points
recorded during the same drop. The higher atom numbers and condensate fractions are a result
of many small technical improvements, making the experiment more stable overall, and the new
transfer trajectory which includes a significantly faster decompression.
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Figure 64: Measured current response to
the switch-off protocol. The 𝑦-coil is shut-
off via step response while the two chip
structures receive the appropriate request
signal to match the current progression.
The result is a switch-off time of 0.98ms
which is significantly faster than the settle
time of the coil (see Table 5). This proce-
dure is especially warranted when switch-
























Switching off the current-carrying structures instantaneously leads to a significant COMmotion
towards the atom chip in ground operation. Due to the disparity in switching times between
chip structures and coils, the switch-off dynamics are given by the step response of the 𝑦-coil.
Releasing the atoms from the trapping configuration without disturbance calls for a protocol to
simultaneously shut-off all relevant structures in a coherent way as any mismatch might cause a
sudden shift of the trap center. This is especially relevant in lab operation where the trapping
potential is deformed under gravity and the atoms are typically released from relatively steep
traps. For such applications it is useful to ramp the chip structures in a way to match the current
progression of the bias coil.
The step response of the 𝑦-coil traces the typical curve for a critically damped system (see
Chapter 2). Thus, the fastest transition to zero field is given by the fall time, the first intersection
with the target value. The trapping potential can be switched-off by forcing the same intersection
with all structures. However, the steep slope of the function may be vulnerable to a mismatch
and introduce additional scatter in the procedure. Instead, one can make use of the overshoot
of the system by requesting a step response to the absolute value of the maximum overshoot,
thus generating a smooth approach to zero field. In this case, the switching time is given by the
peak time which for the 𝑦-coil sits at approximately 0.98ms. The matching current ramps for
the chip structures will than mimic the 𝑦-coil for the 0 to 0.98ms interval (see Figure 64). If
necessary, the mean COMmotion can than be minimized experimentally by fine tuning the
ramp duration for the chip structures and adjusting the constant bias and quantization field.
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0 150 300# per bin
σ = 15.9µm
(a) COM position in 𝑥′-direction in lab operation.
The position uncertainty has a standard deviation
of 𝜎 = 15.92 µm.









0 20 40# per bin
σ = 2.9µm
(b) COM position in 𝑥′-direction in battery opera-
tion. The position uncertainty has a standard devia-
tion of 𝜎 = 2.92 µm.








0 250 500# per bin
σ = 11.1µm
(c) COM position in 𝑦′-direction in lab operation.
The position uncertainty has a standard deviation
of 𝜎 = 11.13 µm.








0 25 50# per bin
σ = 3.0µm
(d) COM position in 𝑦′-direction in battery opera-
tion. The position uncertainty has a standard devia-
tion of 𝜎 = 3.04 µm.
Figure 65: COM position uncertainty after transfer to locationb during normal lab operation
and battery operation. Note that the trap parameters are slightly different from the values in
Table 7 due to the influence of gravity. All measurement were taken after 22ms TOF and a hold
time of 100ms. When the capsule is connected to the power supplies, the histogram shows
a clear sign of oscillations that can be traced back to the 50Hz signal of the main power line.
Once the system is disconnected, the position uncertainty is reduced to a narrow Gaussian
distributions indicative of residual technical noise. Once the system is at operating temperature,
there is no measurable drift of the mean COM position.
5.7 COMMotion and Position Uncertainty
A stable and predictable COM motion after switch-off and a reproducible cloud position is
imperative for all subsequent steps in the experiment. Pristine control of the COM dynamics
keeps the atoms in the detection volume for many seconds and enables the systematic analysis
of position sensitive tools such as the magnetic lens. The mean COMmotion usually depend on
the specific field decay which is determined by the release trap and the switch-off procedure.
Generally, the final velocity after release can be tuned via several parameters. The biggest
challenge in suppressing the residual motion of the condensates is the reliable determination of
its magnitude. Uncertainty in the COM position after TOF can be a result of a position offset
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caused by small fluctuations and drifts of the resistance and temperature of the current-carrying
structures. The aforementioned effects would result in a small position scatter that remains
constant over time. More troublesome is an uncertainty in the final velocity with an associated
velocity scatter which scales with the TOF.
To estimate the position uncertainty and gauge the quality of the scarce microgravity data,
statistical analysis was performed on large data sets of equally prepared BECs. In typical lab-
based operation, the capsule batteries are all connected to their respective power supply and
the capsule ground is referenced to the power outlet. In an overnight measurement, the center
position of the clouds was recorded over 15 hours and 6000 data points (see Figure 65a and
Figure 65c). The large variance of the center position is caused by the 50Hz oscillation of the
power mains, which couples into the system via some of the current drivers. Repeating the same
measurement in battery operation, where the capsule is completely disconnected from all other
lap equipment, yields a much smaller standard deviation of 𝜎𝑥′ = 2.92 µm and 𝜎𝑦′ = 3.04 µm
and a standard error of 0.21 µm each. The latter data set comprises 200 identically prepared
BECs. In all of the above measurements, the atoms were released from a trap at location b with
a mean radial trap frequency of approximately 60Hz and imaged after 22ms TOF.
The observed uncertainty in the cloud position scales both with the TOF and the frequency
of the release trap. To quantify the dependence on the trapping potential, the measurement
was repeated at various chip distances and trap frequencies (seeFigure 66). The velocity scatter
in 𝑥′ scales linearly with the the trap frequency at a rate of approximately 3.2 µm/s/Hz. The
uncertainty in 𝑦′ appears to be constant for most trap frequencies and increases only towards the
steepest traps. The different scaling for the twomay be caused by the fact that the 𝑦′ direction is a
projection of the 𝑥 and the 𝑦 trap axes and the frequency along 𝑥 varies only slightly over the trap
variations. Additionally, the increased uncertainty along the 𝑥′ axis could be explained by the
susceptibility of the trap position on that axis to small current fluctuations. Unfortunately, the
gravitational sag sets a lower limit for the trap frequencies attainable in lab operation. Together
with the relatively short observation times this limits the minimal observable scatter to just
under 3 µm/22ms = 136 µm/s. In comparison, the observed residual velocity scatter in the first
µg campaign were as low as 66 µm/s at a mean radial trap frequency of approximately 60Hz.
Experimental data of the trap position after TOF in µg, where the the atom were released
after constant hold time in the final trap, is very limited. In these data sets, the atoms remained
in the magnetically sensitive𝑚𝐹 = 2 hyperfine state during free expansion. Thus the position
information may be skewed by residual magnetic field gradients. Figure 67 shows the mean
COM velocity and its uncertainty for release from the trap configurations at location b and c.
The 𝑦′ positions in the data sets were post corrected for residual drag in the drop tower. The
COM uncertainties are inferred from weighted fits of the data with fixed in situ positions. The
error bars are given by the standard deviation of the position data at each measured time.
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(a) 𝑥′-position uncertainty at varying trap frequen-
cies and chip distances.
x' Position
y' Position



















(b) Standard deviation of the COMpositions at vary-
ing trap frequencies.
Figure 66: COM position uncertainty over the trap frequency. Figure (a) shows the position of
100 equally prepared BECs after decompression to various trap frequencies and chip distances.
The atoms are imaged after 22ms TOF. Figure (b) plots the standard deviation of the 𝑥′ and
𝑦′ position at these trap frequencies and locations. While the uncertainty in the 𝑦′ position
uncertainty remains relatively constant for all but the steepest trap, the standard deviation in
𝑥′ decreases approximately linearly with the trap frequency.
The acquired velocity scatter at location b in 𝑥′ and 𝑦′ direction are 267.0 µm/s and 88.5 µm/s,
respectively. These values agree with the residual scatter after post correction from the first µg
campaigns (see Figure 55). The mean COMmotion in 𝑥′ and 𝑦′ are 122.4 µm/s and 433.3 µm/s,
respectively. The atoms were released after a hold time of 28.5ms and imaged after varying TOF.
At location c, the velocity scatter appears to be reduced substantially to 15.1 µm/s and
13.5 µm/s, which is well below the expected scaling of the uncertainty with the trap frequency.
These values can likely be attributed to the low data rate. The mean COM velocity along the𝑥′
and 𝑦′ axes are 107.6 µm/s and 79.5 µm/s, respectively. The reduced velocities are advantageous
to minimize displacement between the atoms and the magnetic lens. Here, the atoms were
released after a hold time of 18.46ms and imaged after varying TOF.
Post Lens COM Dynamics
The best data sets for determining the COM dynamics on the time scale of several seconds is the
position data of the lensed BECs. Amagnetic lensing sequence was performed at both location b
and c, after which the atoms were transferred to the𝑚𝐹 = 0 hyperfine state and imaged after up
to 2 s of free evolution (see Chapter 6). The collimated clouds can be observed much longer than
the initial ensembles and evolve mostly unaffected by residual magnetic fields. Figure 68 depicts
the COM dynamics of the collimated ensembles. The magnetic lens has a strong influence on
both the mean velocity and its uncertainty for both imaging directions and chip distances.
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v = 122.4 µm/sσ = 267. µm/s












(a) COM position in 𝑥′-direction over TOF in µg.
v = 433.3 µm/sσ = 88.5 µm/s
Raw Data
Corrected Data












(b) COM position in 𝑦′-direction over TOF in µg.
v = 107.6 µm/sσ = 15.1 µm/s















(c) COM position in 𝑥′-direction over TOF in µg.
v = 79.5 µm/sσ = 13.5 µm/s
Raw Data
Corrected Data












(d) COM position in 𝑦′-direction over TOF in µg.
Figure 67: COM velocity and velocity scatter in microgravity after release at locations a and b.
Figures (a) and (b) show the data set acquired after release at a chip distance of 816 µm. Despite
the low data rate, the position uncertainty after TOF appears consistent with previous µg
campaigns. Figures (c) and (d) plot the velocity scatter after release at a chip distance of 1465 µm.
The data suggest a sizable reduction in position uncertainty after TOF. The 𝑦′ positions in both
data sets were post corrected for residual drag.
After the BC-SC-lens at location b, the mean COM velocity is 𝑣𝑥′ = 541.2 µm/s and 𝑣𝑦′ =
−237.7 µm/s, moving away from the chip surface and upwards in the imaging frame. Themotion
away from the atom chip has accelerated, while themotion in the perpendicular axis has reversed,
indicating a mismatch of the cloud and lens positions. Themean COM velocity after the BC-lens
at location c shows the opposite behavior. The condensate is moving towards the chip surface and
downwards in the imaging frame with velocities 𝑣𝑥′ = −414.5 µm/s and 𝑣𝑦′ = 332.2 µm/s, again
symptomatic of a position mismatch. However, since the pre-lens position data is somewhat
unreliable, exact prediction of the offsets is currently difficult. Especially in the 𝑦′-direction, the
estimated cloud position varies largely with the drag correction. However, the µg data for the
pre-lens position before the BC-lens has been acquired late in the µg sequence time and at high
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vx' = 541.2 µm/sσx' = 7.1 µm/s















(a)COMposition in𝑥′-direction aftermagnetic lens
(BC-SC).
vy' = -237.7 µm/sσy' = 15.9 µm/s
Raw Data
Corrected Data











(b) COM position in 𝑦′-direction after magnetic
lens (BC-SC).
vx' = -414.5 µm/sσx' = 7.3 µm/s













(c)COMposition in𝑥′-direction aftermagnetic lens
(BC).
vy' = 332.2 µm/sσy' = 6.9 µm/s
Raw Data
Corrected Data












(d) COM position in 𝑦′-direction after magnetic
lens (BC).
Figure 68: COM velocity and velocity scatter in microgravity after magnetic lens at locations b
and c. After the lensing pulse, the atoms are transferred to the𝑚𝐹 = 0 hyperfine state. The 𝑦′
positions in both data sets were post corrected for residual drag. The atoms were imaged after
varying TOF, which includes the period of free expansion before the lens. The collimation of
the condensates appears to reduce the velocity uncertainty in both data sets.
capsule velocities. Overall, the final mean COM velocities span a wide range along both imaging
axes, indicating that the values can be tuned arbitrarily by proper positioning of the lens.
The velocity scatter after the magnetic lens appears drastically reduced for both data sets. The
improvement is most striking for the BC-SC-lens, where the position uncertainty is reduced to
3% in 𝑥′ and 18% in 𝑦′ of the pre-lens values. The final velocity scatter determined from the
error of a weighted linear fit is 𝜎𝑥′ = 7.1 µm/s and 𝜎𝑦′ = 15.9 µm/s. While the improvement
due to the BC-lens is less pronounced because of the reduced initial uncertainty, the final COM
stability is just as pristine. With a residual uncertainty of 𝜎𝑥′ = 7.3 µm/s and 𝜎𝑦′ = 6.9 µm/s,
the COM position of the collimated clouds can be controlled with utmost precision. Note
that the uncertainty in 𝑣𝑦′ is reduced further with increased drag coefficient for both data sets.
Consequently, the conservative assessment of the drag correction from Chapter 4might be an
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(b) Mesoscopic chip structures disconnected.
(Drop #91b)
Figure 69: A lensed BEC in𝑚𝐹 state mixture imaged after491ms TOF. A Gaussian lens pulse
(BC-SC) is applied to the condensate before distributing the atoms over several𝑚𝐹 hyperfine
states via an ARP. Subsequently, the clouds evolve freely with all current-carrying structures
connected (a) and with all mesoscopic structures disconnected (b). From bottom to top, the
𝑚𝐹 = 2,𝑚𝐹 = 1 and𝑚𝐹 = 0 states are clearly visible on both images. The majority of the atoms
reside in 𝑚𝐹 = +1. Disconnecting the mesoscopic structures reduces the displacement along
the 𝑥′-axis – the gradient along 𝑦′ remains the same.
underestimation. The origin of the substantial reduction in velocity scatter can be explained
by the lensing action, whose very principle is the deceleration of atoms proportional to their
velocity (see Chapter 6). Thus, applying the lensing field has a homogenizing effect on the various
input velocities.
5.8 Gradients
When mixing the 𝑚𝐹 hyperfine states with an ARP after the lens, the different clouds separate
over time, indicating a differential acceleration from a residual magnetic field gradient. The





where 𝑎 is the observed acceleration, 𝑔𝐹 the dimensionless magnetic moment and𝜇𝐵 the Bohr
magneton. It was suspected early on that residual currents through the structures may cause
small gradient that become evident at longer TOFs. This theory was put to the test by imaging
identically prepared BECs distributed over several𝑚𝐹 states and disconnecting structures for
one of the images (see Figure 69). The separation of the states is clearly altered by disabling
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∇Bx' = 0.2 ± 0.019 G/m
90% Confidence Band















(a) 𝑥′-position over TOF (BC-SC-lens).















(b) 𝑦′-position over TOF (BC-SC-lens).
∇Bx' = -0.31 ± 0.038 G/m
90% Confidence Band











(c) 𝑥′-position over TOF (BC-lens).















(d) 𝑦′-position over TOF (BC-lens).
Figure 70: COM position after magnetic lensing and subsequent free evolution in the𝑚𝐹 = 2
state. The curvature of the trajectory is indicative of a residual acceleration from magnetic
field gradients. While the measurements for the axis pointing away from the atom chip give
inconclusive results, there is a reproducible gradient parallel to the chip surface.
the mesoscopic structures. The system was upgraded so that all unused structures can be
disconnected on demand. Now, only the 𝑥-coil remains active during TOF to provide the
quantization axis.
Even with all unused structures disconnected during free evolution, clear evidence of residual
magnetic field gradients remain. The most concise data on this subject are the two lensing
campaigns were the condensates evolved in the𝑚𝐹 = 2 state on time scales of up to one second
(see Figure 70). During the BC-SC-lens campaign at location b, the measured residual gradients
are ∇𝐵𝑥′ = 0.20 ± 0.019G/m and ∇𝐵𝑦′ = −0.63 ± 0.003G/m. These values are surprisingly high
considering the two-layer mu-metal shield, the effort that was put into setting up a titanium
vacuum chamber and limiting the components within the magnetically shielded area to non-
magnetic components. For the next lensing campaign at location c, the measured gradients are
∇𝐵𝑥′ = −0.31 ± 0.038G/m and ∇𝐵𝑦′ = −0.81 ± 0.074G/m. The gradient along 𝑥′ is reversed
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compared to the previous data set and the assessment is inconclusive. The remaining quantization
field was reduced for the second campaign which could indicate that the gradient in the direction
pointing away from the atom chip is self inflicted. The largest displacement and field gradient is
oriented parallel to the chip and its magnitude is consistent over both campaigns.
To identify the sources of the field gradients, sensitive measurements protocols for ground-
based magnetometry need to be developed. While the amplitude of the residual fields is sur-
prising, these gradients remain constant over many weeks in lab operation, while traversing the
110m steel tube of the drop tower and during extended drop campaigns. Thus, the field source
is definitively located inside the capsule, and most likely inside the magnetically shielded region.
While gradients of such magnitude may be detrimental to high-precision atom interferometry
in the future, there is currently no evidence of adverse effects for the magnetic lens.
5.9 Summary
This chapter presented the tools and methods to bridge a wide range of trap frequencies and
locations via adiabatic and non-adiabatic transfer methods. Successful transfer to large chip
distances was demonstrated without the introduction of excessive excitations. Due to the stability
of the system and the phase coherence of the residual dynamics, they were easily mitigated
through the switch-off procedure. The distant trap location shows signs of size oscillations
which could be a collective excitation of the condensate. Future shortcuts to adiabaticity will
need to be extended to either disable these excitations or generate them deliberately for the
purpose of designing the input state for the magnetic lens. STA procedures of the future will
also need to include the dynamic anharmonicities in the potential.
Excellent control over the COM dynamics of the condensates is crucial to enabling high-
precision measurements in microgravity on the second scale. This chapter shows that the
kinematics of the clouds can be controlled sufficiently to enable detection of the atoms after
several seconds of free propagation. The mean COM velocity can be tuned arbitrarily via
positioning of the magnetic lens. The residual velocity scatter was reduced to 7 µm/s allowing for
precise predictions of the cloud location. In summary, the observation time of the condensates
is not limited by the COM dynamics and the control mechanisms are sufficient to probe the
atoms over the entire microgravity time span offered by the drop tower.
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CHAPTER6
Matter-Wave Lensing with Atom Chips
Collimating Ultra-Cold Atoms with Anharmonic Potentials
One of the most crucial properties of atomic ensembles as sources for atom interferometry is
their rate of expansion, i.e. their velocity spread. The velocity spread is a useful quantity in
determining the potential measurement time of the ensemble, as detection of the atoms after
TOF relies on sufficient density of the cloud. Together with the initial size, the velocity spread
defines the size and density at any given time after release, quantities that are relevant for many
systematic effects in interferometric measurements (see Chapter 7).
Furthermore, the fidelity of a beam splitting pulse in an atom interferometer depends on
the velocity spread of the atomic cloud since different velocity classes within the ensemble
will experience different Rabi frequencies [32, 47]. The Gaussian intensity distribution of the
interferometer beams leads to an additional variation of the Rabi frequency as the cloud expands
in size. Hence, the requirements on the divergence of the atomic clouds are especially stringent
when the interferometer is extended to macroscopic time scales, where the individual pulses
are separated by several seconds of free evolution. Thus, the high precision measurements
envisioned in this project require pristine control of the residual expansion of the condensates
and manipulation of the velocity spread through experimental techniques beyond evaporative
cooling.
Size and density restrictions are highly relevant in the context of observability. The cloud
density needs to be maintained above the threshold for spatially resolved imaging techniques,
while the maximal cloud size is set by the position in the detection volume. In the microgravity
campaigns of the predecessor experiment QUANTUS-1, condensates could be observed for up
to one second of free evolution [4]. The contrast in a Bragg atom interferometer diminished
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much sooner, after about 500ms [56]. Thus, the dwindling density of dilute clouds is a severe
limitation on macroscopic timescales.
Tools to collimate the ensembles are essential for extending both the expansion time and the
interferometry time into the ten second range. So called delta-kick cooling (DKC) or magnetic
lensing techniques [125, 129] were successfully employed in QUANTUS-1 to improve the
measurement time of a BEC interferometer in microgravity to 700ms [56]. A magnetically
lensed cloud was barely observable after two seconds of free evolution. However, the limited
starting atom number prohibited more decisive results. The microgravity campaigns presented
here illustrate the progress in extending the measurement time with BECs in microgravity to
new limits.
To this end, the chapter will outline the theoretical background of collimating BECs with
conservative potentials. The requirements for optimal lens performance and the most crucial
parameters are presented. The peculiarities of magnetic lensing with atom chip traps, most
notably higher order corrections to harmonic potentials, are discussed. The theoretical models
are then contrasted with experimental data obtained in the microgravity campaigns.
6.1 BEC Dynamics in Time Dependent Potentials
The evolution of a pure BEC at zero temperature is governed by the time dependent Gross-
Pitaevskii equation (GPE)












with 𝑎 ≈ 100𝑎0. (6.2)
Here, 𝑎0 is the Bohr radius and 𝑎 the approximate s-wave scattering length for
87Rb atoms. In
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To calculate the complete dynamics of the BEC in the process of magnetic lensing, (6.1) has to
be solved numerically. However, some approximations can be used to study individual aspects
of the collimation process. The sequence can be separated into the initial expansion of the
ensemble, where the interactions between the atoms dominate the dynamics, and the lensing
process where the interactions are negligible but the kinetic energy of the ensemble is relevant.
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Figure 71: Free expansion of the condensate
observed at different times of flight. The blue
curve represents the evolution of the cloud
radius in the 𝑥′-direction according to (6.12)
and (6.7), while the data points are the TF
radii extracted from fitting the absorption
images displayed in Figure 72. The exper-
imental data was rescaled to 𝑁 = 50000.
The expansion of the condensate appears to
be underestimated since the influence of the
thermal component of the ensemble is not
taken into account.
When considering the initial size and expansion of the BEC, the kinetic energy term in theGPE
can be disregarded and the wave function in this so calledThomas-Fermi (TF) approximation is
𝜓(r, 0) =
(











with 𝜔 = (𝜔𝑥(0)𝜔𝑦(0)𝜔𝑧(0))
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. (6.5)







, with 𝑖 ∈ {𝑥, 𝑦, 𝑧}. (6.6)
Thus, the initial size of the condensate is defined by the number of atoms 𝑁 and the trap
frequencies 𝜔𝑖(0).
Once the BEC is released from its confining potential, the TF approximation is not applicable
since a variation to the trapping potential converts potential to kinetic energy, which can no
longer be neglected [125]. However, the TF radii 𝑅𝑖(𝑡) follow the classical trajectories
𝑅𝑖(𝑡) = 𝑅i 𝑏𝑖(𝑡) with 𝑖 ∈ {𝑥, 𝑦, 𝑧}, (6.7)
given by the scaling parameters 𝑏𝑖(𝑡), as long as they satisfy the differential equations
𝑏″𝑖 + 𝜔
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Figure 72: Four BECs observed 25, 50, 75 and 100ms after instantaneous switch-off of the
confining potential with trap frequencies (𝑓𝑥,𝑓𝑦,𝑓𝑧)=(17.5, 54.9, 62.2)Hz. The spatial distri-
bution of the condensates is in good agreement with the inverted parabola profile described in
Equation 6.12.
Thus, the evolution of the radii is only implicitly density dependent through broadening of






with the common solutions






exploited in time-of-flight measurements [48]. They describe the free evolution of the ensemble
in the time independent case (see Figure 71).
By rescaling the wave function 𝜓(𝑟𝑖, 𝑡) → ̃𝜓(𝑟𝑖/𝑏𝑖(𝑡), 𝑡), the variation of the potential is
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, (6.12)
which gives an approximate, analytical expression for the dynamics of a BEC in time dependent
harmonic potentials that is in good agreement with cloud radii observed in absorption images
(see Figure 72). Unfortunately, the scaling approach can not easily be extended to include higher
order terms in the confining potential, which are highly relevant in the lensing process presented




The collimation process of the ensemble can more easily be explored when the interactions
are neglected and the BEC is described as a wave packet evolving from an harmonic oscillator
ground state. Neglecting the interactions for this analysis is appropriate, as the density is generally
reduced by orders of magnitude in the initial expansion prior to the lens. For the purpose of
this discussion, the effects of the interactions are only relevant in influencing the initial size of
the ensemble.






, with 𝑖 ∈ {𝑥, 𝑦, 𝑧}. (6.13)








Once the BEC is released from its confining potential through an instantaneous switch-off, it











As in the TF description, reducing the expansion rate of the ensemble is achieved by reducing
the trap frequencies 𝜔𝑖 as much as possible before release. Decompression of the final trap
appears to be a straightforward approach to cooling the ensemble. However, there are certain
limitations in reducing the kinetic energy through adiabatic decompression.
In lab-based experiments, the decompression to very shallow traps is hindered by deforma-
tions of the potential due to gravity. This gravitational sag sets a lower limit for feasible trap
frequencies in the direction of gravity, that has to be circumvented by compensating measures.
A three-dimensional temperature of 450 ± 80 pK was reached using a gravito-magnetic trap
with a mean frequency of one hertz [131]. The potential was adiabatically decompressed over
ten seconds and at the expense of reducing the atom number by several orders of magnitude.
An additional intermediate delay of five seconds between decompression steps was necessary to
phase out excitations.
In µg, atomic clouds can in principle be decompressed to arbitrarily shallow traps. However,
the required time of several tens of seconds for adiabatic decompression along with the large
increase in cloud size renders this approach impractical. Together with the atom loss due to
evaporation and background collisions on such timescales, a slow adiabatic decompression leads
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Figure 73: Time evolution of the
size of the cloud during amagnetic
lensing sequence. From the ini-
tial size Δ𝑥(0), the cloud expands
more rapidly in the beginning un-
til th ballistic regime is reached. At
time 𝑡 = 𝑇0 a lensing pulse with
duration 𝜏 collimates the ensem-










to large, dilute clouds that are highly susceptible to excitations, magnetic field imperfection,
stray fields, wave front distortions and gravity gradients. These circumstances make adiabatic
expansion to picokelvin and sub-picokelvin temperatures unfeasible for our experiments and
the envisioned interferometric measurements.
Instead, shortcuts to adiabaticity analogous to the methods presented in Chapter 5 can be
used to reduce the expansion rates. One such method is magnetic lensing. For this technique,
the atoms are released from the trap and expand according to (6.10) until a linear correlation
between position and momentum is established and each atom expands ballistically according
to
𝑥(𝑡) = 𝑣 𝑡 + 𝑥0. (6.16)










𝜏 = −𝑚𝜔2𝑥(𝑇0) 𝜏. (6.18)
The momentum kick is proportional to the current position 𝑥(𝑇0) of each atom and with
appropriate pulse timing such that
𝜏𝑇0 = 𝜔
−2, (6.19)
all atoms should receive a kick equal but opposite to their current momentum and ideally be
at rest after the procedure (see Figure 73). The degree to which (6.19) can be fulfilled for an




























(c) After the lens (𝑡 = 𝑇0 + 𝜏)
Figure 74: Phase space evolution during a magnetic lensing sequence with harmonic potential.
The initial expansion of the ensemble causes a phase space shear, broadening the spatial
distribution while leaving the momentum distribution unchanged. Then, applying the lensing
potential causes a clockwise rotation of the phase space distribution until the momentum width
is minimized.
I. The influence of interactions can be neglected and a linear correlation between position
and momentum is reached.
II. The initial size of the ensemble is small enough to be neglected.
III. The lensing potential is harmonic at all times over the spatial extend of the cloud.
IV. The cloud and the lensing potential are concentric.
To explore these restrictions and the influence of their violation, the lensing process can be
visualized in phase space.1 Without interactions, the dynamics of the system in phase space are
identical to the dispersion of a wave packet and its shape and spread can be described classically
according to the Ehrenfest theorem.2 We can thus illustrate the phase space distribution by
the Liouville density function where the width of the distribution are given by |𝜓(𝑥, 𝑡)|2 and
|𝜙(𝑝, 𝑡)|2 [133].






and Δ𝑝(𝑡) = 𝑐, (6.20)
1 Alternatively to the classical phase space picture, a quantum description of the phase space dynamics with Wigner
functions can be used [132].
2The Ehrenfest theorem states that the expectation values for position and momentum obey Newton’s classical
equations of motion.
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and the initial width 𝑎 and 𝑐 are given by (6.13) and 𝑐 = ℏ/𝑎. During free expansion, the
dispersion of the momentum distribution Δ𝑝 stays constant while the spatial dispersion Δ𝑥(𝑡)
increases with time due to classical phase space shear (see Figure 74b). The shearing invokes a
linear correlation between position and momentum, which is a fair assumption as long as no
external forces act on the wave packet. Thus, in this example condition I is fulfilled by definition.
In a practical scenario this can be achieved by sufficient free expansion from a point source,
which in turn relays the restriction onto the initial size of the ensemble, i.e. condition II.
After some time of free evolution, themagnetic lens is applied and themomentumdistribution
is altered according to (6.18). The momentum shift results in a rotation of the phase space
distribution around the origin until the width of |𝜙(𝑝, 𝑡)|2 is minimized (see Figure 74c). Hence,
the final width and effective temperature depend on the amount of cloud shearing before the
lens. Since the phase space density is conserved during rotation, the lensing sequence trades off






where 𝑇𝑖 is the initial effective temperature [134]. This expression quantifies the influence of a
finite initial width on the temperature reduction (condition II).
6.3 Velocity Spread and Effective Temperatures
The velocity spread of an atomic ensemble is often expressed as the temperature of the cloud. A
classical gas in thermal equilibrium follows the Maxwell-Boltzmann velocity distribution

































Thus, if the the velocity spread given by 𝜎𝑣 is known, it can directly be converted to the ther-
modynamic temperature 𝑇. After release from the trap, the atomic cloud features a Gaussian
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𝜎2𝑟𝑖 with 𝑖 ∈ {𝑥, 𝑦, 𝑧}, (6.25)
where 𝜔2𝑖 are the release trap frequencies [48]. Once the ensemble has reached the ballistic





After free expansion, interactions within the ensemble diminish and the equilibrium state
is suspended. Thus, the atomic cloud does not feature a thermodynamic temperature. This
is especially relevant after the manipulation of the momentum distribution through magnetic
lensing, where the inferred temperatures after the process do not relate to the in situ temperature
prior to release. In these cases, the expansion rate of the ensemble is often expressed as an
equivalent effective temperature or kinetic temperature that is not to be confused with the
thermodynamic property.
The velocity distribution of a BEC does not follow the Maxwell-Boltzmann statistic and the
BEC features a parabolic shape instead of the Gaussian profile of the thermal cloud. Thus, the
size of the ensemble is given by the TF radii𝑅𝑖 instead of the 𝜎𝑟𝑖 . While the TF radii define the
outer edges of the cloud, the spatial width used for temperature conversion via (6.25) and (6.26)
is defined by the spatial variance of the sample. Thus, to compare the velocity spread of a BEC to
that of a thermal ensemble, one has to compare the variances𝜎2 of the respective distributions
𝑃(𝑥), which are given by
𝜎2 =
∫
𝑑𝑥 𝑃(𝑥)(𝑥 − 𝜇)2, (6.27)
where 𝜇 is the mean of the distribution and can be neglected in this case. Thus, the variance of





and a thermal velocity spread derived from 𝜎𝑟𝑖 should be compared to 𝜎𝑅𝑖 . Using (6.28), an
effective temperature can also be ascribed to the BEC via (6.25) and (6.26) with the same caveats
expressed above.
In contrast to the thermal ensemble, a BEC released from an anisotropic trap features different
expansion rates along the different spatial axes, which depend on the number of atoms and the
respective trap frequency. Therefore, the three spatial directions feature independent effective
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temperatures. The three-dimensional velocity spread and effective temperature of the BEC is
given by the sum of the individual variances, just like in the thermal case. Furthermore, the
expansion of the BEC explicitly depends on the atom number. Thus, smaller ensembles will
feature a smaller velocity spread and effective temperature and the atom number should always
be stated as reference.
6.3.1 Anharmonicities
The lens dynamics change drastically upon the introduction of higher order terms to the potential,















where 𝐿3 and 𝐿4 are scaling factors for the relative strength of the anharmonic corrections.
Previous evaluations of the effects of anharmonicities and their impact on high-precision
measurements have been focused on keeping the influence of aberrations smaller than the final
momentum spread, i.e. retaining the parabolic shape of the condensate [8, 135]. This discussion
deals with realistic chip potentials that are inherently anharmonic and cause distinct cloud
deformations. The phenomenology of anharmonic lenses, their repercussions for the phase
space distribution of BECs and tools to limit the influence of aberrations on the overall velocity
spread of the ensembles are reviewed.
While the anharmonicities observed in chip traps can usually be tolerated in the initial
trapping potential due to the small size of the cloud in the trap, they are of great concern in
the lensing potential because of the large spatial extend that is desirable according to (6.21).
Figure 75 illustrates the lens dynamics with cubic and quartic corrections, bending the edges of
the ellipse away from the 𝑝 = 0 axis. Initially, the influence of such deformations are only visible
in the momentum distribution. Only after time of flight do they appear as deformations in the
spatial shape of the cloud.
In the cubic case, the asymmetry in the potential leads to both edges of the ellipse being
bend in the same direction in momentum space (see Figure 75a). Hence, the resulting tails in
the spatial distribution move in the same direction with one passing through the center of the
cloud. During this time, the cloud initially appears to shrink in width and subsequently expand
again, thus feigning a focus of the cloud (see Figure 77). If the lensing sequence is experimentally
optimized to collimate the cloud, one would indeed be compensating a false focusing effect
at first. Therefore, it is advisable to optimize the collimation in the far field. Generally, the
collimation time given by (6.19) is still the optimal lens duration and leads to the smallest final
velocity spread. However, even in the far field picture the central feature of the cloud is smaller
in width than in the harmonic case (see Figure 79a and Figure 79b). This stems from the fact that
140
























(a) Time series of a magnetic lens with cubic anharmonicity. From left to right: Distribution after initial
























(b) Time series of a magnetic lens with quartic anharmonicity. From left to right: Distribution after initial
























(c) Time series of a magnetic lens with cubic and quartic anharmonicity. From left to right: Distribution after
initial expansion (𝑡 = 𝑇0), halfway through the lens (𝑡 = 𝑇0 + 𝜏/2) and after the lens (𝑡 = 𝑇0 + 𝜏).
Figure 75: Evolution of the phase space distribution during anharmonic lensing pulses. The
deformations of the potential bend the edges of the distribution due to non-uniform rotation.
Cubic aberrations bend both edges in the same direction in momentum space while quartic
aberrations accelerate these atoms in opposite directions. When combined, the contributions
amplify each other on the left edge and counteract each other on the right.
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Figure 76: Comparison of the lensing poten-
tial with and without anharmonicities. The
scaling factors 𝐿3 and 𝐿4 for the anharmonic-
ities used in the phase space simulations were
rescaled to reflect the distortion in the lens-
ing potential used in the BC-SC-lens. The
anharmonicities lead to steeper potential to-
wards the atom chip. On the other side of
the trap minimum, cubic and quartic con-

















Figure 77: Time evolution of the radii ob-
tained from fitting the central feature of the
spatial distribution. The anharmonic lens ini-
tially causes a steep decrease in spatial width.
This false focus is a result of one of the edges
of the cloud passing the central feature in the
phase space distribution (see Figure 79). Af-
terwards, the central peak features a steeper
slope than in the harmonic case and thus the






















atoms on the edges of the distribution are accelerated relative to the cloud center, which can be
considered a velocity selection effect. Thus, in the far field picture the cubic corrections lead to a
pronounced peak of very cold atoms with a dilute tail that is constantly expanding away from
the cloud.
The quartic anharmonicity in the lens potential bends the edges in opposite directions, re-
sulting in two symmetric tails in the spatial distribution (see Figure 75b), evolving in opposite
directions. The evolution of the spatial profile displays a much simpler dynamic, with a central
peak whose width is steadily broadened by residual shearing and two symmetric wings moving
towards and through the center of the cloud. The focal broadening observed in the wings is
analogous to spherical aberrations in conventional optics, where the focal point of light rays
depends on the distance from the lens center. In conventional optics, such aberration effects are
commonly suppressed by manipulation of the lens curvature, for example through the use of
aspheric lenses. Unfortunately, the curvature of the lensing potentials used in our experiments
can not be manipulated arbitrarily.
The realistic potentials encountered in experimental lensing attempts prominently feature
both cubic and quartic anharmonicities (see Figure 76). The cubic corrections are the dominant
effect in any available trap configuration generated by the atom chip setup. However, the exact
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Figure 78: Phase space density distribution during an anharmonic lensing pulse with position
offset relative to the condensate. From left to right: Distribution after initial expansion (𝑡 =
𝑇0), halfway through the lens (𝑡 = 𝑇0 + 𝜏/2) and after the lens (𝑡 = 𝑇0 + 𝜏). The offset
in combination with the anharmonicities significantly alters the final distribution and the
state defined by the harmonic collimation condition (6.19) no longer features the narrowest
momentum distribution.
ratio of the scaling factors 𝐿3 and 𝐿4 depends on the wire configuration, field strength and
distance from the chip surface. Together, the cubic and quartic terms provoke a phase space
distribution with asymmetric tails, since their effects are equal on one edge of the cloud and
opposite on the other (see Figure 75c).
The distortions of the spatial distribution from anharmonic lensing potentials also depend
on the position offset between the potential minimum and the cloud center (condition IV). In
the harmonic case, such an offset merely translates to a COMmotion of the ensemble without
altering the shape of the cloud. However, in the anharmonic case the lensing action is changed
since the potential is significantly steeper in one direction and shallower in the other (see
Figure 78). Thus, if the anharmonicities given by 𝐿3 and 𝐿4 are constant over the region of
interest, their influence is decreased or increased depending on the sign of the offset and of
the anharmonicities. The spatial distribution after time of flight changes significantly in the
presence of field distortions, even for small offsets. Figure 79c shows the initial time evolution of
the phase space distribution after an anharmonic lens with a position offset equal to two times
the insitu cloud radius. While the spatial profiles initially appear similar in comparison to a
concentric lens (see Figure 79b), the long term evolution of the distribution looks very different.
The considerably larger tail in the momentum profile causes the distribution to roll over and
spread out substantially after some time. Figure 78 suggests that in the presence of a position
offset, the collimation could be improved by varying the lens strength or duration. However, the
exact position of the cloud is subject to position scatter explored in Chapter 5.
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The added complexity stemming from the anharmonicities is not only detrimental to the final
shape of the ensemble but also to the experimental optimization of the lens. The absorption
images of the BECs contain information about the spatial profile but not the full phase space
distribution. In the case of a harmonic lens, collimation is verified by maintaining a certain
width and quantifying the residual spreading of the ensemble. In the presence of aberrations,
the desired evolution of the cloud radius can be indistinguishable from a simple focus of the
lens. Furthermore, the collimation condition is only a rough estimate for proper collimation
as the effective lens strength depends on the particular position offset. While the tail of the
spatial distribution could potentially aid in analyzing the dynamics, its extend is unreliable since
the population of the tail also depends on the position offset. Additionally, the density of the
cloud varies with the atom number in the experiment and parts of the tail may be masked by
the density limit of the absorption imaging process.
6.3.2 Mitigation Strategies
Depending on the shape and origin of the distortion to the potential, the anharmonicities permit
different mitigation strategies. However, simply suppressing deformations through limiting the
cloud size during expansion and lensing is not feasible. The distortions of the potential tend to
decrease with distance from the chip structures. Hence, one strategy that is being explored is to
move the atoms to a distant trap configuration in the hopes on limiting the anharmonicities (see
Chapter 5). However, the Biot-Savart simulations of the chip potentials only predict a moderate
decrease in lens aberrations with distance and complementary strategies may be necessary.
One general mitigation strategy is to manipulate the overall field curvature with additional
current carrying structures. The atom chip offers an abundance of wire structures that are
part of the magnetic field simulation and their usefulness can thus be investigated theoretically.
However, there is no straight forward way to resolve the cubic distortion to the potential since it
stems from the field decay over distance, which is common to all chip structures. In the future,
additional structures may be added to the experiment for just that purpose. The current atom
chip setup was not designed specifically do deal with lens aberrations but future designs could
be.
Analogue to conventional optics, symmetric distortions proportional to𝐿4 can be alleviated
by a series of lenses [132]. To this end, a defocussing lens can be realized through 𝑚𝐹 state
manipulation (see Chapter 3), effectively inverting the lensing potential. In such a sequence, a
longer initial expansion is followed by the first lensing pulse that is focusing instead of collimating
the cloud. Hence, the phase space shear is reverted in the following free evolution and the spatial
width decreases while approaching the focal point. After some time, a second lens with inverted
field properties causes a counter-clockwise rotation in phase space to collimate the cloud. The
sequence can be designed such that the final statematches the simple collimation case depicted in
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(c) Time series of the free expansion after an anharmonic lens with position offset, starting from 𝑡 = 𝑇0 + 𝜏.
Figure 79: Time evolution of the phase space density distribution after magnetic lensing pulses.
Figure (a) shows the time evolution after a harmonic lens. Figure (b) depicts the same time
series after magnetic lensing with cubic and quartic anharmonicities. Figure (c) illustrates the
evolution after the same anharmonic lens with position offset. The spatial distributions of the
clouds after the anharmonic lenses show a drastic reduction in width of the central feature.
Thus, despite satisfying the collimation condition the clouds appear to feature a focus. The
position offset of the lens significantly changes the time evolution of the ensemble.
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Figure 74c. The lensing sequence is equivalent to anGalilean telescope in conventional optics with
one convergent and one divergent lens. Due to the symmetry of the aberrations, the telescope
scheme can reduce the distortions stemming from the tails of the phase space distribution.
In summary, anharmonicities in conjunction with a position offset can lead to erratic behavior
of the phase space distribution. This causes significant problems in the analysis and optimization
of the collimation process. Detailed simulations of the phase space dynamics are necessary to
model the cloud deformations. Useful mitigation strategies such as a matter-wave telescope
are being explored theoretically for future implementation in the microgravity campaigns.
Quantitative three-dimensional simulations of the time evolution before, during and after the
anharmonic lenses are necessary to further the understanding of the effects of distortions in
high-precision interferometric measurements.
6.3.3 Experimental Implementation
As in the theoretical examples in Section 6.2, the lensing potential is often identical to the trapping
potential. Depending on the trap configuration, the potential is generated by up to six current
carrying structures: the meso-H, the base chip, the science chip and the three bias coils (see
Chapter 3). In contrast to the theoretical derivations, the lens does not necessarily require the
full trapping potential. Instead, it is usually scaled down via the applied currents and the action
of the lens can be adjusted using three parameters: the time of initial expansion 𝑇0, the lens
scaling factor and the lens duration 𝜏. The latter two comprise the pulse shape of the lens.
The Ioffe-Pritchard type trapping and lensing potentials generated by the atom chip share some
common characteristics such as the cigar-shaped field geometry. Two spatial directions have very
similar trap frequencies while the third direction features relatively shallow confinement. Hence,
there is no straightforward approach to collimate the atomic cloud in all three dimensions using
the same field geometry. Not only do the collimation conditions differ for the three directions,
the required initial expansion time to achieve the same final expansion rate also varies.
With careful selection of the lensing potential, the collimation problem can be reduced from
three to two dimensions (see Table 9). Hence, the cloud can in principle be collimated in both
those direction with a single cylinder-type lens.
Due to the large asymmetry, the third axis will barely be influenced by collimating any or both
of the others. A one-dimensional cylinder-type lens using wire structures perpendicular to the
middle wire of the previous lens could be used to collimate the third axis independently. Due
to the shallowness of the potentials at greater chip distances, the expansion into a shallow trap
configuration would lead to a temperature reduction below one nanokelvin even without lensing.
However, temperatures in the low picokelvin range are difficult to achieve in this manner.
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Table 9: Comparison of the lens attributes and parameters used in the microgravity campaigns.
The BC-lens is distinguished by the lower trap frequencies, the cylindrical symmetry and reduced
anharmonicities given by the distortions coefficients 1/𝐿3 and 1/𝐿4.
Lens Full Potential (Hz) Scaling 𝐿3 (µm) 𝐿4 (µm2) Pulse shape 𝑇0 𝜏
BC-SC 17.5, 54.9, 62.2 0.244 368 582 576 Gaussian 30ms 6ms+
BC 5.5, 22.5, 22.5 0.3 868 3 672 900 Box 80ms 2.64ms
+ The exact pulse shape is given by (6.30).
6.4 Magnetic Lensing in Microgravity
The drop tower campaigns concerned with the implementation of magnetic lensing in µg are
split in two parts. In the first part, a BC-SC-lens is used at an intermediate chip distance of
approximately 0.8mm. The trap properties as well as the transport towards this location have
been investigated extensively in dedicated µg campaigns described in the previous chapter.
Since the residual dynamics of the ensemble after transfer are well controlled and understood,
lensing with the BC-SC potential enables the study of magnetic lensing without interference
from unwanted phenomena originating in the transport. The goal of these first lensing attempts
is to test the experimental implementation of the lens and replicate the results of the collimation
process with simulations. Consequently, the actual performance of the lens in terms of the final
effective temperature of the ensemble is a secondary concern.
The second part of the magnetic lensing campaigns is the realization of a BC-lens at greater
chip distance of approximately 1.5mm. The properties of the lensing potential that can be
generated at this location are generally more conducive to realize useful lens topologies. The
similarity in two of the three trap frequencies in principle enables the collimation along two
dimensions. Additionally, the more remote BC-lens features distortions coefficients 1/𝐿3 and
1/𝐿4 which are reduced by a factor of 2.4 and 6.8, respectively. The downside of the lens location
is the more sophisticated transport protocol and the susceptibility of the trapping potential
to excitations. The goals of the BC-lens are the realization of two-dimensional collimation,
demonstration of the reduced influence of anharmonicities, achieving simpler experimental
implementation of the lensing pulse and mitigation of many of the observed issues in the BC-
SC-lens such as rotation and translation of the lensing potential. The parameters for both lens
configurations are summarized in Table 9.
The analysis of the lens dynamics through absorption images is a complicated task for several
reasons. First, the images display the spatial distribution at the time of the measurement but
do not grant direct insight into the momentum distribution. The shape of the momentum
distribution and hence the effective temperature of the ensemble can only be deduced from the
evolution of the spatial profile. Second, the primary detection setup (see Chapter 2) images the
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projection of the atomic cloud on a two-dimensional plane. One axis of the projected image
corresponds to the 𝑧-axis pointing away from the atom chip. This is the direction that features
significant distortions from amharmonicities. The other axis of the images is a projection of the
two other geometric axes (𝑥 and 𝑦) at a 45 degree angle. If the ensemble is rotated relative to
the coordinate system due to a rotation of the trapping or lensing potential the effective angle
changes accordingly. Consequently, with the primary imaging setup only the 𝑧 direction, which
features significant distortions, can be observed unobstructed and without ambiguity.
To resolve some of these issues, a secondary imaging system was added to the apparatus
during the later stages of the campaigns. While the quantitative characterization is still pending,
it serves to show the approximate size and aspect ratio of the ensemble from an alternative
perspective. Due to the interference of both imaging setups, the following absorption images
were acquired with only one camera in operation at a time.
6.4.1 First Results
The first lensing attempts were used to test pulsing the lens potential, investigating the influence
of the lens on the COM dynamics and estimating the severity of the field distortions. For
the first few drops, a sigmoid-type ramp was used to switch on and off the lensing potential
over 6ms after a short initial expansion of 20ms. The absorption images show a significant
reduction in size compared to free evolution (see Figure 80). The profile in the 𝑧-direction
in Figure 80b seems barely distorted 50ms after the lensing pulse. However, 300ms after the
lens the spatial distribution features a prominent tail in the 𝑧-direction (see Figure 80c). The
observations mirror the dynamics encountered in the phase-space simulations. Initially, only
the momentum distribution is distorted by the anharmonicities. Then over time, the distortions
transfer to the spatial distribution (Figure 79b). These findings substantiate the assertion that the
anharmonicities can not be alleviated by limiting the cloud size and sampling a smaller volume
of the potential as even shorter initial expansion times are not feasible.
6.4.2 BC-SC-Lens
The BC-SC-lens is generated by a scaled down version of the release potential, using the Base-Z,
the Science-Z, the 𝑥-coil and the 𝑦-coil. While the 𝑥-coil current stays constant during the lens,
the other components are all expected to drive the same Gaussian waveform
𝑓Gauss(𝑡) ∝ exp[
−




to maintain the aspect ratio over the duration of the pulse. Since the structures vary in there
inductivity and current response, the slower structures such as the𝑦-coil are each driven by an
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(b) A BEC after lensing (𝑇0 = 20ms, 𝜏 = 6ms,
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(c) A BEC imaged 300ms after lensing
(Drop #65a).
Figure 80: Size and shape comparison be-
tween lensed clouds and a freely expand-
ing BEC. Figure (a) and (b) show absorp-
tion images after similar TOFs. Guided
by the scaling approach simulations, a
pronounced reduction of the expansion
rate was achieved straightaway. The cloud
shape after lensing in figure (c) develops
a distinct tail in the 𝑥′(𝑧)-direction, as ex-
pected from the phase space simulations.
adjusted pulse that was calculated by using the characteristic step response of the structure to
obtain the same Gaussian current response for all structures.
The field response to the currents is given by the scaling functions obtained from the Biot-
Savart simulations of the chip potential (seeFigure 81). These functions give the harmonic trap
frequencies along the eigenaxes of the trap for a current scaling from zero to one, where the
latter corresponds to the release trap (see Figure 81a). Unfortunately, the trap axes feature some
rotation in respect to the geometrical axes at low current scalings. This causes a rotating lens in
the reference frame of the atoms and alters the scaling functions accordingly (see Figure 81b).
Hence, which one of the directions experiences a stronger lensing effect depends on the maximal
lens scaling, pulse shape and duration.
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(a) Trap frequencies 𝜔 over current scaling in the























(b) Trap frequencies 𝜔 over current scaling along
the geometrical axes.
Figure 81: Scaling functions for the trap frequencies over the scaled currents extracted from
Biot-Savart simulations of the chip potential. The frequency scalings in figure (a) were derived
from a harmonic fit of the potential in the eigensystem of the trap. Figure (b) shows the same
scalings in the geometric reference frame.
The effective lens pulse along the geometric axes for a maximal current scaling of 0.244
is illustrated in Figure 82. Generally, the action of the lens is a cumulative effect and thus
independent of the pulse shape. However, since the deviations from the input waveform, the
rotation of the lens and the hierarchy of the trap frequencies are not independent of the current
scaling, the exact pulse shape can have a significant influence on the lens dynamics. An additional
concern is that the actual field response as experienced by the atomsmay be distorted due to eddy
currents induced by the lens pulse. Thus, the manipulation of the ensemble could potentially
also depend on the pulse duration.
Using the scaling approach (6.7) and (6.8) with the realistic scaling functions from Figure 81b,
two BC-SC-lens sequences are contrasted in Figure 83. The lens on the left is designed to collimate
the 𝑧-axis, while the one on the right attempts to collimate the 𝑦-axis. Both lenses use a Gaussian
pulse shape with 6ms duration and an initial expansion time of 𝑇0 = 30ms. All examples are
rescaled to an atom number of𝑁 = 50000. Even though the trap frequency of the two directions
are very similar, the proper lens scaling differs significantly. Additionally, it is evident from
Figure 83b, that the dynamics of the radii are interdependent and a focus in any direction distorts
the evolution of the others. The expected time evolution of the radius in such a case is not at
all intuitive and the optimization process needs to be guided by reliable simulations. Despite
the fact that the findings of the scaling approach simulations can not directly be applied to all
directions due to the anharmonicities, they are still a fast and convenient tool to identify the
proper collimation conditions and theoretical temperature limits.
150
6.4 Magnetic Lensing inMicrogravity
Output
Request













(a) Field response in 𝑥-direction.
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(b) Field response in 𝑦-direction.
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(c) Field response in 𝑧-direction.
Figure 82: Calculated field response of the
BC-SC-lens in comparison to the Gaus-
sian request function in 𝑥-, 𝑦- and 𝑧-
direction. Due to the rotation of the lens at
low current scalings the effective lens pulse
(solid lines) shows significant deviations
from the input waveform (6.30) (dashed
lines). Consequently, the pulse shape of
the lens can noticeably alter the lens dy-
namics. The lens parameters are given in
Table 9.
From the evolution of the TF-radii in dependence of the lens duration, the lens scaling and
the time of initial expansion 𝑇0, limits for the velocity spread and effective temperature can
be estimated. In comparison to Figure 83a, Figure 84 shows different lenses scaled to optimally
collimate the cloud in the 𝑧-direction after varying times 𝑇0. The effective temperature is
calculated from the linear slope after five seconds of free evolution. For a relatively short initial
expansion of 15ms, the lens pulse acts on the cloud before it has reached the ballistic regime
and the time evolution of the cloud radius features significant curvature. The lower limit for the
effective temperatures is 4.83 pK, one hundred times higher then after a 30ms initial expansion.
Figure 84b shows negligible residual curvature and the lens allows for a lower temperatures
limit of a few femtokelvin (if anharmonicities can be neglected). Extending the free expansion
phase to 50ms simultaneously increases the radius of the ensemble to over100 µm. Hence, the
appropriate value of 𝑇0 depends on the maximal tolerable size of the cloud and the influence of
anharmonicities in the lens potential that are being sampled.
Since only one main axes can be observed directly and this axis features the highest trap
frequency, the first lensing attempts aimed at collimating the𝑧-direction and consolidating the
chip and lens simulations with the experimental results. Matching the collimation condition
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Lens: 6ms (Gauss), T0: 30ms, Scaling: 0.325
T = 0.04 pKσv = 2.06 µm/s
















Lens: 6ms (Gauss), T0: 30ms, Scaling: 0.379
T = 1.2 pKσv = 10.7 µm/s
(b) Lens parameters for 𝑦-collimation.
Figure 83: Lens pulses optimized to collimate the two steep trap axes with a BC-SC-lens. These
lens schemes represent the lowest possible one-dimensional temperatures achievable with the
first experimental lensing sequence. Figure (b) exemplifies the strong interdependence of the
individual axes as the evolution of the 𝑦-radius is warped significantly by the focus in the
𝑧-direction.
in the 𝑧-direction is difficult due to the cloud tail. Hence, the following analysis is based on
the size of the prominent central feature. While this procedure excludes the tail, the expansion
rate of the central peak is a true effective temperature with the only caveat that the temperature
reduction can not solely be attributed to the lens but also to velocity selection.
Unfortunately, analyzing and optimizing lens dynamics is difficult in both imaging directions.
As discussed above, the cloud shape in the 𝑧-direction noticeably distorted by the anharmonici-
ties. The 𝑦′-direction is initially difficult to interpret because, for example, a focus of the cloud
along the 𝑦-axis would be masked by the larger width along the 𝑥-direction. Additionally, the
lens rotates in the 𝑥 − 𝑦 plane at low lens scalings, thus rotating the cloud. This effectively alters
the projection angle, which can not be determined from the images of the primary detection
setup. However, after the addition of the second imaging apparatus, the measurement campaigns
were augmented with absorption images from other perspectives that grant insight into the
angle of the cloud after the lens.
The rotation rate of the 𝑥−𝑦 axes depends on the strength of the additional bias field provided
by the 𝑥-coil that defines the trap bottom offset field. Reducing the 𝑥-coil current during the
lens theoretically reduces the rotation but experimentally it significantly changes the observed
lens dynamics (see Figure 85a). While the comparison yields different cloud angles at lower bias
fields, an unwanted rotation of the cloud was still present. Thus, in the following results the
current was maintained at 0.5A until the effects of the rotating lens can be simulated and are
well understood theoretically.
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Lens: 6ms (Gauss), T0: 15ms, Scaling: 0.484
T = 4.83 pKσv = 21.51 µm/s
















Lens: 6ms (Gauss), T0: 50ms, Scaling: 0.2434
T = 0.003 pKσv = 0.56 µm/s
(b)Optimal 𝑧-collimation with 𝑇0 = 50ms.
Figure 84: Comparison of optimal 𝑧-collimation conditions for different values of 𝑇0. After
release from the BC-SC trap configuration, an initial expansion of15ms leads to a theoretical
effective temperature limit of 4.83 pK. For significantly colder temperatures in the low fK
regime 𝑇0 needs to be increased to 50ms, which involves extending the initial cloud radius to
more than 100 µm.
Lens Characterization in mF =2
The first acquired time series of the evolution after magnetic lensing was performed with the
Gaussian BC-SC-lens detailed in Table 9. The initial lens parameters for 𝑧(𝑥′)-collimation were
extracted from the scaling approach simulations (see Figure 83a). The predicted current scaling
of 0.325 led to substantial focusing of the cloud in both observable directions and was thus
reduced to 0.244. In fact, the lens strength appears to be systematically underestimated by the
scaling approach simulations. Other experimental optimizations include small variations of
the 𝑦-coil current, which allows to compensate the COMmotion via a displacement of the lens.
In a harmonic lensing potential, only the curvature of the field is responsible for the lensing
action and a displacement does not change the strength of the lens. However, in the presence of
anharmonicities a compensation of residual COMmotion is associated with varying the lens
action along the respective axis.
During the first lens campaigns, small gauging currents were applied to any unused structures
to compensate zero currents from the current drivers and prevent unwanted offset fields. Later
on, unused structures were completely disconnected (see Chapter 2). The ability to disconnect
current carrying structures turned out to be a necessary requirement to study ensembles during
long periods of free evolution in magnetically sensitive hyperfine states.
The time series of the free evolution of the lensed ensemble is illustrated in Figure 86. The
first five absorption images were acquired with the primary imaging setup and show a BEC
that appears very well collimated in both observable directions, despite the pronounced tail
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(b) Lens with x-coil current 0.1 A.
Figure 85: Absorption images of lensed clouds after 300ms TOF (Drop #111). The only dif-
ference between these two sequences is the 𝑥-coil current during the lens, which sets the trap
bottom energy and has a strong influence on the rotation of the lens.
in the 𝑧(𝑥′)-direction. These findings are surprising since the projection of the 𝑥-axis on the
𝑦′-direction should dominate the imaging axes and thus the cloud elongation along 𝑥 should
lead to a larger and steadily increasing radius along 𝑦′. The only reasonable explanation for
such an occurrence is that the cigar shaped ensemble is rotated relative to the imaging plane. In
fact, an absorption image from the secondary imaging setup (Figure 86f) reveals the obvious
rotation of the cloud. The effective projection angle of the primary imaging setup is thus shifted
from 45° to 10° for the analysis of these measurements. The cloud features an additional tilt
of approximately 13° in respect to the 𝑥′-axis that appears to be constant over the range of
measurement times.
Due to the COMmotion of the ensembles the observation time in this campaign was limited
to about 1 s after the lens. Even after disconnecting every current carrying structure but the
ones responsible to provide a small quantization field, sizable magnetic field gradients remain in
the vacuum chamber (see Chapter 5). These gradients accelerate the atoms over time and shift
the cloud center to the edge of the imaging window.
Lens Characterization in mF =0
To extend the observation time further, the atoms are transferred to the 𝑚𝐹 = 0 state via an
ARP after the lensing pulse (see Chapter 3). Additionally, a magnetic field gradient is applied
for a short time to separate the residual atoms in the neighboring𝑚𝐹 states. The acquired data
set spans free expansion times from 100ms to 2000ms after the lens. The cloud is still barely
detectable after up to 2700ms but the signal-to-noise ratio is too low for quantitative analysis.
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(f ) TOF = 1000ms, 2nd detection (Drop #124a)
Figure 86: Time series of BECs after a BC-SC-lens and subsequent free evolution in the
𝑚𝐹 = 2 hyperfine state. The lens parameters are: 𝑇0 = 30ms, 𝜏 = 6ms, Gaussian. Due to
residual magnetic gradients in the apparatus, the COM motion along the 𝑦′-axis limits the
measurements time to 1 s.
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Thus, in the𝑚𝐹 = 0 state the observation of the ensemble is not limited by the residual COM
motion but by the collimation of the cloud.
There is no evidence that the residual gradients in the vacuum chambers have a measurable
influence on the lensing pulse itself. On the contrary, the two data sets in the different hyperfine
states appear to be consistent and can be merged for quantitative analysis. The size of the
ensemble was determined by fitting the TF-radii in the absorption images (see Figure 87). All
images were rotates by 13° to compensate the 𝑥′-tilt. In the 𝑧(𝑥′)-direction, the measured radius
refers to the central peak of the spatial distribution and thus underestimates the size due to the
anharmonicities (as expected from the phase-space simulations in Figure 79). Since the size of
the ensemble depends on the number of atoms in the condensate, all data points as well as the
theoretical model are rescaled to the average atom number of the data set𝑁 = 30820. The data
points are contrasted with the expansions dynamics expected from scaling approach simulations
in Figure 88.
The evolution of the cloud radii in both 𝑥′- and 𝑦′-direction shows only moderate expansion
for the first 500ms and a steeper slope on longer time scales. While the radii along the two
imaging directions are fairly similar initially, a clear disparity is established 1000ms after the
lens. No clear focus can be observed in any direction. The virtually constant cloud size at
early times in the 𝑥′-direction could be explained by the expected evolution of the central peak
(see Figure 77). A false focusing of the cloud is not observed in this case since the lens is not
collimated. Hence, the phase-space distribution of the cloud after the lens would appear similar
to the center image in Figure 75c. Here, the left wing of the distribution is much less pronounced
and no prominent peak in the spatial distribution is expected as the wing passes the central
peak.
Several inconsistencies remain when comparing the experimental results to the scaling ap-
proach model:
• The strength of the lens appears to be underestimated in general as scaling factors > 0.32
should be necessary to approach collimation for any of the axes.
• The expansion along the two steep directions are very similar, suggesting that the difference
in effective trap frequency for the lens is much smaller than expected.
• The ensemble appears well collimated in both imaging directions for the first 500ms and
then experiences a steep increase in expansion rate despite the absence of foci.
A possible explanation for the different lens scaling could be a discrepancies between the currents
applied to the structures and the actual magnetic field that is induced. Eddy currents during the
lens pulse could potentially alter the lens duration and lead to the apparent increase in lensing
action. The similarity in the expansion dynamics is generally a positive occurrence but signif-
icantly harder to study as the analysis of the 𝑥′ data is hampered by the anharmonicities. The
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(f ) TOF = 2700ms (Drop #127)
Figure 87: Time series of BECs after a BC-SC-lens and subsequent free evolution in the𝑚𝐹 = 0
hyperfine state. The lens parameters are: 𝑇0 = 30ms, 𝜏 = 6ms, Gaussian. The ARP to the
𝑚𝐹 = 0 state also slightly populates neighboring hyperfine states. A Stern-Gerlach kick is
applied after the ARP to spatially separate the states and observe the cloud unobstructed at all
times.
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Figure 88: Comparison of the BC-SC-lens
data to the scaling approach simulations. The
following assumptions were used: the projec-
tion angle of the primary imaging setup is
corrected to 10°, the 𝑧(𝑥′) scaling is reduced
by 3.7% relative to the 𝑦′-direction. The scal-
ing functions from (6.7) and (6.8) are then
fitted to the experimental data using the cur-
rent scaling as the only fit parameter. The
error bars correspond to the standard devia-
tion of the radii in cases wheremore than one



















Lens: 6ms (Gauss), T0: 30ms, Scaling: 0.332
T = 29.37 pKσv = 53.01 µm/s
T = 5.95 pKσv = 23.86 µm/s










T = 15.63 ± 4.6 pKσv = 38.67 ± 5.7 µm/s
T = 8.75 ± 2.5 pKσv = 28.94 ± 4.1 µm/s
(a) Linear fits to 𝑥′ lens data.










T = 33.6 ± 13.3 pKσv = 56.7 ± 11.2 µm/s
T = 27.8 ± 4.28 pKσv = 51.6 ± 4. µm/s
(b) Linear fits to 𝑦′ lens data.
Figure 89: Linear fits to the accumulated BC-SC-lens data. The dashed lines represent linear
fits to the full data sets while the solid lines correspond to fits for data points upwards of 500ms.
The effective temperatures are derived from the slope of the lines via (6.23) and the uncertainty
is given by the standard error of the fits.
apparent collimation on shorter timescales with subsequent expansion can easily be explained
in the 𝑥′-direction. However, the radius along the 𝑦′-axis should not feature a drastic change
in expansion rate in the absence of a focus. The radii after long TOFs could potentially be
inflated due to the limited lifetime and diminishing density of the cloud. To reduce such effects,
the atom number of all data points was post-corrected with an estimate lifetime of 15 s prior
to rescaling. Shortcomings of the theoretical approach are the fact that neither the rotation
during the lens nor the anharmonicities are accurately reflected in the theoretical model. A
quantitative three-dimensional model of the lens dynamics in anharmonic potentials is currently
in preparation and promises to clear up the remaining discrepancy.
Extracting the residual expansion rates from the absorption images in Figure 87 is achieved
via linear fits of the data sets (see Figure 89), yielding the following one-dimensional velocity
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spreads and temperatures:
𝜎𝑣𝑥′ = 28.94 ± 4.1 µm/s → 𝑇𝑥′ = 8.75 ± 2.5 pK,
𝜎𝑣𝑦′ = 51.6 ± 4.0 µm/s → 𝑇𝑦′ = 27.8 ± 4.28 pK.
Conservatively, one could limit the evaluation to the data points starting at 500ms after the lens
and representing the long term ballistic expansion of the ensemble. These fits yield:
𝜎𝑣𝑥′ = 38.67 ± 5.7 µm/s → 𝑇𝑥′ = 15.63 ± 4.6 pK,
𝜎𝑣𝑦′ = 56.7 ± 11.2 µm/s → 𝑇𝑦′ = 33.6 ± 16.3 pK.
The uncertainty in these values is given by the standard error of the fits.
Despite the difficulties in modeling the lens dynamics, the adjusted scaling approach sim-
ulations offers reasonable estimates for the velocity spread of 𝜎𝑣𝑥′ = 23.86 µm/s and 𝜎𝑣𝑦′ =
53.01 µm/s (see Figure 88). These values correspond to effective temperatures of 5.95 pK and
29.37 pK, respectively. Translated to the chip coordinate system, the residual velocity spreads
along the geometric axes are (136.7, 48.2, 23.9) µm/s, equivalent to one-dimensional effective
temperatures of (195.2, 24.2, 5.95) pK. Thus, the comparison of the adjusted scaling model
to the experimental data implies a residual three-dimensional velocity spread 𝜎𝑣 and a three-
dimensional effective temperature 𝑇 of:
𝜎𝑣 = 146.8 µm/s → 𝑇 = 73.2 pK.
Unfortunately, the reliability of the analysis is limited by the small number and quality of data
points towards long expansion times. The diminishing signal to noise ratio calls into question
the validity of the size rescaling for dilute clouds. Since atoms are lost to background collisions or
fail to be detected due to the low densities of the clouds, data points after long times of flight are
likely inflated. To alleviate these issues as much as possible, the rescaled radii are post-corrected
for background losses associated with a lifetime of 15 s.
The lens sequence presented here was characterized with a lens scaling that was adjusted
experimentally on relatively short times scales and does not reflect the collimation condition in
any of the axes. Therefore, the expansion rates can be reduced further simply by increasing the
current scaling and optimizing the lens collimation on longer timescales. One disadvantage of
pursuing the BC-SC-lensing scheme further are the observed rotations of the cloud. They may
impede proper analysis of the lens dynamics as well as hinder a sequential collimation of the
shallow axes. The latter would be necessary given the cigar-like aspect ratio of the ensemble,
which results in an effective temperature along the 𝑥-axis in the nanokelvin range. An additional
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Figure 90: Scaling functions for the trap fre-
quencies of the BC-lens over the current scal-
ing extracted from Biot-Savart simulations
of the chip potential. Due to the reduction
of the rotation rate, there is no intersection
between the two steep trap axes. The cylindri-
cal symmetry is slightly broken by the anhar-
monicities. Note that their influence on 𝜔𝑧
depends on the exact position offset between



















concern is the distorted shape of the cloud in the 𝑧(𝑥′)-direction and its implications as a source
for atom interferometry.
6.4.3 BC-Lens
Building on the experience from the first lens campaign, a new trapping and lensing potential
was identified whose properties are generally more conducive to achieving effective temperatures
in the low picokelvin and sub-picokelvin regimes. The main advantages of the new lensing
sequence are its simplicity and the increased distance from the atom chip (see Chapter 5). Every
individual chip structure can generate a trapping potential with two equal trap frequencies at one
specific distance. For the BC, this position is located approximately 1470 µm away from the chip
surface. Deriving efficient protocols for excitations-free transfer becomes more troublesome at
such distances, but the benefits such as the ability to simultaneously collimate two axes and the
reduced anharmonicities far outweigh the efforts.
In contrast to the previous lens, the lensing pulse is not generated by a downscaled version
of the trapping potential. This is a consequence of the demanding transfer protocol which is
simplified substantially by only varying the bias coil (𝑦-coil) current to move the atoms away
from the chip. Changing to a different trapping potential before transfer would require its own
elaborate shortcut trajectory for every current carrying structure involved to avoid excitations.
Hence, the atoms remain in a hybrid BC-SC trap prior to release and are subsequently lensed
using only the Base-Z structure. Co-location of atoms and lens is ensured by consulting the
Biot-Savart simulations for both potentials.
To overcome some of the issues of the BC-SC-lens, the new lensing pulse is implemented
differently. The trap bottom energy is reduced by limiting the 𝑥-coil current to 0.1A to reduce
the rotation of the lens. As a result, the scaling functions of the BC-lens along the geometrical
axes do not feature intersections at low current scalings (see Figure 90). While the two steep
axes should feature identical current scalings by design, the two are slightly offset due to the
anharmonicities along 𝑧. The actual offset largely depends on the exact position offset between
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atoms and lens and thus the COMmotion during initial expansion. The BC-lens features signif-
icantly lower trap frequencies than its predecessor and thus requires a longer initial expansion
of 𝑇0 = 80ms. While the prolonged time may lead to larger position offsets, is allows for lowest
theoretical temperatures along the two steep axes that are well within the femtokelvin range.
During the lens, all coil current are held constant and the pulsing is achieved using only the
single Base-Z structure. Instead of applying a Gaussian waveform, the chip structure is switched
on and off instantaneously. Due to the short switching time of the chip structures of about
0.175ms, the current response should display a box-shaped pulse in reasonable approximation.
Hence, the majority of the lensing action is applied at the same current scaling and circumvents
the erratic behavior at low lens scalings. Now, the lens does not integrate over variations in trap
frequency ratios, 𝐿3/𝐿4 ratios, translations or rotations of the lens. This drastic simplification
will also ease the theoretical description of the lens dynamics.
Lens Characterization in mF =2
The𝑚𝐹 = 2 series covers post lens expansion times of up to 750ms (see Figure 91). The clouds
in the𝑚𝐹 = 2 state were observable up to 1000ms after the BC-SC-lens. However, the COM
motion induced by the BC-lens is not increased but rather reduced in comparison. The previous
lens happened to start with a COM in opposition of the acceleration by the residual gradients.
The central feature of the cloud appears to be shrinking in both observable direction, which
indicates focussing of the ensemble. The absorption images show the typical tail in the 𝑥′-
direction which appears more cohesive in comparison to the BC-SC-lens. There is no noticeable
rotation of the cloud evident in the the images recorded by the primary imaging setup.
Lens Characterization in mF =0
As after the BC-SC-lens, the atoms are transferred to the𝑚𝐹 = 0 state via an ARP to extend the
observation time further. The neighboring 𝑚𝐹 states are separated by a short magnetic field
gradient pulse. The𝑚𝐹 = 0 data set again spans free expansion times from 100ms to 2000ms
after the lens (see Figure 92). As in the previous case, the lensing action is not measurably
influenced by the residual gradients and the expansion dynamics are consistent over the different
𝑚𝐹 states. The data set displays the same focusing effect along both imaging axes. On time scales
of 1000ms and up, some images show a bow shaped structure along 𝑦′. This may originate in a
position offset between atoms and the anharmonic lens or in a relative angle between release
trap and lens.
Additionally, the analysis of the cloud shape is complicated by the fact that the ensemble is
released from an exceedingly shallow potential. As a result, the size of the thermal component
of the cloud is on the same order as the condensate and experiences similar lensing action. Thus,
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(f ) TOF = 750ms (Drop #189a)
Figure 91: Time series of BECs after a BC-lens in the 𝑚𝐹 = 2 hyperfine state. The lens
parameters are: 𝑇0 = 80ms, 𝜏 = 2.64ms, Box pulse. Due to residual magnetic gradients in the
apparatus, the COMmotion along the 𝑦′-axis limits the measurements time to 750ms.
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the images show two overlapping clouds and the characteristic tail in the 𝑥′ profile can not easily
be distinguished from the thermal fraction. At times, both components appear displaced in
the absorption images further underlining the fact that the anharmonic tail may generally be
overestimated in the BC-lens data (see Figure 92d).
In Figure 92g, the cloud shows only minimal signs of the anharmonic tail after 2000ms of free
evolution. This could be due to a favorable condensate fraction of that particular shot or due to
the fact that the cloud is not collimated so neither is the tail. Because of its much lower density
it fades out first as the signal-to-noise ratio diminishes. Overall, the size of the central feature
on the primary detection images compares to the 2000ms shot of the BC-SC-lens (Figure 87e).
However, the cloud appears much more shapely with reduces deformations and the rotations of
the ensemble are reduced significantly.
Figure 92h, obtained with the secondary imaging setup, shows the cloud from two different
angles 1000ms after the lens. It is evident that the rotation along the𝑧-axis is reduced substan-
tially, from approximately 35° after the BC-SC-lens (see Figure 86f) to about 12°. However, the
analysis of the exact angle is obstructed by the overlap with the thermal cloud.
Generally, the cloud seems implausibly well collimated in all three dimensions despite the
fact that the lens should only significantly alter the collimation along the 𝑦- and 𝑧-axis. To
reproduce these results theoretically, either the release trap frequency or the lens along the
shallow 𝑥-axis would have to be overestimated or underestimated by significant margin of up
to 50%. Such large deviations can be caused by higher-order excitations, altering the size and
velocity distribution at the time of the lens. The existence of such excitations after the shortcut
ramp to the target location was already verified experimentally (see Chapter 5). Due to these
variations in the starting conditions, the lens is currently difficult to model until the in situ
size dynamics are fully characterized. Figure 62 indicates that the TF radii are far from their
equilibrium sizes at the relevant hold time of 𝑡hold = 18.46ms. Thus, the unlikely collimation
along the shallow axis stems from switching of the release potential at a convenient time. On
the other hand, the 𝑦 and 𝑧 radii appear enlarged at the time of the switch-off, which could
explain why the lens strength is underestimated by the scaling approach simulations. Figure 93
depicts all BC-lens data from both imaging angles. While the progression of the harmonic axes
can be matched qualitatively, the 𝑧-direction is not well represented by the model due to the
anharmonicities.
The data set from the primary imaging setup is displayed in Figure 94. Both imaging directions
appear to show a focus of the ensemble. However, the radius along the𝑥′-direction diminishes
very fast initially, then recovers slowly and steadily. Such an asymmetric narrowing contradicts
the expected behavior of a focused cloud, especially since the long term expansion should be
much steeper as a result of the focal point. The 𝑥′-radius seem to be more in line with the
predicted false-focusing of the cloud encountered in Figure 77. Hence, the ensemble could likely
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Figure 92: Time series of BECs after a BC-lens and subsequent free evolution in the𝑚𝐹 = 0
hyperfine state. The lens parameters are: 𝑇0 = 80ms, 𝜏 = 2.64ms, Box pulse. The ARP to
the𝑚𝐹 = 0 state also slightly populates neighboring hyperfine states. A Stern-Gerlach kick is
applied after the ARP to spatially separate the states and observe the cloud unobstructed at
all times. The thermal fraction of the ensemble is similar in size to the condensate and can
appears displaced in some pictures.
be very close to the collimation condition along 𝑥′. On the other hand, the false-focusing effect
could be masking a slight focus of the cloud. A linear fits to the data sets upwards of 500ms
gives an expansion rate of 𝜎𝑣𝑥′ = 41.71±4.1 µm/s which corresponds to an effective temperature
of 𝑇𝑥′ = 18.2 ± 3.6 pK.
In the 𝑦′-direction, the narrowing of the cloud is consistent with a focus in the 𝑦-direction,
somewhere between 500ms and 1000ms after the lens. This indicates that either the lens
potential along 𝑦 is in fact slightly steeper than along the 𝑧-axis, or the discrepancy is causes
by the size dynamics in the release trap. A linear fits to the data set upwards of 500ms gives a
residual expansion rate of 𝜎𝑣𝑦′ = 92.83±6.1 µm/s which corresponds to an effective temperature
of 90.1 ± 12.0 pK. If the data point two seconds after the lens is excluded from the fit, the values
are 80.75 ± 7.0 µm/s and 68.2 ± 12.0 pK. Disregarding the data point is justified since the OD of
the cloud has already dropped of substantially and not all the atoms initially in the cloud can be
detected. This situation is compounded with the fact that losses from background collisions are
starting to have a measurable effect after such long expansion times. Since all of the radii are
rescaled to a common atom number, clouds with undervalued atom number will be inflated
in size. To counteract this effect, the rescaled radii are post-corrected for background losses
associated with a lifetime of 15 s.
The atom numbers from the secondary imaging setup are not well calibrated yet, leading to
some uncertainty in the rescaling process. However, the preliminary data is consistent with
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Figure 93: Comparison of the BC-lens data
to the scaling approach simulations. All radii
are rescaled to the average condensate atom
number of𝑁 = 93000. The figure shows an
attempt of retracing the cloud radii by adjust-
ing the starting condition to reflect the in situ
size oscillations of the cloud. The lens scal-
ing in the 𝑦-direction was increased by 8.9%.
The error bars in the 𝑥′- and 𝑦′-direction
correspond to the standard deviation of the
radii. In the 𝑥- and 𝑦-direction, they reflect















Lens: 2.64ms (Box), T0: 80ms, Scaling: 0.3










T = 18.2 ± 3.6 pKσv = 41.71 ± 4.1 µm/s
(a) Linear fits to 𝑥′ lens data.









(µm) T = 68.2 ± 12. pKσv = 80.75 ± 7. µm/s
T = 90.1 ± 12. pKσv = 92.83 ± 6.1 µm/s
(b) Linear fits to 𝑦′ lens data.
Figure 94: Linear fits to the accumulated BC-lens data. The error bars correspond to the
standard deviation of the radii in cases where more than one data point was available but are
not included in the fit. The lines represent linear fits to the data points upwards of 1000ms.
The effective temperature are derived from the slope of the lines and the uncertainty in given
by the standard error of the fits.
both the primary imaging data and the findings of the scaling approach simulations. Figure 95
shows the composite data for the three geometric axes 𝑥, 𝑦 and 𝑧. The data for the 𝑥-direction
is fitted with linear model weighted by the atom number uncertainty. The extracted expansion
rate is 93.2 ± 10.7 µm/s which corresponds to an effective temperature of 90.7 ± 20.7 pK. It
is noteworthy that this temperature is not the result of the magnetic lens but of the shallow
release potential in conjunction with size oscillations in the trap and a convenient switch-off
time. For the 𝑦-direction, the linear fit is applied to the data on the left of the focal point and
the progression after the focus is estimated by the reverse slope. The extracted expansion rate is
57.0 ± 7.9 µm/s which corresponds to an effective temperature of 34.0 ± 9.4 pK. In summary,
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Tx = 90.7 ± 20.9 pKσvx = 93.1 ± 11. µm/s
Ty = 34. ± 9.4 pKσvy = 57. ± 7.9 µm/s
Tz = 18.2 ± 3.6 pKσvz = 41.7 ± 4.1 µm/s
Figure 95: Composite BC-lens data for the
three geometric axes 𝑥, 𝑦 and 𝑧. All radii
are rescaled to the average condensate atom
number of 𝑁 = 93000. The residual ex-
pansion rates are extracted from linear fits
that are weighted by the atom number uncer-
tainty for the 𝑥- and𝑦-directions. The expan-
sion along the 𝑧-axes is likely underestimated
as the analysis is limited to the central feature
of the cloud and neglects the residual atoms
in the tail.
the individual expansion rates along the three geometric axes are:
𝜎𝑣𝑥 = 93.2 ± 10.7 µm/s → 𝑇𝑥 = 90.7 ± 20.7 pK,
𝜎𝑣𝑦 = 57.0 ± 7.9 µm/s → 𝑇𝑦 = 34.0 ± 9.4 pK,
𝜎𝑣𝑧 = 41.7 ± 4.1 µm/s → 𝑇𝑧 = 18.2 ± 3.6 pK.
These findings are consistent with the scaling approach simulations (see Figure 93). For an
average atom number of𝑁 = 93000, the composite data set implies a residual three-dimensional
velocity spread 𝜎𝑣 and a three-dimensional effective temperature 𝑇 of:
𝜎𝑣 = 116.9 ± 13.9 µm/s → 𝑇 = 47.6 ± 11.3 pK.
The analysis of the absorption images neglects the tail in the 𝑧-direction, which is constantly
thinning out and expanding away from the peak of the ensemble. Thus, the temperature is
likely underestimated. In the absence of anharmonicities, the 𝑧-direction would show a similar
progression and temperature as the 𝑦-direction. This assumption relies on the fact that the initial
conditions from the size oscillations in the release trap appear to be reasonably well matched
at the time of release (see Chapter 5) and the BC-lens features two symmetric axes by design.
However, due to the presence of anharmonicities the matching of the two directions is hard to
evaluate.
The obtained effective temperatures are the result of characterizing the very first BC-lensing
sequence and no attempts to minimize the expansion rates have been performed. Thus, the
presented values are nowhere close to the minimal temperatures that can be achieved. The
observed size oscillations in the release trap have tremendous influence on the lens dynamics
and optimizing the collimation process of the lens goes hand in hand with controlling the higher
order excitations of the ensemble. This is exemplified by the significantly reduced expansion
rate along the shallow trap axes. Thus, tailoring the input state of the lens could reduce the
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expansion rate along the 𝑥-axis to the point where the ensemble can be collimated to an effective
three-dimensional temperature in the femtokelvin range with a single lensing pulse.
6.5 Summary
This chapter discussed the dynamics of BECs in time dependent potentials, the collimation of
ultra-cold atoms with magnetic fields and the effects of anharmonicities in the lensing process.
The experimental implementation, pulse shaping and campaign planning was guided by the
Biot-Savart simulations of the chip potential and scaling approach simulations of the expansion
of the atomic clouds.
The expansion dynamics of magnetically lensed BECs can be understood reasonably well
qualitatively but exact predictions require better modeling efforts. Several new approaches are
being pursued within the QUANTUS collaboration. Numerically solving the three-dimensional
GPE with the full three-dimensional chip potential may grant insight into the influence of
rotations and anharmonicities. Complementary to this computationally intensive approach, a
three-dimensional model of the classical kinematics during the lens is being explored. These
calculation are a quantitative extension to the phase-space simulation presented in this chapter
and can be performed either numerically or analytically. Properly gauging the secondary
imaging setup and reconstructing the three-dimensional shape of the cloud will be very helpful
in understanding the lens dynamics.
In the first dedicated microgravity campaign, a BC-SC-lens was used to reduce the veloc-
ity spread of the ensemble to approximately 𝜎𝑣 = 146.8 µm/s, which corresponds to a three-
dimensional effective temperature of 𝑇 = 73.2 pK at an average atom number in the condensed
phase of𝑁 = 30820. Obtaining such a low temperature in the very first lensing attempts show-
cases the maturity of the technologies and outstanding reliability of the Biot-Savart simulations.
These effective temperatures are already sufficient to enable free expansion times of up to 2.7 s,
equaling the longest observation times that have ever been realized [49]. However, the shape of
the cloud after the lens was significantly distorted by the lens aberrations (see Figure 96).
During the second microgravity campaign, the influence of the anharmonicities was reduced
by using a lensing potential at greater chip distance. Here, the collimation of the ensemble was
improved further despite the fact that the chosen lens sequences is focusing the cloud in at
least one direction. The cloud shape is significantly improved compared to the previous lens
(see Figure 96). The estimated velocity spread of the ensemble is 𝜎𝑣 = 116.9 ± 13.9 µm/s with
a three-dimensional effective temperature of 𝑇 = 47.6 ± 11.3 pK at an average atom number
in the condensed phase of𝑁 = 93000. Despite the fact that the lens has not been optimized,
these values represent the lowest three-dimensional effective temperature that has ever been
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Figure 96: Three-dimensional illustration of the TOF series for both lens sequences. Despite
the low expansion rates neither one of the lenses is collimating the ensemble, leading to a
diminishing signal after 2000ms TOF.The shape of the cloud is significantly improved after the
BC-lens compared to the BC-SC-lens. The cloud profiles in the pictures are scaled individually.
maximal consecutive measurement time in drop operation and future optimization on longer
times scales will require catapult campaigns.
The observed expansion rates can be decreased further in future campaigns by optimizing
the lens collimation and exploiting the size dynamics of the BEC in the release trap to tailor
the input state of the magnetic lens. Inducing higher-order collective excitations with a single
oscillation frequency promises great synergy with the cylinder-type lenses created with atom
chips (see Chapter 5).
Many of the encountered issues of magnetic lensing with atom chips were alleviated with
technical solutions, leaving the remaining anharmonicities in the BC-lensing potential as the
last significant issue moving forward towards high-precision interferometric measurements.
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The central result of this thesis is the development of a transportable ultra-cold atom machine
for high precision measurements in microgravity. It enables the use of mobile and robust
quantum sensors in a variety of demanding environments. Many proposals for space missions
on ballistic rockets [109], satellites [15] and the ISS [8] rely on the rapid advancement of ultra-
cold atom technology towards miniaturized and integrated devices with manageable volume,
weight and power consumption. The apparatus presented in this thesis fulfills these criteria
while maintaining a competitive source performance. This was achieved through integrated
laser sources [137], extensive development of non-commercial, highly integrated electronics [77]
and elaborate optimization efforts on atom chip-based source technology [108]. The attained
source flux of 4×105 condensed atoms in 1.6 seconds compares to state-of-the-art lab-based
experiments and is a crucial step towards the source specifications requested for rocket tests
and spaceborne metrology. In continuous µg operation, the present source performance can be
optimized even further without physical changes to the design. The source atom number can
be increased to 106 atoms simply by improving the transfer efficiency to the initial magnetic
trap, which is limited by gravitational sag in ground operation. The apparatus showcases the
versatility of atom chips, previously considered for fast evaporative cooling but not necessarily
for high atom numbers. This is possible through tailoring the velocity profile of a high-flux vapor
cell source to the demands of a compact chip design with characteristically low capture volume
and velocity. The QUANTUS-2 setup exemplifies the maturity of chip-based BEC machines as
competitive sources for matter-wave interferometry.
Meeting the requirements for catapult operation in the Bremen Drop Tower substantiates that
the mechanical demands for space missions can be met with the current state of the technologies.
The robustness and speed of the setup were demonstrated with the creation of four consecutive
BECs within the 9 seconds of a single catapult launch, starting less than 100milliseconds after
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an acceleration phase with 35 𝑔magnitude. Due to the low power consumption of 365W, the
device can operate on batteries for up to four hours without any charging or cooling measures.
This time can easily be extended by changing the battery configuration. The volume and weight
of the design already allow formobile operation, but can be reduced further by replacing the drop
tower specific support structure. In208 drops and 9 catapult launches, the apparatus displayed
seamless transition from lab-based to µg operation, delivering consistent and reproducible
results despite the continuous stress, large temperature variations and numerous impacts of the
capsule. The system can be operated remotely without the need for manual intervention. The
experiment underwent several weeks of drop campaigns without the need for re-adjustments or
optimization.
In comparison to other compact devices, QUANTUS-2 is equipped with extensive magnetic
shielding to enable high-precision measurements. This permits advancing the control over
atomic clouds on the micrometer level without the influences of external fields, even when
traversing the 110meter steel tube of the drop tower. Through the manipulation of the magnetic
hyperfine states with RF radiation, residual magnetic field gradients within the magnetically
shielded region have been quantified using a Stern-Gerlach type measurements after several
seconds of free evolution. Being able to employ the atoms as probes for residual fields allows to
identify possible field sources and guide design decisions for future sensors as magnetic offset
fields and gradients are among the toughest constraints for high-precision AI sensitivity.
The control over the COMmotion of the atoms in the |𝐹 = 2,𝑚𝐹 = 0⟩ hyperfine state shows
extraordinary precision with a standard error of approximately 7 µm/s. Overall, the COM
motion is sufficiently low for detection of the BEC after up to seven seconds of free evolution –
if proper collimation of the condensate can be achieved through magnetic lensing. The COM
motion is mostly unaffected by the initial velocity of the cloud and is set by the position offset
between the ensemble and the lens. Thus, it can be tuned arbitrarily over a wide range of COM
velocities.
Several key characteristics of magnetic lensing with atom chips were identified and explored.
With careful parameter selection, the geometry of typical chip traps can be reduced to a two-
dimensional cylindrical symmetry. Finding such a configuration requires a detailed model of
the atom chip potential. Simulating the lens dynamics is also indispensable to comprehend
and address rotations of the trap axes during the lens, that may introduce additional effects
such as shearing of the cloud. One of the most idiosyncratic properties of chip traps are the
anharmonicities introduced to the potential, specifically the cubic term stemming from the
decay of the magnetic field strength with increased distance from the atom chip. Sampling these
anharmonicities results in deformation of the TF profile and simple lens simulations based on
the evolution of the TF radii fail to properly reflect the expansion dynamics along the affected
direction.
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During the first lensing attempt in microgravity, the expansion of the condensate was reduced
to 𝜎𝑣 = 146.8 µm/s, which implies a three-dimensional effective temperature of 𝑇 = 73.2 pK
for an average atom number of 𝑁 = 30820. Absorption images of the lensed cloud show a
pronounced tail as a result of the anharmonicities in the potential. The shallow axes of the
cloud was barely affected by the lens and remained at a relatively high effective temperature
of 𝑇𝑥 = 195.2 pK. In the next campaign, a lensing potential at greater chip-distance with two-
dimensional symmetry was used to collimate the atoms. Using, in situ size oscillations in the
release trap to modify the input state of the lens, the expansion rate of the ensemble in three
dimensions was reduced to𝜎𝑣 = 116.9 ± 13.9 µm/s, equivalent to a three-dimensional effective
temperature of 𝑇 = 47.6±11.3 pK at an average atom number of𝑁 = 93000. The time evolution
of the BEC after lensing shows a clear focus in at least one of the directions, indicating that the
collimation of the cloud can be improved substantially by adjusting the strength of the lens.
The noticeable reduction in expansion rate along the shallow axis to an effective temperature of
𝑇𝑥 = 90.7 ± 20.9 pK has to be attributed to the in situ size variations and an beneficial switch-off
time. This signifies great synergy between high-order collective excitations andmagnetic lensing,
specifically in cylindrical symmetry. Therefore, both radial and longitudinal expansion rates
can be optimized to effective temperatures in the femtokelvin regime by varying input state and
lens. The tail in the spatial distribution appears significantly reduced in comparison to the first
lensing campaign as a result of the larger chip distance. Additional strategies to mitigate the
effects of anharmonicities further, such as employing additional chip structures or a matter-wave
telescope, are being explored.
Once the collimation of the BEC is optimized and the cloud deformation are sufficiently
suppressed, the experiment will embark on matter-wave interferometry in extended free fall.
The setup is equipped with light sources for both Bragg and Raman interferometry. Starting
with Bragg interferometry techniques already tested with the first generation apparatus [46],
QUANTUS-2 will aim to extend the interferometer time to the limits of the drop tower.
The effective temperatures achieved in the microgravity campaigns are the lowest values that
have been reported to date. In three dimensions, the effective temperature was smaller by at least
a factor of seven compared to the best previous experiment [138] and an order of magnitude
smaller than the next best source for atom interferometry [49]. The effective temperatures of
individual degrees of freedom are equally competitive with values as low as 6 pK, overcoming
previous limits by almost an order of magnitude [49, 138–141]. These results were achieved
while maintaining a competitive atom number, which highlights the superiority of lensed BECs
as a source for interferometry over velocity selection from thermal gases.
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Table 10: Selected systematic phase contributions of a Mach-Zehnder type atom interferometer
under gravity. These systematics can be addressed directly by controlling the size 𝜎𝑟, velocity
spread 𝜎𝑣 and density 𝑛0 of the atoms. The parameters for the phase estimations are: 𝑇 = 3 s,
𝜎𝑟 = 1mm, 𝜎𝑣 = 70 µm/s, 𝑅eff = 10
5,𝑁 = 106, 𝑘eff = 4𝜋/780 nm, 𝑎 = 100𝑎0 with Bohr radius
𝑎0, 𝑇𝑧𝑧 = −2𝑔/𝑅e with 𝑅e = 6365 km. For a complete list of parameters and phase terms see
Refs [8, 144, 145].
Phase term Phase shift Rel. magnitude Description
𝑘eff 𝑔𝑇
2 1.42 × 109 1 Newtonian gravity
𝑘eff 𝑇𝑧𝑧 𝜎𝑟𝑇
2 −0.4464 3.14 × 10−10 Gravity gradient (position)
𝑘eff 𝑇𝑧𝑧 𝜎𝑣𝑇
3 −0.0937 6.59 × 10−11 Gravity gradient (velocity)
−𝑘eff/(2𝑅eff) (𝜎𝑟 + 𝜎𝑣𝑇)
2 −0.0001 8.29 × 10−14 Wave fronts
4𝜋ℏ𝑎/𝑚𝑛0𝑇 +0.0129 9.06 × 10
−12 Mean field
7.1 Sensitivity Limits for High-Precision Measurements
The largest systematic phase contributions in a high-precision matter-wave interferometer are
gravity gradients, residual magnetic fields, wave front distortions, beam splitter efficiency and
mean field interactions [15, 43]. The QUANTUS-2 setup is uniquely qualified to explore and
mitigate these limitation as the magnetic lensing techniques can be used to tailor the size, density
and velocity spread of the clouds.
For a high-precision measurement akin to a UFF test with 𝜂 = 10−13, the magnetic field
gradient over the interrogation zone needs to be controlled to 50 µG/m [43]. In QUANTUS-2,
these demands only apply to a distance of a few centimeters instead of several meters in the
case of large atomic fountains. In a compact apparatus, the relevant volume can be probed in
its entirety using ultra-cold atoms as magnetometers [142]. Both wave front distortions and
beam splitter efficiency scale with the spatial extend of the BEC and its dynamics during the
interferometer sequence. Therefore, a well controlled, collimated cloud is the best candidate
to evade those limitations. Several systematic phase contributions related to size, density and
temperature of the atoms are listed in Table 10. Some of these effects are intertwined and there
is generally a trade-off between having small cloud sizes to reduce gravity gradient effects and
having sufficiently low densities to suppress mean field interactions. Since the collimation of the
lens depends on sufficient initial expansion, mean field effects can be reduced by expanding the
ensemble prior to interferometry. One would then have to employ other strategies to mitigate
gravity gradient effects such as alterations to the interferometer sequence [143].
The relevance of size, density and temperature dependent effects emphasizes the indispensabil-
ity of pristine lensing techniques for high-precision matter-wave interferometers. Therefore, the
anharmonicities in the lensing potential may present a crucial limitation. While the abberation
effects might be manageable on the sensitivity level aimed at with QUANTUS-2, new strategies
and designs need to be developed to reduce the intrinsic anharmonicities in chip traps for
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future sensors. QUANTUS-2 constitutes a pathfinder mission by exploring some of the most
relevant systematics of matter-wave interferometry on macroscopic time scales as well as the
characteristics and limitations of chip-based sources.
The sensitivity of interferometric measurements is ultimately bounded by the quantum pro-
jection noise (QPN) limit [146]. For a single measurement of the acceleration on an ensemble





where 𝐶 is the contrast of the interferometer. Assuming perfect contrast and a two-photon
momentum transfer, a conservative estimate for the sensitivity limit of an interferometer using
the QUANTUS-2 source is
𝛿𝑎cons. = 9.82 × 10
−11m/s2, (7.2)
for 𝑁 = 105 detected Rb atoms and a total interferometer time of 2𝑇 = 2 s. Under optimal
conditions this limit may by extended to
𝛿𝑎opt. = 5.45 × 10
−12m/s2, (7.3)
using𝑁 = 4×105 atoms and a total time of 2𝑇 = 6 s. The sensitivity of a dual species measure-
ment such as a UFF test is ultimately defined by the least sensitive individual interferometer.
Therefore, the sensitivity largely depends on the choice for the seconds atomic species and its
limitations.
7.2 Potassium Upgrade for Dual Species Interferometry
In the future, the setup will be expanded to dual species operation with the addition of a
potassium laser system. It will feature the same functionality as the rubidium system – trapping
and cooling atoms from background vapor, absorption imaging, as well as Bragg and Raman
interferometry. In principle, all three available potassium isotopes 39K, 40K and 41K can be used.
The most likely candidate for a second bosonic species in 41K since it can be cooled to quantum
degeneracy directly through RF evaporation, the same technique used for 87Rb [147]. 41K also
has the highest chances to compete with the source performance of 87Rb atoms. The bosonic
39K has the disadvantage of attractive interactions that would need to be manipulated using a
Feshbach resonance and a strong magnetic field [148], making it the most undesirable of the
three. The fermionic 40K can be cooled to a degenerate Fermi gas using 87Rb as a sympathetic
coolant, which has already been demonstrated in an atom chip based setup [149]. The most
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likely candidates for the use in a dual species UFF test are 41K, for usability and miscibility
reasons, and 40K, opening up the opportunity to compare the free fall of bosons to fermions.
7.3 Future Microgravity Missions
The ability to demonstrate high-flux sources for mobile devices is at the heart of current sensor
proposals [8, 13, 15]. All experiments rely on a competitive source atom number of at least106
atoms and interferometer times of several seconds. Thus, the compact and robust source design
presented in this thesis is a likely candidate for future experiments.
Figure 97: CAD drawing of the
MAIUS-1 mission payload and its
sounding rocket platform [109].
The QUANTUS-2 design was already adapted for a third
generation apparatus within the QUANTUS collaboration
that is designed for operation on a ballistic rocket [109] and
aims to implement the tools developed by QUANTUS-2 on
timescales larger than nine seconds in up to six minutes of
µg. The launch of the MAIUS-1 mission from the Esrange
Space Center in Kiruna, Sweden is anticipated for 2016. The
MAIUS-1 payload (see Figure 97) was put in operation us-
ing the first generation laser system of QUANTUS-2. The
source optimization process was successfully implemented
in the rocket payload. In the upcoming month, QUANTUS-
2 will perform the necessary pre-studies in µg to develop
the methods and automated sequences for a successful mis-
sion. Two additional rocket missions with identical source
design are currently in development. The MAIUS-2 and -3
missions will pioneer dual-species matter-wave interferom-
etry in space. MAIUS-2 will aim for sequential operation
while MAIUS-3 will perform simultaneous measurements.
QUANTUS-2 will again serve as a pathfinder mission for
potassium and dual-species operation in µg.
Next to the three sounding rocket missions, QUANTUS-2
serves as a design baseline for the satellite mission proposal
STE-QUEST [150]. Here, a dual-species atom interferom-
eter using the two rubidium isotopes 85Rb and 87Rb shall
perform a UFF test with a sensitivity of one part in 1015. A hybrid trap setup consisting of the
QUANTUS-2 chip design and a crossed optical dipole trap is proposed to generate and collimate
BECs of both isotopes. Using double diffraction techniques, the mixture is probed for a total
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interferometer time of 2𝑇 = 10 s. The satellite is to be operated on a highly elliptical orbit for a
mission time of up to five years.
7.4 Other Applications
The compact BEC source system presented in this thesis is not only of interest for mobile
applications but any experiment that benefits from high repetition rates. The reduction of the
BEC production time by one order of magnitude immediately leads to a significant improvement
on the sensitivity of atom interferometers, a field where great efforts are made to designmachines
with high data rate [151]. It is also of great interest for studying non-classical correlations in
BECs and hence for quantum optics experiments with atoms in general.
State-of-the-art quantum enhanced magnetometers [152–154] would be three times to one
order of magnitudemore sensitive, reaching the sub-pT/√Hz regime. Any experiment requiring
large statistics, for example to monitor correlations in quantum many-body systems [155, 156],
would dramatically benefit from such a source by dividing the total time to take the data by a
factor of 3 to 10. However, the use of the source is not restricted to fundamental physics, but
provides a new tool for earth observation with improved accuracy in geodesy and geophysics.
A transportable quantum gravimeter (QG-1) is currently in development within the collabo-
rative research center geoQ. The design of the apparatus is heavily based on the QUANTUS-2
source setup. The experiment is poised to perform absolute gravimetry with quasi-continuous
measurements to enable monitoring oceanic, atmospheric and hydrological mass variations as
well as solid Earth processes [157].
7.5 Summary
Compact chip-based BEC machines are promising sources for high-precision quantum sensors.
The robustness and maturity of the technologies pave the way for quantum gas experiments
in field operation and in space. The QUANTUS-2 setup is in a unique position to routinely
access excellent microgravity conditions and explore the potential of quantum sensors in new
parameter ranges that are inaccessible in ground-based devices. It will continue to act as a
pathfinder mission for future space experiments and develop the tools and strategies for tests of
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