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Abstract
Cosmology motivated by string theory has been studied extensively in the recent
literature. String theory is promising because it has interesting features such as
unifying gravity, electromagnetic, weak and strong nuclear forces. However, even
the energy scale of the experiments at the Large Hadron Collider (∼TeV) is too
low to detect any strong evidence for string theory. The energy scale of inflation
can be above ∼ 109 TeV. Therefore, it is expected to find some signature of string
theory in cosmology.
String theory predicts ten space-time dimensions. In the brane world scenario,
our four dimensional Universe is confined onto the higher dimensional object
called the Brane in the ten dimensional space time. The Dirac-Born-Infeld (DBI)
inflation is based on this idea. DBI inflation predicts a characteristic statistical
feature in the Cosmic Microwave Background (CMB) temperature anisotropies.
In this thesis, we study the predictions of the DBI inflation models on the CMB
temperature anisotropies.
In chapter 1, the idea of inflation in the early stage of the Universe is in-
troduced after explaining why we need inflation in addition to the standard Big
Bang scenario. At the end of this chapter, we introduce the CMB observables
that quantify the statistical properties of the CMB anisotropies.
In chapter 2, we introduce the cosmological perturbation theory for general
multi-field inflation including DBI inflation. After studying the linear perturba-
tion theory, we introduce the higher order perturbations that produce the non-
Gaussianities. The analytic formulae for the CMB observables that are valid in
cases with the effective single field dynamics around horizon crossing are sum-
marised at the end of this chapter.
In chapter 3, the idea of DBI inflation is introduced. Some analytic predictions
for the CMB observables are given in a simple single field DBI inflation model.
After introducing the microphysical constraint that excludes the single field DBI
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inflation, we show that this constraint can be significantly relaxed if the trajectory
in the field space is bent in multi-field DBI inflation models.
In chapter 4, we study the specific two-field DBI inflation model with a po-
tential that is derived in string theory. The potential contains only the leading
order term ignoring all other possible corrections in string theory. After studying
how curves in the trajectories in the field space affect the CMB observable, we
show that this model is excluded by observation in the regime where the ana-
lytic formulae introduced in chapter 2 are valid. At the end of this chapter, we
discuss the cases where we cannot use the analytic formulae and discuss possible
implications.
In chapter 5, we study the two-field DBI inflation model with a potential
that has the essential feature of the potential obtained with other corrections in
addition to the leading term in string theory. In this model, inflation is driven by
the motion of a D3 brane along the radial direction and at later times instabilities
develop in the angular directions. It is shown that it is actually possible to satisfy
the microphysical constraint with a turn in the trajectory in the field space.
However, this particular choice of potential is excluded with the constraint on
the local type non-Gaussianity by the latest CMB observations of the PLANCK
satellite.
We discuss the future perspective of DBI inflation models in the last chapter.
Units
In this thesis, we set the speed of light c, the gravitational constant G, Boltz-
mann’s constant kB, the reduced Planck constant ~ and the reduced Planck mass
MP =
√
~c/8piG to be unity in some equations following the conventional nota-
tion in cosmology. Those notations allow us to express any mechanical quantity
in terms of only one unit. Therefore, we can use some units to express a physical
quantity interchangeably. For example, the energy density and the mass density
are interchangeable because the energy density equals the mass density multiplied
by c2 and because we set c = 1. The signs of the metric tensor are −,+,+,+, ...
with a minus sign only for the time component while all the spatial components
have positive signs.
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Chapter 1
Introduction to inflation
In 17th century, thanks to Newtonian physics, it was found out that the motion
of the solar planets can be explained with considerable accuracy by the physical
laws which were discovered in the experiments on the earth. Even though it made
it possible to study the motions of extraterrestrial matter by physics, people did
not know the origin of planets and stars yet.
In the 1940s, George Gamow and his colleagues Ralph A. Alpher and Robert
Herman first explored the Big Bang model [1]. This model successfully explains
how the Universe which we currently observe has evolved from a hot and dense
state at the very early stage.
In this chapter, we first introduce the standard Big Bang model. Then, some
problems of the model are explained. Finally, we explain about the inflationary
models which solve those problems and give the seeds for the large scale structure
of the Universe.
1.1 Standard Big Bang scenario
Some types of astronomical objects such as the type Ia supernovae (SNe Ia) [2]
have characteristic absorption and emission lines in their spectra. If one of such
objects is moving away from the earth, the wavelengths of these spectral features
become longer because the light waves which propagate towards us from the
object are stretched. This is called the redshift. The faster such objects move
away from us, the redder the light waves emitted from them become. On the other
hand, light emitted from an object which moves towards us becomes bluer. This
is called the blueshift. Therefore, the velocities of objects can be measured by
12
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observing the redshifts or blueshifts of them. We can also measure the distances to
galaxies from the careful observation and calibration of such astronomical objects
called ‘standard candles’ which are known to have the typical properties which
can be used to measure the distances to those objects. For example, the SNe Ia
are know to be standardisable. After applying an empirical correction to their
observed light curve shapes and the peak magnitudes, they are known to be one
of the best distance indicators [3]. Basically, the further a standard candle is, the
dimmer it looks when observed from the earth. From those observations, it was
found that the recessional velocities of almost all the astronomical objects are
roughly proportional to their distances from the earth as can be seen in Fig. 1.1.
This is called Hubble’s law. What does this mean? It seems like the earth is
Figure 1.1: The relation between the distances of Cepheids which are one of the
‘standard candles’ from the earth and their recessional velocities relative to the
earth (from Freedmann W. L. et al. 2000 [4]). We can see that the best fit to
these data yields a slope of H = 75± 10 km/sec/Mpc, within the uncertainties.
at a special place in the Universe from which almost all other objects move away
at the velocities proportional to their distances. In this section, we introduce the
current cosmologists’ answer to this question. It is very simple and beautiful, but
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Figure 1.2: Expanding balloon as an analogy of the expanding Universe. The
distance between two red stickers gets larger as the balloon expands. The larger
the distance is, the faster two red stickers move away from each other regardless
of where those stickers are on the balloon. This corresponds to Hubble’s law.
it also has some problems. We see what those problems are in this section as
well.
1.1.1 The idea of the Big Band scenario
In the history of physics, people made a mistake by thinking that our planet is
at a special place in the Universe around which all other astronomical objects are
rotating. In 15th century, Copernicus corrected the mistake by stating that the
earth is just one of the planets rotating around the Sun. Cosmologists remem-
bered the lesson and guessed that our planet is not at a special place. Then, how
can we explain Hubble’s law? Imagine an expanding balloon with two stickers on
it as in Fig. 1.2.
If the balloon inflates uniformly, how fast those stickers go away from each
other is proportional to how far they are from each other. Then, let us put many
stickers on the balloon and assume that a randomly chosen sticker is the earth
and other stickers are the standard candles. We can see that Hubble’s law holds
regardless of which sticker we choose to be the earth. Therefore, if we assume
that our Universe is expanding uniformly like the balloon, we can actually explain
CHAPTER 1. INTRODUCTION TO INFLATION 15
ρ [kg/m ]3
r [m]
O
A
Figure 1.3: Matter is distributed uniformly with a density ρ [kg/m3]. Distance
from the point “O” to the point “A” at the ‘initial time’ is defined to be r [m].
the law without assuming we are at a special place in the Universe.
Recent redshift surveys show that our Universe is homogeneous and isotropic
when we look at much larger scales than 100 Megaparsecs (Mpc). If the matter
distribution is homogeneous, the density is the same everywhere. Isotropic distri-
bution around the earth means that matter is distributed in the same way in all
the directions if we observe the sky from the earth. For example, if matter is dis-
tributed in a spherically symmetric way, it can be isotropic and not homogeneous.
On smaller scales, there are structures like galaxies, clusters and superclusters as
explained in [5]. Therefore, let us assume that matter distribution is homoge-
neous and isotropic when we study the global dynamics of the Universe. Let us
pick up a random point “O”. Then, again, we pick another point “A” randomly
as in Fig. 1.3. The distance between those two points at the initial time is de-
fined to be r [m] while the energy density of the matter is ρ [kg/m3]. As we see
below, we can study the dynamics of the Universe which is in analogy with that
of the balloon explained above using the General Relativity (GR) under those
assumptions.
GR states that gravity is equivalent to the curvature of the space-time. How
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the space-time is curved is described by the metric tensor gµν which tells how the
space-time interval dxµ contributes to the line element ds as
ds2 = gµνdx
µdxν . (1.1)
Note that we use the Einstein summation convention with which we sum terms
over all values of indices if those indices appear both as the covariant and con-
travariant scripts in any expression. For example, the expression above means
gµνdx
µdxν =
3∑
µ,ν=0
gµνdx
µdxν , (1.2)
in the four dimensional space-time which is described with the indices µ =
0, 1, 2, 3. In the case that there is no gravity, the metric tensor reads
gµν =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (1.3)
This is the metric of the Minkowski space-time in which Special Relativity
holds. As stated above, the Universe is homogeneous and isotropic on much
larger scales than 100 Mpc. If we assume homogeneity and isotropy, the metric
is determined uniquely as [5]
ds2 = −dt2 + a2(t)
[
dr2
1−Kr2 + r
2
(
dθ2 + sin2 θdφ2
)]
, (1.4)
where (t, r, θ, φ) are space-time spherical coordinates and K is constant. This
metric is called the Friedmann-Robertson-Walker (FRW) metric. r is the
radial coordinate at t0 at which a (t) is unity. We can express the position of the
point A with respect to the point O in Fig. 1.3 at a given time t as
~l = a (t)~r, (1.5)
where r = |~r| and ~l is the position of the object at a given time t. a (t) has the
meaning of the scale of ~l, therefore it is called the scale factor.
The space-time is “curved” by matter. How the curvature of the space-time
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is generated is described in the Einstein equation as
Gµν + Λgµν = 8piGTµν , (1.6)
where Λ is a constant called the cosmological constant, Tµν is the energy mo-
mentum tensor and Gµν is the Einstein tensor. Those tensors are symmetric
as follows 
Tµν = Tνµ
Gµν = Gνµ
gµν = gνµ
. (1.7)
Though we have used the word “matter” without defining so far, let us define
matter to be everything incorporated in the energy momentum tensor which
generates gravity through the Einstein equation. For perfect fluid, the energy
momentum tensor is given by
T µν = (ρ+ P )u
µuν + Pδ
µ
ν , (1.8)
where uµ is the fluid four-velocity, ρ and P are the energy density and the pressure
of the fluid respectively. In a local rest frame where uµ = (c, 0, 0, 0), we have{
T 00 = ρ
T ij = Pδij
. (1.9)
The Einstein tensor is defined as
Gµν = Rµν − 1
2
Rgµν , (1.10)
where the Ricci scalar R is defined by using the Ricci tensor Rµν as
R = Rµµ = g
µνRµν . (1.11)
The Ricci scalar is defined by using the Riemann tensor as follows
Rµν = R
λ
µλν . (1.12)
The Riemann tensor is written as
Rσρνµ = Γ
σ
µρ,ν − Γσνρ,µ + ΓαµρΓσαν − ΓανρΓσαµ, (1.13)
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where the Christoffel symbol is
Γρµν =
1
2
gρσ{gνσ,µ + gµσ,ν − gµν,σ}. (1.14)
Though we do not study General Relativity in detail in this thesis (see [6] for
detailed explanation of those tensors), the Christoffel symbol defines the “parallel
transport” of a vector vµ in the curved space-time as
vµ (x+ δx) = vµ (x)− Γµνλ (x) vν (x) δxλ, (1.15)
where vµ (x+ δx) is the parallel transported vµ (x) from x to x+ δx. It is worth
noting that all components of the Christoffel symbol vanishes if there is no gravity
and we can see from equation (1.15) that the “parallel transport” does not change
any component of the vector as in the Euclidean space. Because the Riemann
tensor can be defined by using only the metric tensors, the Einstein tensor can be
rewritten by using only the metric tensors. Therefore, we can see that Einstein
equation shows how matter curves the space-time through the metric tensor. If
we substitute the FRW metric (1.4) into the Einstein equation (1.6), we can
obtain the gravitational equations for the homogeneous and isotropic space. The
(0, 0) component of the Einstein equation is given by
H2 =
a˙ (t)2
a (t)2
=
1
3M2P
ρ− K c
2
a (t)2
+
Λc2
3
, (1.16)
which is called the Friedmann equation where the constant K is related to the
spatial curvature and Λ is the cosmological constant. The trace of the Einstein
equation gives
a¨
a
= − 1
6M2P
(
ρc2 + 3p
)
+
Λc2
3
, (1.17)
which tells us about the acceleration of the expansion. Those equations describe
the dynamics of the homogeneous Universe.
By substituting equation (1.17) into equation (1.16) after differentiating with
respect to the cosmic time, we obtain
ρ˙ = −3H
(
ρ+
P
c2
)
, (1.18)
which is called the continuity equation. The cosmological constant term could
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play an important role in explaining the accelerating expansion of the current
Universe which is discovered with the observations of the type Ia supernovae. If
we consider ordinary matter such as radiation whose equation of state is p = ρc2/3
or non-relativistic matter whose equation of state is p = 0, the first two terms in
the left-hand side of equation (1.17) are always negative. Therefore, we cannot
explain why the acceleration a¨ can be positive without the cosmological constant
term in General Relativity.
1.1.2 Success of the Big Bang scenario
The Big Bang model explains Hubble’s law as in subsection 1.1.1. However, the
biggest success of the Big Bang model is the prediction of the abundance of light
elements in the early Universe.
The most dominant chemical element in the Universe is hydrogen which con-
stitutes about 75 % of all baryonic matter. The second most dominant chemical
element is helium which makes up about 25 % of all baryonic matter. All the
other chemical elements have only small abundances. If we assume that the large
amount of 4He in the Universe had been produced in stars, we have a problem
with observation as follows. The binding energy of 4He is 28.3 MeV. There-
fore, when one nucleus of 4He is formed, the energy released per one baryon is
28.3/4 ∼ 7.1 Mev ∼ 1.1 × 10−5 erg. If we assume that all the helium nuclei in
the Universe were formed in the last 10 billion years, which is 3.2 × 1017 s, the
luminosity to mass ratio can be estimated roughly as [5]
L
Mbar
∼ 1
4
1.1× 10−5erg
(1.7× 10−24g)× (3.2× 1017s) ∼ 5
erg
g · s ∼ 2.5
L
M
, (1.19)
where M is the solar mass, L is the solar luminosity and Mbar is the average
baryon mass in the nucleus which is about one quarter of the mass of the helium
nucleus. However the observed value is L/Mbar ≤ 0.05L/M. This means that
less than 2 % of 4He could be fused in stars if the luminosity of baryons observed
on the earth was not much larger in the past than at present.
The plausible explanation of the helium abundance which the Big Bang sce-
nario provides is that it was produced in the very early stage of the Universe.
According to the Big Bang scenario, as we go back in time, the temperature of
the Universe goes up. In the very early stage of the Universe, the kinetic energy
of the elementary particles was much higher than the binding energy of any kind
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of nucleus. Then, the helium nuclei were formed rapidly when the temperature
drops well below the binding energy of helium which is about 28 MeV. Actually,
primordial nucleosynthesis occurred at the temperature ∼ 0.1 MeV which is a
few minutes after the Big Bang.
The abundances of the light elements produced in the nucleosynthesis are
determined by the Boltzmann equations which govern the evolution of the
distribution of the relativistic particles in phase space [7]. To obtain accurate
results, we need to use the numerical integration. However, analytic estimates
exist [5] and it agrees well with the numerical results for the 4He abundance. We
show the analytic estimates briefly below.
As the temperature drops below a few hundred MeV, the quarks and gluons
are confined and form baryons and mesons. Baryons are made of three quarks
while the mesons are made of one quark and one anti-quark. Below 100 MeV,
the Universe is filled with the primordial radiation (γ), neutrons (n), protons (p),
electrons (e−), positrons (e+) and three neutrino species. Mesons, heavy baryons,
µ− and τ− leptons are also present, but they become negligible compared to those
abundant light particles as they get non-relativistic.
When the temperature falls below 1 MeV, neutrinos decouple because weak
interactions which keep neutrinos in thermal contact with each other and with the
other particles become inefficient. Also, weak interactions maintain the chemical
equilibrium between protons and neutrons as
n+ ν  p+ e−, n+ e+  p+ ν¯, (1.20)
where ν refers to the electron neutrino. Because weak interactions become in-
efficient, the neutron to proton ratio freezes out except for the neutron decay.
Detailed calculation using the cross-section derived by Fermi theory can be found
in [5]. The relative concentration of neutrons is
Xn =
nn
nn + np
, (1.21)
where nn and np are the number densities of neutrons and protons respectively.
The freeze-out concentration is derived as
X∗n ' 0.158 + 0.005 (Nν − 3) , (1.22)
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where Nν is the number of light neutrino species. Therefore, the neutron concen-
tration after freeze-out reads
Xn = X
∗
n exp (−t/τn), (1.23)
where the lifetime of a free neutron before the neutron decay
n→ p+ e− + ν¯, (1.24)
is τn ≈ 886 [s]. Helium-4 could be built directly in a four-body collision
p+ p+ n+ n→4 He. (1.25)
However, the number densities of protons and neutrons during the period are too
low to have such collisions sufficiently. Therefore, light complex nuclei are pro-
duced through a sequence of two-body reactions. The first step is the deuterium
production as
p+ n D + γ, (1.26)
where D is the deuterium. In order to produce heavier elements from the deu-
terium such as 4He, there needs to be sufficiently dense deuterium concentration.
Actually, 4He is not produced until the temperature becomes around 0.08 MeV
even though the binding energy of 4He is 28.3 MeV. This is because of a“deuterium
bottleneck”, whereby the low abundance of deuterium suppresses the production
of heavier elements. After the deuterium abundance rises, two-body reactions
D +D →3 He + n, D + D→ T + n, (1.27)
become efficient where T is tritium. Then, tritium combines with deuterium to
produce 4He as
T D →4 He n. (1.28)
Even though 3He can have both the reactions
3He n→ T p, (1.29)
and
3He D→4 He p, (1.30)
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the reaction (1.29) is more efficient than the reaction (1.30). Also, the binding
energy of 4He (28.3 MeV) is four times as large as the binding energies of the
intermediate elements 3He (7.72 MeV) and T (6.92 MeV). Therefore, almost all
the neutrons are fused into 4He through the reaction chain n p→ D → T →4 He
and n p→ D →3 He→ T→4 He. Therefore, the abundance of 4He is determined
by the abundance of the available free neutrons at this time. The temperature
at this time is
TMeV ' 0.07 (1 + 0.03 ln η10) , (1.31)
where η10 is the baryon to photon ratio which is defined as
η10 ≡ 1010 × nN
nγ
, (1.32)
where nN and nγ denote the number densities of the neutrons and photons re-
spectively. The Cosmic Microwave Background (CMB) observations give us
the value of the baryon to photon ratio. For example, we have 6.2 < η10 < 6.9
at 68% confidence level in [8]. In the early Universe, the main contribution to
the energy density comes from relativistic particles. If we neglect the chemical
potentials of the particles, the energy density ˜r is
˜r = κT
4, (1.33)
where
κ ' 1.11 + 0.15 (Nν − 3) , (1.34)
after the electron-positron annihilation. From equations (1.16) and (1.33), it is
shown that the temperature is given by equation (1.31) at the time
tsec ' 269 (1− 0.07 (Nν − 3)− 0.06 ln η10) . (1.35)
Note that we used H = 1/2t in the radiation domination. Because half of the
total mass of 4He is due to protons, its final abundance by mass is
X4He = 2Xn = 2X
∗
n exp (−tsec/τn). (1.36)
Substituting equations (1.22) and (1.35) into equation (1.36), we obtain
X4He ' 0.23 + 0.012 (Nν − 3) + 0.005 ln η10. (1.37)
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If we take into account the presence of an additional massless neutrino, the final
abundance increases by about 1.2 %. Also, if we substitute η10 = 6.5 into equation
(1.37) for example, we obtain X4He ' 0.25. We can see that this actually agrees
well with what we observe. This also agrees well with the numerical results. The
abundances of other light elements can be also theoretically predicted and they
are in very good agreement with the observed element abundances.
1.1.3 Horizon Problem
Even though the Big Bang scenario is successful explaining the expansion of the
Universe and the abundance of the light elements, it has some problems as well.
The first problem is called the horizon problem. Observations of the CMB give
us the information about the radiation energy density distribution of the early
Universe at the redshift z ∼ 1100. It is well known that it is almost homogeneous
with small fluctuations in all areas of the sky. This fact cannot be explained by
the standard Big Bang scenario as shown below. With a change of variables, the
FRW metric (1.4) can be rewritten as
ds2 = −dt2 + a(t)2 [dχ2 + f (χ)2 (dθ2 + sin2 θdφ2)] , (1.38)
where
f(χ) =

K−1/2 sin(K1/2χ) (K > 0)
χ (K = 0)
|K| sinh(|K|χ) (K < 0)
(1.39)
We can obtain the distance which light has travelled in the radial direction since
the decoupling as
χo (t) =
∫ t
td
dt′
a(t′)
, (1.40)
where t is the age of the Universe and td is the age of the Universe at the decou-
pling. Decoupling is the event at which the Universe became electrically neutral
and light could travel freely without being compton scattered with the electrically
charged particles since then. lo (t) = a (t)χo (t) is called the optical horizon be-
cause we cannot observe anything at a distance greater than that. The distance
that a photon could have traveled at t since the Universe began at a = 0 is called
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the particle horizon, which can be defined as
lp (t) = a(t)χp(t), (1.41)
where the comoving distance χp can be written
χp (t) =
∫ t
0
dt′
a(t′)
. (1.42)
As stated above, when the decoupling happened at the temperature 3000 K,
photons start to travel freely. Because we can derive the relation between the
redshift and the temperature of radiation T as
a0
a
= 1 + z ∝ T, (1.43)
where a0 is the scale factor at present and the redshift z is defined by
z =
λr − λe
λe
, (1.44)
where λr and λe are the wavelengths of light at the points of observation and
emission respectively, we can obtain the redshift at the decoupling from equation
(1.43) as
zd ' 1050, (1.45)
with the temperature of radiation T ' 2.73K in the present Universe whose
redshift is z = 1. If we assume the radiation domination, the scale factor grows
as
a (t) =
(
t
te
)1/2
, (1.46)
where we define te to be the time at the matter radiation equality. In the matter
domination, the scale factor reads
a (t) =
(
t
te
)2/3
. (1.47)
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Using equations (1.42), (1.46) and (1.47), we obtain the particle horizon at the
decoupling as
χp(td) =
∫ te
0
dt′
a(t′)
+
∫ td
te
dt′
a(t′)
= 2te
[(
t
te
)1/2]te
0
+ 3te
[(
t
te
)1/3]td
te
= 2te + 3te
{(
ad
ae
)1/2
− 1
}
= te
(
3
√
1 + ze
1 + zd
− 1
)
,
(1.48)
where we used the relation (1.43). Note that we assumed that the transition from
the radiation domination to the matter domination occurs instantaneously at te
(at the redshift ze) which is earlier than the decoupling time td. Then, the optical
horizon at the present Universe can be derived using equations (1.40) and (1.47)
as
χo (t0) =
∫ t0
td
dt′
a(t′)
= 3te
{(
t0
te
)1/3
−
(
td
te
)1/3}
= 3te
{(
a0
ae
)1/2
−
(
ad
ae
)1/2}
= 3te
(√
1 + ze −
√
1 + ze
1 + zd
)
.
(1.49)
We used the relation (1.43) again to convert the scale factors into the redshift
parameters. Then, the ratio of the present optical horizon to the particle horizon
at the decoupling is
χo (t0)
χp (td)
=
3te
(√
1 + ze −
√
1+ze
1+zd
)
te
(
3
√
1+ze
1+zd
− 1
)
=
3
(√
(1 + ze) (1 + zd)−
√
1 + ze
)
3
√
1 + ze −
√
1 + zd
∼ 40,
(1.50)
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where we used equation (1.45) and ze ' 3300. This means that the observable
area of the CMB today is much larger than the area of causality at the decoupling.
Because nothing can propagate outside the particle horizon, it means that the
Universe was homogeneous and isotropic in a large area which consisted of many
areas that could not have interacted with each other at the time of decoupling.
This cannot be explained only by the standard Big Band theory.
1.1.4 Flatness problem
We can rewrite the Friedmann equation (1.16) as∣∣∣∣ Ka2H2
∣∣∣∣ = |Ωtot − 1|, (1.51)
where Ωtot is
Ωtot = Ω + ΩΛ
=
ρ
3H2
+
Λ
3H2
.
(1.52)
In equation (1.51), |K/a2H2| can be rewritten as |K/a˙2|. Therefore, in the matter
domination, equation (1.51) can be rewritten as
|Ωtot − 1| ∝ |Kt2/3|, (1.53)
from equation (1.47) and it can be rewritten in the radiation domination as
|Ωtot − 1| ∝ |Kt|, (1.54)
from equation (1.46). Those equations mean that |Ωtot − 1| is an increasing
function of time in both the matter and radiation domination. Therefore, as we
go backwards in time, the right hand side of equation (1.51) keeps decreasing.
Because the current observations suggest that |Ωtot−1| is within a few percent of
unity [9], it must be even smaller in the past. We require |Ωtot − 1| < O (10−16)
at the nucleosynthesis and |Ωtot − 1| < O (10−64) at the Planck epoch [10]. This
implies that the initial conditions must have been chosen accurately in order to
have our current nearly flat Universe today. This also cannot be explained by the
standard Big Bang model. This is the second problem of the standard Big Bang
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model called the Flatness problem.
1.1.5 Relic problem
According to the standard particle physics, the physical laws were simpler in the
early Universe before the gauge symmetries were broken. When such symmetries
are broken, many unwanted relics such as monopoles, cosmic strings, and other
topological defects are produced [10]. Some of those particles behave as matter
and hence their energy densities decrease as
ρm =
ρim
a3
, (1.55)
where the energy density of radiation decreases as
ρr =
ρir
a4
, (1.56)
with constants ρim and ρir which are initial energy densities. Therefore, the en-
ergy densities of such heavy particles decrease more slowly than those of radiation.
It means that they are likely to be dominant in the present Universe. It would
contradict a variety of observations such as those of the light element abundances.
This problem is the third problem of the standard Big Bang scenario which is
called the relic problem.
1.2 Inflation
As explained in section 1.1, the standard Big Bang scenario has several problems
which cannot be solved by itself. However, those problems can be evaded if we
assume that the Universe expanded exponentially in the very early stage after
the Big Bang. Such expansion is called “inflation”. In this section, the idea of
inflation is first introduced explaining how such an expansion solves the horizon
problem. Then, as an example, single field slow-roll inflation is introduced and
we see how inflation solves other problems as well.
1.2.1 Idea of inflation
Among the three problems of the standard Big Bang scenario, let us think about
the horizon problem first. As equation (1.50) shows, the particle horizon at the
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decoupling is much smaller than the present optical horizon if we assume that the
Universe has been dominated only by the ordinary matter such as radiation and
matter whose scale factors behave as in equations (1.46) and (1.47). However, if
the Universe expanded exponentially as
a (t) = C exp
(
D−1t
)
, (1.57)
in the first ti seconds with the constants C and D, the particle horizon at the
decoupling is
χp(td) =
∫ ti
0
dt′
a(t′)
+
∫ te
ti
dt′
a(t′)
+
∫ td
te
dt′
a(t′)
= −C−1D [exp (−D−1t)]ti
0
+ 2te
[(
t
te
)1/2]te
ti
+ 3te
[(
t
te
)1/3]td
te
= C−1D
{
1− exp (−D−1ti)}+ 2te{1− ai
ae
}
+ 3te
{(
ad
ae
)1/2
− 1
}
= C−1D
{
1− exp (−D−1ti)}+ te(3√1 + ze
1 + zd
− 1− 2Te
Ti
)
,
(1.58)
where ti is the time at the end of inflation in which the Universe expands with
the scale factor (1.57), zi is the redshift at ti and Ti and Te are the temperatures
of the Universe at ti and te respectively. We obtain
C =
√
ti
te
exp (−D−1ti), (1.59)
by assuming the scale factor (1.46) is equal to the scale factor (1.57) at t = ti.
Then, we have
C−1D
{
1− exp (−D−1ti)} = √te
ti
exp (D−1ti)D
{
1− exp (−D−1ti)}
=
te
D−1ti
√
ti
te
{
exp
(
D−1ti
)− 1} . (1.60)
If we assume exp (D−1ti) = exp (60) and use√
ti
te
=
ai
ae
=
Te
Ti
, (1.61)
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during the radiation domination, with equations (1.58) and (1.60), we have
χp(td) =
te
60
Te
Ti
{
exp
(
D−1ti
)− 1}+ te(3√1 + ze
1 + zd
− 1− 2Te
Ti
)
≈ te
60
1 [eV]
1021 [eV]
{exp 60− 1}+ te
(
3
√
1 + 3300
1 + 1050
− 1− 2 1 [eV]
1021 [eV]
)
≈ 1900te,
(1.62)
where we assumed Te = 1 [eV] and Ti = 10
12 [GeV]. Using this result, equation
(1.50) is no longer correct and we have
χo (t0)
χp (td)
≈
3te
(√
1 + ze −
√
1+ze
1+zd
)
1900te
≈
3te
(√
1 + 3300−
√
1+3300
1+1050
)
1900te
≈ 8.79× 10−2.
(1.63)
We can see that we no longer have the horizon problem because the radius of
the optical horizon today is only around 8 percent of the radius of the particle
horizon at the decoupling. Though this percentage changes depending on the
parameters such as the temperature of the Universe at the end of inflation ti as
we can see above, this means that inflation can solve the horizon problem. In
subsection 1.2.2, we see that inflation also solves the other two problems of the
standard Big Bang scenario.
1.2.2 Slow-roll inflation
How can we have such an expansion? The standard way is to assume that the
energy density of the Universe was dominated by the scalar field called inflaton.
Though we do not know what inflaton is, the experiments at the Large Hadron
collider (LHC) in Switzerland strongly suggest the existence of the Higgs boson
which constitutes a scalar field (see [11] for details). Also, there are possibil-
ities that the super symmetric (SUSY) scalar particles will be found in future
experiments. Below, we see the most standard and simple example of inflation.
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From equation (1.17), we need
ρ+ 3P < 0, (1.64)
in order to make the expansion accelerating (a¨ > 0) if we set Λ = 0. The reason for
ignoring the cosmological constant is because the Universe would be dominated
completely by the cosmological constant and different from our Universe which
we observe today if it had dominated the Universe at the beginning because the
energy density of the cosmological constant is constant while the energy density
of radiation and that of matter decrease as in equations (1.55) and (1.56).
As a field which satisfies the condition (1.64), let us consider a minimally-
coupled scalar field for inflaton whose Lagrangian is given by
L = −1
2
∂µφ∂
µφ− V (φ)
=
1
2
φ˙2 − V (φ),
(1.65)
where we assume the spatial homogeneity of the Universe with the metric (1.4)
where K = 0. The energy-momentum tensor for inflaton is given by
T µν = g
µρ∂ρφ∂νφ+ Lδ
µ
ν . (1.66)
If we assume that the Universe is homogeneous and isotropic, the inflaton field can
be regarded as perfect fluid whose energy-momentum tensor can be described
as: ρ = −T 00 and T ii = Pδi i where i = 1, 2, 3. Because we are considering
the Robertson-Walker metric, we can obtain ρ and P from equations (1.65) and
(1.66) as
ρφ =
1
2
φ˙2 + V (φ), (1.67)
Pφ =
1
2
φ˙2 − V (φ). (1.68)
By substituting ρ and P obtained above into equation (1.18), we can obtain
φ¨+ 3Hφ˙+ V ′(φ) = 0, (1.69)
where ′ ≡ d/dφ. Because Pφ can be rewritten as Pφ = −ρφ+ φ˙2, φ˙2 must be small
compared to V (φ) in order to satisfy the condition (1.64) for the accelerating
CHAPTER 1. INTRODUCTION TO INFLATION 31
expansion. If we assume that
φ˙2  V (φ), (1.70)
and
|φ¨|  |V ′(φ)|, (1.71)
we can obtain ρ ∼ −P from equation (1.67) and equation (1.68). Therefore,
inflaton satisfies the condition (1.64) and the expansion of the Universe becomes
accelerating. Those assumptions are called the slow-roll conditions. If we
introduce [12]
˜ =
M2P
2
(
V ′(φ)
V (φ)
)2
, (1.72)
η˜ = M2P
V ′′(φ)
V (φ)
, (1.73)
which are called the slow-roll parameters, where M2P = (~c/G) is the four
dimensional Planck mass, slow-roll conditions can be written as
˜ 1, (1.74)
|η˜|  1. (1.75)
From equation (1.18), the energy density is almost constant because we have
ρ ∼ −P . Then, from the Friedmann equation (1.16), the Hubble parameter H is
almost constant. Because H ≡ a˙/a, we have
a (t) = C exp (Ht) , (1.76)
where C is constant. We can see that the scale factor (1.76) is exactly the scale
factor (1.57) which we need to solve the horizon problem as we saw above. Ac-
tually, with inflation, we can also solve other problems which are discussed in
section 1.1. During inflation, equation (1.51) can be rewritten as
|Ωtot − 1| ∝
∣∣∣∣ Kexp (2Ht)
∣∣∣∣ , (1.77)
from equation (1.76). Because this means that |Ωtot − 1| decreases exponentially
during inflation, it naturally explains why this quantity is extremely small at the
beginning of the radiation domination as shown in subsection 1.1.4. Also, such
exponential expansion of the Universe dilutes the density of the relic particles
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quickly. Therefore, the theory no longer predicts that the present Universe is
dominated by such undesirable particles. In this way, inflation solves all three
problems of the standard Big Bang scenario.
After inflation ends, the energy of inflaton is converted into the energy of
other elementary particles which our Universe is made of finally. This process is
called the reheating. Reheating is essential because our Universe is obviously
not made of inflaton currently. The regime of parametric resonance in which such
elementary particles are produced from inflaton is called the preheating. I do
not explain about the reheating in detail in this thesis because it is not directly
related to the main topic.
1.2.3 CMB observables
Observations have shown that the CMB is almost uniform, with small perturba-
tions, ∆T , present across the whole sky. The average temperature is 2.725 K and
the amplitude of the fluctuations is given by [2]
∆T
T
∼ 10−5. (1.78)
Those fluctuations are observed as the CMB temperature anisotropies in the
observations. Inflation can naturally explain such fluctuations. Firstly, the co-
moving curvature perturbation R which will be introduced in subsection 2.2.1
is related to the quantum fluctuation of inflaton δφ. In the canonical slow-roll
inflation case, the relation is given by
R = Hδφ
˙¯φ
, (1.79)
where H is the Hubble parameter and φ¯ is the homogeneous part of the scalar
field. Secondly, the curvature perturbation is related to the temperature fluctu-
ations of the CMB by the relation given in [12]
∆T
T
=
1
5
Rls, (1.80)
where the subscript ls denotes quantities at the last scattering when photons
started to travel freely without Thompson scattered because almost all the charged
particles have combined into atoms. Note that the Sachs-Wolfe effect (1.80)
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holds as long as we assume that the Universe has been matter-dominated from
the last scattering to the present. This effect comes from the redshift at the last
scattering surface and the fluctuations of the photon energy density on the last
scattering surface causes the fluctuations of the CMB temperature through this
effect [7]. If we take into account the fact that the Universe has not been always
matter-dominated from the last scattering to the present, we have an additional
integrated effect which is acquired on the journey of photons from the last scat-
tering surface to us, which is called the Integrated Sachs-Wolfe effect.
With equations (1.79) and (1.80), we see that the quantum fluctuations of
inflaton naturally produce the CMB temperature anisotropies. Therefore, the
CMB observations strongly support inflationary models. At the same time, we
can put constraints on the inflationary models with the statistical properties
of the CMB temperature anisotropies. Below, let us introduce the correlation
functions which are used to quantify the statistical properties of them following
[7]. Let us introduce a random field g (x). This is a set of functions gn (x) each
coming with a probability Pn. The set of functions is called the ensemble while
each individual function is called a realisation of the ensemble. The two-point
function is defined as
〈g (x) g (x′)〉 =
∑
n
Pngn (x) gn (x
′) , (1.81)
and the N-point functions are defined similarly. The random field is usually sta-
tistically homogeneous and isotropic. This means that the probabilities attached
to the realisations are invariant under translations and rotations. The transla-
tional invariance which is called the ergodic property implies that the ensemble
average 〈g (x) g (x′)〉 is equivalent to a spatial average at fixed x′ − x for a single
realisation. The rotational invariance allows us to replace the ensemble average
by an average with respect to the direction of the patch of the sky that we ob-
serve for a single realisation. With those statistical properties, we can observe
the correlation functions of the CMB temperature anisotropies which are trans-
lated into the correlation functions of the curvature perturbation with equation
(1.80). The correlation functions of the curvature perturbation are obtained with
equation (1.79) because we obtain the correlation functions of the scalar fields as
the vacuum expectation values of them as we will study in detail in section 2.2.
If we assume that g (x) is a Gaussian random field, its Fourier coefficients have
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no correlation except for the reality condition that is given by
〈g (k) g (k′)〉 = (2pi)3 δ(3) (k + k′) 2pi
2
k3
Pg, (1.82)
where Pg is the power spectrum of the random field g (x). For a Gaussian
random field, N-point functions vanish when N is an odd number as
〈g (k)〉 = 0,
〈g (k1) g (k2) g (k3)〉 = 0,
...
(1.83)
When N is an even number, N-point functions can be expressed in terms of the
power spectra as
〈g (k1) g (k2) g (k3) g (k4)〉
= (2pi)6 δ(3) (k1 + k2) δ
(3) (k3 + k4)Pg (k1)Pg (k3) + two cyclic terms,
(1.84)
and similar expressions hold for higher correlation functions. This is called
Wick’s theorem.
In the canonical slow-roll inflation models introduced in this section, by solv-
ing equation of motion for the linear perturbation, the power spectrum of the
curvature perturbation is obtained as
PR =
(
H
φ˙
)2(
H
2pi
)2∣∣∣∣∣
∗
=
H2
8pi2M2P˜
∣∣∣∣
∗
, (1.85)
where we have used the equations 3H2M2P = V and 3Hφ˙ = −V ′ that are obtained
from the Friedmann equation (1.16) and equation (1.69) respectively in the slow-
roll limit. Note that the subscript ∗ indicates that the corresponding quantity
is evaluated at horizon crossing k = aH. The spectral index for the curvature
perturbation is defined as
ns − 1 = d lnPR
d ln k
, (1.86)
which is equivalent to PR ∝ kns−1. The spectral index quantifies how the power
spectrum depends on the wave number k as we see in equation (1.86). The
curvature perturbation is constant on super-horizon scales [13] in a single field
case and its power spectrum is evaluated when k = aH. We have d ln k = H∗ dt∗
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taking into account the slow-roll approximation under which the rate of change
of H is negligible. From equation (1.69) in the slow-roll limit, we have dt =
− (3H/V ) dφ, and we find
d
d ln k
= −M2P
V ′
V
d
dφ
. (1.87)
The derivative of ˜ is given by
d˜
d ln k
= 2˜∗η˜∗ − 4˜∗ 2, (1.88)
from equations (1.72) and (1.87). Using equations (1.85), (1.86) and (1.88), we
find [12]
ns − 1 = −6˜∗ + 2η˜∗. (1.89)
As we will see in section 2.1, there is also a tensorial metric perturbation. This
represents gravitational waves. The power spectrum of the tensor perturbation
is given by
PT = 8
M2P
(
H
2pi
)2∣∣∣∣∣
∗
, (1.90)
and the spectral index for the tensor perturbation is given by
nT =
d lnPT
d ln k
= −2˜∗. (1.91)
The tensor-to-scalar ratio is defined as
r =
PT
PR = 16˜
∗ = −8nT. (1.92)
Finally, let us introduce the non-Gaussianities of the curvature perturbation.
As in equation (1.83), the three-point function vanishes if the curvature per-
turbation obeys the Gaussian statistics. However, in the non-Gaussian case, it
becomes
〈R(k1)R(k2)R(k3)〉 = (2pi)3 δ(3)(k1 + k2 + k3)B(k1, k2, k3), (1.93)
where B(k1, k2, k3) is called the bispectrum. The delta function corresponds
to the invariance under translations while the fact that the bispectrum depends
only on the lengths of the three sides of the triangles formed by the wave vectors
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corresponds to the invariance under rotations [7]. As we see in chapter 2, we
can define different kinds of non-Gaussianities depending on what shape of the
triangle formed by the wave vectors the bispectrum has the peak. f equilNL is the
amplitude of the bispectrum that has its peak when the wave vectors form an
equilateral triangle (k1 = k2 = k3) while f
local
NL is the amplitude of the bispectrum
that has its peak when the wave vectors form a squeezed triangle (ki → 0 and the
other two k’s have the same amplitude and the opposite directions because of the
momentum conservation which comes from the delta function). In the canonical
single field slow-roll inflation models, both f equilNL and f
local
NL are of the same order
as the slow-roll parameters. According to the Planck satellite observations, the
power spectrum of the curvature perturbation is given by [9]
PR = (2.23± 0.16)× 10−9, (1.94)
at the 68 % confidence level (CL). Also, the spectral index for the curvature
perturbation and the tensor-to-scalar ratio are given by [14]
ns = 0.9603± 0.0073,
r < 0.12,
(1.95)
at the 68 % CL. Because this means ns − 1 ∼ 0.04, we see that the prediction of
the canonical slow-roll inflation (1.89) is compatible with the observation because
the slow-roll parameters are much smaller than unity. For the same reason, the
observed value for r supports the prediction (1.92).
With the observational results (1.95), we can distinguish different inflation
models as in figure 1.4. Though we don’t go into detail about the models in
figure 1.4, we see that the R2 inflation model [15] is compatible with the observed
values of ns and r within the 68 % CL region while the canonical single field
slow-roll inflation with a potential V ∝ φ3 is excluded at 95 % CL if we require
the number of e-folds to be from 50 to 60 because we need a sufficient number
of e-folds to solve the horizon problem as we saw in subsection 1.2.1. The non-
Gaussianity parameters observed by the Planck satellite are given by [16]
f equilNL = −42± 75, (1.96)
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Figure 1.4: Marginalised joint 68 % and 95 % CL regions for ns and r from the
Planck satellite observations in combination with other data sets compared to
the theoretical predictions of selected inflationary models. r0.002 means that the
constraints are given at the pivot scale k = 0.002 Mpc−1. The figure is taken
from [14]
and
f localNL = 2.7± 5.8, (1.97)
at the 68 % CL. For both of the non-Gaussianity parameters, fNL = 0 is com-
patible with the observation. As stated above, the canonical single field slow-roll
inflation models predict that both of the non-Gaussianity parameters are of the
order of the slow-roll parameters. Therefore, the slow-roll inflation models satisfy
the observational constraints on the non-Gaussianity parameters. If we consider
a canonical slow-roll inflation model with a potential V ∝ φ, it seems that the
model satisfies all the observational constraints shown above (see figure 1.4).
However, we do not know what the inflaton is. We need to assume that there is
a scalar field with the Lagrangian (1.65) without knowing the physical meaning
of the scalar field. In chapter 3, we introduce the Dirac-Born-Infeld inflation
model that is motivated by string theory. In this model, the scalar fields are the
spatial coordinates in the extra dimensions. Because f equilNL can take large values
uniquely in this model, we can distinguish the DBI inflation models from the
CHAPTER 1. INTRODUCTION TO INFLATION 38
slow-roll inflation models if we observe a large value of f equilNL in the future ex-
periments. The potentials of the DBI inflation models can be obtained by string
theory. In chapter 4, we study about the model with a potential which is obtained
by string theoretical analysis.
Chapter 2
Perturbations in general
multi-field inflation
As we saw in the previous chapter, the Universe can be approximated well with
the homogeneous and isotropic metric (1.4) on large scales. However, as we know,
the Universe is not homogeneous and isotropic at all on small scales. Therefore,
we need to have small perturbations from the FRW metric. Inflation introduced
in the previous chapter naturally generates small fluctuations that become the
seeds of the structure of the Universe. In this chapter, we introduce linear per-
turbation theory for general inflation models. Then the “in-in” formalism is used
to calculate the equilateral non-Gaussianity for specific types of single field infla-
tion models. We also study the local type non-Gaussianity in specific single field
inflation models. Finally, the delta-N formalism is introduced and used in the
calculation of the non-Gaussianities in multi-field inflation models.
2.1 Linear perturbation
Even though we have only studied the canonical single field slow-roll inflation in
subsection 1.2.2, let us consider more general multi-field inflation whose action is
given by
S =
1
2
∫
d4x
√−g [(4)R + 2P (XIJ , φI)] , (2.1)
39
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where we set 8piG = 1, (4)R is the four dimensional Ricci curvature, φI are the
scalar fields with I = 1, 2, ..., N and
XIJ ≡ −1
2
∂µφ
I∂µφJ . (2.2)
As in [17], we use the ADM approach as
ds2 = −N2dt2 + hij
(
dxi +N idt
) (
dxj +N jdt
)
, (2.3)
where N is the lapse and N i is the shift vector. Note that the field space metric
GIJ is used to raise or lower the field space indices I, J,K, .... Note also that
GIJ evolves with time and hence it is dynamic throughout this thesis. Then, the
action (2.1) is rewritten as (see [6] for the derivation)
S =
1
2
∫
d4x
√−g [(4)R + 2P (XIJ , φI)]
=
1
2
∫
dt d3x
√
h
[
N (3)R +
1
N
(−E2 + EijEij)+ 2NP] , (2.4)
where (3)R is the Ricci curvature of the spatial metric hij and h is the determinant
of hij where
Eij ≡ 1
2
h˙ij −D(iNj), (2.5)
is proportional to the extrinsic curvature of the spatial slices with the spatial
covariant derivatives Di associated with hij. If we consider the FRW metric with
linear perturbations, the metric perturbations are given by
N = 1 + α, Ni = ∂iψ + N¯i, hij = a
2 (t)
[
(1− 2A)δij + h¯|ij + ∂(ivj) + tij
]
, (2.6)
where α, ψ, A and h¯ are scalar perturbations, N¯i and vi are vector perturbations
and tij is a tensor perturbation with the Kronecker delta δij. Note that |i denotes
the spatial covariant derivative with a2δij. Because the scalar modes of the equa-
tions only contain the scalar modes of the original metric perturbations as long
as the metric perturbations are contracted with the quantities which come from
the background metric or the derivatives (see [18] for details), we can consider
the scalar perturbation separately from the vector and the tensor perturbations.
When we consider the metric perturbations in general, we have the freedom of
changing the coordinate system by an infinitesimal coordinate transformation. A
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choice of a particular coordinate system is called a “gauge”. We will study about
the gauge issue in section 2.2 in detail. Also, we will work in the flat gauge where
we set A = 0 and h¯ = 0. Then, we have
N = 1 + α, Ni = ∂iψ, hij = a
2 (t) δij, φ
I (t,x) = φ¯I (t) +QI (t,x) , (2.7)
where QI are the scalar field perturbations. The momentum constraint which we
obtain by varying the action (2.4) with respect to Ni gives
α =
1
2H
P<IJ>φ˙
IQJ , (2.8)
where
P<IJ> ≡ 1
2
(
∂P
∂XIJ
+
∂P
∂XJI
)
= PJI . (2.9)
Also, the Hamiltonian constraint which we obtain by varying the action (2.4)
with respect to α gives
− 2H
(
∂2ψ
a2
)
= 2Jα +BIJ φ˙
JQI + CIQ
I , (2.10)
with
J = P<IJ>X
IJ − P − 2XIJXKLP<IJ>,<KL>,
BIJ = P<IJ> + 2X
KLP<IJ>,<KL>,
CI = −P,I + 2P<KL>,IXKL.
(2.11)
If we expand the action (2.4) up to the second order in the linear perturbations
(2.7) and eliminate α using the constraint (2.8), we obtain [19]
S(2) =
1
2
∫
dtd3xa3
[(
P<IJ> + 2P<MJ>,<IK>X
MK
)
Q˙IQ˙J − P<IJ>hij∂iQI∂jQJ
−MKLQKQL + 2ΩKIQKQ˙I
]
,
(2.12)
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with the mass matrix
MKL = −P,KL + 3XMNP<NK>P<ML> + 1
H
P<NL>φ˙
N
[
2P<IJ>,KX
IJ − P,K
]
− 1
H2
XMNP<NK>P<ML>
[
XIJP<IJ> + 2P<IJ>,<AB>X
IJXAB
]
− 1
a3
d
dt
(
a3
H
P<AK>P<LJ>X
AJ
)
,
(2.13)
and
ΩKI = φ˙
JP<IJ>,K − 2
H
P<LK>P<MJ>,<NI>X
LNXMJ . (2.14)
Note that terms with ψ cancel each other and we do not need to use the Hamil-
tonian constraint (2.10). The equations of motion are obtained by varying the
second order action (2.12) with respect to the scalar fields as
KIJQ¨
J +
k2
a2
P<IJ>Q
J +
(
K˙IJ + 3HKIJ + ΩJI − ΩIJ
)
Q˙J
+
(
Ω˙KI +MIK + 3HΩKI
)
QK = 0,
(2.15)
with the coefficient
KIJ ≡ P<IJ> + 2P<MJ>,<IK>XMK , (2.16)
where k in equation (2.15) is the angular wave number which is the magnitude
of the wave vector k in the Fourier decomposition given by [17]
QI (t,x) =
1
(2pi)3/2
∫
d3k
{
aˆIkQ
I
k (t) e
ik·x + aˆI†k Q
I∗
k (t) e
−ik·x
}
, (2.17)
with the creation operator aˆI†k and the annihilation operator aˆ
I
k for the field Q
I
which satisfy the usual commutation relations[
aˆIk, aˆ
I†
k′
]
= (2pi)3 δ(3) (k− k′) ,[
aˆIk, aˆ
I
k′
]
=
[
aˆI†k , aˆ
I†
k′
]
= 0.
(2.18)
Note that QI∗k is the complex conjugate of Q
I
k. The Klein-Gordon equation (2.15)
is derived in several ways [20, 21, 22, 23, 24] in order to study the variety of scalar
field models [25, 26, 27, 28, 29, 30, 31, 32, 33].
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If the matrix KIJ is invertible, the eigenvalues of the matrix (K
−1)IL P<LJ>
correspond to the sound speeds as we can see from equation (2.15). In the flat
gauge, the gauge invariant quantity which is called the comoving curvature per-
turbation R is given by
R =
(
H
2P<IJ>XIJ
)
P<KL>φ˙
KQL. (2.19)
We study about this quantity in section 2.2.
2.1.1 k-inflation
In the case of k-inflation, the action is given by
S =
1
2
∫
d4x
√−g [(4)R + 2P (X,φI)] , (2.20)
where X is defined as X = GIJXIJ . Let us introduce the field space decomposi-
tion. We define the adiabatic unit vector as
eIσ =
φ˙I√
2X
. (2.21)
Below, let us consider two-field cases for simplicity. Then, the entropy unit vector
eIs which is orthonormal to the adiabatic vector is derived uniquely because of
the orthonormality condition GIJe
I
σe
J
s = 0 and GIJe
I
se
J
s = 1. Let us introduce
the canonical perturbation variables
vσ =
a
√
P,X
cs
Qσ, vs = a
√
P,XQs, (2.22)
where P,X denotes the derivative of P with respect to X and
Qσ ≡ GIJQIeJσ , Qs ≡ GIJQIeJs . (2.23)
The reason why we introduce such a field decomposition is that the comoving
curvature perturbation which is introduced in section 2.2 is given by
R = H
σ˙
Qσ, (2.24)
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where σ˙ ≡ √2X. Therefore, such a decomposition makes numerical calculations
easier because we obtain numerical values of the curvature perturbation simply
by obtaining numerical values of the adiabatic scalar field perturbation. As we
see in equation (2.21), the adiabatic direction is the direction of the velocity in
the field space as shown in figure 2.1.
Background trajectroy
Perturbation
θ δφ
δσ
φ1
φ2
δs
δφ
1
2
Figure 2.1: An illustration of the decomposition of an arbitrary perturbation into
an adiabatic (δσ) and entropy (δs) component. The angle of the tangent to the
background trajectory is denoted by θ. The usual perturbation decomposition,
along the φ1 and φ2 axes, is also shown. The figure is adapted from [34]
Then, the equations of motion are given by [17]
v′′σ − ξv′s +
(
c2sk
2 − z
′′
z
)
vσ − (zξ)
′
z
vs = 0, (2.25)
v′′s + ξv
′
σ +
(
k2 − α
′′
α
+ a2µ2s
)
vs − z
′
z
ξvσ = 0, (2.26)
where the prime denotes the derivative with respect to the conformal time τ =
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∫
dt/a(t) and
ξ ≡ a
σ˙P,Xcs
[(
1 + c2s
)
P,s − c2sσ˙2P,Xs
]
, (2.27)
µ2s ≡ −
P,ss
P,X
+
1
2
σ˙2R˜− 1
2c2sX
P 2,s
P 2,X
+ 2
P,XsP,s
P 2,X
, (2.28)
z ≡ aσ˙
√
P,X
csH
, α ≡ a√P,X , (2.29)
cs ≡
√
P,X
P,X + 2XP,XX
(2.30)
with
Ps ≡ P,IeIs, P,Xs ≡ P,XIeIs, P,ss ≡ (DIDJP ) eIseJs , (2.31)
where DI denotes the covariant derivative with respect to the field space metric
GIJ and R˜ denotes the Riemann scalar curvature of the field space. From equa-
tions (2.25) and (2.26), on small scales (k  1), we can see that the adiabatic
mode vσ propagates with the sound speed cs while the entropy mode vs propa-
gates with the speed of light c. We briefly introduce the sound speed cs below.
If the pressure P depends only on the entropy S and the energy density ρ, the
pressure perturbation is given by
δP =
∂P
∂S
δS +
∂P
∂ρ
δρ, (2.32)
and the adiabatic sound speed is defined as
cas ≡ ∂P
∂ρ
∣∣∣∣
S
. (2.33)
The adiabatic sound speed cas is the response of the pressure to a change in
the energy density with constant entropy [35]. cs is the phase speed with which
perturbations propagate. Even though the adiabatic sound speed cas is generally
different from the phase speed cs, the term “sound speed” is confusingly used to
denote the phase speed in the literature. In this thesis, the sound speed means the
phase speed following the confusing convention in the literature. The parameter
ξ vanishes when the trajectory in the field space is straight. It is known that ξ
quantifies the coupling between the adiabatic and entropy modes which is directly
related to the bending of the background trajectory in the field space [17].
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In the k-inflation models, we can define the slow-roll parameters as [19]
 = − H˙
H2
, η =
˙
H
, s =
c˙s
Hcs
. (2.34)
If the trajectory is not curved significantly, the coupling ξ/aH becomes much
smaller than one. When the slow-roll parameters are much smaller than unity, the
approximations z′′/z ' 2/τ 2 and α′′/α ' 2/τ 2 hold. With those conditions, we
can approximate equations (2.25) and (2.26) as the Bessel differential equations.
Then, the solutions with the Bunch-Davis vacuum initial conditions are given by
vσk ' 1√
2kcs
e−ikcsτ
(
1− i
kcsτ
)
, (2.35)
vsk ' 1√
2k
e−ikτ
(
1− i
kτ
)
, (2.36)
when µ2s/H
2 is negligible for the entropy mode [17]. In this case, the curvature
power spectrum on super-horizon scales reads
PR∗ =
k3
2pi2
|R|2 = k
3
2pi2
|vσk|2
z2
' H
4
8pi2csXP,X
∣∣∣∣
∗
' H
2
8pi2cs
∣∣∣∣
∗
, (2.37)
where the subscript ∗ indicates that the corresponding quantity is evaluated at
sound horizon crossing kcs = aH. Even though the power spectrum of the
adiabatic fluctuations has the relation with the power spectrum of the entropy
fluctuations as
PQσ∗ =
k3
2pi2
|vσk|2 c
2
s
a2P,X
∣∣∣∣
∗
' H
2
4pi2csP,X
∣∣∣∣
∗
' PQs
cs
∣∣∣∣
∗
, (2.38)
we will see that this totally depends on the definition of the basis vectors in
subsection 2.1.2 and we can define the basis vectors so that we have the same
amplitude for the power spectra of the adiabatic fluctuations and of the entropy
fluctuations. Note that the power spectrum of the tensor perturbations is given
by equation (1.90) also in the k-inflation models.
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2.1.2 DBI inflation
As shown in section 3.1, the Lagrangian in equation (2.1) of the Dirac-Born-Infeld
(DBI) inflation is given by
P (XIJ , φI) = P˜ (X˜, φI) = − 1
f(φI)
(√
1− 2f(φI)X˜ − 1
)
− V (φI) , (2.39)
where V (φI) is a function of the scalar fields and X˜ is defined in terms of the
determinant
D = det(δIJ − 2fXIJ)
= 1− 2fGIJXIJ + 4f 2X [II XJ ]J − 8f 3X [II XJJXK]K + 16f 4X [II XJJXKKXL]L ,
as
X˜ =
(1−D)
2f
. (2.40)
Note that f(φI) is defined by the warp factor h(φI) and the brane tension T3 as
f(φI) ≡ h(φ
I)
T3
. (2.41)
The sound speed is defined as
cs ≡
√√√√ P˜,X˜
P˜,X˜ + 2X˜P˜,X˜X˜
=
√
1− 2fX˜, (2.42)
where ,X˜ means the partial derivative with respect to X˜. Note that X˜ coin-
cides with X ≡ GIJXIJ in the homogeneous background because all the spatial
derivatives vanish. From the action (2.39), we can show that
P˜,X˜ =
1
cs
. (2.43)
As in section 2.1.1, let us consider two-field cases for simplicity. In this section,
we use the adiabatic basis vector given by
e˜Iσ =
√
csφ˙
I
√
2X
, (2.44)
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and define the entropy basis vector with the conditions
GIJ e˜
I
s e˜
J
s =
1
cs
,
GIJ e˜
I
σe˜
J
s = 0.
(2.45)
If we assume the relation
QI = Q˜σe˜
I
σ + Q˜se˜
I
s, (2.46)
we obtain
Q˜σ ≡ GIJQ
I e˜Jσ
cs
, Q˜s ≡ GIJQI e˜Js cs. (2.47)
Let us define the canonically normalised fields as
vσ =
a
cs
Q˜σ, vs =
a
cs
Q˜s. (2.48)
Comparing equation (2.22) with equation (2.48) taking into account equation
(2.43), we obtain the relations between the field perturbations with different
basis vectors as
Qσ =
√
csQ˜σ, Qs =
Q˜σ√
cs
. (2.49)
Then, with this field decomposition, the curvature perturbation is written as
R = H
√
cs
σ˙
Q˜σ. (2.50)
From equations (2.44), (2.45) and (2.47), we can see that the canonical variables
defined in equation (2.22) are exactly the same as those defined in equation (2.48)
when we express them as functions of Q1 and Q2. Then, the equations of motion
for vσ and vs are obtained as [19]
v′′σ − ξv′s +
(
c2sk
2 − z
′′
z
)
vσ − (zξ)
′
z
vs = 0, (2.51)
v′′s + ξv
′
σ +
(
c2sk
2 − α
′′
α
+ a2µ2s
)
vs − z
′
z
ξvσ = 0, (2.52)
where the prime denotes the derivative with respect to the conformal time τ and
ξ ≡ a
σ˙
[(
1 + c2s
)
P˜,s − c2sσ˙2P˜,X˜s
]
, (2.53)
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µ2s ≡ −csP˜,ss −
1
σ˙2
P˜ 2,s + 2c
2
2P˜,X˜sP˜,s, (2.54)
z ≡ aσ˙√
csH
, α ≡ a 1√
cs
, (2.55)
with
σ˙ ≡
√
2X, P˜s ≡ P˜,IeIs
√
cs, P˜,X˜s ≡ P˜,X˜IeIs
√
cs, P˜,ss ≡
(
DIDJ P˜
)
eIse
J
s cs, (2.56)
where DI denotes the covariant derivative with respect to the field space metric
GIJ . From equations (2.51) and (2.52), on small scales (k  1), we can see that
both the adiabatic mode vσ and the entropy mode vs propagate with the sound
speed cs in the case of DBI inflation. The slow-roll parameters in the DBI inflation
models are defined in equation (2.34). In a similar way to subsection 2.1.1, when
the coupling ξ/aH and the slow-roll parameters are much smaller than unity,
equations (2.51) and (2.52) are approximated as the Bessel differential equations
and the solutions with the Bunch-Davis vacuum initial conditions are given by
vσk ' 1√
2kcs
e−ikcsτ
(
1− i
kcsτ
)
, (2.57)
vsk ' 1√
2kcs
e−ikcsτ
(
1− i
kcsτ
)
, (2.58)
when µ2s/H
2 is negligible for the entropy mode [19]. Note that the difference
between equation (2.36) and equation (2.58) comes from the difference in the
propagation speed of the entropy modes. With the solution (2.57), the curvature
perturbation on super-horizon scales reads
PR∗ =
k3
2pi2
|R|2 = k
3
2pi2
|vσk|2
z2
' H
4
4pi2σ˙2
∣∣∣∣
∗
' H
2
8pi2cs
∣∣∣∣
∗
, (2.59)
where the subscript ∗ indicates that the corresponding quantity is evaluated at
sound horizon crossing kcs = aH. We also have
PQ˜σ∗ =
k3
2pi2
|vσk|2 c
2
s
a2
∣∣∣∣
∗
' H
2
4pi2cs
∣∣∣∣
∗
' PQ˜s∗. (2.60)
We can see that the power spectra have the same value at horizon crossing for the
adiabatic perturbation and the entropy perturbation unlike in subsection 2.1.1.
This is just because we used the different basis vectors. With the basis vectors
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in equation (2.23), we instead have
PQσ∗ =
k3
2pi2
|vσk|2 c
3
s
a2
∣∣∣∣
∗
' H
2
4pi2
∣∣∣∣
∗
' c2sPQs∗. (2.61)
Note that the power spectrum of the tensor perturbations in the DBI inflation
models is given by equation (1.90).
2.2 Calculation of the equilateral non-Gaussianity
In this section, we first study the gauge transformation and then review the cal-
culation of the three-point function of the curvature perturbation in single field
k-inflation cases following [36] using the in-in formalism introduced in appendix
A. Then, we see the result for single field DBI inflation models as particular cases.
The parameter f equilNL is introduced in this section.
2.2.1 Flat gauge and comoving gauge
The general linear perturbations (2.6) can be extended to higher order perturba-
tions. We will work on higher order perturbations in this section because we need
to calculate higher order quantities. Before working on them, let us review the
gauge transformation briefly. A gauge is a coordinate choice which recovers the
FRW metric in the limit of zero perturbations (see [7, 37]). Because we always
have degrees of freedom which we can eliminate by the infinitesimal coordinate
transformation as
(η˜, x˜) = (η + δη,x + δx) , (2.62)
and the vector perturbation δx can be decomposed into the scalar part S¯,i and
the vector part Vi, we can eliminate two scalar modes and one vector mode
from the general perturbation (2.6). Note that η is the conformal time while
the components of x denote the comoving spatial coordinates. The gauge fixing
is merely a choice of the coordinate system that we use theoretically, thus any
observable quantity should not depend on the gauge. The infinitesimal coordinate
transformation (2.62) is called the gauge transformation. We introduce the
gauge transformations of the metric and matter variables up to first order below.
We define that a tensor T transforms into T˜ due to a gauge transformation.
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Splitting a tensor up to first order as T = T0 + δT1, the tensorial quantity
transforms due to a gauge transformation at zeroth and first order, respectively,
as [38, 39, 40]
T˜0 = T0, (2.63)
δ˜T1 = δT1 −£ξT0, (2.64)
where the Lie derivative is defined for a scalar ϕ, a covariant vector vµ and a
covariant tensor tµν as [6, 40]
£ξϕ = ξ
λϕ,λ, (2.65)
£ξvµ = vµ,αξ
α + vαξ
α
,µ, (2.66)
£ξtµν = tµν,λξ
λ + tµλξ
λ
,ν + tλνξ
λ
,µ, (2.67)
with the vector ξµ = (δη, δx). From equations (2.64) and (2.65), the first order
perturbation of the energy density ρ, which is a four scalar, transforms as
δ˜ρ = δρ− ρ′0δη, (2.68)
where ′ denotes the derivative with respect to the conformal time and ρ0 is the
background part of the energy density. We define the perturbation of the spatial
part of the four velocity as
ui = a−1vi, (2.69)
where vi can be split into a scalar part v and a vector part vvec as
vi = δijv,j + v
i
vec. (2.70)
Using the constraint
uµu
µ = −1, (2.71)
and the metric gµν that is obtained with equations (2.3) and (2.6) up to first
order, we obtain
u0 = a−1 (1− α) , (2.72)
u0 = −a (1 + α) , (2.73)
ui = a (vi +Ni) . (2.74)
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From equations (2.64) and (2.66), the gauge transformation of the first order
perturbation of the covariant four vector is given by
δ˜uµ = δuµ − u(0)µδη − u(0)λξλ,µ, (2.75)
where the background part of the covariant four vector is given by
u(0)µ = a (−1, 0, 0, 0) , (2.76)
from equations (2.73) and (2.74). The scalar part of the spatial components of
equation (2.75) gives
v˜,i + ψ˜,i = v,i + ψ,i + δη,i, (2.77)
note that ψ is defined in equation (2.6). From equations (2.64) and (2.67), the
gauge transformations of the scalar perturbations of the metric, that can be
obtained with equations (2.3) and (2.6), up to first order are given by [10, 40, 41,
42]
α˜ = α−Hδη − δη′, (2.78)
A˜ = A+Hδη, (2.79)
ψ˜ = ψ + δη − S ′, (2.80)˜¯h = h¯− 2S, (2.81)
with
H ≡ a
′
a
= aH, (2.82)
where S is the scalar part of δx and the quantities α, A, ψ and h¯ are defined in
equation (2.6). From equations (2.77) and (2.80), we obtain the gauge transfor-
mation of the scalar part of the velocity perturbation as
v˜ = v + S ′. (2.83)
If we define the comoving curvature perturbation as
R ≡ A−H (v + ψ) , (2.84)
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it is obvious that this quantity is invariant under any gauge transformation as
R˜ = R (2.85)
from equations (2.79), (2.80) and (2.83). Substituting equations (2.69), (2.72),
(2.73) and (2.74) into equation (1.8), we obtain the first order perturbations of
the energy momentum tensor for perfect fluid as
δT 00 = −δρ, (2.86)
δT i0 = − (ρ+ P ) vi, (2.87)
δT 0i = (ρ+ P ) (vi +Ni) , (2.88)
δT ij = −δPδij. (2.89)
The flat gauge (2.7) which we used in section 2.1 can be extended to higher orders
φ (x, t) = φ¯+ δφ (x, t) ,
hij = a
2hˆij, hˆij =
(
δij + tˆij +
1
2
tˆik tˆ
k
j + · · ·
)
,
(2.90)
where det hˆ = 1 and tˆij is a tensor perturbation which we assume to be a second
order quantity tˆij = O (δφ2). It obeys the traceless and transverse conditions
tˆii = ∂
itˆij = 0 (indices are raised or lowered with δij or δ
ij respectively). In the
comoving gauge, the scalar degree of freedom is called the curvature perturbation
R and the perturbations are given by
φ (x, t) = 0,
hij = a
2e−2Rhˆij, hˆij =
(
δij + tij +
1
2
tikt
k
j + · · ·
)
,
(2.91)
where det hˆ = 1 and tij is a tensor perturbation which we assume to be a second
order quantity tij = O (δφ2). It obeys the traceless and transverse conditions
tii = ∂
itij = 0. From equations (2.84) and (2.88), the gauge invariant variable R
is rewritten as
R = A− H
ρ+ P
δq, (2.92)
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where δq is the gauge-dependent 3-momentum perturbation given by
∂iδq ≡ δ(S)T 0i , (2.93)
where the subscript (S) denotes the scalar part of the perturbation (2.88) [43].
Note that A is defined in equation (2.6). Because δq = 0 in the comoving gauge,
R coincides with A. If we only consider the change of variables to the linear
order between the flat gauge (2.90) and the comoving gauge (2.91), equation
(2.19) holds. Let us define R given in equation (2.19) as Rn. If we take into
account the second order terms, the comoving curvature perturbation is given by
[36, 44]
R = Rn − f (Rn) , (2.94)
where
f(R) = η
4c2s
R2 + 1
cssH
RR˙+ 1
4a2H2
[− (∂R) (∂R) + ∂−2 (∂i∂j (∂iR∂jR))]
+
1
2a2H2
[− (∂R) (∂χ) + ∂−2 (∂i∂j (∂iR∂jχ))] ,
(2.95)
with a linear perturbation χ which is defined by
∂2χ = −a2 
c2s
R. (2.96)
Note that another gauge invariant variable ζ which is the curvature perturbation
on uniform energy hypersurfaces is often used in the literature (see [36, 45] for
example). ζ is defined as
− ζ = A+ H
ρ′
δρ, (2.97)
where
δρ ≡ δT 00, (2.98)
as we see in equation (1.9). Note that ζ is gauge invariant from equations (2.68)
and (2.79). With equations (1.18), (2.92) and (2.97), we obtain [40]
R = −ζ − H
ρ′
δρm, (2.99)
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where the gauge invariant comoving density perturbation δρm is defined by
δρm = δρ− 3Hδq. (2.100)
Note that we can derive the gauge invariance of δρm from equations (2.68), (2.80),
(2.83), (2.88) and (2.93). By combining the perturbed Einstein equations δG =
8piGδTµν , we obtain the gauge invariant generalisation of the Poisson equation as
k2
a2
Ψ = −4piGδρm, (2.101)
where
Ψ = A+ aH
(
h¯′
2
− ψ
)
, (2.102)
where Ψ is gauge invariant from equations (2.79), (2.80) and (2.81). From equa-
tions (1.16), (1.18) (2.99) and (2.101), we obtain the relation between R and ζ
as [10]
R = −ζ − 2ρ
9c2s (ρ+ P )
(
kcs
aH
)2
Ψ, (2.103)
note that h¯ and ψ are defined in equation (2.6). Therefore, on super-horizon scales
(kcs/aH  1), R coincides with −ζ. We use R consistently for the correlation
functions of the curvature perturbation.
2.2.2 Single field k-inflation models
Let us consider only single field k-inflation models with the leading order terms
in slow-roll expansion in the action (2.20) in the flat gauge which is introduced
in section 2.1. Then, the second and the third order actions are obtained as
S2 =
∫
dt d3x
a3P,X
2
[
1
c2s
δφ˙2 − 1
a2
(∂δφ)2
]
, (2.104)
S3 =
∫
dt dx3
[(
P,XX
φ˙
2
+ P,XXX
φ˙3
6
)
a3δφ˙3 − P,XX φ˙
2
aδφ (∂δφ)2
]
, (2.105)
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respectively. The perturbation in the interaction picture can be given by
δφ (τ,x) =
1
(2pi)3
∫
d3k δφ (τ,k) eik·x,
δφ (τ,k) = u (τ,k) a (k) + u∗ (τ,−k) a† (−k) ,
(2.106)
where a (k) and a† (−k) are the annihilation and creation operators respectively,
whose commutation relations are given by[
a (k1) , a
† (k2)
]
= (2pi)3 δ(3) (k1 − k2) ,
[a (k1) , a (k2)] =
[
a† (k1) , a† (k2)
]
= 0.
(2.107)
At the leading order, the solution for the mode function reads
u (τ,k) =
H√
2csP,X
1
k3/2
(1 + ikcsτ) e
−ikcsτ . (2.108)
The leading order term which corresponds to N = 1 term in the in-in formalism
(A.24) gives the vacuum expectation value of the three point function of the
perturbations in the interaction picture as [45, 46]
〈Ω |δφ (t,k1) δφ (t,k2) δφ (t,k3)|Ω〉
≈ −i
∫ t
t0
dt˜
〈
0
∣∣[δφ (t,k1) δφ (t,k2) δφ (t,k3) , HI (t˜)]∣∣ 0〉 , (2.109)
where t0 is the initial time when the scale of the field fluctuation is deep inside
the horizon, t is some time after the horizon exit and HI denotes the interaction
Hamiltonian which is given by HI = −L3. |Ω〉 is the interacting vacuum which
is different from the free field vacuum |0〉. Note that we specify the vacuum
only in this section to make the calculations explicit. Note that N = 0 term in
equation (A.24) vanishes because the number of the annihilation operators must
be different from that of the creation operators in the N = 0 term because of
equations (2.106). If we use the conformal time, τ0 and τ which correspond to
t0 and t respectively can be approximated with −∞ and 0 respectively because
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τ ≈ − (aH)−1. After similar calculations to the calculations in [46, 47], we obtain
〈Ω |δφ (0,k1) δφ (0,k2) δφ (0,k3)|Ω〉
= − (2pi)3 δ(3) (k1 + k2 + k3) H
4
√
2c2s (P,X)
3/2
1
Π3i=1k
3
i
Ak−infφ (k1, k2, k3) ,
(2.110)
where
Ak−infφ = −
3λ
Σ
k21k
2
2k
2
3
K3
+
(
1
c2s
− 1
)
k21k2 · k3
4K
(
1 +
k2 + k3
K
+ 2
k2k3
K2
)
+ 2 cyclic terms
=
(
1
c2s
− 1− 2λ
Σ
)
3k21k
2
2k
2
3
2K3
+
1− c2s
c2s
(
− 1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j +
1
8
∑
i
k3i
)
,
(2.111)
with
Σ = XP,X + 2X
2P,XX =
H2
c2s
, (2.112)
λ = X2P,XX +
2
3
X3P,XXX . (2.113)
Note that we explicitly show that the correlation functions are evaluated at t = 0
only in this section. If all the slow-roll parameters (2.34) are much smaller than
unity, the relation between the curvature perturbation and the field perturbation
is simply given by
R (k) = H
σ˙
δφ (k) , (2.114)
and the three-point function of the curvature perturbation coming from the three-
point function of the scalar field perturbation in the k-inflation models at the
leading order in slow-roll expansion is simply given by
〈Ω |R (0,k1)R (0,k2)R (0,k3)|Ω〉(3)
=
(
H
σ˙
)3
〈Ω |δφ (0,k1) δφ (0,k2) δφ (0,k3)|Ω〉
= − (2pi)7 δ(3) (k1 + k2 + k3) (PR)2 1
Πik3i
Ak−infφ (k1, k2, k3) ,
(2.115)
where Ak−infφ is given in equation (2.111) and PR is given in equation (2.59). Note
that there are other contributions such as the part coming from the four-point
function of the scalar field perturbation. These contributions are negligible in the
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single field DBI inflation models as we see in section 2.4, thus we ignore them here.
If we take into account the higher order terms in slow-roll expansion, equation
(2.114) does not hold as we see in equation (2.94). To take such terms into
account, it is possible to calculate the bispectrum of the curvature perturbation
in the comoving gauge. The bispectrum of the curvature perturbation with O ()
terms is given by [46]
〈Ω |R (0,k1)R (0,k2)R (0,k3)|Ω〉(3)
= − (2pi)7 δ(3) (k1 + k2 + k3) (PR)2 1
Πik3i
Ak−inf (k1, k2, k3) ,
(2.116)
where
Ak−inf =
(
1
c2s
− 1− 2λ
Σ
)
3k21k
2
2k
2
3
2K3
+
1− c2s
c2s
(
− 1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j +
1
8
∑
i
k3i
)
+

c2s
(
−1
8
∑
i
k3i +
1
8
∑
i 6=j
k2i k
2
j +
1
K
∑
i>j
k2i k
2
j
)
+
η
c2s
(
1
8
∑
i
k3i
)
+
s
c2s
(
−1
4
∑
i
k3i −
1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j
)
.
(2.117)
In the standard slow-roll inflation, the first two terms and the last term vanish
because cs = 1 and λ = 0. We see that the bispectrum obtained by the calculation
in the comoving gauge (2.116) is consistent with the bispectrum (2.115) at the
leading order in slow-roll expansion.
2.2.3 Single field DBI inflation models
In the single field DBI inflation models, the action (2.39) takes the form of
P (φ,X) = − 1
f (φ)
(√
1− 2Xf (φ)− 1
)
+ V (φ) . (2.118)
Therefore, single field DBI inflation models are included in the k-inflation mod-
els whose actions are written as in equation (2.20). Note that multi-field DBI
inflation models are not included in the k-inflation models as you can see from
the action (2.39) and hence their perturbations have different dynamics from the
k-inflation models [19]. This means that we can apply the result (2.110) only to
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single field DBI inflation models. In this case, λ is given by
λ =
Σ
2
(
1
c2s
− 1
)
. (2.119)
From equations (2.110) and (2.119), the vacuum expectation value of the three
point function of the scalar field perturbation in the single field DBI inflation at
the leading order is given by
〈Ω |δφ (0,k1) δφ (0,k2) δφ (0,k3)|Ω〉
= − (2pi)3 δ(3) (k1 + k2 + k3) H
4
√
2c2s (P,X)
3/2
1
Π3i=1k
3
i
ADBIφ (k1, k2, k3) ,
(2.120)
where
ADBIφ =
(
1
c2s
− 1
)[
−3
2
k21k
2
2k
2
3
K3
+
k21k2 · k3
4K
(
1 +
k2 + k3
K
+ 2
k2k3
K2
)
+ 2 cyclic terms
]
=
1− c2s
c2s
(
− 1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j +
1
8
∑
i
k3i
)
.
(2.121)
From equations (2.116) and (2.119), the vacuum expectation value of the three
point function of the curvature perturbation in the single field DBI inflation up
to the O () terms is given by
〈Ω |R (0,k1)R (0,k2)R (0,k3)|Ω〉(3)
= − (2pi)7 δ(3) (k1 + k2 + k3) (PR)2 1
Πik3i
ADBI (k1, k2, k3) ,
(2.122)
where
ADBI = 1− c
2
s
c2s
(
− 1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j +
1
8
∑
i
k3i
)
+

c2s
(
−1
8
∑
i
k3i +
1
8
∑
i 6=j
k2i k
2
j +
1
K
∑
i>j
k2i k
2
j
)
+
η
c2s
(
1
8
∑
i
k3i
)
+
s
c2s
(
−1
4
∑
i
k3i −
1
K
∑
i>j
k2i k
2
j +
1
2K2
∑
i 6=j
k2i k
3
j
)
,
(2.123)
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because the first term in equation (2.117) vanishes. This function has a peak at
the equilateral configuration k1 ∼ k2 ∼ k3 as shown in [48]. The parameter f equilNL
is defined by
〈Ω |R (0,k1)R (0,k2)R (0,k3)|Ω〉(3)
= −(2pi)7δ(3) (k1 + k2 + k3)
(
3
10
f equilNL (PR∗)2
)∑
i k
3
i
Πik3i
.
(2.124)
Obviously, the actual three-point function of the curvature perturbation which
is given by equation (2.122) is different as a function of ki from the “three-point
function of the curvature perturbation” in equation (2.124). f equilNL is defined
so that the actual three-point function of the curvature perturbation has the
same value with the function in equation (2.124) at the equilateral configuration
k1 ∼ k2 ∼ k3 where it has its maximum. By setting k1 = k2 = k3 = k˜, we have
ADBI = − 7
24
(
1
c2s
− 1
)
k˜3, (2.125)
at the leading order. From equations (2.122) and (2.125), in this limit, we have
〈Ω |R (0,k1)R (0,k2)R (0,k3)|Ω〉(3)
= −(2pi)7δ(3) (k1 + k2 + k3)
(
− 7
24
(
1
c2s
− 1
)
k˜3
Πik3i
)(
H2
8pi2cs
)2
= −(2pi)7δ(3) (k1 + k2 + k3)
(
− 7
72
(
1
c2s
− 1
)∑
i k
3
i
Πik3i
)
(PR∗)2
= −(2pi)7δ(3) (k1 + k2 + k3) 3
10
(
− 35
108
(
1
c2s
− 1
)∑
i k
3
i
Πik3i
)
(PR∗)2 .
(2.126)
Comparing equation (2.124) with equation (2.126), we obtain
f equilNL = −
35
108
(
1
c2s
− 1
)
. (2.127)
2.3 δ N-formalism
In this section, we review the δN-formalism [49, 50, 51]. In this formalism, we
make the “separate Universe assumption” [7, 52]. In this non-trivial assump-
tion, each super-horizon sized region of the Universe evolves like a separate FRW
Universe where density and pressure may take different values, but are locally
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homogeneous. There has to be some scale of such a locally homogeneous region
λs for which this assumption is valid to useful accuracy. Those locally homoge-
neous regions with different energy densities are in a much larger region whose
scale is λ0 which should be much bigger than our present horizon size. When lo-
cally homogeneous regions are pieced together over a large scale λ, they represent
the long wavelength perturbations under consideration. Therefore, we require a
hierarchy of scales as
λ0  λ λs & cH−1, (2.128)
which is described in figure 2.2. Note that the δN-formalism is valid on the basis
of the separate Universe assumption.
ba
t1
t2
0λ
-1
cH
λ
sλ
Figure 2.2: Schematic figure about the separate Universe assumption with the
symbols explained in the text. The figure is taken from [52]
Let us consider the standard (3 + 1) decomposition of the metric (2.3) (ADM
formalism). Then, the unit time-like vector orthonormal to the constant time
(spatial) hypersurface nµ has the components
nµ = [−Nl, 0] , nµ =
[
1
Nl
,−N
i
Nl
]
. (2.129)
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Note that the lapse function N in the metric (2.3) is redefined as Nl only in this
section to avoid confusion with the number of e-folds. Then, θn = ∇µnµ is the
volume expansion rate of the hypersurfaces along the integral curve of nµ where
∇µ is the covariant derivative [49]. The local Hubble parameter is defined as
H˜ =
1
3
θn =
1
Nl
(
a˙
a
− A˙
)
+O (E2) , (2.130)
where E = k/aH. It is shown that the (0, 0)-component of the Einstein equation
with the perturbations gives [50]
H˜2 =
1
3M2P
ρ+O (E2) . (2.131)
Therefore, on super-horizon scales, the number of e-folds of the expansion along
the integral curve of the 4 velocity is given by
N (t2, t1; x) =
∫ τ2
τ1
H˜dτ
=
1
3
∫ t2
t1
θnNldt
= ln
[
a (t2)
a (t1)
]
− A (t2; x) + A (t1; x) ,
(2.132)
where τ is the proper time along the curve and we used equation (2.130). This
is the general result of the δN-formalism. It means that the change in A, going
from one slice to another, is equal to the difference between the actual number of
e-folds N (t2, t1; x) and the background value N0 (t2, t1) = ln [a (t2) /a (t1)]. Let
us consider two different ways of slicing. In the slicing A, it starts on a flat slice
at t = t1 and ends on a uniform density slice at t = t2 while it starts on a flat
slice at t = t1 and ends on a flat slice at t = t2 in the slicing B. From equation
(2.132), the difference in A between the slicing A and B at t = t2 gives
−R = ζ = −AA (t2; x)
= NA (t2, t1; x)−N0 (t2, t1) = δNF (t2, t1; x) ,
(2.133)
where δNF (t2, t1; x) is the difference in the number of e-folds between the final
uniform density slice and the initial flat slice and we have used the fact that A = 0
on a flat slice. The first equality in equation (2.133) holds only on super-horizon
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scales as we see in equation (2.103) while the second equality comes from equation
(2.97) because δρ = 0 on a uniform density slice. During inflation, the number
of e-folds depends on the dynamics of the scalar fields. In the slow-roll cases, the
equations of motion for the scalar fields are approximated with the first order
differential equations in the cosmic time t. Then, all the dynamics is determined
only by the initial values of the fields φI although we also need the initial values
of the time derivatives of the fields φ˙I to solve second order differential equations
in t. Therefore, δNF (t2, t1; x) is expanded as
−R = δNF
(
t2, φ
I (t1,x)
)
=
∑
I
N,I (t1, t2)φ
I (t1,x)
+
∑
I,J
N,IJ (t1, t2)
2
(
φI (t1,x)φ
J (t1,x)−
〈
φI (t1,x)φ
J (t1,x)
〉)
+ · · · ,
(2.134)
where the subscript ,I denotes the derivative with respect to the scalar fields, t1
needs to be after the horizon exit because δN-formalism is valid only on super-
horizon scales and
NI =
∂N
∂φI
, NIJ =
∂2N
∂φI∂φJ
. (2.135)
Note that
〈
φI (t1,x)φ
J (t1,x)
〉
is subtracted so that the ensemble average of the
random field 〈R〉 vanishes.
Figure 2.3 shows how the fluctuations of the scalar fields result in the fluc-
tuations in the number of e-folds. A patch of the Universe with a higher energy
density than the background because of the scalar field fluctuation expands more
on the basis of the separate Universe assumption.
If we consider two-field inflation models for simplicity, we can expand δN in
terms of the values of the fields (2.23) at sound horizon crossing up to the second
order. In this case, equation (2.134) reads
−R = δN
(
φ∗σ, φ˙
∗
σ, φ
∗
s, φ˙
∗
s, t2
)
' δN (φ∗σ, φ∗s, t2)
' N,σ (t1, t2)Q∗σ +N,s (t1, t2)Q∗s
+
1
2
N,σσ (t1, t2)
(
Q∗2σ −
〈
Q∗2σ
〉)
+
1
2
N,ss (t1, t2)
(
Q∗2s −
〈
Q∗2s
〉)
,
(2.136)
where φσ denotes the scalar field in the instantaneous adiabatic direction which is
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Figure 2.3: Schematic figure about the δN-formalism. Different patches of the
Universe expand differently because of the fluctuations of the scalar fields on the
initial slice. The figure is taken from [53]
defined by the basis vector eIσ in equation (2.21) as φσ ≡ GIJφIeIσ and φs denotes
the scalar field in the instantaneous entropic direction which is defined by the
basis vector eIs in subsection 2.1.1 as φs ≡ GIJφIeIs. Note that the subscripts
, σ and , s denote the derivatives with respect to φσ and φs respectively and the
subscript ∗ means that the quantity is evaluated at the sound horizon exit at
t = t1. Note also that we ignored the cross term QσQs because we assume that
the two fields are independent quantum fields around the sound horizon exit
and hence this term does not contribute to the vacuum expectation value of the
correlation functions of the curvature perturbation. With the basis vectors e˜Iσ
and e˜Is defined in section 2.1.2, equation (2.134) reads
−R = δN
(
φ˜∗σ,
˙˜φ∗σ, φ˜
∗
s,
˙˜φ∗s, t2
)
' δN
(
φ˜∗σ, φ˜
∗
s, t2
)
' N,σ˜ (t1, t2) Q˜∗σ +N,s˜ (t1, t2) Q˜∗s
+
1
2
N,σ˜σ˜ (t1, t2)
(
Q˜∗2σ −
〈
Q˜∗2σ
〉)
+
1
2
N,s˜s˜ (t1, t2)
(
Q˜∗2s −
〈
Q˜∗2s
〉)
,
(2.137)
where φ˜σ denotes the scalar field in the instantaneous adiabatic direction which
is defined by the basis vector e˜Iσ in equation (2.44) as φ˜σ ≡ GIJφI e˜Iσ/cs and φ˜s
denotes the scalar field in the instantaneous entropic direction which is defined
by the basis vector e˜Is in equation (2.45) as φ˜s ≡ GIJφI e˜Iscs because we have
the relation φI = φ˜σe˜
I
σ + φ˜se˜
I
s. Note that the subscripts , σ˜ and , s˜ denote the
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derivatives with respect to φ˜σ and φ˜s respectively and the subscript ∗ means
that the quantity is evaluated at the sound horizon exit at t = t1. Note also
that we ignored the cross term Q˜σQ˜s because we assume that the two fields are
independent quantum fields around the sound horizon exit and hence this term
does not contribute to the vacuum expectation value of the correlation functions
of the curvature perturbation.
2.4 Calculation of the local type non-Gaussianity
Let us introduce the local type non-Gaussianity in this section following the
references [36, 48, 54]. The non-linearity in the curvature perturbation which
produces the local type non-Gaussianity is often given by
R = Rn − 3
5
f localNL
(R2n − 〈R2n〉) , (2.138)
where Rn obeys Gaussian statistics. The Fourier transformation of the quadratic
part is written as
R2n =
∫
d3k
(2pi)3
[Rn ?Rn] (k) eik·x, (2.139)
where we can easily derive the relation
[Rn ?Rn] (k) =
∫
d3q
(2pi)3
Rn (q)Rn (k− q) , (2.140)
by using the inverse Fourier transformation. Note that ? denotes the convolution
operation.
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Then, the three point function of the curvature perturbation reads
〈R (k1)R (k2)R (k3)〉
= −3
5
f localNL 〈Rn (k1)Rn (k2) ([Rn ?Rn] (k3)− 〈[Rn ?Rn] (k3)〉)〉+ 2 cyclic terms
= −3
5
f localNL
∫
dq3
(2pi)3
{〈Rn (k1)Rn (k2)〉 〈Rn (q)Rn (k3 − q)〉
− 〈Rn (k1)Rn (k2)〉 〈Rn (q)Rn (k3 − q)〉+ 〈Rn (k1)Rn (q)〉 〈Rn (k2)Rn (k3 − q)〉
+ 〈Rn (k1)Rn (k3 − q)〉 〈Rn (k2)Rn (q)〉}+ · · ·
= −3
5
f localNL (2pi)
3
∫
dq3
{
δ(3) (k1 + q) δ
(3) (k2 + k3 − q)
〈R2n〉 (k1) 〈R2n〉 (k2)
+δ(3) (k1 + k3 − q) δ(3) (k2 + q)
} 〈R2n〉 (k1) 〈R2n〉 (k2) + · · ·
= − 3
10
f localNL (2pi)
7 (PR)2
k31k
3
2
δ(3) (k1 + k2 + k3) + · · · ,
(2.141)
where we have used Wick’s theorem (see [7]) to decompose the four point function
into the combinations of the two point functions, the vacuum expectation value
of equation (2.139) to obtain the Fourier mode of 〈R2n〉 and the following relations
〈Rn (k)Rn (k′)〉 = (2pi)3 δ(3)(k + k′)
〈R2n〉 (k) , (2.142)
PR = k
3
2pi2
〈R2n〉 (k) . (2.143)
Note that the three point functions of quantities which obey Gaussian statistics
vanish and · · · denotes the terms which come from the 2 cyclic terms. From
equation (2.141), the bispectrum of the curvature perturbation is given by
〈R (k1)R (k2)R (k3)〉 = −(2pi)7δ(3) (k1 + k2 + k3) (PR)2 F (k1, k2, k3) ,
(2.144)
where
F (k1, k2, k3) =
(
3
10
f localNL
)(
1
k31k
3
2
+
1
k32k
3
3
+
1
k31k
3
3
)
. (2.145)
In single field DBI inflation models, f localNL is obtained in terms of the slow-roll
parameters. If we take a squeezed limit in which k3 → 0 and k1 = k2 = k˜, the
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function (2.123) reads
lim
k3→0
ADBI = k˜
3
4c2s
(2+ η − 3s) . (2.146)
Note that the first term in the function (2.123) vanishes in this limit. Comparing
the three point function (2.122) defined with the function (2.146) with the local
type three point function (2.144) defined with the function (2.145) in the squeezed
limit, we obtain
f localNL =
5c2s
12
(2+ η − 3s) . (2.147)
Therefore, f localNL in single field DBI inflation models is of the order of the slow-roll
parameters.
2.5 Observables in multi-field inflation
In this section, we review the dynamics of multi-field inflation models and intro-
duce the observables in multi-field DBI inflation models following [17].
Let us define an entropy perturbation as
S = csH
σ˙
Qs =
H
√
cs
σ˙
Q˜s, (2.148)
where Q˜s is defined in equation (2.47). The relation between the curvature per-
turbation and the entropy perturbation is given by
R˙ = ξ
a
S + H
H˙
c2sk
2
a2
A, (2.149)
where A is defined in equation (2.6) and ξ is defined in equation (2.53). We see
that the entropy perturbation is the only source of the curvature perturbation
on super-horizon scales. As shown in [17], the interaction parameter ξ is directly
related to the bending of the background trajectory. When there is a curve in
the trajectory in the field space resulting in the rotation of the adiabatic/entropy
basis, ξ takes a non-zero value. On super-horizon scales, the evolution of those
perturbations are given by
R˙ ≈ αHS, S˙ ≈ βHS, (2.150)
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where
α =
Ξ
csH
, (2.151)
β =
s
2
− η
2
− 1
3H2
(
µ2s +
Ξ2
c2s
)
, (2.152)
and
Ξ =
cs
a
ξ. (2.153)
When such a conversion from the entropy perturbation to the curvature pertur-
bation exists, from equations (2.150) we quantify the conversion as(
R
S
)
=
(
1 TRS
0 TSS
)(
R
S
)
∗
(2.154)
where the subscript ∗ indicates that the corresponding quantity is evaluated at
sound horizon crossing kcs = aH with
TRS(t∗, t) =
∫ t
t∗
α(t′)TSS(t∗, t′)H(t′)dt′, (2.155)
TSS(t∗, t) = exp
(∫ t
t∗
β(t′)H(t′)dt′
)
. (2.156)
Hence, the power spectra of the curvature perturbation is given by
PR =
(
1 + T 2RS
)PR∗ , (2.157)
where P∗ is given by equation (2.59) if the slow-roll parameters and ξ/aH are
much smaller than unity around the horizon crossing. If we define
sin Θ ≡ TRS√
1 + T 2RS
, cos Θ ≡ 1√
1 + T 2RS
, (2.158)
the final value of the power spectrum of the curvature perturbation is given by
PR = PR∗
cos2 Θ
=
(
H2
8pi2cs
)
1
cos2 Θ
. (2.159)
From equations (1.90) and (2.159), the tensor-to-scalar ratio is given by
r = 16cs cos
2 Θ. (2.160)
CHAPTER 2. PERTURBATION THEORY 69
The spectral index for the curvature perturbation is obtained from equations
(1.86) and (2.159) if we assume all the slow-roll parameters (2.34) are much
smaller than unity as
nR =
d lnPR
d ln k
+ 1
= nR∗ +H
−1
∗ sin (2Θ)
∂TRS
∂t∗
= nR∗ − α∗ sin (2Θ)− 2β∗ sin2 Θ,
(2.161)
with
nR∗ − 1 = −2∗ − η∗ − s∗, (2.162)
where we have used
H−1∗
∂TSS
∂t∗
= −TSSβ∗, H−1∗
∂TRS
∂t∗
= −α∗ − TRSβ∗, (2.163)
which are obtained from equations (2.155) and (2.156). Note that we have also
used d ln k = H∗dt∗ which is valid with the slow-roll approximation. Because
the slow-roll parameters (2.34) are expressed in terms of the slow-roll parameters
(1.72) and (1.73) as
 = ˜, η = −2η˜ + 4, s = 0, (2.164)
in the standard slow-roll inflation models, we see that the spectral index (2.162) is
consistent with the spectral index (1.89) in the canonical slow-roll inflation mod-
els. The calculation of the bispectrum of the curvature perturbation in two-field
DBI inflation models is given in [19]. The third order action with the decompo-
sition (2.23) at the leading order with the slow-roll approximation and the small
sound speed limit cs  1 is given by
S(3) =
∫
dt d3x
{
a3
2c5sσ˙
[
Q˙3σ + c
2
sQ˙σQ˙
2
s
]
− a
2c3sσ˙
[
Q˙σ (∇Qσ)2 − c2sQ˙σ (∇Qs)2 + 2c2sQ˙s∇Qσ∇Qs
]}
,
(2.165)
where we have used the fact that f ∼ 1/σ˙2 is valid in the small sound speed limit.
With the third order action (2.165), the three-point functions of the scalar field
perturbations are obtained using the in-in formalism as introduced in section 2.2
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as
〈Qσ (k1)Qσ (k2)Qσ (k3)〉
= − (2pi)3 δ(3) (k1 + k2 + k3) H
4
√
2c2s (P,X)
3/2
1
Π3i=1k
3
i
ADBIQσQσQσ (k1, k2, k3) ,
(2.166)
where
ADBIQσQσQσ =
1
c2s
[
−3
2
k21k
2
2k
2
3
K3
+
k21k2 · k3
4K
(
1 +
k2 + k3
K
+ 2
k2k3
K2
)
+ 2 cyclic terms
]
,
(2.167)
and
〈Qσ (k1)Qs (k2)Qs (k3)〉
= − (2pi)3 δ(3) (k1 + k2 + k3) H
4
√
2c2s (P,X)
3/2
1
Π3i=1k
3
i
ADBIQσQsQs (k1, k2, k3) ,
(2.168)
where
ADBIQσQsQs =
1
c4s
[
−1
2
k21k
2
2k
2
3
K3
− k
2
1k2 · k3
4K
(
1 +
k2 + k3
K
+ 2
k2k3
K2
)
+
k23k1 · k2
4K
(
1 +
k1 + k2
K
+ 2
k1k2
K2
)
+
k22k1 · k3
4K
(
1 +
k1 + k3
K
+ 2
k1k3
K2
)]
,
(2.169)
and all other three-point functions of the field perturbations vanish. It is obvious
that the three-point function of the adiabatic field perturbation (2.166) coincides
with the three-point function of the field perturbation in the single field case
(2.120) at the leading order in the small sound speed limit cs  1. Using the δN
formalism (2.134) with equation (2.136), the three point function of the curvature
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perturbation is given by
〈R (k1)R (k2)R (k3)〉 =
∑
I,J,K=σ,s
N,IN,JN,K 〈Q∗I (k1)Q∗J (k2)Q∗K (k3)〉
+
∑
I,J,K=σ,s
N,IIN,JN,K
2
〈([Q∗I ? Q∗I ] (k1)− 〈[Q∗I ? Q∗I ] (k1)〉)Q∗J (k2)Q∗K (k3)〉
+
∑
I,J,K=σ,s
N,IN,JJN,K
2
〈Q∗I (k1) ([Q∗J ? Q∗J ] (k2)− 〈[Q∗J ? Q∗J ] (k2)〉)Q∗K (k3)〉
+
∑
I,J,K=σ,s
N,IN,JN,KK
2
〈Q∗I (k1)Q∗J (k2) ([Q∗K ? Q∗K ] (k3)− 〈[Q∗K ? Q∗K ] (k3)〉)〉 ,
(2.170)
where the subscript ∗ denote a quantity evaluated at the horizon exit. If we
assume that the slow-roll parameters (2.34) and the sound speed cs are much
smaller than unity at the horizon exit, from equations (2.24), (2.148) and (2.154)
compared with equation (2.136), we obtain
N,σ =
H
σ˙
, N,s = TRS
(
csH
σ˙
)
, (2.171)
while we have the relations
N,σ˜ =
H
√
cs
σ˙
, N,s˜ = TRS
(
H
√
cs
σ˙
)
, (2.172)
from equations (2.50), (2.148) and (2.154) compared with equation (2.137). With
equations (2.171) and (2.172), the first line in the right hand side of equation
(2.170) is given by
〈R (k1)R (k2)R (k3)〉(3) =
∑
I,J,K=σ,s
N,IN,JN,K 〈Q∗I (k1)Q∗J (k2)Q∗K (k3)〉
= N3,σ 〈Q∗σ (k1)Q∗σ (k2)Q∗σ (k3)〉+N,σN2,s (〈Q∗σ (k1)Q∗s (k2)Q∗s (k3)〉+ 2 cyclic terms)
= N3,σ˜
〈
Q˜∗σ (k1) Q˜
∗
σ (k2) Q˜
∗
σ (k3)
〉
+N,σ˜N
2
,s˜
(〈
Q˜∗σ (k1) Q˜
∗
s (k2) Q˜
∗
s (k3)
〉
+ 2 cyclic terms
)
=
(
H
σ˙
)3
〈Q∗σ (k1)Q∗σ (k2)Q∗σ (k3)〉
(
1 + T 2RS
)
=
(
H
√
cs
σ˙
)3 〈
Q˜∗σ (k1) Q˜
∗
σ (k2) Q˜
∗
σ (k3)
〉 (
1 + T 2RS
)
,
(2.173)
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from equations (2.49), (2.167) and (2.169). From equations (2.124), (2.127),
(2.159) and (2.173), we obtain
f equilNL = −
35
108
(
1
c2s
− 1
)
1
1 + T 2RS
= − 35
108
(
1
c2s
− 1
)
cos2 Θ. (2.174)
All the four-point functions in equation (2.170) come from the quadratic terms in
equation (2.136). Actually, the quadratic terms in equation (2.136) correspond
to the quadratic term in equation (2.138) and we obtain the local type non-
Gaussianity as in equation (2.141). From equation (2.141), it is obvious that only
the four-point functions in equation (2.170) with the subscripts I = J = K = σ
or I = J = K = s have non-zero values. Therefore, from equations (2.136) and
(2.138), we obtain the relation
3
5
f localNL =
1
2
N,σσN
2
,σ×
c4s{
(csN,σ)
2 +N2,s
}2 + 12N,ssN2,s× 1{(csN,σ)2 +N2,s}2 , (2.175)
where we used the relation
PR =
(csN,σ)
2 +N2,s
c2s
P∗Qσ =
{
(csN,σ)
2 +N2,s
}P∗Qs , (2.176)
which is obtained from equations (2.61), (2.154) and (2.171) assuming the slow-
roll parameters and the sound speed are much smaller than unity at the horizon
exit. Considering the definitions of the derivatives of N with respect to φ˜σ and
φ˜s in equation (2.137), we obtain
N,σ =
N,σ˜√
cs
, N,σσ =
N,σ˜σ˜
cs
, N,s =
√
csN,s˜, N,ss = csN,s˜s˜, (2.177)
from the relations φσ = φ˜σ
√
cs and φs = φ˜s/
√
cs which come from the definitions
of φ˜σ and φ˜s in equation (2.137). From equations (2.175) and (2.177), we have
f localNL =
5
6
c4sN,σσN
2
,σ +N,ssN
2
,s{
(csN,σ)2 +N2,s
}2
=
5
6
N,σ˜σ˜N
2
,σ˜ +N,s˜s˜N
2
,s˜{
N2,σ˜ +N
2
,s˜
}2 , (2.178)
in the two-field DBI inflation models. When N,σσ is smaller or of the same
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order as N,ss and N,σ is smaller or of the same order as N,s, we have
f localNL =
5
6
N,ss
N2,s
=
5
6
N,s˜s˜
N2,s˜
, (2.179)
because of the small sound speed assumption.
Chapter 3
String inflation
In particle physics, the standard model has been carefully confirmed experimen-
tally. In this model, gravity is mediated by the spin-2 graviton and electromag-
netic, weak and strong nuclear forces are mediated by the spin-1 SU(3)×SU(2)×
SU(1) gauge bosons. Though this model is very successful, it also has several
problems [55]. First, we need roughly twenty free parameters in the Lagrangian
and we do not know what determines these parameters. Secondly, the unification
of gravity with the quantum theory yields the non-renormalisable quantum field
theory in which we cannot absorb the divergence with a finite number of counter
terms. Thirdly, the theory breaks down at the singularities of general relativity.
In this chapter, we first introduce the Dirac-Born-Infeld inflation motivated by
string theory, which is thought to be the best candidate so far to able to solve
those problems of the standard model. We also see the stringent microphysical
constraint combined with the observations that disfavours the single field DBI
inflation models. Then, how multi-field DBI inflation can satisfy this constraint
is shown. Finally, we introduce some specific models of DBI inflation.
3.1 String theory and Dirac-Born-Infeld (DBI)
inflation
The problems of the standard model introduced above can be solved by several
ideas. One is the grand unification. This successfully unifies the three gauge
fields and predicts one of the free parameters. The second idea is that the space-
time has more than 4 dimensions. This opens the possibility of unifying the gauge
74
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interactions and gravity. The third one is the supersymmetry which helps with the
divergence and naturalness problems. String theory is the only known model
which can contain all those three ideas. In this theory, the graviton and all other
elementary particles are one dimensional objects, strings [55]. Supersymmetric
string theory can be constructed consistently only in 10 dimensions. It was also
discovered that the p-branes which are extended higher dimensional objects than
strings (1-branes) play a fundamental role in the theory. Especially, p-branes on
which open strings can end are called the D-branes. Roughly speaking, open
strings describe the non-gravitational sector. The open strings are attached to
the D-branes while the closed strings of the gravitational sector can move freely
in the bulk which is the ten dimensional space-time. Classically, this means that
matter and radiation field are localised on the brane while gravity propagates in
the bulk [56]. In the Dirac-Born-Infeld (DBI) inflation [57, 58, 59], we consider a
D3-brane in which our Universe is confined to in the bulk as shown in figure 3.1.
As we see below, the inflaton field is a spatial coordinate of the extra dimension
in this model. Therefore, we know what inflaton is unlike many other inflation
models where the origin of inflaton is not specified.
We consider the bulk whose warped geometry is given by [19]
ds2 = h−1/2
(
yK
)
gµνdx
µdxν +h1/2
(
yK
)
GIJ
(
yK
)
dyIdyJ ≡ HABdY AdY B, (3.1)
where Y A =
{
xµ, yI
}
with the indices µ = 0, 1, 2, 3 and I = 1, ..., 6. The kinetic
part of the DBI Lagrangian reads
Pkinetic = −T3
√− det γµν , (3.2)
where T3 is the brane tension of a D3-brane and the induced metric on the D3-
brane is defined as
γµν = HAB∂µY
A
(b)∂νY
B
(b), (3.3)
with Y A(b) (x
µ) =
(
xµ, ηI (xµ)
)
which are the ten dimensional coordinates which
specify the brane position in the bulk where xµ is the four dimensional space-
time coordinates on the brane. From equations (3.1) and (3.3), the kinetic part
of the Lagrangian (3.2) is rewritten as
Pkinetic = −T3h−1
√−g
√
det (δµν + hGIJ∂µηI∂νηJ). (3.4)
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Figure 3.1: Schematic figure of the D3-brane in the bulk which is the ten di-
mensional space-time. The φ axis represents an extra dimension. We have six
extra dimensions in total. The other two axes represent two of the dimensions of
our four dimensional Universe. The brane fluctuates in the φ direction and this
corresponds to the scalar field perturbation.
Let us rescale the variables as
f =
h
T3
, φI =
√
T3η
I . (3.5)
Then, by adding the potential term which comes from the brane’s interactions
with the bulk fields and other branes, we obtain the DBI Lagrangian as
P
(
XIJ , φI
)
= − 1
f (φI)
(√
D − 1
)
− V (φI) , (3.6)
where
D = det (δµν + fGIJ∂µφI∂νφJ) . (3.7)
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We can express the determinant of 4×4 matrix (3.7) as the determinant of N×N
matrix in terms of XIJ = GIKX
KJ as
D = det (δJI − 2fXJI ) . (3.8)
Then, as shown in [17], the N ×N matrix can be expressed by
D = 1− 2fX˜, (3.9)
with
X˜ ≡ X + F (XIJ , φK) , (3.10)
where
F (XIJ , φK) = −2fX [II XJ ]J + 4f 2X [II XJJXK]K − 8f 3X [II XJJXKKXL]L , (3.11)
note that [ ] denotes the antisymmetric bracket. From equations (3.6), (3.9) and
(3.10), we can see that the DBI action coincides with the k-inflation action (2.20)
if F = 0. In single field cases (I = 1), it is clear that F vanishes and we have
D = 1 + f(φ)∂µφ∂µφ. (3.12)
Even in multi-field cases, if we consider homogeneous scalar fields whose spatial
derivatives vanish, F = 0 in the background because of the anti-symmetrisation
on field indices in equation (3.11). However, even in these cases, the scalar
field perturbations are inhomogeneous and F does not vanish if we consider the
perturbations. Therefore, the dynamics of the perturbations in multi-field DBI
inflation models is different from that in the multi-field k-inflation models as we
saw in chapter 2. We can obtain the equations of motion for the scalar fields by
varying the action (2.1) with the DBI Lagrangian (3.6) with respect to the scalar
fields as
GIJ
(
φ¨I + 3Hφ˙I − c˙s
cs
φ˙I
)
+
(
GIJ,K − 1
2
GIK,J
)
φ˙I φ˙K + csV,J − (1− cs)
2
2
f,J
f 2
= 0,
(3.13)
where ,J denotes the partial derivative with respect to φ
J . If GIJ
(
φK
)
takes a
simple diagonal form, GIJ
(
φK
)
= AI
(
φK
)
δIJ , the field equations for the scalar
CHAPTER 3. INFLATION MOTIVATED BY STRING THEORY 78
fields are given by
AI
(
φ¨I + 3Hφ˙I − c˙s
cs
φ˙I
)
+
∑
J
[
AI,J φ˙
I φ˙J − 1
2
AJ,I
(
φ˙J
)2]
+csV,J−(1− cs)
2
2
f,J
f 2
= 0,
(3.14)
and the sound speed is given by
cs =
√
1− f
∑
I
AI (φI)
2, (3.15)
note that the Einstein summation convention is not used in equations (3.14) and
(3.15). The Friedmann equation for the general inflation is derived as the time-
time component of the Einstein equations which are obtained by varying the
action (2.1) with respect to the metric gµν as
H2 =
1
3M2P
(
2P<IJ>X
IJ − P) , (3.16)
we also obtain
H˙M2P = −XIJP<IJ>, (3.17)
by combining the derivative of the Friedmann equation (1.16) with respect to
time and the continuity equation (1.18) with the Planck mass MP . In the cases
of the DBI inflation, the following equations hold [17] as
P<IJ> = csG˜IJ , (3.18)
G˜IJ =⊥IJ +
1
1− 2fX e
IeJ , (3.19)
and
⊥IJ= δIJ − eIeJ , (3.20)
where eI is defined in equation (2.21) and XIJ = φ˙I φ˙J/2 in the homogeneous
background. Substituting equation (3.18) into the Friedmann equation (3.16),
we obtain
3H2M2P =
1
f (φI)
(
1
cs
− 1
)
+ V
(
φI
)
, (3.21)
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and in a similar way, equation (3.17) in the DBI inflation reads
H˙M2P = −
1
2f (φI)
(
cs − 1
cs
)
= −X
cs
. (3.22)
where X = GIJ φ˙
I φ˙J/2 in the homogeneous background.
3.2 Constraints on DBI inflation from the CMB
observation
In this section, we introduce single field DBI inflation models and some cosmolog-
ical parameters whose values can be constrained by the observations of the Cos-
mic Microwave Background (CMB). Then, the observational constraints on
a simple model are studied. Finally, we see the general observational constraints
together with the theoretical constraints from string theory that disfavour the
single field models.
3.2.1 Single field DBI inflation
In the single field DBI model, the Friedmann equation (3.21) reads
H2 =
1
3M2P
(
γ2
γ + 1
φ˙2 + V (φ)
)
=
1
3M2P
(
γ − 1
f (φ)
+ V (φ)
)
,
(3.23)
where MP is the reduced Planck mass with
cs =
1
γ
=
√
1− 2fX
=
√
1− 2T−1X,
(3.24)
where
T ≡ f−1 = T3/h, (3.25)
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and we have X = φ˙2/2 because of the homogeneity. It is useful to know that the
sound speed cs can be expressed as follows
cs ≡ P,X
P,X + P,XX
=
1
P,X
, (3.26)
in the DBI inflation because of the special form of the kinetic term. The equation
of motion for the scalar field (3.13) in the single field cases reads
φ¨+ 3Hφ˙− c˙s
cs
φ˙+ cs∂φ
(
V +
cs − 1
f
)
= 0. (3.27)
Slow roll parameters (2.34) in single field DBI inflation models are given as follows
 = − H˙
H2
=
XP,X
M2PH
2
=
2M2P
γ
(
H ′
H
)2
, (3.28)
η = 2− 2M
2
P
γ
H ′′
H
+ s, (3.29)
s =
c˙s
csH
=
2M2P
γ
H ′
H
γ′
γ
. (3.30)
Let us use a new slow-roll parameter
η¯ =
2M2P
γ
H ′′
H
, (3.31)
instead of η in this section. By varying the action with respect to the metric,
we obtain the energy momentum tensor. In the FRW metric, we can obtain the
energy density and the pressure
ρ =
γ
f
+ (V − f−1), (3.32)
ρ = − 1
fγ
− (V − f−1). (3.33)
By differentiating the Friedmann equation and substituting equation (1.18), we
obtain
φ˙ = −2M
2
PH
′
γ
= − 2M
2
PH
′√
1 + 4M4PT
−1H ′2
. (3.34)
Note that we used equations (3.32) and (3.33) to derive equation (3.34). The
amplitudes and spectral indices of the two point functions of the scalar and tensor
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perturbations in single field DBI inflation models are given by
PR = 1
8pi2M2P
H2
cs
=
H4
4pi2φ˙2
, (3.35)
PT = 2
pi2
H2
M2P
, (3.36)
1− ns = 4− 2η¯ + 2s, (3.37)
nt = −2, (3.38)
where PS and PT are amplitudes of the two-point functions of the scalar and
tensor perturbations, and ns and nt are the spectral indices for the scalar and
tensor perturbations respectively. The tensor to scalar ratio is defined as
r ≡ PTPR = −8csnt = 16cs. (3.39)
Hence, a sound speed different from unity leads to a violation of the standard
inflationary consistency equation. A more important consequence of a small
sound speed is that departures from pure Gaussian statistics may be large. In
DBI inflation, the bispectrum of the curvature perturbation defined by equation
(1.93) has a peak at the equilateral triangle made of k1, k2 and k3 as we saw in
section 2.2. The amplitude of the bispectrum at the equilateral limit is defined as
f equilNL as given in equation (2.127). Finally, combining equations (2.127), (3.22),
(3.24), (3.28), (3.35) and (3.39), we can obtain
T∗
M4P
=
pi2
16
r2P 2s
(
1 +
1
3f equilNL
)
, (3.40)
where ‘∗’ means quantities evaluated during the observable inflation.
3.2.2 Analysis of a simple model
We study the observational constraints in a simple model with a quadratic poten-
tial following [57, 58] in this section. Let us consider a single field DBI inflation
model with a warp factor
f (φ) =
λ
φ4
, (3.41)
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with a constant λ, and a potential
V (φ) = m2φ2, (3.42)
where m is the mass of inflaton. From equations (3.23) and (3.34), we obtain
V = 3M2PH
2 −
√
1 + 4M4PT
−1H ′2
f
+
1
f
= 3M2PH
2 −
√
1 + 4M4PλH
′2/φ4
φ4
λ
+
φ4
λ
,
(3.43)
where we used equation (3.41). In order to investigate the late time dynamics
when φ is small, let us use the simple anzatz,
H = h1φ+ · · · . (3.44)
By substituting equation (3.44) into equation (3.43), we obtain the contributions
to the coefficient of the quadratic term from both the H2 term and the square
root term. We find the potential is given by
V =
(
3h21 −
2h1√
λ
)
M2Pφ
2 +O (φ4) = m2φ2, (3.45)
which means that the O (φ4) terms vanish if we take into account all the terms in
equation (3.44). By substituting the ansatz (3.44) into equation (3.34), we obtain
φ˙ =
−2h1φ2√
φ4/M4P + 4λh
2
1
, (3.46)
where we used equation (3.41). Because we assume φ/MP  1, we simply ignore
the φ4 term in the denominator and obtain the solution of the differential equation
as
φ ≈
√
λ
t
. (3.47)
Combining equation (3.47) with the ansatz (3.44), we find the late time behaviour
of the scale factor as
a (t) = a0t
h1
√
λ, (3.48)
where a0 is constant. When the sound speed is small cs  1, the Friedmann
equation (3.23) can be solved for γ with equations (3.41), (3.42), (3.44) and
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(3.47) as
γ ≈ f (3M2PH2 − V )
= t2
(
3M2Ph
2
1 −m2
)
=
2M2Ph1√
λ
t2,
(3.49)
where equation (3.45) was used to derive the last equality. From equations (3.44),
(3.47) and (3.49), the slow-roll parameter  (3.28) reads
 =
1
h1
√
λ
. (3.50)
When  1, from equations (3.45) and (3.50), we obtain the relation
m2 =
(
3h21 −
2h21
h1
√
λ
)
M2P = 3h
2
1
(
1− 2
3
)
M2P ≈ 3h21M2P . (3.51)
From equations (3.44), (3.47), (3.49), (3.50) and (3.51), we obtain
φ =
√
λ
t
, γ = c−1s =
√
4
3λ
MPmt
2, H =
1
t
,  =
√
3
λ
MP
m
, (3.52)
when the field φ/MP and the sound speed cs are much smaller than unity. With
equation (3.52), the power spectrum of the curvature perturbation (3.35) reads
PR = 1
8pi2M2P
H2
cs
=
1
4pi24λ
, (3.53)
and the spectral index for the scalar perturbation (3.37) is given by
1− ns = O
(
2
)
, (3.54)
because the slow roll parameters (3.30) and (3.31) are given by
η¯ = 0, s = −2, (3.55)
with equations (3.44) and (3.52). The tensor to scalar ratio and f equilNL are given by
equations (3.39) and (2.127) respectively. If we choose a parameter set so that the
observational constraint on the power spectrum of the curvature perturbation is
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satisfied with a fixed value of the slow-roll parameter , the values of all the other
observables introduced above are determined. For example, if we take  = 1/20,
we obtain
λ ≈ 1012, (3.56)
from equation (3.53) with the observational constraint on the curvature pertur-
bation (1.94). From equations (3.52) and (3.56), we obtain the value of the mass
of inflaton as
m
MP
≈ 3.5× 10−5. (3.57)
From equations (3.52), (3.56) and (3.57), the sound speed is given by
cs ≈ φ
2
40M2P
. (3.58)
By substituting equation (3.58) into equation (3.39) with  = 1/20, we obtain
r ≈ φ
2
50M2P
, (3.59)
where equation (2.127) combined with equation (3.58) gives the value of f equilNL as
f equilNL ≈ −
35
108
(
1.6M4P × 103
φ4
− 1
)
≈ 520M
4
P
φ4
, (3.60)
where we used the assumption φ/MP  1. The tensor to scalar ratio (3.59) satis-
fies the observational constraint (1.95) with a sub-Planckian field value φ/MP < 1.
However, the value of f equilNL in this model exhibits too much deviation from the
Gaussian distribution to be compatible with the Planck satellite observations
(1.96) because equation (3.60) means f equilNL > 520 if we consider a sub-Planckian
field value. From equations (3.59) and (3.60), we see that the value of f equilNL
becomes even larger if the value of r is smaller. We will see that this relation
generally holds in single field DBI inflation models in subsection 3.2.3. Finally,
let us mention the meaning of the parameter λ. If we consider a compactification
of string theory on AdS5 × X5 where AdS5 is a five dimensional anti De Sitter
space and X5 is a five dimensional Einstein manifold, we have the relation [60]
λ ∼ CN, (3.61)
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where C is a constant which depends on the form of X5 and N is the number of
D3-branes. With a specific form of X5, the relation (3.61) is given by λ ∼ N .
In this case, we see that the number of the D3-branes N is 1012 from equation
(3.56). However, if we assume that the geometry of X5 is a Z
l
n orbifold [55], the
relation (3.61) is given by λ ∼ nlN for which no integer quantum number needs
to be particularly large [58].
3.2.3 Observational constraints on single field cases
In this subsection, we will first derive the upper bound of the tensor to scalar ratio
r defined in subsection 3.2.1 and introduce the general observational constraints
on the single field DBI inflation following the derivation of Lidsey and Huston
(2007) [61].
Baumann and McAllister (2006) derived an upper bound on the tensor-scalar
ratio by analysing the higher dimensional structure of the manifold as follows
[62]. Let us consider a warped geometry whose metric is given by
ds2 = h−1/2(y)gµνdxµdxν + h1/2(y)gijdyidyj. (3.62)
Let us consider the internal space with a conical throat whose metric is locally of
the form
gijdy
idyj = dξ2 + ξ2ds5X5 (3.63)
for some five manifold X5. Note that ξ is the radial coordinate in the throat.
According to Baumann and McAllister (2006) [62], many such warped throats
can be approximated by the the geometry AdS5 ×X5 with the warp factor
h(ξ) =
(
R
ξ
)4
, (3.64)
where R is the radius of curvature of the AdS space for a small range of ξ. Then,
in some models, we have the relation [62, 63]
R4
(α′)2
= 4pigsN
pi3
Vol(X5)
, (3.65)
where Vol(X5) is the dimensionless volume of the space X5 with a unit radius,
α′ is the inverse string tension, N is the background charge and gs is the string
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coupling. Usually, we expect Vol(X5) = O(pi3).
The following relation between the four dimensional Plank mass MP , the warped
volume of the compact space V6, the inverse string tension α
′ and the string
coupling gs is obtained by the dimensional reduction from ten dimensions to four
dimensions as
M2P =
V6
κ210
, (3.66)
where κ210 =
1
2
(2pi)7g2s (α
′)4. The warped volume of the internal space is defined
as
V6 =
∫
d6y
√
gh(ξ). (3.67)
In general, the compactified volume is a sum of bulk and throat contributions as
V6 = V6,bulk + V6,throat. (3.68)
The warped throat contribution is defined as
V6,throat = Vol(X5)
∫ ξUV
0
dξ ξ5h(ξ)
=
1
2
Vol(X5)R
4ξ2UV
= 2pi4gsN(α
′)2ξ2UV,
(3.69)
where ξ = 0 is the radial coordinate at the tip of the throat and ξUV is the radial
coordinate where the ultraviolet end of the throat is glued into the bulk. Note
that we used equations (3.64) and (3.65) to derive equation (3.69). From equation
(3.68), we obtain a conservative upper bound on the throat volume as
V6 > V6,throat, (3.70)
and the following inequality from equation (3.66) as
M2P >
V6,throat
κ210
. (3.71)
Let us now consider the brane inflation in which the scalar fields describe the
position of the D3-brane in the bulk. The canonically normalised inflaton field is
written as
φ2 = T3ξ
2, T3 =
1
(2pi)3
1
gs(α′)2
. (3.72)
CHAPTER 3. INFLATION MOTIVATED BY STRING THEORY 87
In this thesis, we will only consider the ultra-violet (UV) DBI inflation scenario
where the brane is moving towards the tip of the throat while it is moving away
from the tip of the throat in the infra-red (IR) DBI inflation scanario. Note that
ξ is the radial coordinate and hence has the dimension of length [L] while φ has
the dimension of mass [M] because
√
T 3 has the dimension of squared mass [M
2].
The maximal radial displacement of the brane in the throat is the length of the
throat from the tip ξIR ' 0 to the ultraviolet end ξUV. One cannot increase the
length of the throat arbitrarily because of the inequality(
φUV
MP
)2
=
T3ξ
2
UV
M2P
<
T3κ
2
10ξ
2
UV
V6,throat
, (3.73)
from equations (3.71) and (3.72). Substituting equations (3.69), (3.72) and the
definition of κ in terms of gs and α
′ into the inequality (3.73) gives the important
constraint on the maximal field variation in four dimensional Plank units as
follows (
φUV
MP
)2
<
4
N
. (3.74)
We can see that the upper bound of the field variation depends only on the
background charge N and is independent of the choice of X5. N = 0 corresponds
to an unwarped throat, and we require N > 1 at least and we need N  1 in
practice for backreaction effects to be negligible.
The condition (3.74) can be converted into a corresponding constraint on the
tensor-scalar ratio by using following expression derived by Boubekeur and Lyth
(2005) [64]
1
M2P
(
dφ
dN
)2
=
1
M2P
φ˙2
H2
=
2
P,X
(
XP,X
M2PH
2
)
= 2cs
=
r
8
,
(3.75)
where we used equations (3.26), (3.28), (3.39) and N ≡ ∫ dt H. If we integrate
equation (3.75) from the tip of the throat (φ = 0) to the end of inflation (φ =
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φend), we can obtain
φend
MP
=
√
r∗
8
Neff , (3.76)
where Neff ≡
∫ Nend
0
dN (r/r∗)1/2 is a model-dependent parameter that quantifies
how r varies during the final stages of inflation. If we define observable region
of inflation as φ = φ∗, we have φUV > φ∗ > φend > 0 because the brane moves
towards the tip of the throat in UV DBI inflation. Therefore, combining equations
(3.74) and (3.76), we obtain
r∗ <
32
N(Neff)2 . (3.77)
Typically, one expects 30 . Neff . 60, though it can be smaller if slow-roll
inflation ends after the obsevable scales cross the horizon. Because we need
N  1 as stated above, the constraint (3.77) imposes a strong restriction on DBI
inflationary models. On the other hand, the value of Neff is uncertain.
Therefore, we can also try to derive the constraint on the range of values covered
by the stages of observable inflation as follows. Firstly, we define ∆φ∗ = T3∆ξ∗
as the variation of the inflaton field during the observable inflation. We also have
V6,∗ < V6,throat if we define V6,∗ as the volume of the part of the throat where
inflaton moves during the observable inflation. Combining this inequality with
the inequality (3.73) and multiplying ∆ξ2∗/ξ
2
UV, we have(
∆φ∗
MP
)2
<
T3κ
2
10∆ξ
2
∗
V6,∗
. (3.78)
Note that ‘∗‘ denotes quantities to be evaluated at the observable epoch. The
observation of the CMB that directly constrain the promordial tensor perturba-
tions only cover the multipole values in the range 2 . l . 100. The corresponding
scales to this range are leaving the horizon in the e-folds of ∆N ' 4 during infla-
tion. Therefore, this corresponds to a narrow range of inflaton values. Therefore,
the fraction of the throat volume that is observable is derived from equation (3.69)
approximately as
|V6,∗| ' Vol(X5)|∆ξ∗|ξ5∗h(ξ∗). (3.79)
Because of the inequality ξ∗ > ξend > 0 which implies ξ∗ > |∆ξ∗|, we have
|V6,∗| > Vol(X5)|∆ξ∗|6h(ξ∗). (3.80)
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Substituting equation (3.40) and the condition (3.80) into equation (3.78) and
using κ210 = piT
−2
3 , we obtain(
∆φ∗
MP
)6
<
pi3
16Vol(X5)
r2∗P
2
s
(
1 +
1
3f equilNL
)
. (3.81)
Note that we used ∆φ∗ =
√
T3∆ξ∗ to derive this equation. Hence, using the
Lyth’s expression in the form (∆φ∗/MP )2 ' r(∆N∗)2 results in a very general
upper limit on the tensor-scalar ratio:
r∗ <
32pi3
(∆N∗)6Vol(X5)P
2
s
(
1 +
1
3f equilNL
)
. (3.82)
This condition weakly depends on the non-Gaussianity in the case that f equilNL > 5
which is still compatible with the Planck satellite observations [16] and we may
neglect the factor with this parameter. Substituting the Planck normalization
P 2s = 2.23× 10−9 [16], the condition (3.82) reads
r∗ <
2.23× 10−6
(∆N∗)6Vol(X5) . (3.83)
∆N∗ ∼ 1 is likely from the observation, whereas Vol(X5) ' O(pi3) as stated above
[62]. Then, we obtain the upper bound on the tensor-scalar ratio for the standard
UV DBI inflation
r∗ < 10−7. (3.84)
This is significantly below the sensitivity of future CMB polarization experiments
r & 10−4. Actually, this upper limit results in difficulties for the single field DBI
inflation models as follows.
Differentiating equation (3.24) with respect to cosmic time and using equations
(3.22) and (3.34), we can express η¯ with respect to the other slow-roll parameters
as
η¯ = ±M
2
PT
′|H ′|
γTH
+ s+
s
γ2 − 1 , (3.85)
where plus (minus) sign corresponds to a brane moving down (up) the warped
throat. Then, substituting equation (3.37) in to equation (3.85), we obtain
1− ns = 4+ 2s
1− γ2 ∓
2M2P
γ
T ′|H ′|
TH
, (3.86)
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where minus (plus) sign corresponds to a brane moving down (up) the warped
throat. In the UV DBI inflation, we take the minus sign, for example. The second
term in the right hand side of equation (3.86) can be converted into observable
parameter by defining the ‘tilt‘ of the non-linearity parameter
nNL ≡ d ln f
equil
NL
d ln k
. (3.87)
If we assume the slow-roll approximation, we have
d ln k
dt
∼ H. (3.88)
With equations (2.127) and (3.88), equation (3.87) implies
s =
−3f equilNL nNL
2(1 + 3f equilNL )
. (3.89)
Substituting equations (2.127), (3.37) and (3.39) into equation (3.86), we obtain
1− ns = r
4
√
1 + 3f equilNL +
nNL
1 + 3f equilNL
∓
√
r
8
(
T ′
T
MP
)
. (3.90)
From equation (3.64), we can see dh/dξ ≤ 0. Therefore, in the case of the UV
DBI inflation, the third term in the right hand side of equation (3.90) is negative
definite, which implies that
r
4
√
1 + 3f equilNL +
nNL
1 + 3f equilNL
> 1− ns. (3.91)
This is a consistency relation in UV DBI inflation. Firstly, let us assume the
tensor-scalar ratio is negligible. Because the Planck data [16] strongly favours
a red spectral index with ns ∼ 0.96,  cannot be smaller than ∼ 10−2 from
equation (3.37). Therefore, from equation (3.39), the sound speed must be small
as cs . 10−6 in order to let r to be negligible satisfying the condition (3.84).
Then, from equation(2.127), f equilNL is necessarily very large as f
equil
NL & 1012. This
is incompatible with the Planck satellite observations [16] which gives the limit
|f equilNL | < 120. In addition to that, we need
nNL ' −2s > 3(1− ns)f equilNL > 0.1f equilNL , (3.92)
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to satifsy 1 − ns > 0.033. However, when f equilNL  1, this would violate the
slow-roll conditions because |s| becomes much larger than unity.
Then, let us assume that r is not negligible. Also in this case, we have a large
non-Gaussianity as f equilNL & 1012 because the argument about f
equil
NL above does
not depend on the value of r. Again this is too large as stated above. In addition
to that, because the second term in the left hand side of equation (3.91) can be
neglected when f equilNL  1, we have
r∗ >
4(1− ns)√
3f equilNL
>
1− ns
5
, (3.93)
where we used |f equilNL | < 120. r > 0.002 for 1−ns ' 0.038 that is favoured by the
Planck satellite observations for non-negligible r [14], this is incompatible with
the upper limit (3.84). Therefore, we conclude that it is difficult for the single
field models to satisfy the bounds on r with the Planck data in a single field UV
DBI inflation.
3.3 Multi-field DBI inflation
Not only because the single field DBI inflation is incompatible with the observa-
tion as we saw in the previous section, it is very natural for us to consider the
multi-field DBI inflation in the string theory. As mentioned in subsection 3.1, we
have ten dimensions in string theory with the supersymmetry. It means that we
have six extra dimensions in addition to our usual four dimensional space-time.
Therefore, it is quite natural to think that we have multi-field in the DBI inflation
because the scalar fields describe the position of the brane in the internal space.
For multi-field DBI inflation, as we see in section 2.5, the observables are different
from the single field DBI inflation models. In equations (2.51) and (2.52), we see
that ξ quantifies the interaction between the adiabatic and entropic components.
Therefore, from equations (2.151), (2.153) and (2.155), we see that TRS = 0 if
there is no interaction (Ξ = 0). Then, let us assume that there is some interaction
which is equivalent to Ξ 6= 0. In this case, we may have non-zero TRS as long as
β 6= 0. Furthermore, TRS may become even larger if the slow-roll conditions are
broken because β can be larger with s > 1 and η > 1 and it makes TSS larger
as we can see from equations (2.152) and (2.156). Then, TRS can be large and
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hence sin Θ can be non-zero as we see in equation (2.158). This makes cos2 Θ to
be smaller than unity and we can clearly see that PR is enhanced in this case
from equation (2.159). As we introduced in section 2.5, the interaction parame-
ter Ξ takes non-zero value when the trajectory is bent. Therefore, a curve in the
background trajectory makes |TRS| take a non-zero value.
In multi-field DBI inflation models, we have the relation [65]
1− ns '
√
3|f equilNL |r
4 cos3 Θ
− f˙
Hf
+ α∗ sin 2Θ + 2β∗ sin2 Θ, (3.94)
where f is the warp factor and α∗ and β∗ are evaluated at the sound horizon exit
using equations (2.151) and (2.152). Equation (3.94) is different from equation
(3.90) which is valid for the single field case. In the single field case, the last
two terms in equation (3.94) can be neglected and we obtain equation (3.93) if
we assume f˙ > 0 because cos Θ is unity in the single field cases. From equation
(3.94), we see that the inequality 1 − ns  1 is not necessary even if we have
very small r when the transfer function TRS is large because the last two terms
can increase the value of the right hand side of equation (3.94). In this way,
we can avoid the observational constraint in the multi-field models. Also, from
equation (2.174), we see that f equilNL can take a small value which satisfies the
observational constraint even if the sound speed is small as cs . 10−6 if TRS
is sufficiently large. Therefore, multi-field DBI inflation models can satisfy the
microphysical constraint combined with the observations which are shown in this
section. As we saw above, the trajectory in the field space affects the value of
TRS. Therefore, we need concrete models to see if there are actual models which
satisfy the microphysical constraint.
3.4 Specific models
As we saw in section 3.3, we need concrete DBI inflation models with specific po-
tentials in order to see if a curve in the background trajectory can make the values
of the observables compatible with the observations by numerical calculations. In
this section, we briefly explain how we derive a potential in the Lagrangian (3.6)
in string theory.
We first explain the reason why we need to consider a specific set-up of the
DBI inflation models in string theory. Let us consider brane-anti-brane inflation
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models in which a brane and an anti-brane are initially separated by a distance
r on the compactification manifold M. If we assume r  M−110,P where M10,P
is the ten dimensional Planck scale [66], the force which the brane feels is well
approximated by the Coulomb attraction given by [60]
V (φ) = 2T3
(
1− 1
2pi2
T 33
M810,Pφ
4
)
, (3.95)
where T3 is the tension of a D3-brane and the canonically normalised field φ =√
T3r is defined as in equation (3.5). From equations (1.73) and (3.95), the
standard slow-roll parameter η˜ is given by
η˜ = −10
pi3
(
L
r
)6
= −0.3
(
L
r
)6
, (3.96)
where the four dimensional Planck mass is defined as M2P = M
8
10,PL
6 with the
volume of M that is given by L6. Therefore, η˜  1 is possible only if r > L.
However, two branes cannot be separated by a distance r which is greater than
L which is the size of the manifold M. This is called the η problem. Also, we
have a problem in stabilising the moduli fields which control the shape and size
of the compactification manifold [60]. If we assume that the main contribution
to the inflationary energy is from the D3-brane tension, we have
V (φ, L) ∼ 2T3
L12
, (3.97)
where r  M−110,P . As we see in equation (3.97), L is not stabilised and it rolls
down the potential to the direction of large L. Therefore, in the absence of a
stabilisation mechanism which fixes L with sufficient mass so that the variation
of L is negligible, we have a steep potential which makes the standard slow-roll
parameters (1.72) and (1.73) larger than unity. This is the moduli stabilisation
problem.
Even though inflation can occur with steep potentials in the DBI inflation
models because the slow-roll parameters (3.28), (3.30) and (3.31) are less than
unity even with steep potentials if the sound speed is sufficiently small, new
models have been provided to stabilise the undesired moduli fields in string theory.
However, explicitly calculable models are scarce. Hence, the warped deformed
conifold is an ideal geometry for string inflationary model building as a concrete
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calculable model [67]. The potential (3.95) is modified by considering branes and
anti-branes in a warped geometry and the η problem is evaded successfully [60].
Therefore, we consider a D3-brane in a smooth warped deformed conifold throat
which can easily develop in a bulk compact Calabi-Yau manifold near the conifold
singularity as in figure 3.2 [67].
Figure 3.2: Schematic figure about the internal space which is a space in the
extra dimensions.The mobile D3-brane moves in the background geometry being
attracted by an anti-brane located at the tip of the throat. The throat is smoothly
glued to a Calabi-Yau manifold in the UV region. The figure is taken from [68]
As explained in section 3.1, the coordinates in the internal space play roles of
the scalar fields which cause inflation. The warped geometry is given in equation
(3.1). The potential experienced by a D3-brane in such a throat is given by [67]
V = T3Φ−, (3.98)
where T3 is the D3-brane tension and
Φ− = h−1 − α (3.99)
is a combination of the throat warp factor in equation (3.1) and the five form
field strength α given in [69]. The equation of motion for Φ− is derived from the
IIB supergravity action [70] as
∇2Φ− = gs
24h2
|G−|+R4 + h |∇Φ−|3 + Slocal, (3.100)
where ∇2 is the Laplacian with respect to the 6D metric GIJ in equation (3.1),
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h is the warp factor, gs = e
φ is the string coupling with the dilation field φ, R4
is the four dimensional Ricci scalar, Slocal is the localised sources and
G− = (?6 − i)G3, (3.101)
is the imaginary anti-self-dual (IASD) component of the complex three form flux
G3 where ?6 is the six dimensional Hodge star operator. If the flux G3 is imaginary
self-dual (ISD), i.e. ?6G3 = iG3, the background metric GIJ is a Calabi-Yau
metric with the five form field strength given by α = h−1. Therefore, from
equation (3.99), we have V = T3Φ− = 0 in this case. The mode Φ− characterises
the perturbation away from the ISD background. In principle, equation (3.100)
can be solved and the potential (3.98) is obtained if we know all the information
about the background geometry including the warp factor h, the metric of the
internal space GIJ and how we embed the D3-branes.
Chapter 4
Spinflation
In this chapter, we study a multi-field DBI inflation model with a potential de-
rived in string theory. As shown in chapter 3, the conversion of the entropy per-
turbation into the curvature perturbation gives multi-field DBI inflation models
the possibility of satisfying the microphysical constraint combined with the CMB
observations. In order to know how much conversion occurs, we need to specify
the model. Because the DBI inflation models are motivated by string theory, it is
important to investigate potentials derived in string theory. Here, we study the
simplest two-field DBI inflation model with a potential that is derived in string
theory. In [71], a potential for the two-field model was derived in string theory
by embedding a warped throat into a compact Calabi-Yau space with all moduli
fields stabilised and the background dynamics of DBI inflation was studied. We
first introduce the model and reexamine the background dynamics in this model.
Then, we see that the results of our numerical calculations can be explained with
the analytic formulae introduced in subsection 3.2.2 with some approximations.
We also show how the amplitude of the curvature perturbation is enhanced with
different initial conditions for the angular field. Finally, we show that this model
is not compatible with the Planck satellite observations in the regime where those
approximations hold and discuss the cases where those approximations cannot be
used.
4.1 The model
In this section, we introduce the phase space variables that we used in our nu-
merical code. Then, we show the set-up of the multi-field DBI inflation model
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introduced in [71] using those variables.
4.1.1 Phase space variables
Let us consider cases where the field space metric is given by
GIJ = AIδIJ , (4.1)
with the Kronecker delta δIJ . Note that the right hand side of equation (4.1) is a
diagonal matrix with the (I, I)-component AI . For the numerical computation,
it is useful to introduce the phase space variables. We consider general two-field
DBI inflation models with the fields φa and φb. In general, when the metric takes
a simple diagonal form (4.1), the sound speed is given by
cs =
√
1− f
∑
I
AI (φI)
2. (4.2)
If we define the phase space variables as
xI = −
√
fAI φ˙
I , (4.3)
the sound speed in equation (4.2) is rewritten as
cs =
√
1− x2a − x2b . (4.4)
As we can see, the expression in the square root of equation (4.4) is simpler
than that of equation (4.2). As such, the computation time is reduced with this
method. Below, we show how to derive the equations of motion for the scalar
fields with those new variables. If we assume
f
(
φK
)
= f (φa) , AI
(
φK
)
= AI (φ
a) , (4.5)
as in the model of [71], the equations (3.14) are given by
Aa
(
φ¨a + 3Hφ˙a − c˙s
cs
φ˙a
)
+
1
2
(
Aa,φa
(
φ˙a
)2
− Ab,φa
(
φ˙b
)2)
+ csV,φa − (1− cs)
2
2
f,φa
f 2
= 0,
(4.6)
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Ab
(
φ¨b + 3Hφ˙b − c˙s
cs
φ˙b
)
+ Ab,φaφ˙
aφ˙b + csV,φb = 0. (4.7)
From the equations (4.3), (4.4) and (4.5), we obtain
φ¨I =
[
x˙I
xI
− 1
2
(
f˙
f
+
A˙I
AI
)]
φ˙I
= − x˙I√
fAI
− 1
2
xI√
fAI
xa√
fAI
(
fφa
f
+
AI,φa
AI
)
,
(4.8)
c˙s =
1
2
(1− x2a − x2b).
(1− x2a − x2b)
cs =
−xax˙a − xbx˙b
cs
, (4.9)
where we have used
f˙ = fφaφ˙
a = −fφa xa√
fAa
, (4.10)
A˙a = Aa,φaφ˙
a = −Aa,φa xa√
fAa
. (4.11)
Making use of the relations above, the equations (4.6) and (4.7) become
x˙a = − xaxb
1− x2b
x˙b +
c2s
1− x2b
[
− 1
2
√
fAa
(Ab),φa
Ab
x2b − 3Hxa +
√
f√
Aa
csV,φa
+
f,φa
f
1√
fAa
(
−1 + cs + 1
2
x2b
)]
,
(4.12)
x˙b = − xaxb
1− x2a
x˙a +
c2s
1− x2a
[
1
2
√
fAa
(
(Ab),φa
Ab
− fφa
f
)
xaxb − 3Hxb +
√
f√
Ab
csV,φb
]
,
(4.13)
which lead to
x˙a =
(
1− x2a
) [− 1
2
√
fAa
(Ab),φa
Ab
x2b − 3Hxa +
√
f√
Aa
csV,φa +
f,φa
f
1√
fAa
(
−1 + cs + 1
2
x2b
)]
− xaxb
[
1
2
√
fAa
(
(Ab),φa
Ab
− fφa
f
)
xaxb − 3Hxb +
√
f√
Ab
csV,φb
]
,
(4.14)
x˙b =− xaxb
[
− 1
2
√
fAa
(Ab),φa
Ab
x2b − 3Hxa +
√
f√
Aa
csV,φa +
f,φa
f
1√
fAa
(
−1 + cs + 1
2
x2b
)]
+
(
1− x2b
) [ 1
2
√
fAa
(
(Ab),φa
Ab
− fφa
f
)
xaxb − 3Hxb +
√
f√
Ab
csV,φb
]
.
(4.15)
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These are the equations of motion that we solve in our numerical codes.
4.1.2 Spinflation model
Let us define χ and θ to be the radial and angular coordinates in the warped
throat in the internal space respectively. The internal metric is described by
ds2 = g˜mndy
mdyn = κ4/3
[
dχ2
6K (χ)2
+B (χ) dθ2
]
, (4.16)
with
K (χ) =
(sinhχ coshχ− χ)1/3
sinhχ
, B (χ) =
1
2
K (χ) coshχ, (4.17)
and the deformation parameter κ. Note that ηI = (χ, θ) in equation (3.3). The
proper radial coordinate is defined as
r (χ) =
κ2/3√
6
∫ χ
0
dx
K (x)
, (4.18)
where the canonical scalar field is given by φ ≡ √T3r. The warp factor in this
model is given by [72]
h (χ) ≡ e−4A = 2 (gsMα′)2 κ−8/3I (χ) , (4.19)
where
I (χ) ≡
∫ ∞
χ
dx
x cothx− 1
sinh2 x
(sinhx coshx− x)1/3 , (4.20)
with the parameter M , the string coupling gs and the inverse string tension α
′.
The equations of motion (3.14) for the radial scalar field χ and angular scalar
field θ are given by
χ¨ =− 3H
γ2
χ˙− 4A,χ
(
γ−1 − 1) χ˙2 − 12κ−4/3K2A,χe4A (γ−1 − 1)2
+
K,χ
K
χ˙2 + 3K2B,χθ˙
2 + e−4Aθ˙χ˙
U,θ
γ
− (6K2κ−4/3 − e−4Aχ˙2) U,χ
γ
,
(4.21)
θ¨ = −3H
γ2
θ˙ − 4A,χ
(
γ−1 − 1) χ˙θ˙ − B,χ
B
χ˙θ˙ + e−4Aχ˙θ˙
U,χ
γ
−
(
κ−4/3
B
− e−4Aθ˙2
)
U,θ
γ
,
(4.22)
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where the subscripts denote derivatives with respect to the fields as ,χ ≡ ∂∂χ and
,θ ≡ ∂∂θ . In our numerical code, we used the phase space variables introduced
in subsection 4.1.1 for the numerical efficiency. The equation of motion for the
phase space variables (4.14) and (4.15) are given by
x˙χ =
(
1− x2χ
)−1
2
√
6K (χ)2
fκ4/3
B (χ),χ
B (χ)
x2θ − 3Hxχ +
√
6fK (χ)2
κ4/3
csV,χ
+
I (χ),χ
I (χ)
√
6K (χ)2
fκ4/3
(
−1 + cs + 1
2
x2θ
)
− xχxθ
1
2
√
6K (χ)2
fκ4/3
(
B (χ),χ
B (χ)
− I (χ),χ
I (χ)
)
xχxθ − 3Hxθ +
√
f√
κ4/3B (χ)
csV,θ
 ,
(4.23)
x˙θ =− xχxθ
−1
2
√
6K (χ)2
fκ4/3
B (χ),χ
B (χ)
x2θ − 3Hxχ +
√
6fK (χ)2
κ4/3
csV,χ
+
I (χ),χ
I (χ)
√
6K (χ)2
fκ4/3
(
−1 + cs + 1
2
x2θ
)
+
(
1− x2θ
)1
2
√
6K (χ)2
fκ4/3
(
B (χ),χ
B (χ)
− I (χ),χ
I (χ)
)
xχxθ − 3Hxθ +
√
f√
κ4/3B (χ)
csV,θ
 ,
(4.24)
with the phase space variables
xχ = −
√
κ4/3
6K2
χ˙, xθ = −
√
κ4/3Bθ˙. (4.25)
The sound speed of the scalar field perturbations is given by
cs = γ
−1 =
√
1− e−4Ag˜mny˙my˙n
=
√
1− hκ4/3
(
χ˙2
6K2
+Bθ˙2
)
,
(4.26)
where ym = (χ, θ).
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In [71], the equation of motion (3.100) is solved including linearised pertur-
bations around the ISD solution with a warped throat embedded into a compact
Calabi-Yau space with all moduli fields stabilised. Because the dominant source
for Φ− is G− and it sources only second order perturbations, the perturbations
of Φ− around the ISD condition (Φ− = 0) satisfy
∇2Φ− = 0, (4.27)
at linear level. For a general warped deformed conifold, the Laplacian of equation
(4.27) takes a simple form when we are only interested in the low lying states
that are dependent on only one angular coordinate θ. In this case, the leading
order term of the eigenfunction with the lowest angular mode ` = 1 is given by
Φ− ∝ (coshχ sinhχ− χ)1/3 cos θ. (4.28)
Adding the mass term that arises from the effects of the bulk geometry, the
potential is derived with the eigenfunction (4.28) as
V
(
φI
)
= T3Φ−+
1
2
m20φ
2 = T3U = T3
[
1
2
m20
{
r (χ)2 + c2K (χ) sinhχ cos θ
}
+ U0
]
,
(4.29)
with an arbitrary constant c2 which is smaller, or of a similar magnitude, to the
deformation parameter: c2 ∼ κ4/3. Note that the constant U0 is chosen so that
the global minimum of V is V = 0 .
Figure 4.1 shows the shape of the potential. From equations (3.5), (3.21) and
(4.29), the Friedmann equation reads
H2 =
T3
3M2P
[
1
h
(γ − 1) + U
]
. (4.30)
Combining the time derivative of equation (4.30) with respect to the cosmic time
t and the continuity equation ρ˙ = −3H (E + P ), we obtain
H˙ = − T3
2M2Ph
(
γ − γ−1) . (4.31)
Note that E denotes the energy density which is equivalent to 3M2PH
2 while P
is the pressure which is equivalent to the Lagrangian given in equation (3.6). In
[73], it is shown that the volume of the compactification is constrained by the
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Figure 4.1: The potential (4.29) with gs = 1/2pi [M0], α′ = 1 [M−2], M =
106pi [M0], κ = 10−11 [M−3/2] and m0 = 4.5 × 10−5 [M]. Note M is the mass
unit defined in equation (4.33). The minima of the potential in the angular
direction are at θ = (2N + 1) pi with an integer N while the maxima are along
the lines θ = 2Npi. The radial potential is quadratic in terms of r (χ).
Planck mass. Because the volume of the warped throat must be smaller than the
total volume of the internal space, we have the relation
M2P ≥
κ4/3gsM
2T3
6pi
J (χUV) , (4.32)
where J (χ) =
∫
dχI (χ) sinh2 χ with the UV cut-off of the throat at χ = χUV.
Note that T3 is the D3-brane tension given in equation (3.72). Note that the mass
dimension [M] is determined by the relation (4.32), which is rewritten as
M2P =
κ¯4/3gsM
2T¯3
6pi
NJ (χUV)M2, (4.33)
with the dimensionless parameters N ≥ 1, T¯3 = T3/M4 and κ¯4/3 = κ4/3M2. Note
that we use only the dimensionless parameters in the numerical calculations and
that gs and M are dimensionless. Below, all the values of the parameters are given
in the mass unit [M] unless stated otherwise. The dimensions of the parameters
are: gs [M0], M [M0], Ts [M4], κ4/3 [M−2] and α′ [M−2]. By saturating the
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Planck mass bound (4.32), equations (4.30) and (4.31) are rewritten as
H2 =
T3
3M2P
[
1
h
(γ − 1) + U
]
→ 2pi
κ4/3gsM2J (χUV)
[
1
h
(γ − 1) + U
]
, (4.34)
H˙ = − T3
2M2Ph
(
γ − γ−1)→ − 3pi
κ4/3gsM2J (χUV)h
(
γ − γ−1) . (4.35)
The system of equations (4.23), (4.24), (4.34) and (4.35) can be solved numerically
if we set the values of the parameters.
4.2 Background dynamics
We show the numerical results for the background trajectories with six different
parameter sets following [71] in figure 4.2. The flux parameter gsM is set to 100
and the inflaton mass m0 is set to 5 while we changed the values of κ and c2. Note
that we assume χUV = 10 in this section. The trajectory starts with χ = 10 and
θ = pi/2. The initial radial brane velocity is taken to vanish while the angular
brane velocity is highly relativistic. Although the results are different from those
in the published version of [71] due to a numerical problem, we confirmed some
of their findings about the background dynamics [74] as follows.
• Decreasing the deformation parameter κ slows down the brane and increase
the number of e-folds.
• For all the parameter sets in figure 4.2, regardless of the angular dependence
or initial momenta, the brane rapidly becomes highly relativistic in the
radial direction and makes its first sweep down the throat.
• Increasing the angular perturbation c2 shifts the minimum of the potential.
Below, we introduce the new findings in our numerical results. As we can see
in the middle pair of the plots in figure 4.2, increasing the angular dependence
changes the trajectory and decreases the number of e-folds. This is because the
values of the slow-roll parameters increase due to the angular motion. Figure 4.3
shows the decrease in the number of e-folds due to the increase in the angular
dependence in more detail with different parameter sets. This is opposite to the
finding about the angular dependence in [71]. The number of e-folds decreases
by about 20 % when increasing C = c2κ
−4/3 from 0.5 to 0.9 regardless of the
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Figure 4.2: Background inflationary trajectories with a flux parameter gsM =
100 [M0], inflaton mass m0 = 5 [M] and the saturated Planck mass. Note M
is the mass unit defined in equation (4.33). The horizontal axes denote χ cos θ
while the vertical axes denote χ sin θ. The value of κ and C = c2κ−4/3[M0], are
indicated. The same parameter sets are studied in [71].
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value of κ as shown in figure 4.2 and figure 4.3. We also checked that the effect
on the number of e-folds stays the same even if we change the inflaton mass m0.
Therefore, the angular terms have some impacts on the background dynamics
even though they are still subdominant.
t
10
20
30
40
50
N
c2=0.9
c2=0.5
c2=0
Figure 4.3: The evolution of the number of e-folds along inflationary trajectories
with m0 = 5 [M], gsM = 100 [M0] and κ = 0.001
[M−3/2]. Note M is the
mass unit defined in equation (4.33). The thick black curve, the dashed grey
curve and the red solid curve describe the trajectories with c2 = 0 [M−2], c2 =
0.5κ4/3 [M−2] and c2 = 0.9κ4/3 [M−2] respectively. The amount of inflation
decreases as the angular dependence is increased.
In the top pair of the plots in figure 4.2, we show the trajectories until the
brane reaches the tip of the warped throat. With those parameter sets, the brane
goes to the tip of the throat without reaching the minimum of the potential.
This means that the radial coordinate χ overshoots the minimum in the radial
direction before the angular coordinate θ reaches its minimum at θ = pi. This
is because the velocity of the brane is high with a large deformation parameter
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as explained below. When the brane moves relativistically, the sound speed cs
approaches unity and the speed limiting effect appears [59]. Equation (4.26)
shows that the maximum speed of the brane is higher with a large deformation
parameter κ because of the factor κ−8/3 in equation (4.19). In other plots in figure
4.2, the brane velocity is suppressed by the small deformation parameters and the
brane moves slowly enough to settle at the minimum of the potential after some
oscillations. The oscillations are smaller with a smaller deformation parameter
because of the speed limiting effect. We checked that the increase in the number
of e-folds during the oscillations around the minimum of the potential is negligible
regardless of the choice of the parameter set and inflation occurs mainly in the
initial sweep down the throat.
4.3 Multi-field effects
In this section, we first show that the spinflation model can be approximated
with the simple model introduced in subsection 3.2.2 using our numerical results
when the coupling between the radial and angular fields is small around horizon
crossing. Then, we study the cases where the couplings are too large to use those
approximations. We show how the power spectrum of the curvature perturbation
is enhanced with our numerical results.
4.3.1 Analytic formulae
The warp factor (4.19) is approximated as [71, 72]
h (χ) ∼ 27
8
(gsMα
′)2
r (χ)4
(
ln
r (χ)3
κ2
+ ln
4
√
2
3
√
3
− 1
4
)
, (4.36)
for large χ > 1. The angular term in the potential (4.29) is always smaller than
the radial term because c2 is smaller than κ
4/3 while r (χ)2 is of the order of κ4/3.
Also, the constant term U0 is small by definition because the global minimum
of the potential is at a point where χ  1 where both terms are negligible.
Even though the angular term is not negligible in general, the radial term affects
the dynamics dominantly when the motion of the brane is mainly in the radial
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direction. In such cases, the potential is approximated as
V
(
φI
) ∼ T3U = T3 [1
2
m20r (χ)
2
]
. (4.37)
When we compare the spinflation model in this chapter with the simple model
in subsection 3.2.2, we can identify the fields χ and θ in this chapter with the di-
mensionless coordinates in equation (3.3) as mentioned in section 4.1. Therefore,
the canonical field φ with a mass dimension [M] is given by
φ (χ) =
√
T3r (χ) =
√
T3
κ2/3√
6
∫ χ
0
dx
K (x)
, (4.38)
where the dimensions of T3 and κ
2/3 are [M4] and [M−1] respectively.
Regarding the logarithmic dependence of r as constant, the warp factor (4.36)
is approximated by equation (3.41) with
λ ≡ 27T3
8
(gsMα
′)2
(
ln
r (χ)3
κ2
+ ln
4
√
2
3
√
3
− 1
4
)
=
27
64pi3
gsM
2
(
ln
r (χ)3
κ2
+ ln
4
√
2
3
√
3
− 1
4
)
,
(4.39)
where we used equation (3.72). Note that f in equation (3.41) is the rescaled
warp factor f = h/T3 with h in equation (4.36) as defined in equation (3.5). The
potential (4.37) is approximated by equation (3.42) with
m ≡ m0. (4.40)
We now show that the analytic formulae in subsection 3.2.2 predict the numerical
results with considerable accuracy. We consider a model with gs = 1/2pi [M0],
M = 1.2 × 106pi [M0], m0 = 3 × 10−3 [M], κ = 10−8
[M−3/2], N = 1 [M0],
α′ = 10 [M−2], χUV = 10 [M0] and C = c2κ−4/3 = 0.5 [M0]. Note that all the
quantities have the units associated with the mass unit M defined in equation
(4.33). With those parameters, the mass unitM is defined by equation (4.33) as
M' 0.0138MP. (4.41)
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Therefore, for example, the string scale 1/α [M2] in the Planck units is given by
M2
α′M2P
= 1.91× 10−5 [M2P] . (4.42)
5 10 15 Χ
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Θ
5 10 N
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1´10-14
cs
Figure 4.4: Left: The back ground trajectory in the χ-θ plane of the brane moving
down the throat along the maximum of the potential in the angular direction with
a small displacement from the maximum. Right: The evolution of the sound speed
in the early stage of inflation with respect to the number of e-folds.
Figure 4.4 shows the numerical results for the trajectory in the field space
and the sound speed. The initial position of the brane is (χ, θ) = (20, 10−15).
The initial velocity is only in the radial direction, even though we confirmed that
the velocity becomes highly relativistic only in the radial direction, regardless
of the initial velocity, when the trajectory is close to the maximum. In the left
panel of figure 4.4, it is shown that the trajectory is bent towards the angular
direction slowly and the deviation from the maximum of the potential in the
angular direction becomes larger gradually. Below, we consider the perturbation
that exits the horizon around N ∼ 2. Using the numerical results, the value of
the canonical field (4.38) around horizon crossing in the Planck units is
φ (χ)
MP
= 4.50× 10−5M
MP
= 6.22× 10−7 [MP] , (4.43)
where we used equation (4.41). From equation (3.52), the sound speed is given
by
cs =
√
3
λ
MP
2m¯0M
(
φ
MP
)2
' 1.05× 10−14, (4.44)
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with the dimensionless parameters m¯0 = m0/M and λ = 5.78 × 1011 that is
given by equation (4.39). In the right panel of figure 4.4, we see that the analytic
formula (4.44) predicts the sound speed around N ∼ 2 with great accuracy.
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Figure 4.5: Left: The slow-roll parameter . Middle: The slow-roll parameter η.
Right: The slow-roll parameter s. All the horizontal axes denote the number of
e-folds.
Figure 4.5 shows the behaviour of the slow-roll parameters. From equation
(3.52), the analytic prediction of the slow-roll parameter  is given by
 =
√
3
λ
MP
m¯0M = 0.0545. (4.45)
In the left panel of figure 4.5, we see that the value of  is predicted with the
analytic formula (4.45) with around 20 % error. In the middle panel, η is much
smaller than , whereas it is expected to vanish in equation (3.55). The right
panel shows that the second relation in equation (3.55) holds as s ' −2.
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Figure 4.6: Left: The curvature power spectrum in the early stage of inflation.
Middle: The coupling. It increases rapidly in the late stage of inflation. Right:The
behaviour of the curvature power spectrum until the end of inflation.
As stated above, the trajectory is bent towards the angular direction gradually.
As shown in the middle panel of figure 4.6, the coupling is negligible in the early
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stage of inflation and becomes larger rapidly in the late stage. Therefore, the
curvature power spectrum PR is almost constant in the early stage of inflation as
shown in the left panel of figure 4.6. Because this is the effective single field phase,
it shows the same behaviour as the power spectrum of the curvature perturbation
in the single field inflation models [75, 76]. The value of the power spectrum is
predicted with equation (3.53) as
PR∗ =
1
4pi24λ
' 2.42× 10−9, (4.46)
where we used  = 0.065 and λ = 5.78 × 1011 that is obtained with equation
(4.39). In the left panel of figure 4.6, it is shown that the approximated analytic
formula (4.46) predicts the power spectrum of the curvature perturbation with
great accuracy when the brane has the effective single field dynamics. In the right
panel, we see that the curvature power spectrum is enhanced in the late stage of
inflation because of the coupling between the adiabatic and entropy perturbations.
Even though it is enhanced only by the factor of 2 with those parameters and the
initial conditions, the conversion of the entropy perturbation into the curvature
perturbation becomes larger if we make the initial displacement from the angular
maximum larger.
4.3.2 Trajectories along the minimum
In this subsection, we show how the power spectrum of the curvature perturbation
is enhanced when we consider trajectories that start with slight deviations from
the minimum of the potential in the angular direction. As shown in figure 4.1, the
potential has its minima in the angular direction at θ = (2N + 1) pi where N is an
integer number. We assume that the trajectories start at (χ, θ) = (9, pi − δθ) with
δθ  1. The reason that we consider such trajectories is that the coupling ξ/aH
is small when the trajectory is a gentle curve around the minimum. If the coupling
is not too large around horizon crossing, we can use analytic expressions that are
useful to study the model, such as the solutions of the equations of motion for
the linear perturbations (2.57) and (2.58), by starting the numerical calculations
when the scale of interest is well within the horizon k  aH/cs. Our numerical
calculations show that the brane quickly becomes highly relativistic in the radial
direction bending slowly towards the angular direction even if we set the initial
velocity highly relativistic only in the angular direction. On the other hand, if
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the trajectory starts in the middle of the hill of the potential, it is bent towards
the angular direction even if the initial velocity is only in the radial direction
producing large coupling terms with ξ/aH  1. Therefore, even though we have
more conversion of the entropy perturbation to the curvature perturbation with
a larger coupling, we study those cases in which the coupling is small and see
how much conversion we have in those cases. Below, we show the numerical
results for three different trajectories with δθ = 1× 10−11, δθ = 1.5× 10−11 and
δθ = 2× 10−11 which will be described with a blue dotted line, a purple dashed
line and a black solid line respectively in figures 4.7, 4.8, 4.9 and 4.10.
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Figure 4.7: Trajectories along the minimum of the potential at θ = pi. Left: The
trajectories in the χ-θ plane. Right: The trajectories in the phase space.
In figure 4.7, three trajectories with the different initial displacements from
the minimum are shown. In the left panel, the trajectories are shown in the χ-θ
plane. As the brane goes down the throat, it approaches the minimum at θ = pi
in all the trajectories. The more the initial displacement from the minimum is,
the more the trajectory is bent. In the right panel, the trajectories are shown
in the phase space. We see that the angle θ gradually approaches pi with the
radius χ decreasing. In figure 4.8, the slow-roll parameters are shown. Because
the trajectories are close to each other, all the slow-roll parameters behave in
almost the same way. All the slow-roll parameters are much smaller than unity
until the end of inflation.
The numerical results for the coupling are shown in figure 4.9. A trajectory
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Figure 4.8: Left: The slow-roll parameter . Middle: The slow-roll parameter η.
Left: The slow-roll parameter s. All the slow-roll parameters behave in the same
way for all the trajectories with θ = 1× 10−11, 1.5× 10−11 and 2× 10−11 because
the displacements are small. The slow-roll approximation holds until the end of
inflation.
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Figure 4.9: The evolution of the coupling ξ/aH in terms of the number of e-folds
N along the minimum of the potential in the angular direction.
with a larger initial displacement has a larger coupling until the late stage of infla-
tion. The coupling becomes smaller as inflation proceeds because the trajectories
approach the minimum of the potential. Finally, we show the evolution of the
power spectrum of the curvature perturbation that has been obtained numerically
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Figure 4.10: The evolution of the power spectrum of the curvature perturbation
in terms of the number of e-folds N along the minimum of the potential in the
angular direction. The scale of interest exits the horizon around N ∼ 5 for all
the trajectories.
in figure 4.10. The values of the power spectrum of the curvature perturbation
around horizon crossing are of the same order as ∼ 2.5 × 10−6 in all the tra-
jectories. However, the final values are 2.5 × 10−4, 1 × 10−3 and 4.8 × 10−3 for
the trajectories with the initial displacements δθ = 1 × 10−11, 1.5 × 10−11 and
2× 10−11 respectively. The trajectory with δθ = 1× 10−11 has the amplitude of
the curvature perturbation that is ten times smaller than that of the trajectory
with δθ = 1 × 10−11. For the trajectory with δθ = 2 × 10−11, cos Θ defined in
equation (2.158) is given by cos2 Θ ' 5× 10−4. From figure 4.10, it is clear that
the conversion is larger if the initial displacement is larger.
4.3.3 Trajectories along the maximum
In this subsection, we investigate the cases in which trajectories start with small
deviations from the maximum of the potential in the angular direction. We set
the initial conditions to (χ, θ) =
(
9, δ˜θ
)
with δ˜θ  1. We show the numerical
results for three different trajectories with δ˜θ = 1× 10−11, δ˜θ = 1.5× 10−11 and
δ˜θ = 2× 10−11, which will be shown with a blue dotted line, a purple dashed line
and a black solid line respectively in figures 4.11, 4.12, 4.13 and 4.14.
In this case, the displacement from the maximum of the potential increases as
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Figure 4.11: Trajectories along the maximum of the potential at θ = 0. Left:
The trajectories in the χ-θ plane. Right: The trajectories in the phase space.
Figure 4.12: Left: The slow-roll parameter . Middle: The slow-roll parameter η.
Left: The slow-roll parameter s. All the slow-roll parameters behave in the same
way for all the trajectories with θ = 1× 10−11, 1.5× 10−11 and 2× 10−11 because
the displacements are small. The slow-roll approximation holds until the end of
inflation.
inflation proceeds as shown in the left panel of figure 4.11. The right panel shows
that the brane goes to the tip of the throat χ = 0 without reaching the minimum
of the potential in the angular direction at θ = pi. The slow-roll parameters are
shown in figure 4.12. Slow-roll approximation hold until the end of inflation.
The coupling exhibits interesting behaviours in figure 4.13. Unlike the cases
studied in subsection 4.3.2, the coupling increases as the number of e-folds in-
creases. In addition to that, the difference between the trajectories also increases.
This means that the coupling at the end of inflation could be large even if it is
almost negligible around horizon crossing. Figure 4.14 shows the numerical result
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Figure 4.13: The evolution of the coupling ξ/aH in terms of the number of e-folds
N along the maximum of the potential in the angular direction.
for the power spectrum of the curvature perturbation.
Even though the amplitudes of δ˜θ are the same as the amplitudes of δθ in
the subsection 4.3.2 at the initial time when the scales of interest are well within
the horizons, the coupling is larger with the trajectories along the maximum of
the potential because δ˜θ keeps growing. The values of ξ/aH at horizon crossing
are 10, 15, 22 for the trajectories with δ˜θ = 1× 10−11, 1.5× 10−11 and 2× 10−11
respectively. Therefore, we can no longer use the analytic solutions for the linear
perturbations and the curvature power spectrum takes different values around
horizon crossing with different trajectories. The values of the curvature power
spectrum around horizon crossing are obtained numerically as 200, 4 × 107 and
2 × 1011 for the trajectories with δ˜θ = 1 × 10−11, 1.5 × 10−11 and 2 × 10−11
respectively while the values of the final curvature power spectrum are ∼ 109,∼
1016 and ∼ 1024. Therefore, the values of cos2 Θ are ∼ 10−7, ∼ 10−9 and ∼ 10−15
for the trajectories with δ˜θ = 1 × 10−11, 1.5 × 10−11 and 2 × 10−11. Those are
much smaller than the values of cos2 Θ in the trajectories along the minimum
with the same amplitudes of the displacements. In general, it is safe to assume
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Figure 4.14: The evolution of the power spectrum of the curvature perturbation
in terms of the number of e-folds N along the maximum of the potential in the
angular direction. The scale of interest exits the horizon around N ∼ 7 for all
the trajectories.
that cos2 Θ keeps decreasing as the amplitude of the displacement from either the
minimum or maximum increases.
4.4 Observational constraints
As shown in chapter 3, the conversion of the entropy perturbation into the cur-
vature perturbation due to curves in the trajectory in the field space plays an
important role in suppressing f equilNL . This mechanism gives multi-field DBI infla-
tion models the possibility of satisfying the observational constraints by relaxing
the stringent microphysical constraint that disfavours single field DBI inflation
models. Here, the analytic formulae derived in subsection 3.2.2 are used to show
that the spinflation model studied in this chapter is excluded by the Planck satel-
lite observations even with the conversion mechanism of the entropy perturbation
when the the dynamics is effectively single field around horizon crossing. Finally,
we show an example where those approximations do not hold.
4.4.1 Cases with small couplings around the horizon exits
As shown in section 3.3, the microphysical constraint that disfavours the single
field DBI inflation models is possibly satisfied when the power spectrum of the
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curvature perturbation is enhanced after the horizon exit. In this section, we
consider the cases where the dynamics is effectively single field until the per-
turbations considered are stretched to super-horizon scales as in the example in
subsection 4.3.1. The enhancement is quantified by the transfer function as in
equation (2.157). Using equation (2.158), the ratio of the power spectrum of the
curvature perturbation at the end of inflation PR to the power spectrum of the
curvature perturbation around horizon crossing PR∗ is given by
cos−2 Θ =
PR
PR∗
. (4.47)
Because PR at the end of inflation needs to satisfy the constraint (1.94) by
the Planck satellite observations, we have PR ∼ 2.2 × 10−9. Because we need
cos−2 Θ  1 to make the multi-field DBI inflation model compatible with the
Planck satellite observations for the equilateral non-Gaussianity, we require
PR∗ < 10−9. (4.48)
Using the approximated analytic expression (3.53), equation (4.48) gives the lower
bound of λ as
λ >
109
4pi24
, (4.49)
with the slow-roll parameter . From equations (2.174) and (4.47), we obtain
f equilNL ≈ −
cos2 Θ
3c2s
= − 1
3c2s
PR∗
PR .
(4.50)
Using the constraint on f equilNL by the Planck satellite observations
∣∣∣f equilNL ∣∣∣ < 100,
equation (4.50) leads to
PR∗
c2s
< 6× 10−7, (4.51)
where we have used PR ∼ 2.2× 10−9. The inequality (4.51) is rewritten as
107
6pi26λ
<
(
φ
MP
)4
, (4.52)
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using equation (3.53) and the relation
cs =

2
(
φ
MP
)2
, (4.53)
which is derived from equation (3.52). From equations (4.33) and (4.38), the
canonical field in the Planck units is given by
φ (χ)
MP
=
√
T3κ
2/3
MP
1√
6
∫ χ
0
dx
K (x)
=
√
T¯3κ¯
2/3M
MP
1√
6
∫ χ
0
dx
K (x)
=
√
6pi
κ¯4/3gsM2T¯3NJ (χUV)
√
T¯3κ¯
2/3 1√
6
∫ χ
0
dx
K (x)
=
√
pi
gsM2NJ (χUV)
∫ χ
0
dx
K (x)
.
(4.54)
From equations (4.52) and (4.54), we obtain the inequality(√
pi
gsM2NJ (χUV)
∫ χ
0
dx
K (x)
)4
>
107
6pi26λ
, (4.55)
which leads to
pi2
N2J (χUV)
2
[
27
64pi3λ
(
ln
r (χ)3
κ2
+ ln
4
√
2
3
√
3
− 1
4
)]2(∫ χ
0
dx
K (x)
)4
>
107
6pi26λ
.
(4.56)
from equation (4.39). Simplifying equation (4.56), we obtain the upper bound of
λ as
λ <
3
2pi2
(
27
32
)2
10−76
(
ln r(χ)
3
κ2
+ ln 4
√
2
3
√
3
− 1
4
)2
J (χUV)
2
(∫ χ
0
dx
K (x)
)4
. (4.57)
Because we have both the lower bound (4.49) and the upper bound (4.57) of λ,
the lower bound must be smaller than the upper bound
109
4pi24
<
3
2pi2
(
27
32
)2
10−76
(
ln r(χ)
3
κ2
+ ln 4
√
2
3
√
3
− 1
4
)2
J (χUV)
2
(∫ χ
0
dx
K (x)
)4
, (4.58)
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which is rewritten as
F (χ, χUV) < 4.27× 10−1610, (4.59)
with
F (χ, χUV) ≡ J (χUV)
2[
ln
(
1√
6
∫ χ
0
dx
K(x)
)3
+ ln 4
√
2
3
√
3
− 1
4
]2 (∫ χ
0
dx
K(x)
)4 , (4.60)
where we have used equation (4.18). If the condition (4.59) is not satisfied, λ
cannot take any value that is larger than the lower bound (4.49) and smaller
than the upper bound (4.57) at the same time. Because the function F (χ) is
dependent only on χ and χUV , this is a general condition that is independent of
all other parameters. Numerically, we obtain
L (χN) ≡ ln
(
1√
6
∫ χN
0
dx
K (x)
)3
+ ln
4
√
2
3
√
3
− 1
4
= 0, (4.61)
where χN = 1.9966. As χ increases from χN , L (χ) increases monotonically
because we have
d
dχ
(∫ χ
0
dx
K (x)
)
=
1
K (x)
> 0. (4.62)
Because we consider the case χ  1, we study the behaviour of F (χ, χUV) only
in the region χ > 2 below. Therefore, the denominator of F (χ, χUV) in equation
(4.60) is a monotonically increasing function with χ. This means that χ = χUV
minimises F (χ, χUV) and the condition (4.59) is rewritten as
F (χUV, χUV) < 4.27× 10−1610 < 4.27× 10−16, (4.63)
where we used  < 1 during inflation. Choosing χ = χUV means considering the
perturbation that exits the horizon when the brane is at χ = χUV. As shown in
the left panel of figure 4.15, F (χ, χUV) keeps decreasing exponentially. The plot
is for χUV = 20 and F (χUV, χUV) ≈ 0.0134 in this case. This does not satisfy the
condition (4.63).
Let us show the behaviour of F (χUV, χUV) with respect to χUV below. For
large χ, we obtain
K (χ) ≈ 21/3 exp
(
−1
3
χ
)
, (4.64)
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Figure 4.15: Left: The semi-log plot of F (χ, χUV) with respect to χ for χUV = 20.
It keeps decreasing exponentially. Right: The plot of F (χUV, χUV) with respect
to χUV. It takes a constant value asymptotically.
which leads to ∫ χ
0
dx
K (x)
≈ 3
21/3
exp
(
1
3
χ
)
. (4.65)
Using equation (4.65), we obtain
ln
(
1√
6
∫ χ
0
dx
K (x)
)3
+ ln
4
√
2
3
√
3
− 1
4
≈ χ. (4.66)
The function I (χ) in equation (4.20) is approximated as
I (χ) ≈ 3
41/3
χ exp
(
−4
3
χ
)
, (4.67)
for large χ. For sufficiently large χUV, we obtain
J (χUV) =
∫ χUV
0
dχI (χ) sinh2 χ
≈
∫ χUV
χt
dχI (χ) sinh2 χ
≈ 3
2
211/3
χUV exp
(
2
3
χUV
)
,
(4.68)
using equation (4.67) where 1 χt  χUV. From equations (4.60), (4.65), (4.66)
and (4.68), we obtain
F (χUV, χUV) ≈ 1
26
≈ 0.0156, (4.69)
for large χUV. In the right panel of figure 4.15, we see that F (χUV, χUV) actually
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approaches 0.0156. It also shows that F (χUV, χUV) does not become smaller than
0.01 in the region 2 < χUV before it becomes constant. Therefore, we conclude
that the necessary condition (4.63) is not satisfied regardless of the value of χUV.
Because the condition (4.63) is independent of any other parameter, this model is
excluded by the observations in the regime where we can use those approximated
formulae. Note that this strong constraint comes from the fact that the sound
speed and the amplitude of the curvature perturbation is controlled essentially
by one factor that consists of the model parameters gsM
2 as in equations (4.39)
and (4.54). Due to this relation, it is not possible to satisfy (4.48) and (4.51)
simultaneously.
4.4.2 Cases with large couplings around the horizon exits
In the previous subsection 4.4.1, we have shown that the spinflation model is
excluded by the observations when the coupling is small and the dynamics is
effectively single field around horizon crossing. We assumed the effective single
field dynamics around horizon crossing because all the formulae derived in section
2.5 have been derived with this assumption. We can use all the formulae in
section 2.5 to estimate the amount of conversion of the entropy perturbation
into the curvature perturbation only if the coupling is sufficiently small around
horizon crossing. If the coupling is large around horizon crossing as ξ/aH > 1,
the adiabatic perturbation is coupled to the entropy perturbation around horizon
crossing and the power spectrum of the curvature perturbation around horizon
crossing can no longer be estimated with equation (2.59). The expression for
f equilNL (2.174) is also not valid in such cases because we used the expression for
the curvature power spectrum which is valid only with a small coupling around
horizon crossing in deriving this expression. Because the analytic formulae in
subsection 4.3.1 are derived assuming the single field dynamics, the conclusion in
subsection 4.4.1 is no longer valid in cases with large couplings around horizon
crossing. However, out numerical calculations show that it is difficult to maintain
the almost scale-invariant curvature power spectrum which is compatible with the
observations when the coupling is large around horizon crossing.
If the coupling between adiabatic and entropy modes cannot be neglected
at horizon crossing, we cannot use the result for non-Gaussianity obtained in 2.5
where we assumed that the conversion happens on super-horizon scales. A similar
situation arises in a quasi-single field inflation proposed in [77]. They studied a
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model where there is one slow-roll direction while all other isocurvature fields
have masses at least of the order of H. In this case, it was shown that large
bispectra with shapes between the local and equilateral shapes arise. To study
such cases in our model, we need to perform the full calculations with the in-in
formalism to obtain the non-Gausianity parameters.
Chapter 5
Hybrid inflation model
As we saw in chapter 4, the DBI inflation model with the simplest two-field poten-
tial derived in string theory is excluded by the observations in the regime where
we have the effective single field dynamics around horizon crossing. However,
potentials derived in string theory are generally more complicated. The poten-
tial for the angular directions for a D3 brane in the deformed warped conifold
was calculated in [78] and the impact of angular motion on DBI inflation has
been studied in [68, 71]. It was shown that the angular directions can become
unstable in a particular embedding of D7 brane in the warped conifold and the
angular instability connects different extreme trajectories [67]. These potentials
are calculated assuming that the backreaction of the moving brane is negligible
and strictly speaking, it cannot be applied to DBI inflation directly. However,
it is natural to consider that a similar transition due to the angular instability
happens also in DBI inflation. The potential derived in [67] has a similar feature
to the potential in hybrid inflation models. In this chapter, we analyse a two-
field DBI model with a potential which has such a feature. Using this multi-field
potential, we will explicitly study predictions for observables such as the spectral
index, tensor to scalar ratio and non-Gaussainities. Finally, we show that we can
avoid the stringent constraint that rules out the single field UV DBI inflation
models as explained in section 3.3. However, it is difficult to obtain a small value
of f localNL that is compatible with the Planck satellite observations with our specific
choice of the potential.
123
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5.1 The model
In this section, we first introduce a single field model with a constant sound speed
which is used for the radial part of the two-field model studied in this chapter.
Then, the two-field model is introduced and we analyse the model in order to
derive the effective forms of the potential before and after the waterfall phase
transition .
5.1.1 DBI inflation with a constant sound speed
The equation of motion for the single field DBI model is given by equation (3.27).
In [79], it was shown that when V (φ) and f(φ) are given by
V (φ) = V0φ
−q, (5.1)
f(φ) = f0φ
q+2, (5.2)
with constants V0, f0 and q, equation (3.27) has a late time attractor inflationary
solution with a constant sound speed that is given by
cs =
√
3
16f0V0 + 3
. (5.3)
Throughout this chapter, as a concrete example, we consider the case with q = 4.
This attractor solution is potential dominated, which means that the potential
term is much larger than the kinetic term along the attractor solution. The slow-
roll parameters defined in equation (2.34) are much smaller than unity for the
attractor solution because s vanishes because of the constant sound speed and 
and η are much smaller than unity because it is a potential dominated attractor
solution.
5.1.2 Two-field model
In DBI inflation, the scalar fields describe the position of a brane in the bulk. The
explicit form of the multi-field potential depends on the details of the geometry
of the warped conifold and various effects from the stabilisation of moduli fields.
In [67], a potential is derived assuming a specific embedding called the Ouyang
embedding. As shown in figure 5.1, the potential is similar to a potential in hybrid
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inflation models in which a field becomes either massive or tachyonic depending
on the values of other fields.
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Figure 5.1: The potential as a function of the radial coordinate φ and a particular
choice of angular coordinate ξ1 derived in [67]. φµ corresponds to the maximal
value for φ in the warped throat. The potential is periodic along the direction ξ1
with the period pi. Along the line ξ1 = 0, the ξ1 field is massive when φ/φµ > 0.25
and tachyonic when φ/φµ < 0.1. The figure is taken from [67]
In this potential shown in figure 5.1, the inflaton rolls down along the radial
direction first. Eventually, it arrives at the transition point where the entropy field
becomes tachyonic. Then the inflaton rolls down to the true vacuum along the
entropy direction and moves down in the radial direction along the true vacuum.
In this chapter, we investigate a two-field potential which captures the essential
feature of the potential derived in string theory as described above. We assume
the radial field has the form of the potential with a constant sound speed as
discussed in subsection 5.1.1 to simplify the calculation. If we define the field φ
as a radial direction and define the field χ as an angular direction in the warped
throat, the two-field potential is given by
V (φ, χ) =
1
2
λ(χ2 − χ20)2 + g
(
χ
φ
)2
+
V0
φ4
. (5.4)
Let us assume that the inflaton starts rolling down in the radial direction φ with
a small deviation from χ = 0. Then, in the early stage when χ 1, the potential
is effectively a single field potential for φ;
V (φ, χ) ∼ 1
2
λχ40 +
V0
φ4
. (5.5)
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Figure 5.2: The potential given by equation (5.4). In order to show the feature
of the potential clearly, we plot log V (φ, χ). The parameters are chosen as λ =
3.75× 10−6, χ0 = 0.004, V0 = 5× 10−12 and g = 3× 10−9. For small φ there is a
minimum at χ = 0 but for large φ true vacua appear and the field rolls down to
the true vacuum causing the waterfall phase transition.
At this stage, if we assume
1
2
λχ40 
V0
φ4
, (5.6)
the effective potential becomes
Veff,1 ∼ V0
φ4
. (5.7)
Because this is in the same form as the potential (5.1), there is a late-time
attractor solution with a constant sound speed given by equation (5.3). As the
inflaton rolls down in the radial direction, a waterfall phase transition occurs as
shown in figure 5.2 where the inflaton rolls down to the true minimum of the
potential (5.4). This can be seen more clearly by rewriting the potential (5.4) as
V (φ, χ) =
1
2
λ
[
χ2 −
(
χ20 −
g
λφ2
)]2
+ V0
(
1− g
2
2λV0
)
1
φ4
+ g
(
χ0
φ
)2
. (5.8)
In this form, χ appears only in the first term. We can clearly see that χ = 0 is the
minimum in the χ direction when φ2 < g/(λχ20), while χ
2 = χ20−g/(λφ2) becomes
the minimum in the χ direction when φ2 > g/(λχ20). Therefore, φ
2 = g/(λχ20)
is the critical transition value for φ. The effective potential in the true vacuum
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with χ2 = χ20 − g/(λφ2) is given by
V (φ, χ) ∼ V0
(
1− g
2
2λV0
)
1
φ4
+ g
(
χ0
φ
)2
. (5.9)
Thus if we assume
g (χ0/φ)
2
V0 (1− g2/2λV0) 1/φ4 =
gχ20
V0
φ2
1− g2/2λV0  1, (5.10)
the effective potential in the true vacuum becomes
Veff,2 ∼ V0
(
1− g
2
2λV0
)
1
φ4
. (5.11)
Again, this is in the form ∼ φ−4 and we have a late-time attractor with a constant
sound speed
cs =
√
3
16f0V˜0 + 3
, (5.12)
where
V˜0 = V0
(
1− g
2
2λV0
)
. (5.13)
5.2 Background dynamics
We first introduce the equations of motion with the phase space variables that
was introduced in subsection 4.1.1. Then, we show our numerical results for the
background quantities including the slow-roll parameters.
5.2.1 Background equations
In this model, the field space metric is given by the simple diagonal form (4.1)
where
Aφ = 1, Aχ = φ
2. (5.14)
with the Kronecker delta δIJ . With this field space metric, X becomes
X = −1
2
GIJ∂µφ
I∂µφJ =
1
2
(
φ˙2 + φ2χ˙2
)
, (5.15)
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in the homogeneous background. The Friedmann equation (3.21) in this model
is given by
3H2 =
1
f(φ)
(
1
cs
− 1
)
+ V (φI). (5.16)
The equations of motion for the fields (3.14) are given by
φ¨+ 3Hφ˙− c˙s
cs
φ˙− φχ˙2 + csV,φ − (1− cs)
2
2
f,φ
f 2
= 0, (5.17)
and
φ2
(
χ¨+ 3Hχ˙− c˙s
cs
χ˙
)
+ 2φφ˙χ˙+ csV,χ = 0. (5.18)
The potential V is given by equation (5.4) while the warp factor f is given by
equation (5.2) with q = 4 as
f(φ) = f0φ
6. (5.19)
Substituting equations (5.14) and (5.19) into the equations (4.14) and (4.15), we
obtain
x˙φ =
(
1− x2φ
) [− x2χ√
f0φ4
− 3Hxφ +
√
f0φ
3csV,φ +
6√
f0φ4
(
−1 + cs +
x2χ
2
)]
− xφxχ
[ −2√
f0φ4
xφxχ − 3Hxχ +
√
f0φ
2csV,χ
]
,
(5.20)
x˙φ =
(
1− x2χ
) [ −2√
f0φ4
xφxχ − 3Hxχ +
√
f0φ
2csV,χ
]
− xφxχ
[
− x
2
χ√
f0φ4
− 3Hxφ +
√
f0φ
3csV,φ +
6√
f0φ4
(
−1 + cs +
x2χ
2
)]
,
(5.21)
where the subscripts ,φ and ,χ denote the derivatives with respect to φ and χ and
the phase space variables are defined as
xφ = −
√
f0φ
3φ˙, xχ = −
√
f0φ
4χ˙, (5.22)
from equation (4.3). In our numerical code, equations (5.20) and (5.21) are solved
instead of equations (5.17) and (5.18) for the numerical efficiency.
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5.2.2 Numerical results
As we saw above, the background dynamics is determined by solving equations
(5.20) and (5.21). We choose the parameters as follows; λ = 3.75 × 10−6, χ0 =
0.004, V0 = 5×10−12 and g = 3×10−9. The warp factor is given by equation (5.2)
with f0 = 1.2 × 1015. These parameters are chosen so that all the observables
satisfy the constraints obtained by the WMAP observations [81].
Figure 5.3: Left: The dynamics of the χ field. In the early stage (10 . N . 15),
the inflaton rolls down the potential almost in the φ direction with χ ∼ 0. The
transition occurs during 20 . N . 55. After N ∼ 55, the inflaton rolls along
the true vacuum. Right: The sound speed. The sound speed is almost constant
because it changes very slowly even during the transition.
Firstly, the left panel of Fig. 5.3 shows the dynamics of the inflaton in the χ
direction. Before the transition happens, the potential has its minimum at χ = 0
in the χ direction. Therefore, regardless of the initial conditions, the inflaton
rolls down the potential and the value of χ approaches 0 unless the transition
occurs while χ is still large. We use the e-folding number N = ln a as time. We
normalise the e-folding number so that the transition finishes after N = 60. In
this example, χ is sufficiently small at N = 10 and we have an effective single
field dynamics until around N ∼ 15. As we expected, the inflaton rolls down
to the true vacuum in the transition, which occurs during 20 . N . 55. After
the transition ends, it rolls down along the true vacuum. Notice that the true
vacuum is not along a constant χ line but the value of χ along the true vacuum
χtrue is a function of φ;
χtrue =
√
χ20 −
g
λφ2
, (5.23)
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which can be obtained from equation (5.8). However, as we see in the right
panel of Fig. 5.3, the trajectory along the true vacuum curves slowly so that
the coupling between the adiabatic mode and the entropic mode can be ignored.
Using the value of the Hubble parameter H ∼ 2.8 × 10−8MP that is obtained
with our choice of parameters, we can roughly estimate how many e-folds we
need after the sound horizon exit of the mode that is responsible for large scale
CMB anisotropies, assuming instant reheating [7]. In our model, it is around 60
e-folds. We can see that the transition ends within 60 e-folds after the sound
horizon exit if we consider modes that exit the sound horizon in the effective
single field regime (10 < N < 15). We assume inflation ends after the transition
by some mechanisms such as an annihilation of a D brane with an anti-D brane.
The right panel of Fig. 5.3 shows the sound speed. Before the transition, the
sound speed slowly changes. This is because the condition (5.6) is not fully sat-
isfied. On the other hand, after the transition, we can clearly see that the sound
speed is almost constant. The sound speed changes the most during the transi-
tion and the slow-roll parameter s takes the largest value during the transition.
However, the largest value of s is still around −7 × 10−4. As shown in Fig. 5.4,
all the slow-roll parameters are always much smaller than unity even during the
transition. Therefore, the slow-roll approximation always holds in this model and
the sound speed is almost constant even during the transition.
Figure 5.4: Left: The slow-roll parameter . It is always smaller than 1 × 10−3
even during the transition. Middle: The slow-roll parameter η. Its absolute value
is always smaller than 2× 10−3. Right: The slow-roll parameter s. |s| takes the
largest value −7× 10−4 during the transition. However, its absolute value is still
much smaller than one.
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5.3 Prediction of the observables
In this section, we show the numerical results from solving the equations of motion
for the linear perturbations of the scalar fields (2.51) and (2.52). We also explain
how we set the initial conditions for those equations of motion. Then, we show
the numerical results for the observables including the curvature perturbation
power spectrum, spectral index for the curvature perturbation and tensor-to-
scalar ratio. We use the δN-formalism to obtain the numerical predictions of the
non-Gaussianity parameters.
5.3.1 Initial conditions
The initial conditions for equations (2.51) and (2.52) are given by equations (2.57)
and (2.58) if the coupling ξ/aH and the slow-roll parameters are much smaller
than unity when µ2s/H
2 is negligible for the entropy mode as introduced in section
2.1.2. The slow-roll parameters are much smaller than unity as shown in figure
5.4. We show the numerical results for the coupling and the mass of the entropy
perturbation to see that we can use those initial conditions in figure 5.5.
Figure 5.5: Left: The coupling ξ/aH. Before and after the transition the cou-
pling is small but it becomes large during the transition converting the entropy
perturbation into the curvature perturbation. Middle: The mass of the entropy
perturbation divided by the Hubble parameter squared. Its absolute value is
much smaller than unity around sound horizon exit at N ∼ 10. Right: The
quantity Mc that shows how the mass of the entropy perturbation changes. It is
also smaller than unity around sound horizon exit.
We investigate a mode which exits the sound horizon at N ∼ 10 where we
have an effective single field dynamics. As shown in figure 5.5, the coupling ξ/aH
is much smaller than unity around the sound horizon exit. Also, we can see that
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|µ2s/H2| is also much smaller than unity around the sound horizon exit at N ∼ 10.
The mass also changes very slowly. If we define
Mc ≡ µ˙s
µsH
, (5.24)
which quantifies how rapidly the mass of the entropy perturbation changes, we
can see in Fig. 5.5 that Mc is smaller than unity for at least 5 e-folds after the
sound horizon exit. Therefore, we can set the initial conditions for equations
(2.51) and (2.52) by the solutions (2.57) and (2.58). Note that we set the initial
conditions at N ∼ 7 when the mode which we consider is still well within the
sound horizon.
5.3.2 Numerical results
We treat vσ and vs as two independent stochastic variables for the modes well
inside the sound horizon as in [80]. This means that we perform two numerical
computations to obtain PR. In one computation corresponding to the Bunch
Davis vacuum state for vσ, vs is set to zero to obtain the solutionR1 with equation
(2.59). In another computation corresponding to the Bunch Davies vacuum state
for vs, vσ is set to zero to obtain the solution R2. Then, the curvature power
spectrum can be expressed as a sum of two solutions;
PR = k
3
2pi2
(|R1|2 + |R2|2) . (5.25)
This procedure is applied to all the numerical computations in this paper. Equa-
tion (5.25) holds as long as the perturbations are stochastic random variables
initially.
Figure 5.6 shows the numerical results for the power spectrum of the curvature
perturbation. As we can see from the small value of , the Hubble parameter H
changes very slowly. It changes only by a few percent between N ∼ 10 and
N ∼ 70. Substituting H ∼ 2.8 × 10−8, cs ∼ 6.2 × 10−3 and  = 6.4 × 10−4 into
equation (2.59), we obtain the value of the curvature power spectrum after the
sound horizon exit as
PR∗ =
H2
8pi2cs
∣∣∣∣
∗
∼ 2.5× 10−12. (5.26)
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Figure 5.6: Left: The power spectrum of the curvature perturbation becomes
constant a few e-folds after sound horizon exit which is around N ∼ 10 because
of the effective single field phase [75, 76]. Right: We can see that the power
spectrum of the curvature perturbation is enhanced during the transition. Then,
it becomes constant again after the transition. Note that both of these figures
describe the contribution from the real part of vσk. The contribution from the
imaginary part shows the same behaviour. Therefore, it is sufficient to show only
these figures in order to know its behaviour because the power spectrum of the
curvature perturbation is just a sum of those two contributions.
This should coincide with the result of the numerical solution. In the left panel of
Fig. 5.6, it is shown that PR becomes almost constant soon after sound horizon
exit and it is given by PR ∼ 2.5×10−12. It does not change significantly until N ∼
15 because the dynamics is effectively single field [75, 76]. When the trajectory
in the field space curves, the curvature perturbation is sourced by the entropy
perturbation and it is enhanced. We can actually see that the power spectrum
of the curvature perturbation is enhanced by a factor of ∼ 9 × 102 during the
transition in the right panel of figure 5.6. After the transition, it takes a constant
value PR ∼ 2.3 × 10−9, which is compatible with the constraint (1.94) by the
CMB observation with the Planck satellite.
Because we can express the final curvature power spectrum as equation (2.159),
the enhancement is quantified by the function cos2 Θ. In this model, we have
cos2 Θ ∼ 1.1× 10−3. Therefore, the curvature perturbation originating from the
entropy perturbation dominates the final curvature perturbation. From equation
(2.161) combined with the numerical values of the background quantities, we see
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that the spectral index is indeed determined by the mass of the entropy mode as
ns ∼ 2µ
2
s
3H2
∣∣∣∣
∗
+ 1 ∼ 0.972. (5.27)
This is compatible with the Planck satellite observations with the 95 % CL region
[14] even though it is not compatible with the 68 % CL region (1.95). The tensor
to scalar ratio is obtained by substituting  ∼ 6.4 × 10−4, cs ∼ 6.2 × 10−3 and
cos2 Θ ∼ 1.1× 10−3 into equation (2.160) as
r = 16cs|∗ cos2 Θ ' 7.0× 10−8. (5.28)
This is compatible with the Planck satellite observations (1.95) as well as the
upper bound (3.84) from the string theoretical analysis.
5.3.3 Non-Gaussianity parameters
In order to obtain the numerical values of the non-Gaussianity parameters, we
use the δN-formalism introduced in section 2.3. Let us first compute the power
spectrum of the curvature perturbation at t = t2 after the transition by the δN -
formalism. We take t1 in equation (2.136) to be well before the transition when
the curvature power spectrum is constant after sound horizon exit. In this case,
as shown in Fig. 5.7, the transition occurs at different φI if we perturb the initial
field values in the entropic direction. Because taking perturbations in the initial
field values changes the trajectory, unlike single field cases, we need to be careful
about the definition of the final slice. We define φI as the field values along the
unperturbed trajectory which correspond to the solid line in figure 5.7 while we
define pφI as the field values along the perturbed trajectory which correspond to
the dotted line in figure 5.7. Then, as introduced in section 2.3, δN is given by
δN =
∫ pt2
pt1
H˜d pt−
∫ t2
t1
Hdt, (5.29)
where the superscript on the left side p denotes the quantities with the perturbed
initial conditions. For example, if we perturb the initial field values to the entropic
direction, the perturbed initial field values pφ(pt1) correspond to the position in
the field space as
pφI(pt1) = φ
I(t1) + Q˜se˜
I
s, (5.30)
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with e˜Is given in equation (B.13). Note that
pt2 in equation (5.29) is the time
when pφI takes the same value as φI(t2) well after the transition. Because both
trajectories merge into the attractor solution in the true vacuum after the tran-
sition as shown in figure 5.7, we take the final uniform density slice so that both
unperturbed and perturbed trajectories have the same field values φf and χf on
the final slice. Because we can determine all the phase space variables if we know
the values of the fields in the slow-roll case, we have the same φ, φ˙, χ and χ˙
on the final slices which results in the same H (i.e. uniform density) from equa-
tion (5.16). By using the definition of δN in equation (5.29), we can numerically
compute the quantity
N,s˜ =
N
(
φI(t1) + Q˜se˜
I
s
)
−N
(
φI(t1)− Q˜se˜Is
)
2Q˜s
, (5.31)
where we make Q˜s sufficiently small so that the value of N,s˜ does not depend
on the value of Q˜s. Because the contribution from N,σ˜ in equation (2.137) is
negligible in our model, we obtain
PR = Pζ ' N2,s˜PQ˜s|t=ti , (5.32)
where PQ˜s is given by equation (2.60). Note that the amplitude of the curvature
perturbation on the uniform density hypersurface coincides with the amplitude of
the comoving curvature perturbation on super-horizon scales [10]. The numerical
result shows that the δN-formalism successfully predicts the value of the final
curvature perturbation PR ∼ 2.3× 10−9 within a few percent error in this model
as shown in the appendix B.
In this model, the equilateral non-Gaussianity is obtained numerically using
equation (2.174) as
f equilNL ∼ −9.5, (5.33)
with cs ∼ 6.2 × 10−3 and cos2 Θ ∼ 1.1 × 10−3. In subsection 3.2.3, it is shown
that the value of f equilNL cannot be small enough to be compatible with the Planck
satellite observations in single field cases, if the value of the tensor-to-scalar ratio
r is smaller than the string theoretical upper bound (3.84) because of the small
sound speed. However, this multi-field model satisfies the string theoretical con-
straint (3.84) as shown in equation (5.28) with a small value of f equilNL as equation
(5.33) satisfies the Planck satellite constraint (1.96).
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Figure 5.7: Left: Two trajectories in the field space obtained by perturbing the
initial value of the entropy field. The solid line describes the unperturbed trajec-
tory while the dotted line describes the perturbed trajectory. Right: The transi-
tion occurs at different values of φ. The solid line is the unperturbed trajectory
while the dotted line is the perturbed trajectory.
Finally, let us show the numerical result of f localNL using equation (2.179). Nu-
merically, we can compute the second derivative of N with respect to φ˜s as
N,s˜s˜ =
N
(
φI(t1) + Q˜se˜
I
s
)
− 2N (φI(t1))+N (φI(ti)− Q˜se˜Is)
Q˜2s
, (5.34)
The result of our numerical computation shows that we have
f localNL =
5
6
N,s˜s˜
N2,s˜
∼ 40.1, (5.35)
in our model (see appendix B for the details of the numerical computations).
Note that f localNL becomes constant after the transition. This value is excluded
with the Planck satellite observations (1.97) even though it was compatible with
the WMAP observation [81]
− 10 < f localNL < 74, at 95% C.L. (5.36)
which was the strongest constraint when our result was published in Phys. Rev.
D. [82]. We can see that the statistical properties of the CMB become powerful
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tools to exclude inflationary models thanks to the development of the CMB ob-
servations. Even though the values of all the observables, except for f localNL , can be
made compatible with the Planck satellite observations, we have not succeeded
to find a parameter set with which the values of all the observables including
f localNL are consistent with the Planck constraints despite the extensive search of
parameters. Of course, this does not imply that multi-field DBI inflation models
are excluded as our model uses a very specific form of the potential. However,
this means that generally it is very hard to find an example of multi field DBI
models that satisfy all the observational constraints obtained by Planck satellite
observations.
Chapter 6
Conclusions and Discussions
Inflation in the early stage of the Universe is believed to be the most promis-
ing model to solve the problems of the standard Big Bang scenario, namely the
horizon problem, the flatness problem and the relic problem. Inflation is also
successful in generating the fluctuations in the CMB temperature anisotropies
naturally as a result of the quantum fluctuations of the inflaton, the scalar field
that drives inflation. However, the origin of the inflaton is still unknown. In the
DBI inflation models motivated by string theory, the extra dimensional coordi-
nates play the roles of the scalar fields that drive inflation. Therefore, we can
identify the geometrical origin of the inflaton in DBI inflation models.
The CMB observations place strong constraints on inflation models. Among
the CMB observables that quantify the statistical properties of the CMB temper-
ature anisotropies, the non-Gaussianities have recently been studied extensively
in the literature because the values of the non-Gaussianity parameters includ-
ing f equilNL and f
local
NL were measured to great precision with the Planck satellite.
Non-Gaussianities combined with other observables including the curvature per-
turbation power spectrum, tensor-to-scalar ratio and the spectral index for the
scalar perturbation place strong constraints with which many inflation models
are excluded.
DBI inflation is the most plausible model that generates large equilateral non-
Gaussianity. However, single field UV DBI models in string theory are strongly
disfavoured by the current observations of the spectral index and equilateral non-
Gaussianity. It has been shown that these constraints are significantly relaxed in
multi-field models if there is a large conversion of the entropy perturbations into
the curvature perturbation.
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In chapter 4, we studied the DBI inflation model with the simplest two-field
potential derived in string theory [71]. When we consider the cases where we
have the effective single field dynamics around horizon crossing, the model is
approximated with a simple model studied in [58]. After the horizon exit, the
power spectrum of the curvature perturbation is significantly enhanced if the tra-
jectory of the brane in the field space is bent sharply. Because all the analytic
expressions derived in section 2.5 are valid with the effective single field dynamics
around horizon crossing, we can predict the value of the non-Gaussianity param-
eters. It has been shown that the model is excluded with the constraints on
the power spectrum of the curvature perturbation and f equilNL regardless of the
model parameters when we take into account the constraint on the volume of the
internal space [73].
We need further analysis if the coupling between the adiabatic and entropy
perturbations is not negligible around horizon crossing. In such cases, we need
to calculate the non-Gaussianity performing the full calculations with the in-in
formalism. In [77], they have done similar calculations in quasi-single field infla-
tion where the coupling is not negligible around horizon crossing. They obtained
large bispectra whose shape is between the equilateral and local shapes. It would
be interesting to apply their method to study the shape of non-Gaussianity in
the case with the large coupling to know whether the stringent microphysical
constraint can be avoided.
In chapter 4, we study the simplest potential that takes into account the
leading order correction to the potential. The shape of the potential can be more
complicated depending on the embbeding of branes in the internal space. For
example, in [67], they obtained a potential where a waterfall phase transition
connects two different radial trajectories (see figure 5.1). In chapter 5, for the
first time, we quantified the effect of the angular dynamics on observables using
a toy model representing this type of the potential. We demonstrated that all
the Planck observational constraints can be satisfied, except for the constraint
on f localNL , while obeying the bound on the tensor to scalar ratio imposed in string
theory models. In general, the large conversion creates large local type non-
Gaussianity. In our model, this is indeed the case and we expect that large
equilateral non-Gaussianity is generally accompanied by large local type non-
Gaussainity in multi-field DBI models. When our result [82] was published, all
the WMAP observational constraints [81] were satisfied with the parameter set
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introduced in chapter 5. However, we have not succeeded to make the value
of f localNL compatible with the Planck satellite observations despite the extensive
parameter search.
There are a number of extensions of our study in chapter 5 where we consider
a toy two-field model. It would be important to study directly the potentials
obtained in string theory taking into account higher order corrections to confirm
our results; although it is a challenge to compute the potential when the sound
speed is small. The curve in the trajectory in field space, which is essential to
evade the strong constraints in string theory and responsible for large local non-
Gaussianity, can be caused not only by the potential but also by non-trivial sound
speeds [83, 84]. This happens in a model with more than one throat for example
where there appear multiple different sound speeds. It would be interesting to
compare the two cases to see if one can distinguish between them observationally.
Finally, it has been shown that the multi-field effects enhance the equilateral type
trispectrum for a given f equilNL [85, 86] and its shape has been studied in detail
[87, 88]. Moreover, it was shown that there appears a particular momentum
dependent component whose amplitude is given by f localNL f
equil
NL [89]. Thus the
trispectrum will provide further tests of multi-field DBI inflation models.
In this thesis we investigated whether it is possible to realise DBI inflation
models that satisfy all the observational constraints while satisfying the micro-
physical constraint in string theory. We found it rather difficult to find such an
example and generally it requires specific forms of potentials and fine-tuned ini-
tial conditions. DBI inflation model could leave distinct signatures in the CMB
temperature anisotropies once realised because DBI inflation models provide the
most plausible mechanism that generates the equilateral type non-Gaussianity.
It is important to study further the realisation of this model in string theory.
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Appendix A
“in-in” formalism
In this appendix, let us review the in-in formalism which will be used to calculate
the bispectra of the curvature perturbation following the derivation of [90]. Let
us consider a general Hamiltonian system with canonical variables φa (x, t) and
conjugates pia (x, t) which satisfy the commutation relations
[φa (x, t) , pib (y, t)] = iδabδ
(3) (x− y) ,
[φa (x, t) , φb (y, t)] = [pia (x, t) , pib (y, t)] = 0,
(A.1)
where a is an index labelling fields and their spin components, δ(3) is the Kro-
necker delta and [X, Y ] ≡ XY −Y X is the anti-commutator in this section. The
equations of motion are
φ˙a (x, t) = i [H (φ (t) , pia (t)) , φa (x, t)] ,
p˙ia (x, t) = i [H (φ (t) , pia (t)) , pia (x, t)] ,
(A.2)
where Hamiltonian H is a functional of the variables φa (x, t) and conjugates
pia (x, t) at fixed time t. We expand φa (x, t) and pia (x, t) around the background
FRW parts, which are time-dependent c-number solutions φ¯a (t) and p¯ia (t), as
φa (x, t) = φ¯a (t) + δφa (x, t) , pia (x, t) = p¯ia (t) + δpia (x, t) . (A.3)
When we expand the Hamiltonian in powers of the perturbations δφa (x, t) and
δpia (x, t) at some time t, let us define the sum of the all terms of second and
higher order in the perturbations as H˜ (δφ (t) , δpi (t) ; t). Then, using the fact that
both the background parts and the perturbation parts of the φa (x, t) and pia (x, t)
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satisfy equations (A.1) and (A.2), after some simple calculations, we can separate
the equations of motion for the background parts and for the perturbation parts
which are given by
δφ˙a (x, t) = i
[
H˜ (δφ (t) , δpi (t) ; t) , δφa (x, t)
]
,
δp˙ia (x, t) = i
[
H˜ (δφ (t) , δpi (t) ; t) , δpia (x, t)
]
.
(A.4)
Note that the Hamiltonian only depends on time although it contains the pertur-
bations δφa (x, t) and δpia (x, t), which are dependent on the space coordinates,
because those space coordinates are integrated when we obtain the Hamiltonian
from the Hamiltonian density.
Let us introduce unitary transformations
δφa (t) = U
−1 (t, t0) δφa (t0)U (t, t0) ,
δpia (t) = U
−1 (t, t0) δpia (t0)U (t, t0) ,
(A.5)
where U (t, t0) is a time evolution operator. Then, by substituting equation (A.5)
into equation (A.4), we can see
d
dt
U (t, t0) = −i H˜ (δφ (t0) , δpia (t0) ; t)U (t, t0) ,
d
dt
U−1 (t, t0) = i U−1 (t, t0) H˜ (δφ (t0) , δpia (t0) ; t) ,
(A.6)
and the initial conditions
U (t0, t0) = U
−1 (t0, t0) = 1. (A.7)
Note that we used the relation
H˜ (δφ (t) , δpi (t) ; t) = U−1 (t, t0) H˜ (δφ (t0) , δpi (t0) ; t)U (t, t0) , (A.8)
and that equations (A.6) satisfy the relation U˙U−1+UU˙−1 = 0 which is derived by
differentiating the equation UU−1 = 1. To calculate the time evolution operator
U , let us decompose H˜ into H0, which is quadratic in the perturbations, and an
interaction term HI , which is higher order in the perturbations, as
H˜ (δφ (t) , δpi (t) ; t) = H0 (δφ (t) , δpi (t) ; t) +HI (δφ (t) , δpi (t) ; t) , (A.9)
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and seek to calculate U as a power series in HI . Now, we introduce the “inter-
action picture”. Let us define the fluctuation operators δφIa (t) and δpi
I
a (t) whose
time dependence is generated by H0 as
δφ˙Ia (x, t) = i
[
H0 (δφ (t) , δpi (t) ; t) , δφ
I
a (x, t)
]
,
δp˙iIa (x, t) = i
[
H0 (δφ (t) , δpi (t) ; t) , δpi
I
a (x, t)
]
,
(A.10)
and the initial conditions
δφIa (t0) = δφa (t0) , δpi
I
a (t0) = δpia (t0) . (A.11)
Because H0 is quadratic, the fluctuation operators in the interaction picture are
free fields which satisfy the linear wave equations. We can define unitary trans-
formations as
δφIa (t) = U
−1
0 (t, t0) δφa (t0)U0 (t, t0) ,
δpiIa (t) = U
−1
0 (t, t0) δpia (t0)U0 (t, t0) ,
(A.12)
where U0 (t, t0) is a time evolution operator in the interaction picture, using the
initial conditions (A.11). By substituting equations (A.12) into equations (A.10),
we obtain
d
dt
U0 (t, t0) = −iH0 (δφ (t0) , δpi (t0) ; t)U0 (t, t0) ,
d
dt
U−10 (t, t0) = i U
−1
0 (t, t0)H0 (δφ (t0) , δpi (t0) ; t) ,
(A.13)
and the initial condition
U0 (t0, t0) = U
−1
0 (t0, t0) = 1. (A.14)
Note that we used the relation
H0
(
δφI (t) , δpiI (t) ; t
)
= U−10 (t, t0) H˜ (δφ (t0) , δpia (t0) ; t)U0 (t, t0) . (A.15)
Then, from equations (A.6), (A.9) and (A.13), we have
d
dt
{
U−10 (t, t0)U (t, t0)
}
= −i U−10 (t, t0)HI (δφ (t0) , δpia (t0) ; t)U (t, t0)
= −iHI (t)U−10 (t, t0)U (t, t0) ,
(A.16)
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where we define the interaction Hamiltonian in the interaction picture as
HI (t) ≡ U−10 (t, t0)HI (δφ (t0) , δpia (t0) ; t)U0 (t, t0)
= HI
(
δφI (t) , δpiI (t) ; t
)
.
(A.17)
If we define a function F (t, t0) as
U (t, t0) = U0 (t, t0)F (t, t0) , (A.18)
equation (A.16) is rewritten as
d
dt
F (t, t0) = −iHI (t)F (t, t0) , F (t0, t0) = 1, (A.19)
which can be rewritten as
F (t, t0) = 1− i
∫ t
t0
HI (t1)F (t1, t0) dt1. (A.20)
By eliminating F (t, t0) from the right hand side of equation (A.20) by iterative
calculations, we can obtain
F (t, t0) = 1 + (−i)
∫ t
t0
HI (t1) dt1 + (−i)2
∫ t
t0
∫ t1
t0
HI (t1)HI (t2) dt2dt1 + ...
= T exp
(
−i
∫ t
t0
HI (t1) dt1
)
,
(A.21)
where T indicates that the products of HIs in the power series expansion of the
exponential are time-ordered. This means that they are written from left to right
in decreasing order of the time arguments. With the solution (A.21), if we define
Q (t) to be any δφ (x, t), δpi (x, t), or any product of the δφ (x, t)s and/or δpi (x, t)s
all at the same time t but in general with different space coordinates, and QI (t)
is the same product of δφI (x, t) and/or δpiI (x, t), it is clear that we have the
following relation
Q (t) = F−1 (t, t0)QI (t)F (t, t0)
=
{
T¯ exp
(
i
∫ t
t0
HI (t1) dt1
)}
QI (t)
{
T exp
(
−i
∫ t
t0
HI (t1) dt1
)}
.
(A.22)
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Here T¯ denotes anti-time-ordering which means that the power series expansion
of the exponential is written from left to right in increasing order of the time
arguments. From equation (A.22), the expectation values of some product Q (t)
of field operators all at the same time t are given by
〈Q (t)〉 =
〈{
T¯ exp
(
i
∫ t
t0
HI (t1) dt1
)}
QI (t)
{
T exp
(
−i
∫ t
t0
HI (t1) dt1
)}〉
.
(A.23)
Equation (A.23) can also be written in the form
〈Q (t)〉 =
∞∑
N=0
iN
∫ t
t0
dtN
∫ tN
t0
dtN−1 · · ·
∫ t3
t0
dt2
∫ t2
t0
dt1
× 〈[HI (t1) , [HI (t2) , [HI (t3) , · · · [HI (tN) , QI (t)]...]]]〉 , (A.24)
with the N = 0 term understood to be < QI (t) > where you can take t0 = −∞
in cosmology. You can see that equation (A.23) is equivalent to equation (A.24)
for arbitrary t to order N as follows. It is obvious that this is true for the zeroth
(N = 0 in equation (A.24)) and first order (N = 1 in equation (A.24)) in HI . If
we assume that equation (A.23) is equivalent to equation (A.24) up to order N−1
in HI , by differentiating these equations, we easily see that the time derivatives
of the right hand sides are equal up to order N.
Appendix B
Numerical method
We introduce the details of the numerical calculations in chapter 5 here. First, the
derivation of the components of the basis vectors is introduced. Then, using those
bases, we explain how the value of the curvature perturbation power spectrum is
obtained numerically with the δN formalism.
Let us first summarise how the adiabatic and entropic bases are defined here.
We consider the linear perturbations of the scalar fields defined in equation (2.7).
We decompose the perturbations into the instantaneous adiabatic and entropy
perturbations; the adiabatic direction corresponds to the direction of the back-
ground field’s evolution while the entropy directions are orthogonal to the adia-
batic direction as introduced in section 2.1.1. For this purpose, we use orthogonal
bases e˜In (n = 1, 2...N) in field space. The orthonormal condition in general multi-
field inflation is given by
P,XIJ e˜
I
ne˜
J
m = δnm, (B.1)
so that the gradient term P,XIJ∂iQ
I∂iQJ is diagonalised when we use these bases.
Here we assume that P,XIJ is invertible and it can be used as a metric in the field
space. The adiabatic vector is
e˜I1 =
φ˙I√
P,XJK φ˙J φ˙K
, (B.2)
which satisfies the normalization given by equation (B.1). The field perturbations
are decomposed in those bases as
QI = Q˜ne˜
I
n. (B.3)
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For multi-field DBI inflation, using the relation
P,XIJ φ˙
I φ˙J = csGIJ φ˙
I φ˙J +
1− c2s
2Xcs
GIKGJLφ˙
I φ˙K φ˙J φ˙L =
2X
cs
, (B.4)
we can show that the adiabatic vector is given by
e˜I1 =
√
cs
2X
φ˙I , (B.5)
which is the adiabatic vector introduced in equation (2.44). This implies that
GIJ e˜
I
1e˜
J
1 = cs, (B.6)
P,XIJ = csGIJ +
1− c2s
c2s
GIKGJLe˜
K
1 e˜
L
1 . (B.7)
Substituting equation (B.7) into equation (B.1), with m = 1, we obtain
GIJ e˜
I
1e˜
J
n = csδn1. (B.8)
Substituting equations (B.7) and (B.8) into equation (B.1), we obtain
GIJ e˜
I
ne˜
J
m =
1
cs
δmn − 1− c
2
s
cs
δm1δn1. (B.9)
For two-field models with GIJ
(
φK
)
= AI
(
φK
)
δIJ where Aφ = 1 and Aχ = φ
2,
from equation (B.5), the adiabatic vector is obtained as
(
e˜φσ, e˜
χ
σ
)
=
√cs φ˙√
φ˙2 + φ2χ˙2
,
√
cs
χ˙√
φ˙2 + φ2χ˙2
 . (B.10)
From the orthogonal condition (B.9), the entropy vector e˜Is satisfies
GIJ e˜
I
σe˜
J
s = e˜
φ
σe˜
φ
s + φ
2e˜χσe
χ
s = 0, (B.11)
GIJ e˜
I
s e˜
J
s =
(
e˜φs
)2
+ φ2 (e˜χs )
2 =
1
cs
, (B.12)
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which leads to
(
e˜φs , e˜
χ
s
)
=
 1√
cs
φχ˙√
φ˙2 + φ2χ˙2
,
1√
cs
−φ˙
φ
√
φ˙2 + φ2χ˙2
 . (B.13)
Below, we explain how the δN-formalism is used in the numerical computa-
tions using the components of the basis vectors derived above. In single field
cases, we just need to perturb the initial conditions along the trajectory. In the
numerical computations, it is easy to compute φ (t1 + δt) in single field cases be-
cause the trajectory with the perturbed initial conditions is the same as the one
with the original initial conditions.
However, in two-field cases, the trajectory with the initial conditions per-
turbed in the entropic direction is different from the one with the original initial
conditions as shown in figure 5.7. Although the perturbed initial values of the
fields are defined in equation (5.30), once we set the value of Q˜s, we also need
to know how to perturb the values of the time derivatives of the fields. This is
because we need to set the values of all the phase space variables in order to
solve the second order differential equations numerically. From equation (5.30),
we obtain
˙pφ
I
(pt1) = φ˙
I(t1) +
˙˜Qse˜
I
s + Q˜s ˙˜e
I
s. (B.14)
From equation (B.13), the derivatives of the components of the entropy basis
vector are obtained as
˙˜eφs = e˜
φ
s
(
−f,φφ˙
2f
− sH
2
− σ¨
σ˙
+
q˙(t)
q(t)
)
, (B.15)
and
˙˜eχs = e˜
χ
s
(
−f,φφ˙
2f
− sH
2
− σ¨
σ˙
− φ˙
φ
+
p˙(t)
p(t)
)
, (B.16)
where σ˙ is defined in equation (2.56), s is the slow-roll parameter and σ¨ = dσ˙/dt.
Here new variables p(t) and q(t) are defined as
p(t) ≡ −
√
fφ˙, q(t) ≡ −
√
fφχ˙, (B.17)
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so that the sound speed is expressed as
cs =
√
1− p(t)2 − q(t)2. (B.18)
Given that we obtain the numerical values of ˙˜eφs and ˙˜e
χ
s using equations (B.15)
and (B.16), we now know how to perturb all the phase space variables (φ, φ˙, χ,
χ˙) from equation (B.14) if we know the value of ˙˜Qs. Because we set the value of
Q˜s, we can determine the value of
˙˜Qs if there is a relation between Q˜s and
˙˜Qs.
Actually, before the transition, it is possible to obtain the analytic solution for
vs and hence the solution for Q˜s from equation (2.48). As mentioned in section
2.1.1, the approximations z′′/z ' 2/τ 2 and α′′/α ' 2/τ 2 hold because the slow-
roll approximation holds and the coupling ξ is negligible before the transition.
Therefore, equation (2.52) is approximated as
v′′s +
(
c2sk
2 − 2/τ 2 + a2µ2s
)
vs ' 0, (B.19)
which can be rewritten as
d2v˜s
dτ˜ 2
+
1
τ˜
dv˜s
dτ˜
+
(
1− 9/4− µ
2
s/H
2
τ˜ 2
)
v˜s ' 0, (B.20)
where
v˜s ≡ vs√−τ , τ˜ ≡ −cskτ. (B.21)
Note that we regard cs as a constant because the slow-roll parameter s is much
smaller than unity as we showed in figure 5.4. Then, if we approximate µs to
be a constant, we have the analytic solution for equation (B.20) because it is
the Bessel differential equation. By choosing the Bunch-Davies vacuum initial
condition, we obtain
vs =
√
pi
2
ei(νs+1/2)pi/2 (−τ)1/2H(1)νs (−cskτ) , (B.22)
where
νs =
√
9/4− µ2s/H2, (B.23)
and H
(1)
νs is the Hankel function of the first kind. In the super-horizon limit
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−cskτ << 1, using the asymptotic form of the Hankel function
H(1)νs (−cskτ) ∼ −i
Γ(νs)
pi
(
2
−cskτ
)νs
, (B.24)
we have
vs =
−i√pi
2
ei(νs+1/2)pi/2 (−τ)1/2 Γ(νs)
pi
(
2
−cskτ
)νs
, (B.25)
and
Q˜s =
−i√picsH
2
ei(νs+1/2)pi/2 (−τ)3/2 Γ(νs)
pi
(
2
−cskτ
)νs
, (B.26)
where we used the relation τ ∼ −1/aH during slow-roll inflation. From equation
(B.26), we obtain the first derivative of Q˜s in terms of Q˜s as
˙˜Qs =
[
s (1− νs)− + νs − 3
2
]
HQ˜s. (B.27)
Let us show the details of the numerical results for obtaining the value of the
curvature perturbation power spectrum using the δN formalism. As shown in
figure 5.3, the transition begins around N ∼ 20. We take the initial hypersurface
around N ∼ 12 where we can evaluate PQ˜σ with equation (2.60) because the
trajectory is still effectively a single field one after sound horizon crossing. On
the initial hypersurface, we set the values of all the phase space variables as
φ(t1) ' 7.09, φ˙(t1) ' 8.11 × 10−11, χ(t1) ' 5.06 × 10−5, χ˙(t1) ' 3.42 × 10−14. If
we set δχ = 10−7, we obtain
δφ =
eφs (t1)
eχs (t1)
δχ = −2.12× 10−9, (B.28)
given that δφ = Q˜se˜
φ
s and δχ = Q˜se˜
χ
s from equation (5.30), where e
φ
s (t1) and
eχs (t1) are obtained numerically. Then, we also have
Q˜s =
10−7
e˜χs (t1)
= −5.59× 10−8. (B.29)
Using equation (B.27), we obtain Q˙s ' −4.29 × 10−17. Actually, we can also
obtain the first derivative numerically
˙˜Qs =
(
v˙s
vs
+H (s− 1)
)
Qs ' −3.07× 10−17, (B.30)
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from equation (2.48) using the numerical values of v˙s and vs. We can see that
the values of ˙˜Qs obtained in both ways are the same with around 40 percent
error. This error comes from the fact that the solution (B.27) is exact only if
µs is perfectly constant and the slow-roll parameters are zero. Using equations
(B.14), (B.29), (B.30) and the numerical values of eIs and e˙
I
s obtained by using
equations (B.13), (B.15) and (B.16), we obtain the first derivatives of the fields
as
δφ˙ ≡ ˙pφ (pt1)− φ˙ (t1) ' −1.47× 10−17, (B.31)
and
δχ˙ ≡ ˙pχ(t˜1)− χ˙(t1) ' 5.35× 10−17. (B.32)
Using δχ = 10−7 and equations (B.28), (B.31) and (B.32), we can now perturb
the initial conditions. Using these initial condition, the first derivative of N with
respect to φ˜s is obtained using equations (5.29) and (5.31) as
N,s˜ ' 7.82× 102. (B.33)
Then, from equation (5.32), the power spectrum of the curvature perturbation is
given by
PR = Pζ ' N2,s˜PQ˜s|t=t1 ' 2.29× 10−9, (B.34)
where we used the numerical result for the power spectrum of the entropy per-
turbation
PQ˜s|t=t1 =
k3
2pi2
c2s|vsk|2
a2
' 3.74× 10−15. (B.35)
This coincides with the value PR ∼ 2.3 × 10−9 with less than one percent error,
which is obtained directly by solving the equations of motion for the linear per-
turbations numerically. This confirms the validity of the δN formalism in this
model. In a similar way, we perturb N and obtain the second order derivative us-
ing equation (5.34). It is then possible to compute the local type non-Gaussianity.
