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Успех уравнительных вычислений прежде всего зависит от правильногс 
определения числа условий и правильного их составления. Если опреде­
ление числа условий не вызывает затруднений благодаря наличию соот­
ветствующих формул, то правильное составление их зависит в основном 
от опыта вычислителя.
Ошибки при составлении условий могут быть самыми разнообразны- • 
ми. В числе других ошибок включение следствий в уравнительные вы* 
числения занимает особое место, так как является ошибкой принципи­
ального характера.
В данной работе рассматривается, каким образом и на какой стадии 
вычислений могут быть обнаружены следствия, ошибочно включенные в 
число условий. В маркшейдерской и геодезической литературе на этот 
счет конкретных указаний нет, кроме предостережений о недопустимости 
включения следствий в уравнительные вычисления. Так, по этому вопро­
су в курсе высшей геодезии проф. Ф. Н. Красовского и В. В. Данилова 
(изд. 1939 г.) мы читаем: „В каждой сети можно составить условия фигур 
или условия боковые в числе, значительно превышающем определяемое 
соответственной формулой... Это обстоятельство иногда ведет к ошибоч­
ному введению в число условий таких, которые являются следствиями уже 
введенных условий . . . введение таких условий, зависимых от осталь­
ных, равносильно устранению из уравнения сети такого же числа неза­
висимых условий“.
В курсе „Маркшейдерское искусство“ (спец. часть, изд. 1932 г.) проф. 
И. М. Бахурин говорит: „Нередко бывают случаи, что вычислитель . . . 
при составлении условных уравнений ошибочно не получает их незави­
симыми, благодаря чему составляет уравнение лишнее и пропускает не­
обходимое. Благодаря этому, конечно, весь вычислительный труд по урав­
ниванию фигуры, иногда долгий и упорный, пропадает даром“.
Более точные указания по этому вопросу даны в „Практической геоде­
зии“ В. В. Витковского (изд. 1898 г.), где говорится: „ . . . введение же
лишнего (имеется в виду следствие) приводит к поправкам вида — у
т. е. к неопределенности, и тогда вся вычислительная работа пропадает 
даром*.
Прежде чем приступить к изложению данного вопроса, необходимо за- 
метить, что приведенные выше высказывания по этому поводу не являют­
ся исчерпывающими, по крайней мере — с практической точки зрения.
Признаки зависимости кри совместном решении 
нормальных уравнении *)
Так как следствия являются функцией условий, то включение их в 
уравнительную обработку приводит к решению системы зависимых урав­
нений. В теории детерминантов доказывается, что при решении такой 
системы неизвестные получаются в неопределенном виде.
Проанализируем следующую систему уравнений
CZ1 E x - f  (X2 E2 +  а3 Ez + ..................... +Cin En “I-  W1 ”  0, .
b\ E 1 +  Ь2 E2 +  Ьг E3 + ........................-|- Ь,і En -J- со2 = 0 , (1)
С\ E 1 +  сг E2 +  Cz Ez + .........................+  сп En -j-œ3 —О,
которой соответствуют нормальные уравнения
\аа] E1 -J- [ab] E2 - f  [ас] E3-f- W1 =  0,
[ab] E1 -f- [bb] Ег - f  [be] Ez + ^ 2 =  0, (2)
[uc\ k i —j— E2 —j— [cc] E^  —j— OJ3 — 0*
Вели третье уравнение системы (1) является следствием первых двух, то 
коэфициенты и свободный член этого уравнения могут быть выражены 
через коэфициенты и свободные члены первых двух уравнений следую­
щим образом2}:
d  Z=Cxai +  $ b t ,
OJ3 — aojj -j- ßoj2, (3)
соответственно этому будем иметь
[ас] — а [аа\ -f- ß [ab], [be] — а [ab] - f  ß [bb],
[er] = а  [ac] +  ß [6c]. (4)
Решим систему нормальных уравнений (2), пользуясь принятым в урав­
нительной практике способом подстановки..
После исключения E1 будем иметь
[bb. 1] E2 +  [be. 1] E3 4* W3 Л = 0
[be. I ] E2 +  [cc. I ] E9 +  OJ3 Л ~  0. (5 )
После исключения E2 получим
[cc.2] A  f w 3.2 =  0 (6)
Учитывая (4), преобразуем коэфициенты и свободные члены уравнений 
(5) и (6)
[6с.1] =  [6с] -  =  л[аЬ] Jr  т ]  _ _ И  I в [аа] [аЬ] j
или
[ЬсЛ] =  $[ЬЬЛ\
}) Так как любое из зависимых уравнений является следствием других уравнений, то в 
данной работе под следствием будем понимать последнее по счету зависимое уравнение
2) „Руководство по геодезии“ В. Иордан, изд. 1939 г. ѣ
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А н а л о г и ч н о  н а й д е м
[CO. 1] =  р  [ЬЬ. 1], 
[сс.2] =  р  [bb. 1]
Ш.,,2 =  ß (®;ï-1)
CO3 . !  =  ß(ü)2 . I),
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П о д с т а в л я я  п р е о б р а з о в а н н о е  з н а ч е н и е  к о э ф и ц и е н т о в  и с в о б о д н ы х  ч л е ­
н о в  в (5 )  и (6), п о л у ч и м
о т к у д а
[bb. 1 ] k2- р ß [bb. 1] ft3 4 ~ Cu2.1 —.0, 
?[ЬЬЛ] ft2 - fß 2 [b b . l ]k 3 +  $ (V2A )  =  O9 
0 k$ 4 ” 0 = 0 ,
0ко Г.
0
(5)
(6')
(7)
И з  а н а л и з а  д а н н о г о  п р и м е р а  в ы т е к а е т ,  ч т о  к о э ф и ц и е н т ы  и с в о б о д ­
ный ч л ен  н о р м а л ь н о г о  у р а в н е н и я ,  с о о т в е т с т в у ю щ е г о  у р а в н е н и ю - с л е д с т в и ю ,  
о б р а щ а ю т с я  в н у л и  п о с л е  и с к л ю ч е н и я  к о р р е л а т  у р а в н е н и й ,  ф у н к ц и е й  к о ­
т о р ы х  я в л я е т с я  д а н н о е  с л е д с т в и е .
В  р а с с м о т р е н н о м  п р и м е р е  мы  
п о л а г а л и ,  ч то  с л е д с т в и е м  я в л я л о с ь  
т р е т ь е ,  т. е .  п о с л е д н е е  у р а в н е н и е  
с и с т е м ы  (1).  О д н а к о  т а к о е  п о л о ж е ­
н и е  с л е д с т в и я  с р е д и  д р у г и х  у р а в ­
н е н и й  н е  я в л я е т с я  о б я з а т е л ь н ы м ,  
е с л и  к р о м е  з а в и с и м ы х  у р а в н е н и й  
и м е ю т с я  е щ е  и н е з а в и с и м ы е .
П у с т ь  д л я  п о л н о г о  г е о д е з и ч е ­
с к о г о  ч е т ы р е у г о л ь н и к а  (ф и г .  1) 
с о с т а в л е н о  п я т ь  у р а в н е н и й  п о п р а ­
в о к ,  с р е д и  к о т о р ы х  о д н о  я в л я е т с я  
л и ш н и м ,  т. е .  с л е д с т в и е м
Ei +  E9 + E 3+ E i +
E3 + E i + E s + E 6 +
+ 0),
+■
— о
і =  0
L 5 Eq —J— Ef -f-  Е§ -J- (о3 =  О
E1 + E 2+  H-  E1 -j- Ls +  0L =  О
Ot1 E1 — а2Е2 +  от, E3 — E4 +  Ot6 Er0 — CLqE0 +  Ct7L17 —  а8 L s L -  ©5 =  
яі с о о т в е т с т в у ю щ и е  им н о р м а л ь н ы е  у р а в н е н и я
4&1 4 - 2ft, 4 “ 4” f^t4 +  [cia] ft5 4 - (O1 ~  O,
2kx 4 ~  4ft3 4"  2ft3 4 “ Oft4 “b* [^a]^5 4 ~  0L “
Oki 4 “ 2ft, 4™ 4ft3 4™ 2ft4 4 -  [^aI 4™ 0L —  O»
2kx 4 ~  Oft2 4 “ 2ft3 4"  4ft4 4 - [ d a ]  ft5 4 ™ 0L =  O,
[ a a ]  ftj 4* [fta] fc3 4"  [c<x\  +  [ d * ]  K  -f- [<*«] fts 4~ 00B =
(8)
O)
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В уравнении (9) через а, Ь, с, d  обозначены коэфициенты первых че­
тырех уравнений поправок (8), которые, как видно, соответственно рав­
ны единице или нулю, а следовательно,
[аа] =  а, —  а2 - f -  а:, —  а4
«j +  «s -  а«
а 6 +  «7 —  a S
[Ьа]
[Ca]
CCo
Ctr,
0 0 }
[da] +  а-
Решим нормальные уравнения (9), как и в предыдущем примере, ме­
тодом подстановки.
Исключив A1 из системы (9) путем определения его из первого урав­
нения, получим
— — —--— A2 
■2 ‘
[аа]
k§
2 2 “ 2 
Sk2 +  2кг —  k. +  [ba. 1] k$ +  ш2 . 1  =  О 
2k2 %  4k, / -  2k{ +  [ca,\] kb - j-  сол. I —  О 
—  k2 +  2kz - f  3k4 +  [da. I] A5+  0V I =  O 
[ba Л] k2 +  [CaA] k, +  [da. I] A1 +  [act. I] A5 -j- w5.1 
П о с л е  и с к л ю ч е н и я  A.> н а й д е м
(И)
(12)
0.
—  А-
k. I /е, [А«.1] о>2.1
3
-  к
3 3
са. 2 ! k -, -F со.,
(із>
da Л
3  3
[са .2 ]  k , +  [da. 2] к {+  [аа. 2 ]  A5 
П о с л е  и с к л ю ч е н и я  A0  б у д е м  и м е т ь
А.-, +  tuI +  —  Ш2 (14)
а) - . 2  =  0
А.. Ai — - .[с*.2] A.-,
О
3 . 1  1
 YlO ш2—   0jI
8  4- 8
-- - j /с i - J d а . 3] к - CO4 — о.. —[— W2 — CO1 
[rfa. 3] A1 -f- [сазе. 3] k:> +  CO5.3 =  0;
(15)
(16)
коэфициент при A4 из первого уравнения системы (16) равен нулю, сво­
бодный член этого уравнения, на основании (8), также рарен нулю, сле­
довательно, равен нулю и коэфициент при A5. Последнее можно было бы 
доказать путем развертывания символа [da.3]. Развертывая [^а.З], придем 
к выражению
[da. 3 ]  =  [act] +  [ba] -  [ca] —  [da], 
которое на основании (10) равно нулю.
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(8')
Подставляя истинные значения найденных величин в систему (16), по­
лучим
Oft1 +  Oft5 +  0 =  О
Oki f- [аа. 3] ft s -i- W5.3 =  0. (17)
То обстоятельство, что коэфициенты и свободный член первого уравне­
ния (17) равны нулю, показывает, что четвертое уравнение поправок (8) 
является следствием первых трех уравнений.
Исключая третье уравнение поправок-следствие из (8) и все связанное . 
с ним из остальных уравнений, получим выражения, отвечающие полно­
му геодезическому четыреугольнику, а именно:
E- 4- E9 -J- h 3 -I- E4 -}- w i —т 0
E 6 4  E 1 - E 5 f • E,. j- -г — 0
E5 г E6l г E1 -j- Ea -j- W3 =  0 
O1 Е, — «2 E2 I Ot3 E3 - O i E l j- «5 Er, - f- «6 E 6 -ь «7 E 1 — Os Ea Q <о5 =  О 
4ft) 4 2ft2-!-О ft3 4  [aa] ft5-9 W1 =  О 
2fti f  4ftо 4- 2ft, f  [Aa] ft, +  to, =  0 (9 )
0 ft, |- 2ft,2 I 4ft;, 4- [ca] ft-, +  o):! =  0 
[aa] ft] 9 [bo] ftо 4  [fa] ft, 4 [aa] ft5 -9 <u, — 0
( i r ,
2 ‘ 2 2 
3ft2 -I 2ft,,r- [bo . I] ft,Vw2. T =  0
2ft( 9 4ft.,-f [ra. I] ft.-j-w.-,. I =  0 (12')
[bo. I] ft,-9[га. I] ft.r f[aa. I] ft,-f-to,. 1 =  0
ft. =  — U k 4- U l U k ,  (13)
3 3
-S- k Q [ c o .2 ] k Q  (0 , . 2  =  0  
3
[ca.2] i [aa.2] k y j  to-„2 =  0 (14')
(15')
" 8 8
[aa. 3] ftr.-fw, . 3 = 0  (16')
Таким образом, если следствие составлено сверх необходимого 
числа условий, то его участие в обработке не отражается на результа­
те и не влечет за собой каких-либо перевычислений. В том же случае, когда 
следствие включено в обработку взамен какого-либо условия, то после об­
наружения и исключения его необходимо составить пропущенное усло­
вие и произвести перевычисление в решении нормальных уравнений толь­
ко в отношении этого уравнения и величин, связанных с ним, оставив 
без изменений все остальное.
Признаки зависимости при двухгрупповом способе 
уравнивания
„ Рассмотренные выше примеры относятся к совместному решению всех 
уравнений, на практике же часто применяется двухгрупповое уравнивание. 
Выясним, на какой стадии вычислений обнаруживаются следствия в этом 
случае.
При уравнивании двухгрупповым способом возможны следующие три 
случая распределения зависимых уравнений по группам:
1. Все зависимые уравнения отнесены к одной группе (первой или 
второй).
2. Одна часть зависимых уравнений отнесена к одной группе, другая 
ко второй. Следствие в этом случае всегда будет во второй группе.
3. Во вторую группу отнесено только одно зависимое уравнение- 
следствие.
» В первом и втором случаях следствие обнаруживается при решении 
нормальных уравнений первой или второй группы так, как это было вы­
яснено выше. В  последнем случае следствие обнаруживается при преоб­
разовании коэфициентов и свободных членов уравнений поправок второй 
группы, которые для уравнения следствия обращаются в нули.
Для подтверждения последнего вывода возьмем геодезический четы- 
реугольник (фиг. 1), составив для него следующие уравнения:
E1-I-E2-L - E b - E c +-O1= O
--,FUr E i - E 1- E s+ (O2 =  O
L i+ E 2 +  Ес+ Е 4 +  Е~0+ Е сГ- Е-і+Е^+оі., =  О (18)
E 1+ E 2+ E c- + E i+  ~Ь 0L — О
Здесь четвертое уравнение является следствием первых трех. Отнеся 
первые три уравнения в первую группу, получим следующие выражения 
для системы нормальных уравнений и самих коррелат:
4 ki +  W1 =O
4 =  O
8/?,~! о.. =  O
ki =  —
ш,
, CU.,
D  =  — (20)
k-x G)-,
8
Вспомогательные корреляты в этом случае будут равны
1
_    і _
Р- 2 
1
Рз =  -  - J -
ІЗО
Преобразованные значения коэфициентов и свободного члена уравне­
ния второй группы найдем из выражений
A v = A 2 =  I - L p 1 т  p. . ;  A 2 =  A 1 =  1 - г р о + Р . Л  Ar, =  A cj=  —  P i  -т- о я ; A 1 =  A k =
—  —  - р . ,  р . .
W 1 “  OJi +  [J, W1-J-P2 0)3 -J- р , OJ ,.
Подставляя значения р,- из (21) и учитывая на основании (18), что
1 , 1  , 1
CO, —  - - - - -  CO, +  — CO2 +  ш:і>
•'.Тіолучим
A 1= A j  =  A ri= A i =  Ari =  A 6 =  A 1 =  A 6 =  O; W i =  0 .
Выводы
L Необходимо помнить, что успех уравнительных вычислений преж­
д е  всего зависит от правильного определения числа условий и правиль­
ного их составления, так как только в этом случае затраты труда и вре­
мени на решение задачи будут минимальными.
2. В рассмотренных выше примерах мы имели только по одному урав­
нению-следствию, однако выводы, вытекающие из этих примеров, оста­
е т с я  справедливыми при включении в обработку любого числа следствий.
3. При совместном решении нормальных уравнений следствие обнару­
живается в процессе решения этих уравнений. Признаком наличия след­
ствия в этом случае служит то обстоятельство, что коэфициенты и сво­
бодный член нормального уравнения, соответствующего следствию, обра­
щаются в нули (практически эти величины будут лишь близкими к нулю) 
после исключения коррелат уравнений, функцией которых является дан­
ное следствие.
4. При двухгрупповом способе уравнивания возможны следующие три 
случая распределения уравнений поправок по группам:
а) все зависимые уравнения поправок отнесены к одной группе (пер­
вой или второй);
б) одна часть зависимых уравнений отнесена к первой группе, другая 
н о  второй группе; в этом случае следствие всегда попадает во вторую 
группу;
в) во вторую группу отнесено только одно зависимое уравнение по- 
лравок-следствие.
В первом и во втором случае зависимое уравнение-следствие обнару­
живается в процессе преобразования уравнений второй группы ; преоб­
разованные значения коэфициентов и свободного члена зависимого урав­
нения-следствия равны нулю.
5. Если уравнение следствие составлено сверх необходимого числа ус­
ловий, то его участие в обработке не отражается на результате и не 
влечет за собой каких-либо перевычислений. В том же случае, когда следст­
вие включено в обработку взамен какого-либо условия, после обнаруже­
ния и исключения его необходимо написать пропущенное условие и про­
извести перевычисления, связанные только с этим уравнением, оставив 
без изменения все остальное.
6. Если при составлении условий возникает затруднение в определении 
независимости какого-либо уравнения, то такое уравнение необходимо 
включить в обработку, в процессе которой вопрос о его независимости 
будет решен автоматически.
7. Так как при решении нормальных уравнений обнаруживается вся 
группа зависимых уравнений, то исключено из обработки может быть 
любое из этих уравнений, а не только последнее. Это обстоятельство 
следует иметь в виду при наличии синусных зависимых уравнений.
