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We show that the Wang-Landau algorithm can be formulated as a stochastic gradient descent
algorithm minimizing a smooth and convex objective function, of which the gradient is estimated
using Markov Chain Monte Carlo iterations. The optimization formulation provides a new per-
spective for improving the efficiency of the Wang-Landau algorithm using optimization tools. We
propose one possible improvement, based on the momentum method and the adaptive learning rate
idea, and demonstrate it on a two-dimensional Ising model and a two-dimensional ten-state Potts
model.
I. INTRODUCTION
The Wang-Landau algorithm (WL) [1] has been proven
useful in solving a wide range of computational problems
in statistical physics [2–6] and statistics [7–9]. It directly
targets the density of states (the number of all possi-
ble configurations for an energy level of a system), thus
allows us to calculate thermodynamic quantities over an
arbitrary range of temperature within a single simulation
based on density estimates.
Many efforts have been made to understand the dy-
namics of the WL algorithm, along with numerous pro-
posed improvements. We highlight three notable contri-
butions. (1) Proper scaling of the modification factor.
Belardinelli and Pereyra [10] proposed that instead of
reducing the modification factor exponentially, the log
modification factor should be scaled down at the rate of
1/t in order to avoid the saturation in the error. (2) Par-
allelization. Wang and Landau [1] suggested that multi-
ple random walkers working simultaneously on the same
density of states can accelerate the convergence of the
WL algorithm. (3) Separating two consecutive WL up-
dates. Zhou and Bhatt [11] empirically demonstrated
that minimizing the correlation between adjacent itera-
tions can reduce the systematic error.
In this letter, we consider the WL algorithm from an
optimization perspective and formulate it as a first-order
method. We derive the corresponding smooth and con-
vex objective function, of which the gradient involves the
unknown density of states. Wang and Landau [1] used
a Metropolis step with a random flipping proposal func-
tion to estimate the gradient. In general, any suitable
Markov chain Monte Carlo (MCMC) strategies can be
employed for this purpose. Therefore, the WL algorithm
is essentially a stochastic gradient descent (SGD) algo-
rithm. Under the optimization framework, the conver-
gence of the WL algorithm is guaranteed by a generic
principle.
The optimization framework also provides a new di-
rection for improving the WL algorithm. We here ex-
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plore one possible improvement: combining the momen-
tum method [12] and the adaptive learning rate idea to
accelerate the transient phase [13] of the WL algorithm
before the fine local convergence regime. The effective-
ness of the acceleration method is demonstrated on a
two-dimensional Ising model and a two-dimensional ten-
state Potts model, in which the learning in the transient
phase is considerably demanding.
The rest of the letter is organized as follows. Section II
discusses the WL algorithm and its optimization formu-
lation. In Section III, we introduce and demonstrate pos-
sible accelerations of the WL algorithm using two bench-
mark examples. Finally, concluding remarks are given in
Section IV.
II. AN OPTIMIZATION FORMULATION
Suppose there are N energy levels {E1, · · · , EN} of the
underlying physical model in total with normalized den-
sity g(Ei) for i ∈ [1 : N ]. After initializing g0(Ei) simply
as 1/N , the WL algorithm iterates between the following
two steps. (1) Propose a transition and accept it with
probability min{1, gt(Ei)/gt(Ej)}, where Ei and Ej re-
fer to the energy levels before and after this transition,
respectively. We note that this is essentially a Metropolis
step, and the corresponding stationary distribution is
pt(x) ∝
N∑
i=1
1
gt(Ei)
1 (E(x) = Ei) , (1)
where x and E(x) denote a microscopic configuration and
its energy, respectively. (2) Update the density of states.
If the proposed transition is accepted, multiply gt(Ej) by
a modification factor ft > 1, i.e., gt+1(Ej)← gt(Ej) ∗ ft.
Otherwise update gt(Ei) in the same way. There is a
rich literature on adapting the modification factor ft on-
line, such as the flat/minimum histogram criterion used
in the original WL algorithm and the 1/t WL algorithm,
along with different reduction rules of ft [14, 15]. It has
been shown that a proper scaling rule of the modifica-
tion factor ft can significantly improve the efficiency of
the WL algorithm [10, 16]. We note that the acceleration
idea considered in this letter is not motivated from this
perspective.
2In the following, we will work on the logarithmic scale
of the density of states. Let u
(t)
i = log(gt(Ei)) for i ∈ [1 :
N ], and denote u = (u1, · · · , uN). Let ηt = ft− 1 be the
learning rate. A key observation is that the WL update
of the density can be approximated as follows:
log (gt+1(Ei)) = log (gt(Ei)) + log (1 + ηt1 (E(xt) = Ei))
≈ log (gt(Ei)) + ηt1 (E(xt) = Ei)
≈ log (gt(Ei)) + ηtP (E(xt) = Ei) ,
(2)
where P is taken with respect to the distribution pt de-
fined in Equation (1). The above derivation uses three
approximations: (a) log(1 + x) ≈ x when x > 0 is small;
(b) xt is a sample from pt; (c) the indicator function is a
crude approximation to its expectation.
Now we consider an optimization problem of finding
min
u∈RN f(u), where the objective function is given as
below:
f(u) = log
(
N∑
n=1
g(En) exp(−un)
)
+
1
N
N∑
n=1
un. (3)
It is not difficult to see that (a) it is a convex optimization
problem, because the objective function f(u) is a sum-
mation of two convex functions: a log-sum-exp function
and a linear function; (b) it has a unique solution up to an
additive constant, i.e., for any c ∈ R, u⋆i = log(g(Ei))+c,
for i ∈ [1 : N ] is a valid solution; (c) the gradient of the
objective function is simply
∂f
∂ui
= − g(Ei) exp (−ui)∑N
n=1 g(En) exp (−un)
+
1
N
. (4)
Note that this quantity is not directly computable in
practice as it involves the unknown density of states.
However, one can think of approximating the gradient
function by one-step or multiple-step Monte Carlo simu-
lations.
More precisely, a gradient descent algorithm for mini-
mizing f(u) takes the following form:
u
(t+1)
i = u
(t)
i − ηt
∂f
∂ui
(u
(t)
1 , · · · , u(t)N )
= u
(t)
i +
ηtg(Ei) exp
(
−u(t)i
)
∑N
n=1 g(En) exp
(
−u(t)n
) − ηt
N
.
(5)
Since P (E(xt) = Ei) is proportional to g(Ei)/gt(Ei), it
leads to the following update in the original energy space:
log (gt+1(Ei)) ≈ log (gt(Ei)) + ηtP (E(xt) = Ei) . (6)
where we omit the constant term ηt/N , because it will
be canceled out when computing the acceptance prob-
ability, thus has no effect on the actual algorithm. We
note that this updating equation is exactly equivalent to
the update in Equation (2). If we estimate the probabil-
ity P (E(xt) = Ei) by 1 (E(xt) = Ei) using the output
from the Metropolis steps, we then derive exactly the
WL algorithm.
The optimization formulation has the following impli-
cations. First, the convergence of the WL algorithm
can be guaranteed under the optimization framework,
and the rate of convergence O(1/
√
t) [17] of SGD al-
gorithms is consistent with the convergence result ob-
tained in Zhou and Su [16] for the WL algorithm. Sec-
ond, the parallelization strategy estimates the gradient
by 1/m
∑m
k=1[−1(E(x(k)t ) = Ei)+1/N ], wherem denotes
the number of random walkers, and x
(k)
t denotes the kth
random walker. Therefore, it reduces the variance of the
gradient estimate by a factor m. Third, instead of imple-
menting a single transition step, the separation strategy
implements multiple transition steps within each itera-
tion so that the law of the random walker gets closer to
the stationary distribution pt defined in Equation (1),
which reduces the bias of the gradient estimate.
III. ACCELERATING WANG-LANDAU
ALGORITHM
The optimization formulation motivates us to further
improve the WL algorithm using optimization tools [18].
We first note that any possible improvement only aims at
accelerating the convergence in the transient phase, be-
cause the asymptotic convergence rate of SGD algorithms
generally cannot be improved [17, 19] except for some
well-structured objective functions such as finite sums.
However, if the transient phase appears very noticeable,
acceleration tools can still be very effective in practice,
and have been widely used in large systems such as deep
neural networks [20].
The first tool we adopt is the momentum method,
which exponentially accumulates a momentum vector to
amplify the persistent gradient across iterations. The in-
tuition behind the introduction of the momentum vector
is that it helps to reduce the oscillation caused by the
noise in the gradient estimate, and keep pushing the ball
down a hill. The basic momentum update is as follows:
mt = βmt−1 + ηt∇f(u(t)),
u
(t+1) = u(t) −mt.
(7)
We see that the momentum update essentially adds a
fraction β of the previous accumulated gradients into the
current update vector, where β is commonly set to be
0.9 or higher. In the setting of the WL algorithm, the
gradient, after we safely drop the 1/N term, is estimated
by a ultra-sparse vector which contains only a single 1
with the rest being 0. Since the fraction of the past gra-
dients decays exponentially, we can employ a threshold-
ing strategy to the momentum vector mt so that it can
also be approximated reasonably well by a sparse vector.
Therefore, instead of updating all the elements in the
momentum vector mt, it suffices to keep track of a small
set of indexes of elements required to be updated. This
3strategy can significantly accelerate the momentum up-
date especially for large systems, and it is also applicable
to the parallel WL algorithm.
Another idea in optimization theory that we find useful
for accelerating the WL algorithm is the design of adap-
tive learning rate. A few notable algorithms along this
direction include AdaGrad [21], AdaDelta [22], RMSprop
(an unpublished method proposed by Geoffrey Hinton),
etc. The key idea is that we would like to have differ-
ent learning rates for different parameters, so that we
adapt larger learning rates for infrequent parameters, and
smaller learning rates for frequent parameters. For in-
stance, the RMSprop update goes as follows:
Gt = γGt−1 + (1− γ)
[
∇f(u(t))
]2
,
u
(t+1) = u(t) − η√
Gt + ǫ
∇f(u(t)),
(8)
where the square of ∇f(u(t)) is taken element-wise, and
ǫ is a small value usually of the order 10−8. Gt is the
accumulation of the squared gradients from past itera-
tions, and the weight factor γ (commonly set to be 0.9)
prevents the updates diminishing too fast.
The combination of the momentum method and the
adaptive learning rate idea leads to the Adaptive Moment
Estimation (Adam) method [23]. The basic update is
described as follows:
mt = βmt−1 + (1− β)∇f(u(t)),
Gt = γGt−1 + (1− γ)
[
∇f(u(t))
]2
,
u
(t+1) = u(t) − ηt√
Gt + ǫ
mt.
(9)
There is also a bias correction step implemented in each
iteration that divides mt and Gt by factors 1 − βt and
1−γt, respectively. When we apply the update in Equa-
tion (9) to the WL algorithm, especially for large-scale
systems in which 1/N ≪ 1, we have [∇f(u(t))]2 ≈
−∇f(u(t)). If we further set β = γ (although β and
γ can be potentially two tunning parameters) and ini-
tialize m0 and G0 as 0, we have Gt = −mt, thus the
update simplifies to
mt = βmt−1 + (1− β)∇f(u(t)),
u
(t+1) = u(t) + ηt
√−mt.
(10)
However, this simplification cannot be applied to the par-
allel WL algorithm because the gradient estimate is no
longer a binary vector. Finally, we note that the update
in Equation (9) is slightly different from the standard
Adam update, which fixes the learning rate ηt to be a
constant throughout all iterations. In the setting of the
WL algorithm, empirically we find that decreasing ηt fol-
lowing a scaling rule such as the 1/t rule yields a faster
convergence. In the following, we refer to the WL al-
gorithm equipped with the above acceleration update as
the AWL algorithm.
To test out the AWL algorithm, we consider two bench-
mark examples: (a) a nearest-neighbour Ising model; (b)
a nearest-neighbour ten-state Potts model. Both mod-
els are defined on a two-dimensional L×L square lattice
with the periodic boundary condition and no external
magnetic field. We set L = 80, and consider the estima-
tion error ǫ(t) defined as:
ǫ(t) =
1
N − 1
N∑
i=1
∣∣∣∣1− log(gt(Ei))log(g(Ei))
∣∣∣∣ (11)
following Belardinelli and Pereyra [10]. For the Ising
model, the exact density of states g(Ei) is calculated us-
ing the Mathematica program based on Beale [24]. For
the Potts model, no exact solution of g(Ei) is available,
thus we pre-run a 1/t WL simulation until the modi-
fication factor below exp(10−8), and treat the density
estimates as g(Ei).
We compare the AWL algorithm and the WL algo-
rithm with different initializations of the learning rate.
Both algorithms decrease the learning rate following the
1/t rule. We ran in total 2 × 105 and 2 × 106 itera-
tions for the Ising model and Potts model, respectively,
where each iteration contains L2 spin flips (parameter
updates). The empirical dynamics of the ǫ(t), averaged
over 10 independent simulations, are plotted in Figure
1. We see that in the transient phase, the convergence
speed of the AWL algorithm significantly outperformed
the convergence speed of the WL algorithm.
IV. CONCLUSION
To summarize, in this letter we present a new interpre-
tation of the popular WL algorithm from the optimiza-
tion perspective. We show that the WL algorithm is es-
sentially a SGD algorithm minimizing a smooth convex
function, where the Metropolis steps are used to estimate
the gradient. The optimization formulation guarantees
the convergence of the WL algorithm, and argues that
because of using more gradient estimates, some notable
modifications of the algorithm, including utilizing mul-
tiple random walkers and separating adjacent WL up-
dates, can improve the WL algorithm. We expect that
our contributions can be helpful to further theoretical
investigations of the WL algorithm.
The optimization interpretation opens a new way to
accelerate the WL algorithm. There are rich tools in
the optimization literature to accelerate the SGD algo-
rithm, including but not restricted to the methods we
mentioned above. Different methods can be favorable for
different applications. In the presence of noisy gradients,
it usually requires some careful tuning to successfully ap-
ply the acceleration tools. We demonstrate an attempt
in this letter of accelerating the WL algorithm on a two-
dimensional Ising model and a two-dimensional ten-state
Potts model using the momentum method and the adap-
tive learning rate idea.
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FIG. 1. Comparison of the dynamics of the estimation error ǫ(t) (in the log scale), averaging over 10 independent simulations,
between the AWL algorithm and the WL algorithm. Panel (a) shows the result for a nearest-neighbour Ising model, and panel
(b) shows the result for a nearest-neighbour ten-state Potts model. Both models are defined on a two-dimensional square lattice
with L = 80. We assume the periodic boundary condition and no external magnetic field for both models. Each iteration
contains L2 spin flips, and η denotes the initialization of the learning rate.
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