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We present a self-contained discussion of the use of the transfer-matrix formalism to study one-
dimensional scattering. We elaborate on the geometrical interpretation of this transfer matrix as a
conformal mapping on the unit disk. By generalizing to the unit disk the idea of turns, introduced by
Hamilton to represent rotations on the sphere, we develop a method to represent transfer matrices
by hyperbolic turns, which can be composed by a simple parallelogramlike rule.
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I. INTRODUCTION
The quantum mechanics of one-dimensional scattering
describes many actual physical phenomena to a good ap-
proximation. In consequence, this topic continues as an
active line of research with strong implications both in
fundamental [1, 2, 3, 4, 5, 6] and in more applied aspects,
such as the study of tunnelling phenomena in superlat-
tices [7, 8, 9], to cite only a representative example.
Apart from this interest in research, scattering in one
dimension is also appealing from a pedagogical point of
view and is an important part in the syllabus of any
graduate course in quantum mechanics. The advantage
of the one-dimensional treatment is that one does not
need special mathematical functions, while still retaining
sufficient complexity to illustrate physical concepts. It is
therefore not surprising that there have been many di-
dactic articles dealing with various aspects of such scat-
tering [10, 11, 12, 13, 14, 15, 16]. However, these pa-
pers emphasize concepts such as partial-wave decompo-
sition, Lippmann-Schwinger integral equations, the tran-
sition operator, or parity-eigenstate representation, par-
alleling as much as possible their analogous in two and
three dimensions. In other words, these approaches,
like most if not all the standard textbooks on the sub-
ject [17, 18, 19, 20], employ the formalism of the S ma-
trix.
The elegance and power of the S-matrix formulation is
beyond doubt. However, it is a “black-box” theory: the
system under study (scatterer) is isolated and is tested
through asymptotic states. This is well suited for typ-
ical experiments in elementary particle physics, but be-
comes inadequate as soon as one couples the system to
other. The most effective technique for studying such
one-dimensional systems is the transfer matrix, in which
the amplitudes of two fundamental solutions on either
side of a potential cell are connected by a matrix M.
The transfer matrix is a useful object that is widely
used in the treatment of layered systems, like superlat-
tices [21, 22, 23] or photonic crystals [24, 25, 26]. Op-
tics, of course, is a field in which multilayers are ubiq-
uitous and the transfer-matrix method is well estab-
lished [27, 28, 29]. An extensive and up-to-date review of
the applications of the transfer matrix to many problems
in both classical and quantum physics can be found in
Ref. [30].
In recent years a number of concepts of geometri-
cal nature have been introduced to gain further in-
sights into the behavior of scattering in one dimen-
sion [31, 32, 33, 34]. From these analyses it appears
advantageous to view the action of a matrix as a bilinear
(or Mo¨bius) transformation on the unit disk. A simple
way of characterizing these transformations is through
the study of the points that they leave invariant. For
example, in Euclidean geometry a rotation can be char-
acterized by having only one fixed point, while a trans-
lation has no invariant point. In this paper we shall re-
consider the fixed points of the bilinear transformation
induced by an arbitrary scatterer, showing that they can
be classified according to the trace of the transfer matrix
has a magnitude lesser than, greater than, or equal to
2. In fact, this trace criterion will allow us to classify
the corresponding matrices from a geometrical perspec-
tive as rotations, translations or, parallel displacements,
respectively, which are the basic isometries (i. e., the
transformations that preserve distance) of the unit disk.
As we have stressed, the advantage of transfer matri-
ces lies in the fact that they can be easily composed.
Of course, as for any matrix product, this composition
is noncommutative. A natural question then arises: how
this noncommutativity appears in such a geometrical sce-
nario? An elegant answer involves the notion of Hamilton
turns [35, 36]. The turn associated with a rotation of axis
nˆ and angle ϑ is a directed arc of length ϑ/2 on the great
circle orthogonal to nˆ on the unit sphere. By means of
these objects, the composition of rotations is described
2through a parallelogramlike law: if these turns are trans-
lated on the great circles, until the head of the arc of
the first rotation coincides with the tail of the arc of the
second one, then the turn between the free tail and the
head is associated with the resultant rotation. Hamilton
turns are thus analogous for spherical geometry to the
sliding vectors in Euclidean geometry. It is unfortunate
that this elegant idea of Hamilton is not as widely known
as it rightly deserves.
Recently, a generalization of Hamilton turns to the unit
disk has been developed [37, 38, 39]. The purpose of this
paper is precisely to show how the use of turns affords
an intuitive and visual image of all problems involved in
quantum scattering in one dimension, and clearly shows
the appearance of hyperbolic geometry in the composi-
tion law of transfer matrices. These geometrical methods
do not offer any inherent advantage in terms of compu-
tational efficiency. Apart from their beauty, their benefit
for the students lies in the possibility of gaining insights
into the qualitative behavior of scattering amplitudes,
which is important in developing a physical feeling for
this relevant question.
II. SUPERPOSITION PRINCIPLE AND
TRANSFER MATRIX
We consider the quantum scattering in one spatial di-
mension by a potential V (x). We assume this potential
to be real (i. e., nonabsorbing) but otherwise arbitrary
in a finite interval (a, b), and outside this interval, it is
taken to be a constant that we can define to be the zero
of energy. We recall that, because E > 0, the spectrum
is continuum and we have two linearly independent solu-
tions for a given value of E. In consequence, the general
solution of the time-independent Scho¨dinger equation for
this problem can be expressed as a superposition of the
right-mover e+ikx and the left-mover e−ikx:
ψ(x) =


A+e
+ik(x−a) +A−e−ik(x−a) x < a,
ψab(x) a < x < b
B+e
+ik(x−b) +B−e−ik(x−b) x > b,
,
(2.1)
where k2 = 2mE/~2 and the subscripts + and − indi-
cate that the waves propagate to the right and to the
left, respectively (see Fig. 1). The origins of the movers
have been chosen so as to simplify as much as possible
subsequent calculations.
To complete in a closed form the problem one must
solve the Schro¨dinger equation in (a, b) to obtain ψab
and then invoke the appropriate boundary conditions,
involving not only the continuity of ψ(x), but also of its
derivative. In this way, one obtains two linear relations
among the coefficients A± and B±, which can be solved
for any two amplitudes in terms of the other two, and
the result can be expressed as a matrix equation. The
FIG. 1: Illustration of the scattering from an arbitrary po-
tential, showing the input (A+ and B−) and output (A− and
B+) amplitudes.
usual choice in most textbooks is to write the outgoing
amplitudes in terms of the incoming amplitudes (which
are the magnitudes one can externally control) using the
so-called scattering matrix S. For our purposes in this
paper, it will prove crucial to express a linear relation be-
tween the wave amplitudes on both sides of the scatterer,
namely,
(
A+
A−
)
= M
(
B+
B−
)
, (2.2)
where M is the transfer matrix. Obviously, the com-
plete determination of the M amounts to solving the
Schro¨dinger equation and, in consequence, it is not, in
general, a simple exercise. Nevertheless, some proper-
ties of the transfer matrix are universal [30]. First, we
note that time-reversal invariance implies [because V (x)
is real] that ψ∗(x) is also a solution. Since this symme-
try interchanges incoming and outgoing waves this means
that
(
A∗−
A∗+
)
= M
(
B∗−
B∗+
)
. (2.3)
Comparing with Eq. (2.2) leads to the conclusion that
the matrix M must be of the form
M =
(
α β
β∗ α∗
)
. (2.4)
Next we assess the implications of the conservation of
probability. Since the probability current is
J = −i ~
2m
(
ψ∗
dψ
dx
− ψdψ
∗
dx
)
, (2.5)
the continuity equation entails
|A+|2 − |A−|2 = |B+|2 − |B−|2, (2.6)
which is tantamount to
detM = 1. (2.7)
The set of 2 × 2 complex matrices of the form (2.4)
satisfying the constraint (2.7) constitute a group called
SU(1, 1) [40].
3If we take an incident wave from the left (B− = 0) and
fix A+ = 1, then
(
1
r
)
= M
(
t
0
)
, (2.8)
where the complex numbers r and t are the corresponding
reflection and transmission amplitudes. This determines
the first column of M. Denoting the corresponding am-
plitudes for waves incident from the right as r′ and t′
and repeating the procedure, one easily finds that time-
reversal invariance imposes
t′ = t,
(2.9)
r′
t′
= −r
∗
t∗
,
while conservation of the flux determines
|r|2 + |t|2 = 1. (2.10)
The final form of our transfer matrix is then
M =
(
1/t r∗/t∗
r/t 1/t∗
)
. (2.11)
In the particular case of a symmetric potential it is ob-
vious that r = r′ and therefore the matrix element β is
an imaginary number.
For later use, we will now bring up the paradigmatic
example of a rectangular potential barrier of width L and
height V0. Since the calculations can be easily carried
out, we skip the details and merely quote the results for
r and t:
r = e+ikL
[
(k2 + κ2) sinh(κL)
(k2 − κ2) sinh(κL) + 2ikκ cosh(κL)
]
,
(2.12)
t = e−ikL
[
2ikκ
(k2 − κ2) sinh(κL) + 2ikκ cosh(κL)
]
,
where k2 = 2mE/~2 and κ2 = 2m(E − V0)/~2. These
coefficients correspond to the case E < V0. When E >
V0 the above expressions remain valid with the formal
substitution κ → iκ¯. Finally, when E = V0, a limiting
procedure gives
r = e+ikL
[
1
1 + 2i/(kL)
]
,
(2.13)
t = e−ikL
[
1
1 + kL/(2i)
]
.
Be aware that the transfer matrix depends on the
choice of basis vectors. For example, instead of speci-
fying the amplitudes of the right and left-moving waves,
we could write a linear relation between the values of
the wave function and its derivative at two different
points [41]:
(
ψ(a)
ψ′(a)
)
= M
(
ψ(b)
ψ′(b)
)
. (2.14)
These two basis vectors are related by
(
ψ(a)
ψ′(a)
)
= U
(
A+
A−
)
, (2.15)
where
U =
(
1 1
ik −ik
)
, (2.16)
and analogously at the point b. Correspondingly, the
matrix M in this representation is
M = UMU−1 =
(
a b
c d
)
, (2.17)
where
a = Reα+Re β, b =
1
k
(Imα− Imβ),
(2.18)
c = −k(Imα+ Imβ) , d = Reα− Re β .
Since the trace and the determinant are preserved by this
matrix conjugation, we have that detM = +1. In con-
sequence, in this representation transfer matrices belong
to the group SL(2, R) of unimodular 2× 2 matrices with
real elements.
Transfer matrices are very convenient mathematical
objects. Suppose we know how the wave functions “prop-
agate” from point b to point a, with a transfer matrix we
symbolically write as M(a, b), and also from c to b, with
M(b, c). The essential point is that propagation from c to
a is then described by the product of transfer matrices:
M(a, c) = M(a, b)M(b, c). (2.19)
The multiplicative property is rather useful: we can con-
nect simple scatterers as building blocks to create an
intricate potential landscape and determine its transfer
matrix by simple multiplication. The usual scattering
matrix does not have this important property because
the incoming amplitudes for the overall system cannot
be obtained in terms of the incoming amplitudes for ev-
ery subsystem.
III. UNDERSTANDING SCATTERING
AMPLITUDES IN THE UNIT DISK
We observe that because of the flux conservation in
Eq. (2.6), the complex quotients
za =
A−
A+
, zb =
B−
B+
, (3.1)
4contain the essential information about the wave function
and omit a global phase factor. The action of a transfer
matrix can be then seen as a mapping from the value on
zb to the value on za according to
za = Φ[M, zb] =
β∗ + α∗zb
α+ βzb
, (3.2)
which can be appropriately called the scattering transfer
function [33]. The action (3.2) is known as a bilinear or
Mo¨bius mapping and is a conformal mapping of the entire
plane onto itself and which maps circles into circles.
Properties of this mapping are part of any course in
complex variables and have been discussed, in the con-
text of a relativisticlike presentation of multilayer optics,
in Refs. [32] and [33]. One can check that points in the
unit disk are mapped onto points in the unit disk, while
the unit circle maps into itself. The external region re-
mains also invariant. For the usual scattering solution
with incident waves from the left (B− = 0), we have
zb = 0 and za = r. Conversely, when za = 0, we have
the necessary and sufficient condition for a transparent
potential. Note that the unit circle represents the action
of a system with |r| = 1, that is, of a perfect “mirror”.
To classify the scatterer action it proves convenient to
work out the fixed points of the mapping [42]; that is, the
wave configurations such that za = zb ≡ zf in Eq. (3.2):
zf = Φ[M, zf ], (3.3)
whose solutions are
zf± =
1
2β
{
−2i Im(α)±
√
[Tr(M)]2 − 4
}
. (3.4)
When [Tr(M)]2 < 4 the action is said elliptic and has
only one fixed point inside the unit disk. Since in the
Euclidean geometry a rotation is characterized for having
only one invariant point, this action can be appropriately
called a hyperbolic rotation.
When [Tr(M)]2 > 4 the action is said hyperbolic and
has two fixed points, both on the unit circle. The geodesic
line joining these two fixed points remains invariant and
thus, by analogy with the Euclidean case, this action will
be called a hyperbolic translation.
Finally, when [Tr(M)]2 = 4 the system action is
parabolic and has only one (double) fixed point on the
unit circle.
It is worth mentioning that, for the example of the
rectangular barrier discussed previously, one can use
Eqs. (2.12) and (2.13) to check that its action becomes
elliptic, hyperbolic, or parabolic according to E is greater
than, lesser than, or equal to V0, respectively.
To proceed further let us note that by taking the con-
jugate of M with any matrix C ∈ SU(1, 1), i. e.,
MC = C M C
−1, (3.5)
we obtain another matrix of the same type, since
Tr(M) = Tr(MC). Conversely, if two systems have the
same trace, one can always find a matrix C satisfying
Eq. (3.5).
The fixed points of MC are then the image by C of
the fixed points of M. In consequence, given any transfer
matrix M we can always reduce it to one of the following
canonical forms [43]:
KC(θ) =
(
exp(iθ/2) 0
0 exp(−iθ/2)
)
,
AC(ξ) =
(
cosh(ξ/2) i sinh(ξ/2)
−i sinh(ξ/2) cosh(ξ/2)
)
, (3.6)
NC(ν) =
(
1− iν/2 ν/2
ν/2 1 + iν/2
)
,
which have as fixed points the origin (elliptic), +i and
−i (hyperbolic) and +i (parabolic), respectively.
For the canonical forms (3.6) the corresponding bilin-
ear transformations are
z′ = Φ[KC(θ), z] = z exp(−iθ) ,
z′ = Φ[AC(ξ), z] =
z − i tanh(ξ/2)
1 + iz tanh(ξ/2)
, (3.7)
z′ = Φ[NC(ν), z] =
z + (1 + iz)ν/2
1 + (z − i)ν/2 .
In words, given a generic point z in the unit disk, and
varying the parameters θ, ξ, or ν in Eq. (3.7), the trans-
formed points z′ describe a characteristic curve that we
shall call the orbit associated to z by the transforma-
tion. In Fig. 1.a we have plotted some orbits for different
values of z for each one of these canonical forms. For ma-
tricesKC(θ) the orbits are circumferences centered at the
origin. For the matrices AC(ξ), they are arcs of circum-
ference going from the point +i to the point −i through
z. Finally, for the matrices NC(ν) the orbits are circum-
ferences passing through the points i, z, and −z∗. Note
that this is in full agreement with the geometrical mean-
ing of these transformations. In Fig. 1.b we have plotted
the corresponding orbits for arbitrary fixed points, ob-
tained by conjugation of the previous ones. The explicit
construction of the family of matrices C is not difficult:
it suffices to impose that C transforms the fixed points of
M into the ones ofKC(θ), AC(ξ), orNC(ν), respectively.
IV. APPLICATION: GEOMETRICAL
REPRESENTATION OF FINITE PERIODIC
SYSTEMS
As an important application of the previous formalism,
let us suppose that we repeat N times our system repre-
sented by M. This is called a finite periodic system and,
given its relevance, has been extensively discussed in the
literature [44, 45, 46, 47, 48, 49, 50, 51]. Obviously, the
overall transfer matrix is now MN , so all the algebraic
task reduces to the obtention of a closed expression for
5FIG. 2: Plot of typical orbits in the unit disk: (a) canoni-
cal transfer matrices as given in Eq. (3.6) and (b) arbitrary
transfer matrices obtained by conjugation as in Eq. (3.5) of
the previous ones.
the Nth power of the matrix M. Although there are
several elegant ways of computing this, we shall instead
apply our geometrical picture. To this end we represent
the transformed state by the N -period structure by the
point
zN = Φ[M, zN−1] = Φ[MN , z0], (4.1)
where z0 denotes here the initial point.
Henceforth, we shall take z0 = 0, which is not a se-
rious restriction as it corresponds to the case in which
no wave incides from the right. Note also that all the
points zN lie in the orbit associated to the initial point
z0 by the basic period, which is determined by its fixed
points: the character of these fixed points determine thus
the behavior of the periodic structure.
To illustrate how this geometrical approach works in
practice, in Fig. 3 we have plotted the sequence of suc-
cessive iterates obtained numerically for different kind of
transfer matrices according to our previous classification.
In the elliptic case, the points zN revolve in the orbit
centered at the fixed point and the system never reaches
the unit circle. On the contrary, for the hyperbolic and
parabolic cases the iterates converge to one of the fixed
points on the unit circle, although with different laws.
Since the unit circle represents a perfect “mirror”, this
means that strong reflection occurs and we are in a for-
bidden band. In other words, in this geometrical picture
the route to a forbidden band can be understood as the
convergence of the point representing the action of the
system to the unit circle.
Obviously, this is in perfect agreement with the stan-
dard treatment, which gets these band gaps from an
eigenvalue equation for the Bloch factor in an infinite pe-
riodic structure: since the Bloch phase is |Tr(M)|, and
strong reflection occurs when this trace exceeds 2 in mag-
nitude (the band edge is located precisely when the trace
equals 2) [52].
Let us focus then on the hyperbolic case, which, in
this approach, corresponds to a translation in the unit
disk. We can explicitly compute the Nth iterate for the
canonical form AC, since AC(ξ1)AC(ξ2) = AC(ξ1 + ξ2)
FIG. 3: Plot of the successive iterates (N = 1, . . . , 5) for an
elliptic, hyperbolic, and parabolic action starting from the
origin as the initial point. Only hyperbolic and parabolic
actions tend to the unit circle.
[this property holds true for all the canonical forms in
Eq. (3.6)]. Finally, it suffices to conjugate as in (3.5) to
obtain, after some calculations, that
zN =
1− χN
1− χN (zf+/zf−)zf+, (4.2)
where
χ =
α+ βzf−
α + βzf+
(4.3)
is a complex number satisfying |χ| < 1. Here zf± are the
fixed points of the matrix. Note that, because z0 = 0, this
initial point is transformed by the single period into the
point r. Therefore, zN represents the reflection ampli-
tude of the overall periodic structure, which is obviously
different from rN . One gets
|zN |2 = |β|
2
|β|2 + [sinh(ξ)/ sinh(Nξ)]2 , (4.4)
where we have denoted
Reα =
1
2
Tr(M) = cosh(ξ). (4.5)
Note that |zN |2 approaches the unit circle exponentially
with N , as one could expect from a band stop.
Analogously, for the parabolic case we have
zN =
Nβz2f
Nβzf − 1 , (4.6)
where zf is the (double) fixed point. One then obtains
|zN |2 = |β|
2
|β|2 + (1/N)2 , (4.7)
that goes to unity with a typical behavior O(N−2). This
is universal in the physics of reflection, as put forward in
a different framework by Lekner [28] and Yeh [29].
V. TRANSFER-MATRIX COMPOSITION AS A
HYPERBOLIC-TURN SUM
To clarify the geometrical picture of the composition
of two scattering systems we briefly recall that the (hy-
6FIG. 4: Representation of the sliding turn Tγ,ζ/2 in terms of
two reflections in two lines Γ1 and Γ2 orthogonal to the axis
of the translation γ, which has two fixed points zf+ and zf−.
The transformation of a typical off axis point zb is also shown.
perbolic) metric in the unit disk is defined by [42]
ds2 =
dz2
(1 − |z|2)2 . (5.1)
With this metric, it is a simple exercise to work out that
the geodesic (path of minimum distance) between two
points is the Euclidean arc of the circle through those
points and orthogonal to the unit circle. The diameters
are also geodesic lines.
The hyperbolic distance between two points zb and za
can be computed from (5.1) and is
dH(zb, za) = ln
( |z∗b za − 1|+ |zb − za|
|z∗b za − 1| − |zb − za|
)
. (5.2)
Note that the visual import of the disk with this metric is
that a pair of points with a given distance between them
will appear to be closer and closer together as their loca-
tion approaches the boundary circle. Or, equivalently, a
pair of points near the boundary of the disk are actually
farther apart (via the metric) than a pair near the center
of the disk which appear to be the same distance apart.
When these points zb and za are related by M, the
distance between them can be compactly expressed as
ζ = 2 ln
(
1
2
{Tr(M) +
√
[Tr(M)]2 − 4}
)
. (5.3)
Let us focus on the case of [Tr(M)]2 > 4. This is not
a serious restriction, since it is known that any matrix of
SU(1, 1) can be written (in many ways) as the product
of two hyperbolic translations [53]. The axis of the hy-
perbolic translation is the geodesic line joining the two
fixed points.
In Euclidean geometry, a translation of magnitude ζ
along a line γ can be seen as the product of two reflec-
tions in any two straight lines orthogonal to γ, separated
a distance ζ/2. This idea can be translated much in the
same way to the unit disk, once the concepts of line and
distance are understood in the hyperbolic sense. In con-
sequence, any pair of points z1 and z2 on the axis of the
translation γ at a distance ζ/2 can be chosen as intersec-
tions of Γ1 and Γ2 (orthogonal lines to γ) with γ. It is
then natural to associate to the translation an oriented
segment of length ζ/2 on γ, but otherwise free to slide
on γ (see Fig. 4). This is analogous to Hamilton’s turns,
and will be called a hyperbolic turn Tγ,ζ/2.
Note that using this construction, an off-axis point
such as zb will be mapped by these two reflections
(through an intermediate point zint) to another point
za along a curve equidistant to the axis. These other
curves, unlike the axis of translation, are not hyperbolic
lines. The essential point is that once the turn is known,
the transformation of every point in the unit disk is au-
tomatically established.
Alternatively [39], we can formulate the concept of turn
as the “square root” of a transfer matrix: if M is a hy-
perbolic translation with Tr(M) positive (equivalently,
Re(α) > 1), then one can ensure that its square root
exists and reads as
√
M =
1√
2[Re(α) + 1]
[
α+ 1 β
β∗ α∗ + 1
]
. (5.4)
We can easily check that this matrix has the same fixed
points as M, but the translated distance is just half the
induced by M; that is
ζM = 2ζ√M. (5.5)
This suggests that the matrix
√
M can be appropriately
associated to the turn Tγ,ζ/2 that represents the transla-
tion induced by M.
One may be tempted to extend the Euclidean com-
position of concurrent vectors to the problem of hyper-
bolic turns. Indeed, this can be done quite straightfor-
wardly [37]. Let us consider the case of the composition
of two of these systems represented by matrices M1 and
M2 with scattering amplitudes (r1, t1) and (r2, t2), in
agreement with Eq. (2.11). The action of the compound
system can be expressed as
M12 = M1M2 , (5.6)
and the reflection and transmission amplitudes associ-
ated to M12 are
r12 =
r1 + r2 exp(i2ϕ1)
1 + r∗1r2 exp(i2ϕ1)
,
(5.7)
t12 =
t1t2
1 + r∗1r2 exp(i2ϕ1)
,
where t1 = |t1| exp(iϕ1).
Let ζ1 and ζ2 be the corresponding translated distances
along intersecting axes γ1 and γ2, respectively. Take now
the associated turns Tγ1,ζ1/2 and Tγ2,ζ2/2 and slide them
7FIG. 5: Composition of two scattering systems represented by
the hyperbolic turns Tγ1,ζ1/2 and Tγ2,ζ2/2. The action of the
overall system is obtained by using a parallelogramlike law.
along γ1 and γ2 until they are “head to tail”. Afterwards,
the turn determined by the free tail and head is the turn
associated to the resultant, which represents thus a trans-
lation of parameter ζ12 along the line γ12.
This construction is shown in Fig. 5, where the per-
tinent parameters are (r1 = −0.9521 − i0.0882, t1 =
0.2532 − i0.1468) and (r2 = −0.3307 − i0.52903, t2 =
0.6284− i0.4647). The application of (5.7) gives (r12 =
0.3736 + i0.2014, t12 = 0.8971 − i0.1228). The noncom-
mutative character is evident, and can also be inferred
from the obvious fact that M12 6= M21.
In Euclidean geometry, the resultant of this parallel-
ogram law can be quantitatively determined by a direct
application of the cosine theorem. For any hyperbolic
triangle with sides of lengths ζ1 and ζ2 that make an an-
gle θ, we take the expression from any standard book on
hyperbolic geometry [42]
cosh ζ12 = cosh ζ1 cosh ζ2 + sinh ζ1 sinh ζ2 cos θ, (5.8)
where θ is the angle between both sides.
VI. CONCLUDING REMARKS
In summary, what we hope to have accomplished is
to present in a clear way the advantages of using the
transfer matrix to study one-dimensional scattering. In
spite of the slight “cross-talk” between different fields,
the transfer matrix is a powerful tool that relies only on
linearity of a nonabsorbing system with two input and
two output channels. For this reason, it is becoming more
and more important in a variety of applications.
We have interpreted the action of a transfer matrix on
a wave function as a conformal mapping on the unit disk
and we have characterized the basic geometrical actions
in terms of its trace. By generalizing to the unit disk
Hamilton’s idea of turns, we have provided a remarkably
vivid pictorial description of the scattering action, with
a composition law that parallels the corresponding one
for sliding vectors in Euclidean geometry.
To conclude, we expect that the geometrical scenario
presented here could provide an appropriate tool for an-
alyzing the performance of one-dimensional potentials in
an elegant and concise way.
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