Abstract-This paper is concerned with the coordination control of multiple biomimetic robotic fish in highly dynamic aquatic environments by building a hybrid centralized system. With the aid of the results of biorobotics and control techniques, a radio-controlled multijoint robotic fish and its locomotion control are developed. To enable a closed control loop, a visual subsystem that is responsible for tracking of multiple moving objects is constructed and implemented in real time. Furthermore, a behavior-based hierarchical architecture in conjunction with fuzzy reinforcement learning is proposed to accomplish effective coordination among multiple swimming robots. Finally, experiments on 2vs2 water polo game are carried out to verify the proposed coordination control scheme. Over the past eight years, this multirobot platform has been successfully applied to international underwater robot competitions to promote innovative research and education in underwater robotics.
almost all competitions are processed only on the land. By introducing proper underwater robot competitions, much more attention will be focused on the field of underwater robotics. Therefore, more underwater robots and their coordination techniques will be developed and improved.
As is well known, a biological system is a precious source of inspiration. In nature, aquatic animals, including fish and cetaceans, are endowed with a variety of morphological and structural features to move through water with remarkable speed, maneuverability, efficiency, and stealth [3] . Although the screw propeller is considered as an effective engineered propulsive device, it has certain limitations related to cavitation, a small operational range of maximum efficiency, reliance on control surfaces maneuvering, and a detectable and identifiable acoustic signature [4] . Fishlike propulsion mechanism is thereby considered a viable alternative to conventional rotary propellers for marine propulsion. For a number of years, considerable efforts have been devoted to the design and development of fishlike robots, i.e., robotic fish, primarily encompassing kinematic and hydrodynamic analysis, mechanical design, control methods, and practical applications. Specifically, robotic fish have been proposed for use in examining fish swimming mechanisms [5] [6] [7] [8] , in mobile sensing [9] , [10] , and in interactive exhibition for the general public [11] [12] [13] .
Aside from offering propulsion solutions in aquatic environments, fish that swim in an organized and planned way provide valuable sights into alternative strategies for designing engineering multifish systems. There are many benefits to fish performing shoaling behavior, including defense against predators, enhanced foraging success, and higher success in finding a mate [14] . It is also suggested that schools of fish may attain increased efficiency in swimming in groups. Likewise, when coordinating in unstructured or dynamic environments, it is expected that a group of robotic fish with a relatively simple function is able to accomplish complex missions that exceed the capabilities of one individual. In the context of a multirobot system, however, unlike terrestrial or aerial robots, there have been very few attempts to build coordination systems based on underwater or surface vehicles [15] . One of the primary reasons for the late development of this field is the unique locomotion modes of underwater robots along with the complexity of aquatic environments, which are often accompanied by different sources of disturbance. Accordingly, it is very difficult to develop control laws that will guarantee the overall system performance even in a local sense.
To shed light on the coordination mechanism behind multiple swimming robotic fish and to promote the engineering practice of the multi-robotic-fish system, we studied the coordination control issues of a series of free-swimming, radio-controlled, and multijoint robotic fish and their applications to underwater robot competitions. In 2007, a biomimetic robotic-fish-based water polo competition was founded in China by us. In contrast to a land-based robotics competition, it is more technically challengeable and welcomed by spectators. At present, the underwater robot competition takes the water polo game as the essential event, including 2vs2 water polo game, underwater wresting, underwater rescue, and synchronized swimming. Remarkably, the underwater robot competition was upgraded to an international one in 2013, totally attracting participants from more than 50 universities. The main contributions of this paper are threefold. 1) A systematic review about the biomimetic roboticfish-based underwater robot competition is conducted, and a general coordination framework is realized. 2) A two-stage control law is derived and implemented for a class of free-swimming robots. 3) A cooperative behavior acquisition method based on fuzzy reinforcement learning (RL) is proposed.
The remainder of this paper is organized as follows. We start by offering an overview of the developed robotic prototype, the locomotion control method, and the overall competition system in Section II. We then proceed to develop the two-stage posture control method in Section III. The coordination control of multiple robotic fish is implemented in Section IV. Finally, Section V gives some concluding remarks.
II. ROBOTIC-FISH-BASED UNDERWATER COMPETITION

A. Robotic Fish Prototype
The developed biomimetic robotic fish is made up of three parts, i.e., a streamlined head, a flexible body, and a caudal fin. The rigid head, made of fiberglass, accommodates an onboard control unit, a duplex wireless serial port communication module (404.420-435.920 MHz), and a set of rechargeable batteries. The battery pack is placed at the bottom of the head to lower the center of gravity so that the vertical stability of the robot can be ensured. A pair of decorated pectoral fins is fixed on both sides of the head to enhance the horizontal stability of the robot during swimming. Both of the fins are immovable; hence, the locomotion of the robot is limited to a horizontal plane. The flexible part of the robot is composed of three joints that are concatenated by aluminum exoskeleton. Each joint is connected to an R/C servomotor, which is used to control the rotational angle of the joint. The rubber caudal fin that is attached to the third joint via a peduncle is like a crescent. This special shape enhances the swimming performance of the robotic fish. To be waterproof, a tailor-made rubber tube covers the robot from head to tail. Note that a certain amount of air is injected to ensure neutral buoyancy so that the robotic fish floats just below the water surface. The resulting robotic fish is demonstrated in Fig. 1 , which measures 45 cm long, 4.5 cm (respectively, 13 cm) wide without (respectively, with) the two pectoral fins, and 8 cm high and weighs 0.85 kg. 
B. Locomotion Control Method
As identified by biologists, central pattern generator (CPG) is the key mechanism producing adaptive and versatile locomotion in animals [16] , [17] . It offers a useful inspiration of locomotion control for robots. Although the design of CPG controller using coupled oscillators has been proposed previously, it cannot comprehensively reproduce different rhythmic motions along with smooth transition to mimic the versatility of animal locomotion. To tackle this problem, we propose a general CPG model emphasizing on its stability analysis, smooth transition, and implementation architecture [18] . Global exponential stability of the model is derived by using strict mathematical analysis. Transitions between different oscillating forms are also smooth, and the implementation architecture has low computational cost, thus suitable for microcontrollers. Moreover, all control parameters not only have explicit relationships with the physical outputs but also can be modified online. One key feature in our CPG model is to use partially linearized oscillators, which require low computational cost, while the performance of our model is satisfied. Moreover, the structural parameters in our model have explicit relationships with the physical outputs and thus can be selected more reasonably and easily according to the requests of the dynamic performance of the CPG.
Consistent with the three-joint propulsive configuration, an architecture of the CPG network composed of three oscillators is illustrated in Fig. 2 . The black dashed line denotes a phase bias ϕ ij between two connected oscillators. The ith oscillator has an amplitude input R i and an offset input X i , described in blue and purple lines, respectively. All the frequency inputs are the same, represented by red lines. Practically, the frequency is determined by the entire CPG network when it is stabilized. The black solid line aside with θ i indicates the output of the ith oscillator.
The mathematical model of an oscillator is expressed as follows:
where state variables r i (t), x i (t), and φ i (t) represent the amplitude, offset, and phase of the ith oscillator at time t, respectively. Variable θ i (t) is the output of oscillator i, i.e., the desired rotational angle of the corresponding joint i at time t. The ith oscillator receives its amplitude R i , offset X i , and common frequency ω to produce the rhythmic outputs. The coupling property is defined by the value of ϕ ij , which designates the influence of oscillator j on oscillator i. Note that α i , β i , and μ ij are structural parameters that affect the transient dynamics, determining how quickly r i , x i , and lag angles converge to the desired ones.
In practice, the presented CPG model can be implemented as a four-part system involving an amplitude regulator in (1), an offset regulator in (2), a phase and frequency regulator in (3), and an output magnitude calculator in (4). The phase of each oscillator is impacted by the other oscillators, whereas the other variables, including the frequency described in (3), are independent. At last, (4) integrates all the four parameters to generate sinusoidal signals, ultimately replicating a backwardpropagating fish body wave.
C. Fishlike Underwater Robot Competition System
Robot soccer competitions have been widely considered for terrestrial robots, such as RoboCup and FIRA. However, less effort has been made for underwater robots. Our proposed competition platform is aiming to present an uncertain and dynamic environment for cooperative underwater robots and become an important international platform to improve cooperation of multiple underwater robots. More concretely, our proposed fishlike underwater robot competition focuses on the issue of intelligent underwater multi-agent cooperation and control in a highly dynamic environment with a hybrid centralized system.
As shown in Fig. 3 , the competition system can be decomposed into an image capturing subsystem, an information processing and decision-making subsystem, a communication subsystem, and a robot subsystem. More specifically, an image of the pool is captured by an overhead camera and sent to the upper computer every 40 ms. Then, in the upper computer, the image is effectively processed to estimate the pose information of the robots. After making a series of decisions, through the wireless communication module, the upper computer not only sends control commands to the robots such that the robots can adjust their locomotion modes but also receives the feedback from the robots. As an illustrative example, a 2vs2 water polo game will be demonstrated. The game takes place between two teams, and each team has two to four fishlike underwater robots. To identify and track the robots swimming in a rectangular pool, an overhead camera and an off-field computer are utilized. Unlike many problems in visual tracking where only the location of targets is concerned [19] , the position and direction of all the robots and the position of the ball in the pool should be estimated in real time for subsequent decision making. To this end, a vision-based multiobject tracking subsystem is implemented. Please refer to [20] for more technical details due to page limitation.
III. POSTURE CONTROL OF ROBOTIC FISH
As opposed to terrestrial robots, accurate posture control for robotic fish swimming in water is more difficult. One of the main reasons is that exact hydrodynamical models for swimming robotic fish are hard to obtain. Meanwhile, there exist many causes of uncertainty in the underwater environment. To tackle this problem, a two-stage control law is proposed for posture stabilization of a class of swimming robots. The two stages involve: 1) fast position approaching; and 2) accurate posture adjusting. In the first stage, a modified proportional navigation (PN) guidance law (analogous to proportional control) is utilized such that the robotic fish swims fast toward the target point. In the second stage, the robotic fish is already close to the terminal posture; a time-varying feedback stabilization control law is employed to adjust its position and direction accurately.
Since the swimming motion of a robotic fish is limited to the horizontal plane, we use a 3-D vector p = [x, y, θ]
T to describe its complete posture, where (x, y) is the position variable in the standard Cartesian coordinate system, and θ ∈ [−π, π) is its direction. Since an accurate hydrodynamic model for swimming of robotic fish is unavailable, a general driftless unicycle-type vehicle kinetic model is employed here [21] ⎡ ⎣ẋ
where control inputs v and w denote the linear and angular speeds of the robotic fish, respectively.
At present, the used robotic fish is unable to swim backward due to the hardware limitation. Note that both the linear and angular speeds are upper bounded, i.e., there exist v max , w max < +∞ such that 0 ≤ v(t) ≤ v max and |w(t)| ≤ w max , for all t. Moreover, the robotic fish has a smallest turning radius R min > 0. Since the turning radius satisfies R(t) = (v(t)/w(t)), we have v max ≤ R min w max . All these three parameters may be determined via experimental measurements.
The posture stabilization problem for robotic fish can be then stated as follows:
Given any initial posture
T , how to determine a control input pair of v(t) and w(t) such that the robotic fish is driven from p 0 to p f .
A. Fast Position Approaching
In this stage, we expect that the robotic fish swims toward the terminal position with its maximal linear speed. Specifically, a modified PN guidance law for most homing air target missiles is employed to solve this problem. Note that external disturbance effect is not considered in the system currently.
When to apply the PN guidance law, we do not take the terminal position (x f , y f ) as the target point, but the point (x tg , y tg ) satisfies that
where l is a preset positive constant. Such a selection makes the robotic fish approach the terminal posture p f from its behind. The detailed PN guidance law for the robotic fish is given as follows:
where
is called as the dynamic proportion ratio, and v c is the closing speed of the robotic fish to the target point. Since the target point is stationary, the changing rate of K is small, then the dynamic ratio is close to a constant (refer to [22] for more details).
The angle of line-of-sight to the target r and its derivative are calculated as follows:
where i, j are the unit vectors along the X-and Y -axes, respectively. By using the PN guidance law, the robotic fish can eliminate the heading error |θ − λ| as fast as possible. However, once the heading error is too large, it may lead to large angular speed exceeding the upper boundary w max . To eliminate this saturation effect, we adopt a U-turn motion
before using (7). In particular, the robotic fish turns its body with the largest linear speed and the smallest turning radius when to perform U-turn motions. According to the relative posture between the robotic fish and the target point, there are only two situations where the U-turn motion should be implemented: 1) y(t) − y tg ≥ 0 and θ s ≤ θ(t) − λ(t) ≤ π; and 2) y(t) − y tg < 0 and θ s ≤ λ(t) − θ(t) ≤ π. Here, θ s > 0 is a preset threshold, which may be determined through physical experiments.
B. Accurate Posture Adjusting
When the robotic fish is close to the termination, we begin to adjust the posture of the robotic fish accurately. To this end, a time-varying feedback stabilization control law is designed.
More specifically, we introduce a reference frame F f = {(x f , y f ), i f , j f } attached to the terminal posture p f . The posture error with respect to the frame F f is given by ⎡
Calculating the time derivative of this vector yields ⎡ 
we obtain the following chained system:
It is apparent that accurate posture adjusting problem is equivalent to stabilizing the system (14) to the origin.
Proposition 1: The control law
renders the origin of the system (14) globally asymptotically stable, where k 1 , k 2 , and k 3 are positive constants. Before giving the proof of Proposition 1, we introduce a lemma first. 
Lemma 1 (Lyapunov theory):
If, in a ball B R around the equilibrium point 0, there exists a scalar function V (x, t) with continuous partial derivatives such that: 1) V (x, t) is positive definite; and 2) V (x, t) is radically unbounded, then the equilibrium point 0 is uniformly asymptotically stable. Now, we give the proof of Proposition 1. Proof: Consider the following positive-definite function
The time derivative of V along the trajectories of the controlled system (14) and (15) is given bẏ
Since the robotic fish approaches the terminal position from behind, this means that variable x e always maintains negative. Then, the input u 1 must always be positive. It follows thaṫ V (a 1 , a 2 , a 3 , t) < 0. Apparently, the function V (a 1 , a 2 , a 3 , t) satisfies all the three conditions in Lemma 1. Thus, the proof of Proposition 1 is completed. Furthermore, according to (13) , an accurate posture adjusting control law is derived as
C. Implementation of the Control Law
The flowchart for the implementation of the two-stage control law is shown in Fig. 4 . In the first stage, we first check if a U-turn motion is required. If no, we directly apply the modified PN guidance law; if yes, we run the U-turn motion before using the guidance law. When the position error (x(t) − x tg ) 2 + (y(t) − y tg ) 2 is sufficiently small, we terminate the first stage and turn into the second stage. When the 
sufficiently small, the whole procedure exits. In particular, we let l be double body lengths of the robotic fish and let θ s = 1.4 rad in the first step. Through a number of experiments, we get a suitable set of parameters such that the control law works well: k 1 = 0.6, k 2 = 12, and k 3 = 18.
IV. COORDINATION CONTROL OF MULTIPLE ROBOTIC FISH
Although a single robotic fish bears the virtue of speediness and maneuverability, it is often incapable when accomplishing some complex tasks. Cooperation of multiple robotic fish might be required as a solution. In this section, we choose the competition of 2vs2 water polo game as a case study to investigate the coordination of multiple robotic fish. That is, we consider a simplified scenario of the competition. At the beginning, one team lies on the left side, whereas the other one lies on the right side. Both teams consist of two robotic fish. The team that first pushes the polo into the other's gate will win the game.
A. Control Architecture for Coordination
For the "focus team" in the competition, we adopt the learning-based coordination mechanism, i.e., two robotic fish learn to cooperate with each other and achieve the attack jointly. In general, as illustrated in Fig. 5 , a behavior-based hierarchical architecture is introduced as a basic framework. More specifically, four levels are planned. The first level is role assignments. To fulfill effective attack, two subtasks should be accomplished, i.e., pushing the polo and blocking the defense robot. Based on these two subtasks, we further define two roles, i.e., attacker and blocker. Each role is composed of several behaviors. There are totally two kinds of behaviors, namely, reactive behavior and deliberative behavior. Reactive behaviors exhibit response to environmental stimulation, whereas deliberative behaviors involve some sort of coordination intentions. Here, a behavior represents action or action sequence with intention. The behavior is a reaction to some stimulus from the environment or a way of acting. For the robotic fish, an action corresponds to a gait sequence in a certain mode, which can be obtained from the perspective of AI or bionics through extensive experiments.
In principle, robot learning can be applied to every level of the architecture. Considering the property of the task and the efficiency, we adopt learning mechanism only in some deliberative behaviors at the behavioral level. For every behavior, we can design a learning controller. However, in order to improve the implementation efficiency, we will define reactive behaviors by hand-coding on a priori knowledge and use the learning method only in the deliberative behavior. Here, we choose the block behavior, which aims to prevent the defense from touching the polo and help the attacker hold the polo. Because of uncertainties underlying changing aquatic environments, it is not easy to develop block behaviors via a hand-coding method. In this sense, we prefer that the robot learns by itself to become a good blocker.
Robot learning is based on the idea that a robot can be trained using incomplete data and then allowed to rely on its ability to generalize the acquired knowledge to new environments. In all robot learning algorithms, RL is one of the most attractive learning frameworks with a wide range of application areas [23] . RL does not require training data and estimates how good or how bad it is for the robot to take an action in a state through giving reinforcement signals (rewards and punishment). RL has been applied to various practical applications and achieved successful results [24] . In particular, Q-learning [25] is a modelfree RL, which is more suitable for our robotic fish since its precise model is hard to establish owing to the complexity of aquatic environments.
B. Coordination Behavior Acquisition Based on Fuzzy RL 1) Fuzzification of States and Actions:
In this paper, RL is utilized to acquire the block behavior of the robotic fish. Notice that a discrete state set and an action set are required in the RL, whereas the state space and action space are continuous in our task. It is unlikely to store all states and actions in limited memory. Therefore, generalizing the continuous states and actions with respect to a particular method seems to be a more appropriate alternative. Here, we adopt fuzzy logic to discretize the state and action spaces. In particular, attitudes of robotic fish and position of polo are used as state variables. These variables are further fuzzificated into several levels for the fuzzy inference system. Note that all input variables are 2-D.
First of all, as shown in Fig. 6 , we make coordinate transformation using the polo as the origin and the direction from the polo to the gate (G) as the new x-coordinate.
be the postures of robotic fish in the original coordinate system and in the new coordinate system, respectively. In this new coordinate system, we can get the membership function representing the position and orientation states of the blocker and the defense, respectively. These states are further fuzzificated by using fuzzy logic [26] .
2) Q-Learning Process: In most circumstances, the optimal policy is unknown. In this case, the value function can be learned by using temporal-difference (TD) learning. In this paper, an off-policy TD(0) algorithm is utilized. The standard one-step Q-learning is defined by
where s denotes the environment state, a ∈ A indicates the agent action, r stands for the scalar reinforcement signal, α represents the learning rate with α ∈ [0, 1], γ is the discount factor, Q(s, a) denotes the estimated value function for the current state s, and Q(s , a) denotes the estimated value function for the current state s . Main assumptions and steps during performing Q-learning are listed as follows.
1) Let α be large at the initial state of learning and become smaller and smaller as the learning procedure runs. 2) Let γ be small at the initial state and make it increase gradually.
3) The probability of selecting action a for environment state s is determined by the Boltzmann distribution function
where T is the temperature parameter [23] . 4) r is determined by the following rules.
• If the blocker moves across between the defense and the polo, r is a positive value.
• If the defense is forced to turn away from the polo, r is a positive value.
• If the defense holds the polo, r is a negative value.
• If the attacker pushes the polo into the gate, r is a positive value.
After the optimal state-action pairs are obtained, we can figure out the relations of the continuous inputs and outputs. Specifically, Mamdani's minimum fuzzy implication rules [27] and the defuzzification strategy of the centroid of area are used.
C. Experiments: The Competition of 2vs2 Water Polo Game
In order to evaluate the proposed coordination strategy and learning approach, extensive experiments were conducted in an indoor swim tank (300 cm×200 cm×30 cm, L×W ×H) with clear water. The built global visual subsystem is responsible for providing the environment information and the motion status information of the robotic fish in real time. In all the conducted experiments, the focus team (labeled by yellow tails, Team A) took the cooperation strategies proposed in this section and the learning process consisted of a series of trials, whereas the other team (labeled by red tails, Team B) took a fixed reactive defending strategy, which was presented in [26] . For every trial, once the focus team pushed the polo into the gate or the number of time steps reached 3000, the trial ended.
As an illustrative case, Fig. 7 shows a snapshot sequence of a 2vs2 water polo game. Fig. 8(a) shows the change of the reinforcement signal of the focus team in the experiment. The straight red line in the figure is called a tendency line, which is on the rise. It means that, during the learning process, the robotic fish gets more and more positive rewards. Fig. 8(b) illustrates the average time steps per trial that the focus team takes to push the polo into the gate. If the focus team cannot manage it in a trial, we set the time step number as 3000. It is worthwhile to note that the descent of the tendency line means that the focus team takes less and less time steps to win the game. That is, the chance of winning will be increased via learning. By many learning trials, we also find that the performance can hardly maintain stable at both the explorative stage and the last stage of the learning process. This might be due to the disturbance and uncertainties produced by the hydrodynamics and the physical aquatic environment.
D. Multi-Robotic-Fish-Based Underwater Robot Competition
Since October 2007, the multiple robotic-fish-based water polo game has become a routine item of China Underwater Robot Competition. In the first event, only eight teams from six universities in China participated in the game. After seven years, the latest competition has been held in Chaozhou, China, in 2014. More than 200 teams from more than 50 universities in U.K., the Netherlands, Australia, Korea, and China attended the event. As shown in Fig. 9 , the robotic-fish-based water polo game greatly took the fancy of the spectators. For organizing and running the competition better, an international competition committee, the International League of Underwater Robot, was founded in December 2012 [28] .
V. CONCLUSION AND FUTURE WORK
In this paper, we have proposed a robotic-fish-based underwater robot coordination platform, with the main emphasis placed on control methods and system verification. For constructing such a competition system, a radio-controlled multijoint robotic fish and its locomotion control have been developed and a vision-based multiobject tracking subsystem has been imported and implemented in real time to enable a closed control loop. In the meantime, a behavior-based hierarchical architecture in connection with cooperative behavior acquisition based on fuzzy RL has been proposed to achieve efficient coordination among multiple robotic fish. Aquatic experiments on the robotic-fish-based water polo game verify the formed coordination control scheme. It is also found that the chance of winning will be increased via learning.
In the future work, we will devote our efforts to the autonomous underwater robot-related competitions with considering embedded underwater vision and local communication for better autonomy and adaptability of robots in dynamic and changing aquatic environments.
