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We propose an upgrade to Advanced LIGO (aLIGO), named LIGO-LF, that focuses on improv-
ing the sensitivity in the 5-30 Hz low-frequency band, and we explore the upgrade’s astrophysical
applications. We present a comprehensive study of the detector’s technical noises and show that
with technologies currently under development, such as interferometrically sensed seismometers and
balanced-homodyne readout, LIGO-LF can reach the fundamental limits set by quantum and ther-
mal noises down to 5 Hz. These technologies are also directly applicable to the future generation
of detectors. We go on to consider this upgrade’s implications for the astrophysical output of an
aLIGO-like detector. A single LIGO-LF can detect mergers of stellar-mass black holes (BHs) out
to a redshift of z ' 6 and would be sensitive to intermediate-mass black holes up to 2000M. The
detection rate of merging BHs will increase by a factor of 18 compared to aLIGO. Additionally, for
a given source the chirp mass and total mass can be constrained 2 times better than aLIGO and
the effective spin 3-5 times better than aLIGO. Furthermore, LIGO-LF enables the localization of
coalescing binary neutron stars with an uncertainty solid angle 10 times smaller than that of aLIGO
at 30 Hz, and 4 times smaller when the entire signal is used. LIGO-LF also significantly enhances
the probability of detecting other astrophysical phenomena including the tidal excitation of neutron
star r-modes and the gravitational memory effects.
Introduction.– The detection of gravitational waves
(GWs) from coalescing binary black holes (BHs) [1–5]
by Advanced LIGO (aLIGO) [6] and Advanced Virgo
(aVirgo) [7] heralded the era of GW astrophysics. How-
ever, detecting binaries that are more massive and fur-
ther away than the current BH catalog is challenging.
Since the merger frequency decreases as the total mass
of the binary increases, systems more massive than a few
×100M will no longer lie in the most sensitive band of
aLIGO. Intermediate-mass black holes (IMBHs) are an
example of systems likely to be missed by aLIGO [8–13]
. At the same time, a pair of 30M BHs at z = 2 will
appear to have a total mass of 180M due to the cosmo-
logical redshift [14], illustrating the difficulties of detect-
ing even the stellar-mass BHs at cosmological distances.
Therefore, improving the low-frequency sensitivity plays
a crucial role in extending both the mass and the spatial
range of detectability.
Another scientific goal of GW detectors is to enable
multimessenger astronomy, as demonstrated by the de-
tection of a merging neutron star (NS) binary in GW
and the follow-ups by electromagnetic telescopes [15, 16].
To help the subsequent observations, GW observatories
need to provide the source location not only accurately
but also quickly. Since the time to merger scales with
frequency f as f−8/3, if the error area can shrink small
enough at a lower frequency, the location information
can be sent out at a much earlier time. Consequently,
improving the low-frequency sensitivity allows for more
timely follow-up observations.
In this Letter we propose an upgrade to aLIGO (and
its evolution A+ [17]) that enables a significant enhance-
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FIG. 1. Proposed sensitivity for LIGO-LF (solid black line)
and its noise budget (dashed lines). Also shown in the dot-
ted red curve is the spectrum of a 200M-200M binary BH
merger (in the detector frame) at 10 Gpc. LIGO-LF’s sensi-
tivity to such systems is greatly enhanced relative to aLIGO
(solid blue line) and A+ (solid magenta line). Throughout
this Letter, we will adopt the same coloring convention when
we compare different sensitivities (i.e., we use black, magenta,
and blue for LIGO-LF, A+, and aLIGO, respectively).
ment in sensitivity in the 5-30 Hz band while maintaining
high frequency performance. This new design, dubbed
“LIGO-LF”, can be implemented on a timescale of ∼10
yr and serve as a pathfinder for later upgrades like the
Voyager [18] and next-generation detectors like the Ein-
stein Telescope [19, 20] and Cosmic Explorer [21].
LIGO-LF design. – The current aLIGO sensitiv-
ity below 30 Hz is limited by nonstationary technical
noises [22–24]. Here we describe the solutions that we
propose to reach the LIGO-LF sensitivity shown in Fig.
1.
The first element of the upgrade reduces the angular
control noise. Angular motion of the optics is actively
stabilized using wavefront sensors with a typical sensi-
tivity of 5× 10−15 rad/√Hz [23, 25]. The bandwidths of
the arm cavity angular loops are set to 3 Hz to reduce the
seismically induced motion to a few nrad rms. However,
the control noise disturbs the test masses above 5 Hz and
contaminates the GW readout via beam miscentering on
the mirrors. We propose to further suppress the motion
of the optical benches so that the control bandwidth can
be lowered.
Despite the sophistication of LIGO’s seismic isola-
tion [26–28], it does not significantly reduce the mi-
croseismic motion at ∼ 0.2 Hz. This is due to tilt-to-
horizontal coupling [29–31], which causes the noise of the
aLIGO inertial sensors to grow as 1/f4 at low frequen-
cies as shown in Fig. 2. To reduce the bandwidth of the
angular controls to 1 Hz, the tilt motion needs to be sup-
pressed to 10−10 rad/
√
Hz in the 0.01-0.5 Hz band. The
corresponding horizontal sensitivity is shown in Fig. 2.
Above 1 Hz we require an improved sensitivity to reduce
the direct coupling of the ground motion (see Supple-
mental Material [32] for a breakdown of the noise, which
includes Ref [33]).
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FIG. 2. Inertial sensor noise for aLIGO (blue line) and the
requirement for LIGO-LF (black line). Custom tiltmeters can
be used to improve aLIGO sensor noise below 0.5 Hz (blue
dashed line). A novel 6D seismometer (red line) can surpass
the requirement in the entire band.
There are two approaches to reach the required sensi-
tivity of the inertial seismic sensors. The first one is to
actively stabilize the tilt motion using custom-built tilt-
meters [34, 35], which can achieve the requirement below
0.5 Hz. The second approach uses a novel 6D seismome-
ter [36]. In the core of this instrument is a quasimonolith-
ically suspended [37] mass whose position is monitored
using an interferometric readout. Figure 2 shows that
the design performance of the 6D seismometer satisfies
the requirement in the entire band.
The radiation-pressure-induced angular instability also
limits the minimum bandwidth [38, 39]. We propose to
increase LIGO-LF’s test masses from 40 to 200 kg to mit-
igate the effects of radiation pressure. More massive test
masses are also a fundamental part of next-generation
GW detectors.
The coupling of the longitudinal motion of the sig-
nal recycling cavity contaminates aLIGO’s sensitivity in
the 10-50 Hz band [23]. This coupling is proportional to
the arm detuning [40] introduced to enable the dc read-
out of the GW signal [41]. For LIGO-LF, we assume
balanced-homodyne readout [42] will be implemented in-
stead, which essentially eliminates the coupling.
In aLIGO, high-quality-factor suspension resonances
are damped using shadow sensors [43] with a sensitivity
of 2 × 10−10 m/√Hz. A global control scheme has been
proposed [44] to reduce its direct coupling to the GW out-
put. However, this noise still enters the auxiliary loops
and couples to the GW output indirectly. This calls for
an improvement of the sensor noise by a factor of 100.
Interferometric sensors [45] are promising candidates and
are used in the LIGO-LF design.
Once technical noises are suppressed, LIGO-LF sen-
sitivity will be limited by quantum and thermal noises.
Our strategy to improve the fundamental limits is similar
to the Strawman Team Red design [46].
Quantum noise [47–49] manifests both as sensor shot
noise and as displacement noise by exerting quantum
3radiation pressure (QRP) forces on the test masses.
LIGO-LF will operate under “resonant-sideband extrac-
tion” [50] with the same amount of power circulating in
the arms as aLIGO. A signal recycling mirror transmis-
sivity of 0.25 is chosen to optimize the broadband sensi-
tivity.
The quantum noise can be further reduced with
squeezed light [51–53]. Here we assume a frequency-
dependent squeezing [54–57] that provides 3 dB reduc-
tion of the QRP and 6 dB of the shot noise. Relative to
aLIGO, QRP is further suppressed by the heavier test
masses mentioned above.
Thermal noise [58] from the suspension [37, 59] and
the optical coatings [49, 60–63] dominates the sensitivity
from 5 to 100 Hz. Suspension thermal noise can be low-
ered by doubling the length of the last suspension stage
to 1.2 m [64, 65] and by applying more sophisticated sur-
face treatments [66]. LIGO-LF’s penultimate masses will
also need to be suspended with fused silica fibers to avoid
excess noise. Furthermore, the vertical suspension reso-
nance can be shifted down to 4.3 Hz by increasing the
fiber tension to 1.7 GPa. Overall, a factor of 5 improve-
ment over aLIGO suspension thermal noise is possible
(details of the LIGO-LF suspension are available in Sup-
plemental Material [32], including Refs [67–69]).
The larger test masses and better seismic isolation
open up the possibility of increasing spot sizes on the
test masses by 50%, with a corresponding reduction in
the coating thermal noise. Furthermore, a factor of 2
improvement in the coating loss angle is expected by the
time of LIGO-LF [70].
Further sensitivity improvement below 30 Hz is lim-
ited by gravity gradient noise [71–75]. It can be miti-
gated with offline regression [76], and in our calculation
we assume a factor of 10 cancellation [21]. The residual
is combined with the residual seismic motion in Fig. 1
under the label “seismic”.
Scattering is another critical noise source below
30 Hz [22, 77, 78]. A small amount of light can scat-
ter off the test masses due to surface imperfections, hit
the baffles along the beam tubes, and finally recombine
with the main beam. These stray photons induce differ-
ential power fluctuations which perturb the test masses
via radiation pressure. In Fig. 1, we present a scattering
noise curve estimated from the typical ground motion at
the LIGO sites with an anticipated 50% improvement in
the mirror surface quality relative to aLIGO. As the rel-
ative displacement between the test mass and the tube is
comparable to the laser wavelength (1µm), the coupling
can become nonlinear, up-converting the baffle motion
below 0.4 Hz up to 5 Hz [23, 79] . For rare cases where
the ground motion is severe, an up-conversion shelf can
form [22] and limit the low-frequency sensitivity. The
antireflection surfaces along the optical path also create
scattering noise. To suppress it, baffles should be con-
structed to block 99.9% of the stray light (details avail-
able in Supplemental Materials [32] with Ref [80]).
In summary, the key LIGO-LF advancements con-
sist of low-noise, interferometric sensors for seismic iso-
lation and suspension damping, and heavy test masses
with large spot sizes for improving the fundamental lim-
its. The LIGO-LF suspension system is also redesigned.
Combined with the squeezed light, balanced-homodyne
readout, and low-loss coating that are planned for A+,
the upgrades lead to the final LIGO-LF sensitivity.
Astrophysical applications.– LIGO-LF can deliver a
rich array of science in astrophysics. Here we consider
three examples: (i) binary BHs, including the expected
range of detectability and detection rate, and parame-
ter estimation (PE) of events, (ii) binary NSs, focusing
on the source localization and the detectability of the
tidal excitation of NS r-modes, and (iii) the GW mem-
ory effect. The technical details are provided in Supple-
mental Material [32] with Refs [81–88]. The searches for
the stochastic GW background [89] and the continuous
GW [90] rely mostly on the instrument’s high-frequency
performance, and are not enhanced by LIGO-LF.
(i).–With the LIGO-LF upgrade, both the maximum
detectable distance and mass and the number of detec-
tions are larger than with aLIGO and A+, as illustrated
in Fig. 3. In the left, we plot the single-detector horizon
and range [91] (in both redshift z and luminosity distance
DL) for binaries with different total masses. The systems
are assumed to be nonspinning and to have equal masses.
A single LIGO-LF could detect binary BHs to cosmologi-
cal distances (z ' 6), whereas a network of four detectors
would observe to z ∼ 10, potentially accessing the first
generation of stellar BHs [92].
Assuming a power-law mass distribution and a merg-
ing rate of 97(1 + z)2 Gpc−3 yr−1 [93, 94], the expected
number of detections of coalescing BH binaries is shown
in the right in Fig. 3. It predicts that a single LIGO-
LF can detect ∼ 4000 merging BHs per year, 18 (2.3)
times aLIGO’s (A+’s) detection rate. The large num-
ber of events observed by LIGO-LF increases the statis-
tical signal-to-noise ratio (SNR), which may be used to
separate formation channels that predict different event
rates [95, 96] and to constrain the fraction of dark matter
in the form of primordial BHs [93, 97].
Moreover, LIGO-LF enables more accurate PE than
aLIGO. To emphasize the improved low-frequency sen-
sitivity, we consider binaries with detector-frame total
mass M
(d)
tot ≥ 100M. Since the sensitivity of A+ and
aLIGO is similar below 20 Hz, we consider the compar-
ison between LIGO-LF and aLIGO. Qualitatively, the
improvements are due to two facts: A more total SNR is
accumulated in LIGO-LF than in aLIGO, and the SNR
starts to accumulate at lower frequencies. Thus, if aLIGO
can measure only the merger-ringdown phase of a coales-
cence, with LIGO-LF we could access the inspiral phase
as well, allowing for a more precise estimation of the com-
ponent masses and spins.
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FIG. 3. Left: The horizon (solid line) and range (dashed
line) for binaries with different (source-frame) total masses.
A single LIGO-LF may reach a cosmological redshift of z ' 6.
Right: Expected detections rate of coalescing stellar-mass BH
binaries as a function of the total mass. We divide M1 and
M2 each into eight logarithmic bins from 10M to 100M
and marginalize over the mass ratio to derive the event rate
per total mass bin. LIGO-LF can detect ∼ 4000 events per
year, 18 times more than the expected number for aLIGO.
All the numbers are calculated assuming a single detector.
To quantify these improvements, we simulate GW sig-
nals with the IMRphenomPv2 waveform [98] and inject
them to mock detector noise. We consider five total
mass bins from 100M to 2000M, each with three
spin configurations: (χeff=χp=0), (χeff=0.5, χp=0.6),
and (χeff=−0.5, χp=0.6). Here χeff is the mass-weighted
sum of component spins along the orbital angular mo-
mentum [99, 100], and χp captures the precessing com-
ponents [101]. The effect of the mass ratio has been stud-
ied in Refs. [11, 12], so we focus on the equal mass case.
We consider a four-detector network formed by the Han-
ford (H) and the Livingston (L) sites, LIGO-India (I),
and aVirgo (V). For HLI, we consider both the LIGO-
LF and aLIGO sensitivities; for V, we fix it at its design
sensitivity [7]. KAGRA [102] is not included as it is less
sensitive to IMBHs. For each source, the inclination is
fixed to 30◦ and the distance is chosen such that the net-
work SNR is 16 with aLIGO’s sensitivity. We then use
the LALInference [103] to get posterior distributions of
source parameters. The PE results refer to the detector
frame and we denote them with a superscript ‘(d)’.
In Fig. 4, we plot the 90% credible intervals of the chirp
mass M(d)c , total mass M (d)tot , and χeff . For the masses,
we present the results for the nonspinning case. When
spins are included, an aligned (antialigned) spin tends to
improve (degrade) the inference accuracy [104]. Similar
effects can also be seen in the posterior distributions of
χeff , as illustrated in the bottom panels. The precession
term χp cannot be well constrained even with LIGO-LF.
LIGO-LF typically enables a factor of 2 improvement
in constraining the sources’ redshift compared to aLIGO,
limiting the improvement in measuring the source-frame
masses to a similar level (see Supplemental Material [32]
for the redshift posteriors). The effective spin, nonethe-
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FIG. 4. The 90% credible intervals of the detector-frame chirp
mass M(d)c (top left), total mass M (d)tot (top right), and effec-
tive spin χeff (bottom) are all significantly smaller for LIGO-
LF than for aLIGO. LIGO-LF also reduces biases, especially
for M(d)c and χeff when the spin is antialigned (bottom left).
less, is unaffected by the redshift and thus LIGO-LF can
achieve 3-5 times better accuracy than aLIGO, which
will be essential for discriminating between different for-
mation scenarios that predict different spin configura-
tions [105, 106].
(ii)–We use the Fisher matrix to examine LIGO-LF’s
ability to localize a binary NS including effects of Earth’s
rotation [107, 108]. We consider the same network as in
the PE section. The result is shown in the left panel
in Fig. 5. The final localization error in solid angle,
∆Ωs, is 3.5 (1.2) times smaller with LIGO-LF than with
aLIGO (A+). While LIGO-LF’s improvement over A+
is mild when the entire signal is used, it is nonetheless
dramatic (a factor of 5 over A+ and 10 over aLIGO) if
we use only data below 30 Hz, about 1 min prior to the
final coalescence. This illustrates LIGO-LF’s ability to
achieve a more timely localization than A+ and aLIGO.
The r-mode study follows Ref. [109], and we focus on
the l=2, m=1 mode. The results are summarized in the
right panel in Fig. 5. We find that if the NS spins at
a rate greater than 35 Hz [110], a single LIGO-LF may
detect the r-mode resonance up to a distance of 50 Mpc.
Since the phase shift of the m=1 r-mode depends on
the NS stratification, which is sensitive to the internal
composition and the state of matter [111, 112], a detec-
tion may thus place constraints on the NS equation of
state from physics beyond the star’s bulk properties [113].
Furthermore, the r-mode resonance provides an indepen-
dent measurement of the NS spin, which may help break
the spin-mass ratio degeneracy [14] and improve the ac-
curacy in measuring the (equilibrium) tidal deformabil-
ity [15, 114].
(iii)–We consider the GW memory effect [115] adopt-
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FIG. 5. Left: The cumulative uncertainty in localization,
∆Ωs, for the HLIV network. We consider NS binaries at the
Coma cluster with two inclinations, 30◦ (solid line) and 75◦
(dashed line), and marginalize over the polarization and time
of arrival. LIGO-LF improves the localization by a factor of
3.5 over aLIGO using the entire signal and by a factor of 5 over
A+ using only the sub-30 Hz data. Right: The uncertainty
(solid) in measuring the phase shift due to resonant excitation
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at 50 Mpc with optimal orientation. Also shown in the red
dashed line is the expected physical r-mode phase shift. The
effect is detectable when the real phase shift is greater than
the statistical error.
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FIG. 6. SNR from the GW memory effect as a function of
the source-frame total mass. The sources are fixed at z = 0.1
and an inclination of 30◦. The peak SNR seen in LIGO-LF is
4 (2) times greater than that seen in aLIGO (A+).
ing the minimal-waveform model [116]. The result is
shown in Fig. 6. Together with the increased detection
rate, LIGO-LF has a promising probability to detect this
effect via event stacking [117].
Conclusions.– In this Letter, we propose LIGO-LF, an
upgrade improving aLIGO’s low-frequency performance.
The new technologies required for this update are directly
applicable to the future generation of detectors. Com-
paring LIGO-LF to aLIGO, the mass and spatial range
of binary BHs detectable are greatly enhanced, and the
localization of NS binaries can be achieved at a much
earlier time, enabling more timely follow-up.
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TABLE I. Summary of the LIGO-LF suspension parameters
Stage mass [kg] length [m] Wire diameter [mm] Material
TOP 80 0.32 1.8 C70 steel
UIM 80 0.32 1.2 C70 steel
PUM 200 0.36 1.2 Silica
TST 200 1.2 0.6 (thin); 1.8 (thick) Silica
I. LIGO-LF SUSPENSION DESIGN
LIGO-LF adopts a 4-stage suspension system similar
to that of aLIGO [1]. The suspension chain consists of a
top mass (TOP), an upper-intermediate mass (UIM), a
penultimate mass (PUM), and a main test mass (TST),
with the parameters for each stage summarized in TA-
BLE I. The blade design used for LIGO-LF vertical sup-
port is similar to that of aLIGO. Two requirements are
set for the system above 5 Hz: the suspension needs to
provide sufficient filtering of the residual ground motion
(cf. Fig. 2 of the main Letter), and its total thermal
noise should be dominated by the pendulum mode from
the TST stage.
To achieve the seismic isolation requirement, the mass
ratio between the TOP and the TST stages should be
similar to that of aLIGO. Decreasing the TOP mass shifts
the highest suspension resonance to higher frequencies,
making the pendulum filtering less efficient at 5 Hz. Con-
sequently we choose mTOP = mUIM = 80 kg, and the re-
sultant seismic noise is shown in the dotted-brown curve
of Fig. 1 of the main Letter.
In addition to the direct length coupling, the longitudi-
nal ground motion can also couple to the pitch motion of
the test mass. The main pitch resonance frequency can
be controlled by tuning the distance between the fiber
binding point and the mirror’s center of mass. Similarly,
the ground rotation can couple to the yaw motion of the
test mass, and the resonance frequency can be controlled
as well [2]. For LIGO-LF, the main pitch and yaw res-
onances are set to 0.42 Hz and 0.35 Hz, respectively, to
balance the requirements for more filtering at high fre-
quency (> 5 Hz) and for less rms angular motions at low
frequency (< 1 Hz).
We present the suspension thermal noise for LIGO-LF
in Fig. 1. In the sensitivity band above 5 Hz, the domi-
nant contribution comes from the pendulum mode of the
test mass stage. In the calculation we have assumed an
effective loss angle of 5× 10−10 [3] and the resultant sus-
pension thermal noise is similar to the quantum noise
from 5 to 20 Hz. In order to reduce the contamination
from other stages, we replace the suspension for the PUM
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FIG. 1. The LIGO-LF suspension thermal noise from differ-
ent stages (represented by dotted lines with different colors).
The quantum noise is also plotted in the red-solid line as a
reference. In the left we plot the direct horizontal (along the
beam line) displacement noises. The dominant contribution
above 5 Hz is from the last stage and it is similar to the quan-
tum noise in the 5 − 20 Hz band. In the right are the noises
due to the vertical-to-horizontal coupling. The bounce mode
is at 4.3 Hz, making the vertical contributions subdominant
above 5 Hz.
stage from C70 steel wire to silica fiber. Meanwhile, the
wire stress in the TOP and UIM stages is increased by
30% relative to aLIGO for better dilution of the losses.
Besides the thermal motion along the beam line, the
vertical vibration of the test masses also couples to the
GW channel due to the Earth’s radius of curvature. The
eigenfrequency fv of the last stage’s vertical mode (also
known as the “bounce mode”) scales as [4]
2pifv ≈
√
gY
lσ
mTST +mPUM
mPUM
, (1)
where g, Y , l, σ, mTST, and mPUM are the local gravita-
tional acceleration, the Young’s modulus of the material,
the length of the suspension, the stress inside the fiber,
the mass of the test mass, and the mass of the penulti-
mate mass, respectively. To make fv low, we maintain
the mass ratio between the PUM and the test mass to 1
as aLIGO, and double l to 1.2 m. Meanwhile, the fibers
suspending the test mass have a tapered geometry: for
the thick part where most of the bending energy is stored,
it has a diameter of 1.8µm to cancel the thermal-elastic
noise, while the thin part has a diameter of 0.6µm to in-
crease the stress σ to 1.7 GPa. Consequently, the bounce
mode has an eigenfrequency of fv = 4.3 Hz, which pro-
vides sufficient filtering of the vertical motion in the sen-
sitivity band.
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FIG. 2. The residual pitch motion of aLIGO (left panel) and
LIGO-LF (right panel). The black-solid curves are the to-
tal angular motion and the black-dashed ones are the corre-
sponding cumulative rms values. The dotted curves are the
noise contributions due to seismic (blue), suspension damping
(orange), and wave-front sensing (purple), respectively. The
red-solid curve is shown for comparison: it corresponds to a
noise level equivalent to the LIGO-LF’s quantum noise if the
spot miscentering is 1 mm.
II. REQUIREMENTS OF THE ANGULAR
CONTROL LOOPS
The alignment loop of the arm cavity is designed to
balance two requirements. On one hand, the loop needs
to have large enough gain at low frequency to suppress
the rms motion of the test mass to ' 1 nrad, and to
overcome a radiation pressure induced angular instabil-
ity. On the other hand, the loop gain needs to be as
low as possible at high frequency to avoid perturbing the
mirrors by feeding back the sensing noise.
In Fig. 2 we plot the residual pitch motion for aLIGO
and LIGO-LF after the alignment control is engaged with
a detailed noise budget; the yaw motion is similar at high
frequencies and is significantly less than pitch below 1 Hz,
so the low frequency rms requirement for yaw is less crit-
ical. In the calculation for aLIGO, we use the measured
ground motion and shadow sensor noise to represent the
contributions due to seismic and due to suspension damp-
ing, respectively. For LIGO-LF, we adopt the required
sensor noise (the black trace in Fig. 2 of the main Let-
ter) for the residual seismic motion, and scale the shadow
sensor noise of aLIGO down by a factor of 100 for the
damping noise. Therefore our results here should be in-
terpreted as the requirement set for the future seismic
and damping sensors. The sensing noise from the wave-
front sensors is assumed to be 5×10−15 rad/√Hz for both
aLIGO and LIGO-LF. Also shown in the red curve as a
comparison is the equivalent quantum noise: with 1 mm
of spot miscentering, an angular fluctuation per test mass
given by the red curve will be converted to a length noise
equal to the LIGO-LF’s quantum limit.
For aLIGO, a control bandwidth of 3 Hz is necessary
to reduce the rms pitch motion to 1.2 nrad. Such a high
bandwidth limits how fast the loop gain can roll-off at
high frequency. Consequently, a considerable amount of
control noise is injected to the 10-20 Hz band, contami-
nating the GW sensitivity. For LIGO-LF, however, we
can reduce the bandwidth to 0.8 Hz, yielding a rms mo-
tion of 0.5 nrad. We require the rms motion to be less
than half of the aLIGO’s value to open up the possibility
of increasing the spot size by 50%. The sensing noise
can now be decreased below the quantum limit at 4 Hz.
The damping noise, nonetheless, becomes significant for
LIGO-LF, and a factor of 100 improvement is essential
for reaching the instrument’s fundamental limit at 5 Hz.
In addition to suppressing the test masses’ rms motion,
overcoming the angular instability is another critical re-
quirement on the alignment bandwidth. With 0.8 MW
of power circulating in the arms, the radiation pressure
force creates an optical torque comparable to the restor-
ing torque from the suspension, and thus modifies the
test masses’ mechanical response. The input and end
test masses are coupled by this effect to oscillate in a
set of eigenmodes which are conventionally known as the
“hard” and the “soft” modes [5]. Their eigenfrequencies
are given by [6].
ω2± = ω
2
0 +
PL
Ic
[
−(gi + ge)±
√
4 + (gi − ge)2
1− gige
]
, (2)
where we have used ω+ (ω−) to represent the angu-
lar eigenfrequency of the hard (soft) mode, and ω0 the
pendulum frequency. The L, P , I, and gi (e) are the
arm length, power circulating in the arms, momentum
of inertia, and the g parameter of the input (end) test
mass, respectively. The values for aLIGO are given in
Ref. [7], which leads to (ω−/2pi)
2
= −(0.2 Hz)2. The soft
mode is thus unstable for aLIGO without control loop.
Overcoming the instability will demand a bandwidth of
& 10 |ω−/2pi| = 2 Hz. Nevertheless, as we increase the
test masses by a factor of 5 to 200 kg, the momentum of
inertia will increase by a factor of 55/3 ' 15 if we assume
the mirror geometry stays the same as that of the aLIGO
mirror. This increased momentum of inertia greatly sup-
presses the radiation pressure effect. Also taking into
account the facts that we shift the pendulum frequen-
cies for LIGO-LF (cf. Section I) and modified the input
test masses’ radius of curvature to increase the spot size
(gi = −1.2 for LIGO-LF; ge is the same for LIGO-LF and
aLIGO), the eigenfrequency of LIGO-LF’s pitch (yaw)
soft mode becomes (ω−/2pi) ' 0.4 Hz (0.3 Hz). Conse-
quently, the soft mode will be stable for LIGO-LF, relax-
ing requirements set on the minimum control bandwidth.
III. CALCULATION OF THE SCATTERING
NOISE
For the scattering noise calculation, we introduce the
effective displacement x¯scatter defined as
x¯scatter(t) =
λ
4pi
sin
[
4pi
λ
xscatter(t)
]
, (3)
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FIG. 3. The noises due to scattering in the arm tubes (dotted-
blue) and in the vertex (dotted-orange). The total LIGO-LF
noise is shown in the solid-black as a reference.
where xscatter(t) is the (physical) relative displacement
between a mirror and a scattering surface at time t, and
λ = 1064 nm the laser wavelength. The corresponding
frequency-domain displacement is thus given by
ˆ¯xscatter(f) =
λ
4pi
∫
sin
[
4pi
λ
xscatter(t)
]
exp (−2piift) dt.
(4)
Notice that when xscatter ∼ λ, the effective displacement
no more varies linearly with the physical displacement.
Consequently, the large ground motion below 1 Hz can be
up-converted to the sensitivity band, making scattering a
significant noise source when the ground motion is severe.
The olive trace in Fig. 1 of the main Letter is calcu-
lated including two effects: scattering in the arm tubes,
and scattering in the vertex of the interferometer, with
each one’s contribution individually shown in Fig. 3.
For the former, the calculation follows from Ref. [8].
There are two coupling channels need to be considered.
The phase quadrature of the scattered light directly en-
ters the GW readout, with a flat transfer function from
ˆ¯xscatter(f) to the differential arm displacement given by
Z
(Im)
tube (f) ' 1.0× 10−12
(
Ascat
2.0× 10−12
)
m
m
. (5)
Here Ascat is the amplitude scattering coefficient and is
proportional to the bi-directional reflectivity distribution
function of the test masses [9]. At the same time, the am-
plitude quadrature of the scattered light can beat with
the static optical field inside each arm to cause a differen-
tial power fluctuation, which further induces differential
arm motions due to the radiation pressure force. The
transfer function for this mechanism is given by
Z
(Re)
tube(f) ' 3.3× 10−12
(
10 Hz
f
)2(
Ascat
2.0× 10−12
)
×
(
200 kg
mTST
)(
Parm
0.8 MW
)(
Tsrm
0.25
)
m
m
, (6)
where Parm is the power circulating in each arm and Tsrm
is the power transmissivity of the signal recycling mirror.
Below 20 Hz, the amplitude quadrature dominates the
coupling.
The scattering in the vertex is caused by the anti-
reflecting (AR) surfaces along the optical path. If not
properly baffled, the stray light may hit the chamber wall
and be reflected back to the optical path. The coupling
coefficient per stray beam is [10]
Zvertex(f) ' 1.0× 10−12
(
Tbaffle
0.001
)1/2
×
(
RAR
250 ppm
)(
2 mm
wwall
)
m
m
, (7)
where RAR is the power reflectivity of the AR surface
creating the beam, wwall is the stray light’s spot size on
the chamber wall, and Tbaffle is the fraction (in power) of
the stray light that leaks through the baffle. There are
10 AR surfaces that can contribute to this noise, 2 from
the input test masses (RAR ' 250 ppm), 4 from the beam
splitter (RAR ' 50 ppm), and 4 from the compensation
plates (RAR ' 20 ppm). To achieve the proposed LIGO-
LF sensitivity, the baffles need to reduce the power of the
stray light by
T
(LIGO−LF req.)
baffle < 0.1%. (8)
IV. ESTIMATION OF DETECTION RATE
We present the our calculation of the expected detec-
tion rate of merging binary BHs in this section.
We adopt the standard power-law mass distribution
used in LIGO event rate estimation [11]. The probability
densities of the primary mass M1 and the secondary mass
M2 are respectively given by
P1(M1) = AM1M−α1 Θ (M1 −Mgap) exp
(
− M1
Mcap
)
,
(9)
P2(M2) = AM2Θ (M2 −Mgap) Θ (M1 −M2) , (10)
where AM1 and AM2 are overall normalizations, and Θ
denotes the Heaviside step function. Following the con-
vention we use a slope of α = 2.35 and a lower limit of
the mass distribution Mgap = 5M. As in Ref. [12], we
have an exponential cutoff on M1 which is set to Mcap =
60M. Additionally we require M1 + M2 ≤ 100M.
We do not consider the IMBHs in our rate calculation
because of the large uncertainty in their formation; they
are sufficiently rare and are thus unlikely to affect the to-
tal number of detections. For the merging rate, we adopt
a simple, mass-independent approximation [12]
R(z) = 97(1 + z)2 Gpc−3 yr−1. (11)
The expected number of detection per unit time dT in
4the mass interval [Mtot,Mtot + dMtot] is given by
dN (Mtot)
dTdMtot
=4pi
∫ Mtot
Mtot/2
dM1P1 (M1)P2 (Mtot −M1)
×
∫ zran(M1,Mtot−M1)
0
cχ(z)2R(z)
(1 + z)H(z)
dz,
(12)
where zran(M1,M2) is the detection range for a binary
system with M1 and M2, χ(z) the radial comoving dis-
tance, and H(z) the Hubble parameter. In the calcula-
tion we have assumed a flat universe with Hubble con-
stant H0 = 67 km s
−1 Mpc−1 and matter (dark energy)
fraction Ωm = 0.32 (ΩΛ = 0.68), consistent with the
Planck result [13]. The zran(M1,M2) is calculated with
a single detector when we do the rate estimation. This is
because we would like to focus on the improvements due
to better sensitivity, instead of due to more detectors or
more optimized network configuration.
We divide the total mass Mtot into 8 logarith-
mically spaced bins from 10M to 100M. For
the ith bin, we compute the quantity ∆N i ={[
dN(M itot)/dTdMtot
]
T1yr ∆M
i
tot
}
, where T1yr is the
time for a year and ∆M itot is the width of the ith bin.
The result is shown in the left panel of Fig. 3 in the
main Letter. Note that ∆N i yields a Poisson distribu-
tion, with a statistical uncertainty of
√
∆N i. Therefore
the statistical SNR grows as
√
∆N i, greatly enhancing
LIGO-LF’s ability to constrain the population proper-
ties of binary BHs relative to aLIGO. Consider a simple
case where the merging rate R is the only unknown, then
with LIGO-LF we would be able to constrain it to within
±0.5 Gpc−3 yr−1 by summing all the mass bins together
for a total observation period of 10-year, 4 times bet-
ter than what aLIGO can achieve. As R is sensitive to,
e.g., the metallicity at the time of binary formation [14],
an accurate measurement of R thus constrains the metal
enrichment history of the Universe. Furthermore, the
event rate per mass interval can also be used to place
constraints on the fraction of dark matter in the Uni-
verse that is in the form of primordial BHs [12, 15].
V. INFERRED MASSES IN THE SOURCE
FRAME
In the main Letter, the parameter estimation section
focused on the results in the detector-frame. Here we
provide the source-frame results for completeness. The
conversion is [16]
Mc = M
(d)
c
1 + z
(13)
for the chirp mass Mc, and similarly for the total mass
Mtot. Here z is the cosmological redshift and we have
denoted the detector-frame with a superscript (d).
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FIG. 4. Mock sources for each total mass were placed at
the redshifts indicated by the red-dashed line. The redshifts
were chosen to give a network SNR of 16 in aLIGO. The
black (blue) bars indicate the 90% credible interval for the
inferred redshift with LIGO-LF (aLIGO) sensitivity. LIGO-
LF typically improves the constrain in z by a factor of 2.
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FIG. 5. The 90% credible interval of the source-frame chirp
massMc (left panel) and total mass Mtot (right panel). The
uncertainty is about a factor of 2 smaller for LIGO-LF com-
pared to aLIGO, and is dominated by the uncertainty in in-
ferring the redshift. Thus LIGO-LF enables less improvement
in constraining the source-frame masses than in the detector-
frame ones.
In Fig. 4 we present the 90% credible intervals
of the redshift z. To yield a network SNR of 16
with aLIGO design sensitivity, the redshifts are z =
(0.53, 0.82, 1.1, 0.92, 0.22) for the 5 injections we have
with M
(d)
tot = (100, 200, 400, 1000, 2000) M, respec-
tively. LIGO-LF typically improves the accuracy in the
redshift inference by a factor of 2 relative to aLIGO.
We show the 90% credible intervals of the source-
frame masses in Fig. 5. The injected source-frame to-
tal masses are Mtot = (65, 109, 187, 521, 1644) M, and
chirp masses Mc = (28, 48, 82, 227, 716) M. Due to
the statistical error in measuring the redshift, LIGO-LF
only constrains the source-frame values 2 times better
than aLIGO, despite that it can constrain the detector-
frame ones 3-5 times better.
5VI. LOCALIZATION OF MERGING BINARY
NSS
We consider localizing a merging binary NS with a
network of 4 detectors consisting of the Hanford (H) and
the Livingston (L) sites, LIGO-India (I), and Virgo (V).
The coordinates of HLV can be found in Ref. [17], and
we use the same location for I as in Ref. [18]. The data
seen in the ith detector in the network can be written
as [19, 20]
di(f) =
[
F+i (f)h+(f) + F
×
i (f)h×(f)
]
exp [−i2pifτi(f)] ,
(14)
where h+(×) is the GW signal in the plus (cross) polariza-
tion, F+(×) the antenna response whose functional form
is provided in [17], and τi the traveling time from the
coordinate origin to the ith detector. The frequency de-
pendences of F+(×) and τi originate from the rotation of
the Earth, and with the stationary-phase approximation
they can be written as,
F+(×)(f) = F+(×) [tf (f)] , τi(f) = τi [tf (f)] , (15)
tf = tc − 5
256
(
GMc
c3
)−5/3
(pif)
−8/3
. (16)
Here tc is the time of the coalescence. We compute the
signal h(f) using the post-Newtonian (PN) expansion,
including phase corrections to the 1.5 PN order [16].
We parameterize the signal in terms of 9 parameters:
p = (Mc, q, tc, φc, ι, θs, φs, ψs, dL), corresponding
to the chirp mass, mass ratio (≤ 1), time and phase at
the merger, the source’s inclination, declination, right as-
cension, polarization, and luminosity distance. The spin
is not included since the NS is expected to be slow spin-
ning [21, 22]. The statistical error of each parameter can
be estimated using the Fisher matrix with element
Γjk =
〈
∂d
∂pj
,
∂d
∂pk
〉
, (17)
where the inner product for data from the network, a
and b, is defined as
〈a, b〉 (fup) = 2
HLVI∑
i
∫ fup
0
df
[
a∗i (f)bi(f) + ai(f)b
∗
i (f)
Si(f)
]
.
(18)
Here Si(f) is the noise power spectra density of the ith
detector, fup ≤ 2fISCO is the upper limit of the integra-
tion, and fISCO is the orbital frequency at the system’s
inner-most stable circular orbit (ISCO). We have treated
fup as a free parameter so that we can consider the cu-
mulative accuracy using only data with f < fup,
The full covariance matrix Σ can be obtained by in-
verting Γ,
Σ = Γ−1, (19)
and the statistical error for the jth parameter pj is given
by
∆pj =
√
Σjj . (20)
We are especially interested in the uncertainty solid angle
covering the source’s location, which is given by
∆Ωs = 2pi| sin θs|
√
〈∆θ2s〉 〈∆φ2s〉 − 〈∆θs∆φs〉2. (21)
In order to demonstrate the improvement made by
LIGO-LF over aLIGO and A+, we focus on 1.4M-
1.4M NS binaries, and fix the source location to the
Coma cluster. We consider two inclination angles, a
face-on one with ι = 30◦, and a more edge-on one with
ι = 75◦. The arriving time and polarization of the
sources are marginalized over.
In the left panel of Fig. 5 in the main Letter, we plot
the cumulative localization error, ∆Ωs(fup). Here in-
stead of integrating eq. (18) over the entire band, we
integrate it only up to fup. We can thus know the local-
ization accuracy at each instant of the inspiral. As shown
in the figure, LIFO-LF localize the source 5 (10) times
better than A+ (aLIGO) at 30 Hz, and 10 (15) times bet-
ter at 20 Hz. Note that the time prior the final merger
increases sharply as the frequency decreases, as
tc − tf = 54
( Mc
1.2M
)−5/3(
f
30 Hz
)−8/3
s. (22)
Despite that the final uncertainties are similar for A+
and for LIGO-LF, LIGO-LF would be able to send out
the source location minutes before the final merger, while
for A+ similar accuracy cannot be achieved until seconds
before the event.
VII. THE DETECTABILITY OF THE NS
r-MODE RESONANCES
The (linear) tidal response of the NS can be decom-
posed into an equilibrium tide and a dynamical tide. The
equilibrium tide accounts for the quasi-static, large-scale
distortion of the star and the dynamical tide [23, 24]
accounts for the internal modes of oscillation that are
resonantly excited as the orbit decays and sweeps up in
frequency. Here we consider the excitation of the NS’s ro-
tational modes (i.e. the r-modes) due to its companion’s
gravitomagnetic tidal field [25]. For the l = 2, m = 1
r-mode we study here, the GW frequency of mode reso-
nance fr is related to the NS’s spin frequency fspin as
fr =
4
3
fspin. (23)
Since the NSs in binary NS systems are expected to be
slow-spinning (with a rate less than a few×10 Hz), the
r-mode is naturally an interesting science case for the
LIGO-LF upgrade.
The tidal interaction induces a phase shift in the GW,
δΦr, relative to the point-particle (pp) waveform. As the
duration of the mode resonance is typically ∼ 1% of the
total GW decay timescale [25], the resonance can thus
be treated as an instantaneous process. In this limit,
6the phase of the frequency-domain waveform Ψ(f) can
be written as [26]
Ψ(f) = Ψpp(f)−
(
1− f
fr
)
δΦrΘ (fr − f) , (24)
where Ψpp is the phase of the point particle waveform
(calculated to the 1.5 PN order in our study). In the
expression above we have aligned the tidal waveform to
the pp one at the merger.
While in the case of equilibrium tides the orbital energy
is absorbed by the star and thus the inspiral is acceler-
ated, in the case of the r-mode interaction the direction
of energy transfer is reversed. The orbit extracts the NS
spin energy which decelerates the inspiral. This unique
feature of the r-mode corresponds to a negative δΦr in
the expression above. While large theoretical uncertain-
ties exist, previous work suggests that [25]
δΦr ∼ −0.1
(
fspin
100 Hz
)2/3
. (25)
To estimate the detectability of this effect, we once
again use the Fisher matrix method. A fully Bayesian
analysis is deferred to future studies. For simplic-
ity, we focus on the single-detector case and fix the
sources at 50 Mpc with optimal orientation. This al-
lows us to write the waveform in terms of 9 parameters,
(Mc, q, χ1, χ2, tc, φc, dL, fr, δΦr), corresponding to
the chirp mass, mass ratio, dimensionless spin of mass 1
and 2, time and phase at the coalescence, luminosity dis-
tance, and the resonant frequency and the phase shift of
the r-mode. The equilibrium tidal deformation is not in-
cluded here because it is only relevant at f & 600 Hz [27];
it is unlikely for a NS to spin this fast. We consider here
binaries with M1 = 1.4M and M2 = 1.35M. The
mass ratio is slightly off 1 because otherwise χ1 and χ2
will be completely degenerate. The relation between the
spin frequency fspin and the dimensionless spin param-
eter χ depends on the NS EOS. Here we pick the SLy
EOS [28] as a typical representation; this EOS is consis-
tent with the GW170817 event [21]. It leads to
χ ' 0.06
(
fspin
100 Hz
)
, (26)
for a typical 1.4M NS. A softer EOS yields a larger χ
for a NS with fixed mass.
We then vary the spins of the two masses (while keep-
ing them rotating at the same rate as fspin1 = fspin2 =
fspin), and evaluate the Fisher matrix at different val-
ues of fspin to obtain the uncertainty on the phase shift,
∆ (δΦr).
The results plotted in the right panel of Fig. 5 in the
main Letter. The r-mode is detectable if the statistical
error is smaller than the real phase shift calculated from
eq. (25), i.e., we set ∆ (δΦr) ≤ |δΦr| as the detectability
threshold.
Note that we included only a single set of (fr, δΦr)
in the calculation above, whereas in a merging binary
NS system each NS should contribute individually a r-
mode phase shift. Nevertheless, the typical resolution
of fr is ' 50 Hz, corresponding to a spin frequency of
∆fspin ' 40 Hz, whereas even the fastest spinning pul-
sar in a binary NS system known today [22] will have a
rotation rate less than that when it enters the sensitiv-
ity band of a ground-based GW detector. We are thus
unlikely to resolve the individual resonance but only the
combined effect of the two NSs. Therefore we included
an extra factor of 2 when computing the theoretical pre-
diction (i.e. the red-dashed curve) according to eq. (25).
We also point out that this is not the only way to
parameterize the r-mode resonance. For completeness we
introduce an alternative parameterization which involves
a single parameter Ar controlling the overall coupling
strength of the r-mode. Instead of treating the resonant
frequency as a free parameter, we utilize eq. (23) to relate
fr1 to fspin1, which is further related to χ1 by eq. (26)
(by doing so we implicitly restrict ourselves to a fixed
EOS). The phase shift can then be calculated as [25]
δΦr1 = −Ar
(
fspin
100 Hz
)2/3
×
(
1.4M
M1
)(
1.4M
M2
)2(
2.8M
Mtot
)1/3
rad, (27)
for the primary mass, and switching the index 1 ↔ 2
for the secondary mass. Both δΦr1 and δΦr2 are then
included to the waveform according to eq. (24).
This allows us to write a Fisher matrix with 8 parame-
ters, (Mc, q, χ1, χ2, tc, φc, dL, Ar). We consider the
same sources as above and evaluate the matrix at dif-
ferent spin frequencies but still with χ1 = χ2. We once
again set the detectability threshold to ∆Ar ≤ Ar ∼
0.1 rad. The range of NS spin frequency in which the r-
mode is detectable is comparable to the parameterization
we adopt in the main Letter, as shown in Fig. 6.
As pointed out in the main Letter and also in Ref. [29],
though the equilibrium tides already place constraints on
the NS EOS, the constraint relies only on the bulk prop-
erty of the star. The dynamical tides such as the r-mode
resonances, however, probe quantities like the internal
composition of the NS, which may provide much detailed
information about the EOS.
Additionally, the confirmation of the r-mode may po-
tentially improve the PE accuracy of other parameters.
This effect is illustrated in the right panel of Fig. 6. Here
we consider the same source as above and focus on cases
with the LIGO-LF sensitivity. Specifically, we consider
the error ellipsoid corresponding to (q, χ1, χ2). The vol-
ume of this ellipsoid ∆Vq,χ is given by
∆Vq,χ = v0
√
det Σq,χ, (28)
where v0 is a geometrical constant, Σ is the covariance
matrix obtained by inverting the Fisher matrix (using
the alternative parameterization). Here we focus on the
submatirx pertaining (q, χ1, χ2), as denoted by the sub-
script (q, χ). When the r-mode is included, the volume
710 30 100 300
fspin [Hz]
10 1
100
A r
[ra
d]
LIGO-LF
A+
aLIGO
10 30 100 300
fspin [Hz]
10 6
10 5
10 4
10 3
de
t
q,
Ar = 0.1 [rad]
Ar = 0
FIG. 6. Left: the parameter estimation uncertainty (solid
lines) of the r-mode phase shift with an alternative param-
eterization (cf. eq. 27). The expected value of Ar is also
shown in the red-dashed line. The r-mode is detectable when
the dashed line is above the solid line. The detectable region
is consistent with the one obtained with the parameterization
we used in the main Letter. Right: the volume of the error
ellipsoid pertaining (q, χ1, χ2) for the same sources and with
the LIGO-LF sensitivity. When the r-mode effect is included
(dashed), the error ellipsoid has a significantly smaller volume
than the one without considering the r-mode effect (solid).
of uncertainty decreases dramatically. This is due to the
fact that in the pp waveform we can only measure χeff ,
which is approximately the average of χ1 and χ2 for bi-
naries with nearly equal masses, and even χeff is partially
degenerate with the mass ratio q. When the r-mode is in-
cluded, the frequencies of resonance directly measure the
spin of each NS, which breaks the degeneracy between
parameters. Once χ1, χ2 and q are better constrained,
the accuracy in measuring the tidal deformability due to
the equilibrium tide can also be improved [21].
VIII. SEARCHING FOR THE GW MEMORY
EFFECT
The GW memory causes a DC displacement of the
test masses that persists after the GW has passed [30].
As the effect builds up over a finite amount of time, it
can thus be detected by a LIGO-like GW detector which
effectively high-passes the signal. The detection of this
effect may provide a strong-field test of the general theory
of relativity. Therefore we consider it as one of the science
cases for LIGO-LF.
Here we adopt the minimal-waveform model proposed
in Ref. [31],
h
(mem)
+ (f) =
GηMtot/c
2
384piDL
sin2 ι
(
17 + cos2 ι
)
h(mem)(f),
(29)
where η = M1M2/M
2
tot is the symmetric mass ratio, and
h
(mem)
× (f) = 0. The term h
(mem)(f) is further given by
h(mem)(f) =
i
2pif
{8piGMtot
c2rm
[1− 2piifτrrU(1, 7/4, 2piifτrr)]
− c
3
GηMtot
nmax∑
n,n′
σ22nσ
∗
22n′A22nA
∗
22n′
2piif − (σ22n + σ∗22n′)
}
.
(30)
The value of τrr = (5/256)
(
GMtot/c
3η
) (
c2rm/GMtot
)4
is the characteristic orbital decay time scale at r, and
U is Kummer’s confluent hypergeometric function of the
second kind. The σlmn are angular frequencies of the
final BH’s quasi-normal modes, whose value are given
in Ref. [32]. The coefficients of Almn can be solved by
matching the leading order quadrupole moments in the
inspiral phase to the sum of the ringdown normal modes
at rm. Here we choose rm to correspond to the orbital
separation at the ISCO.
In our calculation we consider a simple case where we
fix the source distance to z = 0.1 (DL = 0.48 Gpc) and
inclination to ι = 30◦. We further assume that the sig-
nal is purely in the “+” polarization. We then vary the
source-frame total mass (while keeping the mass ratio to
1) and compute the single-detector matched-filter SNR
for each source with different detector sensitivities.
The result is shown in Fig. 6 in the main Letter.
LIGO-LF increases the peak SNR by a factor of 4 rel-
ative to aLIGO. While it may still be challenging to de-
tect the effect from a single event, LIGO-LF nonethe-
less has a promising future in detecting this event via
event-stacking. As suggest in Ref. [33], aLIGO will need
∼ 90 GW150914-like [34] events to be able to achieve a
SNR of 5 detection of the memory effect. Accumulating
these many events will require aLIGO to operate at full
sensitivity for ∼ 10 years (note that the detection rate
calculations in Section IV assumes an SNR lower limit
of 8 or a range of z ' 0.4 for a 30M-30M system;
restricting to a range of within z . 0.1 will lower the
detection rate by a factor of ' 64). For LIGO-LF, how-
ever, only ∼ 25 events will be sufficient to reach a similar
level of detection. As the detection rate of LIGO-LF also
increased by a factor of almost 20 relative to aLIGO, it
means within a few months of observation with LIGO-LF
will be sufficient to achieve a high SNR (≥ 5) detection
of the memory effect.
IX. SIGNIFICANCE OF THE SUB-15HZ
SENSITIVITY
Reaching the sensitivity requirement below 15 Hz is the
most technological challenging part of the LIGO-LF up-
grade. For example, LIGO-LF requires the masses of the
upper suspension stages (TOP, UIM and PUM) to be in-
creased by a factor of 4 or 5 relative to the aLIGO case
in order to achieve sufficient attenuation of the seismic
motion and the suspension thermal noise (cf. Section I).
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FIG. 7. The square of the SNR density seen in LIGO-LF,
ρ2(f), for binary systems with different total masses. The
areas are normalized such that the total integrated SNR for
each system is unity, and all the masses refer to the detector-
frame masses. Without sensitivity below 15 Hz, LIGO-LF will
not be able to detect systems with total mass above 1000M,
and can hardly measure the inspiral signal for binaries more
massive than 400M.
This will result in a payload close to the limit of the ca-
pacity of the current vacuum chamber piers, and will thus
require the suspension system to be carefully centered in
the chamber so that the capacity can be fully utilized.
Meanwhile, in order to make the angular noise subdom-
inant, the sensitivity of the damping sensors need to be
improved by a factor of ∼ 100. However, currently there
are no sensors with noise this low that can be directly
integrated to the LIGO suspension system. Lastly, the
subtraction factor of the gravity gradient noise is largely
uncertain as no direct measurement of this noise is yet
available.
Nevertheless, it is also scientifically rewarding if LIGO-
LF can achieve the proposed sensitivity between 5-15 Hz.
In this Section we examine the significance of this band
for both astrophysics and detector science.
In Fig. 7 we show the square of the SNR density, ρ2(f),
for different binary systems and with the LIGO-LF sen-
sitivity. Here for a piece of GW signal h(f), the square
of its SNR density is given by
ρ2(f) = 4
h∗(f)h(f)
S(f)
, (31)
where S(f) is the power spectra density of the instru-
mental noise. For the 103M-103M system, its SNR
comes entirely from this sub-15 Hz band. The 200M-
200M system acquires most of its SNR in the 20-
40 Hz band. Nonetheless, as the merger happens roughly
at twice the ISCO frequency fISCO, and the fISCO =
5.5 × (400M/Mtot) Hz, losing the 5-15 Hz band means
that we will lose almost all the signal from the inspiral
phase for such systems. Note that the masses here stand
for the detector-frame masses. Thus not only IMBHs
but also stellar-mass BHs at cosmological distances will
be affected.
Similar effects can also be seen in the range-Mtot plot
as shown in Fig. 8. Here the horizontal axis corresponds
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FIG. 8. The detectability horizon (solid) and range (dashed)
for binaries with different total mass. In the black curve the
full LIGO-LF sensitivity is used, whereas in the grey curve
we use only signals above 15 Hz. Systems more massive than
100M are significantly affected by the loss of low-frequency
sensitivity.
to mass in the source-frame. As in the main Letter, we
assume the sources to have mass ratio of one and zero
spin. The range for systems with total mass greater than
100M drops significantly if we exclude the sensitivity
below 15 Hz.
The sub-15 Hz sensitivity may matter even for binary
NS systems. While the localization accuracy is insensi-
tive to this band when all of the four HLIV detectors
are operating nominally, if during an event we happen
to have only HL online, however, then the low-frequency
sensitivity becomes crucial.
In Fig. 9 we show the cumulative uncertainty area of
the same sources as we have considered in the main Letter
and in Section VI. When using only the HL network,
the localization is significantly more accurate with the
full LIGO-LF sensitivity than with only the super-15 Hz
band. This is because with only HL we cannot infer
the source location accurately enough from the timing
difference between signals measured at the two sites, but
have to rely on the modulation of the signal due to the
Earth’s rotation. As a typical merging NS binary will
stay in the 5-15 Hz band for nearly 2 hours, a significant
fraction of a day, the Earth’s rotation thus modifies the
antenna responses sufficiently for us to infer the source’s
sky location.
More importantly, reaching the low-frequency sensi-
tivity of LIGO-LF serves as a critical next step towards
the future generation of detectors. As both ET and CE
propose to have test masses of at least 200 kg, the LIGO-
LF suspension system naturally serves as a testbed to
demonstrate the feasibility of heavy masses and to study
the realistic challenges. The inertial seismometers and
damping sensors developed for LIGO-LF will likely to
be also essential for meeting the ET low-frequency re-
quirement, as ET targets to detect GW at an even lower
frequency of 2 Hz [35]. The LIGO-LF will also enable
an accurate measurement of the gravity gradient noise
which critically determines the lower sensitivity end of
CE [36].
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FIG. 9. Localization accuracy for the same sources as we
considered in the main Letter and in Section VI of the Sup-
plemental Material. Instead of using the full HLIV network,
we consider localizing the source with only two detectors, H
and L. In the black curves full LIGO-LF sensitivity is used,
while in the grey curves only signals above 15 Hz are used.
Because the 5-15 Hz band makes it possible to probe the ef-
fects due to the Earth’s rotation, the source’s location can
be inferred significantly more accurately with the sub-15 Hz
band than without it.
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