INTRODUCTION
Opportunistic networks (ONs) [28] offer a decentralized communication infrastructure in environments where, due to high mobility of participating nodes, a path cannot be apriori established between a source and a destination. In this case, nodes exchange data only when connections occur opportunistically (i.e., when nodes come in contact) over wireless protocols such as IEEE 802.11, Bluetooth, ZigBee, WiFi Direct, etc. They use what is today known as the store-carry-and-forward (SCF) paradigm [29] : a node can produce data, and transmit it to another node when an opportunity occurs. Each node then forwards the data to another one having possibly a higher chance of succesfully delivering the message † to its destination, and/or cache it for a limited time period. Up to now, most work in ONs has been directed towards message forwarding or dissemination, where messages are usually considered immutable.
A system that supports messaging in ONs can be quite practical as a means to disseminate information quickly. However, for practical applications, dissemination should be accompanied with the means to manage the meaning of the information. For example, for a chat application, it makes sense for a user participating in a conversation to see his friend's answer only after he sees the actual 3 government agencies or hackers will not be able to easily eavesdrop, as messages are exchanged only between the nodes themselves, without the help of an infrastructure that can log messages whenever a third party wants [3] .
In this article, we tackle the problem of ordering ONs messages so they follow total order before being delivered to the application layer. Our contributions consist of two parts: firstly, we propose a new Commutative Replicated Data Types / Conflict-Free Replicated Data Type (CRDT) [34] algorithm for achieving total order based on Logoot [39] . Using the high inter-contact times which are normal in ONs, our proposed algorithm reduces the metadata that must be carried with each message. Secondly, we run experiments to test the proposed algorithm by using the MobEmu [8] emulator, together with three mobility traces and Wikipedia pages to simulate insertion and removals.
The rest of this paper is organized as follows: Section 2 contains the related work, while in Section 3 we propose a causal order algorithm. Next, in Sections 4 and 5 we present the details about the total order algorithm we propose for ONs. In Section 6 we present the experimental results, and Section 7 contains conclusions.
RELATED WORK
With mobile devices becoming almost ubiquitous, today we witness the advent of several new types of mobile networks. Such networks are composed almost entirely of mobile devices, and differ considerably from the classic wired networks, both in terms of structure, but also with regard to the protocols and algorithms used for routing and data dissemination.
One type of such mobile networks that have been deeply researched in recent years is represented by opportunistic networks (ONs). However, up-to-now research in ONs focused mostly on improving delivery performance, through routing or dissemination algorithms for choosing next hop [9] , adequate mobility models, or approaches to motivate nodes to participate [7] . We previously walk the same path, and proposed the SPRINT ONs routing protocol [6] , or the ONSIDE algorithm [5] for dissemination. ONSIDE, for example, uses social information to disseminate data by using nodes that are not necessarily interested in a given message, but they have a high chance of encountering nodes that are.
When it comes to ensuring an order for message delivery, Operational Transformation (OT) [12] and Commutative Replicated Data Types (CRDT) [34] are well-known algorithms designed for causal order. They represent an interesting starting point for us as well, for several reasons. First, any algorithm that requires either a central node or synchronization between nodes cannot simply work in ONs. Apart from the CAP theorem [15] (i.e., consistency, availability and partition tolerance cannot be simultaneously provided in a distributed system), in ONs it is impossible to assign a node to assist with total ordering, because, at any moment, it can get out of direct contact with any other node or it might leave the network and never return. The use of a synchronization protocol between nodes, such as the three-phase commit protocol [36] or Paxos [20] , is also extremely hard to implement in ONs, simply because in just networks it is possible that messages never reach their destination.
Operational Transformation
OT algorithms promise to achieve convergence, causality and intention preservation in distributed systems, without using locking and serialization [12] . They originate from research on shared editors, where users can edit the data at any time and in any part. The idea is to use operation transformation to achieve consistency, without waiting for messages from other nodes before applying user changes [12] . The earliest OT algorithm is dOPT [12] , designed by Ellis et al., that supports transformations for insertion or removal of a single character. Operations are performed immediately at the originating site, offering good responsiveness. But there are some special cases where concurrency control for operation transformation fails, and two nodes can end up with different views of the shared contents. Algorithms like NICE [35] and SOCT3/4 [38] require a notification server or sequencer to maintain a global total order of execution, making them difficult to implement in ONs.
Although OT algorithms seem promising, they seem to share a set of common problems that made them unsuitable for our problem. Many of them include transformations for and work with only one character (i.e., developing apps with one message per one character, over ONs, is not suitable). We would like to maximize the actual data transported by each node in regards to metadata, as nodes in ONs must carry a message for as long as possible to ensure that it reaches its destination(s), without wasting space that can be used for storing other messages. In addition, decentralized OT algorithms require a garbage collection mechanism to reduce the operation log size, which is improbable to obtain in ONs. Another problem is that most of these algorithms are complex and hard to extend to other applications besides share editors. We would like to use algorithms that can be used for more application types with minimal changes. Lastly, the complexity of the OT algorithms requires high computation for executing the operation transformations, while ONs nodes are usually mobile devices with limited resources in terms of processing power, memory and battery.
Commutative Replicated Data Types
Another solution we considered for total ordering in ONs consists in the use of CRDT based algorithms. A CRDT is a data structure designed to achieve strong eventual consistency (SEC) [34] in distributed systems. SEC is a subset of eventually-consistent systems where nodes that have received and delivered the same set of messages will immediately reach an equivalent state. As conflicts are not present in SEC, there is no need for a special process to handle them, and nodes end up with the same view of the contents, making them ideal for ONs. Among the first CRDT algorithms being proposed is WOOT [25] by Gérald Oster et al. WOOT relies on the property that in a document every character is located between another two characters. By knowing the neighbors, WOOT is able to perform character insertion and removal. In order to ensure consistency for concurrent edits, a deterministic algorithm based on the same rules at all nodes is used to order them. But there is a problem related to this algorithm: it requires tombstones to correctly ensure consistency. T ombstones are the elements removed from the document, and, when they are deleted, they are only made invisible in the user view, without actually being released from memory. A garbage collection is required to remove tombstones, which is impractical in ONs as executing synchronization algorithms such as Paxos is improbable, just as mentioned in a previous paragraph.
An important CRDT algorithm is Logoot [39] by Stéphane Weiss et al.. In Logoot, each character gets assigned to a unique identifier. Identifiers are generated from a densely ordered set, where for a given set S and any two elements x and y in S, there is another element z in S such that x < z < y, and, by ensuring causal order, consistency can be maintained at all participant nodes. Logoot is able to create unique identifiers between any two characters by using a clock value that is incremented with every insert operation, and a list of pairs of integers made of a random value x and a site ID s such that the previous identifier x value is smaller than the new x, which itself is smaller than the next identifier x value. In case x is equal for both previous and next identifiers, then the site IDs are used to order the characters. It is possible for the IDs to not respect the "<" relation, -in this case, a new pair of integers made of another random value x and the site ID is appended to the pairs of the previous identifier in order to create a new identifier that can be positioned between its neighbors. Because of this, the Logoot identifiers can grow infinitely. If we add the fact that an identifier is required for every different character, we will end up with a high overhead associated with every message, which is undesirable in ONs (as mentioned previously). But an important fact related to Logoot is that it does not require tombstones. Characters can be removed at any time, and they do not need to be kept in memory in order to maintain consistency, eliminating the need for a garbage collection. The fact that a garbage collection is not necessary makes it an ideal candidate for ONs in case the previous limitation related to message overhead can be overcome.
As an alternative to Logoot, Mihai Letia et al. present the Treedoc algorithm [21] , where the document identifiers are represented by a binary tree. The tree nodes contain the document characters, while the path from the root of the tree to the node with the actual character represents the character identifier. The left child of a node represents the previous character, while the right child 5 represents the next character. By using this approach, Treedoc obtains a more compact space for the characters identifiers. But some tombstones are required because a node cannot be removed from memory unless it does not have any children, though it is safe to remove nodes with no children. Due to tombstones and the fact that the tree can become unbalanced in some scenarios, a garbage collection mechanism is unfortunately required.
A really promising CRDT algorithm where multiple characters can be supported by a single identifier is LogootSplit [1] by Luc André et al. The algorithm is based on Logoot, eliminating the need for garbage collection. It supports sequence of characters using a single identifier by adding a new field to the Logoot identifier. Let us consider the same example presented by the authors in their article, where a new string "HEY" has been created. In Logoot, the three characters would have identifiers similar to: {< daa, H >, < dab, E >, < dac, Y >} (the authors use a notation different from the original Logoot algorithm, but the daa string can be considered the equivalent of the Logoot identifier, while "H" is the first character in "HEY"). In the new algorithm, the "HEY" string would have the identifier {< da[a.c], HEY >}. In case of a further append of the characters "WO", then these characters will have the identifier {< da[d.e], W O >}, and once its corresponding message is received by other nodes, the "WO" string is merged with "HEY", resulting in a single string with the unique ID {< da[a.e], HEY W O >}. Instead of having 5 different identifiers that would have a size of 3 * 5 = 15 characters, the new string will have an identifier of only 4 characters. Inserting new characters in a string with a new identifier is as simple as splitting the existing string and creating a new identifier using the same rule as the Logoot algorithm. Removing characters is done in the same manner as Logoot, though reusing some identifiers is not permitted.
Algorithms for DTNs and ONs
In [27] , the authors present how HTTP can be achieved over DTN. Although the work focus on end-to-end communication over a DTN, theoretically the approach could work for total order applications by piggybacking the contents of a message over HTTP in a DTN or ONs. However, the overhead will be too high for small messages. For example, if a user writes a few words every few minutes without having any contact with another node, then any total order algorithm we are aware that runs over reliable protocols will generate different messages for those contents as they are written at different times. The algorithm will merge those message in a single message as no contact occurred, reducing the metadata size that travels with every node. Also, as we target mobile devices such as smartphones that have limited memory, we prefer to avoid any unnecessary overhead, and utilizing protocols such as HTTP when they are not necessary would incur a space overhead that could be used for actual content. A similar situation is described in [4] .
All of the previously presented algorithms for total order were created for environments different from ONs. As far as we know, we are pioneers in this directions in ONs. Most of the presented algorithms offer real-time group editing with multiple users in either a distributed systems or a peer-to-peer network (i.e., they assume either end-to-end reliable communication, nodes having enough resources, or mechanisms such as Paxos or garbage collection be already available). A result approaching tangentially our problem is presented in [18] , by Teemu Kärkkäinen et al.. The authors present the construction of a shared editor over ONs, but instead of enforcing total order, they use revision control mechanism (merging), and adopt or discard whole versions of the documents. To make a better idea of the difference, the authors propose the equivalent of a distributed file system, while we target the construction of a distributed shared doc editor (among others). Although the idea might look promising, it poses a series of limitations which we consider to be too restrictive for ONs. One of their assumptions is that every node in the ON carries a copy of the document contents in order to be able to modify it. This ensures that, at any contact between two nodes, changes can be propagated from a node to another and the contents of the document can be updated in order to display a consistent view to the user. The problem is that not every node in an ON might be interested in the contents of that document (and yes, there might be multiple documents simultaneous being carried). Requiring nodes that have no interest in the document to hold a copy of it represents an overhead that cannot be ignored in ONs with limited resources, including memory. Nodes should carry only the contents they are interested in and a limited amount of messages that 6 M.COSTEA ET AL are not intended for them, and which are routed using a dissemination algorithm as in the first part of this section. These messages not intended for the user can be removed at any time in case there is no more free memory, being replaced with new data or new messages, which leads to scenarios where the removed messages might never reach their destination. Another problem is that some sort of merging is needed in the case of merge conflicts, leading to cases where useful data might be discarded or user intervention is required in order to avoid the data loss. Both of these scenarios are undesirable.
Summary
Except for [18] that uses revision control mechanism for ensuring a total order in an ON, we are unaware of any attempts to ensure total order in ONs or DTNs by using the high inter-contact times present in these networks. Our proposed algorithm takes advantage of these high intercontact times in order to reduce metadata size, by merging messages during contacts that can occur after a few minutes or hours or even days, and it is able to achieve total order even if messages are lost or duplicated, by relying on clocks and document view synchronization at direct contact between nodes. Also, the routing layer of the ON is unaware of our order algorithm and can work independently for applications that do not require any order.
The algorithm is based on Opportunistic Causal Barriers (presented next), and Logoot, and part of it is similar to LogootSplit in the regard that we also support a single identifier for a sequence of characters, but our algorithm is able to use the space identifier better than LogootSplit and reuse any deleted identifier. The algorithm is explained in section 4.
OPPORTUNISTIC CAUSAL BARRIERS -AN ALGORITHM FOR CAUSAL ORDER
In this section we first propose Opportunistic Causal Barriers, an algorithm designed to achieving causal order in opportunistic networks. In our system, causality is defined based on the happened before relation presented by Lamport [19] . There are two types of events: generate(m), which is the moment a node generates a new message, and download(m), which is the moment a node downloads a message from another node that holds that message. The causality relation "→" is defined as:
Definition 1
For any two events e 1 and e 2 events, e 1 → e 2 if:
1. e 1 and e 2 are two events on the same node, then e 1 occurs before e 2 or 2. e 1 is the generation of a message by node n i and e 2 is the download of that message at any other node n j or 3. there is an event e x such that e 1 → e x and e x → e 2
In order for causal ordering of message delivery to be respected, for any two messages m 1 and m 2 such that m 1 → m 2 , then m 2 is delivered to the application only after m 1 has been delivered. Otherwise, if m 2 is downloaded before m 1 , it must be delayed until m 1 is downloaded.
Instead of using the send(m) and receive(m) concepts, we use generate(m) and download(m). In an ON, the concepts of sending or receiving a message do not hold. A message is not sent or received, but downloaded by other nodes if they consider it relevant either for them or for another node with which an opportunistic contact might occur. As there are no send or receive events, we define causality in terms of the generation and downloading moments.
The algorithm we propose reduces the message overhead and ensures a deadlock free scenario in case nodes come in direct contact with any other node that is logically part of the same application, a.k.a. thread from now on (e.g. for a chat application, they are part of the same thread discussion) and does not discard prior content. We call this feature direct download of missing messages. In order to explain how message merging and direct download of missing messages work, we present our proposed ON system architecture in Figure 1 . At the lowest level, we have the Communication Layer for actually transferring bits of data from one node to another one when they are in a direct contact (i.e. they can reach each other using methods present in traditional networks). At the next level, we have the Routing Layer. The routing layer contains messages generated locally and messages generated at other nodes intended to him or for participant nodes in future opportunistic contacts. The order of messages at this layer is given by the routing algorithm, while the memory is split in two: one for messages generated by or intended to the local node, and one for messages meant for other users, which we call data memory. Afterwards, we have the Causal Order Layer, which is optional, depending if the application requires causality or not. This layer contains the own generated messages and messages from other nodes which have as destination the local node, while their order respects causality. The messages memory is shared with both the routing and the application layers, just that we store extra information for keeping track of causality. At the highest level, we have the Application Layer. Each application can be composed of multiple threads, and in every thread we ensure causal order between messages. The application layer memory is shared with the causal order layer, and only messages that respect causality are shown to the user, while downloaded message that do not respect it are hidden until obtaining the predecessors.
Messages Merging
In order to reduce the metadata size, Opportunistic Causal Barriers proposes merging messages generated at the same node. Merged messages have a single CB vector instead of one CB per every message. Merging messages uses the concept of mutable message: Definition 2 A mutable message represents the last part of the causal layer memory, where the application thread can only append newly generated messages. A mutable message can become immutable only when an opportunistic contact between two nodes occurs, and when one of the next rules applies:
1. the content of the mutable message must be downloaded, an operation that leads to the split of the mutable message in two parts to accommodate the network capacity, with the first part becoming immutable and being downloaded by the other node, while the last part remains mutable, and future appends are merged with it, or 2. the local node downloads and delivers a message from the other node that is meant for the application thread which contains the mutable message; the mutable message is split in multiple immutable parts with fixed or variable sizes that permits other nodes from future contacts to efficiently download any part
An immutable message cannot be converted back into a mutable message. The scope of the (im)mutable messages is to reduce the metadata of the application contents that travels with each message, and to preserve causality. Causality is preserved due to the two rules for making a message immutable. In the first case, any appended messages depend causally only on previously generated 8 M.COSTEA ET AL messages at the local site, so it is fine to merge them with these messages in order to use a single CB. The second mutable part after the split will update its CB in order to depend causally on the first immutable part. In the second case, when we download a message on which future generated messages must depend on, we split the existing mutable message in smaller immutable parts and add dependencies between them as in the original Causal Barriers algorithm. Any new message generated locally will depend on the last immutable part of the split message and on any downloaded message that has just been delivered.
Unsuccessful attempts of another node to download the contents of a message (e.g. the contact duration is too short to download the message, or the routing algorithm decides not to download it), or downloads of messages from other nodes that do not result in a delivery due to missing causal predecessors, will not change the state of the mutable message. Only successful downloads and deliveries can make a message immutable.
Another important aspect to mention is that the length of the mutable message is variable. That is, with every append, the mutable message grows, being limited only by the physical storage memory. A mutable message can have a length of zero in case the application thread has just been started, or in case the last part after the split operation is empty.
Direct Download of Missing Messages
In contrast to traditional networks where lost messages are sent again, in an ON we can end up with messages that never reach their destinations, even though two nodes that run the same application might have a direct contact in the future. This scenario is possible because the data memory for the routing layer is limited. Once the data memory is full, and the routing algorithm decides to download a new message, it will first remove a message from the data memory to make space for it. Due to this reason, some messages might end up being lost forever. As this scenario is a normality in ONs, we have to design algorithms that can cope with messages lost forever.
Because messages might be lost forever, we can end up with the next deadlock scenario: we have three nodes n i , n j and n k , all participating in the same application thread. n i generates a message m 1 , which after a short period is downloaded by n j . Then n j generates a new message m 2 , which now depends causally on message m 1 . After a period of time and a multitude of contacts between n j and other nodes beside n k , n j has to remove m 1 from its data memory in order to make room for other messages downloaded by the routing layer. After a short period, n j comes in contact with n k , which downloads message m 2 . But message m 1 is not present anymore in the data memory, though it is present in the application memory (or the causal order memory in our case), a fact not taken into consideration by routing algorithms. If n k never has a contact with n i , and all other nodes have removed m 1 from their memory, then we have arrived at a deadlock, as any messages causally dependent on m 2 , and m 2 itself, will never be delivered at n k .
In order to cope with the previous scenario, we introduce the concept of direct download of missing messages at the causal layer, by bypassing the routing layer. Not only does direct downloading of missing messages avoid deadlocks for the above scenario, but it also improves the hit rate and delivery latency compared to routing algorithms that do not impose any order. We make the assumption that any participant node in an application thread will eventually get in direct contact with at least one node from the same application thread. This assumptions holds for the scenarios where total order in opportunistic networks is required, as proved by Samir Okasha in [23] .
Downloading of missing messages is done only after the routing layer has downloaded its messages from the data memory, and in the limit of remaining resources (i.e. contact duration or battery). The routing layer has priority because it downloads messages for any application, including previous messages intended to us that have not been removed from its data memory. Plus, we aim to eventually get out of the deadlock scenario. The download algorithm works as follows:
1. Firstly, we download all the missing messages already delivered to the application thread based on the causality order (i.e. messages that depend causally on previous messages are download after these previous messages). 9 2. Secondly, we download all the missing messages in the delayed queue based on the same causality order.
3. Lastly, we insert any downloaded message in the data memory, so nodes not interested in our application thread can can carry these messages in their data memory to nodes that might be interested in them.
The first two steps can be halted at any moment, in case the network capacity limit has been reached. For the last part, we insert the messages in the data memory based on the causality order: firstly predecessors are inserted in the data memory, eliminating any previous messages present in the memory, and when we reach the full capacity of the memory such that only the messages that were just downloaded are present in it, Opportunistic Causal Barriers stops (we do not want to remove our own inserted messages from the data memory).
A TOTAL ORDER ALGORITHM FOR OPPORTUNISTIC NETWORKS
In the following Sections we propose the Opportunistic Logoot algorithm for achieving total order in ONs. The algorithm extends Opportunistic Causal Barriers with two new features: mutable messages and direct download of missing messages (features needed in order to increase the metadata reduction and ensure correctness in case of lost messages). More exactly, while a message is mutable, besides trying to use a single causal barrier for different messages lightredgenerated at the application layer, in the new algorithm we try to also merge the identifiers used for ensuring total order, while the download algorithm has been modified in order to automatically identify removed contents (i.e. deletion of text in a share editor), without keeping any tombstones.
We first define the application content model used by Opportunistic Logoot, the identifiers used for total ordering, and the operations supported by the content model. In Section 5 we present how Opportunistic Logoot merges messages in order to reduce metadata size, and how it handles lost messages.
Opportunistic Logoot Operations
Our algorithm supports two operations for modifying the contents of an application:
1. insert(pos, base_element), which inserts a base element at position pos 2. remove(pos), which removes a base element stored at position pos A base element represents the smallest possible element in the contents of an application. For example, in a text editor, the base element is a character, while in a chat it is the whole message until the user presses enter. Applications will work only with this API. It is not up to the application layer to handle merges between multiple base elements, with this task being ensured by the order algorithm (i.e. our proposed algorithm). The reason for this approach is to provide a simple API which could be used for more types of applications than only text editors. Applications just have to provide base elements or split the contents in base elements (e.g. for a text editor, the string "abc" would be split into "a", "b" and "c").
Opportunistic Logoot Identifiers
In order to support a total order between all base elements, we use identifiers similar to the ones presented in Logoot. The original Logoot algorithm uses unique identifiers generated in a densely ordered set in order to ensure global order between all participant nodes (see [39] ). At any moment, it is possible to create a new identifier between any two existing identifiers, and deleted elements are removed immediately from memory, without being transformed into tombstones.
Just as Logoot, we require only causality. Our content model is identical to the Logoot document model, just that, instead of lines, we use a sequence of base elements, which we shall simply call sequence. The construction of sequences will be explained in a further paragraph. A sequence is defined by a pair <id, sequence_content>, where "id" represents the unique identifier and "sequence_content" is a concatenation of base elements representing the sequence itself. There are two default sequences: <id_left_limit, null_sequence> and <id_right_limit, null_sequence>. These sequences cannot be removed and they are used to make sure that we always create identifiers only between them.
The id field is represented by a list of pairs < x i , s i , l i , r i > and a logical clock clk s , where x i is the node ID (an integer), s i is the unique site ID, l i is the ID of the first base element in the sequence (or the range left limit), and r i is the ID of the last base element in the sequence (or the range right limit). A site represents any device that can exchange messages in the ON. Both l i and r i are short integers, r i >= l i and a sequence has r i − l i + 1 base elements. The clk s is the logical clock of the site s which created the ID and it is used to make sure that identifiers are unique in case of reusing the same list of pairs after removing an element, a behavior similar to the original Logoot. The difference from the original Logoot is that we added the fields l i and r i to support sequences of base elements, which is an addition similar to LogootSplit. In summary, an id is defined as:
where n is the number of pairs <x i , s i , l i , r i > For example, the sequence "This is an example." created at node 4 can have the identifier < 4, 3, 1, 19 >, where x i (i.e the node ID) is 4, 3 is the site identifier, 1 is the range left limit and 19 is the range right limit. Every character can be uniquely identified using the numbers between left and range limits, i.e. 1 for "T", 2 for "h", and so on.
In order to obtain a total order between identifiers, we define the comparison relation between them. First we define the relation < pair that compares two pairs, and then we define the relation < id that compares two identifiers.
Definition 4
Let pair 1 = <x 1 , s 1 , l 1 , r 1 > and pair 2 = <x 2 , s 2 , l 2 , r 2 >.
For example < 4, 3, 4, 5 > is less than < 4, 6, 2, 4 > due to the site IDs, while < 4, 3, 4, 5 > is greater than < 4, 3, 1, 2 > due to the range left limit.
It is important to mention that, for any two consecutive identifiers id 1 and id 2 , if all pairs until the last pair are equal (i.e. same site identifier generation), then r 1 < l 2 , where r 1 is the range right limit for id 1 and l 2 is the range left limit for id 2 for the last pairs. It is not possible for the same site to have superposition for two different sequences as this would mean that different base elements are on the same positions. More exactly, it is impossible to have < 4, 3, 2, 6 > and < 4, 3, 4, 8 > as identifiers for different sequences as base elements between 4 − 6 would superposition.
Another important observation is that our algorithm can reuse identifiers deleted after a remove operation, just as the original Logoot. The reused identifier is slightly different from the old identifier, as it has a higher clock value clk compared to the initial identifier.
Insertion
In order to execute an insertion insert(pos, base element), we need to find either the sequence where to insert the new base element, or the previous and next sequences in case base element must be inserted between two sequences or merged to one of them, search that depends on the value of pos. In order to find the correct place for base element, we first explain how we calculate the number of base elements in the application contents. where n is the total number of sequences, last_pair_range idi = r m−1 − l m−1 + 1, m is the total number of pairs for id i
For example, the total number of elements for < 2, 3, 4, 8 >, < 4, 4, 11, 16 >, and < 5, 3, 4, 4 > is 12. Finding the correct sequence(s) where to insert the new base element is done in a linear time in terms of the number of sequences, i.e. O(n), which is different from the number of base elements. Depending on how long each sequence is and the value pos, we can end up with two scenarios: 1) insertion between two sequences 2) insertion in the middle of a sequence 1) Insertion between two sequences -Let us assume we have two sequences seq 1 and seq 2 between which we have to insert a new base element elem at a site with the ID s. When inserting a new element elem between two sequences seq 1 and seq 2 , we can distinguish four cases: a. both seq 1 and seq 2 identifiers where generated at sites with IDs different from s b. seq 1 identifier was generated at the current site with ID s and seq 2 identifier was generated at a different site c. seq 1 identifier was generated at a different site, while seq 1 identifier was generated at the current site with ID s d. both seq 1 and seq 2 identifiers where generated at the current site with ID s
In the first case, we will create a new sequence new_seq with a single base element elem that will have an identifier between seq 1 and seq 2 identifiers. The rule to generate this identifier is similar to Logoot:
The x value can be generated using multiple rules, but we have used only three. The first rule is to generate it in increments. That is, x = px i + 1, where px i is the first integer of the previous sequence id 1 as mentioned above and i < n, or x = 1 if i = n (i.e. new pair). This rule is useful for applications that usually append elements at the content end, just as chat applications. The second rule is useful for share text editors, and it creates a random x between [px i ; qx i ] if all pairs until i are either equal or there is no space between px i−1 and qx i−1 . px i is the x value of a pair in id 1 , while qx i is the x value of a pair in id 2 . If i has passed over n, we use the default left limit 1 instead of px i , while if i has passed over m, we use the default right limit max_value instead of qx i . The third rule is also useful for share text editors, but it produces deterministic results beneficial for the experiments section, and it chooses x = (px i + qx i )/2 in case all pairs until i are either equal or there is no space for between px i−1 and qx i−1 . If i passed over n or m, we use the same rules as for the random method. We call this method the half method.
In the second case, we try to append elem to seq 1 and increment the last pair range right limit r of seq 1 identifier. This is possible only if r < max_value. Otherwise, instead of merging, we will create a new sequence with only elem inside, just as in the first case.
The third case is similar to the second case, just that instead of appending we will try to place elem at the beginning of seq 2 and decrement the last pair range left limit l, as long as l > 1. In the last case we will try to either place elem at the end of seq 1 or at the beginning of seq 2 . It is important to notice that, in case all pairs of seq 1 and seq 2 are equal, with the except of last pair that is different only in terms of range left and right limits, then we are allowed to merge the new element with seq 1 or seq 2 only if r 1 + 1 < l 2 , where r 1 is the range right limit of seq 1 last pair and l 2 is the left right limit of seq 2 . We are not allowed to have base elements that might end on the same position.
2) Insertion in the middle of a sequence -Let us assume we have a sequence seq and an element elem which we try to insert in the middle of seq (i.e. between the l and r value of the last pair of the seq identifier). We will first try to directly insert elem at its right position inside seq without splitting it and by decrementing l or incrementing r to take in consideration elem, but only if we do not end up with a superposition with the previous or next sequences. Otherwise, we split the sequence in two, and, where elem must be inserted, we create a new sequence with a single element elem using the same mechanism as above.
It is important to mention that merging is allowed only for mutable messages, otherwise we will treat insertion as in the first case presented in Section 4.3. The concept of mutable messages will be explained in a further paragraph. Also, with every insertion that does not end in a merging operation, we will increment the clk s value of the site s.
Removal
Removal is simpler. In case a sequence has only one element, we just delete it. In case the sequence has more than one element, we have two cases:
a. removal at the beginning or the end of the sequence, which means that we just accordingly update the range left or right limit of the last pair b. removal in the middle of the sequence, which means that we split the sequence in two, create two identifiers that are similar to the first one, and update the range right limit of the left sequence and the range left limit of the right sequence to not include the removed element
In case the site ID s is different from the site ID that generated the sequence, or the message is immutable, then we will create a new mutable removal message that will be placed on the routing layer to be disseminated to the other nodes in the ONs. Consecutive removals are merged together until the message becomes immutable. In case the message is mutable, we just remove the element from the corresponding sequence, without generating a new removal message. This is one of the key aspects of our algorithm, as base elements that are just inserted, and after a few moments they are removed (i.e. grammatical corrections), will never generate messages that waste resources in the ON.
The complexity to execute the remove operation is identical to the insert operation: O(n) in terms of the number of sequences.
OPPORTUNISTIC LOGOOT FEATURES FOR OPPORTUNISTIC NETWORKS
Identifiers for a sequence of characters, together with mutable messages, lead to a lower metadata size compared to the original Logoot that uses one identifier per every character. Mutable messages not only reduce metadata size, but also increase hit rates by generating fewer messages at the routing layer. The hit rates are also increased by the direct download of missing messages, though it is mainly used for ensuring correctness of our algorithm in case of lost messages.
It is important to mention that the routing layer of the ON is unaware of our algorithm and any application that uses it. Our algorithm is allowed to modify a message contents and the data structures it controls until a message is downloaded for the first time by another node, and afterwards that message cannot be modified anymore. Once a message is downloaded for the first time, it becomes immutable and the routing layer handles it without any knowledge of the message contents. Applications are unware of how the other layer work. They will only work with the API mentioned at 4.1, and it is up to the total order and causal order layers to combine messages and identifiers Figure 1 , mutable messages represent the last part of the memory per application thread situated at the causal order layer. Any new message is appended at the end of the corresponding mutable message, having the same Causal Barrier vector (CB) as all previous messages merged together inside the mutable message (for more details about CB see [31] ). If we do not merge messages, then we would have to use one CB per every new message, resulting in an overall higher metadata size. A mutable message becomes immutable either when it is downloaded by another node, or when downloading messages from other nodes, as any future message to generate will depend causally on these downloaded messages. When making a message immutable, if required, we split the original mutable message in smaller parts in order to accommodate the network capacity, with every part having its own CB and depending causally on the precedent part which was generated earlier, as proved by the append operation. This step is required as a mutable message can have a significant size in case a lot of messages have been generated from the last interaction with another node, which represents the only moment when a mutable message is made immutable. But even in this case the remaining number of merged messages per every part is still high enough to produce significant savings, as shown in section 6. After that, once a message becomes immutable, we are not allowed to modify it anymore because messages generated afterwards will depend on its CB, CB that should not be changed as it ensures causality.
Mutable Messages
In order to maximize the metadata size reduction, we have extended the mutable messages feature to Opportunistic Logoot. The new system architecture is presented in figure 2 , and it contains a new layer called Total Order Layer for applications that require total order. Just as the causal order layer, the total order layer is optional and can be ignored by application that do not require it.
A difference from the causal order layer consists in the fact that a mutable message at the total order layer can be situated at any part in the content model, and not only at the end. The causal order layer supports only appends to correctly ensure causality, but Opportunistic Logoot needs to support insertions and removals at any position in the document. To cope with this requirement and increase the metadata savings, we have slightly relax causality. More exactly, we ensure causality only between immutable messages, and base elements present in mutable messages can be arranged in any way before becoming part of a mutable message. Of course, this causal relaxation might be too much for some application types, but without it we would have an overall higher metadata size and in some cases even result in the requirement of tombstones as we would have to keep the messages for the removed elements, something we strongly tried to avoid. For a shared editor, we think that user intention is still preserved, as we shall see in the next paragraph.
Though we have relax causality, we still need to discuss how base elements will be ordered once a message becomes immutable. The conditions to insert or remove elements from a mutable message are the same as the conditions to merge or remove a base element from an existing sequence, as explained in the previous paragraphs. Let us consider the following example where the contents of the application present at user u are made only of one immutable message: "This is a fact.". Every base element is represented by a character, and what value the identifier of the immutable message has is not important for this example. Before coming in contact with another node, user u makes the next transformations: Figure 2 . New Opportunistic Networks System Architecture message contains "real ebent" and its new identifier. In the second step, the user corrects the text in the first mutable message to "interesting awesome fact " and its identifier is updated to reflect the change, and then he corrects the third mutable message contents to "real event" without modifying the identifier as the number of elements is the same. In the last step he removes "awesome", but the first message is mutable, so there is no need to generate a remove message, but only to update the corresponding identifier. When a contact occurs with another node that is interested in the above contents, these three mutable messages are merged and ordered consecutively in a message at the causal order layer, using a single CB vector for all of them. Of course, we still have three Opportunistic Logoot identifiers, but there is no need to use three CB vectors. This merge of total order messages at the causal order layer can also be seen in Figure 2 , where multiple total order messages are part of the same causal order message (for Thread 1, messages 2 and 5 from the total order layer are part of message 2 at the causal order layer, and messages 3 and 6 are part of message 3, while for Thread N, the message generated in the middle of an immutable message that leads to a split, together with the last message, is part of the mutable message at the causal order layer).
In case we had strict causality for all messages as they are generated at the application layer, then, instead of three mutable messages with only three identifiers, we would have had seven messages requiring seven identifiers. The reasons are that we could support only append, and any remove or insert at a later time would have to use a new identifier as it has been generated later at the application layer.
As a final observation regarding mutable messages, the total order layer messages can be merged together only with messages of the same operation type (i.e. we can merge only consecutive removals from the same identifier or consecutive inserts). The reason is that insertion generates a new identifier, while removal contains the identifier of the removed element. At the causal order layer the situation is different and we can merge messages with different types, as the causal order algorithm has no knowledge of operation types.
Downloading Missing Messages
In contrast to traditional networks where lost messages are sent again, in an ON we can end up with messages that are never received, even though two nodes that run the same application might have a direct contact in the future. This scenario is possible because the data memory for the routing layer is limited, so old messages are sometimes removed to make room for new messages even though these old messages have not yet been received by all nodes that are interested in them. As this scenario is a normality in ONs, we have to design algorithms that can cope with messages lost forever. It is important to note that even though messages are lost forever, the contents are not, as they are still present at the nodes interested in them (i.e. for a shared document that is all of its characters, from where we can generate new messages if another node requires them). In order to cope with this scenario, we introduce the concept of download of missing messages on direct contact. Because messages might be lost forever, we can end up with different views for different users, even if the total order is still respected. Unfortunately, this means we are in an inconsistent state. The condition under which our algorithm, with the downloading missing messages feature, ensures consistency, becomes: In an opportunistic network, consistency will happen after nodes stay in direct contact for a sufficient time for them to synchronize their contents views. In other words, this is a case of eventual consistency. In order to ensure consistency, instead of only downloading messages at the routing layer, we shall go up to the application layer and download the actual missing parts. This is possible only on direct contact between two nodes participating in the same application, because, even if the routing layer has removed the message from its data memory, the application will keep the contents as long as the user wants to have them.
Downloading the missing parts of the contents is done after the routing layer has downloaded its messages and in the limit of remaining resources (i.e. contact duration or battery). So it is possible for the download process to be interrupted at any time, a case that is handled differently from the case where all missing parts are downloaded.
For now, let us assume that we have enough resources/memory to download all missing messages, and then we shall extend our algorithm to the case of limited resources. Before presenting the download algorithm, we have to mention that every node n i stores a map {n j , last_insert} containing the Opportunistic Logoot identifier for the last insert operation received from n j . The space complexity is O(n) in terms of the number of nodes, though for some nodes there will be no entry until we find out about them. This situation with nodes that we do not know about has shortly been presented in the Oppostunistic Causal Order algorithm, and it does not affect the download operation.
The algorithm works as follows:
1. we make all messages in the corresponding application thread immutable, as downloading them will affect causality for future new messages 2. we download all identifiers from the other node 3. we compare the identifiers one by one to see which base elements are missing or which base elements have been removed; figuring if a base element is missing or has been removed is done by using the map {n j , last_insert}, and it will be presented shortly by using an example 4. we generate new messages for the missing base elements and we download them, but without yet delivering them to the causal and total order layer; in case the two nodes finish their direct contact due to any reason before downloading the missing parts, then we keep the contents of the application just as before the direct contact 5. after downloading all the missing base elements and by knowing which base elements were removed, we download the internal data structures regarding the causal order algorithm from the other node and use it to advance the local causal order data structures; for example, for CBCAST [2] we download the vector clock of the other node and select the highest value per every node from the downloaded vector clock and the local vector clock, while for Causal Barriers [31] and Opportunistic Causal Barriers, we download the delivered vector (see [31] ), and select the highest value per every node from the downloaded delivered vector and the local delivered vector 6. we deliver the downloaded base elements in ascending order of the Opportunistic Logoot identifier clock value and insert them at the correct position, while at the same time removing the base elements as figured at step 2
The algorithm has the complexity Θ((N + M ) * K), where N is the number of identifiers present at the first node, M is the number of identifiers present at the second node, and K is the average number of pairs per identifier. The identifiers are compared and advanced one by one in ascending order, avoiding useless comparisons, so this is why we have considered an average value for K. Though, in our experiments, K was usually between 1 and 2, but for really large documents with a lot of insertions in the middle of existing identifiers, this might change. As a performance improvement, in case of termination of direct contact in the middle of step 4, we can keep the already downloaded messages in a cache, saving resources in case of a future contact, but this does not affect correctness. This is how we have extended the direct download to the case with limited resources.
As we have seen, we can execute steps 5 and 6 only if all messages have been downloaded from the other node. We do this in order to correctly handle causality for future messages received from other nodes. The reason is that a user can insert base elements in the middle of the application contents, and if the messages of the base elements at the contents end are immutable, then we should deliver the new generated elements only after delivering the elements at the contents end. If we would not download all messages, then step 5 will be executed incorrectly, as the delivered vector (or vector clock) only knows how many messages were delivered from each node, but not which were the actual delivered messages.
It is important to mention that causality is relaxed during the download of missing messages. In case of messages for insert operations generated after messages for remove operations that were lost forever, we will process the insertion on direct contact without knowing if the remove was generated before or after the insertion. The motive we do not know this information is that we do not keep tombstones. After completing the download algorithm, the rules for causality return to normal.
We shall now explain with an example how we identify removed elements when executing step 3 of the download algorithm. For the sake of simplicity, let us consider that we are working with the original Logoot identifiers and no merged messages. A Logoot identifier is similar to our algorithm, just that it is only made of << x i , s i >> without the left and right range limits. For an explanation of x i and s i see 4.2. Extending the process to the Opportunistic Logoot identifiers is a trivial matter. Also, in order to simplify our explanation even more, let us consider three nodes n 1 , n 2 and n 3 with only n 3 generating insertions, while all of the nodes can generate removals. The general case where any node can generate insertions is handled anyway separately, based on the clock value of each identifier and the corresponding value to the identifier site generator in the {n j , last_insert} map we have mentioned in step 2. Let us consider the example shown in Figure 3 , containing only the Logoot identifiers (the text is not important), where n 3 has generated 10 messages, but not all of them have been received by n 2 . For further clarity, instead of writing < 1, 3 >, 1 for the first message at site 3 with timestamp 1, we will simply write m 1 @t 1 (since the site is the same in this example). Thus, we have the initial scenario shown in Figure 3a .
We can observe that m 3 , m 1 @t 10 and m 5 , m 1 @t 9 are not shown at n 2 even if messages at later positions are shown. The reason is that m 3 , m 1 @t 10 and m 5 , m 1 @t 9 are generated after m 8 @t 8 , as the clock value suggests. As they are generated after m 8 @t 8 , then they depend causally on it, so they cannot be delivered to the application thread until m 8 @t 8 is received. The map {n j , last_insert} has the entry {n 3 , m 3 , m 1 @t 10 } at node n 1 , while at node n 2 it has the entry {n 3 , m 6 @t 6 }.
Afterwards, n 1 deletes the elements with m 2 @t 2 , m 3 , m 1 @t 10 and m 4 @t 4 as identifiers, while n 2 deletes m 3 @t 3 3 and m 4 @t 4 . The remaining messages for each node are shown in Figure 3b .
Let us assume that n 1 and n 2 , due to interactions with other nodes, eliminate the corresponding "remove" messages from the data memory, and those messages never arrive at the other node. Afterwards, they have a direct contact. As shown in Figure 3b , node n 1 downloads all identifiers from node n 2 . Node n 1 sees that only m 1 @t 1 , m 2 @t 2 , m 5 @t 5 and m 6 @t 6 are present at n 2 , but from those, m 2 @t 2 is not present at node n 1 , while m 3 @t 3 and all identifiers after m 6 @t 6 are present. So node n 1 looks at the map {n j , last_insert}, and sees that, for the identifiers generated from n 3 , the entry is m 3 , m 1 @t 10 for node n 1 's map, while for n 2 it is m 6 @t 6 . As the clock value is 10, it means that at some point all messages until m 3 , m 1 @t 10 were present locally. So any identifier not present at node n 1 , but present at node n 2 , which has the clock value ≤ 10, has been removed locally. This is a given fact because causality does not allow us to deliver messages with a higher clock before delivering messages with a smaller clock if they were generated at the same site (messages generated at different sites have independent identifier clock values and they are processed separately). So node n 1 knows that it does not need to download m 2 @t 2 as it was removed locally, but it has to remove m 3 @t 3 , because node n 2 no longer has it, and the message has a lower clock than 10, which means it was removed remotely. m 4 @t 4 was removed at both nodes, something neither of them can know (as they do not keep tombstones), and they do not even have to know to display the same text correctly m1@t1  m2@t2  m3@t3  m4@t4  m5@t5  m6@t6   m1@t1  m2@t2  m3@t3  m3,m1@t10  m4@t4  m5@t5  m5,m1@t9  m6@t6  m7@t7  m8@t8   m3@t3  m3,m1@t10  m4@t4  m5@t5  m5,m1@t9  m6@t6  m7@t7  m8@t8  m1@t1  m2@t2   n3   n1 n2 (a)
Step 1 (nodes n 1 and n 2 performed removals) m5@t5 m6@t6 m1@t1 m3@t3 m5@t5 m5,m1@t9 m6@t6 m7@t7 m8@t8
Last insert: m3,m1@t10
Last insert: m6@t6
Step 2 (nodes n 1 and n 2 meet) m1@t1 m5@t5 m5,m1@t9 m6@t6 m7@t7 m8@t8 m1@t1 m5@t5 m5,m1@t9 m6@t6 m7@t7 m8@t8 n1 n2
(c)
Step 3 (after the data exchanged between nodes n 1 and n 2 ) Figure 3 . Identifying removed elements (dotted arrows represent data transfers, while normal arrows represent temporal message dependencies).
(if they come in contact with a node that has m 4 @t 4 present locally, then they would known they have removed it). But n 1 still sees that it has identifiers present locally but not present at n 2 , and those are the identifiers with values greater than m 6 @t 6 . But m 6 @t 6 is the last insert at n 2 , so n 1 knows that n 2 could not have removed them as they were never delivered at n 2 , which means it has to keep them. Now let us consider n 2 . The download process works exactly as for n 1 , just that it will do an extra step. All of the identifiers less than or equal to the last insert m 6 @t 6 are processed as above (i.e. m 6 @t 6 is removed), while elements with greater identifiers will be downloaded. But the last insert m 3 , m 1 @t 10 at n 1 has been removed, which means it will not be downloaded. At a later time it is possible for the message with m 3 , m 1 @t 10 to be downloaded from another node n k that did not remove it from its data memory, but n 2 's newest last insert would be m 5 , m 1 @t 9 , resulting in an invalid operation. In order to cope with this problem we simply update n 2 's last insert to the last insert of n 1 , as m 3 , m 1 @t 10 is still present in the map {n j , last_insert}, even if it has been removed from the application thread. This is not a tombstone, as once a newer element from n 3 is received, we discard the previous last insert and just memorize the new insert in its place. The download algorithm will still work correctly due to causality, as the node figures out it has removed the discarded last insert if it is present at the other node with which it came in contact. Of course, if the other node does not have the discarded element present, the local node will not know it discarded the previous last insert, but it does not have to know, as the contents are still displayed correctly. The messages that each node ends up with are shown in Figure 3c .
As for extending the above algorithm to Opportunistic Logoot identifiers, the process is really simple. Let us have the next identifier generated at node n 1 : < 1, 1, 0, 9 >,0. This identifier is split into 10 parts: < 1, 1, 0, 0 >,0 | < 1, 1, 1, 1 >,0 | < 1, 1, 2, 2 >,0 | . . . | < 1, 1, 9, 9 >,0, and afterwards node n 1 executes the download algorithm just as explained above for the original Logoot identifiers. After the download algorithm ends, node n 1 merges back all consecutive identifiers that were generated at the same site and have the same clock value and range values of the last pair consecutive (i.e. < 1, 1, 0, 0 >,0 and < 1, 1, 1, 1 >,0 can be merged into < 1, 1, 0, 1 >,0, but < 1, 1, 3, 3 >,0 and < 1, 1, 5, 5 >,0 cannot be merged if < 1, 1, 4, 4 >,0 was removed, as the range values are not consecutive).
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As a final observation, our algorithm is able to handle duplicate messages by using the clock value. In case of receiving a new messages from a node, we check if the clock value of at the causal order is greater or not from the clock value of the last delivered message from that node. As delivered messages are shown at the application layer, then the last delivered message must have the highest clock value as imposed by the logic of the causal order algorithm. In case we receive a message with a smaller or equal clock value, then we drop it as it is a duplicate. This approach applies only at a destination node. For messages at intermediate nodes that only forward them towards destinations, it is up to the routing layer algorithm to take care of duplicates, and not our algorithm. Also, it is impossible to have duplicate mutable messages as a mutable message is present only at its creator until it is downloaded, when it becomes immutable and starts to be available in the network.
A Case Study
In this subsection, we present two scenarios where we believe opportunistic networks can be useful, and where total order is a requirement. Firstly, let us imagine a scenario where a stadium is full with supporters attending a match. It is well-known that, in such situations, download and upload speeds are very small, because tens of thousands of people access the infrastructure (i.e., 3G, 4G, WiFi) simultaneously. Therefore, opportunistic networking is extremely helpful (and suitable), since the network being formed is very dense, so messages can spread quickly. Thus, only a small number of nodes would connect to the wireless infrastructure, and act as relays for the other nodes. Let us now assume that a team of reporters from the television network that broadcasts the match is spread throughout the stadium, gathering information from various sources (e.g., from the players and coaching staff on the benches, from the supporters, from the commentary cabin, etc.). In order to offer a more immersive experience for the fans at home, they can aggregate all this information in a single live commentary feed, that would then be used by the TV commentators or published as a live analysis of the match on a website. This can be done using all the devices inside the stadium as ON nodes, and transmitting data opportunistically. However, since events on the pitch are causally related (for example, an injury observed by the sideline reporter can be the cause of a substitution), the live commentary feed would require the events to be in the correct order. Furthermore, an ad-hoc forum can be created for the fans in the stadium, where they can share their opinions and discuss the match live, without the need to connect to the wireless infrastructure. This too requires a total order of messages, as specified in Section 1.
Another scenario that would benefit from total order in opportunistic networks is a distributed crowd-sourced review application. Users would install an app on their mobile devices which, after visiting a tourist attraction or having dinner at a restaurant, would require them to perform a review. Users would also attach pictures or any kind of media to the review, which would be specific to the time that they visited the place. Decentralizing such an applications through ONs means cutting the costs of keeping all the data on servers, and would permit the information in the reviews to age. The application would allow reviews to be amended, which would require chronological sorting of the messages in order for other users to see the most recent version of the review. Furthermore, other users would have the possibility of adding additional information to a review, or discussing their opinions, which would also require the content to be displayed in the correct order.
These are only two scenarios which show that total order in opportunistic networks is something that can bring benefits in real-life situations. In the future, we wish to expand on these use cases and highlight even more advantages that ONs can bring in terms of costs and effectiveness, when compared to infrastructure-based networks.
EXPERIMENTS
In this section we present our experimental results. We prove that our algorithm obtains good results compared to the hit rate and delivery latency of bare routing / dissemination algorithms, while in some cases even surpasses them. Also, due to merging messages, our algorithm is able to reduce the metadata size by a significant magnitude when compared to the original Logoot. 
Experimental Setup
The experiments were run using MobEmu [8] , an opportunistic network emulator that uses real mobility traces to simulate the behavior of different ONs routing algorithms. The mobility traces used in the tests are Infocom [17] , Sigcomm [30] , and UPB [22] , and they contain both the node contacts and information about their interests. Details can be found in table I. Sigcomm and UPB also contain information about social connections between nodes, while for Infocom, the social aspect needed by some algorithms had to be disabled.
We have two models for generating messages: one based on a series of Wikipedia pages, and one similar to the experimental setup presented at [5] . The data is modeled as messages that are generated through channels to which nodes subscribe to. Each channel is represented by a topic of interest. When a node subscribes to a channel, it is interested in any message that is generated on that channel. Nodes can generate data only in the channels they are subscribed to, and data intended for a channel cannot be downloaded on another channel. Every node that has at least one interest generates messages either from the Wikipedia page, or by using a predefined rule if the channel does not have a page assigned to it. For UPB and Infocom, some participant nodes did not have any interests (Sigcomm has interests for all participants). Those nodes do not generate any messages, but they can carry messages for other nodes.
We have used four Wikipedia pages [42, 44, 41, 43] , each with 18, 14, 14 and 7 contributors at the moment we have accessed the pages to obtain their corresponding XML (see bibliography for access times). All of the pages are short in comparison with most Wikipedia pages, but unfortunately we where restricted by the mobility traces to search for pages with a few number of contributors (i.e. UPB has 18 nodes for the topic with the most number of users interested in it). Pages that were longer, and which we tried to consider as alternatives, had more contributors than what the traces supported. This is a limitation, but unfortunately we could not go around it.
To replay the Wikipedia pages history we used the corresponding XML file containing the page revisions. The XML can be obtained using [40] . Then we used a diff library [14] to compute modifications performed between each two revisions at the level of characters. In order to have concurrent edits, we have considered that each line in the Wikipedia page is independent from any other line, but, to also have causality, modifications to the same line depend on previous modifications to that line. That is, for insertions, we can generate the first element of a line without waiting for any other elements from other contributors, but starting with the second element of a line and so on, we have to wait for the previous element to be delivered to its application thread. As for removals, we issue them only after the elements to remove have arrived at the contributors that want to remove them. Of course, this means that we will not arrive at an identical page as the last revision in the XML file, but as we do not have any traces for ONs, we had to create a parallel model even if Wikipedia pages were obtained in a client-server architecture. But as long as we can correctly obtain the same page for all contributors if we force them in direct contact, then we think this trade-off is not that costly.
To make sure that all of the messages generated from the Wikipedia revisions are evenly spread, they are generated at fixed times: a whole revision is processed at the time for which we have not received the element they are dependent on), we try to process them again at the next i.
Not all messages are generated using the above model, as not all channels have been assigned to Wikipedia pages. For our second model, represented by the remaining channels and that simulates extra network traffic, we have used a similar generation method as in the experimental setup from [5] . Each node generates 80 messages per day, with the exception of the last day, in the twohour interval when most of the contacts happen (around midday in all three traces), by randomly selecting one of its interests as a channel for a message.
The actual number of messages that can be stored at a node for routing or dissemination is finite, in order to simulate limited resources in ONs. In case the data memory is full, on downloading a new message that is or not intended for that node, but that might be required by another node in the future, the first downloaded message in the data memory is removed to make space. As data memory values, we have used 50, 250, 1000, 3000 and 10000 messages / node memory.
Results
We have run our experiments using ONSIDE [5] and Epidemic [37] , first without ensuring any order, and then with the original Logoot and our proposed algorithm Opportunistic Logoot on top of it, though any other routing algorithm should work. As an observation, the original Logoot is not able to cope with lost messages as causality will stop it from delivering new messages to the application layer, but it is still important for a comparison when it comes to metadata size. ONSIDE is a ON routing algorithm that uses a node's online social connections, its interests and the history of contacts to decrease congestion and required bandwidth, without affecting the overall network's hit rate and delivery latency. The Epidemic algorithm floods the network by downloading every available message from other nodes.
As metrics, we have considered the metadata size, hit rate and delivery latency. Hit rate and delivery latency are defined similarly to [5] , with hit rate representing the ratio between the number of messages successfully delivered at interested nodes, just that separately for both routing and application layers, while delivery latency is the average amount of time passed between message generation and delivery to the corresponding layer. We have also used hop count, which is the average number of nodes that carried a message until the destination, and delivery cost, which is the ratio between the total number of exchanged messages over the total number of generated messages, in order to present how the routing algorithm behaves, even if they are mostly related to the routing algorithm and not to a total order algorithm.
Opposed to Logoot, Opportunistic Logoot has been run for every experiment five times, with 1, 25, 100, 1000 and ∞ as the maximum number of Wikipedia elements allowed to exist in an immutable message at the causal order layer. A Wikipedia element is either an insert or a removal operation of a single character. MobEmu considers a message as the basic unit exchanged between nodes, not the size of the message, so, in our model, immutable messages are the basic unit for messages exchanged between nodes. In order to simulate the network as a limited resource, we have chosen 1, 25, 100 and 1000 as limits because the payload of a Wikipedia element is the character itself for insert operations, or no payload at all for removal operations. The position where the insertion or the removal is performed is not sent with the message, as the Logoot identifiers are used to correctly insert or remove elements, and Logoot identifiers are part of the metadata. Also, the type of the operation is part of the metadata and not part of the payload, because the Opportunistic Logoot identifiers require a single entry for the type of its whole identifier (merging base elements is done based on the operation type), while original Logoot needs a type entry for every identifier. Having 1, 25, 100 and 1000 as limits is realistic, because, if we consider every character of the insert operation as having two bytes (Unicode characters), then, for 1000 as limit, we would have in the worst case around 2 KB of payload, which is still not that much, but it might be close to reality as users might not generate very long paragraphs until they come in contact with other nodes. ∞ was chosen as a theoretical limit.
As for the number of messages that can be exchanged during a contact, we have chosen a limit of 1 message per second. This means that the average amount of data exchanged per second is only a few KB, as we shall see in the experiments. Exchanging a few KB per second using the current technologies can be considered pessimistic in some scenarios, as 802.11n Wi-Fi can reach around 100 Mbps, but we have chosen this value because not only Wi-Fi can be used for communication, but also Bluetooth, NFC and so on, and interferences can appear.
Figures 4 and 5 contain the results for the Sigcomm mobility trace. The total number of Wikipedia elements is 11406, and the number of extra messages is 7840, resulting in a maximum of 19246 generated messages. As we can see, both the hit rate and the delivery latency at the routing and application layers are better for our algorithm when compared to Logoot and No Order in almost all cases. For a merging limit of 25 and more, the main reason our algorithm performs well is given by the merging itself, as it reduces the number of routing layer messages to around 50%. But the direct download of missing messages also helps with this behavior, as proved by the case where we run Opportunistic Logoot with a limit of only 1 element. For this case, the number of messages at the routing layer is similar to Logoot and No Order, but not equal, due to the fact that our algorithm will not generate a message for elements that are removed while a message is mutable. More exactly, for every remove operation in a mutable message, we avoid the generation of not one, but two messages, as both the insert operation and the corresponding remove operation do not generate messages. This saving in routing messages, coupled with direct download, leads to better results for our algorithm even if we have a limit of 1 element for merging. Logoot and No Order have the same hit rate for routing layer because Logoot is just run on top of the routing algorithm without doing anything in plus, while the hit rate at the application layer is less for Logoot because the causal order layer withholds messages in case they do not respect causality. As for the metadata size, our algorithm significantly reduces the overhead, even in the case of a limit of 1 element where our identifiers are longer than the Logoot identifiers. Logoot requires around 2700 KB of metadata size for a data memory of 50 messages, which increases up to 3100 KB when the data memory increase to ∞. This behavior is normal, because, when we increase the data memory, we reach higher hit rates and deliver more messages to the application layer, which means we fulfill more dependencies for the Wikipedia elements and generate more elements at the routing layer. But having 2700 -3100 KB of metadata is a lot, because, if we consider that the elements sent with every message are Unicode characters on two bytes, then we can have around 22 KB of payload as we have 11406 Wikipedia elements. 2700 KB of metadata for only 22 KB of payload (i.e. the payload is less than 1% of the metadata) means that the original Logoot cannot even be considered for our case scenario of shared editors with character granularity.
Our algorithm is able to produce good results, as it requires only 400 KB for a limit of 1 element, while for a limit of 25 elements, the metadata size is 32 KB, and as we go to ∞, the metadata size even reaches 15 KB, which is less than the payload size. The significant savings in metadata for limits greater than 1 are normal, as this is an ON environment where users do not communicate in real time. Users have enough time to generate an acceptable amount of content in mutable messages where users might be out of contact for 10 -30 minutes (though in ONs it is possible to be out of contact for hours or even days), and take advantage of the merge operation. As an acceptable amount of content we consider only 25 -100 characters, which we think any user could write in about 10-30 minutes (we have to also take in account grammatical corrections, as Logoot would generate new messages even for those, while our mutable messages avoid this scenario). Those 25 -100 characters do not need to be consecutive to reduce metadata (though that would be the best case scenario), as merging is not done only at the total order layer for Opportunistic Logoot identifiers, but also at the causal order layer that uses the same CB vector even for elements that are not consecutive.
But even if we do not merge messages, we still reduce the metadata, as proved by the fact that our algorithm uses only 400 KB for a limit of 1 element when compared to the 2700 -3100 KB in the case of the original Logoot. The main reason for this behavior is given by the range limits in our identifiers, which are the motive our identifiers are longer than the original Logoot identifiers. This might look like a paradox, but, by using the range limits, our identifiers arrive at an average amount of pairs per identifier less than the average amount of pairs per the original Logoot identifier. In our experiments, we generate the x value in the identifier using the half method (see section 4.3), so, in case of consecutive insertions, we run out of identifiers made of only one pair in log(N ) operations. But N = 2147483647 (the maximum integer in Java), so after log(2147483647) ≈ 31 insertions, which is really fast, we have to use 2+ pair identifiers. We could have used next available instead, but that solution comes with even a higher cost as insertions in the middle of the contents will have longer identifier from first insertion. But this limitation of the Logoot identifiers does not have such a dramatic effect on our identifiers. Even with a limit of 1 element, if the same site generates consecutive elements, we choose as an identifier the next available value (i.e. for <10,5,2,2> we would use <10,5,3,3>). This is similar to the next available method, but it works differently. In case we would want to insert a new element between <10,5,2,2> and <10,5,3,3>, and <10,5,3,3> is mutable and there is no immutable message with identifier <10,5,4,4>, then we move the element with identifier <10,5,3,3> to <10,5,4,4>, and assign <10,5,3,3> to the new element. The original Logoot does not do this, and that is why we obtain better results even for a limit of 1 element. As for the reason our algorithm does not have an increase in metadata size as we increase the data memory, we have the fact that almost all dependencies for Wikipedia elements were received even in the case of 50 messages.
As mentioned earlier, we ran our algorithm also for UPB and Infocom traces, and we also used Epidemic instead of ONSIDE as a routing algorithm. The results have similar trends, with differences only given by the routing algorithm no matter the trace. For UPB we have higher inter-contact times, so our algorithm is able to save even more metadata as more messages are merged, which in turn means better hit rates. But for Infocom the inter-contact times are less than for Sigcomm and UPB, resulting in less metadata savings. As for using Epidemic as a routing algorithm, just as mentioned, the results have similar trends when it comes to metadata savings and better hit rates due to these savings. Due to space constraints and the fact that the results are similar, we have chosen not to present them here. For a detailed information about those differences see the ONSIDE article [5] .
CONCLUSIONS
In this paper, we have presented an algorithm for total order in ONs called Opportunistic Logoot. The experiments showed that, by using Opportunistic Logoot identifiers with messages merging, we are able to significantly reduce the metadata size. This reduction results in more space for messages at the routing layer, which, together with direct download of missing messages, is able to produce comparable results for the hit rate at application layer in regard to the hit rate at the routing layer even when not enforcing any order, and in some cases obtain better results.
It is important to note that the experiments have limitations. The mobility traces we have used do not represent all the types of ONs as they have been obtained only in academic and conference environments. Another problem is that the Wikipedia pages used in Section 6 were created in a server-client architecture, and we have modeled them to support decentralized nodes, which is not the equivalent of how users will really use the shared documents in an ON. Unfortunately, we are not aware of any distributed shared documents created especially for ONs where messages are not exchanged in real time.
