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Abstract
Accurate forecasting of contingency workload demand for USTRANSCOM
(USTC) is a herculean effort. Transportation Working Capital Fund (TWCF) managers
rely on various subject matters outside and within the combatant command to estimate
future workload. Since rates are set annually, when TWCF activities use incorrect or
incomplete projections of workload, this leads to erroneous price structures and
misaligned customer billing rates. The USTC leadership lacks the ability to accurately
forecast workload demand, which is a key driver for service provider rate-setting. As a
result, some customers perceive spiked rates and seek service from other competitors,
which generates lost revenue, customer dissatisfaction and the inability to maximize
workload to meet the readiness goals of the command.
Time series forecasting is a technique planners use to model future demand. This
paper examines a variety of time-series techniques applied to historical cargo and flying
hour workload demand primarily from Air Mobility Command’s (AMC) contingency and
special airlift assignment missions (SAAM). The goal is to develop a non-prescriptive
guide to improve the rate setting process and enable USTC leadership to better manage
combat capability.

The research introduces a median-based forecast along with an

anecdotal guide for anticipating future annual workload to more accurately inform the
USTC budget.
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CONTINGENCY WORKLOAD DEMAND FORECAST TECHNIQUES FOR CARGO
AND FLYING HOURS
I. Introduction

This work examines alternative ways to forecast contingency workload demand
for United States Transportation Command (USTRANSCOM).

The research is

sponsored by USTRANSCOM’s Joint Distribution Processing Analysis Center (JDPAC)
headquartered at Scott Air Force Base (AFB), Illinois.
USTRANSCOM (USTC) is a unified, functional combatant command supporting
eight U.S. combatant commands, the military services, defense agencies and other
government organizations.

USTRANSCOM's total wartime capability consists of a

diverse force: 45,945 active duty; 73,058 Reserve and Guard, and 19,104 civilian
personnel (USTC annual report, 2014). Its vision is to be the transportation and enabling
capability provider of choice (USTC vision, 2015).

USTRANSCOM’s mission is to

provide full-spectrum global mobility solutions and related enabling capabilities for
supported customers' requirements during peace and war (USTC mission, 2015).
In an average week, USTRANSCOM conducts more than 1,900 air missions
(potentially 700,000 air missions a year), with 25 ships underway and 10,000 ground
shipments operating in 75% of the world (USTC annual report, 2014). This dynamic
makes annual costing complex. The USTC leadership is highly interested in developing
a more reliable forecasting method with respect to workload (requirements) demand to
14

assist in the costing process. The specific requirements in examination pertain to the
cargo-related contingency and special airlift assignment missions (SAAM) (Nance,
2015).

The goal of this research is to develop a methodology that accurately projects

contingency airlift cargo and tanker requirements, which should better influence the rate
setting process and thereby control costs. The rates are the ratios set to recover full costs
of the Working Capital Fund operation including overhead and net gains and losses.
These rates are based on historical costs from unstable annual requirements, which are
difficult to forecast. As a result, rate settings are not perfect processes due to dynamic
workload and substantial demand variation among customers (JDPAC meeting, 2015).
In a fiscally challenging environment where budget cuts are the norm, some current
clientele indicate being overcharged for USTC services rendered. The commander of
USTRANSCOM (CDRTRANSCOM) tasked one of its centers of excellence, JDPAC, to
address the growing concern of contingency/SAAM unpredictability. JDPAC’s mission
is to provide analysis and engineering support to improve the nation's ability to move and
sustain the joint force and operate the Joint Deployment and Distribution Enterprise
(JDDE). JDPAC achieves this mission through five divisions, which are listed in the
organizational chart Figure 1-1 (USTC Pamphlet 38-1, 2015).

15

Figure 1- 1 JDPAC Organization Chart (USTC Pamphlet 38-1, 2015)
JDPAC’s Operations Support Division (TCAC-O) solicited assistance from the
Air Force Institute of Technology Operations Sciences department (AFIT/ENS).
AFIT/ENS conducted similar forecast studies on demand workload, however, the scope
varied.

Studies include analyses of airlift sustainment cargo demand, operational

planning of channel airlift missions, and mitigation of erratic behavior of the
Transportation Working Capital Fund (TWCF). The scope of this specific research
focuses on the demand forecast of the SAAM/Contingency airlift missions. Specifically,
16

mission types with only Air Mobility Command (AMC) airlift platforms (C-17, C5A/B/C/M, C-130E/H/J and AMC tankers (KC-135 and KC-10A) operating on cargo
missions (Nance, 2015).

TCAC-O conducts operational analysis in support of the

Distribution Process Owner (DPO), Joint Staff and Combatant Commands. TCAC-O also
performs global distribution performance assessments and provides deployability analysis
in support of theater transportation plans to support adaptive contingency planning
(USTC TCAC, 2015). Moreover, TCAC-O supports analysis of established Integrated
Distribution Lane metrics, monitors and analyzes designs and assists to implement JDDE
solutions (USTC Pamphlet 38-1, 2015).
USTRANSCOM strategic guidance discusses a five year strategy for 2013-2017.
In this guidance, CDRTRANSCOM notes:
“My top priority in 2015 continues to be preserving readiness in order to
successfully perform

the Command’s

Unified Command Plan-assigned

responsibilities. All that we do must contribute to the Command’s ability to
support national security priorities. To focus our efforts and limited resources
towards implementing “Our Story,” …(CDRUSTRANSCOM memo, 2014).”
USTRANSCOM and component leaders collaborated on a list of important actions for
the Command to pursue in 2015.

Furthermore, the strategic guidance outlined 18

priorities of equal significance (see Appendix I). Of special note is the first listed priority
(bold emphasis added):
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“Manage Defense Transportation System (DTS) workload to improve
readiness. Support USTRANSCOM Component readiness goals through
allocation of cargo to maximize improvement of readiness goals. Include efforts
to achieve additional Transportation Working Capital Fund (TWCF)
revenue-generating workload and enforce DTS preference policies. Leverage
daily operations, military exercises, and partner engagements to deliver superior
transportation solutions to supported commanders while contributing to
maximum future readiness. Use the Readiness Driven Allocation Board to
support component organic and commercial readiness goals. Follow through on
the Sealift and Civil Reserve Air Fleet II Study implementation efforts to ensure
commercial readiness and surge capacity (CDRUSTRANSCOM memo,
2014).”
A. Background
USTRANSCOM leadership is highly concerned about how it can better forecast
requirements with an end-state of improving readiness. Forecasting requirements is
nothing new to USTRANSCOM.

Since its inception in 1987, USTRANSCOM has

developed over 3,600 forecasting models focused on areas ranging from revenue to
workload demand (JDPAC teleconference, 2015). Many of these models are cost-driven,
but leadership over the years has emphasized the need for the models to be more activitybased to help find excess capacity, which can be either translated into savings or utilized
to meet more demand (Kaplan, 1998).

A drawback to this cost-driven method is

oftentimes if not understood correctly, the overhead costs or indirect costs from workload
requirements are not adequately captured, which causes cost managers to incorrectly
18

forecast overall cost. One of the largest drivers of the TRANSCOM mission is the
TWCF (USTC J8 Meeting, 2015).
The TWCF links costs and performance through total cost visibility and full cost
recovery (Connor et al., 2011). The origin of the TWCF dates to as early as 1950, when
the Department of Defense (DOD) issued a directive of the use of industrial funds to the
three transportation operating agencies:

Military Sealift Command (MSC); Military

Traffic Management Command (MTMC) later named the (Surface Deployment and
Distribution Command (SDDC); and Military Airlift Command (MAC), later named the
Air Mobility Command (AMC) (Connor et al., 2008).

These three transportation

components are listed in the hierarchy diagram presented in Figure 1-2. On average,
AMC historically accounts for about 70% of the TWCF operating costs. To reduce
complexity and scope the effort, this research focuses on the air transportation
component, AMC (see Figure 1-2).

Figure 1- 2 USTC and the Transportation Component Commands (Connor et al., 2008)
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Air Mobility Command (AMC) serves as the air transportation component to
USTRANSCOM.

AMC provides airlift, air refueling, special air mission, and

aeromedical evacuation for U.S. forces (AFD-140310-016, 2014).

AMC also supplies

forces to theater commands to support wartime tasking. AMC is the single manager for
air mobility.
The TWCF is financed through customer reimbursement rather than direct
appropriation of funds, with the exception of Air Force and Army readiness costs, which
are funded through military service appropriations (Connor et al., 2008). Under this
financial structure, the distortion between the cost of support and the price charged for
support, theoretically, should be eliminated, thus revealing the ‘true cost’ of services.
DOD policy requires military services and defense agencies to procure transportation
services using the Defense Transportation Service (DTS), which can be organic and/or
commercial air/sea lift (Connor et al., 2008). These services can be funded by the TWCF
or direct appropriations. When the cost of USTRANSCOM-managed lift is too high or it
does not meet service requirements, the services and agencies may go directly to the
commercial transportation industry. This decision results in lost business to the TWCF
and contributes to higher TWCF rates (USTC J8 meeting, 2015).

20

B. Problem Statement and Issues
Since, the TWCF is not profit-based, a successful business outcome of
disbursements and collections is a net operating result (NOR) of zero. To balance its sales
income with the expenditure of resources (costs) and achieve an NOR of zero, the TWCF
activities must accurately project customer requirements; accurately project and obtain
the resources required to meet customer demand; and anticipate customer demand, then
deliver quality products and services on-schedule and within budget.
TWCF managers must work with customers to determine the nature and scope of the
business base. By obtaining customer projected requirements, TWCF managers can size
infrastructure and budget to meet customer demand. If TWCF customers inaccurately
project customer requirements for goods and services, TWCF managers will likely
overstate or understate internal resource requirements. Since rates are set annually, when
TWCF activities use incorrect or incomplete projections of sales, calculations of budgets
and unit costs are wrong, leading to erroneous price structures and misaligned customer
billing rates (Connor et al., 2008). These unfortunate events lead to overall customer
dissatisfaction and potential reduction of customer base.

These issues result in the

following problem statement:
USCDRTRANSCOM lacks the ability to accurately forecast workload demand,
which is a key driver for service provider rate-setting. As a result, some customers
perceive spiked rates and seek service from other competitors, which generates lost

21

revenue, customer dissatisfaction and the inability to maximize workload to meet the
readiness goals of the command.
In early August of 2015, lead analysts from USTC’s financial directorate mentioned
some of the factors that make it extremely difficult for the TWCF to achieve an NOR of
zero within the budget year.

Factors include variations in planned versus actual

workloads, changes in labor and material costs (versus budgeted costs), and emergent
overhead costs (i.e., unplanned operating costs). Consequently, the NOR for a single
year may be either positive (overall collections or reimbursements exceed expenditures)
or negative (costs exceed revenues). A positive NOR normally results in a reduction in
TWCF billing rates for the following year to allow the surplus to be absorbed. In the case
of a negative NOR, rates are increased to recover the deficit (USTC J8 meeting, 2015).
The aforementioned present several challenges to USTRANSCOM’s ability to accurately
forecast workload.
C. Objective
The primary objective of this study is to investigate various workload demand
forecasting methods to ascertain if such methods can help CDRTRANSCOM better
forecast resources to workload demand and enhance maximization of readiness.
D. Hypothesis
In the world of doing either the same amount of workload or less workload with
fewer resources, how does one effectively manage resources with respect to projecting
22

requirements? USTRANSCOM has developed hundreds of forecast models using several
different techniques. However, the accuracy of the techniques is in constant debate. One
constant problem is accurately forecasting requirements in the face of unknown
contingencies. If planners could forecast expected requirements and add to this forecast
baseline requirements due to possible contingencies then those planners will have a more
useful forecast. These improved forecasts could then be used to improve the rate setting
process and enable CDRTRANSCOM to better manage combat capability.

The

subsequent research questions are



Is there a methodology that can provide an improved forecast for
TRANSCOM planners?
Can past demand data be decomposed to allow that demand to be
attributed to past contingencies?

E. Assumptions and Limitations
Since, the largest amount of TWCF operating costs are due to AMC, this research
will focus on the air component workload forecast.

Data comes directly from sponsor

data managers, which consist of a composition of multiple databases primarily dating
back from 2011 to 2015.
F. Current USTRANSCOM Workload Demand Forecast Process
USTRANSCOM develops AMC’s TWCF rates and workload forecasts for five
types of missions: channel passenger and cargo, channel cargo, special assignment airlift
(SAAM), Joint Chiefs of Staff (JCS) exercises and training, test and ferry (TTF) (JDPAC
meeting, 2015).

For channel passenger missions, AMC bills on a per passenger basis.
23

For channel cargo missions, AMC bills on a per pound basis. For SAAMs, AMC bills on
a per flying hour basis. For JCS exercise and contingency missions, as of FY06, AMC
sets rates to recover about 90% of its recorded costs for military aircraft and 110% of its
recorded costs for commercial aircraft.

TTF missions carry no passenger or cargo and

are used to primarily train aircrews; AMC sets rates to recover 100% of its recorded costs
(Joint Pub 3-17, 2013).
A principal barrier to computing cost-based rates is the lack of integrated systems to
support airlift operations.

Typically, AMC uses standalone systems, processes and

procedures to integrate data.

Locating accurate historical data is often very time

consuming, labor-intensive and challenging to parse.

Historical cost baselines are

difficult to use as baselines for future budgets because USTRANSCOM develops channel
cargo cost baselines from commercial carrier rates (Connor et al., 2008).

During

peacetime this approach leads to losses because the channel airlift expenses exceed
revenue obtained from using lower rates to compete with commercial carriers (USTC J8
meeting, 2015). Similarly, historical workload cargo requirements are used as baselines
for future budgets. The workload demand forecast challenge is with contingencies as
these are not terribly predictable. The difference between actual and budgeted costs is
the NOR. If the cost of operations is less than budgeted costs, the NOR will yield
positive cash flow, otherwise negative cash flow.

The NOR is then added to the

accumulated operating result from prior years to update the AOR. If the current fiscal

24

year rates remain competitive, this will form the budget baseline for the forecast of rates
(USTC J8 meeting, 2015).
Upon establishment of budget baseline, ‘operational art’ is applied via addition of
inflation rates, currency exchange rates, workforce changes, productivity rates and
changes in service delivery (USTC JDPAC meeting, 2015). Ultimately, once future year
costs are estimated for the amount of forecasted workload, it is added to the AOR. This
amount is then divided by the workload to develop a stabilized rate (USTC J8 meeting,
2015).

25

II.

Literature Review

A. Forecasting Techniques
This chapter reviews typical methods used by USTC to forecast workload
demand.

All forecast models are time dependent.

USTC has used several simple

forecasting and smoothing methods to forecast workload demand. One of the first steps
in forecasting, but often overlooked, is defining the problem. We assume USTC has
correctly identified that there is a lack of accuracy with respect to workload demand
forecasting. We also assume that improving demand forecasting will improve the rate
setting process.
A time series is a sequence of observations in chronological order based on a
variable.

The basic components of a time series model are trend, cycle, seasonal

variation and irregular fluctuations (Bowerman et al., 2005). The trend refers to the
direction or movement (e.g. increase, decrease, exponential growth) of the series over
time. The cycle represents the frequency of up and down movements around the trend
components.

The seasonal variations represent the periodicity that occur within a

calendar year and then repeated on an annual basis.

Irregular fluctuations are the

inconsistent movements that follow no discernable pattern (e.g. catastrophic events).
Although time series modeling is heavily based on regression, some of the basic
assumptions of regression (e.g. independence of error and normality) are often violated.
Generally, time series errors are correlated due to the patterns over time in the data
(autocorrelation).

As a result, this research examines primarily non-parametric
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techniques to explore the time series data to avoid the bounds of assumptions. With this
in mind, we introduce more terms specifically used to examine the nature of time series
data: homoscedastic (constant variance) vs heteroscedastic (non-constant variance);
homogeneity; trend present or absent; stationary vs non-stationary; and spectral density.
These concepts are important to determine which forecast models to pursue with respect
to proper demand workload predictions. Statistical tests can be used to examine these
concepts and are briefly discussed.
Homoscedasticity refers to the assumption that the dependent variable exhibits
similar amounts of variance across the range of values for an independent variable
(Huang, 2007). Heteroscedasticity refers to the circumstance in which the variability of
a variable is unequal across the range of values of a second variable that predicts it. The
White test is a statistical test that establishes whether the residual variance of a variable in
a time series model is constant or homoscedastic (Kim et al., 2006). To test for constant
variance, auxiliary regression analysis is performed by regressing the squared residuals
from the original time series model onto a set of regressors that contain the original
regressors along with their squares and cross-products. From this, the coefficient of
determination or R2 statistic (1 ≤ 𝑅 2 ≤ 0) is examined. Next, to declare significance by
establishing bounds for a rejection region, the Lagrange multiplier (LM) is computed.
The LM is a test statistic which is the product of the R2 and the sample size (n). It is
represented as follows: 𝐿𝑀 = 𝑅 2 ∗ 𝑛, which follows the chi-square distribution with
parameters (p)-1 degrees of freedom.

If the error term in the original model is
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homoscedastic, then the coefficients in the auxiliary regression (besides the constant)
should be statistically indistinguishable from zero and thus, theoretically, the 𝐿𝑀 should
be small.

Conversely, a large 𝐿𝑀 suggests heteroscedasticity.

Heteroscedasticity

suggests the data could use some form of transformation if possible.
Homogeneity analysis refers to the examination of whether the errors in the
predictions from the regression behave in the same way across the dataset. The initial
stages in the analysis of a time series may involve plotting values against time to examine
homogeneity of the series in various ways: stability across time as opposed to a trend;
stability of local fluctuations over time. The Buishand’s test can be used on variables
following any type of distribution (Buishand, 1982). The Buishand range test is defined
as
k

Sk*   (Yi  Y )

Eq. 2- 1

i 1

*
where k = 1, …, n. When a series is homogeneous the values of S k will fluctuate around

zero, because no systematic deviations of the 𝑌𝑖 values with respect to the mean will
*
appear (Aguilar, 2015). If a break is present in year K, then S k reaches a maximum

(negative shift) or a minimum (positive shift) near the year k = K (Aguilar, 2003). The
significance of the shift can be tested:
𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦 𝑟𝑎𝑛𝑔𝑒 𝑡𝑒𝑠𝑡 (𝑄) = [

(max(∑𝑛
𝑘=0

S k* )−min(∑𝑛𝑘=0 S k* ))
𝑠
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]

Eq. 2- 2

*
where s is the standard deviation of S k .

Before deciding on which forecast model to pursue, trending analysis is important
to investigate. The most commonly used non-parametric test for detecting a trend in a
time series is the Mann-Kendall normal by approximation (MK) statistical test. The MK
test helps detect either an upward, downward or absence of a trend in data collected over
time. Provided observations are at least 10, an adjustment is made for tied observations
in this non-parametric test. We use the modified version of the MK test which accounts
for the autocorrelation. Autocorrelation is correlation between values of the same time
series at different time periods (Makridakis et al., 1998).
The autocorrelation coefficient formula is:
n

 (Y

rk  t  k 1

t

 Y )(Yt k  Y )

n

 (Y
t 1

t

Y )

2

,

Eq. 2- 3

where k is equal to the number of lag or seasons, t = k + 1 time periods, Yt is equal to an
observation at time period t, Y is the mean and n is the total number of observations. For
example, r1 indicates how successive values of Y relate to each other, r2 indicates how Y
values two periods apart relate to each other, and so on. According to a Statistical
Analysis of Hydro-Climatic Variables paper from Dr. R. K. Rai et al. in 2013, a modified
version of the MK test is presented. The following is a summary of the procedure
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captured from the paper. For the modified version of Mann-Kendall’s test, the statistic S
tends to normality for large n, with mean and variance given by:
𝐸(𝑆) = 0
𝑉𝑎𝑟(𝑆) =

𝑛(𝑛−1)(2𝑛+5)
18

Eq. 2- 4
Eq. 2- 5

where S represents:
𝑛
𝑆 = 𝑎𝑖𝑗 = ∑𝑛−1
𝑖=1 ∑𝑗=𝑖+1 𝑋𝑡 (𝑥𝑗 − 𝑥𝑖 )

Eq. 2- 6

x j are the sequential data values, n is the length of the data set 𝑋𝑡 is the indicator variable
or signed rank of the data value, represented as
1, 𝑓𝑜𝑟 𝑡 > 0
𝑋𝑡 = { 0, 𝑓𝑜𝑟 𝑡 = 0
−1, 𝑓𝑜𝑟 𝑡 < 0

Eq. 2- 7

with the same mean and variance as in equations 2-4 and 2-5 (Rai et al., 2013). We
account for autocorrelation based on the modified variance of S given by equation 2-6.

V * ( S )  Var ( S ) 

where,

𝑛
𝑛𝑠∗

n n(n  1)(2n  5) n

 *
ns*
18
ns

Eq. 2- 8

represents a correlation due to the autocorrelation in the time series. The

𝑛
𝑛𝑠∗

is

represented below:
𝑛
𝑛𝑠∗

2

= 1 + 𝑛(𝑛−1)(𝑛−2) ∗ ∑𝑛−1
𝑖=1 (𝑛 − 𝑖)(𝑛 − 𝑖 − 1)(𝑛 − 𝑖 − 2) ∗ 𝜏𝑠 (𝑖)
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Eq. 2- 9

where n is the actual number of the observations and 𝜏𝑠 (𝑖) is the autocorrelation function
of the ranks of the observations (Rai et al, 2013). The advantage of using equations 2-8
and 2-9 for the evaluation of variance of S is there is no need of either normalized data or
their autocorrelation function (Rai et al., 2013). The autocorrelation of ranks of
observations 𝜏𝑠 (𝑖) is related with the parent autocorrelation function (Kendall, 1955):
𝜋

𝜏𝑠 (𝑖) = 2𝑠𝑖𝑛 (6 𝜏𝑠 (𝑖)).

Eq. 2- 10

The inverse of equation 2-10 is used to evaluate the autocorrelation of the ranks 𝜏𝑠 (𝑖)
referenced in equation 2-9 and is represented as
6

𝜏(𝑖)

𝜏𝑠 (𝑖) = 𝜋 sin−1 (

2

Eq. 2- 11

).

The significance of the trends is tested by comparing the standardized test statistics Z
represented as:
Z

S
[V ( S )]0.5

.

*

Eq. 2- 12

The null hypothesis (𝐻𝑜 ) for these tests is there is no trend in the time series. The three
alternative hypotheses are negative, positive or non-null trends in the time series. This
test helps to avoid making inaccurate assessments of a time series plot (e.g. identification
of random walk model). A random walk occurs when changes in a variable follow no
discernible pattern or trend. Random walk time series data are practically impossible to
forecast.
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Stationarity occurs if the underlying generating process for a time series is based
on a constant mean and variance. This condition is needed for autoregressive integrated
moving average (ARIMA) forecast modeling. More formally, a time series is stationary
if the properties (e.g. mean and variance) are constant throughout time. Conversely, nonstationarity occurs if the time series does not have constant mean and/or variance. A rule
of thumb is if the autocorrelation dies out quickly the series should be considered
stationary.

If the autocorrelation dies out slowly this indicates the process is non-

stationary.
There are two main types of time series stationary processes: Trend-Stationary
and

Difference-Stationary (MATLAB

Mathworks.com/help/econ,

2016).

Trend-

stationary implies the average trend is deterministic (i.e. model output is fully determined
by the model parameters and initial conditions). Difference stationary infers the average
trend is stochastic (i.e. model output is inherently random). Differencing the time series
D (i.e. number of ordered degree) times yields a stationary stochastic process. Processes
with D ≥ 1 are often said to have a unit root. The main difference between the two types
is the width of the forecast interval (MATLAB Mathworks.com/help/econ, 2016).
Deterministic trend models tend to yield forecast intervals of equal width.

Stochastic

trend models tend to yield forecast intervals of increased growth over time. Once the
trend is estimated and removed from the data, the residual series is a stationary stochastic
process. The Box Jenkins methodology uses the difference-stationary process, while the
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time series decomposition process uses the trend-stationary process. These methods are
further explored in the research.
Stationary time series by differencing are called integrated processes (MATLAB
Mathworks.com/help/econ, 2016). Processes with integrated order D ≥ 1 suggest the
existence of a unit root. A unit root is a feature of processes that evolve through time that
can cause problems in statistical inference involving time series models (Wooldridge,
2015).

A linear stochastic process has a unit root of 1 which is considered non-

stationary. If the other roots of the process lie inside the unit circle—that is, have a
modulus (absolute value) less than one—then the first difference of the process will be
stationary (Chatfield, 2000). AddinSoft’s XLSTAT uses the augmented Dickey-Fuller
(ADF) test is used to determine if a time series is stationary or not. It is useful in
identifying a unit root in a time series of order 1 autoregressive component, and may be a
trend component linearly related to the time. To test the presence of a unit root versus a
stationary process, we state the autocorrelations (𝑅𝑘 ):
𝑅𝑘 = 𝜙1 𝑅𝑘−1 + 𝑒𝑡

𝑅𝑘 = 𝜙0 + 𝜙1 𝑅𝑘−1 + 𝑒𝑡

Eq. 2- 13

where 𝜙1 represents the existence of an unit root and 𝑒𝑡 represents the residuals when
regressed at time t. If 𝜙1 = 1, then the time series has an unit root and is non-stationary.
The unit root test determines if 𝜙 is significantly close to 1. The hypothesis test is below:
𝐻0 : 𝜙1 = 1

Eq. 2- 14

𝐻𝐴 : 𝜙1 < 1

Eq. 2- 15
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Spectral analysis or spectral density is a way of representing a time series in terms
of harmonic components at various frequencies. It specifically decomposes a time series
into a set of sine and/or cosine waves with differing amplitudes, frequencies and phase
angles (Makridakis et al., 1998). It is useful in determining dominant cycles or periods in
a time series. The time series model is often expressed as (Tian and Fernandez, 1982)
𝑡
𝑡
𝑌𝑡 = ∑𝑚
𝑘=1(𝐴𝑘 cos(𝜔𝑘 ) + 𝛽𝑘 sin(𝜔𝑘 )) + 𝜀𝑡

Eq. 2- 16

where


𝑌𝑡 is the original time series with n observations



m = 2, if n is even; m =



𝐴𝑘 specifies cosine coefficients representing the amplitude, or height, of the

𝑛

𝑛−1
2

, if n is odd

cosine component


𝐵𝑘 specifies sine coefficients representing the amplitude, or height, of the sine
component
2𝜋𝑘



𝜔𝑘 specifies the frequencies,



𝑒𝑡 represents the random error term

𝑛

, where k = 1,2,…,m and 0 ≤ 𝜔𝑘 ≤ π

Furthermore, it is used to examine the level of white noise in a time series model. White
noise exists when a pattern is absent in a time series. If a time series model is nothing
more than white noise, or whiteness, it cannot be forecasted with reasonable confidence
or credibility. If the whiteness can be separated from the trends of the time series, the
time series is a good candidate for forecasting. A statistical test to determine level of
whiteness is the Bartlettt Kologomorov-Smirnov test.
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This test does not require

knowledge of the true variance (σ2) of the process. If we let Ho = whiteness, where each
of the following quantities:
2𝜋𝑘

𝐼𝑛 (𝑓𝑘 ) = (𝑛−1) , 𝑘 = 1, … ,

(𝑛−1)

Eq. 2- 17

2

has the same distribution. A test of whether or not the spectral distribution function
1

𝐹𝑛 (𝑓𝑘 ) = (𝑛−1) , 𝑘 = 1, … ,

(𝑛−1)

Eq. 2- 18

2

differs significantly from a white noise spectral distribution function
2𝜋𝑘

Eq. 2- 19

𝐹𝑤 (𝑓𝑘 ) = (𝑛−1)

can be tested using the Kolmogoroff-Smirnov test for goodness of fit (Caldwell, 2006).
The test statistic is
Eq. 2- 20

max𝑘 |𝐹𝑛 (𝑓𝑘 ) − 𝐹𝑤 (𝑓𝑘 )|
and the 100p% critical value for the test statistic is approximately𝜆𝑝

1
(𝑛−1)
√(
−1)
2

where λp is

the pth percentile point of the distribution of the test statistic, which equals 1.36 for p =
.95 and 1.02 for p = .75 (Caldwell, 2006).
i.

Time Series Exploration (example)

We illustrate some basic methods of demand forecasting with an electricity
example.

The data are US monthly total net generation of electricity in billion kilowatt

(kw) hours beginning in January of 1985 to the end of October 1996 (Makridakis et al.,
1998). The data are time-dependent thus we start with a simple time-series plot. Note in
Figure 2-1, the initial results appear to show an upward trend of electricity generation.
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Figure 2- 1 Time Series Plot of US total net electricity generation (Yrs ‘85-‘96)
Although time series modeling is heavily based on regression, some of the basic
assumptions of regression (e.g. independence of error and normality) are often violated.
We can confirm or deny homoscedasticity by using basic tests to assert normality and
visually review the deleted residuals to examine if any funneling or other identifiers of
non-constant variance are present. The aforementioned White test for homoscedasticity
will be used in chapters three and four.
For the electricity time series, the tests used to explore normality are the RyanJoiner (RJ), Kolmogorov-Smirnov (KS) and ‘fat pencil’ tests.
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The RJ test assesses normality by calculating the correlation between the time
series and the normal scores of the time series. If the correlation coefficient is near 1, the
population is likely to be normally distributed. The RJ statistic assesses the strength of
this correlation; if the statistic falls below the appropriate critical value, we reject the null
hypothesis of population normality. The KS test compares the empirical cumulative
distribution function of the sample time series with the distribution expected if the time
series were normal. If this observed difference is sufficiently large, the test will indicate
rejection of the null hypothesis of population normality. An informal approximation of a
normality test, called ‘the fat pencil test’, is often applied to a probability plot. Imagine a
‘fat pencil’ lying on top of the fitted line: if it covers all the data points on the plot, the
data are considered normal; if points are far enough from the fitted line that they are
visible beyond the edges of the fat pencil, the data are probably nonnormal. This informal
method is useful to confirm or deny certain statistical assertions about a dataset. The
results from the aforementioned tests are shown below in Figure 2-2.
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Figure 2- 2 RJ and KS normality tests
Since, the correlation coefficient (0.989) from the RJ test is nearly one, we can conclude
the time series is normal. Furthermore, the critical value (0.091) from the KS test is
sufficiently small, which allows us to conclude the time series is normal. In addition, by
visual inspection via the ‘fat pencil test,’ we conclude the time series is normal. Figure 216 shows a residual plot (deleted residuals vs fits) to examine any visual patterns of nonconstant variance.
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Figure 2- 3 Visual test to examine constant variance
The assessment is although there appears to be slight increased variance over time, it is
not alarming enough to suggest the time series is heteroscedastic. However, just to be
safe, an optimal Box-Cox transformation was performed and did not increased the
amount of explained variance. The next step is to perform a trend analysis.
ii.

Time Series Regression

We can use polynomial regression techniques in the form of quadratic,
logarithmic (growth) and linear plots to examine trends and/or relationships.

We

illustrate this in Figure 2-4. We begin by creating a model via each method (quadratic,
growth and linear) to analyze the first 24 months, and based on these data, forecast the
next 40 months of electricity generation (forecasts).
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Figure 2- 4 Trend Analysis Plots of US Electricity generation
The various outputs in Figure 2-4 confirm a trend-like pattern where observations grow
or decline over an extended period of time. Clearly, these data are increasing over time
and it appears a quadratic fit is inappropriate.

Notice the forecast accuracy

measurements in the legends in Figure 2-4.
Typically, forecast accuracy is measured by analysis of residuals (the difference
between the actual and predicted values). The Mean Deviation (MD) is an error statistic.
In the forecast sense, it is computed as the average of the set of forecast errors. Since,
large positive and negative errors will nullify each other, it follows that a small mean
deviation does not necessarily imply the errors themselves are small or that the forecasts
are particularly accurate. The MD is in fact a measure of the bias in the forecasts and is
defined below:

1 n
MD   ei .
n i 1

Eq. 2- 21

The Mean Absolute Deviation (MAD), which corrects the ‘nullifying effect’ in
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the MD by averaging the absolute value of the errors. The MAD is representative of the
average magnitude of the errors without regard to whether the errors are over-estimated
or under-estimated (Verma, 2010). Although, the MAD is a traditional and popular
error measure, its statistical properties are not well suited for stochastic decision models
(Yang, 2009)

MAD 

1 n
 ei .
n i 1

Eq. 2- 22

The Mean Squared Deviation (MSD) is a commonly-used measure of accuracy of
fitted time series values. It is an extension of the MAD, but uses the sum of the squared
errors. Outliers have more influence on the MSD than MAD (Chieh, 2015).

Another

measure is the Mean Squared Error (MSE), which is obtained by averaging the squares of
the forecast errors (Montgomery et al., 2008). This procedure also removes the
nullification issue previously referenced.

In an unbiased set of forecasts, the MSE is

equivalent to the variance of the forecast errors (Montgomery et al., 2008). For a given
item, the accuracy of various forecasting procedures is compared, based on the MSE.
Generally, we want the forecasting technique that minimizes the MSE of the forecast
(Montgomery et al., 2008)

1 n 2
MSE   ei .
n i 1

Eq. 2- 23

The Root Mean Squared Error (RMSE) is the square root of the MSE (Sittikariya,
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2006)

RMSE  MSE .

Eq. 2- 24

The RMSE is the estimated standard deviation of the forecast errors. The MSE is usually
expressed in ‘units squared’, which often requires interpretation. The RMSE is expressed
in the same measurement units as the demand data and is therefore more intuitive to
interpret (Syntetos and Boylan, 2005). In sufficiently large data sets, the RMSE is
proportional to the MAD, where the constant of proportionality depends upon the
underlying probability distribution of the forecast errors (Duke, 2015).
Assessing the performance of forecasting procedures involves summarizing the
general accuracy or inaccuracy of the forecasts over a large set of items. The expectation
is some items will yield high demand and others low demand. The Mean Absolute
Percent Error (MAPE) is typically expressed as the absolute magnitude of each forecast
error as a percentage of the actual demand and then averaged (Hanke et al., 2001). The
MAPE is a well-known measure of forecasting accuracy and is defined below:

𝑀𝐴𝑃𝐸 =

1
𝑛

∑𝑛𝑖=1

|𝑒𝑖|
𝑋𝑡

.

Eq. 2- 25

Considering Figure 2-4’s forecast accuracy results, the MAPE values of
approximately 7% tell us on average, there is a 7% chance the residual autocorrelation
coefficients are indicative of a random series. The MAD values indicate the forecast
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deviated by an average of roughly 16 billion kw hours.

Lastly, the large MSD values

indicate the models do not fit adequately. Ultimately, Figure 2-4’s error calculations for
each model do an effective job of evaluating performance, but are not very effective for
adequacy.
The time series seasonal patterns were modeled using two approaches, the first of
which employed trigonometric functions, while the second utilized dummy or indicator
variables. The trigonometric functions are used to ascertain if the time series exhibits
constant seasonal variation (Bowerman et al., 2005). The visual analysis indicates there
is constant seasonal variation making it appropriate to model the data using the equations
defined below:
 2 t 
 2 t 
yt   0  1t   2 sin 
  3 cos 
  t
 L 
 L 
 2 t 
 2 t 
 4 t 
 4 t 
yt   0  1t   2 sin 
  3 cos 
   4 sin 
  5 cos 
  t
L
L
L






 L 

Eq. 2- 26
. Eq. 2- 27

Different values for yearly number of seasons (L) in a year were explored to
determine the best trigonometric function that modeled the time series.

The best

trigonometric model was found to have an L value of 1 for Eq. 2-27 and the results are
depicted in Figure 2-5 below. Figure 2-6 depicts the graphical and statistical analysis of
this model showing a MAPE of 2.85%. Note: the multiple R in Figures 2-5 and 2-6 is the
coefficient of multiple correlation, whereas its square is the coefficient of determination.
The main difference between the two is the multiple correlation is between the dependent
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variable and a linear combination of the predictors, not just any one of them, and not just
the average of those bivariate correlations (Stauner, 2014).
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Figure 2- 5 Trigonometric Model Comparison

Figure 2- 6 Best Trigonometric Model Results
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Another way of examining seasonal variation is through dummy variables or indicator
variables which take on values 0 or 1. The value is 1 at times t during the season and 0
at times t outside the season. The model is represented as follows:

st   ei X it ,

Eq. 2- 28

where ei is a parameter and X it is the indicator or dummy variable

1 if t is in the season
X it  
.
0 if t is outside the season
The dummy variables are based on the assumption there are L seasons per year.
The results for the electricity time series are presented in Figure 2-7. The MAPE is a low
value of 2.08% indicating good forecast accuracy.
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Figure 2- 7 Dummy variable analysis results
Generally, time series errors are correlated due to the patterns over time in the
data. The Durbin Watson (DW) test is a formal method of testing if serial correlation is a
serious problem undermining the model’s inferential suitability (e.g., assessing the
confidence in the predicted value of a dependent variable) (Wake Forest University,
2015) . The test statistic of the DW test procedure is d and is calculated as follows:
n

2
 (et  et  1)

d  t 2

n

2
t

e

t 1
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Eq. 2- 29

where et represents the observed error term (i.e., residuals) and t is the number of
observations. The value of d always lies between 0 and 4. If the DW statistic is
substantially less than 2, there is evidence of positive serial correlation.
Both of the models were also tested for autocorrelation and the results are
presented in Figure 2-8 below.

Based on these results the dummy variable model

exhibits positive autocorrelation while the trigonometric model does not indicate the
existence of autocorrelation.
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Figure 2- 8 Durbin Watson Test Results
Although, both models exhibit similar forecast performance, the autocorrelation results
suggest the trigonometric model may be a better fit. The next step forecasting method is
decomposition analysis.
iii.

Decomposition

Decomposition analysis fits a model that weights all observations equally to
determine the best regression fit. The model typically consists of a trend, cyclical,
seasonal and variation (or remainder) components. The additive version is

Yt   t  ct  st   t

Eq. 2- 30

where

 t , ct , st are the deterministic trend, cyclic and seasonal components of the series,

while

 t is a random variable which models the erratic behavior (Scholtes, 2001). The
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multiplicative version is: Yt   t ct st  t . We use these methods when a time series exhibits
a seasonal pattern, with or without a trend (Hyndman, 2015).
In the electricity example, we immediately notice an upward trend, but we cannot
readily confirm seasonality. The decomposition approach calculates the detrended data.
An estimate of trend is subtracted or divided into the data, for the additive or
multiplicative model respectively, to yield the detrended data. These detrended data are
used to estimate the seasonal pattern (si). The estimated seasonal model is then used to
remove seasonality from the original data set. Using the deseasonalized data permits an
improved estimate of the trend (𝜏i).

The estimates sˆt and ˆt are used to forecast

Yˆt .

This is often accomplished by regressing a variable or a time index and perhaps the
square of the time index and capturing the residuals (ADVFN, 2015).

We use the

multiplicative model, when the size of the seasonal pattern depends on the level of the
data (Hyndman, 2015). This model assumes as the data increase, so does the seasonal
pattern. In this model, the trend and seasonal components are multiplied and then added
to the error component. We use the additive model when the magnitude of the data does
not affect its seasonal pattern (Hyndman, 2015). Exploring both models (Figures 2-9 and
2-10, multiplicative and additive respectively), results from the multiplicative (Rsq of
0.93 vs 0.92 (additive)) yields slightly better forecast accuracy.
reveal the time series decomposition of the electricity data.
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Figures 2-9 and 2-10

Figure 2- 9 Time Series Decomposition (multiplicative) of US Electricity generation

Figure 2- 10 Time Series Decomposition (additive) of US Electricity generation
We use the detrended residuals to create a seasonality analysis. The top parts of
the left portions of charts from Figures 2-9 and 2-10 are time series plots of the original
dataset. The data are seasonally adjusted by smoothing the data using a centered moving
average with a length equal to the length of the seasonal cycle (which in this case is 12
months). We see both models show evidence of strong trend and seasonal components,
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while irregular and cyclical components are negligible. We next explore smoothing
forecasting techniques as another forecasting methodology.

iv.

Smoothing (weighted moving average)

A moving average model sequentially calculates the average in some window of
the data. For non-trend data, the window size is the parameter varied. More advanced
moving average methods sequentially calculate estimates of mean, trend and seasonal
components. Each is a weighted function of the previous estimates and new data. The
Holt Winters’ method is a moving average method that gives decreasing weights to older
observations, when data exhibits a seasonal pattern with or without a trend (Kalehar,
2014). The Holt Winters' method employs a level component, a trend component, and a
seasonal component at each period. It uses three weights, or smoothing parameters, to
update the components at each period.

There are three equations, one for the

(deseasonalized) level Lt , one for the (deseasonalized) trend Tt , and one for the seasonal
index in period t, St :

Lt  

Yt
 (1   )( Lt 1  Tt 1 )
St  M

Tt   ( Lt  Lt 1 )  (1   )Tt 1
St  

Yt
 (1   ) St M
Lt
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Eq. 2- 31
Eq. 2- 32
Eq. 2- 33

Yt is the actual observation in period t and Lt is the smoothed ‘level’ of the series for
period t (which is used as the forecast for period t  1 ). Assuming the first observation
occurs in period t  1 , the initialization requires a value for L0 . The usual approach, and
the one used in many statistical packages, is to let L0  Y1 . Furthermore, M is the number
of seasons, i.e. for the electricity example M  12 for monthly data. The parameter
α (0 < α < 1) is used to smooth the level; the parameter β (0 < β < 1) is used to smooth the
trend; and the parameter γ (0 < γ < 1) is used to smooth the seasonal index (Hyndman,
2015). Values for α, β and γ are set based on experience or to minimize some selected
model error measure calculated based on the forecast. To initialize, we need L0 ,

T0 , and a whole year’s worth of seasonal indexes, S1 through S M . Initial values for the
level and trend components are typically obtained using an estimate of intercept and
slope from a linear regression model, respectively.

Initial values for the seasonal

component are obtained from an indicator variable regression using detrended data.
Figure 2-11 shows the Holt Winters’ (multiplicative and additive) method for the
electricity data. Note how the MAPEs are drastically lower compared to the previously
explored forecasting techniques. For the electricity data, the Holt Winters’ method is a
better forecasting technique than any of the previously mentioned regression or moving
average techniques.
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Winters' Method Plot for Elec_gen

Winters' Method Plot for Elec_gen
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Figure 2- 11 Holt Winters’ method applied against US electricity generation
v.

Box-Jenkins Methodology

Another set of commonly used forecasting techniques are autoregressive moving
average (ARMA) models. ARMA models are also called Box-Jenkins models since the
ARMA process is part of the Box-Jenkins methodology for time series modeling. An
ARMA model is a regression type of time-series forecasting model that can be
autoregressive (AR), moving average (MA), or a combination of the two (Armstrong,
2001). In an ARMA model, the series to be forecast is expressed as a function of
previous values of the series (AR terms) and previous error terms (the MA terms). The
autocorrelations at lags 1, 2,…create the autocorrelation function or ACF. We use the
ACF to investigate properties of time series data. We use partial autocorrelations (PAC)
to measure the degree of association between Yt and Yt-k, when the effects of other time
lags (e.g. 1,2,3…k-1) are removed (Makridakis et al., 1998). The PAC of order k
(denoted by αk) is calculated by regressing Yt against Yt-1,…, Yt-k :
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Yt  b0  bY
1 t 1  b2Yt 2  ...  bk Yt k

Eq. 2- 34

where bi represents the ith regression coefficient and Yt-k is equal to an observation at
time period t minus k lags (Makridakis et al., 1998).

Together, these partial

autocorrelations create the partial autocorrelation function or PACF.
A stationary time series is one whose properties do not depend on the time at
which the series is observed (Hyndman, 2014).

Time series with trends, or with

seasonality, are not stationary — the trend and seasonality will affect the value of the
time series at different times. On the other hand, a white noise series is stationary — it
does not matter when you observe it, it should look pretty much the same at any period of
time.
A time series with cyclic behavior (but not trend or seasonality) is stationary. This
is because the cycles are not of fixed length, so before we observe the series we cannot
assume the location of the peaks and troughs of the cycles. In general, a stationary time
series will have no predictable patterns in the long-term. Time plots will show the series
to be roughly horizontal (although some cyclic behavior is possible) with constant
variance (Hyndman, 2015). We use the ACF to detect stationary and differencing to
remove non-stationary behavior.

The use of differencing in the Box-Jenkins

methodology yields the general label of the methodology, ARIMA with the ‘I’ in
ARIMA meaning integrated.
Differencing computes the differences between consecutive observations typically
expressed as
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Y 't  Yt  Yt 1 .

Eq. 2- 35

Differencing can help stabilize the mean of a time series by removing changes in the
level of a time series, and so eliminating trend and seasonality (Hyndman, 2015). With
respect to the electricity data, correlograms (Figure 2-12) of autocorrelation (ACF) and
partial autocorrelation (PACF) of the differences are shown below.

Partial correlation

identifies the measure of relationship between current values of a variable with earlier
values of the same variable (values for various time lags) while holding the effects of all
other time lags constant (Makridakis et al., 1998). A lag is a difference in time between
an observation and a previous observation (Armstrong, 2001). The ACF and PACF of a
stationary series is used to define the ARMA model.

Figure 2- 12 Correlograms of ACF and PACF for US electricity generation
General rule of thumbs are an ACF with large spikes at initial lags that decay to
zero or a PACF with a large spike at the first and possibly at the second lag indicates an
autoregressive process (Ibrahim et al., 2009). An ACF with a large spike at the first and
possibly at the second lag and a PACF with large spikes at initial lags that decay to zero
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indicates a moving average process (Ibrahim et al., 2009). The ACF and the PACF both
exhibiting large spikes that gradually die out indicates that there are both autoregressive
and moving averages processes (Ibrahim et al., 2009). Figure 2-13 indicates there likely
are both autoregressive and moving average processes in the electricity dataset. After
ACF and PACF analysis, ARIMA analysis can be performed.
The ARIMA model family is vast, but it is a general non-seasonal model referred
to as ARIMA(p,d,f), where,
AR: p = number of autoregressive terms
I:

d = number of non-seasonal differences to achieve a stationary series

MA: q = number of lagged forecast errors in the prediction equation (Beusekom, 2003).
ARIMA methodology allows a combination of both autoregressive and moving
average parameters. Although this makes for a more complicated forecasting tool, the
structure may simulate the series better and ideally produce a more accurate forecast.
ARIMA modeling differs from other time series methods because it uses correlational
techniques. ARIMA models simulate characteristics that may not be visible in plotted
data. Using concepts from the Box and Jenkins procedure, an ARIMA model revealed the
results in Figure 2-13. More details of the ARIMA model are visited in the next chapter.
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Time Series Plot for Elec_gen
(with forecasts and their 95% confidence limits)
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Figure 2- 13 ARIMA model (red line) for the electricity data (blue line)
The busy nature of Figure 8 is due to the high accuracy of the ARIMA as its confidence
bounds and forecasts overlap with the actual electricity values for the corresponding time
periods. Table 2-1 shows a snapshot of actual versus (starting in April 1987) forecasted
values with 95% confidence bounds and corresponding percent differences. The median
and mean (average) percent differences 1.81% and 2.35% respectively are based on 115
forecasts.
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Table 2- 1 ARIMA versus actual values of US electricity generation
Median Average
%_Diff
%_Diff
1.813% 2.362%

95% Limits
Period Forecast Lower
Upper
Actual
Apr-87 189.409 177.225 201.592
189.5
May-87 202.478 189.091 215.865 206.07
Jun-87 223.976 210.353 237.599 225.59
Jul-87 246.677 233.005 260.349 247.91
Aug-87 240.171 226.489 253.853 247.64
Sep-87 212.166 198.481 225.85 213.01
Oct-87 203.129 189.445 216.814 203.01
Nov-87 201.754 188.069 215.438 200.26
Dec-87 223.394 209.71 237.079
220.5
Jan-88 231.791 218.107 245.476
237.9
Feb-88 202.829 189.145 216.514 216.94
Mar-88 207.999 194.314 221.683 214.01
Apr-88 194.383
180.3 208.466
196
May-88 207.334 193.17 221.498 208.37
Jun-88 228.957 214.776 243.138 232.75
Jul-88 250.607 236.423 264.792 257.46
Aug-88 246.286 232.101 260.47 267.69
Sep-88 216.619 202.434 230.804 220.18
Oct-88 207.594 193.409 221.779 210.61
Nov-88 206.171 191.986 220.356 209.59
Dec-88 228.799 214.614 242.984 232.75
Jan-89
236.72 222.535 250.905 232.75
Feb-89 207.832 193.647 222.017 219.82
Mar-89 212.523 198.337 226.708 226.74
Apr-89 198.755 184.483 213.027 208.04
May-89 211.637 197.347 225.927 220.12
Jun-89 233.229 218.935 247.522 235.69

Diff
Per_Diff
0.091 0.048%
3.592 1.774%
1.614 0.721%
1.233 0.500%
7.469 3.110%
0.844 0.398%
0.119 0.059%
1.494 0.741%
2.894 1.295%
6.109 2.636%
14.111 6.957%
6.011 2.890%
1.617 0.832%
1.036 0.500%
3.793 1.657%
6.853 2.735%
21.404 8.691%
3.561 1.644%
3.016 1.453%
3.419 1.658%
3.951 1.727%
3.97 1.677%
11.988 5.768%
14.217 6.690%
9.285 4.672%
8.483 4.008%
2.461 1.055%

Furthermore, Figure 2-14 verifies the ACF and PACF of residuals indicate a random
process, signified when there are no large spikes. The residuals are considered a white
noise process, which infers no further MA or AR components are needed in the model to
explain the data.
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Figure 2- 14 ARIMA Correlograms of US electricity generation
Note the model to achieve the results from Figure 2-13 and Table 2-1 use a more
complex ARIMA that captures not only non-seasonality, but seasonality. This notation is
usually described as SARIMA(p, d, q) (P, D, Q)s, where P,D,Q represent exact
parameters of the previously described non-seasonal model, but replaced with the
seasonal component and s represents the number of periods per season. In the electricity
example, the model is
SARIMA(1, 0, 0) (0, 1, 2)12 where
p = 1 regular autoregressive term
d = 0 regular differences
q = 0 regular moving average terms
P = 0 seasonal autoregressive terms
D = 1 seasonal difference at lag s =12
Q = 2 seasonal moving average terms

60

vi.

Transfer Function

The last group of forecasts for this research is called transfer function models. A
transfer function model attempts to predict future values of a time series (called the
output series) on the basis of past values of this series and on the basis of one or more
related time series (input series) (Bowerman and O’Connell, 1993). These models are
typically used when exceptional, external events affect the response variable (Bowerman
and O’Connell, 1993). A typical transfer function model with i inputs is represented as:
𝑌𝑡 − 𝜇 =

𝜔1 (𝐵)
𝛿1 (𝐵)

𝜔 (𝐵)

𝜃(𝐵)

𝑋1,𝑡−𝑑1+⋯+ 𝛿 𝑖(𝐵) 𝑋𝑖,𝑖−𝑑𝑖+ 𝜙(𝐵) 𝑒𝑡
𝑖

Eq. 2- 36

where


𝑌𝑡 denotes the output series





X1 to Xi denote i input series
𝑒𝑡 represents the noise series
μ represents the mean level of the model



X1,t-d1 represents the indexed series (X1) by t with a d1-step lag




𝜙(𝐵) 𝑎𝑛𝑑 𝜃(𝐵) represent AR and MA polynomials from an ARIMA model
𝜔𝑘 (𝐵) 𝑎𝑛𝑑 𝛿𝑘 (𝐵) represent numerator and denominator factors (or polynomials)
for individual transfer functions, with k representing an index for the 1 to i
individual inputs (JMP Specialized models, 2015)

Each polynomial in the aforementioned can contain two parts, either nonseasonal,
seasonal, or a product of the two as in seasonal ARIMA (JMP Specialized models, 2015).
The electricity time series is univariate, thus, the transfer function is not applicable and is
examined with another time series in the next chapter.
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B. Summary
In summary, there are many methods that can be used to forecast demand. This
chapter used an electricity example and explored the various ways to increase forecast
accuracy. Time series plotting is a good start to discover visual trends, cycling and/or
seasonal patterns. Then the various modeling approaches can be applied and compared.
This aforementioned example sets the stage for the rest of the research. The ARIMA
model as well as the other appropriate forecasting methods are explored and expounded
upon in the following chapters.
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III.

USTC Cargo demand forecast

A. Background
This chapter analyzes over 4 years of historical USTC air mission data via 9
forecasting models. Chapter three begins with an exploration of the data through a time
series plot. Then, a study of significant factors is conducted by regression analysis.
Next, the data are consolidated and reassembled into a revised time series plot, thereby
enabling decomposition of the data by way of trend and component analyses.

After

decomposition, the time series model building occurs followed by a summary of model
accuracy statistics.
The original database consists of 189,008 time based entries occurring between
January 1, 2011 and July 19, 2015 from USTC. Each entry represents a flying mission.
A mission involves a takeoff and landing. In addition, each entry contains 38 attributes
or variables (see Appendix II for more details) ranging from demographic data (i.e. type
of mission, mission ID, mission leg, etc.) to performance data (i.e. flight time, cargo
loadout, cost, etc.).

The dataset is specific to AMC SAAM and contingency missions

and data were collected via Global Decision Support System (GDSS) and Commercial
Operation Integrated System (COINS).

The column types characteristics (enumerated

by type) are categorical (15), date (2), and numeric (21). The dataset contained missing
data and/or data outside the scope of this research, which required several data
sanitization techniques to reduce the database from 189,008 entries to 117,413. These
techniques are discussed in detail later in this chapter. Table 3-1 provides an overall
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count of the missions by platform. Initial regression analysis to determine suitable factors
(i.e. factors that are non-collinear) reveal 7 factors (see Table 3-2) and are included in the
time series analysis. Some factors (e.g. mission type and platform) excluded from the
times series modeling analysis were studied independently and used to better inform the
overall workload demand forecast.
Table 3- 1 Missions by platform
Platform
C005
C012
C017
C020
C021
C037
C130
C212
KC10
KC135
Grand
Total

# of missions
4732
1179
83898
992
2202
355
9127
58
2192
12678

Cum %
4.03%
1.00%
71.46%
0.84%
1.88%
0.30%
7.77%
0.05%
1.87%
10.80%

117413

100%
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Table 3- 2 Potential factors for regression analysis

Name
LEG_SEQ
GDSS_ACT_MIL
BST_TOM_REV

BST_TOM_COST
BST_TOM
TWCF_PAX_CH
G_WT
TWCF_CGO_CH
G_WT
TWCF_LOAD_C
HG_WT
TOTAL_PAL_PLT
_EQV_PS
TOTAL_PLT_GR
_STONS
TOTAL_PLT_NE
T_STONS
TOTAL_PLT_NE
T_VL
TOTAL_PLT_OF
FER_CNT
TOTAL_LSE_NE
T_STONS
TOTAL_LSE_NE
T_VL
TOTAL_CGO_NE
T_STONS
TOTAL_CGO_GR
_STONS
TOTAL_CGO_NE
T_VLWT
PAX_OUT_QY
CRGO_OUT_WT
Flight Time

Description
Leg of the mission
GDSS activity in miles

Total Revenue
Total Cost
TWCF Passenger
charged weight
TWCF Cargo charged
weight
TWCF Load charged
weight
Total Pallet
Total Pallet gross
(stons)
Total Pallet net (stons)
Total Pallet net (vol)
Total Pallet Offer count
Total Logistics Support
Eq. net (stons)
Total Logistics Support
Eq. net (vol)
Total Cargo net (stons)
Total Cargo gross
(stons)
Total Cargo net volume
weight
Total amount of
passengers outbound
Total amount of cargo
outbound
Total amount of flight
time

Type
Num

Used
(Y/N)
N

Num

Y
N

Num

Notes
Used indirectly to develop primary key
Used in initial regression analysis (not a
significant factor)
Initially reviewed, but not informative for
forecasting purposes. Evidence of
collinearity. Used BST_TOM_COST

Num

Y

Num

N

Non-collinear. Good candidate for
analysis
Collinear. Used BST_TOM_COST

Num

N

Collinear

Num

N

Collinear

Num

N

Collinear

Num

N

Num

Y

Num

N

Num

N

Num

Y

Num

N

Collinear. Used Total Gross pallets
(stons)
Non-collinear. Good candidate for
analysis
Collinear. Used Total Gross pallets
(stons)
Collinear. Used Total Gross pallets
(stons)
Non-collinear. Good candidate for
analysis
Collinear

Num

N

Collinear

Num

N

Num

Y

Collinear. Used Total Gross cargo
(stons)
Sponsor designated response variable

Num

N

Num

Y

Num

N

Num

Y
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Collinear. Used Total Gross cargo
(stons)
Significant factor
Very similar to response
Used in initial regression analysis (not a
significant factor)

For contingency and SAAM missions, USTC identifies workload as a measure of
short tons in the form of either cargo or personnel.

The data field designated as

TOTAL_CGO_GR_STONS is an alias for the total or gross amount of cargo (short
tons) flown from one location to another.
examination.

This is the response variable under

The next portion outlines the procedures used to develop the demand

workload forecast of cargo (stons).
B. Time Series Plot
We first sanitize the data to make some immediate sense of the time series data. A
critical component to time series forecasting is the date time group variable. There are a
total of 189,008 missions in the dataset of which 3,142 do not possess a date and are
removed from the dataset. The new total is 185,866 missions. Second, since JDPAC is
only concerned with SAAM and Contingency missions, the dataset is further reduced to
117,413 missions (Table 3-1). Plots (including a panelized version) of these data are
listed below (Figures 3-1 and 3-2 respectively) delineated by the date the platform
departed variable (DPT_EVT_DTTM). From these plots we see a noticeable spike of
cargo (stons) in October of 2014. This is further explored later in the chapter.
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Figure 3- 1 Initial time series plot

Figure 3- 2 Panelized initial time series plot
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C. Initial Regression analysis
Third, after initial review of the total cargo movement, a regression analysis via
backward elimination (automated technique to screen out insignificant factors) is
performed.

Figure 3-3 is a report of the results, which show the highest Rsquare

(measure of explained variation in model) as 0.6849, which alone still does not provide
enough insight into the workload demand forecast. We see from Figure 3-3, the air
platforms (especially the C-212) have large VIFs (variation inflation factors), which
suggest multicollinearity or a lack of independence among these factors.
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Figure 3- 3 VIF comparison once C-212 is removed
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The first regression analysis of variance (ANOVA) for the cargo short ton response
shows the C-212 parameter has a very high variation inflation factor (VIF) of
approximately 391.

This indicates a lack of independence and we conclude some

independent variables are collinear. Excluding the C-212 observations from the dataset
reveals overall smaller VIFs for the various parameters, however, the Rsquare does not
change. This is due to the large nature of degrees of freedom in the dataset. Since, there
are only 25 C-212 observations, removing them from the analysis have little effect on the
overall explained vs unexplained variance. Consequently, the platform factor and other
insignificant categorical factors are removed from the time series analysis, but not the
demand workload forecast. These factors are further studied independently to ascertain
any noteworthy trends. In addition, to try to ascertain more explained variance, various
Box-Cox transformations were applied, which yielded lower Rsquares and as a result
were not used. However, to reduce overall multicollinearity effects, we use the model
from Figure 3-3 on the right as a baseline for significant predictors. The effect tests
confirm this assertion with probability values (p-values) less than 0.0001.
Although, the platform factor yields uneventful results in the regression analysis,
time series plots (Figures 3-4 and 3-5) of both contingency and SAAM total cargo by
platform were constructed to possibly gain more insight into the workload demand
forecast. That is to say, do certain platforms trend along with the notable spike in
October of 2014? Tables 3-3 and 3-4 show all cargo and tanker aircraft missions by way
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of total cargo (stons).

The primary platforms for contingency missions are C-17, KC-

135, C-130 and C-5 accounting for about 94% of the short tonnage.

Figure 3- 4 Time Series plot of Contingency Missions by platform
Table 3- 3 Contingency short tons by platform
Platform
C005
C012
C017
C020
C021
C037
C130
C212
KC10
KC135
Grand
Total

# of
missions
2922
1021
56615
790
1816
272
4772
46
1464
8825

Short tons
47549.63
16367.65
887542.46
10979.71
26705.96
4567.72
71308.63
554.39
17021.16
114743.4

Cum %
3.97%
1.37%
74.13%
0.92%
2.23%
0.38%
5.96%
0.05%
1.42%
9.58%

78543

1197340.71

100.00%
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Similarly, the primary platforms for SAAM missions are C-17, C-130, KC-135, and C-5
accounting for about 96% of short tonnage.

Figure 3- 5 Time Series plot of SAAM Missions by platform
Table 3- 4 SAAM short tons by platform
Platform
C005
C012
C017
C020
C021
C037
C130
C212
KC10
KC135
Grand Total

# of missions
1810
158
27283
202
386
83
4355
12
728
3853
38870
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Short tons
5644.27
539.48
76224.76
315.87
922.42
136.3
15313.87
6.31
2937.21
13758.53
115799.02

Cum %
4.87%
0.47%
65.83%
0.27%
0.80%
0.12%
13.22%
0.01%
2.54%
11.88%
100.00%

A simple comparison of mission types infers the October 2014 spike primarily represents
contingency missions flown by C-5 and C-17 aircraft. Figure 3-6 accompanied with
Table 3-5 show a combined version of the mission types.

This clearly shows the

delineation of mission types during the October 2014 spike.

Figure 3- 6 Time Series overlay plot of Cargo (short tons) by mission type
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Table 3- 5 Combined total Cargo (short tons) by mission and platform
Platform
C005
C012
C017
C020
C021
C037
C130
C212
KC10
KC135
Grand
Total

# of missions
4732
1179
83898
992
2202
355
9127
58
2192
12678

Short tons
53193.9
16907.13
963767.22
11295.58
27628.38
4704.02
86622.5
560.7
19958.37
128501.93

Cum %
4.05%
1.29%
73.39%
0.86%
2.10%
0.36%
6.60%
0.04%
1.52%
9.79%

117413

1313139.73

100.00%

Another factor of interest with respect to the cargo workload demand forecast is
the type of mission route (MSN_ROUTE_TYPE) i.e. whether the mission route is
international or domestic (flown in the USA).

In reference to the October 2014 spike,

was the surge primarily attributed to international or domestic missions? Figure 3-7 is a
time series plot of the total cargo delineated by mission route type and platform.
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Figure 3- 7 Time Series overlay plot of Cargo (short tons) by locale
Although, visibly, there is an increase in both mission route types, the spike is primarily
due to C-5 and C-17 international missions. Table 3-6 shows the counts of mission route
types and cargo (stons) by platform. Of note, international missions account for about
92% of mission routes and 99.5% of total cargo.
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Table 3- 6 Combined total Cargo (short tons) by platform and mission route
Platform
Mission Route type
C005
DOMESTIC
INTERNATIONAL
C012
DOMESTIC
INTERNATIONAL
C017
DOMESTIC
INTERNATIONAL
C020
DOMESTIC
INTERNATIONAL
C021
DOMESTIC
INTERNATIONAL
C037
DOMESTIC
INTERNATIONAL
C130
DOMESTIC
INTERNATIONAL
C212
DOMESTIC
INTERNATIONAL
KC10
DOMESTIC
INTERNATIONAL
KC135
DOMESTIC
INTERNATIONAL
Grand Total

Count

Cum %

495
4237

0.42%
3.61%

34
1145

0.03%
0.98%

6789
77109

5.78%
65.67%

35
957

0.03%
0.82%

61
2141

0.05%
1.82%

11
344

0.01%
0.29%

1141
7986

0.97%
6.80%

3
55

0.00%
0.05%

120
2072

0.10%
1.76%

736
11942
117413

0.63%
10.17%
100.00%

Total Cargo
(short tons)
53193.9
368.07
52825.83
16907.13
112.37
16794.76
963767.22
4680.6
959086.62
11295.58
0
11295.58
27628.38
155.46
27472.92
4704.02
69.15
4634.87
86622.5
668.48
85954.02
560.7
0
560.7
19958.37
239.66
19718.71
128501.93
996.48
127505.45
1313139.73

The total amount of cargo in 2014 is 376,571 short tons. For the same year, the average
amount of cargo per month and day are 31,381 and 1,031 short tons, respectively.
However, for the month of October, the total amount of cargo is 55,614 (77% increase in
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average monthly weight) short tons and a daily average of 1,794 (74% daily average
increase in weight) short tons.

More analysis on the mission routes is addressed later in

this chapter.
From the regression and time series analysis, we have more insight into the nature
of the dataset. However, further review requires analysis of the data structure.
D. Data sanitization
The current data set is arguably still too large to gain any meaningful forecast
insight due to its granular nature (DD/MM/YY/TT = hourly data). Using hours as a
period (s = 8760) versus days (s =365) results in an Rsquare less than 5%, which does not
increase annual workload demand forecast accuracy. In addition, the reduction of ‘noise’
in the form of serial correlation is ideal before performing time series modeling. Serial
correlation occurs in time-series studies when the errors associated with a given time
period carry over into future time periods (Williams, 2015). For example, if we are
forecasting the growth of a certain mutual fund, an overestimate in one year is likely to
lead to overestimates in following years.

Serial correlation will not affect the

unbiasedness or consistency of ordinary least squares (OLS) estimators, but will affect
efficiency (Williams, 2015). With positive serial correlation, the OLS estimates of the
standard errors are smaller than the true standard errors. This can lead to wrong
inferences or conclusions about the preciseness of the forecast. With over 117,000
observations, when regression modeling is applied, the initial d is 1.14 (from DW test),
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which suggests there is not strong evidence of positive serial correlation. However, the
MAPE is 330%, which is an indicator of large forecast accuracy error. Again, with so
many non-equidistant observations, the MAPE will be invariably large.
A way to potentially reduce the serial correlation is to decrease the granularity of
the data set from over 117,000 entries of data to a little over 1400.

We do this using

Visual Basic for Application (VBA) to strip the time component of the ‘DEPART
ACTUAL TIME’ (Format = DD/MM/YY/TT) date field. This procedure allows easier
manipulation via pivot tables/charts in Microsoft Excel. The exact procedure is listed in
Appendix IV. Since, each mission is a unique piece of data, the pivot table and pivot
chart features in Excel enable quick compression of the data while maintaining its
integrity.

As a result, the total amount of cargo measured in short tons (response

variable) is aggregated by date. Now, those missions with the same date (DD/MM/YY)
are represented in one entry as opposed to several.

In addition, we aggregate other

applicable factors (i.e. all applicable factors with numeric data are summed by date). For
example, the gross amount of pallet weight in short tons (TOTAL_PLT_GR_STONS) is
aggregated by date. This procedure is applied to all applicable factors substantially
reducing the dataset from over 117,413 entries to 1408.

When regression modeling is

applied to the new dataset, the Durbin-Watson statistic is 0.66, which suggests there is
strong evidence of positive serial correlation. However, the MAPE and MAE are 20%
and 166, respectively. The forecast accuracy measures are far superior to the results from
the larger dataset. A new time series plot of the reduced dataset is in Figure 3-8.
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Figure 3- 8 Revised Time Series plot of Cargo (stons)
The revised time series plot still shows the noticeable spike in October of 2014, but
notionally appears non-seasonal or like a ‘random walk’. The Durbin-Watson test has a
very low probability of detecting non-stationary series or random walk patterns (Hurvich,
2015).
Due to the iterative time series exploration and regression analysis, we reduce the
number of time series modeling candidates from 21 to 9 numeric factors (shown in Figure
3-9 via time series plots).
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Figure 3- 9 Time Series plot of forecast factor candidates
The notable spike in October of 2014 is apparent in all of the factors in Figure 3-9
besides the ‘total quantity of passengers outbound’ (PAX_OUT_QY) factor. It appears
the overall trend of this factor is as time goes on, the quantity of passengers’ outbound
declines, notably in October of 2014. Ironically, note the ‘total amount of cargo (weight)
outbound’ (CRGO_OUT_WT) appears to rise with the spike. This occurs because the
total amount of cargo outbound is a direct measure of the total amount of cargo (ston)
load (response). In other words, the total amount of outbound weight (in pounds), when
divided by 2000 (1 short ton) equates approximately to the gross amount of short tons.
As a result, the total outbound cargo weight factor is removed from further analysis.
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Figure 3-10 shows the results of the regression modeling with and without the
CRGO_OUT_WT factor.

Figure 3- 10 Regression comparison of with and without Cargo weight outbound factor
Figure 3-10 is an illustration of how the Durbin-Watson statistic can lead to misleading
results. With the ‘CRGO_OUT_WT’ factor removed from the model, the Rsquare and d
drop considerably. However, if we neglect this critical element (CRGO_OUW_WT is a
direct measure of TOTAL_CGO_GR_STONS) and begin the forecast modeling process,
it will yield inaccurate results. Therefore, further regression modeling is needed as the
flight time (Flt_time), GDSS activity in miles (GDSS_ACT_MILES) and quantity of
passenger outbound (PAX_OUT_QY) yield high p-values, which means they should be
removed from the model. The new regression model is provided in Figure 3-11.
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Figure 3- 11 Final regression model used to predict short tons
The VIFs in (Number of Msns) and (TOTAL_PLT_OFFER_CNT) are high (> 10), but
removing them do not add or subtract from the explained variation of the model and
therefore remain in the model. The remaining model factors are suggestive of possible
inputs for the transfer function forecast model. To effectively use this model, we need to
have a one to one correspondence from the noise series to input series. That is to say, if
the dataset consists of 1400 noise observations, the input series (e.g. cargo short tons in
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form of pallets) should have 1400 observations. Recall, even with the data sanitization,
the dataset of 1408 observations still has a level of incompleteness (i.e. not all fields have
data). As a result, from the last regression model, if we exclude factors with VIFs over
10, ‘Number of Msns’ and ‘TOTAL_PLT_OFFER_CNT’ and refer to the notion of
completeness. The total amount of pallets in short tons (TOTAL_PLT_GR_STONS) is
the only factor that meets the one to one (noise for input) requirement. This focuses the
transfer function modeling on the impact of pallets on cargo. The specifics of the transfer
function forecast model are discussed in the modeling portion of this chapter.
E. Decomposition
Figure 3-12 is a time series plot of the cargo data. Visually, it appears as if there
is no seasonal component. However, we conduct a formal decomposition to confirm this
assertion.

83

Figure 3- 12 Time Series plot of Cargo (stons)
A start of the decomposition process is simple trend plot (e.g. linear versus
quadratic) analysis to ascertain indicators of best approaches to fit the time series data.
From chapter 2, we explore the following methods: linear, quadratic, exponential growth
and S-curve (Pearl-Reed logistic). The Pearl-Reed method uses a logistic growth model
to assess a rate of change in a population (Beckage, 2011). Since, the USTC dataset has
numerous non-positive values (i.e. 0), the latter two (exponential growth and S-curve)
methods are not applicable.

Figures 3-13 and 3-14 are quadratic (poor fits) and linear

trend plots respectively.
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Figure 3- 13 Quadratic Trend analysis comparison plot of cargo (stons)

Figure 3- 14 Linear Trend analysis comparison plot of cargo (stons)
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Both models fit the data rather poorly. This is not surprising as the aforementioned
regression analysis (even with transformations) yielded similar results.
As mentioned in the electricity example in chapter 2, time series decomposition
separates a time series into five components: mean, long-range trend, seasonality, cycle,
and randomness. The decomposition (multiplicative and additive versions respectively)
model is
Value = (Mean) x (Trend) x (Seasonality) x (Cycle) x (Random)

Eq. 3- 1

Value = (Mean) + (Trend) + (Seasonality) + (Cycle) + (Random).

Eq. 3- 2
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The multiplicative decomposition (seasonal only) forecast model yielded the best results
of all examined decomposition models. Figure 3-15 shows the plot accompanied with
fits and a component analysis with the seasonally adjusted data.

Figure 3- 15 Seasonal only decomposition comparison of Cargo (stons)
The decomposition method uses the detrended data of the response to assess seasonality.
The component analysis on the right in Figure 3-15 is the detrended data and the
seasonally adjusted detrended data.

The component analysis shows some visible

differences between the original and seasonally adjusted data. From Figure 3-15, the
time series plot shows the detrended series with the fitted trend line, predicted values
(fits), and forecasts. In this particular analysis, the fits do not appear to fit well due to a
lack of randomness and are overlapped with the trend (green) line. This is not surprising
as the Rsquare is small.
The seasonal analysis in Figure 3-16 (x-axes (date) omitted due to granularity)
consists of charts of seasonal indices and percent variation within each season relative to
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the sum of variation by season and boxplots of the data and of the residuals by a seasonal
period. The seasonality analysis is nearly identical with the exception of the seasonal
indices’ charts. Also, there is little percent, but large residual variation by season.

Figure 3- 16 Multiplicative (Seasonal-only) analysis of Cargo (stons)
The aforementioned is a basic approach to decomposition. However, we augment this
preliminary decomposition with more statistical tests referenced from the literature
review.
The results of the White test (from XLSTAT) to determine if the time series is
homoscedastic or heteroscedastic are shown in Figure 3-17. Since the observed value of
30.53 exceeds the LM critical value of 5.99115, we reject the Ho and conclude residuals
are heteroscedastic.
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Figure 3-17 White test for homoscedasticity
A residual plot in Figure 3-18 listed below.

We see there is clear evidence of

nonconstant variance and a funnel shaped pattern of the residuals: all indicators of
heteroscedasticity.

Heteroscedasticity suggests a Box-Cox transformation if possible.

Since, time series has some missions with zero entries as the response (i.e. no cargo),
several of the popular transforms (i.e., logarithm, exponential, etc.) are not available.

89

Figure 3-18 Residual plot of cargo time series
A power transform is conducted, but results are uneventful.
The results of Buishand’s test to determine if the time series is homogeneous are
shown in Figure 3-19. Since, Q is really large and exceeds the critical value, we reject
the Ho and conclude time series is heterogeneous.
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Figure 3- 19 Buishand’s test for homogeneity
The test indicates a large deviation from the mean at time period (12/21/2014). Figure 320 shows a visual representation of this shift.

Figure 3- 20 Homogeneity plot of cargo time series
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The results from the homogeneity test suggest there is evidence of serial correlation in the
time series, which further implies the errors in different time periods are correlated.
The results of Mann-Kendall’s test to determine if the times series has an upward,
downward or absence of a trend are displayed in Figures 3-21 and 3-22 The test was
conducted in statistical packages XLSTAT and MINITAB (listed respectively below).
Both indicate a trend exists in the cargo time series.

Figure 3- 21 XLSTAT output Mann-Kendall’s test for trend

Figure 3- 22 Minitab output Mann-Kendall’s test for trend
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Since, the absolute value of S in Figure 3-21 is really large and exceeds critical
value, we reject the Ho and conclude time series has a trend. MINITAB results suggest
declaring the upward trend statistically insignificant and the downward trend significant.
This is intuitive based on the homogeneity plot in Figure 3-20. Ultimately, this test
disarms the initial characterization of the time series as a random walk (i.e. purely
random).
The results of ADF’s test to determine if the time series is stationary are displayed
in Figure 3-23. Since, the absolute value of 𝑇𝑎𝑢 exceeds the critical value, we conclude
there is not a unit root for the series and infer the time series is stationary.

Figure 3- 23 XLSTAT output of ADF’s test for stationarity
Spectral analysis is performed to confirm this inference.
The results of the spectral analyses to determine if the times series is white noise
are displayed in Figures 3-24 and 3-25.

Similar results are obtained in statistical

packages JMP and XLSTAT (listed below respectively).
93

Figure 3- 24 JMP plot of spectral analysis test for white noise

Figure 3- 25 XLSTAT output of spectral analysis test for white noise
Since, the Fisher’s Kappa test statistic exceeds the critical value, we reject the H o and
conclude the time series is not white noise. Furthermore, the Bartlett’s K-S statistic
suggests there is no absence of a goodness of fit (i.e. 0.6033 > α). Figure 3-26 shows
similar results from MINITAB.
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Figure 3- 26 MINITAB output of spectral analysis test for white noise
From Figure 3-26, the periodogram indicates the series has some cyclical component due
to the dominant peak. The cumulative periodogram indicates the series is not a white
noise sequence because some of the data points go beyond the significance limits
(represented by the parallel dotted lines). Finally, the spectral estimate (computed by the
default 3-point moving average) is displayed by the red line while the confidence limits
are displayed by the dotted lines. This plot provides some sense about what the true
population spectrum may look like.

In addition, from Figure 3-27, we notice that the

peak corresponds to a periodicity of 703 (2.5 years). This means cargo activity varies
with quite regularity every 2.5 years.
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Figure 3- 27 Peak periodogram of cargo time series
We conclude that decomposition should not be used. It can suggest inaccurate inferences
about the true nature of a time series. The next section of the research discusses the
various traditional workload demand forecast models.
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F. Forecast model building
The next portion of the research involves experimenting with six groups of
forecast models: simple moving average, regression, smoothing, ARIMA, SARIMA, and
the transfer function.

Since, no one software package possesses all of the forecasting

techniques, several packages are used. Model building and execution are performed
using statistical packages: Minitab 17, JMP 10 or higher and XLSTAT. JMP uses several
forecast accuracy measures (e.g. MAPE, MAE, Rsquare, etc.) to evaluate model
effectiveness of which only three have not been previously discussed: -2Loglikelihood,
Akaike’s ‘A’ Information Criterion (AIC) and Schwarz’s Bayesian Criterion (SBC).
A likelihood function describes observed random variables (i.e. the observations)
based on the sampling design and parameters generated from the observations (Skalski et
al., 2005).

In the context of time series forecasting, with fitting historical data, the

likelihood function gives the probability the historical data results from a particular
model parameter value (DeYoung, 2012). This likelihood function is maximized for the
parameter that best fits the data. Maximizing the function is often made mathematically
easier by taking the log of the function (Myung, 2002). Therefore, -2LogLikelihood is
minus two times the natural log of the likelihood function using the best-fit parameter.
Smaller values indicate a better fit (JMP Specialized Models, 2015). A weakness of the
likelihood function is it does not penalize for higher numbers of parameters; judging
models by -2LogLikelihood alone might result in over-parameterization—improving the
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model fits by inflating the goodness-of-fit measures with extraneous parameters
(DeYoung, 2012).
When fitting models, it is possible to increase the likelihood by adding
parameters, but doing so may result in overfitting. Both AIC and SBC resolve this
problem by introducing a penalty term for the number of parameters in the model; the
penalty term is larger in the SBC than the AIC. The AIC provides a measure of the
goodness-of-fit of a model considering the number of terms in the model (Makridakis et
al., 1998). AIC is commonly used with ARIMA models to determine the appropriate
model order. The A1C is equal to twice the number of parameters in the model minus
twice the log of the likelihood function.

The AIC method adds a penalty for each

additional parameter, thus discouraging over-parameterization (DeYoung, 2012). The
SBC is a criterion for model selection among a finite set of models; the model with the
lowest SBC is preferred.

Similarly, the SBC adds a penalty for each additional

parameter. The AIC and SBC take the forms:
AIC = – 2loglikelihood + 2k,
SBC = – 2loglikelihood + k ln(n),
where k = # of model parameters and n represents the number of observations. After a
thorough examination of several kinds of forecast methods, 9 models are selected as the
most proven and validated against the actual cargo values of 2014. The validation
consists of using the historical observations from Oct 2010 to Dec 31, 2013 to predict 365
daily forecasts for 2014. These 365 predictions are then compared to the actual 2014
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observations. We begin with the simplest methods (SMA, centered) and end with the
most complex method (transfer function).
i.

Moving Average models

For the simple centered moving average forecast (SMA, centered), the forecast
for time t is the data value at time t–1, which takes the form:
1
𝑌̂𝑡 = 2𝑚+1 ∑𝑛𝑖=1(𝑌𝑚+𝑖 − 𝑌𝑚 )

Eq. 3- 3

where m represents the number of seasonal length, 2m+1 ensures an odd number of
seasonal length, n represents the number of observations and Yt is the actual observation
in period t. Several moving average models were explored. USTC establishes rates in
one year increments and do not change the rates once set. Simple centered moving
average models do not effectively extrapolate or predict this far in advance and as a result
are precluded from the research.
ii.

Smoothing models

The smoothing models involve six methods: simple exponential smoothing (SES),
Linear (Holt’s) exponential, double (Brown’s) exponential (DES), damped-trend linear,
seasonal exponential, and triple exponential (Winters or Holt Winters’ method).
SES and DES models provided the most accurate results.
a. Simple Exponential Smoothing
The SES. model takes the form:
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The

Lt  Yt  (1   ) Lt 1

Eq. 3- 4

where α is the mean term smoothing constant between 0 and 1, Yt is the actual
observation in period t, and Lt is the smoothed ‘level’ of the series for period t (which is
used as the forecast for period t+1). Assuming the first observation occurs in period
t = 1, the initialization requires a value for L0. The usual approach is to let L0 = Y1.
From the cargo time series, the second to last actual value (Y364) is 691.52 short tons of
which the SES forecasted the next value as:
𝐿1408 = 0.41438 ∗ (691.52) + (1 − 0.41438) ∗ 677.86 = 683.52
The next actual observation is 707.48, which means the absolute percent error (APE) for
this particular forecast is about 4%.
b. Linear (Holt’s) Exponential
Linear (Holt’s) exponential smoothing uses the level and trend components to
generate forecasts and take the forms:

Lt  Yt  (1   )( Lt 1  Tt 1 )

Eq. 3- 5

Tt   ( Lt  Lt 1 )  (1   )Tt 1

Eq. 3- 6

𝑌̂𝑡 (𝜏) = 𝐿𝑡 + 𝜏𝑇𝑡

τ = (1,2,…N)

Eq. 3- 7

where the smoothed value of the estimated trend (Tt) is added to Eq. 3-6, the trend
component is calculated using β as the trend smoothing constant between 0 and 1 and τ
equals 1 to the total number of observations in the time series. 𝑌̂𝑡 is the forecast value.
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JMP uses a backend (non-user interface) non-linear optimization algorithm to
calculate many of the smoothed value estimators (e.g. Tt-1) and as a result are not
specified. Nonetheless, the smoothing constants of the level and trend are 0.41763 and
0.000002 respectively.

With L364 = 963.05, the forecasted next value (𝑌̂365 ( =1)) is

963.84. We know the next actual observation is 707.48, which means the APE for this
particular forecast is about 36.23% which is a fairly poor prediction.
c. Double (Brown’s) Exponential
Brown’s method is an extension to the Holt’s linear exponential method, where
α = β (Makridakis et al., 1998) and take the forms:

Lt  Yt  (1   )( Lt 1  Tt 1 )

Eq. 3- 8

Tt   ( Lt  Lt 1 )  (1   )Tt 1

Eq. 3- 9

1
𝑌̂𝑡 (𝜏) = 𝐿𝑡 + ((𝜏 − 1) + )𝑇𝑡
𝛼

(τ = 1,2,…N)

Eq. 3- 10

where Lt and Tt are the smoothed values at level and trend time t respectively, α is the
mean term smoothing constant between 0 and 1 and τ equals 1 to the total number of
observations in the time series. 𝑌̂𝑡 is the forecast value.
The smoothing constant of the level and trend components is 0.16887.

After

about 40 predictions, the forecasts become negative. In this context, the Rsquare will
most likely be negative when the fitted model’s performance is this poor. This means the
total squared deviation of predicted cargo from actual cargo is larger than the total
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squared deviation of average cargo from actual cargo.

As a result, we no longer pursue

this forecast model as a viable option for annual workload predictive potential.
d. Damped-trend Linear Exponential
The USTC dataset exhibits some elements of rapid increases and decreases in
cargo (ston) demand. The damped trend method is appropriate for forecasting a time
series which has indicators of unsustainable growth (Bowerman et al., 2005).
Dampening the growth means reducing the future effects of the rate increase or decrease.
The damped-trend exponential smoothing (DES) model is very similar to the Holt linear
exponential model. Both model the time series with level and trend components:

Lt   (Yt  St m )  (1   ) Lt 1

Eq. 3- 11

Tt   ( Lt  Lt 1 )  (1   )Tt 1

Eq. 3- 12

Yˆt  Lt 1  Tt 1   t

Eq. 3- 13

where Lt and Tt are the smoothed values at level and trend time t respectively and α and β
are the mean level and trend smoothing constants between 0 and 1 respectively. The
random shock  t represents the white noise error. The additional weight (ϕ) known as
the ‘damping factor’ is a smoothing constant between 0 and 1. 𝑌̂𝑡 is the forecast value.
The smoothing constants of the level and trend components are 0.41438 and
0.00000, while the damping constant is 0 (determined to be of no effect to growth rate).
With 𝑌̂364 = 677.86, the forecasted next value 𝑌̂365 is 677.86. The APE of this forecast is
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about 4%, which is identical to the SES forecast. This is because the damping constant is
zero.
e. Seasonal Exponential
The seasonal exponential smoothing method is similar to the SES model, but adds
a seasonal component and does not include a trending component (DeYoung, 2012) and
take the forms:

Lt   (Yt  St m )  (1   ) Lt 1

Eq. 3- 14

St   (Yt  Lt m )  (1   )St m

Eq. 3- 15

Yˆt  Lt  St   t

Eq. 3- 16

where Lt and Tt are the smoothed values at level and seasonal time t respectively and α
and γ are the mean level and seasonality smoothing constants between 0 and 1
respectively. The random shock

 t represents the white noise error, while m is the

seasonal length. 𝑌̂𝑡 is the forecast value.
With m = 365, the smoothing constants of the level and seasonal components are
0.40521 and 3.5598e-9 respectively.

We see the trend with the level constant hovers

around 0.0405XXX, which suggests the model is performing as intended. The seasonal
constant of nearly zero suggests a lack of a seasonal component. With 𝑌̂364 = 983.71, the
forecasted next value 𝑌̂365 is 812.53. The APE of this forecast is about 15%.
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f. Winters or Holt Winters’
The multiplicative Winters' method uses the level, trend, and seasonal
components to generate forecasts:

Lt  

Yt
 (1   )( Lt 1  Tt 1 )
St  m

Eq. 3- 17

Tt   ( Lt  Lt 1 )  (1   )Tt 1
St  

Eq. 3- 18

Yt
 (1   ) St m
Lt

𝑌̂𝑡 (𝜏) = 𝐿𝑡 + 𝜏𝑇𝑡 + 𝑆𝑡−𝑚

Eq. 3- 19
(τ = 1, 2,…N)

Eq. 3- 20

where and α,β and γ are the mean level, trend and seasonality smoothing constants
between 0 and 1 respectively. The forecast for m periods ahead from a point at time t is
Lt + mTt, where Lt is the level, Tt is the trend at time t, multiplied by (or added to for an
additive model) the seasonal component for the same period from the previous year and τ
equals 1 to the total number of observations in the time series.

𝑌̂𝑡 is the forecast value

and m represents the number of seasonal length. Winters' method uses data up to the
forecast origin time to generate the forecasts. The multiplicative Winters’ forecast model
performed poorly (negative predictions) and is not a candidate for ascertaining improved
predictive annual workload. However, the additive version (Equations 3-14 and 3-15
with the following trend equation: Tt   (Yt  Lt )  (1   )St  L )) yielded satisfactory
results and is included in the research.
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With m = 3 (seasonal lengths of 5 and 12 were explored with inferior results), the
smoothing constants of the level, trend and seasonal components are 0.40521, 0 and
9.6932e-10 respectively. The trend and seasonal constants of nearly zero suggest a lack
of trend and seasonal component. With 𝑌̂364 = 983.71, the forecasted next value 𝑌̂365 is
812.53. The APE of this forecast is about 15%, which is identical to the seasonal
exponential smoothing forecast. Since, the trend and seasonal constants are essentially
zero, the Winters’ (additive) model equates to a seasonal exponential model.
iii.

ARIMA models

The ARIMA is a general time series model that consists of three main
components: an autoregressive component p that represents the dependency of the current
data value to previous values, a moving average component q, which is also called a
smoothing model and is useful in decreasing the local noise to allow better modeling and
prediction (depends on the previous error values) and lastly, a differencing part d that
helps make the process stationary (Tamimi et al., 2008). Here, p, d, and q are nonnegative integers.
For a time series response (Yi), the general form for the ARIMA model is:

 ( B)(t   )   ( B) t

Eq. 3- 21

where


t is the time index



B is the backshift operator defined as

BYt  Yt 1 , where the backshift operator

denotes a backward shift by the ith period (in this case one period)
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t  (1  B)d Y is the response series after differencing (d)



μ is the intercept or mean term



𝜍(𝐵) and 𝜃(𝐵) are the autoregressive and moving operators, respectively and are

t

represented as
𝜍(𝐵)1 − 𝜍1 𝐵 − 𝜍2 𝐵 2 − ⋯ − 𝜍𝑝 𝐵 𝑝 and 𝜃(𝐵)1 − 𝜃1 𝐵 − 𝜃2 𝐵 2 − ⋯ − 𝜃𝑞 𝐵 𝑞 .


 t represents the random shocks in the time series and is assumed to be normally
distributed with mean zero with constant variance

Many forecast models are equivalent to ARIMA models (DeYoung, 2012). Table 3-7
shows some of those relationships.
Table 3- 7 Box Jenkins (DeYoung, 2012)
Model

ARIMA Equivalent

1st order AR model

ARIMA(1,0,0)

Differenced 1st order AR

ARIMA(1,1,0)

Simple Exponential

ARIMA(0,1,1)

Double Exponential

ARIMA(0,2,2)

Linear Exponential

ARIMA(0,2,2)

Damped-Trend

ARIMA(1,2,2)

Seasonal Exponential

ARIMA(0,1,m+1)(0,1,0)m

Holt Winters’ method

ARIMA(0,1,m+1)(0,1,0)m

Random Walk

ARIMA(0,1,0)
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Before performing ARIMA modeling, initial diagnostics are required to determine if
differencing is necessary. Figure 3-28 shows the sample autocorrelation function (SAC)
up to lag 30 (lags 31-365 not shown). Since, the SAC of the time series values dies down
extremely slowly, then it is considered nonstationary, and thus, differencing is required
(Bowerman et al., 2005).

Figure 3- 28 Initial SAC of cargo time series
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Once stationary, the SAC and SPAC (partial autocorrelations) in Figure 3-28 respectively
are examined to hypothesize the ARIMA form. After differencing of the 1st order is
applied, Figure 3-29 shows the SAC of the time series values rapidly dies down it is
considered stationary.
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Figure 3- 29 Differenced SAC of cargo time series
The ARIMA routines in JMP perform a maximum likelihood fit of the specified
ARIMA model to the time series (JMP Specialized Models, 2015).

After many

combinations of seasonal parametrizing, the ARIMA (1,1,1) provided the most accurate
results for the USTC cargo time series among the ARIMA family of forecast models.
The model is listed below:
(1 − 𝜍1 𝐵)(1 − 𝐵)𝑌𝑡 = 𝜇 + (1 − 𝜃1 𝐵)𝜀𝑡 .
The ARIMA model yields a MAPE of 29%.
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Eq. 3- 22

iv.

SARIMA models

Seasonal ARIMA models are used for data series with periodic tendency.
Generally, this seasonal tendency shows a continual repetition after a certain time period.
As mentioned in chapter 2, the seasonal ARIMA (SARIMA) is described as
SARIMA(p,d,q)(P,D,Q)m. P, D, and Q represent the order of seasonal AR model,
seasonal differencing, and the order of seasonal MA model, respectively, while ‘m’
represents the period length of the season (Tamimi et al, 2008). For example, daily data
of a process that repeats yearly has a seasonal period of 365.
The modeling, differencing, AR and MA operators are the product of seasonal
and nonseasonal polynomials (JMP 11 Specialized Models, 2015) and have the forms:

t  (1  B)d (1  Bm )D Yt

Eq. 3- 23

 ( B)  (1  1,1 B 1,2 B2  ...  1,p B p )(1   2,m Bm   2,2m B2m  ...   2, Pm BPm ) Eq. 3- 24
 ( B)  (1  1,1 B 1,2 B2  ...  1,q Bq )(1  2,m Bm  2,2m B2m  ...  2,Q m BQm ) Eq. 3- 25
where


t is the time index



B is the backshift operator defined as BYt  Yt 1 , where the backshift operator
denotes a backward shift by the ith period



t represents the response series after the degree of differencing (d)



 (B)and ( B) are the autoregressive and moving operators respectively




m represents the seasonal length
The first index on the coefficients is the factor number (1 indicates nonseasonal, 2
indicates seasonal) and the second is the lag of the term
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Similarly to the ARIMA, the SARIMA analysis was conducted in JMP. Figure 3-30
shows the initial SAC results. Although, not terribly impressive, the fits, degrees of
freedom, lower variance and prediction intervals from this model are more
remarkable than other SARIMA models where the degrees of differencing and
moving averaging are increased, but takes away more degrees of freedom and
increases variance.
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Figure 3- 30 Initial seasonal SAC of cargo time series
After several seasonal and nonseasonal parametrizing (mainly below 2), the SARIMA
(1,1,1)(1,0,0)365 yielded the most superior results of the SARIMA family of models.
The model is listed below:
(1 − 𝜍2 𝐵 365 )(1 − 𝜍1 𝐵)(1 − 𝐵)𝑌𝑡 = 𝜇 + (1 − 𝜃1 𝐵)𝜀𝑡 .
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The SARIMA model yields a MAPE of 28%.

Figure 3-31 provides a snapshot of the

model summary, parameter estimates and forecast plot.

Figure 3- 31 Final SARIMA model analysis used to predict short tons
v.

Transfer function models

Various historical registries (price of gas, military conflicts/wars, major
catastrophes, etc.) were surveyed to explore possible correlations with the USTC
preliminary dataset (notably the spike of cargo in October of 2011). The data from the
registries were either too spotty to compare with any rigor or uneventful.
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Recall, from the data sanitization section, to effectively use a transfer function
model, we need to have a one to one correspondence from the noise series (response
variable) to the input series. The chosen input series is the gross weight (in short tons) of
pallets. The total amount of pallets in short tons (TOTAL_PLT_GR_STONS) is the only
factor that meets the one to one (noise for input) requirement. This focuses the transfer
function modeling on the impact of pallets on cargo. Further time series exploration is
performed to glean more insight into the relationship between pallets and cargo. Figures
3-32 and 3-33 are two different perspectives of the same dataset. One perspective is a
combined look at the total amount of cargo and pallets by mission type (Contingency and
SAAM), while the other is a compartmentalized version delineated by mission type.
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Figure 3- 32 Combined time series plot of cargo and pallet (stons)
Contingency

SAAM

Figure 3- 33 Panelized time series plot of cargo and pallet (stons)
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The panel plot in Figure 3-33 show a general decline in pallet load and a steady-state
trend (with the noticeable Oct. 2014 spike) for cargo load for contingency missions.
Meanwhile, for the SAAM missions, the trend in both pallet and cargo loads appear
proportionately similar. An area graph of cargo and pallet loads (stons) respectively is
shown in Figure 3-34. These two factors appear to follow similar trends.

Figure 3- 34 Area graph of cargo and pallet loads (stons)
Various combinations are applied to obtain the best transfer function forecast
model.

The SARIMA (0,0,0)(0,1,0)365 for the noise series and the SARIMA

116

(1,1,1)(1,0,0) 365 for the input series yields the best results and a summary (Figure 3-35)
of the model and parameter estimates (including the model equation) are below.

Figure 3- 35 Transfer function summary of cargo model and parameter estimates
The Rsquare of 22% is unremarkable with a MAPE of 29%.
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G. Summary
a. Anecdotal Evaluation of Forecast Models
Table 3-8 summarizes the results of the 8 (Damped-trend and SES are combined
due to symmetric results) forecast models. To evaluate the forecast, we apply a simple
forecasting loop: Forecast, Review, Assess, Compare and Select (FRACS).

Apply

several forecasting techniques to the time series. Then, review the MAD, MAPE, MSD
for accuracy. Next, assess and compare the results, using an anecdotal method and/or
statistical comparison. Finally, select the best model. Microsoft Excel’s conditional
formatting color scale tool allows rows to be quickly ranked based on set criteria (e.g.
least MAPE is green, highest MAPE is red). The procedure anecdotally evaluates the
models based on MAPE, MAD or MAE, MSD and how well they forecast the actual
Mean, Median and Annual Workload (AW) of 2014 cargo. These metrics are used
because each model has the necessary properties (e.g. positive values) in which the
forecast accuracy measures can be measured.

The multiplicative decomposition

(Decomp(Mult)) forecast model reveals an APE just over 6% (the lowest among
examined traditional forecast models), however it has the highest MAPE of 34%. With
the goal of predicting annual workload, the multiplicative decomposition model produces
the most accurate annual cargo workload of 353,103 short tons compared to the actual
2014 workload of 376,671 culminating in a 6% error rate.
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Table 3- 8 Summary of forecast model evaluation
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Figure 3-36 represents a visual representation of the previous anecdotal
assessment in Table 3-8.

The Decomposition and Winters’ (additive) models are the

only forecast models that resemble the actual 2014 cargo workload movement.

Figure 3- 36 Forecast model prediction comparison of 2014 cargo workload
b. Pairwise Comparison Evaluation of Forecast Models
Another way to evaluate the forecast models is assess if there are any statistically
significant differences between the forecast models and the control group (actual 2014
cargo workload) via a confidence interval (CI) simultaneous test. Some key elements of
any multiple CI test are the per experiment (PE) error rate, per comparison (PC) error rate
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and familywise (FW) error rate. The PE error rate represents the number of Type I errors
we expect to make when the Null Hypothesis (Ho) is true.
The PE error rate is typically calculated by taking the sum of comparisons and
multiply this by the alpha level. The PC error rate represents the alpha or significance
level for each test. The FW error rate estimates the probability that we have at least 1
Type I error in the family of comparisons (c). It is typically calculated as follows: FW =
1- (1-PC)c. For all multiple comparison tests, the following relationship holds: PC <
FW< PE. The Tukey group comparison method is considered one of the most robust
comparison techniques.

It assumes constant variance, independence and a normal

distribution. The Tukey method allows many confidence intervals to be compared while
still assuring an overall confidence coefficient is maintained (NIST, 2015). The Tukey
∝

FW error rate (β) is typically expressed as 𝑘 where α represents the family error rate and k
represents the number of comparisons.
Figure 3-37 represents the results from a Tukey multiple comparison of 95%
confidence intervals (CIs) of 8 forecasting models and the actual response (total amount
of 2014 cargo in short tons), label as ‘Actual’. The means are the blue dots within the
blue lines (intervals).
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Figure 3- 37 Tukey multiple comparison test and results
With this approach, we see some statistically significant different forecast groupings.
The means in Figure 3-37 that do not share a letter are significantly different.
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Variance and normality tests are constructed to determine if the Tukey test is the
best procedure to assess the forecast groups. Figure 3-38 indicates some skewness of the
residuals due possibly to outliers. Also, at least one forecast model’s result is statistically
significantly different.

Figure 3- 38 Tests for normality and equal variances
Therefore, we reject the notion that all forecast variances are the same and
conclude the forecast group is heteroscedastic.

The aforementioned infers pursuit of a

non-parametric technique to possibly better assess the forecast group.
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The Kruskal-Wallis (KW) test is non-parametric group comparison technique.
This technique is used to determine if there are ‘significant’ differences among the
population medians rather than the population means. An advantage of the KW test is it is
distribution agnostic (i.e. no need to make any assumptions about the nature of the
sampled populations). The Kruskal Wallis H statistic is an overall test statistic that tests
the general hypothesis that all population medians are equal (Orlich, 2015).

It is

represented as
12

H statistic = (𝑁(𝑁+1) ∑𝑖

𝑇𝑖 2
𝑛𝑖

) − 3(𝑁 + 1)

Eq. 3- 26

where N represents total amount of observations in sample size i, Ti is the sum of ranks
for the ith group (model), i = 1,…k (k > 2) where each rank is computed according to its
relative magnitude in the totality of data for the sample size and 𝑛𝑖 is the number of
̅

̅

|𝑇 −𝑇 |
𝑇
observations of the ith group. Also, if we let 𝑇̅𝑖 = 𝑖 , 𝜃 = 𝑖 𝛿 𝑗 (where j = 1…k and j ≠
𝑛𝑖

𝑁(𝑁+1)

k), 𝛿 = √

12

1

1

𝑖

𝑗

𝛼

∗ 𝑛 + 𝑛 and 𝑧 = 𝒁 𝑘(𝑘−1) (given 0<α<1 𝒁 = inverse standard normal

function), we can establish a rejection region by declaring significance if 𝛿 ≥ 𝑧.
To conduct the test, we first rank all 𝑛 = 𝑛1 + 𝑛2 + ⋯ + 𝑛𝑘 observations and
compute the rank sums, 𝑇1 , 𝑇2…, 𝑇𝑘 , for the k samples. The ranks of tied observations are
averaged in the same manner as conducted for the Wilcoxon rank sum test (Mendenhall
and Sincich, 2007). The Wilcoxon rank sum test is a nonparametric technique used to
test the hypothesis if k population distributions are identical against the alternative
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hypothesis that one is shifted to the right (or left) of the other. After the Wilcoxon rank
sum test, if the 𝐻0 is true, and if the sample sizes, 𝑛1 , 𝑛2…, 𝑛𝑘 , (k ≥ 5), then the H statistic
will have a sampling distribution that can be approximated by an inverse normal
distribution.

The critical value (Bonferroni Z-value (2-sided)) is calculated by

multiplying β by two and obtain the corresponding probability by approximating the
inverse normal Gaussian function with a mean of zero and standard deviation of one
(N~(0,1)).

The pairwise simultaneous inference is calculated using the Dunn’s test

(Orlich, 2015). It is sometimes used interchangeably with the Bonferroni comparison test
because it uses the per experiment (PE) error rate correction procedure in determining the
critical value for significance. The data are combined, ranked, the group means are
ranked, and then the standardized absolute differences of these averages are ranked.
Figure 3-39 shows how well the forecast models predict compared to the actual 2014
workload (control group).

The multiplicative decomposition forecast model performs

the most closely to the control. The additional control chart in Figure 3-39 affirms this
assessment as several of the forecast models fall outside of the Bonferroni Z-value range.
This approach aligns with the conclusive results from the anecdotal evaluation of the
forecast models summarized in Table 3-8.
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Figure 3- 39 Kruskal-Wallis multiple comparison test
Table 3-9 shows the computed median and 88.70% confidence level CIs for each model
compared to the 2014 cargo control, the H statistic of 943 and the low p-value of 0.0000.
Since, the H statistic is large and the p-value is small, we Reject the Ho and conclude at
least one of the 8 forecast model projections is statistically different from the control.
Note: we will not consider the mathematical procedure for selecting the desired
confidence level, but for more details, please reference Kruskal-Wallis Multiple
Comparisons with a MINITAB Macro Dunn’s Test (Orlich,date unk.).
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Table 3- 9 CI results from KW median test

Details on how to calculate median 95%CLs are listed in Appendix V.
c. Median-based Evaluation of Forecast Models
A practical, simple non-parametric technique to forecast annual demand is to use
the median as the main indicator of daily workload. The median is a better statistical
measure of central tendency than the mean (particularly for a large sample size) because
it is less likely to be skewed by outliers. The ‘Forecasted’ column is computed by
multiplying the median workload from two years (need to be a full year of historical
workload) prior (e.g. median of 1066 from 2012) and the workload demand season (e.g.
365) to obtain a workload demand forecast of 1066 ∗ 365 =390,156 short tons for 2014
(the actual for 2014 was 376,571 short tons). The APE is approximately 3.5%. Table 310 shows a comparison of historical versus forecasted annual cargo demand from 2012 to
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2016. Similarly, for 2015 workload, we multiply the median from the annual 2013 cargo
workload (862) and the daily seasonal value (365), which produces a forecast of 314,630
short tons for 2015.

This median-based method could be used in conjunction with

traditional forecasts as a means to make comparisons on which techniques are more
suitable.
Table 3- 10 Annual Actual Workload vs Forecasted demand workload (short tons)
Year
2012
2013
2014
2015
2016

Actual
Median Annual
1066
397151
862
322316
977
376571
-

Forecasted
APE
Annual
3.5%
374310
314630
356,605

A similar workload demand forecast procedure can be used based on the last two years,
three years, etc. Ultimately, the aforementioned approach with respect to workload
demand forecast can be tailored as needed to suit the operational experts’ needs.
d. Summary Wrap-Up
Since cargo data are daily, we need at least two full years of data to forecast. The
time series only consists of three full years of historical data.

We use historical years

2012-2013 to predict 2014 cargo and compare the predictions to the actual 2014
workload. We cannot use the approach of applying the same forecast model to predict
different years because each time series is inherently different. For the 2015 cargo
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workload prediction, use as a minimum, 2013-2014 years. The forecasting loop Forecast,
Review, Assess, Compare and Select (FRACS) will need to re-start:






Forecast annual workload using forecast models
Review results
Assess results
Compare results
Select model

In all likelihood, the forecaster will not have the year before historical workload prior to
the requested budget year for rate setting. Therefore, the forecaster will need to apply the
FRACS loop (Figure 3-40) to at least two years prior to the requested budget or earlier.

Figure 3- 40 FRACS loop
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What we know from the October 2014 spike? The spike largely consists of
international, contingency missions with primarily cargo as the load as opposed to
passengers. The main aircrafts used are C-17 and KC-135. One of the primary routes is
Zebak, Afghanistan (OAZI) to arrival location Kuwait (OKBK).
This methodology sets the stage for chapter four (application of methodology),
where the subject response is ‘flying time’. Essentially, we can fly without cargo, but we
cannot fly cargo without flying. Therefore, flying hours is a better leading indicator to
forecast workload demand than short tons.
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IV.

USTC Flying Time demand forecast

A. Background
This chapter presents results from examining 4 years of historical USTC flying
time data using the workload demand forecast techniques and procedures previously
discussed.

The database was filtered and sanitized to 325,003 AMC SAAM and

contingency missions from October 1, 2010 to July 31, 2015 from USTC.

Each entry

contains 22 attributes or variables (see Appendix III for more details) ranging from
demographic data (i.e. type of mission, mission ID, mission leg, etc.) to performance data
(i.e. flight time). The data were collected via Global Decision Support System (GDSS)
and Commercial Operation Integrated System (COINS).

The column types

characteristics (enumerated by type) are categorical (5), date (7), alphanumeric (2) and
numeric (8). Table 4-1 provides frequency distributions of platform (MDS), region, unit
ID and mission type. These factors are excluded from the times series modeling analysis
and studied independently to better inform the overall workload demand forecast. The
region factor is coded from cleartexting the ICAOs (airfields) and programmatically
matching them to countries, which are further coded to regions:

Africa (AFR),

Central/South America (C/S America), Continental United States (CONUS), European
theater (EU), Middle East (ME) and Pacific theater (PAC). The C-130, C-17 and KC135R platforms constitute 44%, 44% and 6% of flying activity, respectively. Sixty-one
percent (61%) of the flying activity occurs in the Middle Eastern region. Seven of the 87
units (approx. 8%) are responsible for 68% of the flying activity.
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The contingency

missions account for 85% of total flown missions.

Initial regression analysis to

determine suitable factors reveal 8 factors (see Table 4-2) and are included in the
analysis.
Table 4- 1 Frequency distribution
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Table 4- 2 Factors examined

Name

Description

MDS
UNIT ID

Aircraft
Number ID of Unit

Type

Cat
Num

Used
(Y/N)

Y
Y

Notes
These are the two mission types

Used in initial regression analysis
(not a significant factor)

MISSION TYPE

SAAM or Contingency

Cat

Y

DEPART ICAO

Departure Location
Airfield Code
Actual departure date of
aircraft
Flying time of mission

Cat

Y

Used for regional analysis

Date

Y

Used as regressor for time series

Num

Y

Used as a response variable

Fiscal Year

Num

Y

Cat

Y

Used in initial regression analysis
(was significant, but not relevant to
forecast)
Developed from Departure ICAO

DEPART
ACTUAL DATE
ACT FLYING
TIME
FY
REGION

Region where mission
was flown

Flying time is the response variable under examination.

These are the two mission types

The next portion summarizes

the visual representation of the ‘flying time’ time series.
B. Platform (MDS) Analysis
The mean and median flying hours per day are 579 and 552 hours respectively.
Figure 4-1 is a heat map of platform (MDS) activity delineated by mission type (CNTNG
and SAAM) on a timeline beginning in October 2010 to July of 2015. Figure 4-1 has two
heat maps combined into one graphic; the scale and legend on the right correspond to the
respective mission areas (with outliers) and associated counts. The heat map individual
blocks are pixelated by month and range of aircraft flying time. Each block captures
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cumulative flying activity and missions per 30 day time period. The scale on the far left
corresponds to the amount of aircraft flying time. The stats correspond to aircraft (MDS),
median aircraft flying times per day.

Figure 4- 1 Heat map of flying activity by aircraft (MDS)
The takeaway is most of the spikes occur with contingency missions and much of the
spiked volume of flying activity occurred during the 2011-2012 timeframe with spots of
increased volume as times goes on, yet the overall trend appears gradually decreasing.
Meanwhile, the C-5 and tanker platforms have higher median flying times which are not
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surprising considering these platform type of missions.

Out of over 325,000 missions,

about 22 yield flying times greater than or equal to 36 hours. These are likely due to
data-entry error, but are not removed due to lack of confirmation. Fortunately, these
observations do not adversely affect the median-based computations.
Figure 4-2 shows mission relative to aircraft separated by mission type by time.
The takeaway is the C17A is a workhorse for the command as it consistently ranges
between 1700 to 3500 missions per month. The C5A/B and C130H/J platforms are also
constant heavy contributors to the amount of contingency/SAAM missions. The C-130H
averaged about 3000 missions (highest in time series) per month for most of 2011. Other
notable takeaways are the trend shows the C130E as a no longer used platform, while the
C5C shows a similar trend (for contingency missions). The tankers (KC135, KC10)
appear to be in constant demand. This is intuitive as these platforms are needed to refuel
other aircraft.
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Figure 4- 2 Heat map of missions by aircraft (MDS)
C. Time Series Regression
The 325,003 missions delineated by flying time are shown in Figure 4-3. The
spikes are with the contingency missions while the SAAM flying time is constant with
little variation.
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Figure 4-3 Initial Time Series plot of USTC flying activity
The data are aggregated to reduce granularity, cuts dataset from 325,003 entries to 1,765.
Figure 4-4 shows the aggregated version of the time series.
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Figure 4- 4 Revised Time Series plot of flying time
We see a noticeable downward trend of flying time. Figure 4-5 shows basic trend
analysis results via polynomial regression.

138

Figure 4- 5 Polynomial trend analysis of USTC flying time
The polynomial trend analysis confirms the assertion of a downward trend. All models
are in the same range of accuracy with MAPEs around 18% (+/- 1%), but the quadratic
model has the lowest MSD, which suggests over the long term it may be the superior
model.

Dummy variable and trigonometric regression analyses yielded inferior results

with Rsquares no greater than 52% and MAPEs above 20%. The next portion of this
research summarizes results from the decomposition analysis.
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D. Decomposition
Figure 4-6 shows improved forecast accuracy results compared to the polynomial
forecast models with MAPEs of about 15%.

Of note, seasonal (s = 365) only

decomposition (both multiplicative and additive) models performed worse than models
with the trend and seasonal components with a MAPE of 25%.

Figure 4-6 Decomposition trend analysis of USTC flying time
Figure 4-7 (x-axes (date) omitted due to granularity) shows a strong evidence of
seasonality in the time series. This analysis suggests a seasonal model workload demand
forecast is more appropriate than a non-seasonal model.
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Figure 4- 7 Decomposition seasonal analysis of USTC flying time
Thus far, the decomposition forecast models are superior to the polynomial trend models.
The next portion of this research summarizes the statistical tests used to glean more
insight into the ‘flying time’ time series with the ultimate goal of achieving more
workload demand forecast accuracy.
E. Statistical Tests
Many of the statistical tests (RJ, KS, White test) to determine if the ‘flying time’
time series has strong evidence of heteroscedasticity reveal statistical significance.
However, when using the deleted residuals shown in Figure 4-8, the normal probability
plot and histogram show strong evidence of normality. Box-Cox transformations are
performed to ascertain increased explained variance, but do not yield superior results.
The DW

statistic (d) of 0.47 suggests there is strong evidence of positive serial

correlation. The bottom right chart in Figure 4-8 confirms this inference.
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Figure 4- 8 Deleted residual analyses
The results of Buishand’s test to determine if time series is homogeneous are
shown in Figure 4-9. Since, Q is really large and exceeds critical value, we reject the H o
and conclude the time series has a level of heterogeneity.

Figure 4- 9 Buishand’s test for homogeneity
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The test indicates a large deviation from the mean at time period (11/22/2012). Figure
4-10 shows a visual representation of this shift.

Figure 4-10 Homogeneity plot of cargo time series
The results from the homogeneity test confirm there is evidence of serial correlation in
the time series, which further implies the errors in different time periods are correlated.
The results of Mann-Kendall’s test to determine if the times series has an upward,
downward or absence of a trend are displayed in Figures 4-11 and 4-12. The test was
conducted in statistical packages XLSTAT and MINITAB (listed respectively below).
Both indicate a trend exists in the cargo time series.

143

Figure 4- 11 XLSTAT output Mann-Kendall’s test for trend

Figure 4- 12 Minitab output Mann-Kendall’s test for trend
Since, the absolute value of S is really large and exceeds the critical value; we
reject the Ho and conclude time series has a trend. MINITAB assesses even further to the
degree of declaring the upward trend is statistically insignificant, but the downward trend
is significant. This is intuitive from the homogeneity plot from Figure 4-10. Ultimately,
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this test disarms the initial characterization of the time series as a random walk (i.e. no
discernible pattern or trend).
The results of ADF’s test to determine if the time series is stationary are displayed
in Figure 4-13. Since, the absolute value of Tau exceeds the critical value, we conclude
there is not a unit root for the series and infer the time series is stationary.

Figure 4- 13 XLSTAT output of ADF’s test for stationarity
Spectral analysis is performed to confirm stationarity. The results of the spectral
analyses to determine if the times series is white noise are displayed in Figure 4-14.
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Figure 4- 14 JMP plot of spectral analysis test for white noise
Since, the Fisher’s Kappa test statistic exceeds the critical value, we reject the H o and
conclude the time series is not white noise. Furthermore, the Bartlett’s K-S statistic
suggests there is no absence of a goodness of fit (i.e. 0.7382 > α). Figure 4-15 shows
similar results from MINITAB.
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Figure 4- 15 MINITAB output of spectral analysis test for white noise
From Figure 4-15, the periodogram indicates the series has some cyclical component due
to the dominant peak. Also, the cumulative periodogram indicates the series is not a
white noise sequence because some of the data points go beyond the significance limits
(represented by the parallel dotted lines). Finally, the spectral estimate (computed by the
default 3-point moving average) is displayed by the red line while the confidence limits
are displayed by the dotted lines. This plot provides some sense about what the true
population spectrum may look like. In addition, from Figure 4-16, we notice that a peak
corresponds to a periodicity of 176 (~6 months). This suggests flying activity varies with
quite regularity (to an extent) every six months.
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However, Figure 4-16 also suggests as time goes on the cyclical component becomes less
apparent.
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Figure 4- 16 Peak periodogram of flying time
The conclusions from the various statistical and anecdotal analyses suggest the
time series is normal with an element of positive serial correlation. The statistical tests
infer the time series is stationary, but further examination is required.

Although,

statistically, the time series is considered stationary, differencing is explored in the next
portion of the chapter to examine increased workload demand forecast accuracy.
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F. Forecast model building
The SAC of the time series values shown in Figure 4-17 dies down extremely
slowly and grossly exceed 2 standard deviations, which suggest differencing.

Figure 4- 17 Initial SAC of ‘flying time’ time series
After differencing of the 1st order is applied and taking into account seasonality, Figure
4-18 shows the SAC of the time series values rapidly dies down which is suggestive of
stationarity.
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Figure 4- 18 Differenced SAC of ‘flying time’ time series

G. Time Series Model selection
Table 4-3 shows a comparison of JMP forecast models. The
SARIMA(1,1,1)(1,0,0)365 provides the most accurate results among the ARIMA family of
forecast models and possesses the lowest variance (not including ‘no-intercept’ model),
MAPE and MAE accuracy measures and ties for the highest Rsquare among all
noteworthy models.
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Table 4- 3 JMP summary of forecast models

With the aforementioned, the SARIMA(1,1,1)(1,0,0)365 is further examined to obtain how
well it predicts using historical flying time data. Essentially, we validate the model by
taking a snapshot of the 4+ years of the time series (i.e. 2010-2014 years) and forecast the
fifth year (i.e. 2015) and analyze the predictions.

Figure 4-19 shows the results of the

validation analysis. The left portion of Figure 4-19 is a visualization of 273 forecasts
(fits) versus the actual values (up to end of September 2015). The right portion of Figure
4-19 shows the corresponding APEs coupled with a legend which shows monthly
MAPEs and an overall MAPE of 29%.

Continuing the forecast to the end of 2015

results in a total annual expected flying time demand of 112,784 flying hours.

In

summary, the SARIMA forecast predicts an overall downward trend of flying activity,
and does a marginal job of accounting for the spikes, peaks and valleys associated with
workload demand.
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Figure 4- 19 Best model (SARIMA(1,1,1)(1,0,0)365) predictive performance
H. Median-Based Forecast
USTC sets rates at least two years in advance based on historical workload
demand. Another way to forecast workload demand is using the median as the primary
indicator of workload.

Datasets with many outliers are prime candidates for median-

based statistics (Taylor, 2015). The ‘flying hour’ time series is arguably normal (fails
statistical tests, but passes ‘fat pencil’ test), thus, box plots are constructed to examine
outliers to confirm if median-based forecast is a valid technique to pursue. Figure 4-20
shows a box-plot of USTC yearly flying time for SAAM/Contingency missions (2010
only has October-December).

The values with asterisks (*) represent outliers. This

simple analysis infers a median-based forecast is not an ill-advised approach.
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Figure 4- 20 Box plot of flying hours by year
Table 4-4 summarizes the results from the median-based forecast.

The ‘predicted’

column is computed by multiplying the median workload from two years prior (e.g.
median of 715.3 from 2010) and the workload demand season (e.g. 365) to obtain a
workload demand forecast of 261,084.5 ((𝑀𝑒𝑑𝑖𝑎𝑛𝑖 ∗ 𝑠𝑒𝑎𝑠𝑜𝑛) = 715.3 ∗ 365) flying
hours for 2012. The APE is approximately 22%. The median 95% CLs, yield 570.9 and
601.6 lower (𝐿𝑖 ) and upper (𝑈𝑖 ) limits, respectively.
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Table 4- 4 Median Workload Forecast

n
Oct-Nov 2010 92
2011 365
2012 366
2013 365
2014 365
Jan-Sep 2015 273
Last 5 yrs' total 1826
Prediction 2015
Prediction 2016
Prediction 2017

Median
715.3
774.3
591.3
488.1
483.5
446.5
530.4

Flying Time (hrs)
Actual
Predicted
65120.2
284247.2
213361.9
178988.2
184409.2
124372.4

261084.5
282619.5
215824.5
133251.3

APE
22.37%
57.90%
17.04%
7.14%

Median 95CL
Li
Ui
665.1
760.4
570.9
476.1
468.5
432.9

758.3
793.1
601.6
500.7
504.1
457.6

178156.5
176477.5
162972.5

This approach suggests a 2015 workload demand forecast of 178,156.5 flying hours.
Recall, this forecast is very different from the SARIMA 2015 prediction of 112,784
flying hours, which is already exceeded. Table 4-4 shows the actual amount of flying
time to the end of September is 124,372.4 flying hours. Table 4-5 compares prediction
results between the SARIMA and median-based forecast techniques.
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Table 4- 5 Flying hour Workload Demand Forecast Comparison

Model/Yr

2013

2014

Jan-Sep
2015
Actual Workload
178988
184409
124372
102974
42%

106108
51%

86316
31%

282620
58%

215825
17%

133251
7%

SARIMA
Predicted
APE

Median
Predicted
APE

I. Summary
In summary, the SARIMA forecast predicts an overall downward trend of flying
activity, and does a marginal job of accounting for the spikes, peaks and valleys
associated with workload demand.

The median-based forecast is more accurate with

respect to forecasting annual workload demand, but does not provide the same level of
granularity (daily demand) as the SARIMA. USTC does not set rates based on daily
demand so the median-based method is the recommended approach for this particular
time series. A summary of the strengths, assumptions and limitations of the medianbased forecast is listed in Appendix VII.
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V.

Regional Analysis

A. Demographic Study
This chapter presents results from investigating the flying hour time series from a
regional perspective to perhaps glean more insight and thereby achieve better workload
demand forecast accuracy.

Figure 5-1 is a proportion of density plot of flying time by

region. We see at the beginning of 2011, most of flight activity generated from Canada,
Europe and Africa. However, the activity quickly shifts to the Pacific, Central and South
America and CONUS regions. Then, around the Fall of 2011, we notice a preponderance
of flight time in the Middle East, followed by CONUS and Europe with the Pacific region
and the African region not far behind.

Figure 5- 1 Density plot of Flying time by region
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A notable takeaway from Figure 5-1 is all of the regions besides the Middle East appear
to show similar trends of spiked activity of flying hours at the beginning of the time
series followed by a sharp decline with a gradual increase over time up unto the spike in
2015. Meanwhile, the Middle Eastern region exhibits the opposite trend. This could be
due to the national defense strategy of pivoting resources to the Pacific. Figure 5-2 is a
composition of regional flying hours by date group; all of the composition densities sum
to one. Clearly, the preponderance of missions resides in the Middle Eastern region.

Figure 5- 2 Density Composition plot of Flying time by region
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Figure 5-3 is a time series stacked chart of median aircraft flying hour per sortie by
region. We see the Pacific region has the most aircraft flying time per sortie. This is
intuitive, since the Pacific region is the largest region.

Figure 5- 3 Median flying hours by region vs Departure date
Figure 5-4 is a heat map delineated by mission (CNTNG and SAAM) type on a timeline
beginning in October 2010 to July of 2015. There are a total of 325,003 missions. Figure
5-4 has two heat maps combined into one graphic; the scale and legend on the right
correspond to the respective mission areas and associated counts. The heat map
individual blocks are pixelated by month and range of aircraft flying time (e.g. 150-160).
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Each block captures cumulative flying activity and missions per 30 day time period. The
scale on the far left corresponds to the amount of aircraft flying time.
correspond to median aircraft flying times by aircraft and mission.

Figure 5-4 Heat map of Flying hours by aircraft vs Date
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The stats

Figure 5-5 is a heat map which shows USTC assets are in constant demand throughout
the world. In over four years of data, there are only 5 pockets of time (in Canadian,
Central/South American and African regions) where flying activity (all SAAM type
missions) did not occur. We can easily conclude the spike in C130H (from Figure 5-5)
activity in 2011 coincides with the larger amount missions flown in the Middle Eastern
region shown in the top portion of Figure 5-5.

Figure 5- 5 Heat map of Missions by region vs Date
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This completes the regional demographic study. The key takeaway is with the exception
of the spike of increased flying hours in 2011, most of the flying activity variability by
region appears fairly constant throughout time. Next, we perform contingency analysis
(not to be confused with contingency missions) to examine if there are any noteworthy
relationships between aircraft and region.

B. Contingency Analysis
The contingency analysis is a way to formally examine relationships between two
categorical variables. Using contingency analysis, we can test to see if the distribution
of aircraft is the same across regions. With region as the Y (dependent) variable and
aircraft as the fixed X (explanatory) variable, we can use a Chi-square statistic to test if
the distribution of the Y variable is the same across each X level (JMP Specialized, 2015).
If the Chi-square statistics are large, we reject the Ho that the distribution of aircraft is the
same across regions and conclude the distributions are statistically different.

This

analysis is conducted in JMP. The results are shown in Figure 5-6 which include a
mosaic plot along with corresponding Chi-square statistics.
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Figure 5- 6 Mosaic plot (along with statistical test) of Region by MDS (aircraft)
Figure 5-6 shows most of the flying activity occurs in the Middle East with the
C130 and C17 aircrafts responsible for most of the activity. There is not much tanker
activity in the Middle East, but equitably distributed across the Pacific, European and
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CONUS regions. Since, the Chi-square statistics are large, we reject the Ho that the
distribution of aircraft is the same across regions, and conclude the distribution of aircraft
across regions is statistically different. The next portion of regional workload demand
presents a summary of the forecast analysis including a comparison of the combined
workload demand forecast presented in chapter 4 and the regional forecast (individual
forecasts by region).

C. Regional Forecast Analysis
To examine if separating the flying hour times series into separate forecasts
increases workload demand prediction, the time series is split into 7 regional groups.
The models with the best Rsquares and lowest MAPEs and MAEs are chosen as
indicators of optimal models.

Compared to the SARIMA model results presented in

chapter 4, the regional forecast MAPE, MAE and Rsquares are significantly higher and
lower respectively in several of the regions. The Canadian region reveals a very noisy
model (i.e. uneventful Rsquare of 6%). The Pacific and CONUS regions have Rsquares
of 35% and 32% respectively. The African and Central/Southern American regions have
Rsquares of 48% and 42% respectively. The Middle Eastern region has the highest
Rsquare of 79% with the European region trailing with 68%.
regional and combined forecasts.
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Table 5-1 compares the

Table 5- 1 Flying hour forecast by region

The predicted values for 2015 from each of the seven forecast are summed to a grand
total of 110,529 flying hours, which is approximately 15,000 flying hours less than the
actual total (Jan-Sep 2015). The aforementioned suggest separating the forecasts by
region and summing those results will not increase workload demand predictability.
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VI.

Conclusion

A. Closing Remarks
This research examined two USTC time series (cargo and flying hours) via
multiple methods, techniques and approaches to ascertain improved predictive
Contingency/SAAM workload behavior. For the cargo time series, the research shows
many of the models (e.g. transfer function, ARIMA, smoothing, regression, etc.) studied
are statistically similar, but led to overfitting which leads to severely under/over
forecasting annual workload demand. This drove the research toward a more practicalbased forecast method that uses the median as a better indicator of annual demand
workload.

Furthermore, with respect to the flying hour time series, similar patterns of

overfit are revealed, which led to an exploration of the time series by region. Although,
informative, the results of the exploration did not yield superior indicators of predictive
behavior.
With respect to the two research questions mentioned in the first chapter of this
research, which are:
1. Is there a methodology that can provide an improved forecast for
TRANSCOM planners?
2. Can past demand data be decomposed to allow that demand to be
attributed to past contingencies?
are addressed in the next section.
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i.

Research Question 1

Is there a methodology that can provide an improved forecast for TRANSCOM
planners?

This research provides a standardized way to sanitize raw data into

aggregates for forecasting purposes.

Furthermore, this research outlines various

forecasting techniques to examine workload predictive behavior.

Finally, this

research shows how operational art coupled with median-based analytics can produce
more accurate predictions than some of the more sophisticated forecast models (e.g.
transfer function).
ii.

Research Question 2

Can past demand data be decomposed to allow that demand to be attributed to past
contingencies? The USTC history office was solicited to assist with this effort which
proved fairly uneventful with respect to tying conflicts to increased/decreased (cargo
or flying time) workload of SAAM/Contingency missions. The spike (more flown
missions) of workload during the fall of 2011 could be attributed to the drawing down
of US forces in the Middle Eastern region.

The flying hour time series was

decomposed by region with the goal of increased workload predictive behavior, which
did not yield superior results to the aggregate approach. The connection between
actual contingencies and workload remains a moving target.
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B. Recommendations
After examination of over 440,000 contingency/SAAM missions since 2010 to
July of 2015 from two different datasets, this research has three recommendations.
1. Each time series will have differences and nuances.

As a result, the

research does not advocate a ‘one size fits all’ tool to forecasting annual
workload demand. This research can be used as a non-prescriptive guide to
the USTC Body of Knowledge (BoK) and forecast community. It could
possibly be used to help forecast analysts avoid certain pitfalls (e.g.
consider the median as critical factor of predictive workload behavior as
opposed to traditional methods) when using typical forecast models (e.g.
transfer function, ARIMA, smoothing, regression, etc.).
2. Focus data collection on leading indicators of future workload (e.g.
upcoming requirements, policy changes, current policy on rate setting, etc.)
as opposed to lagging indicators (e.g. pallet amount, personnel counts,
passenger weight, etc.) that typically help with historical trends, but not so
much with predictive behavior.
3. Focus forecast modeling effort on annual workload prediction versus fit of
the model. Fits are only as good as the data they fit. For example, Fast a
Fourier Transform (FFT) model produced an Rsquare of over 90%, but
does not extrapolate, which is the reason it is not included in the research.
In addition, always, consider the outliers in the time series. The more
outliers, the more likely a nonparametric technique is more useful than
parametric methodologies.
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C. Summary of Forecast methodology
The research methodology for potentially ascertaining improved demand
workload behavior is summarized is below:
1. Choose a response time series (e.g. cargo, flying time, etc.) from Excel file
a. Filter data to applicable missions (e.g. Contingency/SAAM
missions)
b. Filter data to applicable aircraft (MDS) (e.g. AMC tails)
c. OPTIONAL: add a regional variable by using ICAO field and
delineate by location as desired
2. Use ‘Convert date’ macro to convert Time column (e.g. ‘Date Depart’)
from hours to days (See Appendix IV)
3. Use Excel’s Pivot table to aggregate time series response (e.g. cargo, flying
time) (See Appendix IV)
4. Select and enter data into forecasting software package (e.g. Minitab, JMP,
XLSTAT, R, etc.)
5. Plot time series response (e.g. cargo, flying time) and begin FRACS
a. Examine residuals for homoscedasticity
b. Recommend to start with smoothing forecast models, then BoxJenkins (BJ) (if BJ, go to option 5c)
c. Test for stationarity (Examine SAC: if SAC > 2 std. deviations,
consider 1st order differencing, assess SAC, if SAC ≤ 2 std.
deviations, choose appropriate BJ/ARIMA/SARIMA model. If
time series is multivariate, consider Transfer function model
d. Review/Assess/Compare forecast model results. Recommend using
SSE as discriminator (the lower SSE the better) along with MAPE
e. OPTIONAL: if dissatisfied with the aforementioned techniques,
consider, separating the time series into distinct regional time series
and Review/Assess/Compare to other forecast results
6.
Apply median-based forecast (See Chapter IV and Appendix V)
a. Review/Assess/Compare results to other forecast results. If APE is
≤ 20% and is less than other predictive forecast models, recommend
using median-based method for annual workload demand forecast.
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D. Future Research
Other methods of forecast (e.g. neural networks) could be studied to see if annual
workload demand forecast accuracy is increased. However, these approaches may overfit
the data and not improve forecast accuracy. Using hours as a season (s = 8760) versus
days (s =365) did not improve annual workload demand forecast accuracy. In fact, this
methodology was used on the flying hour time series, which resulted in Rsquares less
than 5%, which is the reason it is not further explored in the research.

If rates are still

based on annual workload, apply the median-based annual workload demand forecast
described in chapter five for calendar year 2017 and compare results to actual demand. If
the APE is below 20%, keep using this methodology; otherwise pursue the other
techniques discussed in this research to possibly yield superior predictive results.
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Appendix I: USTC Actions to Accomplish in 2015
This appendix lists, with equal priority, the actions USTC plans to accomplish in
2015 (CDRUSTRANSCOM memo, 2015).
18 USTC Priorities
(equal priority)
Manage Defense Transportation System (DTS)
workload to improve readiness

Mature readiness reporting for components, organic
assets, and commercial lift availability to meet DOD
surge requirements.

Develop process enhancements to improve financial
readiness

Develop transportation and distribution-related
acquisition enhancements
Revise relevant guidance to enable end-to-end processes

Develop an overarching USTRANSCOM international
engagement strategy and supporting regional
engagement strategies

Action(s)
Support USTC Component readiness goals through allocation
of cargo to maximize improvement of readiness goals. Include
efforts to achieve additional Transportation Working
Capital Fund (TWCF) revenue-generating workload and
enforce DTS preference policies.
Leverage daily operations, military exercises, and partner
engagements to deliver superior transportation solutions to
supported commanders while contributing to maximum future
readiness. Use the Readiness Driven Allocation Board to
support component organic and commercial readiness goals.
Follow through on the Sealift and Civil Reserve Air Fleet II
Study implementation efforts to ensure commercial readiness
and surge capacity.
Develop a measurable definition of readiness and clarify
mobility readiness objectives. Incorporate Component training
and readiness requirements into USTC’s annual Joint Training
Plan and advocate for increased CJCS and Service Exercise
Program transportation workload. Continue to improve
training, readiness, and C2 of joint enabling capabilities.
Determine how to measure organic and commercial readiness
lift availability and ensure adequate reporting of Component
readiness trends.
Ensure administrative cost incurred to support service contracts
(e.g., Defense Freight Transportation Services and
Transportation Protective Services) is recovered appropriately.
Determine if there is a suitable “readiness fee” associated with
these services in addition to actual cost.
Balance best value contracting to optimize operational
effectiveness for customers.
Continue revising the DTR to support multimodal
transportation solutions, as appropriate. Update DOD
Directives and Instructions, as appropriate, to incorporate
changes made since the date of publication.
The engagement strategies will guide USTC’s efforts to build
international partner relationships for enhanced global access.
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18 USTC Priorities
(equal priority)

Action(s)

Identify and leverage systems and software to develop a
Common Operational Picture or User-Defined
Operational Picture that provides comprehensive
visibility of USTRANSCOM operations

Identify changing operational and Joint IE requirements via
recommendations to adapt C2 and IT portfolios, architecture,
and infrastructure.

Adapt Enterprise IT infrastructure

Develop a centralized IT architecture comprised of IT,
data, and cyber elements.
Will support cost-based, multimodal transportation solutions
and contribute to distribution enterprise readiness. Generates
strategic imperatives, lead (DOTMLPF-P) assessments,
validate reqmts, propose solutions, and recommend IT budgets.
Enhance force movement planning & execution monitoring.
The plan should reduce hostile actors’ entry points into
USTC-managed C2 networks and create a defensive posture
that allows us to see and defend against unauthorized access.
Identify external and internal resource realignments
necessary to generate the people, processes, training, facilities,
and tools required to deliver a fully operational and capable
Joint Cyber Center able to plan, integrate, synchronize, and
direct cyberspace operations in support of USTC missions –
closing critical readiness gaps.
Institutionalize appropriate cost-management initiatives across
USTC and its components. Manage operational performance
through the development of actionable metrics to drive
decision-making.
Effectively share information and improve decision support
and information management to further enhance the
efficiency of staff operations. Enhance planning and operations
by incorporating and implementing Knowledge Management
best practices across the command.
Further develop sustainment distribution planning capabilities
and enduring roles and responsibilities to sustain CONUSbased forces, forward deployed forces, and supported
contingency operations. Develop and publish a global
sustainment distribution plan that integrates enterprise
considerations of mission and fiscal priorities; sustains
planning for future operations conducted in the Fusion Center
operations process; and enables optimized sustainment
distribution planning execution.
Coordinate the development of POM 17-21 for recapitalization
of the Organic Surge Sealift Fleet (MARAD Ready Reserve
Force and MSC Surge Fleet). Develop a plan, advance the
concept, and build institutional support for the recapitalization

Implement the Operational Blueprint directed by
OPORD 13-027

Operationalize cyber security throughout
USTRANSCOM and the Joint Deployment
and Distribution Enterprise (JDDE)

Increase the efficiency of DTS operations

Integrate Knowledge Management practices into
decision processes

Refine global sustainment planning

Develop a plan to recapitalize the sealift fleet.
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18 USTC Priorities
(equal priority)

Action(s)
of the fleet that provides a multi-prong approach to efficiently
and economically recapitalize the fleet over the Future Years
Defense Programs (FYDP) and beyond.

Expand USTRANSCOM’s Human Capital Board
process to “build the bench.”

Develop improved ways of communicating with the
workforce.

Continue holding ourselves to high ethical standards

Strengthen our acquisition activities and prevent
contracting with the enemy

Human Capital Board processes should include enhancing key
workforce knowledge and skills, career broadening, cross
training and enhancing other human capital opportunities.
Implement programs to enhance key workforce knowledge and
skills critical for future performance. Centrally manage USTC
individual training and education in TCJ1, except for
functionally-unique training. Create an Individual Development
Plan (IDP) for all personnel that receives, quickly builds,
qualifies, and sustains individual skills to support execution of
USTC operations.
Consistently evaluate communication methods and implement
revised or new communication processes to improve
interactions, understanding, and information sharing within the
USTC workforce. Increase leader engagement with staff to
foster a culture that supports trust, collaboration,
innovation, and empowerment with dignity and respect.
Remain mindful of the consequences of our actions, and
continue to increase ethical awareness throughout
USTC. Complete and implement a comprehensive Command
Standards of Conduct program, to include a self-inspection
checklist administered at least annually. Continue in-person
ethics briefings for support staff (to include protocol and travel
planning staff, executive officers, and aides). Enhance recently
created TCJA SharePoint Standards of Conduct Resource
Center with new and updated ethics materials.
Build on efforts to understand the whole of USTRANSCOM’s
commercial partner network. Aid our commercial partners in
evaluating their foreign subcontractors to ensure illicit entities
do not benefit from, or are able to exploit, USTRANSCOM
contracts. Seek whole-of-government action against identified
threats. Codify processes and best practices to institutionalize
Foreign Entity Vetting as a TRANS-LOG Enterprise capability.
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Appendix II: Complete List of Chapter 3 variables

Name

Description

Type

Used
(Y/N)

MSN_TYPE
DPT_EVT_DTTM
TRNSPRT_MSN_I
D
TRNSPRT_MSN_
PT_ID

SAAM or Contingency
Date

Cat
Date

Y
Y

Transport Mission ID
Transport Mission PT
ID

Cat

N

Cat

N

LEG_SEQUENCE

Leg of the mission

Num

N

SRT_MSN_ID
MSN_ROUTE_TY
PE
DPT_LOC_ID_ICA
O
ARV_LOC_ID_ICA
O
GDSS_ACT_ROU
TE

Unknown
International or
Domestic
Departure Location
Airfield Code
Arrival Location Airfield
Code
GDSS route delineated
by Airfield Code
COINS route
delineated by Airfield
Code
Blank
Blank

Cat

N

Cat

Y

Did not use
Used indirectly to develop
primary key
Used indirectly to develop
primary key
Helps to delineate domestic
and int'l missions

Cat

N

Too granular

Cat

N

Too granular

Cat

N

Too granular

Cat
N/A
N/A

N
N
N

GDSS activity in miles

Num

Y

Too granular
No data
No data
Used in initial regression
analysis (not a significant
factor)

Blank

N/A

N

No data

Blank

N/A

N

ARV_EVT_DTTM
LEG_POS_STAT
US
GDSS_ACFT_TY
PE
COINS_ACFT_TY
PE

Date

Date

N

No data
Not as complete as Arrival
Date. Only need one date for
time series analysis

Status of Leg

Cat

N

Type of air platform

Cat

Y

Blank

N/A

ACL_TYPE_VAL

Aircraft Lift type

Cat

N
N

COINS_ACT_RO
UTE
MSN_LOCATION
MSN_DIRECTION
GDSS_ACT_MILE
S
COINS_LIVE_MIL
ES
COINS_FERRY_
MILES
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Notes
These are the two mission
types
Impetus of time series analysis
Used indirectly to develop
primary key

All subject missions are active
Filtered. Restricted to Cargo
and Tanker platforms
No data
Initially reviewed, but not
informative for forecasting

Name

Used
(Y/N)

Description

Type

Blank
Blank

N/A
N/A

N
N

No data
No data

Blank

N/A

N

Blank

Num
N/A

N
N

BST_TOM_COST

Num

Y

BST_TOM
COINS_COST
OUT_MSN
IN_MSN
COINS_CARRIER
TRIP_QTY
CLIN
PIIN
BUY_TYPE
TWCF_PAX_CHG
_WT
TWCF_CGO_CH
G_WT
TWCF_LOAD_CH
G_WT
SUBCATEGORY_
TYPE
FERRY_MILE_CO
ST
TOTAL_PAL_PLT
_EQV_PS
TOTAL_PLT_GR_
STONS
TOTAL_PLT_NET
_STONS
TOTAL_PLT_NET
_VL
TOTAL_PLT_OFF
ER_CNT

Num
N/A
N/A
N/A
N/A
N/A
N/A
N/A
N/A

N
N
N
N
N
N
N
N
N

Num

N

No data
Initially reviewed, but not
informative for forecasting
purposes. Evidence of
collinearity. Used
BST_TOM_COST
No data
Non-collinear. Good candidate
for analysis
Collinear. Used
BST_TOM_COST
No data
No data
No data
No data
No data
No data
No data
No data
Collinear

Num

N

Num

N

Blank

N/A

N

No data

Blank

N/A

N

Total Pallet
Total Pallet gross
(stons)

Num

N

Num

Y

Total Pallet net (stons)

Num

N

Total Pallet net (vol)

Num

N

Total Pallet Offer count

Num

Y

No data
Collinear. Used Total Gross
pallets (stons)
Non-collinear. Good candidate
for analysis
Collinear. Used Total Gross
pallets (stons)
Collinear. Used Total Gross
pallets (stons)
Non-collinear. Good candidate
for analysis

COST_ACFT_BO
DY_SIZE
COST_ACL
COINS_SVC_TYP
E

BST_TOM_REVE
NUE
ACT_TOM_COST

Blank
Blank
Blank
Blank
Blank
Blank
Blank
Blank
TWCF Passenger
charged weight
TWCF Cargo charged
weight
TWCFLoad charged
weight
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Notes
purposes. Collinearity present.

Collinear
Collinear

Type

Used
(Y/N)

Num

N

Num

N

Total Cargo net (stons)
Total Cargo gross
(stons)
Total Cargo net
volume weight
Total amount of
passengers outbound
Total amount of cargo
outbound
Joint Chiefs of Staff
Airlift

Num

N

Num

Y

Num

N

Collinear. Used Total Gross
cargo (stons)
Sponsor designated response
variable
Collinear. Used Total Gross
cargo (stons)

Num

Y

Significant factor

Num

N

Cat

N

Very similar to response
Did not use

Unknown

Cat

N

Unknown

Cat

N

Total amount of flight
time

Num

Y

Name

Description

TOTAL_LSE_NET
_STONS
TOTAL_LSE_NET
_VL
TOTAL_CGO_NE
T_STONS
TOTAL_CGO_GR
_STONS
TOTAL_CGO_NE
T_VLWT

Total Logistics Support
Eq. net (stons)
Total Logistics Support
Eq. net (vol)

PAX_OUT_QY
CRGO_OUT_WT
JCS_ARLFT_PRT
Y_CD
PRJCD_ARVL_PR
PS_1_CD
PRJCD_DPTR_P
RPS_1_CD
Flight Time
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Notes
Collinear
Collinear

Did not use
Did not use
Used in initial regression
analysis (not a significant
factor)

Appendix III: Complete List of Chapter 4 variables

Type
Cat

Used
(Y/N)
Y

Aircraft Tail Number
Number ID of Unit

Num
Num

N
Y

AM ID

Mission ID

Num

N

MISSION #
SRT ID

Mission number
Route ID

Num
Num

N
N

PRIORITY

Priority of mission

Num

N

MISSION TYPE

SAAM or Contingency

Cat

Y

DEPART ICAO

Departure Location
Airfield Code
Unknown
Scheduled departure
actual time
Actual departure date
of aircraft
Unknown

Cat

Y

Too granular
Used in initial regression
analysis (not a significant
factor)
Used in initial regression
analysis (not a significant
factor)
These are the two mission
types
Used for regional analysis

Cat
Date

N
N

Did not use
Too granular

Date

Y

Num

N

Used as regressor for time
series
Did not use

Unknown

Date

N

Arrival Location Airfield
Code
Unknown
Scheduled departure
actual time
Actual departure date
of aircraft

Cat

N

Num
Date

N
N

Date

N

Unknown
Flying time of mission

Date
Num

N
Y

Used 'DEPART ACTUAL
DATE' as regressor for time
series
Did not use
Used as a response variable

Fiscal Year

Num

Y

Not used in analysis

Name
MDS

Description
Aircraft

TAIL #
UNIT ID

DEPART PUR CD
DEPART SCHED
TIME
DEPART ACTUAL
DATE
PRIMARY DELAY
CD
DELAY TIME
PRIMARY
ARRIVAL ICAO
ARRIVAL PUR CD
ARRIVAL SCHED
TIME
ARRIVAL
ACTUAL TIME
ACT BLOCK IN
ACT FLYING
TIME
FY
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Notes
These are the two mission
types
Did not use
Used in initial regression
analysis (not a significant
factor)
Too granular

Used 'DEPART ACTUAL
DATE' as regressor for time
series
Used 'DEPART ICAO' field for
regional analysis
Did not use
Too granular

Appendix IV: Data Transformation Process

Figure appendix 4-1 shows a snapshot of a USTC flying time dataset. Since, the
hourly forecast for the flying hour time series produces a very noisy model (Rsquare ≤
5%), we easily conclude the hour periodicity is not the correct index to use. A daily
period (s = 365) is used to construct the forecast.

Figure appendix 4- 1 Snapshot of USTC flying hour dataset
To convert the ‘DEPART ACTUAL TIME’ date field from hours to days, we use a VBA
script (Convert Dates Macro, 2015) shown in Figure appendix 4-2:

Figure appendix 4- 2 VBA script (macro) to convert date field from hours to days
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Figure appendix 4-3 shows the Pop-up window when the VBA macro is executed. The
window prompts the user to enter the range of data for conversion.

Figure appendix 4- 3 Results of executed macro soliciting range to be converted
Figure appendix 4-4 shows a snapshot of the final results of the date conversion. Note
how the hour (TT) component of the ‘DEPART ACTUAL TIME’ column no longer
exists.

Figure appendix 4- 4 Final results of date conversion macro
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Now, the flying hour time series can be aggregated by day as opposed to hour to gain
more predictive behavior with respect to the workload demand forecast.

After the date conversion, the data are aggregated using Microsoft Excel’s Pivot table.
Figure appendix 4-5 shows the results of the flying hour aggregation.

Figure appendix 4- 5 Results of Pivot table aggregation of flying time
After the pivot table aggregation, the resulting time series can be analyzed using the
preferred forecast software (e.g. JMP, MINITAB, XLSTAT, etc.).
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Appendix V: 95% Confidence Limit (CL) for a single median
Mean CLs typically use standard error and some form of a test statistic to
determine the confidence interval widths. However, standard errors for median-based
CLs cannot be calculated (Statistics Research, 2015). The median confidence limits are
obtained from the actual values in the sample size. We choose which values using the
following formulae:
Lower 95% CL:

𝑛
2

−

Upper 95% CL: 1 +

𝑛
2

1.96√𝑛
2

+

ranked value.

1.96√𝑛
2

ranked value

where n is the number of observations in the sample size. With respect to the 2011 flying
hour actual annual demand which has 365 observations or samples, the median is the
183rd rank-ordered observation (774.3). Therefore, the 95% confidence interval for the
median is given by the following rank-ordered values:
95% 𝐿𝑜𝑤𝑒𝑟 𝐶𝐿 𝑟𝑎𝑛𝑘𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 =

365 1.96√365
−
= 172.95 ~ 173
2
2

95% 𝑈𝑝𝑝𝑒𝑟 𝐶𝐿 𝑟𝑎𝑛𝑘𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 = 1 +

365
2

+

1.96√365
2

= 193.05 ~ 193.

The 2011 flying hour observations which correspond to these rank-ordered values are
760.4 and 793.1. Therefore, the median 95%CL for 2011 is (760.4, 793.1).
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Appendix VI: Forecast Median-based method for Iowa Farmland

To add more validity to the median-based forecast, an agricultural time series
(Iowa farmland price per acre) is examined. The time series is obtained from Iowa State
University’s Center for Agricultural and Rural Development (ISU CARD) website. The
time series response variable is the state average value per acre of Iowa Agricultural Real
Estate (IARE) price from years 1850 to 2015 (ISU CARD, 2016). For years 2012-2015
of the IARE time series, the exponential smoothing, ARIMA and median-based (last 3
years) forecasts are explored.

The actual and predicted IARE prices along with

respective absolute percentage error (APE) comparisons are summarized below (Tables
appendix 6-1 and 6-2 respectively):
Table appendix 6-1 Iowa Farmland avg. prices per acre

Year
2012
2013
2014
2015

Actual
6730.7
7822.1
8496.4
8000.0

Iowa Farmland Avg Price per Acre
Predicted
Median
Exp_Smoothing ARIMA
(3_yrs)
5007.5
5672.7
4720.4
5311.8
5654.5
5690.9
5616.2
5636.4
6730.7
5920.6
5618.3
7822.1
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Table appendix 6-2 Iowa Farmland avg. prices per acre APE comparison

Year
2012
2013
2014
2015
MAPE

Iowa Farmland (APE)
Median
Exp_Smoothing ARIMA
(3_yrs)
0.2560
0.2987
0.1572
0.3209
0.2771
0.2725
0.3390
0.3366
0.2078
0.2599
0.2977
0.0222
0.2940
0.2672
0.2003

Although, the ARIMA model performs better in year 2012, it along with the exponential
smoothing model are outperformed in years 2013-2015 by the median-based forecast
model. Furthermore, the median-based forecast has a superior MAPE of approximately
20%.

182

Appendix VII: Strengths, Assumptions and Limitations of Median-based Forecast

Table appendix 7-1 Summary of Strengths, Assumptions and Limitations
Strengths

Assumptions

Limitations

Not complicated, uses
existing systems to retrieve
data. Does not require
additional manpower or
resources

Data are readily
available/accessible

New procedure; not
statistically proven to be
reliable over time

Validated on 3 large time
series datasets (USTC
cargo and flying time) and
ISU IARE; Methodology
outperformed traditional
forecasts

Data are readily
available/accessible

N/A

Need to still perform basic
forecasting procedures
using traditional models to
compare median-based
results

Data are readily
accessible/available/reliable

Currently lacks predictive
CI insight

Need to start forecast w/
minimum of decomposition
model to compare
predictive capability

Data are readily
accessible/available/reliable

For complex, sophisticated
forecasts such as SARIMA,
transfer function—need
software (e.g. JMP)

In the absence of software,
can use this as a quick Rule
of thumb

SME approved/validated

Has a level of operational
art

Tailorable to other
COCOMs

Uses GDSS/COINS data to
inform workload

If data are not available,
cannot conduct procedure

Unlike traditional forecast
models, only need 1 year of
data

Data are readily
accessible/available/reliable

If data are not available,
cannot conduct procedure
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Appendix VIII: Storyboard
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