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„Never argue with the data!“




Im Kern der vorliegenden Arbeit wird eine neue Vorfahrtstrategie zur Steuerung von
Materialflüssen an Zusammenführungen vorgestellt. Das Hauptanwendungsgebiet stellen
innerbetriebliche Transportsysteme dar, wobei die Erkenntnisse auf beliebige Transport-
bzw. Bediensysteme übertragbar sind.
Die Arbeit grenzt sich mit der Annahme autokorrelierter Ankunftsprozesse von bisheriger
Forschung und Entwicklung ab. Bis dato werden stets unkorrelierte Ströme angenommen
bzw. findet keine spezielle Beachtung autokorrelierter Ströme bei der Vorfahrtsteuerung
statt. Untersuchungen zeigen aber, dass zum einen mit hoher Konfidenz mit autokorrelier-
ten Materialflüssen zu rechnen ist und in diesem Fall zum anderen von einem erheblichen
Einfluss auf die Systemleistung ausgegangen werden muss. Zusammengefasst konnten im
Rahmen der vorliegenden Arbeit 68 Realdatensätze verschiedener Unternehmen untersucht
werden, mit dem Ergebnis, dass ca. 95% der Materialflüsse Autokorrelation aufweisen.
Ferner wird hergeleitet, dass Autokorrelation intrinsisch in Materialflusssystemen entsteht.
Die Folgen autokorrelierter Prozesse bestehen dabei in längeren Durchlaufzeiten, einem
volatileren Systemverhalten und höheren Wahrscheinlichkeiten von Systemblockaden.
Um die genannten Effekte an Zusammenführungen zu eliminieren, stellt die Arbeit eine
neue Vorfahrtstrategie HAFI – Highest Autocorrelated First vor. Diese priorisiert die
Ankunftsprozesse anhand deren Autokorrelation. Konkret wird die Vorfahrt zunächst
so lange nach dem Prinzip First Come First Served gewährt, bis richtungsweise eine
spezifische Warteschlangenlänge überschritten wird. Der jeweilige Wert ergibt sich aus
der Höhe der Autokorrelation der Ankunftsprozesse. Vorfahrt bekommt der Strom mit
der höchsten Überschreitung seines Grenzwertes.
Die Arbeit stellt ferner eine Heuristik DyDeT zur automatischen Bestimmung und
dynamischen Anpassung der Grenzwerte vor.
Mit einer Simulationsstudie wird gezeigt, dass HAFI mit Anwendung von DyDeT die
Vorzüge der etablierten Vorfahrtstrategien First Come First Served und Longest Queue
First vereint. Dabei wird auch deutlich, dass die zwei letztgenannten Strategien den
besonderen Herausforderungen autokorrelierter Ankunftsprozesse nicht gerecht werden.
Bei einer Anwendung von HAFI zur Vorfahrtsteuerung können Durchlaufzeiten und
Warteschlangenlängen auf dem Niveau von First Come First Served erreicht werden,
wobei dieses ca. 10% unter dem von Longest Queue First liegt. Gleichzeitig ermöglicht
HAFI, im Gegensatz zu First Come First Served, eine ähnlich gute Lastbalancierung
wie Longest Queue First. Die Ergebnisse stellen sich robust gegenüber Änderungen der
Auslastung sowie der Höhe der Autokorrelation dar. Gleichzeitig sind die Erkenntnisse
unabhängig der Analyse einer isolierten Zusammenführung und der Anordnung mehrerer





The work at hand presents a novel strategy to control arrival processes at merges. The
main fields of application are intralogistics transport systems. Nevertheless, the findings
can be adapted to any queuing system.
In contrast to further research and development the thesis assumes autocorrelated arrival
processes. Up until now, arrivals are usually assumed to be uncorrelated and there are
no special treatments for autocorrelated arrivals in the context of merge controlling.
However, surveys show with high reliability the existence of autocorrelated arrivals,
resulting in some major impacts on the systems’ performance. In detail, 68 real-world
datasets of different companies have been tested in the scope of this work, and in 95% of
the cases arrival processes significantly show autocorrelations. Furthermore, the research
shows that autocorrelation comes from the system itself. As a direct consequence it was
observed that there were longer cycle times, more volatile system behavior, and a higher
likelihood of deadlocks.
In order to eliminate these effects at merges, this thesis introduces a new priority rule
called HAFI—Highest Autocorrelated First. It assesses the arrivals’ priority in accordance
to their autocorrelation. More concretely, priority initially is given in accordance to
the First Come First Served scheme as long as specific direction-wise queue lengths
are not exceeded. The particular thresholds are determined by the arrival processes’
autocorrelation, wherein the process with the highest volume gets priority.
Furthermore, the thesis introduces a heuristic to automatically and dynamically determine
the specific thresholds of HAFI—so called DyDeT.
With a simulation study it can be shown that HAFI in connection with DyDeT, combines
the advantages of the well-established priority rules First Come First Served and Longest
Queue First. It also becomes obvious that the latter ones are not able to deal with the
challenges of autocorrelated arrival processes.
By applying HAFI cycling times and mean queue lengths on the level of First Come
First Served can be achieved. These are about 10% lower than for Longest Queue
First. Concomitantly and in contrast to First Come First Served, HAFI also shows
well balanced queues like Longest Queue First. The results are robust against different
levels of throughput and autocorrelation, respectively. Furthermore, the findings are
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Erklärung an Eides statt 209
XIV
1 Einleitung
Die vorliegende Arbeit leistet einen Beitrag, Materialflusssysteme besser zu planen und
zu betreiben. Der Ansatz erfolgt über einen neu entwickelten Steuerungsansatz, der
explizit autokorrelierte Prozesse berücksichtigt. Autokorrelierte Prozesse haben in der
Regel einen negativen Einfluss auf die Systemleistung. An dieser Stelle besteht großes
Potential, denn in praxi etablierte Steuerungsstrategien basieren auf der Annahme
unkorrelierter Materialflüsse und das, obwohl in der Literatur bereits seit mehreren
Jahrzehnten auf diesen potentiellen Irrtum hingewiesen wird. In diesem Zusammenhang
werden Zusammenführungen als Engpassstellen identifiziert, deren Leistungsfähigkeit es
durch eine spezielle Vorfahrtsteuerung bei autokorrelierten Ankunftsprozessen zu erhöhen
gilt.
1.1 Motivation
Die Liste mit Literatur und Persönlichkeiten, welche die herausragende wirtschaftliche
sowie gesellschaftliche Bedeutung und die Potentiale der Logistikbranche herausstellen,
ist unüberschaubar lang (siehe z. B. Lehmacher 2013). Korrespondierende Statistiken
sind entsprechend beeindruckend: Im Jahr 2015 erwirtschafteten in Deutschland ca. drei
Millionen Beschäftigte in der Logistikbranche etwa 240 Milliarden Euro (Pieringer
2015, S. 1). Ein erheblicher Teil der Wertschöpfung entfällt hierbei auf typische Aufgaben
der Intralogistik. So wird bspw. in Lehmacher (2013, S. 7) und Wooldridge (2014)
dem Umschlagen und Lagern ca. 25% der Leistung zugeschrieben. Wird im weiteren
Sinne auch das Bestandsmanagement als Teil der Intralogistik angesehen, erhöht sich der
Anteil auf fast 50%. In beiden Fällen ist die Bedeutung der innerbetrieblichen Logistik
nicht zu verkennen.
Das Rückgrat jeder innerbetrieblichen Logistik stellt dessen Materialflusssystem dar.
Als Katalysator in diesem Zusammenhang wirken die stetig steigende Komplexität und
Automatisierung der Systeme (vgl. Arnold 2006, S. 28 ff, und Abschnitt 2.1). Studien
belegen, dass ca. 15% bis 60%, im Extremfall sogar bis 80% der Selbstkosten eines
Produktes auf innerbetriebliche Transport- und Handhabungsaufgaben zurückzuführen
sind (vgl. Grundig 2014, S. 114; Kim & Kim 2000, S. 4635; Miebach & Müller 2006,
S. 23; Straube et al. 2005, S. 10; Tompkins et al. 2010, S. 10; Sule 2008, S. 279).
Hieraus leitet sich unmittelbar ab, dass für den Unternehmenserfolg leistungsfähige Ma-
terialflusssysteme essentiell sind. Die vorliegende Arbeit möchte vor diesem Hintergrund
dazu beitragen, die Leistungsfähigkeit der Systeme zu erhöhen. Die zwei letztgenannten
Quellen formulieren hierzu pauschal, dass ca. 15% bis 30% Effizienzsteigerung bei einer
1
1 Einleitung
geeigneten („proper“, Tompkins et al. 2010, S. 10) Auslegung der Anlagen realisiert wer-
den können. Die Erfahrungswerte sollen weder weiter diskutiert, noch soll der Anspruch
erhoben werden, diese zu reproduzieren. Die Angaben sollen aber als Anreiz verstanden
werden, um mit dem Instrument der Materialflusssteuerung mögliche Potentiale zu heben.
Die Materialflusssteuerung nimmt eine zentrale Bedeutung beim Betrieb von Materi-
alflusssystemen ein und bestimmt wesentlich deren Leistung (vgl. Lorentz 2003 u. a.
S. 1). Im Allgemeinen sind die Aufgaben der Steuerung vielschichtig (vgl. Abschnitt 2.7).
Im Rahmen dieser Arbeit wird konkret die Vorfahrtsteuerung an Zusammenführungen
einer kritischen Würdigung unterzogen. Die Motivation für die Konzentration auf dieses
Forschungsfeld kann leicht nachvollzogen werden mit dem Versuch, Materialflusssysteme
ohne Zusammenführung zu ersinnen bzw. in Erinnerung zu rufen. Dies wird vermutlich
nicht gelingen, denn nahezu jedes Materialflusssystem ist ein Netzwerk aus seriellen und
parallelen Prozessen (Arnold & Furmans 2009, S. 2), womit folglich in jedem System
die Aufgabe der Zusammenführung von Materialflüssen besteht. Die Forschungsaufgabe
tangiert also per se einen Großteil intralogistischer Systeme. Hinzukommt, dass Zusam-
menführungen in aller Regel Nadelöhre darstellen und damit als Hauptursache für Staus
oder sogar Blockaden identifiziert werden können (vgl. Gudehus 1976; Jung & ten
Hompel 2013; Le et al. 2012). Eine Betrachtung im Detail ist also zwingend angebracht.
Umso erstaunlicher sind die Erkenntnisse der Literaturanalyse in Abschnitt 3.5, wonach
Zusammenführungen in nur vergleichsweise wenigen Publikationen behandelt werden.
Der konträre Fall einer Verzweigung von Materialflüssen erfährt dagegen eine deutlich
höhere Aufmerksamkeit, was mutmaßlich auf die vermeintlichen Potentiale der Lastbalan-
cierung zurückzuführen ist. Ein weiterer Grund für die vernachlässigte Betrachtung von
Zusammenführungen liegt mit hoher Wahrscheinlichkeit in der Auffassung, dass bestehen-
de Vorfahrtstrategien wie zum Beispiel First Come First Served schlicht funktionieren.
Bekräftigt wird dies durch die Literatur, welche die Optimalität etablierter Ansätze
bestätigt. Die Forschungsarbeiten sind aber zu kritisieren, weil in den verwendeten Mo-
dellen explizit unabhängige Ankunftsströme angenommen werden. Dies widerspricht nach
gegenwärtigen Erkenntnissen den Gegebenheiten der Praxis, wonach sich Materialflüsse
bzw. in Konsequenz deren Ankunftsprozesse vor Zusammenführungen als autokorreliert
darstellen (vgl. Abschnitt 3.3).
Die Herausforderung im Zusammenhang mit autokorrelierten Prozessen begründet sich
aus deren in der Regel negativen Einfluss auf die Systemleistung. Im Vergleich zum unkor-
relierten Fall sind längere Warteschlangen vor Bedienstationen, höhere Durchlaufzeiten
und eine höhere Volatilität des Systemdurchsatzes zu beobachten.
Aus den zuvor genannten Punkten eröffnet sich ein Spannungsfeld:
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Bestehende Ansätze zur Vorfahrtsteuerung sind op-
timal, gehen aber von unkorrelierten Prozessen aus.
Die Steuerung von Zusammenführungen bestimmt
grundlegend die Leistung von Materialflusssystemen.
Ankunftsprozesse weisen Autokorrelation auf.
Die Konsequenz ist trivial: Die Vorfahrtsteuerung an Zusammenführungen erfordert die
Beachtung autokorrelierter Ankunftsprozesse. Eine solche Strategie existiert bisher nicht
und wird im Rahmen der vorliegenden Arbeit entwickelt. Über die Gründe, warum eine
Entwicklung nicht schon eher forciert wurde, kann nur spekuliert werden. So warnt bereits
Kendall (1953, S. 338 f), dass abseits theoretischer Diskussionen die Unabhängigkeitsan-
nahme eines Ankunftsprozesses wohlüberlegt sein sollte und keinesfalls für jedes System
gelte. Als Beispiel eines autokorrelierten Ankunftsprozesses nennt der Autor die Lande-
zeitpunkte von Flugzeugen. Auch aktuelle Quellen mahnen in aller Nachdrücklichkeit,
autokorrelierte Prozesse bei der Planung und dem Betrieb von Materialflusssystemen zu
beachten. Nichtsdestotrotz, ob nun aus Unwissenheit, Ignoranz, Trägheit oder Unfähigkeit,
in der breiten Praxis spielt Autokorrelation im Allgemeinen und die Vorfahrtsteuerung
autokorrelierter Prozesse im Speziellen keine Rolle. Dieser Umstand stellt eine weitere
wichtige Motivation für die vorliegende Arbeit dar. Es besteht daher der Anspruch, den
betreffenden Personenkreis von der Wichtigkeit des Themas zu überzeugen. Die Analysen
im Kapitel 4 werden Argumente dafür liefern.
Konkret wird nachgewiesen, dass unter realistischen Annahmen mit der Anwendung
einer autokorrelationsbasierten Vorfahrtstrategie im Vergleich zu etablierten Strategien
die Wartezeiten vor der Zusammenführung um ca. 10% reduziert bzw. Puffer kleiner
dimensioniert, resp. überhaupt korrekt ausgelegt werden können. Um der angegebenen
Wartezeitersparnis eine Gewichtung zu geben, seien Wolff (1994), Grundig (2014,
S. 113 f) und Arnold & Furmans (2009, S. 111) zitiert. Danach ist die gesamte (innerbe-
triebliche) Durchlaufzeit zu etwa 50% bzw. 75% durch Wartezeiten geprägt. Auch wenn in
diesem Zusammenhang die konkreten Potentiale stark von der einzelnen Anlage abhängig
sind, wird der Durchlaufzeitverkürzung im Allgemeinen ein enormer wirtschaftlicher
Hebel zugesprochen, weil bspw. Kapitalbindungskosten sinken, die Liefertermintreue
steigt oder die Reaktionszeit sich verkürzt (vgl. Gladen 2014 bspw. S. 286 ff und insb.
S. 399 ff).
Der zweitgenannte Punkt, die korrekte Dimensionierung von Puffern, ist aus mehreren
Perspektiven hervorzuheben. Zum einen geht vor allem mit einer potentiellen Überdi-
mensionierung der Warteräume ein erhöhter Investitions- und Wartungsaufwand für
bspw. Fördertechnik, Nutzfläche oder Steuerungs- und Regelungstechnik einher. Noch
bedeutender ist zum anderen eine Einschätzung aus Prozesssicht: Autokorrelierte Pro-
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zesse verursachen, wenn nicht gesondert beachtet im Rahmen der Steuerung, längere
Warteschlangen womit auch die Systemleistungsgrenze schneller erreicht wird und die
Gefahr einer Unterdimensionierung steigt. Resultierende Systemblockaden verhindern
schlimmstenfalls gänzlich den Anlagenbetrieb. Umgekehrt kann mit einer korrekten Aus-
legung von Puffern und einer Nivellierung von Warteschlangen ein höherer Durchsatz bei
identischer Anlagengröße erreicht werden.
Die aufgezeigten Potentiale verdeutlichen, dass mit Anwendung einer Vorfahrtsteuerung
speziell bei autokorrelierten Materialflüssen positive Effekte auf die Leistungsfähigkeit
intralogistischer Systeme erzielt werden können. Noch dazu stellen sich die Vorzüge
als Low-Hanging-Fruits dar, denn die vorgeschlagene Vorfahrtstrategie in Kapitel 4 ist
algorithmisch denkbar einfach, erfordert keinerlei Änderung an der Fördertechnik und ist
damit auch auf bestehende Systeme einfach zu übertragen.
1.2 Zielsetzung, wissenschaftlicher Beitrag
Das primäre Ziel der vorliegenden Arbeit besteht in der Entwicklung einer Strategie,
um den besonderen Herausforderungen autokorrelierter Ankunftsprozesse an einer Zu-
sammenführung gerecht zu werden. Das angestrebte Forschungsergebnis besteht in der
Beschreibung einer entsprechenden Vorfahrtsteuerung und dem Zurverfügungstellen einer
Heuristik zur dynamischen Bestimmung der notwendigen Parameter der Steuerung. Aus
den formulierten Absichten leitet sich unmittelbar der Anspruch einer Nachweisführung
der Vorteilhaftigkeit der Entwicklungen gegenüber bestehenden Ansätzen ab.
Die Zielgruppe der Forschungsergebnisse sind vornehmlich Anwender aus der Praxis,
also Planer und Betreiber intralogistischer Systeme. Demzufolge sollen die Diskussionen
und Erörterungen auf praxistauglichen Modellannahmen beruhen sowie vorgeschlagene
Lösungen einfach umzusetzen sein. Damit einher geht eine breite Einführung in das
Thema und das Herausarbeiten von Grundlagen.
Ein sekundäres Ziel der Arbeit leitet sich aus der Beobachtung ab, dass autokorrelierte
Prozesse nicht die Aufmerksamkeit erfahren, die ihnen aufgrund ihres Einflusses auf die
Systemleistung gebühren. Hier soll in erster Linie anhand einer Fallstudie die Relevanz
des Themas dargestellt werden. Das betrifft vor allem das Herausarbeiten von Antworten
auf die Fragen des Auftretens, der Wirkung und der Ursache von Autokorrelation in
Materialflüssen. Dies geschieht auch vor dem Hintergrund der Modellierung von Ma-
terialflusssystemen – bspw. um diese zu simulieren. Es besteht demnach zugleich der
Anspruch, die Invalidität der Modelle unter Falschannahme unkorrelierter Prozesse und
in diesem Zusammenhang die unzulänglichen Möglichkeiten etablierter Zufallszahlenge-
neratoren zu verdeutlichen. Parallel besteht ein Forschungsziel im Aufzeigen und der
Diskussion spezieller Generatoren, die zur Erzeugung autokorrelierter Zufallszahlen resp.
zur Modellierung korrespondierender Prozesse herangezogen werden können und sollten.
Neben der Intention eine vor allem praxistaugliche Neuentwicklung vorzustellen, soll die
vorliegende Arbeit einen wichtigen wissenschaftlichen Beitrag leisten. Dieser besteht im
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Nachweis der Vorteilhaftigkeit der Anwendung einer Vorfahrtsteuerung, welche die Priori-
täten der Ankunftsprozesse in Materialflusssystemen auf Grundlage deren Autokorrelation
festlegt. Bis dato werden weder autokorrelierte Ankunftsprozesse an Zusammenführun-
gen noch spezielle Steuerungsansätze, die diesem Umstand Rechnung tragen, diskutiert.
Etwas weiter gefasst, besteht der wissenschaftliche Beitrag in der Idee, Autokorrelation
generell als Größe bei der Anwendung von Steuerungsstrategien bzw. der Festlegung von
Prioritäten einzubeziehen und sich vom Paradigma unkorrelierter Prozesse zu lösen.
Im Kern sollen in der vorliegenden Arbeit Antworten auf nachfolgend aufgeführte For-
schungsfragen erarbeitet werden:
1. Führen autokorrelierte Prozesse zu einem im Vergleich zum unkorrelierten Fall
signifikant abweichenden Systemverhalten, was in Konsequenz spezielle Steuer-
ungsstrategien erfordert? In diesem Zusammenhang: Wie hoch ist der Einfluss
autokorrelierter Prozesse allgemein in Bediensystemen bzw. speziell in logistischen
Systemen?
2. Mit Bezug auf Forschungsfrage 1: Sind in Realdatensätzen überhaupt Korrelationen
nachweisbar, die den postulierten Einfluss erwarten lassen?
3. Was sind, verallgemeinert, die Ursachen von Autokorrelation in Materialflüssen?
4. Was sind bestehende Ansätze zur Steuerung von Vorfahrten an Zusammenführun-
gen? In diesem Zusammenhang: Existieren Vorfahrtstrategien, die den besonderen
Herausforderungen autokorrelierter Ankunftsprozesse Beachtung schenken?
5. Welche Vorteile bzw. Nutzen sind von einer Vorfahrtstrategie zu erwarten, deren
Festlegung der Prioritäten auf Grundlage der Ankunftsprozesse Autokorrelation
erfolgt? Daraus abgeleitet:
• Wie ist eine solche Vorfahrtstrategie zu parametrieren und welche Möglichkei-
ten existieren hierzu?
• Kann die Festlegung der Parameter dynamisch aus Kennzahlen des betreffen-
den Systems erfolgen?
• Sind die Erkenntnisse der Vorfahrtsteuerung einer einzelnen Zusammenführung
auf die Anordnung von Zusammenführungen im Netzwerk übertragbar?
1.3 Konzeption
Die vorliegende Arbeit ist in fünf Kapitel unterteilt. Im aktuellen Kapitel 1 werden
zunächst einleitend die Motivation (1.1) und die sich daraus ableitenden Forschungsfra-
gen (1.2) formuliert. Es folgt in Kapitel 2 eine Erörterung relevanter Grundlagen und
die Festlegung von Begrifflichkeiten. Ausgehend vom Automatisierungsbegriff wird der
Unterschied zwischen Steuern und Regeln geklärt (2.1). Daran anschließend werden die
Grundlagen des Überführens eines Systems in sein entsprechendes Modell dargelegt (2.2).
Dieser Schritt ist essentiell um die Möglichkeiten der simulativen (2.4) oder analytischen
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Untersuchung mittels Warteschlangentheorie (2.5) von Systemen aufzuzeigen. Zuvor
erfolgt eine Aufbereitung der wichtigsten statistischen Grundlagen in Abschnitt 2.3.
Das beinhaltet Erläuterungen zu Wahrscheinlichkeitsverteilungen, Zufallszahlengenera-
toren und zur Kennzahl Autokorrelation (2.3.1 bis 2.3.3). Ein Bogen zum relevanten
Forschungsgebiet, der Intralogistik, wird in Abschnitt 2.6 geschlagen. Dazu wird der
Begriff eines Materialflusssystems eingeführt und dessen Aufgaben erläutert. Dies ist
notwendig zum Nachvollziehen der Ausführungen in Abschnitt 2.7. Darin wird der be-
reits zuvor eingeführte Steuerungsbegriff aufgegriffen und im Kontext automatisierter
Materialflusssysteme betrachtet. Es werden verschiedene Systematiken von Steuerungs-
systemen (2.7.1) und eine Taxonomie zu Steuerungsstrategien (2.7.2) in intralogistischen
Systemen aufgezeigt. Das Kapitel schließt mit einer Erläuterung von Kennzahlen zur
Leistungsbeurteilung von Materialflusssystemen (2.8). Auf diese wird im weiteren Verlauf
der Arbeit zurückgegriffen.
Das Kapitel 3 gibt einen Überblick zum Stand der Forschung und Technik. Das betrifft
zunächst das Aufzeigen verschiedener Möglichkeiten der Generierung autokorrelierter
Zufallszahlen (3.1.1 bis 3.1.6) und einer Diskussion über deren Tauglichkeit zur Anwen-
dung im Kontext vorliegender Arbeit (3.1.7). Der Abschnitt 3.2 gibt den Erkenntnisstand
bezüglich des Wirkens von Autokorrelation in Bediensystemen wieder. Der anschließende
Abschnitt 3.3 widmet sich der gleichen Fragestellung, stellt aber Logistiksysteme in den
Mittelpunkt. Es werden Fallstudien zum Auftreten und Wirken von Autokorrelation
erörtert. Es folgt eine Betrachtung der Ursachen autokorrelierter Prozesse in Abschnitt 3.4.
Der Abschnitt 3.5 zeigt etablierte Ansätze zur Steuerung von Vorfahrten an Zusam-
menführungen auf. Die Erkenntnisse dienen als Referenz für die Neuentwicklung dieser
Arbeit. In Abschnitt 3.6 werden aktuelle Ansätze der Steuerung autokorrelierter Prozesse
erörtert, wobei ein deutlicher Forschungsmangel und die Notwendigkeit der Entwicklung
entsprechender Strategien festgestellt wird.
Dem zuvor genannten Mangel widmet sich Kapitel 4. Darin wird eine neue Vorfahrtstra-
tegie an Zusammenführungen bei autokorrelierten Ankunftsprozessen vorgestellt. Diese
wird als HAFI – Highest Autocorrelated First – bezeichnet. Es werden zunächst der Unter-
suchungsrahmen festgelegt (4.1) und die Unzulänglichkeiten der Referenzstrategien First
Come First Served und Longest Queue First (4.2) herausgestellt. Im Anschluss erfolgt
eine Erläuterung des Grundprinzips von HAFI (4.3.1). Dabei wird deutlich, dass HAFI
in Abhängigkeit der Systemparameter einer Parametrierung bedarf. Die Möglichkeiten
der Bestimmung der Parameter werden in Abschnitt 4.3.2 diskutiert. Daran anschließend
erfolgt eine umfangreiche Simulationsstudie mit zufällig gewählten Systemparametern, um
die Güte von HAFI detailliert zu beurteilen. In diesem Zusammenhang wird außerdem ein
Vorgehen aufgezeigt, das ein dynamisches, automatisches Determinieren der Parameter
von HAFI erlaubt (4.3.3). Dem schließt sich die Untersuchung der Anwendung von HAFI
in seriell und parallel geschalteten Zusammenführungen im Netzwerk (4.4) und eine
zusammenfassende Diskussion der Ergebnisse (4.5) an.
Das Kapitel 5 fasst die Arbeit insgesamt zusammen und gibt einen Ausblick bezüglich
noch offener und hinzugekommener Forschungsfragen.
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Das nachfolgende Kapitel wird grundlegende Begrifflichkeiten und Zusammenhänge defi-
nieren. Dies beinhaltet das Aufzeigen statistischer Grundlagen sowie die Einordnung des
Themas in einen übergeordneten Kontext. Der Abschnitt ist wichtig, um die Ausführun-
gen der nachfolgenden Kapitel nachvollziehen zu können. Darin werden vor allem von
den hier eingeführten statistischen Notationen und Taxonomien Gebrauch gemacht. Das
Kapitel soll primär folgende Aspekte vermitteln:
• Eine Automatisierung von Materialflusssystemen erfordert eine entsprechende Steue-
rung und Regelung.
• Auf Basis eines Modells kann das Verhalten zugrundeliegender Systeme analytisch
und/oder simulativ untersucht werden.
• Zufällige Ereignisse werden durch die Form ihrer Randverteilung sowie den Mo-
menten erster und zweiter Ordnung statistisch beschrieben. Für die Abbildung der
Ereignisse in Modellen werden Zufallszahlengeneratoren eingesetzt.
• Es bestehen eine Reihe von Strategien, um den vielfältigen Aufgaben der Material-
flusssteuerung gerecht zu werden.
2.1 Automatisierung, Steuern, Regeln
In der Literatur wird modernen Materialflusssystemen (zu Materialflusssystem, siehe
Abschnitt 2.6) ein hoher Automatisierungsgrad bescheinigt, der im Zuge von Effizienzstei-
gerungen noch weiter steigen soll und wird (vgl. u. a. Günther 2006, S. 24 ff; Arnold &
Furmans 2009, S. 269; Martin 2014, S. 449). In den meisten Veröffentlichungen zum
Thema beschränken sich die Einschätzungen dabei aber auf rein qualitative Aussagen.
Lediglich Straube et al. (2005, S. 48 ff) und Wehking & Siepenkort (2009, S. 6 f)
quantifizieren den Automatisierungsgrad intralogistischer Systeme. Danach werden je
nach Bereich des Materialflusssystems bzw. Unternehmens Automatisierungsgrade von
ca. 50% bis 65% erreicht.1 Das Bestreben nach Automatisierung begründet sich vor
allem in einer vergleichsweise höheren Prozesssicherheit und der Verringerung von Per-
sonalkosten (vgl. u. a. Jünemann & Beyer 1998, S. 5 f; Arnold 2006, S. 9). Ein
1In den angegebenen Quellen sind außerdem Mechanisierungsgrade von teils ca. 95% dokumentiert.
Dies sei zitiert, weil der Übergang von Mechanisierung zur (Teil)Automatisierung fließend ist. Eine
Maschine wird zum Automat durch dessen „künstliche“ Übernahme von Steuerung und Regelung
(vgl. nachfolgende Absätze im Fließtext und Hadeler & Winter 2013, S. 309).
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Teilsystem eines Materialflusssystems, mit üblicherweise geringer Automatisierung, ist
die Kommissionierung. Hier stehen vor allem Flexibilität und Anpassungsfähigkeit im
Vordergrund (vgl. Arnold & Furmans 2009, S. 251; Siepenkort 2013, S. 3 f). Hohe
Automatisierungsgrade werden vor allem im Warenfluss und im Lagerbereich festgestellt
(vgl. Straube et al. 2005, S. 49 ff).
Automatisierung im Kontext dieser Arbeit beschreibt das Befähigen einer Einrichtung,
so dass diese bestimmungsgemäß, unter festgelegten Bedingungen ohne menschliches
Eingreifen arbeitet – dann als sog. Automat. Entsprechend leitet sich der Begriff der
Prozessautomatisierung ab (zu Prozess, siehe Abschnitt 2.6), welcher das Automatisieren
von Abläufen definiert (vgl. DIN IEC 60050-351 Sept. 2014, S. 30 f; Hadeler &
Winter 2013, S. 309).
In teilautomatisierten Systemen erfolgen zusätzlich, im Gegensatz zu vollautomatisierten
Systemen, zu den Ein- und Ausschaltvorgängen einzelne Prozessschritte oder Funktionen
manuell, d. h. durch menschliches Eingreifen. Der Anteil der automatisierten Funktionen
an der Gesamtfunktion eines Produktionssystems bzw. einer technischen Anlage ist als
Automatisierungsgrad definiert (vgl. DIN IEC 60050-351 Sept. 2014, S. 31).
Der Schwerpunkt weiterer Ausführungen liegt auf Materialflusssystemen, deren Prozesse
durch hohe Automatisierungsgrade gekennzeichnet sind. In diesem Zusammenhang zu




Abbildung 2.1: Aufgaben der Prozessautomatisierung – Quelle: in Anlehnung an Bolch &
Seidel (1993, S. 51 ff)
Die Datenerfassung stellt den Vorgang zur Protokollierung von Messwerten dar. Dies
ist Voraussetzung für deren nachfolgende Aufbereitung und Auswertung, was wiederum
Grundlage für die Entscheidungsfindung bzw. Prozess- oder Systembeurteilung ist. Über-
tragen auf vorliegende Arbeit werden bspw. die Autokorrelation (zu Autokorrelation,
siehe Abschnitt 2.3.3) oder Warteschlangenlängen von Materialflussprozessen ausgewertet
(vgl. Abschnitt 4.3.1).
Eine weitere Aufgabe in der Prozessautomatisierung besteht nach Abbildung 2.1 in der
Überwachung. Dabei werden prozessbeschreibende Größen auf Einhaltung ihres Toleranz-
bereiches kontrolliert. Ein anwendungsnahes Szenario wäre hier bspw. das Prüfen, ob
geforderte Durchlaufzeiten (vgl. Absatz 2.8) eingehalten werden. Entsprechend müssen
automatische Prozesse geführt, d. h. koordiniert und mit parallel laufenden Prozessen
abgestimmt werden, um übergeordnete Ziele (Unternehmensziele wie bspw. Umsatzsteige-
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rung) zu erreichen. Unter Optimierung wird das Bestreben zur Erreichung eines Extrem-
bzw. Zielwertes verstanden, also z. B. eine Anlagenauslastung von 100%.
Das Anliegen dieser Arbeit besteht nicht in der Erhöhung des Automatisierungsgrades
von Materialflusssystemen bzw. der Erweiterung oder des Infragestellens des in den
Absätzen zuvor erläuterten Aufgabenspektrums. Es besteht dagegen der Anspruch zur
Entwicklung neuer Ansätze zur Steuerung bzw. Regelung automatisierter Prozesse.
Diese werden im Gegensatz bisheriger Annahmen als autokorreliert betrachtet.2 Damit
leiten sich entsprechend und in Bezug auf Abbildung 2.1 erweiterte Anforderungen der
Datenerfassung und -auswertung ab.
Technisch bzw. definitionsgemäß sind die in Abbildung 2.1 aufgeführten Aufgaben Steuern
und Regeln begrifflich zu trennen. Identisch ist nach DIN IEC 60050-351 (Sept. 2014,
S. 136 f) das Ziel, durch wirkungsorientiertes Eingreifen in ein System ein bestimmtes
Verhalten bzw. Zustand zu erreichen. Unterschiede bestehen dagegen im Wirkungsablauf.
Dieser gestaltet sich beim Steuern als offen. Es bestehen keine Rückwirkungen der
Ausgangsgrößen auf die Eingangsgrößen, womit die Zustandsänderung „aufgrund der dem
System eigenen Gesetzmäßigkeiten“ (DIN IEC 60050-351 Sept. 2014, S. 137) beruht.
Gegenteilig setzt das Regeln einen geschlossenen Wirkungsablauf voraus. Es bestehen
Rückkopplungen der Ausgangsgrößen auf die Eingangsgrößen. Die zu regelnde Größe
wird also fortwährend erfasst, die Abweichung zum definierten Zielzustand gemessen
(Kontrollgrößen) und beeinflusst sich fortlaufend im Sinne einer Angleichung selbst.
Im Folgenden werden, wenn nicht anders darauf hingewiesen, die erläuterten Begriffe
im Zusammenhang mit Materialflusssystemen synonym verwendet. Dies ist zulässig, da
Materialflusssysteme nicht im strengen regelungstechnischen Sinn geregelt werden, sondern
lediglich in Abhängigkeit verschiedener Systemzustände das zu steuernde Verhalten
regulativ angestrebt wird. Konsequenterweise wird in Jünemann & Beyer (1998, S. 112 f)
dann auch zwischen Steuerungssystemen (zum Begriff, siehe DIN IEC 60050-351
Sept. 2014, S. 224 f, und Abschnitt 2.7.1) mit bzw. ohne Regelung unterschieden (siehe
Abbildung 2.2).
Eingangsgrößen Steuerung Aktoren Arbeitsmittel,Prozesse Kontrollgrößen
Regelgrößen Sensoren
(a) Steuerungssystem mit Regelung – sog. Regelkreis
Eingangsgrößen Steuerung Aktoren Arbeitsmittel,Prozesse Kontrollgrößen
(b) Steuerungssystem ohne Regelung – sog. Steuerkette
Abbildung 2.2: Steuerungssysteme – Quelle: Jünemann & Beyer (1998, S. 112 f)
Eine weitergefasste Einführung zu Steuerungssystemen wird in Abschnitt 2.7.1 gegeben.




Ein System ist nach der Norm DIN 19 226 (Feb. 1994) allgemein definiert als
„[. . .] eine in einem betrachteten Zusammenhang gegebene Anordnung von Gebilden,
die miteinander in Beziehung stehen.“
Systeme sind durch ihre Parameter und Systemgrenzen gekennzeichnet. Die konkrete
Ausprägung aller systembeschreibenden Variablen wird als Zustand bezeichnet.
Von Systemen können in der Regel entsprechende Modelle erstellt werden. Das Grund-
anliegen eines Modells ist, mittels Experimentieren und Beobachten Aussagen bzw.
Vorhersagen zum Verhalten unter verschiedenen Bedingungen zu treffen (vgl. Law &
Kelton 2000, S. 3; Bossel 2004, S. 15; Arnold & Furmans 2009, S. 47). In Ny-
huis (2008, S. 8 ff) wird dieses Vorgehen als modellbasierter Erkenntnisprozess im Detail
diskutiert. Allgemein ist ein Modell nach Law & Kelton (2000, S. 3) definiert als
„[. . .] a representation of the system [. . .] as a surrogate for the actual system.“
Mit dieser Beschreibung ist klar, dass ein Modell maximal so genau wie dessen zugrun-
deliegendes System sein kann. Dies ist der Fall, wenn am bestehenden, realen System
experimentiert wird. Unter der Maßgabe realitätsnaher Untersuchungsergebnisse stellt
dies den Idealfall dar. In der Praxis ist dieser Umstand die absolute Ausnahme und eher
ein theoretisches Gedankenspiel. Die Gründe sind naheliegend: Bei Neu- und Umbauten
bzw. Erweiterungen existiert das zu untersuchende System nicht. Des Weiteren sind
Experimente an Realsystemen in der Regel in zeitlicher und ökonomischer Hinsicht mit
erheblichen Aufwänden verbunden, weil bspw. der operative Anlagenbetrieb unterbrochen
werden muss, Experimente schlicht zu lange dauern würden oder sich aus Sicherheitsvor-
schriften verbieten. Deshalb sind Modelle in aller Regel nach VDI 3633 (Okt. 2010, S. 3)
eine
„[. . .] vereinfachte [Hervorh. d. Verf.] Nachbildung eines geplanten oder existierenden
Systems mit seinen Prozessen in einem anderen begrifflichen oder gegenständlichen
System.
Der Grad der Abweichung untersuchungsrelevanter Eigenschaften vom zugrundeliegen-
den System wird durch das Untersuchungsziel und den Systemgrenzen festgelegt (vgl.
VDI 3633 Okt. 2010, S. 3; Law & Kelton 2000, S. 4; Bossel 2004, S. 25 ff, 50 ff).
In diesem Zusammenhang gilt es zunächst eine geeignete Modellart bzw. -kategorie
festzulegen. Abbildung 2.3 stellt mögliche, für diese Arbeit relevante Ausprägungen als
Übersicht dar.
Physische Modelle bestehen aus Materie, sind also „greifbar“, und finden üblicherweise
Anwendung in Disziplinen, in denen die Verwendung von Prototypen3 Usus ist – bspw.
3Ein Prototyp ist eine vorläufige Ausführung, Form oder Instanz eines Produktes oder einer Produktkom-
ponente und dient als Modell für spätere bzw. die finale Version des Produktes (vgl. im übertragenen













Abbildung 2.3: Klassifikation von Modellen – Quelle: in Anlehnung an Law & Kelton (2000,
S. 4) und Banks et al. (1996, S. 12)
im Automobilbau bei Untersuchungen im Windkanal. In Loebbecke (2005) wird sogar
von einem kompletten, maßstabsgerechten Modell eines Supermarktes berichtet. Dem
gegenüber stehen mathematische Modelle. Sie beschreiben Systeme logisch und quantitativ.
Sind in diesem Zusammenhang Sachverhalte hinreichend einfach abbildbar bzw. im hohen
Maße abstrahierbar4, kommen ggf. analytische Modelle zum Einsatz. Diese zeichnen sich
durch eine Formel mit entsprechend exakter, geschlossener Lösung aus. Im Kontext der
vorliegenden Arbeit sind bspw. die in Abschnitt 2.5 vorgestellten Bedienmodelle oder das
in Formel 2.39 aufgegriffene Gesetz von Little (1961) typische analytische Modelle zur
Beschreibung und Untersuchung intralogistischer (Teil)Systeme.
Sind die Wirkzusammenhänge eines Systems nicht in ein analytisches Modell überführbar
weil diese zu komplex und/oder kompliziert5 sind, empfiehlt sich der Einsatz von Simula-
tionsmodellen (die Einführung des Begriffs Simulation erfolgt in Abschnitt 2.4). Diese
stellen sich im Vergleich zur numerischen Berechnung komplexer Problemformulierung
als performanter dar (Law & Kelton 2000, S. 5). Beide Modelle eignen sich vorwiegend
zur quantitativen Analyse. Auf die Betrachtung von Modellen zur rein qualitativen
Bewertung bspw. durch einfache Flussdiagramme, Groblayouts oder Wirkschaltbilder
(vgl. Arnold & Furmans 2009, S. 47 ff) wird verzichtet.
Die Klassifikation von Simulationsmodellen erfolgt in drei Dimensionen: dem Zeitverhalten,
Zufallsverhalten und Zeitablauf (vgl. Abbildung 2.4).
Mit dem Zeitverhalten eines Modells wird die Veränderlichkeit dessen Wirkungsbezie-
hungen und der Struktur über der Zeit beschrieben. Bei statischen Modellen sind die
Parameter konstant und beschreiben das System zu einem spezifischen Zeitpunkt. Dy-
namische Modelle repräsentieren das Gegenteil, d. h. zeitveränderliche Parameter sind
4Der Vorgang der Abstraktion beschreibt das gedankliche Verallgemeinern von Objekten oder Begriffen.
Das Prinzip des Abstrahierens besteht in dem Absehen unwesentlicher und dem Hervorheben wichtiger
Aspekte (vgl. Stickel et al. 1997, S. 2).
5Die Komplexität eines Systems wird durch die Anzahl der Verschiedenartigkeit möglicher Beziehungen
zwischen Systemelementen beschrieben. Damit unterscheidet sich der Begriff von der Kompliziertheit,
welche die Anzahl der Systemelemente an sich ausdrückt (vgl. Luhmann 1975, S. 206, 217; Heinrich
et al. 2011, S. 16 f). In diesem Zusammenhang sei auch auf Claussen (2012, S. 91 ff) hingewiesen.
Darin wird das subjektiv unterschiedliche Empfinden von Komplexität (und im übertragenen Sinne









Abbildung 2.4: Dimensionen von Simulationsmodellen – Quelle: in Anlehnung an Law &
Kelton (2000, S. 5 f) und Banks et al. (1996, S. 12), ähnlich auch in Bossel
(2004, S. 20 ff)
deren Bestandteil. So können Ausprägungen des Modells, bspw. eine Warteschlange vor
einer Ressource, zu verschiedenen Zeitpunkten untersucht werden (vgl. Law & Kelton
2000, S. 5; Bossel 2004, S. 21 f).
Weiter werden Modelle nach deren Zufallsverhalten klassifiziert. Hierbei schließen de-
terministische Modelle zufällige Veränderungen von Parametern, Wirkungsbeziehungen
und/oder externen Einflüssen aus, d. h. es bestehen keine Unsicherheiten über das Auf-
treten bzw. die Ausprägung eines Ereignisses, bevor dieses überhaupt eingetreten ist.
Gegenteilig werden in stochastischen Modellen die Veränderung genannter Aspekte be-
rücksichtigt, d. h. Übergangswahrscheinlichkeiten von Systemzuständen oder zufällige
Schwankungen von Systemparametern bzw. Wahrscheinlichkeiten des Eintretens von Er-
eignissen finden Anwendung (vgl. auch Abschnitt 2.3). Daraus leitet sich eine wesentliche
Eigenschaft stochastischer Modelle ab: das Bewirken unterschiedlicher Ausgangswerte,
also Resultate, bei identischen Eingangswerten (vgl. Law & Kelton 2000, S. 6; Bossel
2004, S. 21).
Der Zeitablauf eines Modells bringt dessen Definiertheit zu verschiedenen Zeitpunkten zum
Ausdruck. Ist der Zeitabstand zweier aufeinander folgender definierter Systemzustände x
infinitesimal klein, handelt es sich um kontinuierliche Modelle. Die Zustandsänderungen
dx zeitkontinuierlicher Systeme, bzw. derer Modelle, können als Differentialgleichung mit
der Zeit t als Variable beschrieben werden, dann als dx{dt. Zeitdiskrete Modelle sind
nur zu bestimmten, a-priori bekannten Zeitpunkten definiert. Entsprechend kann die
Zustandsänderung zweier aufeinander folgender Zustände auch nur als Differentialquotient
pxt ´ xt´Δtq{Δt ermittelt bzw. beschrieben werden (vgl. Law & Kelton 2000, S. 6;
Bossel 2004, S. 22)6.
Für diese Arbeit werden vorausgreifend vor allem dynamische Simulationsmodelle mit
stochastischem Systemverhalten von Relevanz sein. Weiter liegt der Fokus auf System-
zuständen bzw. Zeitpunkten, denen ein Ereignis zugrunde liegt. Dies kann bspw. die
Ankunft einer Fördereinheit vor einer Maschine sein. Die Zeit zwischen zwei aufeinander
folgenden Systemzuständen ohne Änderung, also bspw. während Aufträge warten, ist
6
Bossel (2004, S. 20 ff) differenziert Modelle bzw. Systeme anhand noch weiterer Charakteristika. So
z. B. nach deren Veränderlichkeit (linear vs. nicht linear) oder der Ausdehnung im Raum (raumdiskret




dagegen irrelevant. Es werden demnach diskrete Modelle betrachtet, für die sich in der
Literatur der Begriff Discrete-Event-Simulation-Model bzw. kurz DES-Model etabliert
hat. Es bietet gegenüber dem kontinuierlichen Pendant erhebliche Laufzeitvorteile, weil
der Simulator von Event zu Event „springen“ kann, ohne die Zustände zwischen den
Ereignissen abbilden zu müssen.
Im Zusammenhang mit Modellen seien noch die Begriffe Verifikation und Validierung
erläutert. Diese sind nicht synonym zu verwenden und werden je nach Wissenschaftsgebiet
mit leicht unterschiedlicher Bedeutung belegt. Für die vorliegende Arbeit sollen die aus der
Informatik bzw. der Materialflusssimulation gebräuchlichen Definitionen gelten. Danach
wird mit der Verifikation sichergestellt, dass das Modell plausibel, d. h. formal richtig
ist. Es wird dabei bspw. auf Vollständigkeit, Konsistenz und die korrekte Umsetzung
ausgehend der gegebenen Systemstruktur geprüft. Für deren (mathematischen) Beweis
müssen Eingabe- und Ausgabespezifikationen festgelegt werden, wobei sich die Ausga-
beparameter als Funktion der Eingabeparameter ergeben. Werden die Spezifikationen
erfüllt, ist das Modell verifiziert (vgl. z. B. Kuhn & Wenzel 2008, S. 87 f; Stickel et al.
1997, S. 732).
Die Validierung dient dem Nachweis der hinreichenden Übereinstimmung des Modells mit
dessen System, d. h. es stellt im Sinne des Modellierungszwecks das System hinreichend
genau und korrekt dar. Mit der Validierung wird sichergestellt, dass Experimente mit
dem Modell zu gültigen Ergebnissen führen (vgl. Kuhn & Wenzel 2008, S. 87 f).
Stickel et al. (1997, S. 729) weisen darauf hin, dass die Validierung eines Modells
aufgrund der Nichtformalisierbarkeit nie abschließend sein kann, sondern nur im Sinne
des Betrachter- bzw. Benutzerkreises. Damit ist klar, dass es unter strengen definitorischen
Gesichtspunkten das valide Modell nicht geben kann. Die gleiche Erkenntnis ließe sich
aus dem Umstand ableiten, dass ein Modell stets eine Vereinfachung seines Systems ist
und daher definitorisch nur implementierte Sachverhalte und Wechselwirkungen, aber
nie exakt das System abbilden kann. Box & Draper (1987, S. 424) bemerken hierzu
passend, „[e]ssentially, all models are wrong, but some are useful“.
Aus der Diskussion um die Validität leitet sich die Frage des richtigen Abstraktionsgrades
eines Modells ab. Diese ist ebenfalls nicht abschließend bzw. universal zu beantworten
und hängt vor allem von der Problemstellung, der Datenverfügbarkeit oder auch vom
Systemverständnis des Modellierers ab (vgl. Law & Kelton 2000, S. 85, 267 ff; Bossel
2004, S. 62 ff). Generell gilt der Grundsatz, Modelle so einfach wie möglich und so
detailliert wie nötig zu erstellen (vgl. z. B. Nyhuis 2008, S. 15; VDI 3633 Okt. 2010, S. 6;
Bossel 2004, S. 61 f). Für die vorliegende Arbeit wird das Thema des Abstraktionsgrades,
also die Einschränkungen des Modells, in Kapitel 4 aufgegriffen und diskutiert.
Eine Verifikation zusammen mit Validierung wird als Evaluation bezeichnet (vgl. Stickel
et al. 1997, S. 729).
Naturgemäß können Fördereinheiten in einem Materialflusssystem in Bewegung sein oder
geplant bzw. ungeplant stehen. Entsprechend lassen sich alle Simulationsmodelle auf die
Grundelemente Förderstrecke, Zusammenführung, Verzweigung und Transportübergangs-
elemente reduzieren (vgl. Gudehus 1977; Arnold & Furmans 2009). Letztgenannte
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sind Elemente, die Fördereinheiten verzögern, also Bedien-, Lager-, Speicher- und Puff-
erstationen. Diese Abstraktion, bzw. der Ansatz des Modellierens generell, erlaubt den
Austausch mit anderen Disziplinen wie bspw. der Informatik, welche sich u. a. eben-
falls mit dem Transport und der Verarbeitung von Einheiten (vulgo Datenpaketen) in
Netzwerken beschäftigt (siehe hierzu auch Abschnitt 3.2).
2.3 Stochastik, Statistik
Wie bereits angedeutet, stellt das vollständige Wissen um Systemelemente und die
Reproduzierbarkeit von Wirkzusammenhängen die Ausnahme dar. Alternativ werden
Systemzustände und -zustandsänderungen bzw. Ereignisse zufällig, also stochastisch
mittels Wahrscheinlichkeiten abgebildet. Übertragen auf den Kontext dieser Arbeit sind
typische Zufallsgrößen in einem Materialflusssystem bzw. dessen Modell:
• Ereignisse pro Zeitintervall – bspw. Anzahl der Transportaufträge, Zahl der Ausfälle
von Betriebsmitteln oder Anzahl von Eilaufträgen
• Zeitdifferenzen zwischen Ereignissen – bspw. Zwischenankunftszeiten7 oder die
Rüstzeit von Betriebsmitteln
• Distanzen – bspw. zurückzulegende Wege spurgebundener Transportmittel
• Mengen – bspw. Anzahl zu kommissionierender Teile je Auftrag oder Arbeitsleistung
einer Bedienstation (vgl. Arnold & Furmans 2009, S. 81)
Die Abbildung der Zufallsgrößen und dynamischer Prozesse erfolgt idealerweise durch
empirische, numerische Daten. Alternativ kommen Zufallszahlen zum Einsatz. Diese be-
schreiben die Wahrscheinlichkeiten von Zufallsgrößen in einem vorgegebenen Wertebereich.
Vor diesem Hintergrund vermitteln nachfolgende Ausführungen ein Grundverständnis
über Zufall und dessen Abbildung in (Materialfluss)Systemen.
2.3.1 Wahrscheinlichkeitsverteilungen
Nachfolgende Ausführungen sind im Detail in Law & Kelton (2000, S. 235 ff) oder mit
stärkerem Bezug zur Materialflusslehre z. B. auch in Arnold & Furmans (2009, S. 81 ff)
nachzuvollziehen. Danach ist aus mathematischer Sicht eine Zufallszahl x (auch als ω
bezeichnet) eine Realisierung der Zufallsgröße X (auch bezeichnet als Zufallsvariable) mit
x P ra, bs, wobei a und b die Grenzen des Ausprägungs- bzw. Ergebnisraumes Ω festlegen.
Somit sind stochastische Prozesse tXu in Modellen als Menge von X definiert. Ein
stochastischer Prozess ist die Modellierung eines sich im Zeitverlauf entwickelnden bzw.
verändernden Prozesses (oder allgemeiner, eines Phänomens) dessen zugrundeliegende
Wirkzusammenhänge zwar bekannt, aber übermäßig kompliziert sind und so einer exakten
Abbildung entbehren.
7Zwischenankunftszeit definiert den zeitlichen Abstand zweier aufeinander folgender Fördereinheiten.
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Die Wahrscheinlichkeitsverteilung von Zufallsvariablen werden in Funktionen beschrieben.
Vereinfacht drücken diese die Häufigkeit von Zufallszahlen aus. Für die kumulierte
Verteilungsfunktion F pxq und für die Annahme einer stetigen8 Zufallsvariable X gilt:
F pxq “ P pX ď xq für ´ 8 ă x ă 8 (2.1)
P pX ď xq gibt dabei die Wahrscheinlichkeit für tX ď xu an. Verteilungsfunktionen (im
weiteren Verlauf der Arbeit soll gelten, dass mit Verteilungsfunktion immer die kumulierte
Verteilungsfunktion gemeint ist) genügen folgenden Eigenschaften:
• 0 ď F pxq ď 1 für alle x
• F pxq ist monoton steigend, also F px1q ď F px2q für x1 ă x2
• lim
xÑ8 F pxq “ 1 und limxÑ´8 F pxq “ 0
Verteilungsfunktionen bzw. die Wahrscheinlichkeitsverteilung der zugrundeliegenden
Zufallsvariablen sind auch als Dichtefunktion fpxq abbildbar. Es gilt:
F pxq “ P pX ď xq “
xż
´8
fptq dt für ´ 8 ă x ă 8 (2.2)
Es gilt umgekehrt im Fall der Integrierbarkeit von F pxq:
fpxq “ F 1pxq “ dF pxq
dx
(2.3)




fpxq dx “ 1
• fpxq ě 0 für x P R
Wie bereits in Abschnitt 2.2 erläutert, werden im Rahmen der vorliegenden Arbeit
diskrete, ereignisorientierte Simulationsmodelle verwendet. Dementsprechend, und vor
dem Hintergrund der binären Arbeitsweise von Computern, sind vor allem diskrete
Zufallsvariablen von Relevanz. Sie besitzen eine beschränkte Anzahl Nachkommastellen.
8
Law & Kelton (2000, S. 237 f) definieren die Stetigkeit von X als das Vorhandensein einer nichtnega-
tiven Funktion fpxq, für die für jedes Wertepaar B gilt:






fpxq dx “ 1.
Vereinfacht ausgedrückt enthält fpxq keine Sprungstellen.
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Die Verteilungsfunktion F pxiq diskreter Zufallsvariablen ist definiert durch die Summe
der Einzelwahrscheinlichkeiten ppxiq:
F pxiq “ P pX ď xiq “
ÿ
xiďx
ppxiq für ´ 8 ă x ă 8 (2.4)
Sie genügt den gleichen Eigenschaften des stetigen Pendants in Formel 2.1.
Die diskrete Dichtefunktion definiert sich entsprechend als:
fpxq “ P pX “ xq “
#
pi x “ xi
0 sonst
(2.5)












Eine umfangreiche Übersicht zu verschieden ausgeprägten Wahrscheinlichkeitsverteilun-
gen, deren Eigenschaften sowie Anwendungsbeispiele werden in Law & Kelton (2000,
S. 292 ff) und Senger (2008, S. 131 ff) gegeben. Für diese Arbeit sind die Exponential-,
Normal- und Gleichverteilung von hoher Relevanz. Erstgenannte findet vorwiegend An-
wendung bei der Beschreibung von Zeitdifferenzen zweier aufeinander folgender Ereignisse.
Sie ist ein Spezialfall der Erlang-Verteilung, die sich wiederum als Gammaverteilung
verallgemeinern lässt.
Die Normalverteilung wird allgemein als Störterm verwendet, dient also der Modellierung
von Messfehlern, nicht exakt modellierbarer bzw. erklärbarer Systemaspekte oder nicht
reproduzierbarer Störungen. Weiter werden mehrere sich additiv überlagernde zufällige
Ereignisse normalverteilt modelliert.
Gleichverteilte Zufallsgrößen kommen als „erstbeste“ Alternative zum Einsatz, wenn
keine weiteren Erkenntnisse zu einem Prozess oder Phänomen vorliegen. Außerdem ist
die Gleichverteilung essentiell bei der Erzeugung beliebig verteilter Zufallszahlen (vgl.
Abschnitt 2.3.2 und 3.1).
Abbildung 2.5 zeigt die drei beschriebenen Funktionen jeweils in einer bestimmten
Parametrierung. In Tabelle 2.1 sind parallel die Eigenschaften der dargestellten Wahr-
scheinlichkeitsverteilungen aufgelistet. Diese sind insbesondere bei der Erzeugung von















































































Abbildung 2.5: Wahrscheinlichkeitsverteilungen ausgewählter Zufallsvariablen – obere Reihe:
Dichtefunktion; untere Reihe: kumulierte Verteilungsfunktion; für die angegebe-
nen Parameter, siehe Tabelle 2.1
Wie in Tabelle 2.1 ersichtlich, sind Wahrscheinlichkeitsverteilungen durch ihre Momente
definiert. In der Übersicht angegeben sind in diesem Zusammenhang das gewöhnliche
Moment der ersten Ordnung und das zentrale Moment9 der zweiten Ordnung, also jeweils
der Erwartungswert EpXq und die Varianz VarpXq der Verteilungsfunktion bzw. deren
Zufallsvariable X.
Der Vollständigkeit halber seien die allgemeinen Bildungsvorschriften von Momenten
nachfolgend aufgelistet. Die Gleichungen 2.6 bis 2.9 zeigen die Definition gewöhnlicher
Momente mk und zentraler Momente μk in k-ter Ordnung für stetige und diskrete
Zufallsvariablen (siehe hierzu und zur weiteren Vertiefung z. B. Senger 2008, S. 119 ff;
León & Kiencke 2012, S. 117 ff).
9Gewöhnliche Momente (auch nur Momente) und zentrale Momente sind zu unterscheiden. Durch
Momente bestimmter Ordnungen wird die Verteilung der Wahrscheinlichkeitsmasse angegeben. Zentrale
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F pxq nicht definiert F pxq “
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b´a a ď x ď b


















































pxi ´ m1qkfpxiq mit fpxiq “ pi (2.9)
Sofern diese existieren, kann mit der Angabe aller Momente theoretisch jede Form einer
Verteilung vollständig beschrieben werden. Eine Normalverteilung besitzt bspw. zwei
Freiheitsgrade und ist damit bereits mit der Angabe ihrer ersten zwei Momente10 beschrie-
ben. Übertragen auf die Modellierung von Materialflusssystemen sollte damit zunächst
jeder zu beschreibende Prozess hinreichend exakt abbildbar sein. Diese Schlussfolgerung
lässt allerdings einen zentralen Aspekt außer Acht: Wie aus den Formeln der Momente
10Wie bereits erwähnt, wird das erste Moment als Erwartungswert bezeichnet und das zweite zentrale
Moment als Varianz. Zur Messung der Abweichung einer Zufallsvariable von der Normalverteilung wird
üblicherweise auf das dritte und vierte zentrale Moment, sog. Schiefe und Wölbung, zurückgegriffen.
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ersichtlich, sind die Momente von der Reihenfolge, der zeitlichen Ordnung der Ereignisse
x (x P Ω) unabhängig bzw. andersherum formuliert, die angegebenen Momente dürfen
definitionsgemäß nicht von der Reihenfolge der Ereignisse abhängen. Der Beweis hier-
für wird über das Konstrukt der absoluten Konvergenz erbracht (siehe vertiefend z. B.
Plachky 1996, S. 38 ff).
In Abschnitt 2.7.2 wird beschrieben, dass mit Steuerungsstrategien bzw. den angewandten
Prioritäten erheblicher Aufwand betrieben wird, Entitäten bzw. Aufträge von Material-
flüssen in eine vorteilhafte Reihenfolge zu bringen. Hieraus leitet sich unmittelbar ab,
dass im Rahmen der Materialflusssteuerung oder auch insgesamt bei der Betrachtung
und Beurteilung intralogistischer Systeme und deren Prozesse die bisher aufgezeigten
Maßzahlen zur Beschreibung von Verteilungen nicht ausreichend sind. Diesem Mangel
wird in vorliegender Arbeit mit dem Fokus auf Momente der Statistik zweiter Ordnung
(vgl. Beyerer et al. 2012, S. 506 ff) Rechnung getragen. Bei der Statistik n-ter Ordnung
beschreibt n die Anzahl betrachteter Zufallsvariablen, sog. Verbundmomente oder ge-
meinsame Momente. Äquivalent der zuvor angegebenen Formeln 2.6 bis 2.9 mit n “ 1,
ergeben sich für n “ 2 die gewöhnlichen und zentralen Momente der Ordnung k ` s bei
stetigen und diskreten Zufallsvariablen als:





xkysfpx,yq dx dy (2.10)















































Mit der Einführung der Statistik zweiter Ordnung und der Annahme k “ s “ 1 lässt sich
der auf Seite 14 eingeführte Begriff eines stochastischen Prozesses nicht mehr nur als
Menge, sondern, etwas enger gefasst, als Folge auffassen. Dazu sei dieser als Zufallsprozess
im Zeitintervall T mit zeitlich geordneten, zufälligen Realisierungen, dann tXptqu bzw.
tXtu oder nur Xt für t P T , definiert. Sei außerdem für die Gleichungen 2.10 und 2.11
x “ y angenommen und x um den zeitabhängigen Index t erweitert, dann können aus
der Betrachtung von Epxt, xt`τ q mit τ P N statistische Aussagen zur Reihenfolge der
Ereignisse in tXptqu getroffen werden. Inhaltlich wird mit Gleichungen und den getroffenen
Annahmen die Korrelation des Prozesses mit sich selbst um den zeitlichen Versatz τ
ausgedrückt. Hierauf wird noch einmal gesondert in Abschnitt 2.3.3 eingegangen.
Stochastische Prozesse tXptqu werden auch als Zeitreihen bezeichnet.
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Zum weiteren Verständnis der Arbeit soll kurz der Unterschied zwischen deskriptiver und
induktiver Statistik erörtert werden. Alle bisherigen Erläuterungen dieses Abschnitts 2.3
sind deskriptiver Natur. Deren Hauptmerkmal ist das postulierte Wissen um die resp.
das Vorhandensein der Grundgesamtheit. Diese umfasst alle theoretisch möglichen Werte
bzw. Ereignisse. Von der Grundgesamtheit wird angenommen, dass sie durch ihre wahren
Parameter, also einer bestimmten Verteilung und ihrer Momente, beschrieben ist.
Wie der Wortsinn suggeriert, besteht die Grundgesamtheit im Extremfall aus unendlich
vielen Ereignissen. Diese Eigenschaft entbehrt jeglicher praktischer Anwendung, weil
bspw. dann auch die Modellierung eines Materialflusses mit wahren Parametern eine
vorherige unendlich lange Beobachtung des selbigen voraussetzt. In Konsequenz werden
systematisch oder zufällig Stichproben als endliche Teilmenge der Grundgesamtheit
gezogen und daraus deduktiv die wahren Parameter geschätzt.
Nach Arnold & Furmans (2009, S. 94 ff) und Senger (2008, S. 197 ff) sind Punkt-
schätzer und Bereichsschätzer zu unterscheiden. Ersterer beschreibt das Berechnen eines
Näherungswertes û für einen unbekannten Parameter u mit Hilfe von Stichprobenwerten
x1, x2, . . . , xn als Realisierungen von X1, X2, . . . , Xn. Für diese Arbeit relevant sind vor
allem das arithmetische Mittel X̄ “ μ̂ als Schätzer für den Erwartungswert EpXq “ μ,
die Stichprobenvarianz S2 “ σ̂2 zur Deduktion der Varianz Var “ σ2 und die Stich-
probenkorrelation (auch Pearsonscher Korrelationskoeffizient, vgl. Abschnitt 2.3.3) zur
Schätzung der wahren (Auto)Korrelation. Die Schätzfunktion Û als Rechenvorschrift des
Schätzwertes û für das arithmetische Mittel und die Stichprobenvarianz sind definiert als:









pXi ´ X̄q2 (2.15)
Von Schätzern wird angenommen, dass sie erwartungstreu, effizient und konsistent sind,
d. h. es gilt:
EpÛq “ u Das heißt, im Durchschnitt ist bei häufiger Wiederholung
der Stichprobe der Schätzwert gleich dem wahren Parame-
terwert. Im Durchschnitt ist die Schätzung also richtig.
VarpÛq ď VarpÛ˚q Das heißt, die angewandte Schätzfunktion hat die geringst-
mögliche Varianz. Je geringer VarpÛq desto geringer die
Wahrscheinlichkeit, dass der Schätzwert einer Stichprobe
vom wahren Parameter abweicht.
lim
nÑ8 P p|Û ´ u| ă εq “ 1 Das heißt, die Wahrscheinlichkeit der Abweichung des
Schätzwertes vom wahren Parameter um einen Wert kleiner
ε geht bei wachsendem Stichprobenumfang gegen 1 (siehe
hierzu auch Gesetz der großen Zahlen).
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Mit einer Bereichsschätzung wird dem Umstand Rechnung getragen, dass mit der aus einer
einzigen Stichprobe gewonnenen Punktschätzung keine Aussagen über deren Abweichung
vom wahren Parameter getroffen werden können. Mit einer Bereichsschätzung (auch
Intervallschätzung) wird angegeben, in welchem Ergebnisraum ein wahrer Parameter mit
einer gegebenen Wahrscheinlichkeit 1´α liegen wird. Das heißt es gilt P pÛ1 ď u ď Û2q “
1 ´ α. Das Intervall Û1 ď u ď Û2 wird als Konfidenz- oder auch Vertrauensintervall, der
Parameter α als Irrtumswahrscheinlichkeit bezeichnet.
Auf die genaue Herleitung oder die Definition des Konfidenzintervalls im allgemeinen
Fall wird verzichtet und auf die angegebene Literatur verwiesen. Von Relevanz für
die Arbeit sind die Konfidenzintervalle für den Mittelwert einer beliebig verteilten
Zufallsvariable mit unbekannter Varianz (vgl. Darstellung in 2.16). Der Parameter z
bildet die Quantilfunktion11 der Standardnormalverteilung ab.„
X̄ ´ z1´ α2
S?
n





Im engen Zusammenhang mit Verteilungsfunktionen und deren geschätzten Parametern
stehen empirische Verteilungsfunktionen (vgl. Law & Kelton 2000, S. 212, 318 ff). Sie
legen beobachtete Werte als Grundgesamtheit fest und leiten daraus deren Wahrschein-
lichkeitsfunktion ab. Äquivalent Formel 2.4 ist die empirische Verteilungsfunktion Fnpxq
für verschiedene Merkmalsausprägungen a und deren Häufigkeiten h determiniert durch:
Fnpxq “
$’’’’&’’’’%
0 x ă a1
iř
j“1
hj ai ď x ă ai`1, für i “ 1, . . . , k ´ 1
1 ak ď x
(2.17)
Die Überlegungen aus Formel 2.17 sind auch auf klassierte Realisierungen anzuwenden.
Die entsprechende Dichtefunktion fnpxq wird auch als Histogramm bezeichnet. Unter
Verwendung relativer Häufigkeiten sind die Eigenschaften und Erörterungen aus Formel 2.3
bzw. 2.5 auf fnpxq zu übertragen.
2.3.2 Zufallszahlengeneratoren
Wie einleitend zum Abschnitt 2.3 angedeutet, erfolgt die Beschreibung von Prozessen in
Materialflusssystemen in der Regel durch Zufallszahlen. Für deren Erzeugung kommen
Zufallszahlengeneratoren zum Einsatz. Eine umfangreiche Einleitung und Abhandlung
des Themas ist u. a. Law & Kelton (2000, S. 402 ff) und insbesondere den Veröffentli-
chungen L’Ecuyers (z. B. L’Ecuyer 1994) und Knuth (1981) zu entnehmen. Danach
11Ein Quantil beschreibt einen Schwellenwert einer Verteilungsfunktion. Dabei ist das p-Quantil nach
Banks et al. (1996, S. 438 f) definiert durch p “ P pX ď xpq. Übersetzt schließt also xp den p-ten Anteil
der Wahrscheinlichkeitsmasse von X ein, wobei X durch die Verteilungsfunktion FX beschrieben wird.
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ist grundsätzlich zwischen echten und algorithmusbasierten Zufallszahlengeneratoren zu
unterscheiden. Bei erstgenannten werden die Zufallszahlen aus physikalischen Vorgän-
gen wie bspw. radioaktiven Zerfallsprozessen oder Signalschwankungen in elektrischen
Schaltungen abgeleitet. Vor allem aufgrund der vergleichsweise schwierigen Handhabung
werden echte Zufallszahlen fast ausschließlich theoretisch diskutiert und spielen in der
praktischen und wissenschaftlichen Anwendung mit Ausnahme sicherheitsrelevanter Be-
reiche eine untergeordnete Rolle. Stattdessen kommen Bildungsvorschriften zum Einsatz,
die Pseudozufallszahlen generieren.
Nachfolgend ist mit einem Zufallszahlengenerator immer ein algorithmusbasierter Gene-
rator für Pseudozufallszahlen gemeint.
Eine umfangreiche Auflistung und die Diskussion verschiedener Zufallszahlengeneratoren
wird in Knuth (1981) gegeben. Diese sollen, auch auf Grund ihrer Schwächen, nicht alle
im Detail erörtert werden. Beispielhaft erwähnt seien die Middle-Square-Methode, das
Verfahren nach Lehmer, Kompositionsmethoden und der Ansatz nach Tausworthe (vgl.
Knuth 1981, S. 1 ff).
Auch wenn sie in statistischen Tests teils schlechter abschneiden (Gütekriterien von Zu-
fallszahlengeneratoren werden im anschließenden Absatz gegeben) als andere Algorithmen
wie z. B. gegenüber dem Mersenne Twister oder dem Xorshift-Generator (vgl. Marsaglia
2003; Matsumoto & Nishimura 1998), haben sich Kongruenzgeneratoren und Abwand-
lungen davon (bspw. multiplikative Kongruenzmethoden oder Kompositionsmethoden) als
Quasistandard zur Erzeugung von Zufallszahlen herausgestellt. Diese gehen auf Lehmer
(1951) zurück und basieren im Kern auf linear rekurrenten Bildungsvorschriften. Eine
Sequenz natürlicher Zufallszahlen Z1, Z2, . . . ist definiert als
Zi “ paZi´1 ` cqpmod mq, (2.18)
woraus sich ergibt, dass 0 ď Zi ď m gilt. Die in Formel 2.18 angegebenen Parameter a
(Multiplikator), Z0 (Startwert), c (Verschiebung) und m (Modul) sind „geschickt“ festzu-
legen und bestimmen die Güte der sich ergebenden Zufallszahlenfolge (vgl. Entacher
2000). Diese zeichnet sich nach L’Ecuyer (1994, S. 81 ff) durch eine maximale Dichte, ei-
ner langen Periode und stochastisch unabhängiger, identisch verteilter Folgeglieder (auch
i.i.d. oder IID – engl. für independent and identically distributed) aus. Der Algorithmus
soll außerdem einfach zu implementieren sein und die Zahlen effizient (schnell) sowie
reproduzierbar erzeugen.
Durch die Transformation Ui “ Zi{m können gleichverteilte Zufallszahlen Up0, 1q aus dem
Intervall r0, 1q generiert werden. Diese sind essentiell als Eingangsgröße für Algorithmen
zur Erzeugung beliebig verteilter Zufallszahlen (vgl. Law & Kelton 2000, S. 437 ff).
Grundsätzlich lassen sich Ansätze zur Transformation von Zufallszahlen in Methoden
basierend auf der direkten Transformation, Komposition, Überlagerung und Akzep-
tanz/Rückweisung einteilen. Ein oft angewandtes Transformationsverfahren beruht auf
der Inversion, der Umkehrung der Zielverteilung F pxq Ñ F ´1pxq, der sog. Quantilfunk-
tion. Bildlich werden Realisierung R aus Up0, 1q als Werte für F pxq herangezogen und
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zugehörige Quantilswerte als gewünschte Zufallszahlen interpretiert. Es wird also die
Gleichung R “ F pXq nach X “ F ´1pRq aufgelöst. Das Vorgehen bietet sich vor allem für
Verteilungsfunktionen an, deren Inverse sich durch eine geschlossene Formel ausdrücken
lässt. Dies sind u. a. die Exponential- oder Gleichverteilung sowie (ggf. interpolierte)
empirische Verteilungsfunktionen.
Im Fall exponentialverteilter Zufallszahlen X1, X2, . . . ergibt sich bspw. für R1, R2, . . .
(vgl. Banks et al. 1996, S. 322 ff; Law & Kelton 2000, S. 440 ff):
F pXiq “ Ri Ñ 1 ´ e´λXi “ Ri Ñ Xi “ ´1
λ
ln p1 ´ Riq (2.19)
Ein weiteres direktes Transformationsverfahren speziell für die Generierung standardnor-
malverteilter12 Zufallszahlen X wird in Box & Muller (1958) gegeben. Zwei unabhängig,
identisch Up0, 1q-verteilte Zufallszahlen U1 und U2 können demnach zu X1 und X2 trans-
formiert werden durch Anwendung nachfolgender Bildungsvorschriften:
X1 “
a´2 ln U1 cos p2πU2q X2 “ a´2 ln U1 sin p2πU2q (2.20)
Bei der Transformation von Zufallszahlen mittels Überlagerung bzw. im Fall stetiger
Verteilungen durch mathematische Faltung ergibt sich eine Zielverteilung für X durch
Summation von k unabhängig, identisch verteilten Zufallszahlen Y1, Y2, . . . , Yk, also
X “ Y1 ` Y2 ` . . . ` Yk. Als Standardbeispiel in der Literatur wird meist die Erzeugung
einer k-Erlang-Verteilung mit Mittelwert β aus der Summe k unabhängiger Exponential-
verteilungen mit Mittelwert β{k herangezogen (vgl u. a. Law & Kelton 2000, S. 452;
Banks et al. 1996, S. 343 f). Für k Ñ 8 konvergiert X gegen die Verteilungsfunktion Φ der
Standardnormalverteilung (vgl. zentraler Grenzwertsatz nach Pòlya 1920; Lindeberg
1922).
Die Akzeptanz-/Ablehnungsmethode (auch Rückweisungsverfahren) geht auf von Neu-
mann (1951) zurück. Sie findet vor allem Anwendung, wenn die gewünschte Zielfunktion
fpxq nicht oder nur mit erheblichen Aufwand invertierbar ist – bspw. bei Polynomen
höherer Ordnung. Das Grundprinzip besteht vereinfacht darin, fpxq durch eine Funktion
tpxq zu beschränken, bspw. durch eine Rechteckfunktion, tpxq-verteilte Zufallszahlen zu
erzeugen und zu prüfen, ob der Punkt auf der Fläche zwischen der Kurve von fpxq und der
Abszisse liegt. Falls ja, dann wird x als Zufallszahl akzeptiert, ansonsten abgelehnt. Das
Rückweisungsverfahren ist für die vorliegende Arbeit irrelevant, weshalb die theoretischen
Hintergründe mit Verweis auf die Literatur nicht weiter erläutert werden (neben bereits
aufgezählter, siehe bspw. auch Law & Kelton 2000, S. 452 ff).
Weiter eignet sich die Kompositionsmethode zur Transformation von Zufallszahlen.
Komplizierte Funktionen werden hier als Konvexkombination (Spezialfall der Linear-
kombination) anderer, einfacherer zu handhabender bzw. transformierbarer Funktionen
dargestellt (Law & Kelton 2000, S. 448 ff).
12Als Standardnormalverteilung N p0, 1q wird eine Normalverteilung mit den Parametern μ “ 0 und
σ “ 1 bezeichnet. Eine gängige Abkürzung für die Standardnormalverteilung ist Φ.
23
2 Grundlagen
2.3.3 Autokorrelation als Ähnlichkeits- bzw. Abhängigkeitsmaß
Nachfolgende Erörterungen sind als Ergänzung zu Abschnitt 2.3.1 einzuordnen. Darin
werden wesentliche Charakteristika von Verteilungsfunktionen – deren Momente – bereits
hergeleitet. Aufgrund des thematischen Schwerpunktes der Arbeit, soll nachfolgend das
Verbundmoment zweiter Ordnung, die Autokorrelation, gesondert behandelt werden.
Ein Ziel der Arbeit besteht darin, abhängige Ereignisse in logistischen Systemen zu
erkennen und aufgrund deren unerwünschter Eigenschaften (vgl. Abschnitt 3.3) die
Materialflusssteuerung entsprechend anzupassen. Zur Quantifizierung der Abhängigkeit
ist dazu eine Ähnlichkeitsanalyse durchzuführen. Die Literatur stellt hierfür verschiedene
Ähnlichkeits- und Distanzmaße bereit. Deren Anwendung hängt vom spezifischen Fall
ab, wobei Distanzmaße meist nur für metrisch skalierte Daten sinnvoll eingesetzt werden
können. Entsprechend geben Ähnlichkeitsmaße (bspw. die Kosinus-Ähnlichkeit) eine
lediglich relative Übereinstimmung von Merkmalen an, während Distanzmaße (bspw.
die Euklidische Distanz) die (Un)Ähnlichkeit konkret quantifizieren. Übersichten und
Abhandlungen verschiedener Maßzahlen werden in Schulze & Porath (2011, S. 220 ff)
und Schmitt (2006, S. 215 ff) gegeben.
Im vorliegenden Fall sollen Zeitreihen metrisch skalierter Daten analysiert werden. Zur
Beschreibung deren (Selbst)Ähnlichkeit bzw. Abhängigkeit eignet sich nach Schlitt-
gen & Streitberg (2001) und Box et al. (2008) der (Auto)Korrelationskoeffizient nach
Bravais-Pearson. Dieser beschreibt einen linearen, kausalunabhängigen Zusammenhang13
zwischen zwei Merkmalen X und Y . Somit wird klar, dass zwischen Abhängigkeit und
Korrelation unterschieden werden muss: Abhängige Merkmale bzw. Ereignisse sind durch
einen beliebigen (funktionalen) Zusammenhang geprägt. Dieser kann bspw. linear, loga-
rithmisch oder durch Polynome beliebiger Ordnung gekennzeichnet sein. Abbildung 2.6
veranschaulicht drei Beispiele in Form von Scatterplots.
Der bereits erwähnte Korrelationskoeffizient als Maß für die Korrelation quantifiziert
dagegen nur den linearen Zusammenhang. Es gilt also:
• wenn X und Y korreliert, dann X und Y abhängig
• wenn X und Y unabhängig, dann X und Y unkorreliert
Umgekehrt gilt im Allgemeinen nicht:
• wenn X und Y abhängig, dann X und Y korreliert
• wenn X und Y unkorreliert, dann X und Y unabhängig
Damit ist an dieser Stelle bereits weiterer Forschungsbedarf identifiziert, denn im Rahmen
vorliegender Arbeit sollen lediglich (auto)korrelierte Ereignisse betrachtet und entspre-
13Ein kausalunabhängiger Zusammenhang besagt, dass die Veränderung eines Merkmals nicht zwangsläufig
ursächlich für die Änderung des Vergleichsmerkmals sein muss. Es besteht lediglich ein statistischer
Zusammenhang aus dem ohne weitere Informationen nicht geschlussfolgert werden kann, ob die
gemessene Abhängigkeit zufällig ist, beide Merkmale durch ein drittes Merkmal beeinflusst werden














Abbildung 2.6: Abhängigkeiten verschiedenen Typs zweier Merkmale
chend in der Materialflusssteuerung beachtet werden. Andere funktionale Zusammenhänge
werden dagegen nicht vertieft.
Nachfolgende Absätze sind in Schlittgen & Streitberg (2001, S. 4 ff) detailliert
nachzuvollziehen. Danach ist der Korrelationskoeffizient nach Bravais-Pearson zunächst
die auf das Intervall r´1, `1s normierte Kovarianz. Hohe positive Ausprägungen der
Kovarianz bzw. des Korrelationskoeffizienten suggerieren, dass X und Y sich statistisch
ähnlich sind. Negative Koeffizienten drücken eine statistische Unähnlichkeit aus. Je
höher die Ähnlichkeit bzw. Unähnlichkeit, desto größer stellt sich die Abhängigkeit der
Merkmale dar. Koeffizienten um null drücken lineare Unabhängigkeit aus.
Die empirische Kovarianz c ist für eine Beobachtungslänge N der Merkmale oder Beob-
















Die Normierung der Kovarianz auf das bereits erwähnte Intervall erfolgt durch die
Standardabweichungen sx und sy der beiden Merkmale. Der Korrelationskoeffizient r













pyi ´ ȳq2 (2.22)
Während die Formeln 2.21 und 2.22 die lineare Abhängigkeit zweier verschiedener Varia-
blen X und Y (bzw. deren Ausprägungen) bewerten, quantifiziert die Autokovarianz die
Ähnlichkeit eines Merkmals X mit sich selbst. Es ergibt sich äquivalent für die Beobach-












τ “ 0, 1, 2, . . . , N ´ 1 (2.23)









Der Index t deutet, wie bereits in Abschnitt 2.3.1 beschrieben, auf das Vorliegen einer
Zeitreihe Xptq hin.
Wie aus den zuvor angegebenen Formeln ersichtlich, können theoretisch N ´ 1 Auto-
korrelationskoeffizienten rτ berechnet werden. Mit zunehmenden τ nimmt proportional
die Anzahl der vergleichbaren Beobachtungspaare und damit auch die Aussagekraft der
Ergebnisse für rτ ab. Entsprechend wird sich bei der Berechnung auf die ersten τmax
Koeffizienten beschränkt, wobei nach Dettling (2015, S. 50) bzw. Box et al. (2008,
S. 32) als Richtwert gilt
τmax « 10 log10 N oder τmax « N{4. (2.25)
Bei der Analyse mehrerer Autokorrelationskoeffizienten zu verschiedenen Lags werden
diese üblicherweise in sog. Autokorrelogrammen grafisch als Stabdiagramm aufbereitet.
Zur statistischen Beurteilung der einzelnen Ausprägungen werden Signifikanzlinien (vgl.
nachfolgende Absätze) zum Korrelogramm hinzugefügt. In Abbildung 2.7 werden bei-
spielhaft die Autokorrelogramme zweier Zeitreihen dargestellt. Zur besseren Übersicht
beschränkt sich das Darstellungsintervall auf r´0,2; 0,4s. Definitionsgemäß gilt r0 “ 1 (vgl.
Formel 2.24), denn eine Folge verglichen mit sich selbst ist natürlich mit sich identisch
und somit auch perfekt mit sich korreliert.
Zu erkennen ist, dass beide Zeitreihen signifikante Autokorrelationskoeffizienten auf-
weisen. Im linken Korrelogramm 2.7a stellen sich alle abgebildeten Koeffizienten als
positiv dar und deuten damit auf eine stark selbstähnliche Zeitreihe hin. Im rechten
Diagramm 2.7b alternieren die positiv ausgeprägten Koeffizienten im Rhythmus von vier.
Es kann gefolgert werden, dass jeder vierte Wert der Zeitreihe sich im Mittel ähnlich
ist, während dazwischenliegende Ausprägungen sich als statistisch unähnlich darstellen.
Zeitreihen mit überwiegend positiv ausgeprägten Autokorrelationskoeffizienten werden
in der Anwendung üblicherweise als positiv autokorreliert, mit negativen Koeffizienten
vor allem in niedrigen Lags als negativ autokorreliert bezeichnet. Dies soll auch für
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(a) Zeitreihe mit positiven
Autokorrelationskoeffizienten











(b) Zeitreihe mit positiven und negativen
Autokorrelationskoeffizienten
Abbildung 2.7: Autokorrelogramme zweier Zeitreihen mit waagerechten, gestrichelten Signifi-
kanzlinien
diese Arbeit gelten. Korrekterweise müsste eigentlich für jeden Koeffizienten der Lag mit
angegeben werden, also bspw. „negativ autokorreliert zum Lag 4“.
Die bereits erwähnten Signifikanzlinien in Abbildung 2.7 begrenzen ein Konfidenzin-
tervall für Autokorrelationskoeffizienten. Liegt ein Koeffizient außerhalb des Bandes,
wird angenommen, dass dieser unterschiedlich zu null ist und damit statistisch gesichert
Autokorrelation zum Lag τ besteht. Die genaue Herleitung und Definition des Konfidenz-
intervalls ist in Schlittgen & Streitberg (2001, S. 244 ff) nachzuvollziehen. Danach
kann zusammenfassend nachgewiesen werden, dass bei einer Beobachtungslänge N Ñ 8
im Fall einer unkorrelierten Zeitreihe die Autokorrelationskoeffizienten rτ approximativ
normalverteilt rτ „ Npμ, σ2q mit Mittelwert μ “ ´1{N und Varianz σ2 “ 1{N sind.
Damit ergibt sich in Abhängigkeit der Irrtumswahrscheinlichkeit α das Konfidenzintervall
zu
”














wobei z die Quantilfunktion der Standardnormalverteilung abbildet (vgl. auch Formel 2.16
und zugehörige Erläuterungen).
Bei der Analyse auf Signifikanz bestimmter Sachverhalte wird üblicherweise α “ 0,05
angenommen. Dies soll auch für vorliegende Arbeit gelten, woraus sich schließlich das


















Im direkten Zusammenhang mit Autokorrelationskoeffizienten stehen partielle Autokorre-
lationskoeffizienten ατ zum Lag τ . Sie finden insbesondere bei der Erzeugung autokorre-
lierter Zufallszahlen (vgl. Abschnitt 3.1) bzw. bei der Bestimmung des einer Zeitreihe
zugrundeliegenden Modells Anwendung und können aus den Autokorrelationskoeffizien-
ten rτ abgeleitet werden. Sie geben den Zusammenhang zwischen Beobachtungswerten
pxt, xt`τ q an, ohne die indirekten („vererbten“) Korrelationen von xu für t ă u ă t ` τ
auf xt zu berücksichtigen. Für deren Berechnung eignet sich bspw. ein sog. Yule-Walker-
Gleichungssystem (vgl. Schlittgen & Streitberg 2001, S. 126 ff, 194 f; Achilles
1987; Box et al. 2008, S. 58 ff). Die Darstellung partieller Autokorrelationskoeffizienten
zu verschiedenen Lags erfolgt wiederum in Autokorrelogrammen (vgl. Abbildung 2.7).
Eine weitere Möglichkeit zur Analyse bzw. Identifikation selbstähnlicher Zeitreihen
stellt deren Überführung vom Zeit- in den Frequenzbereich dar (vgl. Schlittgen &
Streitberg 2001, S. 50 ff). In diesem Fall werden die Beobachtungen nicht mehr als
Folge, sondern als Überlagerung harmonischer Schwingungen verschiedener (verborgener)
Frequenzen betrachtet. Der in Abbildung 2.7b signifikante Autokorrelationskoeffizient
zum Lag 4 ließe sich somit als Periode der Länge 4 bzw. als Frequenz mit 0,25 Zyklen
pro Zeiteinheit14 interpretieren. Entsprechend ist in Abbildung 2.8b ein Überschreiten
der Signifikanzlinien um die Frequenz 0,25 zu erkennen. Die Darstellung des kompletten
Frequenzbandes bis zur sog. Nyquist-Frequenz 0,5 (vgl. Schlittgen & Streitberg 2001,
S. 63 ff) erfolgt äquivalent zu Korrelogrammen in sog. Periodogrammen (vgl. Abbildung 2.8,
zugrunde liegen die identischen Beobachtungsreihen aus Abbildung 2.7).









(a) Periodogramm mit signifikanten
Frequenzen um 0,01










(b) Periodogramm mit signifikanten
Frequenzen um 0,25 und 0,5
Abbildung 2.8: Logarithmische Darstellung von Periodogrammen zweier Zeitreihen mit waage-
rechter, gestrichelter Signifikanzlinie
Das Periodogramm (auch Stichprobenspektrum) gibt die Intensität, mit der eine har-
monische Schwingung der Frequenz λ im zu untersuchenden Prozess auftritt an und
stellt diese als Spektrum mit der Funkion Ipλq über der Frequenz λ dar. Inhaltlich wird
mit einem Periodogramm die Zerlegung der Gesamtvarianz der Beobachtungsreihe in
14Die genaue Einheit hängt von der Granularität der Messwerte ab. Sie entspricht dem Reziprok der
Abtastrate. Nachfolgend seien die Frequenzen ohne Einheit angegeben.
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die jeweiligen Frequenzanteile angegeben. Dies wird auch als spektrale Varianzdichte
bezeichnet. Der Informationsgehalt der Autokovarianzfunktion cτ aus Formel 2.23 ist
demnach identisch mit dem des Periodogramms, denn das Periodogramm ist nichts
anderes als die Fourier-Transformierte der Autokovarianzfunktion und umgekehrt (vgl.
Schlittgen & Streitberg 2001, S. 75 ff; Box et al. 2008, S. 38 ff).
Auch wenn die Untersuchung von Zeitreihen im Frequenzbereich unter Umständen Vorzü-
ge gegenüber der Analyse im Zeitbereich aufweist, soll sich im Rahmen vorliegender Arbeit
primär auf die Betrachtung von Autokovarianzfunktionen bzw. -korrelationsfunktionen
beschränkt werden. Dies geschieht vor dem Hintergrund, die Erkenntnisse direkt dem
praktischen Einsatz zuzuführen. Ohne dem Praktiker an dieser Stelle Unwissenheit zu
unterstellen, ist der Zugang zur Analyse von Abhängigkeiten in Materialflüssen über eine
spektrale Analyse zunächst wenig intuitiv und wirkt ggf. abschreckend. Schlittgen &
Streitberg (2001, S. XII) sehen aus der Erfahrung in diesem Zusammenhang und in
der Anwendung von Fourier-Transformation ebenfalls „wesentliche Hemmschwelle[n]“ bei
Nicht-Naturwissenschaftlern (ähnlich auch in Law & Kelton 2000, S. 289 f). Entspre-
chend sei dann auch zur Vertiefung des Themas auf die zitierten Quellen verwiesen.
2.4 Simulation
Das Hauptwerkzeug zur Untersuchung von Materialflusssystemen im Rahmen dieser Ar-
beit ist die computergestützte Simulation (nachfolgend nur noch als Simulation bezeichnet).
Dies begründet sich aus den Ansprüchen und Umständen
• komplexe Systeme in ihrer Dynamik ereignisdiskret zu analysieren,
• dem vergleichsweise geringen Aufwand der Durchführung von Simulationsstudien
mit sich verändernden Randbedingungen15 (vgl. nachfolgende Absätze),
• dem Nichtvorhandensein einer physischen Testumgebung oder Anlage und
• der Ermangelung analytischer Analyseverfahren, die der Komplexität zu untersu-
chender Systeme und dem Auftreten abhängiger Prozesse gerecht werden (siehe
hierzu auch Abschnitt 3.2 und 4.1).
Auch vor dem Hintergrund der praxisseitigen, allgemeinen Anerkennung der Simulation
als Methode zur Planung, zur Realisierung und zum Betrieb intralogistischer Systeme
(vgl. VDI 3633 Okt. 2010, S. 4 f; Law & Kelton 2000, S. 91, 669 ff; Banks et al. 1996,
S. 6) soll diese Verwendung finden.
In Abhängigkeit des Fachgebiets ist der Simulationsbegriff unterschiedlich definiert. Gleich
ist zunächst der Anspruch, mit Hilfe eines Modells, Rückschlüsse auf das nachgebildete
System zu ziehen. Dies umfasst „das Vorbereiten, Durchführen und Auswerten gezielter
15Die Aussage ist nicht falsch zu verstehen, denn der Aufwand zur Modellierung und Simulation ist im
Allgemeinen durch nicht zu unterschätzende Aufwände bzgl. des Einsatzes von Expertenwissen und
Zeit geprägt (vgl. VDI 3633 Okt. 2010). Die Aussage erfährt ihren Sinn durch Heranziehen ihrer
Alternative, der Durchführung gleicher Experimente am Realobjekt.
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Experimente mit einem Simulationsmodell“ (VDI 3633 Okt. 2010, S. 3). Im Gegensatz
zur Simulation mit statischem Charakter, also bspw. eines Finite-Elemente-Modells
oder eines Arbeitsplatzmodells für Ergonomieuntersuchungen, ist das Verständnis einer
Materialflusssimulation16 durch den Einsatz von Modellen gekennzeichnet, welche Prozesse
über die Zeit dynamisch abbilden (vgl. Abschnitt 2.2). Ergänzend sei erwähnt, dass je
nach vertretenden Standpunkt die Simulation auch eng mit dem Erstellungsprozess des zu
simulierenden Modells verknüpft wird (vgl. u. a. VDI 3633 Okt. 2010, S. 3; IEEE 610.12
Sept. 1990, S. 66). Dies soll nicht weiter diskutiert werden.
Das Durchführen eines Experiments mit einer spezifischen Konfiguration parametrierba-
rer Modellcharakteristika (auch Parametersatz) über einen definierten Zeitraum (auch
Simulationszeit) bei gleichzeitiger Erfassung untersuchungsrelevanter Zustandsgrößen
wird im Rahmen der Arbeit als Simulationsexperiment oder -lauf bezeichnet. Ferner sei
das systematische, wiederholte Durchführen von Simulationsläufen mit ggf. verschiedenen
Parametersätzen als Simulationsstudie definiert (vgl. VDI 3633 Okt. 2010, S. 3 f)17.
Ein Simulator (auch Simulationssoftware) sei pragmatisch definiert als das eigentliche
Werkzeug zur Simulation, als Software, mit der ein Modell mit seinen Prozessen und seiner
Parametrierung ausführbar gemacht wird (vgl. VDI 3633 Okt. 2010, S. 4; IEEE 610.12
Sept. 1990, S. 66). Das heißt, ein Simulator übersetzt das Modell in eine maschinenlesbare
Sprache, realisiert dessen Prozesse und speichert untersuchungsrelevante Zustandsgrößen.
Ähnlich der Simulation an sich, kann auch der Begriff des Simulators weiter gefasst und
als Werkzeug zur Erstellung des Modells und zur Durchführung von Simulationsstudi-
en inklusive deren Auswertung verstanden werden (vgl. hierzu auch z. B. Pidd 1989;
Robinson 2014, S. 21 ff).
In Abschnitt 2.2 wird hergeleitet, dass der Untersuchungsgegenstand ereignisdiskrete
Simulationsmodelle sein werden. Entsprechend kommt ein passender Simulator zum Ein-
satz. Zum Einstieg bieten Law & Kelton (2000, S. 202 ff, 672 ff) oder Banks et al. (1996,
S. 166 ff) eine Übersicht und einen kurzen Einblick in am Markt verfügbare Simulatoren.
Übersichten neueren Datums unterscheiden sich nicht wesentlich (vgl. z. B. Byrne et al.
2010, S. 265; Swain 2015). Eine Einschätzung zur Popularität von Simulatoren und
weitere Verweise werden in Pereira et al. (2011) gegeben.
Im Rahmen dieser Arbeit wird als Simulationssoftware AutoMod™ (vgl. Banks 2000)
zum Einsatz kommen. AutoMod findet speziell auf dem Gebiet der Intralogistik breite
Verwendung (vgl. neben bereits genannten Quellen auch Semini et al. 2006) und zeichnet
sich speziell in der Simulation von Materialflüssen durch hohe Performanz im Sinne
der Laufzeit, d. h. zur Durchführung eines Simulationsexperimentes, aus.18 Dies wird
16Als Materialflusssimulation soll die Simulation eines Modells eines Materialflusssystems verstanden
werden.
17Die Verwendung der Begrifflichkeiten weicht leicht von denen in der angegebenen Quelle ab.
18In den angegebenen Quellen sind bzgl. der Performanz teils widersprüchliche Angaben zu finden. Die
Versuchsaufbauten können nicht immer im Detail nachvollzogen werden, weshalb die Diskrepanzen
auf unterschiedliche Randbedingungen wie bspw. einer aktiven Visualisierung zurückgeführt werden.
Die Einschätzung über Laufzeitvorteile AutoMods beruhen vor allem auch auf Erfahrungswerten des
Autors der vorliegenden Arbeit.
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durch Übersetzung des Modells in eine maschinennahe Sprache und des entsprechenden
Kompilats erreicht und bietet in Konsequenz den Vorteil, in vergleichsweise kurzer Zeit
umfangreiche Simulationsstudien durchzuführen, um somit zu statistisch gesicherten
Ergebnissen bzw. Aussagen zu gelangen.
Auf den im Zuge der Durchführung von Simulationsstudien notwendigerweise zu erstel-
lenden Versuchsplan (vgl. Law & Kelton 2000, S. 622 ff) wird an betreffender Stelle in
der Arbeit eingegangen.
Eingangs des Abschnitts wird vorausgreifend dargelegt, warum das Werkzeug der Simu-
lation im Rahmen dieser Arbeit Anwendung finden wird. Neben aufgeführten, ausschlag-
gebenden Argumenten, werden der Simulation und dem Modellansatz im Allgemeinen
weitere Vorteile zugesprochen. Diese bestehen z. B. in einem geringeren Zeitaufwand
zur Durchführung gegenüber Experimenten am Realobjekt, dem Erlangen stets objek-
tiver Ergebnisse oder der Möglichkeit des Testens einer großen Variantenvielfalt. Dem
gegenüber stehen eine Reihe von Nachteilen bzw. zu überwindender Hürden. In den
Standardwerken über die ereignisdiskrete Simulation ist dabei erstaunlicherweise die Liste
der Mankos meist länger bzw. gewichtiger als die der Vorteile (vgl. Law & Kelton 2000,
S. 91 ff; Banks et al. 1996, S. 4 ff; Bossel 2004, S. 50 ff). So wird vor allem deutlich,
dass große Gefahr besteht, Erkenntnisse aus der Simulation unreflektiert auf die Realität
zu übertragen. Dies ist nicht zulässig, weil Simulationsmodelle auf Annahmen, Schät-
zungen und stochastischem Input basieren und damit eine „echte“ Validierung nahezu
ausgeschlossen ist (vgl. Abschnitt 2.2). In diesem Zusammenhang verlangt die Simulation
ein hohes Maß an Expertise zur Erstellung eines Modells bzw. zur Festlegung seines
Abstraktionsgrades, zur Datenaufbereitung und -verarbeitung sowie der Analyse und
Interpretation der Ergebnisse. Insbesondere die Aktivitäten im Zusammenhang mit Daten
sind aufwendig. Deren Anteil an der Projektlaufzeit resp. am Gesamtaufwand beträgt in
Praxis regelmäßig 40% und mehr (vgl. Bracht & Schlange 2010, S. 90; Rank 2011,
S. 56; Baier et al. 2006, S. 72). Dies begründet sich auch aus der Herausforderung der
permanenten Prüfung der Daten auf Relevanz und Qualität19. Hintergrund hierbei ist
die direkte Abhängigkeit der Ergebnisqualität der Simulation von den Eingangsdaten.
Weiter geht mit dem System- und Modellbegriff (vgl. Abschnitt 2.2) einher, dass mit der
Simulation nur ein „begrenzter Verhaltensausschnitt des Originals wiedergegeben [werden
kann]“ (Bossel 2004, S. 51). Damit ist auch klar, dass Ergebnisse und Erkenntnisse
der Simulation bestenfalls für den gewählten Systemausschnitt Gültigkeit besitzen. Ein
Schließen auf das Verhalten des Gesamtsystems ist nicht möglich. Umgekehrt formuliert,
kann das Modell keine Fragen über sein Modellzweck hinausgehend beantworten. In
diesem Zusammenhang besteht immanent die Gefahr der Über- bzw. Falschinterpretation
von Ergebnisdaten.
Die Diskussion über den Einsatz der Simulation als Instrument der Systemanalyse wird
an entsprechender Stelle der Arbeit wieder aufgegriffen (vgl. Abschnitt 4.1 und 4.5).
19Datenqualität bemisst sich bspw. an deren Genauigkeit, Vollständigkeit oder Aktualität (vgl. Wang &
Strong 1996, S. 16).
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2.5 Warteschlangentheorie und -modelle
Den Ausführungen in Arnold & Furmans (2009, S. 111 ff) zufolge ist der Begriff
Materialfluss in den meisten Fällen irreführend: Einen erheblichen Zeitanteil, geplant
oder ungeplant, steht das Material, weil zum Beispiel prozessbedingt ein Puffer benötigt
wird oder Störungen vorliegen (siehe hierzu auch Martin 2014, S. 52). Hieraus leitet sich
vor dem Hintergrund der Minimierung von z. B. Wartezeiten oder Kapitalbindungskosten
– bzw. allgemein Optimierung20 – unmittelbar eine Fokussierung der Untersuchung auf
Warteschlangen bzw. -zeiten ab.
Neben der Simulation bietet die Warteschlangentheorie (auch sog. Bedientheorie) eine
weitere Möglichkeit, die Zusammenhänge bei der Entstehung und Auflösung von geplan-
ten oder ungeplanten Warteschlangen besser zu verstehen. Die Untersuchung mittels
Warteschlangentheorie erfolgt üblicherweise analytisch. Entsprechend ist der Abschnitt
als Vertiefung zu den Ausführungen in Abschnitt 2.2 zu verstehen.
Die Warteschlangentheorie vereinfacht (Teil)Systeme zu Modellen bestehend aus abzufer-
tigenden Entitäten, Engpassstellen (auch sog. Server oder Bedienstationen) und einem
vorgeschalteten Warteraum mit der Möglichkeit zur Ausbildung von Warteschlangen. In
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Legende:
Q . . . Quelle •Ñ . . . Zeitmaß Ñ . . . Längenmaß •—• . . . Prozess
S . . . Senke . . . Warteplatz . . . Entität, Fördereinheit
Abbildung 2.9: Einfaches Warteschlangensystem – Quelle: in Anlehnung an Arnold & Fur-
mans (2009, S. 113)
20Optimierung soll nicht im strengen mathematischen Sinne durch das Finden eines globalen Extremwertes
verstanden werden, sondern umgangssprachlich, als der Versuch, Lösungen zu finden, die besser sind
als eine bereits vorhandene (vgl. Hadeler & Winter 2013, S. 796). Die Optimierung entspricht also
einer Verbesserung ohne Ausschluss des Anspruchs das Optimum zu finden.
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2.5 Warteschlangentheorie und -modelle
Über die genannten zentralen Elemente hinaus, werden Warteschlangensysteme entspre-
chend Abbildung 2.9 durch eine Ankunfts- und Bedienrate sowie einer Bedienstrategie/-art
(Reihenfolgefestlegung der abzufertigenden Aufträge) charakterisiert. Wenn nicht als
deterministisch angenommen, werden Ankunfts- und Bedienprozesse typischerweise durch
Verteilungsfunktionen beschrieben (vgl. Banks et al. 1996, S. 185 ff; Arnold & Furmans
2009, S. 112 ff). In diesem Zusammenhang sind gängige Bedienstrategien Abschnitt 2.7.2
zu entnehmen. Komplexe Materialflusssysteme werden aus der Zusammenschaltung
mehrerer elementarer Warteschlangensysteme modelliert.
Auf die in Abbildung 2.9 angegebenen Parameter, deren Definition und Zusammenhänge
wird in Abschnitt 2.8 eingegangen. Dabei beschreibt s den Abstand zweier aufeinander
folgender Fördereinheiten, ta die Zwischenankunftszeit, tw die Wartezeit, td die Durch-
laufzeit, tb die Bedienzeit, Nw die Warteschlangenlänge, Ns die Anzahl aller im System
vorhandenen Aufträge, λ die Ankunftsrate, μ die Bedienrate, Aptq den Ankunftsprozess
und Bptq den Bedienprozess.
Um Warteschlangenmodelle zu klassifizieren, hat sich die Notation nach Kendall
(1953) etabliert. Ursprünglich wird dabei das Modell mit drei Parametern (A, B und
s) beschrieben. In aktueller Literatur wird weitestgehend einheitlich die Symbolik bei
Bedarf um weitere Parameter ergänzt (vgl. auch Arnold & Furmans 2009, S. 114).
Diese sind:
A|B|s|n|p|r (2.28)
mit: A : Ankunftsprozess Aptq mit ta als Parameter
B : Bedienprozess Bptq mit tb als Parameter
s : Anzahl parallel geschalteter Bedienstationen
n : Anzahl der Warteplätze
p : Population – maximale Anzahl von Fördereinheiten im Bediensystem
r : Strategie zur Priorisierung bzw. Abarbeitungsreihenfolge von Aufträgen
Um Verwirrung zu vermeiden, werden im Verlauf der Arbeit zur Beschreibung von
Warteschlangenmodellen nur die Parameter A, B und s der Kendall-Notation genutzt.
Zur Beschreibung von Ankunfts- und Bedienprozessen (A, B) finden nachfolgend aufge-
listete Notationen bzw. deren zugeordnete Verteilung häufig Anwendung:
M Verteilung mit Markov-Eigenschaft (vgl. nachfolgende Absätze): Exponential-
verteilung
GI General Independent, allgemeine Verteilung: Der Erwartungswert Eptq und die
Varianz Varptq der Verteilung sind bekannt, ihre mathematische Form aber
nicht. Die beobachteten Werte sind unabhängig voneinander.




Ein häufiges Untersuchungsobjekt im Rahmen der Warteschlangentheorie ist das M|M|1-
Modell. Hierbei genügen der Ankunfts- sowie Bedienprozess der Markov-Eigenschaft.
Diese besagt, dass ein zukünftiger Prozesszustand allein vom gegenwärtigem Zustand
und nicht von der Vergangenheit abhängt. Die Prozesse sind gedächtnislos. Nachfolgende
Formel 2.29 drückt die Markov-Eigenschaft mittels bedingter Wahrscheinlichkeit für
einen stochastischen Prozess tXtu mit diskretem Zustandsraum x0, x1, . . . , xt`1 P Ω und
diskretem Parameterraum t P N aus.
P pXt`1 “ xt`1|Xt “ xt, Xt´1 “ xt´1, . . . , X0 “ x0q “ P pXt`1 “ xt`1|Xt “ xtq (2.29)
Offensichtlich ist in P pXt “ xtq die gesamte „Vorgeschichte“ des Prozesses bis zum
Zeitpunkt t enthalten.
Die einzige Verteilung, die der Eigenschaft der Gedächtnislosigkeit genügt, ist für den
kontinuierlichen Fall die Exponentialverteilung und im diskreten Fall die geometrische
Verteilung21 (vgl. Law & Kelton 2000, S. 301).
Ein Markov-Prozess22 mit seinen exponentialverteilten Zwischenankunfts- bzw. Bedi-
enzeiten impliziert, dass sich die Randverteilung über die Anzahl der Ankünfte bzw.
Bedienungen in einem festen Zeitintervall als Poisson-verteilt darstellt (vgl. z. B. Banks
et al. 1996, S. 257 ff; Arnold & Furmans 2009, S. 112 ff). Dabei gibt




an, wie groß die Wahrscheinlichkeit P pkq für das Eintreten von k Ereignissen in einem de-
finierten Zeitintervall t ist, wobei λt die mittlere Anzahl von Ereignissen des Zeitintervalls
darstellt. Die Markov-Eigenschaft bedingt hierbei unabhängige Ankünfte bzw. Bedienun-
gen (vgl. Law & Kelton 2000, S. 326; Arnold & Furmans 2009, S. 118; Runnenburg
1962, S. 337). Dies wird definitionsgemäß durch die Poisson-Verteilung sichergestellt. Wie
im Abschnitt 3.2 gezeigt wird, ist diese Annahme für automatisierte Materialflusssyste-
me nicht tragbar. Ereignisse und die resultierenden Zwischenankunftszeiten stellen sich
regelmäßig als abhängig dar.
Um weiter mit der Kendall-Notation konform zu gehen und Missverständnisse zu vermei-
den, seien Verteilungsfunktionen abhängiger Prozesse fortan mit G bezeichnet, also bspw.
G|D|1, auch wenn diese einer Exponentialverteilung genügen.
Eine Formelsammlung aller denkbaren Bedienmodelle zur Berechnung von Kennzahlen
bzgl. derer Warteschlangen oder -zeiten bzw. Zustandswahrscheinlichkeiten soll nicht
21Die geometrische Verteilung ist das diskrete Analogon zur Exponentialverteilung. Mit steigender
Klassenzahl konvergiert eine Folge geometrisch verteilter Zufallsvariablen gegen eine Zufallsvariable
mit exponentialer Randverteilung.
22Ein Markov-Prozess sei als Prozess mit Markov-Eigenschaft definiert. Streng definitorisch muss zwischen




gegeben werden. Stattdessen wird an entsprechender Stelle punktuell auf Berechnungs-
vorschriften zurückgegriffen, um Ergebnisse – bspw. aus der Simulation – zu validieren
bzw. zu diskutieren. Der Abschnitt 2.8 gibt einen allgemeinen Überblick zu Kennzahlen
in Materialflusssystemen.
2.6 Materialflusssystem
Eine allgemeine Definition des Systembegriffs wird in Abschnitt 2.2 gegeben. Für die
Herleitung des Begriffsverständnisses eines Materialflusssystems soll zunächst auf die
Norm DIN 30 781 (Mai 1989, S. 2) Bezug genommen werden. Danach definiert sich ein
Materialfluss durch „die Verkettung aller Vorgänge beim Gewinnen, Be- und Verarbeiten
sowie bei der Verteilung von Gütern innerhalb festgelegter Bereiche“. Im weiteren Sinne
beschreibt die zitierte Norm einen Materialflussprozess, wobei ein Prozess durch „eine
Gesamtheit von aufeinander einwirkenden Vorgängen in einem System“ (VDI 3633 Okt.
2010, S. 3) gekennzeichnet ist.
Jünemann & Schmidt (2000, S. 4) fassen die beiden Aussagen zusammen und beschrei-
ben einen Materialflussprozess pragmatisch als einen Transformationsprozess, der „eine
Veränderung des Systemzustandes von Gütern hinsichtlich Zeit, Ort, Menge, Zusam-
mensetzung und Qualität bewirkt“. Damit nehmen die Autoren direkten Bezug auf die
Kernaufgaben der Logistik. Diese fordert nicht nur die Veränderung des Systemzustandes
bzgl. zuvor genannter Kriterien (umgangssprachlich auch die „6 R der Logistik“), son-
dern auch deren Korrektheit (siehe z. B. Jünemann & Schmidt 2000, S. 2 f). Implizit
ist damit auch der Zweck eines Materialflusses festgelegt, woraus sich der Begriff des
Materialflusssystems ableitet. Schmidt & Taylor (1970, S. 4) definieren:
„A system is defined to be a collection of entities, e. g. people or machines, that act
and interact towards the accomplishment of some logical end.“
Eine Übersicht zu den verschiedenen Entitäten eines Materialflusssystems – bspw. Güter,
Personen, Informationen, Energie, Materialflussmittel, Produktionsmittel, Informations-
mittel oder Infrastruktur – und deren Funktion wird u. a. in Jünemann & Schmidt
(2000) gegeben. Subsysteme können ebenfalls als Entität aufgefasst werden (siehe hierzu
auch Law & Kelton 2000, S. 3).
Für die Festlegung des Untersuchungsrahmens dieser Arbeit ist es wichtig zu verstehen,
dass ein System inhärent durch Grenzen gekennzeichnet ist. Hierdurch erhält es seine
Integrität23 und Identität24. An der Systemgrenze bestehen (Rück)Kopplungen und
Wechselwirkungen mit der Umwelt (vgl. Schmidt & Taylor 1970, S. 4 ff; Martin 2014,
S. 1; Law & Kelton 2000, S. 4 ff).
23Integrität beschreibt den Zustand eines Systems, in dem es seinen bestimmungsgemäßen Zweck erfüllt,
ohne, dass es durch Änderung seiner inneren oder äußeren Umgebung zerstört wird (vgl. Bossel 2004,
S. 35).
24Ein System hat eine Identität, solange es seinem Systemzweck entsprechend funktioniert (vgl. Bossel
2004, S. 35, 239 ff).
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In der Literatur wird die Grenze von Materialflusssystemen zumeist mit der Grenze
der betrieblichen Reichweite bzw. des Betriebsgeländes gesetzt (vgl. u. a. Arnold &
Furmans 2009, S. 4 ff; Jünemann & Schmidt 2000, S. 2 ff). Theoretisch wäre damit
eine Unterscheidung in innerbetriebliche und außerbetriebliche Materialflusssysteme
möglich. Auf dem betreffenden Forschungsgebiet werden dagegen Materialflusssysteme
fast ausschließlich mit innerbetrieblichen Systemen assoziiert. Für das außerbetriebliche
Pendant hat sich die Begrifflichkeit des Verkehrssystems etabliert (vgl. u. a. Martin 2014,
S. 22 ff; Jünemann & Schmidt 2000, S. 311 ff), also ein System zur Realisierung von
Ortsveränderungen von Fußgängern, Reisen und Fahrten von Personen, des Versandes
von Gütern und der damit zusammenhängenden Ortsveränderung von Fahrzeugen25(vgl.
DIN 30 781 Mai 1989, S. 3; Jünemann & Schmidt 2000, S. 311 ff).
Für nachfolgende Ausarbeitungen sollen primär innerbetriebliche Materialflusssysteme
von Relevanz sein. Deren spezifische Funktion liegt nach Martin (2014, S. 24) in der
„Ver- und Entsorgung der Produktion durch Erfüllung der Funktionen Transportieren,
Umschlagen, Lagern und Kommissionieren, und zwar für [. . .] Werkstücke, Montage-
teile, Fertigwaren, [. . .] Werkzeuge, Vorrichtungen, Prüfmittel, [. . .] Hilfsstoffe, Späne
[und] Abfälle.“
Mit Bezug auf die Aufgabe des Transportierens liegt der Schwerpunkt nachfolgender
Ausführungen vor allem auf der Betrachtung von Stetigförderern. Diese lassen sich
insbesondere bei großen zu befördernden Mengen „mit relativ geringem Aufwand automa-
tisier[en]“ (Jünemann & Schmidt 2000, S. 95) und werden damit der in Abschnitt 2.1
formulierten Herausforderung eines höheren Bedarfs an Automatisierung gerecht.
Erweitert wird das Verständnis um Materialflusssysteme durch den Begriff der Intralo-
gistik. Dieser betont die Unabdingbarkeit eines dem Materialflusssystem zugehörigem
Informationssystems26 und Schnittstellen zu Industrie, Handel und öffentlichen Einrich-
tungen. Das Aufgabenspektrum der Intralogistik umfasst die Organisation, Steuerung,
25Der Wortlaut in der Norm DIN 30 781 (Mai 1989) ist „Fahrzeuge“. In Anbetracht vielfältiger Mög-
lichkeiten eine Ortsveränderung zu vollziehen, wäre an dieser Stelle die allgemeinere Formulierung
„Transportmittel“ angebracht.
26Trotz der Bedeutsamkeit eines funktionierenden Informationssystems zur Realisierung von Material-
flüssen bzw. der erfolgreichen Führung eines Unternehmens (vgl. z. B. Jünemann & Beyer 1998,
S. 5 f), soll auf eine breite Diskussion des Themas verzichtet werden. Im Rahmen dieser Arbeit ist
lediglich wichtig zu wissen, dass ein Informationssystem die Summe aller geregelten betriebsinternen
und -externen Informationsverbindungen sowie deren technische und organisatorische Einrichtung
(Hardware und Software) zur Informationsgewinnung und -verarbeitung ist (vgl. Hadeler & Winter
2013, S. 1527; Martin 2014, S. 504). Die Information soll hierbei pragmatisch definiert sein als
„zweckbezogenes Wissen über Zustände und Ereignisse, das im Informationssystem [. . .] eines Unter-
nehmens übermittelt, gespeichert und verarbeitet wird“ (Jünemann & Beyer 1998, S. 11 – zitiert
nach Gabler 1993). Zur Vereinfachung und mit Blick auf folgende Abschnitte soll gelten, dass mit der
Steuerung des Materialflusssystems auch immer die Steuerung des zugehörigen Informationssystems
gemeint ist.
In der Informationstheorie wird der Informationsbegriff etwas differenzierter bzw. diffiziler diskutiert
und dabei vor allem auch die Zusammenhänge zwischen Zeichen, Daten, Informationen und Wissen
dargelegt (siehe z. B. Reza 1961; Schönfeld et al. 2012; Arduin et al. 2015).
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Durchführung und Optimierung zuvor genannter Aspekte (vgl. Arnold 2006, S. 1; Mar-
tin 2014, S. 4). Bereits einige Jahre vor dieser Explikation werden ähnliche Gedanken
von Jünemann & Beyer (1998, S. 5 f) formuliert.
2.7 Materialflusssteuerung
Auf den allgemeinen Begriff des Steuerns wird in Abschnitt 2.1 eingegangen, die Eigen-
schaften von Materialflusssystemen werden in Abschnitt 2.6 dargelegt. Der nachfolgende
Abschnitt führt die beiden Termini zusammen.
Der große Stellenwert der Materialflusssteuerung leitet sich aus der hohen und weiterhin
zunehmenden Automatisierung (vgl. Abschnitt 2.1 und bspw. Jünemann & Beyer 1998,
S. 1, 2 ff) innerbetrieblicher Materialflusssysteme ab. In Lorentz (2003) wird zudem
dargelegt, dass eine durchdachte Materialflusssteuerung wesentlichen Einfluss auf die
Anpassungsfähigkeit und damit auf die Wettbewerbsfähigkeit des Unternehmens hat.
Mit der Materialflusssteuerung und den festgelegten Strategien soll nach dem Gebot der
Effizienz und unter Beachtung stochastischer Einflüsse der technisch maximale Durchsatz
realisiert werden (vgl. Arnold & Furmans 2009, S. 2 f). Overmeyer (2014, S. 105)
formuliert den Zweck der Materialflusssteuerung pragmatisch:
„In der automatisierten Materialflusstechnik übernehmen Steuerungen die Aufgabe,
Bewegungen von Gütern in Anlagen zeitlich und räumlich zu koordinieren.“
Nachfolgende Abschnitte ordnen die Materialflusssteuerung in eine übergeordnete Sys-
tematik ein. Weiter wird eine Taxonomie gegeben, die verschiedene Aufgaben und ent-
sprechende Ansätze zur Zielerfüllung, der Steuerung von Materialflüssen, beinhaltet. Die
Ausführungen helfen, den Inhalt vorliegender Arbeit abzugrenzen und einzuordnen sowie
Anforderungen und Aufgaben abzuleiten.
2.7.1 Steuerungssysteme
Wie bereits in Abschnitt 2.1 angedeutet, prägen Jünemann & Beyer (1998, u. a. S. 103 ff)
den Begriff Steuerungssystem und erweitern damit das rein funktionale bzw. logische
Verständnis vom Steuern um eine technische Ebene. Ein Steuerungssystem interpretiert
über Sensoren erfasste Zustände (Eingangsgrößen) und bestimmt entsprechend vorgege-
bener Regeln Ausgangsgrößen, welche über Aktoren auf den Materialflussprozess wirken.
Es ist also eine Instanz zur Durchführung der operativen Steuerung.
Damit sind die Voraussetzungen zur Realisierung der Materialflusssteuerung klar. Zum
einen muss ein physisches Materialflusssystem, also dessen Aktoren wie z. B. Förderer,
Heber oder Greifer vorhanden sein. Weiter ist ein Informationssystem zur Lokalisierung,
Identifikation sowie zum Vorhalten von Zielinformationen von im Materialflusssystem
vorhandenen Entitäten von Nöten.
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Nachfolgend sind Konzepte zum Aufbau von Steuerungssystemen erörtert. Zur Einord-
nung in den Gesamtkontext sei zunächst die in Abbildung 2.1027 skizzierte Übersicht































Abbildung 2.10: Einfluss Hierarchieebenen auf Materialfluss – Quelle: in Anlehnung an Jüne-
mann & Beyer (1998, S. 28)
Es wird deutlich, dass auf Unternehmens- und Logistikebene eher strategische bzw. dis-
positive und administrative Steuerungsaufgaben zu erfüllen sind. Dies betrifft z. B. die
Planung, Entwicklung, Durchsetzung und Kontrolle mit Plan-, Budget-, Prognose- und
Istzahlen oder der Lagerverwaltung28, Batchbildung29, Beschaffung und Distribution.
Daten aus dem Informationssystem haben hier vermehrt informationellen Charakter und
bilden die Grundlage für längerfristige Entscheidungen. Im Gegensatz dazu haben Daten
auf den Ebenen der Materialflussleit-, Materialflusssteuerungs- und der Materialflussebe-
ne einen höheren Detaillierungsgrad und dienen der Durchführung von Anweisungen –
also der operativen Steuerung. Es können die Aufgaben der bspw. Transportauftragsver-
waltung, der Materialflussverfolgung, der Wegfindung oder die Zustandserfassung von
Sensoren bzw. die Prozessbeeinflussung von Aktoren realisiert werden (vgl. Jünemann &
Beyer 1998, S. 29, Bild 2.4-3).
27Die zitierte Quelle Jünemann & Beyer (1998, S. 28) für Abbildung 2.10 ist Sekundärliteratur. Die
Primärquelle ist mit den Angaben der Sekundärquelle nicht eindeutig recherchierbar, weil ein Eintrag
im Literaturverzeichnis fehlt. Die vermutete Primärquelle ist Polke (1994).
28Die Lagerverwaltung bzw. das Lagerverwaltungssystem erfüllen vorrangig die Aufgaben der Waren-
eingangsverwaltung, Zuweisung von Lagerplätzen, Materialdisposition (Ein-/Auslagerungen) und
Steuerung der Kommissionierbereiche (vgl. Jünemann & Beyer 1998, S. 54 ff oder im Detail Jüne-
mann & Schmidt 2000, S. 69 ff).
29Die Batchbildung (auch Stapelbildung) fasst Aufträge zusammen, die dann gemeinsam bzw. als Ganzes,
ohne Möglichkeit der Änderung (bspw. der Reihenfolge) durch den Bearbeiter und/oder der Maschine,
abgearbeitet werden (vgl. Hadeler & Winter 2013, S. 2885).
38
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Die Forschungsschwerpunkte dieser Arbeit sind vor allem der Materialflussleit- und Ma-
terialflusssteuerungsebene zuzuordnen. In diesem Zusammenhang sei das Prinzip einer
intelligenten Materialflusssteuerung nach Kremp et al. (2003, S. 56) zitiert. Dies ist in
Abbildung 2.11 dargestellt und unterscheidet sich nicht wesentlich vom zuvor disku-
tierten Ebenenmodell nach Jünemann & Beyer (1998, S. 28). Unterschiede bestehen
dagegen in der stärkeren Konzentration von Führungsaufgaben auf höchster Ebene und
der damit einhergehenden Abgrenzung zum steuernden System. Konkret werden auf
höchster Ebene Sollwerte, also Fertigungsaufgaben und logistische Zielgrößen wie bspw.
Fertigungstermine festgelegt. Entsprechend dieser globalen, strategischen Vorgaben wird
mittels Stellgrößen (bspw. Auftragsreihenfolgen) im untergeordneten dispositiven und
operativen Steuerungssystem über Rückkopplungen die eigentliche Steuerung umgesetzt.
Fertigungsaufgabe & logistische Zielgröße










Abbildung 2.11: Prinzip einer Materialflusssteuerung – Quelle: in Anlehnung an Kremp et al.
(2003, S. 56)
Etwas überspitzt formuliert, findet also die Steuerung – im Sinne des Führens – des Ma-
terialflusses auf der in Abbildung 2.11 dargestellten obersten Ebene statt. Die gestrichelte
Markierung repräsentiert die Materialflusssteuerung und beinhaltet die Steuerungsstrate-
gien (vgl. Abschnitt 2.7.2). Die unterste Ebene beinhaltet Funktionen und Objekte zur
technischen Realisierung. Damit lässt sich der Rahmen dieser Arbeit klar abgrenzen: Ge-
genstand ist die Materialflusssteuerung im zuvor genannten Kontext. Diese soll um einen
neuartigen Ansatz erweitert werden. Dazu wird Autokorrelation (vgl. Abschnitt 2.3.3) als
Eingangsgröße, also zur Strategieentwicklung, einbezogen. Dies soll vor allem auf operati-
ver Ebene (Regelung der Vorfahrt) erfolgen. Andere Aspekte eines Steuerungssystems
für Materialflüsse wie Steuerungshardware und -software sowie Sensoren und Aktoren
werden nicht im Detail betrachtet.
Bei der Struktur von Steuerungssystemen wird originär zwischen zentralen und dezentralen
unterschieden (vgl. Große & Schorn 2010, S. 45 ff; Jünemann & Beyer 1998, S. 142 f).
Die zwei Ansätze unterscheiden sich in der Hierarchie ihrer Entscheidungsfindung, resp.






















Abbildung 2.12: Strukturen von Steuerungssystemen – Quelle: in Anlehnung an Jünemann &
Beyer (1998, S. 142)
In zentralen Steuerungssystemen sind alle notwendigen Funktionen in einer zentralen
Steuereinheit konzentriert. Vom Zentralrechner geht die Steuerung aller Arbeitsmittel
aus. Diese Konzentration der Informationen bietet potentiell die Möglichkeit, Anlagen
in ihrer Gesamtheit optimal zu betreiben. Zwecks Ausfallsicherheit sind zentrale Ein-
heiten aber redundant auszulegen. Dezentrale Steuerungssysteme finden etwa seit der
Einführung dezentraler Peripherie in den 80er Jahren (vgl. Elger & Haußner 2010,
S. 23 f) Anwendung und zeichnen sich durch die Aufteilung von Steuerungsfunktionen
auf mehrere, sich im System befindliche Steuereinheiten aus. Die Einheiten befinden sich
auf der gleichen Hierarchieebene und sind mittels Kommunikationssystem miteinander
verbunden. Jünemann & Beyer (1998, S. 142 f) merken hierzu an, dass in der Praxis fast
ausnahmslos Mischformen, sog. verteilte Steuerungssysteme mit verschiedenen Graden
der (De)Zentralisierung zum Einsatz kommen. Wie in Abbildung 2.12c ersichtlich, werden
dabei die einzelnen Steuerungskomponenten von einer übergeordneten Steuerung zentral
koordiniert. In diesem Zusammenhang sei noch auf Haaß (1997, S. 278 ff) verwiesen.
Darin wird das Konzept hierarchisch verteilter Steuerungssysteme behandelt.
In den zuvor genannten Kontext sind auch nachfolgende Ausführungen einzuordnen. Die
Entwicklung der autokorrelationsbasierten Steuerungsstrategien erfolgt nicht explizit für
Materialflusssysteme mit zentralen oder dezentralen Steuerungssystemen. Der Schwer-
punkt der Untersuchungen wird dennoch auf zentral gesteuerten Systemen liegen, da hier,
wie ausgeführt, Informationen aggregiert sowie, als Voraussetzung für die Messung von
Autokorrelation, potentiell als Zeitreihe vorliegen und somit der Gedanke der Optimalität
verfolgt werden kann. Die Erkenntnisse sind aber auf dezentrale Systeme zu übertragen.
2.7.2 Steuerungsstrategien
Allgemein beschreibt eine Strategie ein systematisches Vorgehen zur Erreichung eines
Ziels. Ziele dienen zur Selektion von Alternativen. In Abschnitt 2.7.1 wird hierfür auch
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synonym der Begriff des Führens verwendet. Übertragen auf den Inhalt dieser Arbeit sind
also die Ziele der Logistik (siehe „die 6 R der Logistik“, Abschnitt 2.6, S. 35) bzw. daraus
abgeleitet die Ziele aus dem Betrieb eines Materialflusssystems („Ver- und Entsorgung
der Produktion . . .“, Abschnitt 2.6, S. 36) zu erfüllen. Damit ist klar, dass Strategien
und Ziele immanent miteinander verbunden sind: Ziele beschreiben das Was, Strategien
das Wie, oder anders formuliert, das Ziel definiert den Zweck, Strategien die Mittel zum
Zweck (vgl. Martin 2014, S. 11; Gudehus 2012a, S. 107 f).
Die Bandbreite an Materialflusssteuerungsstrategien stellt sich als sehr ausgedehnt dar.
Dies ist hauptsächlich mit der Heterogenität von Materialflusssystemen und den darin
zum Einsatz kommenden anwendungsspezifischen Lösungen zu begründen. Nachfolgende
Taxonomie und Ausarbeitungen stellen verschiedene, relevante Steuerungsstrategien für
den dispositiven und operativen Betrieb von Materialflusssystemen zunächst vorwiegend
wertungsneutral dar. Die Übersicht dient der Auswahl potentieller Alternativ- bzw.
Referenzstrategien und zur Einordnung der Neuentwicklungen dieser Arbeit. Als Literatur
für nachfolgende Absätze werden primär Gudehus (2012a, S. 107 ff), Jodin & ten
Hompel (2012, S. 203 ff) und Arnold & Furmans (2009) herangezogen. Alternative,
aber ähnliche Taxonomien zu der nachfolgend vorgestellten können auch in Gupta et al.
(1989) oder Gu et al. (2007) nachvollzogen werden.
Zunächst lassen sich nach Gudehus (2012a, S. 112) alle Strategien auf die Grundstrategi-
en Bündeln, Ordnen und Sichern und deren gegenteiliges Pendant zurückführen. Bündeln
ist dabei das nach zielabhängigen Kriterien organisatorische, räumliche oder zeitliche Zu-
sammenfassen von bspw. Aufträgen, Sendungen oder Bestellungen. Beim Ordnen werden
Aufträge, Sendungen, Ladungsträger etc. nach bestimmten Regeln Ressourcen30 zuge-
ordnet oder in eine räumliche bzw. zeitliche Reihenfolge resp. Prioritätenfolge gebracht.
Im weiteren Sinne beschreiben das Bündeln und Ordnen also Aspekte der Batchbildung
(vgl. auch Hadeler & Winter 2013, S. 2885). Das Sichern erfüllt die Aufgabe, dass bei
Ausfall, Fehlern oder außerplanmäßigen Anforderungsänderungen Prozesse und Syste-
me weiter funktionieren bzw. ihre Leistung erfüllen. Dies kann bspw. die Vermeidung
potentieller Deadlocks31 durch redundante Auslegung sein.
Die drei erläuterten Grundstrategien werden, wie bereits auch im Absatz zuvor er-
wähnten Beispiel der Batchbildung, aufgrund der Mehrdimensionalität definierter Ziele
zu Kombinationsstrategien zusammengefasst bzw. miteinander kombiniert. Die für die
Materialflussplanung relevanten Strategien sind in Abbildung 2.13 dargestellt.
Gudehus (2012a) erkennt verschiedene Abfertigungsstrategien (auch Scheduling). Diese
determinieren die Reihenfolge der Einlastung von Aufträgen in ein Materialflusssys-
30Eine Ressource soll als Element in einem Materialflusssystem zur Verrichtung von Arbeit verstanden
werden. Intrinsisch ist eine Ressource durch seine Kapazität begrenzt. Verwendete Synonyme in
der Arbeit sind bspw. Bedienelement/-station, Arbeiter, Server oder Maschine (siehe dazu auch
„Arbeitsmittel“ in Hadeler & Winter 2013, S. 189).
31Ein Deadlock beschreibt die Situation, in der sich zwei ablaufende Prozesse gegenseitig blockieren (vgl.
Hadeler & Winter 2013, S. 684). Ein Deadlock ist bspw. gegeben, wenn eine bearbeitende Station


















Abbildung 2.13: Kombinationsstrategien in der Materialflusssteuerung – Quelle: in Anlehnung
an Gudehus (2012a)
tem und damit grundlegend deren Leistung (vgl. Hartmann & Nyhuis 2009). Neben
der starren Regel First In First Out (kurz: FIFO32 – Abfertigung entsprechend des
Entstehungszeitpunktes) bestehen verschiedene prioritätsbasierte Regeln, welche bspw.
die Rüstzeit oder -kosten33 von Bedienstationen minimieren oder durch Priorisierung
bestimmter Auftragsmengen/-größen eine (temporär) maximale Auslastung zum Ziel
haben (vgl. Abbildung 2.14). Erfolgt die Abfertigung nach der Dringlichkeit, dann wer-
den wichtige bzw. eilige Aufträge bevorzugt. Im engen Zusammenhang steht hier die
Sortierung nach Auftragswert, bei der höherwertige Jobs vor dem Hintergrund potentiell

















Abbildung 2.14: Abfertigungsstrategien in der Materialflusssteuerung – Quelle: in Anlehnung
an Gudehus (2012a)
Wird durch die Anwendung von Abfertigungsstrategien eine Reihenfolge der Auftragsein-
lastung in das Gesamtsystem bestimmt, wird im Rahmen von Zuordnungsstrategien die
Ankunftsreihenfolge der einzelnen Aufträge vor den vorhandenen Ressourcen determi-
32Gudehus (2012a, S. 293) differenziert weiter zwischen FIFO und FIGO (kurz für First Come First
Go). Bei der Unterscheidung wird der Fokus auf unterschiedliche Fertigstellungszeitpunkte bei nicht
identischen Auftragslängen und paralleler Bearbeitung gelegt. Soweit nicht anders darauf hingewiesen,
soll dieser Aspekt für die vorliegende Arbeit keine Rolle spielen.
33Die Rüstzeit ist die Summe aller notwendigen Zeiten zur Vorbereitung eines Arbeitssystems in einen
Zustand, der die Durchführung eines Auftrages erlaubt. Die Rüstkosten sind die dabei entstehenden
Kosten, die sich bspw. aus Personal, rüstungsbedingten Teileverschleiß oder der Reinigung ergeben
(vgl. Gabler 1993, S. 372, 2675).
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niert (auch Dispatching). Hier ist zunächst zu beachten, dass der Entscheidungsraum
wesentlich durch Auftrags- bzw. Prozesscharakteristika festgelegt ist, d. h. Ressourcen sich
als nicht redundant oder alternativ darstellen. Dies kann bspw. der Fall sein, wenn ein
Auftrag die Bearbeitung an einer bestimmten Anlage zwingend erfordert. Die wichtigsten

















Abbildung 2.15: Zuordnungsstrategien in der Materialflusssteuerung – Quelle: in Anlehnung
an Gudehus (2012a)
Die Strategie einer prozesskostenminimalen Zuordnung setzt das Bestehen von Alternati-
ven mit unterschiedlichen Prozess- bzw. Ressourcenkostensätzen34 voraus. Dies ist bspw.
beim Einsatz unterschiedlicher Maschinen gegeben. Unter der gleichen Maßgabe besteht
eine weitere Strategie in der Zuordnung von Aufträgen zu Ressourcen mit spezifisch
kürzesten Durchlaufzeiten. Kurze Durchlaufzeiten führen zumeist auch zu einem geringen
Bestand von im System befindlichen Aufträgen. Da sich Konstellationen konstruieren
lassen, in denen dies nicht der Fall ist, ist die Strategie geringster Bestände separat in
Abbildung 2.15 dargestellt. Weiter besteht die Möglichkeit, Ressourcen mit kürzester
Warteschlange bzw. -zeit zu priorisieren. Die zwei Kennzahlen (vgl. auch Abschnitt 2.8)
unterscheiden sich bspw. bei inhomogenen Bearbeitungszeiten. Darüber hinaus erkennt
Gudehus (2012a) Strategien, die sich an der Auslastung der Ressourcen orientieren.
Dabei wird entweder nach strikt zyklischer Zuordnung eine im Mittel gleichmäßige oder
durch Priorisierung entsprechend einer Rangfolge eine möglichst hohe Auslastung einzel-
ner Ressourcen erreicht. Die Parallelisierung setzt voraus, dass Vorgänge zur Erledigung
von Aufträgen auf mehrere Ressourcen aufgeteilt werden oder alle Ressourcen identische
Funktionen erfüllen bei homogenen Arbeitsinhalten der Aufträge. Zweitgenannter Fall
wird noch einmal speziell in Abbildung 2.18 und zugehörigen Absätzen erörtert.
Von besonderer Bedeutung sind Vorfahrtstrategien in Materialflusssystemen. Hier werden
zwei zu behandelnde Situationen unterschieden: eine Kreuzung unabhängiger Trans-
portströme und eine Zusammenführung. In beiden Fällen wird bei der Bestimmung der
Vorfahrt unter anderem auf die in Abbildung 2.14 dargestellten Regeln bzw. Prioritä-
ten zurückgegriffen. Parallel existiert eine Reihe von Strategien, welche die Tragweite
34Vereinfacht ausgedrückt definiert sich der anzunehmende Ressourcenkostensatz durch die Summe
aller anfallenden, durch den Auftrag verursachten Kosten, inklusive bspw. derer aus unterstützenden
Prozessen oder kalkulatorischen Überlegungen (vgl. Westkämper 2014, S. S 141 ff).
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bzw. Beständigkeit einer Priorität beeinflussen, also z. B. der Frage nachgehen, ob ei-

















Abbildung 2.16: Vorfahrtstrategien in der Materialflusssteuerung – Quelle: in Anlehnung an
Gudehus (2012a)
Unter Berufung auf Erfahrungswerte bewerten Arnold et al. (2004, S. C4-14) die FIFO-
Strategie (in Abbildung 2.16 entsprechend Gudehus (2012a) als First Come First Served
bezeichnet), bei der ankommende Einheiten entsprechend der Ankunftsreihenfolge abge-
arbeitet werden, als die „beste Strategie“. Gründe sehen die Autoren in der „gerechte[n]“
Zuteilung von Kapazitäten, der Einfachheit sowie Transparenz. Vorfahrtstrategien wer-
den ferner hinsichtlich einfacher und absoluter Vorfahrt differenziert. Beide Strategien
verlangen zunächst, dass der vorfahrtberechtigte Strom (Hauptstrom) die Kreuzung bzw.
Zusammenführung ohne Behinderung passieren kann. Bei absoluter Vorfahrt wird in Ana-
logie eines Stoppschildes im Straßenverkehr aber von den Einheiten des sog. Nebenstromes
ein Halten verlangt.
Bezüglich der Festlegung des Fahrweges werden zwei grundsätzliche Strategien angewandt.
Am verbreitetsten stellt sich die Priorität nach der kürzesten Quelle-Senke-Beziehung
dar. Ebenfalls oft wird die Regel angewendet, nach der (Teil)Strecken maximal bzw.
gleichmäßig ausgelastet werden sollen. Parallel bestehen Bestrebungen, welche die Prio-
rität für einen Fahrweg dynamisch anpassen. Es findet ein Übergang von der Beurtei-
lung des kürzesten Weges hinzu der kürzesten erwarteten (Rest)Transportzeit statt. In
Analogie existieren Untersuchungen, welche bei der Bewertung der Streckenauslastung
auf dynamische Kostenfaktoren zurückgreifen und so speziell im Halbleiterumfeld eine
Durchsatzerhöhung von ca. 20% erreichen (siehe z. B. Hammel et al. 2012). Arnold &
Furmans (2009, S. 56) bewerten die Regel des kürzesten Weges am relevantesten für die
operative Materialflusssteuerung. Abbildung 2.17 fasst die Fahrwegstrategien zusammen.
Mit Abkehr der Festlegung des Fahrweges a priori, werden Teilstrecken als Ressourcen
aufgefasst und Zuordnungsstrategien angewandt. Dazu diskutiert Hölscher (2012,
S. 51 ff) verschiedene Regeln wie z. B. ALINEA/Q, Helper Ramp, SWARM oder PIP-
Control. Zur genauen Funktionsweise sei auf die Quelle bzw. zitierte Primärliteratur
verwiesen. Zusammengefasst werden mit verschiedenen Algorithmen (Grenz)Kapazitäten,













Abbildung 2.17: Fahrwegstrategien in der Materialflusssteuerung – Quelle: In Anlehnung an
Gudehus (2012a)
Wie bereits angedeutet, werden mit Systemstrategien ebenfalls die Abfertigungsreihenfolge
der Aufträge an den Ressourcen festgelegt. Sie haben tendenziell – im Wortsinne eines
Systems (vgl. Abschnitt 2.6) – ressourcenübergreifenden Charakter und spezifizieren die
Fälle, bei denen Materialflüsse auf redundante, parallel geschaltete Ressourcen verteilt
werden oder in Reihe geschaltete Ressourcen durchlaufen müssen. Eine Gliederung




















Abbildung 2.18: Systemstrategien in der Materialflusssteuerung – Quelle: in Anlehnung an
Gudehus (2012a)
Bei zyklischen Strategien erfolgt die Zuweisungen von Aufträgen an parallel geschaltete
Ressourcen wiederkehrend in einer vorgegebenen Reihenfolge. Werden dabei Batches
gebildet, kann deren Länge konstant gehalten oder dynamisch (bspw. an die Ressourcen-
auslastung) angepasst werden. Im Rahmen der auslastungsabhängigen Einzelzuweisung
werden zu verteilende Einheiten Stationen, mit der zum Ankunftszeitpunkt niedrigsten
Auslastung zugewiesen. Das dynamische Auffüllen beschreibt eine Strategie, bei der die
Zuordnung zunächst entsprechend freier Staukapazitäten erfolgt und sich die Anzahl der
verfügbaren Ressourcen dem zu bewältigendem Auftragsvolumen dynamisch anpasst.
Im Reihenbetrieb werden Materialflusssteuerungsstrategien mit freiem und gedrosseltem
Durchlauf unterschieden. Die Strategie des freien Durchlaufs impliziert ein Abfertigen der
Aufträge ohne weitere Regelung zwischen den Ressourcen. Der geregelte Durchlauf stellt
zusätzlich durch Abstimmung aufeinander folgender Prozesszykluszeiten sicher, dass ein
Passieren ohne Halt möglich ist. Im Gegensatz dazu werden beim gedrosselten Einzel-
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bzw. Pulkdurchlauf Mindestabstände zwischen Aufträgen bzw. Batches festgelegt, welche
sich an der längsten Abfertigungszeit der Prozesskette orientieren.
Sehr stark vereinfacht ausgedrückt und die vorherigen Absätze zusammenfassend, bestehen
Steuerungsstrategien für das Scheduling (Reihenfolgebildung), Dispatching (Zuweisung)
und Routing (Bestimmung Fahrwege und Vorfahrten). Diese steuern den Materialfluss
zufällig, nach dem Prinzip First Come First Served, zyklisch oder verwenden Prioritäten
seitens der Aufträge bzw. Ressourcen (siehe im übertragenem Sinne Arnold et al. 2004,
S. C4-12 ff). Auf die Defizite aktuell angewandter Strategien wird u. a. in Kapitel 3
eingegangen. Aus den vorangegangenen Übersichten dieses Abschnitts wird aber bereits
deutlich, dass Autokorrelation praktisch keine Rolle bei der Strategieentwicklung spielt,
obwohl dies dringend angezeigt ist (vgl. Abschnitt 3.2 und 3.3).
2.8 Materialflusssystem charakterisierende Kennzahlen
Materialflusssysteme und entsprechende Modelle (vgl. Abschnitt 2.2) werden durch
Kennzahlen charakterisiert. Damit lassen sich betriebliche Abläufe und Sachverhalte
aussagekräftig quantifizieren sowie darauf aufbauend gewerke- und organisationsübergrei-
fend analysieren und steuern (vgl. VDI 4490 Mai 2007, S. 2). Kennzahlen dienen also
primär zur Leistungsbeurteilung. Vor dem Hintergrund des Vergleichs verschiedener Steu-
erungsstrategien (vgl. Abschnitt 2.7.2 und Kapitel 4), wird im Rahmen der vorliegenden
Arbeit auf verschiedene (operative) Kennzahlen zurückgegriffen. Eine Auswahl relevanter
Kennzahlen sind nachfolgend beschrieben bzw. werden hergeleitet. Die Ausführungen
dieses Abschnitts sind nachzuvollziehen in VDI 4490 (Mai 2007), Arnold & Furmans
(2009, S. 12 ff), Brunner & Rohrhofer (2015, S. 292 ff) und Hofer (2015, S. 241 ff).
Zum besseren Verständnis sei Abbildung 2.9 und die darin abgetragenen Elemente und
Bezeichnungen herangezogen.
Der Durchsatz gibt den mittleren Güterstrom pro Zeiteinheit zwischen einem definierten
Anfangs- und Endpunkt an. Zum Teil werden synonym die Begriffe Anlagenleistung oder






„ Stück pro Zeiteinheit
j
, (2.31)
mit: λ : Durchsatz
v : Geschwindigkeit Förderer
s : Abstand zweier (diskreter) aufeinander folgender Fördereinheiten
Der theoretische Maximaldurchsatz λmax einer Anlage wird entsprechend erreicht, wenn s
minimal und v maximal wird. Der tatsächlich technisch maximal realisierbare Durchsatz
wird als Grenzdurchsatz γ bezeichnet, wobei im praktischen Betrieb meist λ ď γ gilt.
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Aus den Absätzen zuvor kann der Auslastungsgrad eines Förderers abgeleitet werden.








mit: ρ : Auslastungsgrad, Auslastung
λ : Durchsatz
γ : Grenzdurchsatz
Im übertragenen Sinne ist die Formel 2.32 auch auf Bedienstationen anzuwenden. Da-
bei ist die Zwischenankunftszeit ta als zeitlicher Abstand zweier aufeinander folgender
Fördereinheiten definiert. Die Bedienzeit beschreibt die Zeitdauer eines materialfluss-
oder produktionstechnischen Vorgangs (vgl. Abbildung 2.9). Die Auslastung für eine
Bedienstation ergibt sich somit aus:
ρ “ λ
μ
Ñ λ “ 1
Eptaq , μ “
1
Eptbq Ñ ρ “
Eptbq
Eptaq ď 1, (2.33)
mit: ρ : Auslastungsgrad, Auslastung
λ : Reziproke des Erwartungswertes der Zwischenankunftszeit ta, Ankunftsrate
μ : Reziproke des Erwartungswertes der Bedienzeit tb, Bedienrate
Die Formel 2.33 ist zentraler Bestandteil der Warteschlangentheorie (vgl. Abschnitt 2.5).
Für Förderstrecken mit stetiger bzw. unstetiger Verzweigungen oder Zusammenführung
werden Formel 2.31 und 2.32 zur Berechnung der Auslastung herangezogen. Dabei wird
deutlich, dass Verzweigungen und Zusammenführungen ebenfalls als Warteschlangenmo-
delle interpretiert werden können. Im Unterschied zu Abbildung 2.9, dem einfachsten Fall,
existieren m Zuführungs- und n Abführungsförderstrecken zwischen den Quellen Qm und






































Abbildung 2.19: Grundelemente von Materialflusssystemen – Quelle: in Anlehnung an Ar-
nold & Furmans (2009, S. 21 ff)
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Es gilt für den Fall ohne Verluste (bspw. durch Schaltvorgänge – siehe im Detail Arnold &









ρj ď 1, (2.34)





















ρi ď 1, (2.36)
mit: ρ : Auslastungsgrad, Auslastung vor/nach Zusammenführung/Verzweigung
ρj{i : Auslastungsgrad, Auslastung je Richtung
λj{i : Durchsatz je Richtung
γj{i : Grenzdurchsatz je Richtung
m{n : Anzahl Richtungen vor/nach Verzweigung/Zusammenführung
Eine wichtige Rolle bei der Betrachtung von Materialflusssystemen spielt die Kennzahl der
Warteschlangenlänge. Sie beschreibt die Anzahl der vor einem Engpass kurzzeitig, meist
ungewollt wartenden Fördereinheiten (vgl. Abschnitt 2.5) und ist im hohen Maße relevant
bei der Dimensionierung einer Anlage. In nachfolgenden Abschnitten wird deutlich,
dass die Warteschlangenlänge wesentlich durch eine entsprechende Steuerung beeinflusst
werden kann. Dies ist u. a. Ziel und Gegenstand vorliegender Arbeit. Allgemein lässt sich









mit: Nw : mittlere Warteschlangenlänge, Anzahl Einheiten im Warteraum
ppiq : Wahrscheinlichkeit für i Einheiten im Bediensystem










mit: Ns : mittlere Anzahl Aufträge im Bediensystem
ppiq : Wahrscheinlichkeit für i Einheiten im Bediensystem
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Die Wartezeit tw gibt an, wie lange ein Auftrag in der Warteschlange verweilt, ehe die Be-
arbeitung durch die Bedienstation beginnt. Die Angabe einer Bildungsvorschrift bedürfte
einer längeren Herleitung und Erörterung, weil u. a. für jede Einheit geprüft werden muss,
ob sich bereits Vorgänger in der Warteschlange befinden und die Bedienstation für eine
Restbearbeitungsdauer belegt ist sowie der Prozess insgesamt von den Verteilungsfunktio-
nen des Ankunfts- und Bedienprozesses abhängt. Eine Lösung für diesen Zusammenhang
wird mit der Lindley-Formel gegeben. Zur Vertiefung sei hierfür auf Kendall (1951)
und Lindley (1952) sowie mit direktem Bezug zu Materialflusssystemen auf Arnold &
Furmans (2009, S. 151 ff) verwiesen.
Nach Arnold & Furmans (2009, S. 111) determinieren Warteschlangen und sich daraus
ableitende Wartezeiten zu etwa 75%35 die Durchlaufzeit. Diese ist in Abbildung 2.9
symbolisch als Zeit zwischen Q und S mit td abgetragen. Vom Standpunkt des Ma-
terialflusses ist es die Zeitspanne, die eine Fördereinheit vom Eintritt in ein System
bis zum Austritt braucht, also die Summe der Zeiten sich ergebend aus allen gewollten
und ungewollten Prozessschritten wie bspw. Bearbeiten, Lagern, Prüfen, Puffern oder
Transportieren. Aus Produktionssicht ergibt sie sich alternativ als:






mit: td : Durchlaufzeit
tw : Wartezeit
tb : Bedienzeit
BU : Umlaufbestand (sich in Arbeit befindende Aufträge bzw. Fördereinheiten)
λ : Durchsatz
Der Zusammenhang in Formel 2.39 wird auch als Littles Gesetz bzw. Little’s-Law bezeich-
net und geht auf Little (1961) zurück. Originär besagt dies für ein stabiles, stationäres
System (vgl. Abschnitt 3.1.1), dass sich der durchschnittliche Umlaufbestand aus dem
Produkt des mittleren Durchsatzes und der mittleren Durchlaufzeit ergibt und dabei
unabhängig von den Wahrscheinlichkeitsverteilungen der Ankunfts- und Bedienprozesse
sowie Abfertigungsstrategie (vgl. Kendall-Notation in Ausdruck 2.28) ist.
35Die zitierte Quelle ist Sekundärliteratur. Die Primärquelle ist mit den Angaben der Sekundärquelle
nicht recherchierbar, weil ein Eintrag im Literaturverzeichnis fehlt.
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3 Stand der Forschung und Technik
Das nachfolgende Kapitel gibt einen Überblick über den Stand der Forschung und Technik.
Dabei werden vor allem drei Sachverhalte herausgearbeitet:
• Mit hoher Konfidenz weisen Materialflusssysteme autokorrelierte Prozesse auf.
• Positive Autokorrelation hat einen negativen Einfluss auf die Systemleistung.
• Bis dato bestehen keine Strategien, die autokorrelierte Prozesse adäquat steuern.
Aus den aufgeführten Punkten wird die Motivation vorliegender Arbeit gezogen.
Das Kapitel gibt zunächst einen Überblick der wichtigsten Ansätze zur Erzeugung
autokorrelierter Zufallszahlen und diskutiert diese. Im Anschluss werden das Wirken von
Autokorrelation in Bediensystemen allgemein und anhand intralogistischer Systeme im
Speziellen erörtert. Ein wesentlicher Beitrag zum Inhalt des Kapitels wird durch eine
Fallstudie über das Auftreten und Wirken von Autokorrelation in Realanlagen geliefert.
Es werden außerdem mögliche Ursachen der festgestellten Autokorrelationen benannt.
Hier sind große Forschungslücken festzustellen, welche mit Simulationsexperimenten im
für diese Arbeit notwendigen Rahmen gefüllt werden. Erheblicher Forschungsbedarf wird
auch in den abschließenden Absätzen deutlich. Hier zeigt sich, dass für die Intralogistik
keine verwertbaren Steuerungsansätze für autokorrelierte Prozesse existieren.
3.1 Erzeugung autokorrelierter Zufallszahlen
Der Abschnitt stellt verschiedene Ansätze zur Erzeugung autokorrelierter Zufallszahlen
vor und diskutiert deren Tauglichkeit zur Anwendung. Er ergänzt den Abschnitt 2.3.2,
der einen allgemeinen Überblick über Zufallszahlengeneratoren gibt. Nachfolgende Aus-
führungen sind insbesondere vor dem Hintergrund der Anwendung der ereignisdiskreten
Simulation (vgl. Abschnitt 2.4 und 4.1) wichtig. Hierbei werden in Kapitel 4 zur Erlangung
statistischer Sicherheit und für eine Variation der Modellparameter eine hohe Anzahl
autokorrelierter Zufallszahlen bzw. Zeitreihen mit definierten Eigenschaften benötigt. Der
vorhandene Satz an Realdaten (vgl. Abschnitt 3.3) kann dies nicht gewährleisten.
Definitionsgemäß hängt die Ergebnisqualität der Analyse einer Simulationsstudie ent-
scheidend von der Validität der eingesetzten Modelle ab (vgl. Abschnitt 2.2). Im weiteren
Verlauf der Arbeit wird sich zeigen, dass von einer Immanenz autokorrelierter Prozesse
mit einem signifikanten Einfluss auf das Systemverhalten ausgegangen werden muss.
Demzufolge besteht ein Bedarf an Generatoren für autokorrelierte Zufallszahlen, um
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entsprechende Prozesse adäquat abzubilden. Diese Aussage leitet sich auch aus Mela-
med & Hill (1995, S. 354) und den Anforderungen an ein „gutes Modell“ ab. Diese
bestehen in der korrekten Abbildung von Verteilungsparametern der Statistik erster
und zweiter Ordnung (vgl. Abschnitt 2.3.1). Dem gegenüber steht die Feststellung, dass
populäre Simulatoren und Programmiersprachen standardmäßig keine Möglichkeit der
Erzeugung autokorrelierter Zeitreihen bereitstellen (vgl. Uhlig et al. 2016). Ein Ver-
such zur Erklärung dieses Umstandes muss im historischen Kontext gesehen werden.
Danach finden praxistaugliche Simulatoren seit ca. 1990 Verbreitung und Anwendung
(vgl. Law & Kelton 2000, S. 215 ff; Banks et al. 1996, S. 166 ff). Davor erfolgte eine
Analyse von Warteschlangensystemen überwiegend analytisch, vor allem auf Grundlage
der Bedientheorie (vgl. Abschnitt 2.5). Um hierbei die Handhabbarkeit bzw. geschlossene
Lösungen zu gewährleisten, wurde und wird explizit die Unabhängigkeit der Ereignis-
se angenommen (siehe hierzu auch Abschnitt 4.1). Unter der Voraussetzung, dass die
analytischen Modelle als Benchmark dienten, wird es im Umkehrschluss verständlich,
dass Simulatoren historisch bedingt Generatoren zur Erzeugung ebenfalls unabhängiger
Zufallszahlen aufweisen.
Mit dem Aufzeigen verschiedener Ansätze, deren Diskussion und dem Vorschlagen einer
Vorzugsvariante soll der erläuterten Diskrepanz des Vorhandenseins autokorrelierter
Prozesse und dem Fehlen passender Zufallszahlengeneratoren entgegengewirkt werden.
Der Abschnitt wird nicht auf das Thema Fitting eingehen. Dies steht üblicherweise im
engen Zusammenhang mit der Erzeugung von Zufallszahlen bzw. dem Modellieren von
Prozessen und stellt ein großes eigenes Forschungsgebiet dar. Es beschreibt das Schätzen
unbekannter (Zeitreihen)Parameter bzw. das Anpassen eines Modells an empirische
Daten. Im vorliegenden Fall sollen Modell- bzw. Prozesscharakteristika, also bspw. die
Randverteilung einer Zeitreihe oder deren Autokorrelationskoeffizienten, als bekannt
angenommen werden.
Zum Verständnis nachfolgender Ausführung ist außerdem das Fitting, wie im Absatz
zuvor beschriebenen, von der Bestimmung notwendiger Parameter nachfolgend erläuterter
Verfahren zu trennen. Zweitgenanntes wird in der Literatur zum Teil auch als Fitting
bezeichnet und ist Voraussetzung bei Anwendung der Verfahren, um Zufallszahlen mit
vorgegebenen Eigenschaften zu erhalten.
3.1.1 Autoregressive Prozesse nach der Box-Jenkins-Methode
Die Erzeugung normalverteilter autokorrelierter Zufallszahlen Zt erfolgt gewöhnlich durch
autoregressive Modelle (AR) der Ordnung p. Diese lassen sich nach Box et al. (2008,




αiZt´i ` εt mit t P Z, (3.1)
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wobei p den maximal festgelegten Lag definiert und ε einem sog. White-Noise-Prozess1
entspricht. Die Bildungsvorschrift besagt, dass sich eine Zufallszahl Zt als Summe ihrer
gewichteten p Vorgänger und einem White-Noise-Prozess ergibt. Der autoregressive
Prozess (AR-Prozess) beschreibt dabei die Eigendynamik einer Zeitreihe.
Der Ausdruck aus Formel 3.1 kann um einen sog. Moving-Average-Anteil (MA) erweitert
werden. Inhaltlich wird dabei unterstellt, dass ein Prozess bzw. eine Zufallsvariable durch
Zufallsereignisse ihrer Vorgänger beschrieben werden kann. Diese werden dann auch
als Zufallsschocks zur Ordnung q bezeichnet, wobei die Parameter θj die Wichtung der







θjεt´j ` εt mit t P Z. (3.2)
In der Literatur werden ferner Erweiterungen von ARMA-Prozessen vorgeschlagen. So
können z. B. mit ARIMA(p, d, q) nichtstationäre2 Zeitreihen beschrieben bzw. generiert
werden (vgl. Box et al. 2008, S. 11 f, 93 ff). Der Buchstabe I steht dabei für Integrated,
was zum Ausdruck bringt, dass umgekehrt die Zeitreihe durch Differenzbildung der
angedachten Ordnung d in einen stationären Prozess überführt werden kann. Theoretisch
ist d P N definiert, wobei sich üblicherweise aber auf d P t1, 2u beschränkt wird.
Stehen Zufallszahlen für nichtstationäre Prozesse mit langem Gedächtnis im Fokus,
werden Modelle mit fraktionellen Differenzen angewandt. Diese werden als Fractional
ARIMA(p, d, q) oder auch FARIMA bzw. ARFIMA bezeichnet. Die Modelle sind für
beliebige reelle Ordnungen d P R definiert. Im Gegensatz zu ARMA- bzw. ARIMA-
Prozessen erlauben FARIMA-Prozesse Autokorrelationsfunktionen, die durch die Nicht-
Summierbarkeit der Autokorrelationskoeffizienten rτ charakterisiert sind, d. h.
ř8
τ“0 |rτ | “
8. Inhaltlich fallen die Koeffizienten nur sehr langsam ab. Dabei sind Werte für d aus
dem Intervall p0; 0,5q anzunehmen (siehe hierzu und zur Vertiefung Hosking 1981;
Schlittgen & Streitberg 2001, S. 141 ff; Box et al. 2008, S. 429 ff; Sen 2014, S. 5 ff).
Multivariate autoregressive Prozesse behandeln Tiao & Box (1981) und Box et al. (2008,
S. 551 ff) als VARIMA bzw. Vector-ARIMA(p, d, q). Vereinfacht ausgedrückt setzt sich die
Korrelationsstruktur von VARIMA-Prozessen aus autokorrelierten und kreuzkorrelierten
Komponenten zusammen.
Für Zufallszahlen mit saisonalen Schwankungen schlagen Box et al. (2008, S. 353 ff) sog.
Seasonal-ARIMApp, d, qq ˆ pP, D, QqS-Modelle vor. Diese besitzen grundsätzlich ähnliche
Eigenschaften wie ARIMA-Modelle, enthalten aber, wie der Name suggeriert, zusätzlich
einen multiplikativen Term pP, D, QqS , welcher die Saisonalität bzw. Periodizität mit
1Ein White-Noise-Prozess tεtutPT mit T “ N oder T “ Z ist definiert als Folge unabhängig, identisch
verteilter Zufallszahlen mit Erwartungswert 0 und konstanter Varianz (vgl. Box et al. 2008, S. 29).
2Ein Prozess ist schwach stationär, wenn seine ersten beiden Momente invariant gegenüber Zeitverschie-
bungen sind und die Autokovarianz lediglich von der Verschiebung (Lag), aber nicht von der Zeit
abhängt. Stark stationäre (auch nur stationäre) Prozesse sind zusätzlich bzgl. deren Randverteilung
invariant gegenüber Zeitverschiebungen (vgl. Schlittgen & Streitberg 2001, S. 100 ff).
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der Länge S für die sich ergebende Folge verstärkt. Ein Beispiel wäre der zu schätzende
Anteil von Weihnachtsgebäck am gesamten monatlichen Materialflussaufkommen in einer
(Groß)Bäckerei, wobei in diesem Fall von S “ 12 auszugehen ist.
Weiter und abschließend sei noch auf autoregressive Modelle verwiesen, bei denen die
Invarianz der Varianz gegenüber der Zeit aufgegeben wird – sog. ARCH-Modelle (ARCH:
Autoregressive Conditional Heteroscedasticity, vgl. Box et al. 2008, S. 413 ff; Schlitt-
gen & Streitberg 2001, S. 450 ff). Die sich ergebenden Zufallszahlen weisen in diesem
Fall Heteroskedastizität auf. Eine Generalisierung des ARCH-Ansatzes wird von Bol-
lerslev (1986) diskutiert. Entsprechende Modelle werden als GARCH bezeichnet, wobei
hierbei auch die bedingte Varianz von ihrer Vergangenheit abhängt. Darüber hinaus ge-
hende, auf ARCH basierende Ansätze können in Bera & Higgins (1993), Klüppelberg
et al. (2004) und Koether (2005) nachvollzogen werden.
3.1.2 Distorsions-Methoden
Distorsions-Methoden sind den direkten Transformationsverfahren zuzuordnen und über-
führen im vorliegenden Kontext Up0, 1q-verteilte Ausgangsprozesse tUu mittels Inversion
in Prozesse tY u, welche dann einer gewünschten Randverteilung genügen. Somit gilt
D “ F ´1Y bzw. Y “ DpUq “ F ´1Y pUq soweit F ´1Y definiert ist. D stellt hierbei die
Funktion der Distorsion dar. Die eigentliche Aufgabe besteht in der Anpassung des
Basisprozesses tUu, sodass nach dessen Transformation die im Rahmen der statistischen
Möglichkeiten gewünschte Autokorrelationsstruktur in tY u vorhanden ist.
TES-Prozesse (TES: Transform-Expand-Sample) als Vertreter der Distorsions-Methoden
gehen auf Melamed (1991) zurück und werden in Jagerman & Melamed (1992a,b)
mathematisch beschrieben. Sie ermöglichen die Generierung von Zufallszahlen mit belie-
bigen Autokorrelationskoeffizienten zum Lag 1. Konkret wird zwischen TES` und TES´
unterschieden, wobei der Exponent das Vorzeichen des Koeffizienten zum Lag 1 der zu
erzeugenden Zufallszahlen angibt.
Dazu definiert Melamed (1991) im Rahmen von TES` eine Folge identisch verteilter,
autokorrelierter Zufallszahlen tUt̀ u durch Anwendung der Bildungsvorschrift
Ut̀ “
#
Ut̀ “ Zt t “ 0
xUt̀´1 ` Vty t “ 1, 2, . . .
(3.3)
mit der sog. Innovation Sequence Vt “ L ` pR ´ LqZt, wobei tZtu „ Up0, 1q und
´0,5 ď L ă R ď 0,5 gilt. Die Notation x‚y drückt den Modulo -1 aus und stellt damit
auch die Nichtnegativität des Terms sicher.




1 ´ Ut̀ t ungerade
(3.4)
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Die Autokorrelationsfunktion r`Y pτq mit Lag τ der so gewonnenen Zufallszahlen tYt̀ u


















beschrieben, wobei D̃ die Distorsion nach Laplace-Stieltjes (vgl. Osaki 1992, S. 241 ff)
kennzeichnet. Analog ist die Autokorrelationsfunktion r´Y pτq für tYt́ u definiert durch:
r´Y pτq “
$’’&’’%


















Bei φ “ 0 können Autokorrelationsfunktionen mit monoton fallenden Koeffizienten
erreicht werden, φ ‰ 0 führt zu oszillierend fallenden Ausprägungen.
Die Parametrierung des Basisprozesses durch Vt verlangt iterative Nutzerinteraktion. Um
den Anwender hierbei zu unterstützen, stellen Melamed et al. (1992) und Jelenković &
Melamed (1995) Tools vor (sog. TEStools). Die Programme werden nicht mehr gepflegt
und sind nicht mehr verfügbar. Im Anhang von Altiok & Melamed (2001, S. 788 ff)
wird die TES-Methode im Detail erläutert und der Algorithmus schrittweise aufgezeigt.
Eine Generalisierung von TES, sodass die Innovation Sequence Vt nicht mehr der IID-
Eigenschaft genügen muss, wird in Melamed & Zhao (2011a,b) vorgestellt. Damit wird
die Modellierung multivariater Verteilungsfunktionen mit gewünschten Autokorrelationen
und Kreuzkorrelationen ermöglicht. Ähnlich zu TES ist die Bestimmung entsprechender
Parameter aufwändig, wobei zusätzlich die gewünschten Korrelationsstrukturen nur
annähernd („approximately“, Melamed & Zhao 2011a, S. 34) abgebildet werden können.
Eine Alternative zu TES stellen die Minification- und Maxification-Methoden dar (vgl.
Lewis & McKenzie 1991). Die Distorsion des Basisprozesses tUu wird hierbei durch
den Parameter C erreicht. Eine Folge tUmint u ergibt sich nach dem Minification-Ansatz
mit folgender rekurrenter Bildungsvorschrift (vgl. Livny et al. 1993, S. 326):
Umint “
$’&’%





C ´ 1 ` Zt´1
˙
t “ 1, 2, . . . (3.7)
tZtu folgt hierbei wieder einer Standardgleichverteilung Up0, 1q. Eine Folge tUmaxt u
entsprechend der Maxification-Methode ist definiert durch:
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Umaxt “
$’&’%
Umaxt “ Zt t “ 0
max
ˆ





t “ 1, 2, . . . (3.8)
Die Autokorrelationsfunktionen rUminpτq und rUmaxpτq stellen sich vergleichsweise einfach
dar:
rUminpτq “ C´τ (3.9)
rUmaxpτq “ 32Cτ ` 1 (3.10)
3.1.3 Copulae
Das Konzept der Copulae findet speziell in der Finanz- und Versicherungsindustrie bzw.
allgemein in der Ökonometrie Anwendung und dabei insbesondere zur Modellierung von
Abhängigkeitsstrukturen von Extremereignissen, also Realisierungen, die per se selten
eintreten (vgl. Hlawatsch & Reichling 2010; Cherubini et al. 2004). Übertragen auf
die Inhalte vorliegender Arbeit, können Copulae auch zur Erzeugung autokorrelierter
Zufallszahlen herangezogen werden. Das Grundprinzip sei daher nachfolgend erläutert.
Paraphrasiert werden Trivedi & Zimmer (2007, S. 9 ff) und Nelsen (2006).
Copulae gehen auf Hoeffding (1940) und Sklar (1973)3 zurück. Danach ist, stark
vereinfacht, eine Copula C die Verteilungsfunktion eines m-dimensionalen Zufallsvektors
mit univariaten Randverteilungen Fi. Sie beschreibt also den Zusammenhang, die Abhän-
gigkeit m verschiedener Zufallsvariablen Xi in einer gemeinsamen Verteilungsfunktion H
(auch: multivariate Verteilungsfunktion). Der Beweis der Existenz einer Copula für jede
multivariate Verteilungsfunktion, auch genannt Sklar’s Theorem, wird in Sklar (1973)
gegeben. Für die Randverteilungen Fi mit i “ 1, . . . , m gilt demnach:
Hpx1, x2, . . . , xmq “ C
´
F1px1q, F2px2q, . . . , Fmpxmq
¯
(3.11)
Inhaltlich kann eine Copula C als die Abhängigkeitsstruktur von H betrachtet werden.
Es werden also die Informationen über den Zusammenhang der Zufallszahlen strikt
3Die angegebene Quelle ist eine Übersetzung von Sklar (1959).
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von den Informationen der Randverteilungen separiert.4 Dies erlaubt die Modellierung
beliebiger Abhängigkeiten, also auch jener über lineare Korrelationen hinaus. Eine
besondere Eigenschaft von Copulae ist hierbei deren Invarianz gegenüber verschiedener
Randverteilungen (vgl. Trivedi & Zimmer 2007, S. 12 ff), d. h. die durch eine Copula
induzierte Abhängigkeit in H ist unabhängig von Fi.
Die eigentliche Erzeugung der abhängigen Zufallszahlen erfolgt wiederum durch Anwen-
dung der inversen Funktion F ´1i . Um also den in H aus Formel 3.11 zugrundeliegenden
Zufallszahlenvektor X “ pX1, X2, . . . , Xmqᵀ zu erhalten, werden Up0, 1q-verteilte Zufalls-
zahlen des multivariaten Vektors U “ pU1, U2, . . . , Umqᵀ mit Hilfe einer geeigneten Copula
erzeugt und durch X “ rF ´11 pU1q, F ´12 pU2q, . . . , F ´1m pUmqsᵀ transformiert. Zur Erzeu-
gung abhängiger Zeitreihen sind die Elemente in X als zeitlich verschobene und nicht als
einzelne, unterscheidbare Zufallsvariablen zu interpretieren, also Xt, Xt`1, . . . , Xt`m´1.
In der Literatur werden eine Reihe von Copulae beschrieben. So z. B. die Produkt-,
Farlie-Gumbel-Morgenstern-, Gauss-, Student-t-, Clayton-, Frank- oder Gumbel-Copula
(Trivedi & Zimmer 2007, S. 14 ff). Wie bereits mit dem Theorem nach Sklar angedeu-
tet, sind bei bekannter gemeinsamer Verteilungsfunktion beliebige Copulae und deren
Kombinationen denkbar. Deren Generierung erfolgt bspw. über die Inversionsmethode
oder sog. algebraische Methoden (vgl. Trivedi & Zimmer 2007, S. 32 ff).
Am Beispiel einer bivariaten Clayton-Copula CCl sei stellvertretend das Prinzip der
Erzeugung abhängiger Zufallsvariablen mittels Copulae erläutert. Die Clayton-Copula
zeichnet sich durch eine ausgeprägte sog. Left-Tail-Dependance5 aus. Herangezogen wird
das Konstrukt des Conditional Sampling (vgl. Trivedi & Zimmer 2007, S. 108 ff). Ziel ist
hierbei die Generierung zweier Zufallsvariablen V1 und V2, deren Realisierungen v1 und
v2 gemeinsam der Verteilung CCl in Form von u1 und u2 folgen. Im Anschluss können
u1 und u2 mittels Inversion entsprechend der gewünschten Randverteilung transformiert
werden. Konkret ist nachfolgender Algorithmus (wiederholt) anzuwenden.
Als Ausgangspunkt ist die m-dimensionale Clayton-Copula CCl gegeben durch:









,/./- mit θ P r´1,8qzt0u
(3.12)
4Einige Copulae besitzen einen Parameter zur Steuerung der Abhängigkeit. Entsprechend wird die in
Formel 3.11 gegebene Verteilungsfunktion der Copula erweitert zu CpF1px1q, F2px2q, . . . , Fmpxmq; θq
mit θ als Abhängigkeitsparameter (vgl. Trivedi & Zimmer 2007, S. 10 ff).
5Die exakte Definition von Left-Tail-Dependance bzw. dessen Pendant Right-Tail-Dependance kann in
Trivedi & Zimmer (2007, S. 25 f) nachvollzogen werden. Vereinfacht ausgedrückt beschreiben beide
Ausdrücke eine erhöhte Abhängigkeit von Extremereignissen eines mehrdimensionalen Zufallsvaria-
blenvektors. Im zweidimensionalen Fall weist ein Scatterplot bei Left-Tail-Dependance eine erhöhte
Punktdichte in den linken Quadranten, bei Right-Tail-Dependance entsprechend in den rechten
Quadranten auf. Analog ist Upper-Tail-Dependance und Lower-Tail-Dependance für die oberen und
unteren Quadranten zu verstehen.
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Im ersten Schritt werden zwei Zufallszahlen v1 und v2 entsprechend der Standardgleich-
verteilung Up0, 1q erzeugt. Per Definition wird anschließend u1 “ v1 festgelegt. Der
entsprechende Wert für u2 ergibt sich als bedingte Verteilung. Für den bivariaten Fall
ist daher u2 “ CCl2 pu2|u1 “ v1; θq zu lösen. In Nelsen (2006, S. 40 ff) und Trivedi &
Zimmer (2007, S. 109) wird hergeleitet, dass dabei und allgemein die Copula partiell
















Wie bereits erläutert, ergibt sich das korrelierte Wertepaar x1 und x2 aus der Transfor-
mation F ´1i puiq. Mittels der Annahme F1 “ F2 und der Projektion bzw. Reduktion auf
einen eindimensionalen Hyperwürfel R1 wird das Wertepaar in eine Zeitreihe überführt.
Insgesamt stellt sich im Rahmen der Erzeugung von Zufallszahlen mittels Copulae sowohl
die Schwierigkeit der Identifizierung einer passenden Copula als auch das Festlegen deren
Parameter in den meisten Fällen als wenig intuitiv und nicht trivial heraus.
3.1.4 Markovian Arrival Processes
Markovian Arrival Processes (auch zu dt. Markovsche Ankunftsprozesse oder kurz MAP)
sind eine Generalisierung von Phasenverteilungen. Eine Phasenverteilung beschreibt
vereinfacht die Verteilung einer Zufallsvariable der Zeit zwischen zwei beobachtbaren
Ereignissen – diese werden auch als sog. absorbierende Zustände bzw. Phasen bezeichnet.
Im Kontext vorliegender Arbeit sind dies bspw. Ankünfte von Aufträgen. Die zentrale
Idee bei der Anwendung von Phasenverteilungen besteht darin, für den Markov-Prozess
transiente Phasen mit exponentialverteilten Übergangswahrscheinlichkeiten zwischen
den absorbierenden Phasen zuzulassen. Transiente Phasen sind ein rein theoretisches
Konstrukt ohne praktische Entsprechung. Mathematisch entspricht eine Phasenvertei-
lung einer Vermischung bzw. Faltung von Exponentialverteilungen. Entsprechend stellt
der in Abschnitt 2.5 eingeführte Markov-Prozess resp. die Exponentialverteilung der
Zwischenankunfts- bzw. Bedienzeiten und der zugrundeliegende Poisson-Prozess die
einfachste Form einer Phasenverteilung dar – die Anzahl der Phasen beträgt eins (vgl.
Kriege 2012, S. 18 ff; Tran-Gia 2009, S. 243 ff).
In Abgrenzung von und Erweiterung zu Phasenverteilungen erlauben Markovsche An-
kunftsprozesse das Modellieren von Abhängigkeiten zwischen den Ereignissen. Damit
einher geht, dass Zeitintervalle aufeinander folgender absorbierender Zustände nicht not-
wendigerweise identisch verteilt sind. MAP werden daher auch als Semi-Markov-Prozesse
bezeichnet (Tran-Gia 2009, S. 257).
Ein zentraler Forschungsschwerpunkt im Zusammenhang mit MAP ist die Beschreibung
von Ankunftsprozessen in Warteschlangensystemen mit der Möglichkeit, charakterisie-
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rende Kennzahlen (vgl. Abschnitt 2.8) rein analytisch zu bestimmen (vgl. Kriege 2012,
S. 27 ff). Hierbei werden MAP durch ihre zugrundeliegende Markov-Kette beschrieben.
Nach Kriege (2012, S. 8 ff) und Horvath et al. (2005) zeichnet sich diese durch n
mögliche Zustände6 aus und wird durch die i ˆ j-Generatormatrix Q mit i ě 0 und
1 ď j ď n als
Q “
»——————–
D0 D1 D2 D3 . . .
0 D0 D1 D2 . . .
0 0 D0 D1 . . .




... . . .




definiert.7 Die Elemente Dk, k ě 0 sind n ˆ n-(Sub)Matrizen. D0pi, jq, i ‰ j und
D0pi, jq enthalten Übergangswahrscheinlichkeiten bzw., im Fall zeitbehafteter Zustände,
Übergangsraten vom Zustand i nach j. D0 beschreiben sog. stille Zustandsübergänge,
d. h. ohne beobachtbares Ankunftsereignis. Dk, k ě 1 haben ein Ankunftsereignis zur
Folge.
Der Einfachheit halber sei für nachfolgende Ausführungen Dk “ 0, k ą 1 angenommen
(für den allgemeinen Fall, siehe Lucantoni 1991). Bildlich wird damit der Markovsche
Ankunftsprozess auf Einzelereignisse beschränkt. Es wird also eine Zwischenankunftszeit
von Null ausgeschlossen bzw. es werden keine Batchankünfte abgebildet. Unter dieser
Maßgabe genügen gültige Generatormatrizen definitionsgemäß der Eigenschaft pD0 `
D1q1 “ Q1 “ 0, wobei 1 einen 1 ˆ i-Spaltenvektor mit Einsen darstellt. Mit dem
Ausdruck wird sichergestellt, dass eine Zustandsänderung stattfindet.
Weiter sei die Zustandsübergangsmatrix P definiert als P “ p´D0q´1D1 und der initiale
bzw. stationäre Wahrscheinlichkeitsvektor π als Lösung des Gleichungssystems πP “ π,
π1 “ 1. Inhaltlich beschreibt P die Übergangswahrscheinlichkeiten der zugrundeliegenden
kontinuierlichen Markov-Kette. π gibt die Verteilung über die Häufigkeit des Erreichens
eines bestimmten Zustands an. Im Rahmen von MAP ergeben sich damit die Dichte-
und Verteilungsfunktion der Zeit zwischen zwei Ereignissen, also der Zufallsvariable der
Zwischenankunftszeit X als
fpxq “ πeD0xD11 bzw. F pxq “ 1 ´ πeD0x1. (3.15)
6Die Menge aller möglichen Zustände wird auch als state space, zu dt. Zustandsraum bezeichnet. Der
Zustandsraum wartender Einheiten in einem Warteraum kann bspw. durch t0, 1, 2, . . . , Nwmax u mit
Nwmax als Maximalkapazität gekennzeichnet sein.
7Der Vollständigkeit halber sei erwähnt, dass im Fall der Analyse eines Warteschlangensystems mit
Ankunfts- und Bedienprozess auch die Elemente unterhalb der Hauptdiagonale Ausdrücke unterschied-
lich Null annehmen können. Der Begriff der Generatormatrix ist in diesem Fall irreführend.
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In der bereits zitierten Literatur kann ferner nachvollzogen werden, wie die Autokorrela-
tionskoeffizienten rτ von X zum Lag τ durch
rτ “ λ
2πp´D0q´1P τ p´D0q´11 ´ 1






Eine Übersicht „nützlicher“ und in der Warteschlangentheorie häufig verwendeter MAP
sowie zugehörige Primärliteratur wird in Lucantoni (1991, S. 7 ff) oder Tran-Gia (2009,
S. 257 ff) gegeben. Demnach gilt bspw. für den erwähnten Poisson-Prozess D0 “ ´λ,
D1 “ λ und Dk “ 0, k ą 1 was erwartungsgemäß zu unkorrelierten, exponentialverteilten
Zwischenankunftszeiten führt.
Aus Formel 3.16 wird deutlich, dass bei der Erzeugung von autokorrelierten Zufallszah-
len mittels MAP eine große Anzahl von Freiheitsgraden besteht. Die Bestimmung der
Parameter ist aufwendig und verlangt meist spezielle Methoden – sog. MAP-Fitting (vgl.
bspw. Buchholz 2003; Kriege 2012, S. 35 ff).
Sind die Parameter bekannt, erlaubt folgendes Verfahren die Erzeugung einer (auto-
korrelierten) Zufallszahlenfolge Xptq. Zunächst sei initial i “ j “ 1, also D0p1, 1q, als
Ausgangszustand angenommen. Für jede einzelne Zufallszahl werden dann zunächst zwei
IID-Up0, 1q Zufallszahlen u1, s und u2, s mit s “ 1 erzeugt. Die Variable s soll als Hilfsvaria-
ble dienen und den s-ten Iterationsschritt ausdrücken. Aus u1, s wird mit den bekannten
Verfahren (bspw. Inversion) eine Zufallszahl ys mit exponentialer Randverteilung mit
Parameter λ “ rπp´D0q´11s´1 erzeugt.
Äquivalent wird die Wahrscheinlichkeitsmatrix P als Verteilungsfunktion aufgefasst und
mittels u2, s der nächste Zustand bestimmt. Ist der nächste Zustand D0 bedeutet dies,
wie bereits erläutert, dass kein Ereignis im Sinne der Ankunft eines Auftrages beobachtet
werden kann. In diesem Fall wird s “ s ` 1 gesetzt und das Verfahren solange wiederholt,
bis als nächster Zustand D1 bestimmt wurde, also ein Ereignis beobachtet werden kann.
Folglich ergibt sich eine konkrete Zufallszahl bzw. Zwischenankunftszeit xt als
ř
s ys.
Nach jeder Bestimmung wird s auf den Wert Eins zurückgesetzt.
Die zitierten Quellen weisen ausdrücklich darauf hin, dass für zu generierende Zufallszahlen
aus Markovschen Ankunftsprozessen ein Kompromiss zwischen deren exakter Abbildung
der gewünschten Wahrscheinlichkeitsverteilung und Korrelationsstruktur gefunden werden
muss. Beispielhaft seien nachfolgende Zustandsübergangsmatrizen eines MAP mit n “ 3
Zuständen durch
D0 “
»—–´1,00222 1,00222 00 ´1,00222 0
0 0 ´225,75000
fiffifl und D1 “
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definiert. Diese führen entsprechend Formel 3.16 zu einem λ “ 1 und einem Autokorrela-
tionskoeffizienten zum Lag 1 von r1 “ 0,49.8
3.1.5 Autoregressive Prozesse mit beliebiger Randverteilung
Der ARTA-Ansatz (ARTA: AutoRegressive to Anything) erweitert den in Abschnitt 3.1.1
vorgestellten Ansatz nach Box et al. (2008). Hierbei wird die Beschränkung auf normalver-
teilte Zufallsvariablen aufgegeben und die Modellierung bzw. Generierung autokorrelierter
Zufallszahlen mit beliebiger (anything) Randverteilung FY ermöglicht (vgl. Cario &
Nelson 1996b). Dazu wird ein AR-Basisprozess tZtu mit den partiellen Autokorrela-
tionskoeffizienten αh (vgl. Abschnitt 2.3.3) in einen ARTA-Prozess tYtu transformiert.




αhZt´h ` εt̊ mit t P Z (3.17)
genügen, wobei p die Modellordnung, d. h. den maximal zu betrachtenden Lag definiert.
Der Prozess tεt̊ u sei normalverteilt N p0, σ2q. Um sicherzustellen, dass die Transformation
F ´1Y rΦpZtqs zu einer Folge tYtu mit gewünschter Randverteilung FY führt, muss tZtu
einer Standardnormalverteilung N p0, 1q folgen, denn ΦpZtq “ Ut mit Ut „ Up0, 1q.
Entsprechend wird die Varianz σ2 von Zt durch die Forderung




angepasst. Hierbei gibt rh den Autokorrelationskoeffizienten zum Lag h, h “ 1, 2, . . . , p
des AR-Prozesses an und ist mit rh “ CorrrZt, Zt`hs beschrieben (vgl. Formel 2.24).9
Die Bestimmung der einzelnen Koeffizienten rh ist in den meisten Fällen nicht trivial
bzw. analytisch unmöglich. Eine Ausnahme stellt nachfolgende Formel 3.19 dar. Sie
erlaubt die Bestimmung der Koeffizienten rh für den Fall, dass die Zielverteilung FY eine
Gleichverteilung ist, wobei ρprhq den entsprechenden Autokorrelationskoeffizienten zum
Lag h des ARTA-Prozesses darstellt (vgl. Li & Hammond 1975, S. 558).
ρprhq “ 2 sin π6 rh (3.19)
8Die Werte wurden analytisch mittels der Statistiksoftware R (vgl. R Development Core Team 2013)
und der Bibliothek mapfit ermittelt.
9Um Verwirrung zu vermeiden: Die Koeffizienten rh beschreiben nicht die Autokorrelation der ge-
wünschten Zielverteilung. Sie sind Äquivalente des AR-Prozesses, um nach dessen Transformation
eine geforderte Autokorrelationsstruktur im ARTA-Prozess vorzufinden.
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Ferner wird in Cario & Nelson (1998) ein effizientes numerisches Suchverfahren mit
beliebiger Genauigkeit vorgestellt. Die Regressionskoeffizienten αh können anschließend
bspw. durch Lösen des Yule-Walker-Gleichungssystems
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errechnet werden (siehe auch Abschnitt 2.3.3). Darüber hinaus stellen Cario & Nel-
son (1996a) mit ARTAFACTS (ARTA Fitting Algorithm for Constructing Time Series)
und ARTAGEN (ARTA GENeration algorithm) zwei Tools bereit, um autokorrelier-
te Zufallszahlenfolgen automatisiert zu erzeugen. Mit ARTAFACTS können für eine
gegebene Verteilungsfunktion FY und Autokorrelationsstruktur die Parameter des AR(p)-
Basisprozesses geschätzt werden. Als mögliche Verteilungsfunktionen werden die Normal-,
Student-t-, Gleich-, Exponential-, Gamma-, Weibull-, Lognormal-, Johnson- sowie dis-
krete, empirische Verteilungen genannt. Sind alle notwendigen Parameter bekannt bzw.
festgelegt, erlaubt ARTAGEN die Generierung einzelner Beobachtungen. Beide Program-
me sind in Fortran implementiert.
Eine Weiterentwicklung von ARTAFACTS wird in Biller & Nelson (2005, 2008)
vorgestellt, sog. ARTAFIT. Der Ansatz eignet sich insbesondere zur Schätzung von
Parametern eines AR-Prozesses, wenn der entsprechende ARTA-Prozess einer empiri-
schen Randverteilung genügen soll. Grundlage bildet eine Johnson-Verteilung, also eine
transformierte Normalverteilung. Der Fokus in ARTAFIT liegt auf der Sicherstellung der
korrekten Randverteilung des zugehörigen Störterms des AR-Prozesses. Dieser soll einer
Standardnormalverteilung und der IID-Eigenschaft folgen.10
Eine Umsetzung des ARTA-Ansatzes in einer Java-Bibliothek, sog. JARTA, wird in
Uhlig et al. (2013) vorgestellt und steht zur freien Verfügung (vgl. Uhlig & Rank
2013). JARTA erlaubt das Schätzen der AR-Parameter sowie das Generieren konkreter
Realisierungen. Es kombiniert also die Funktionen von ARTAFACTS und ARTAGEN.
Gleichzeitig werden die Beschränkungen in ARTAFACTS und ARTAGEN, bspw. die
Betrachtung der lediglich ersten 20 Autokorrelationskoeffizienten, eine maximale Länge
der generierten Zufallszahlenfolge von 20 000 oder Restriktionen bei der Benennung von
Dateien, aufgehoben.
Der beschriebene univariate ARTA-Prozess wird von Cario & Nelson (1997) auf den
multivariaten Fall erweitert, sodass sich Y aus der Transformation eines k-dimensionalen
standard-multivariaten Vektors Z “ pZ1, Z1, . . . , Zkqᵀ mit gegebener Korrelationsmatrix
CorrrZs “ řZ ergibt, also
10Die in Biller & Nelson (2005, S. 554) angegebene Quelle für eine C++ Implementierung von ARTAFIT
ist nicht mehr verfügbar.
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Identisch zu ARTA müssen auch für den NORTA (NORmal To Anything) genannten
Ansatz die Parameter der k-AR-Prozesse bestimmt werden, wobei als zusätzliche Freiheits-
grade deren gegenseitige Abhängigkeiten berücksichtigt werden müssen. Das Verfahren
ist entsprechend aufwendig (vgl. Ghosh & Henderson 2002).
Eine darüber hinausgehende Verallgemeinerung von ARTA wird in Biller & Nelson
(2003) gegeben. Dabei wird zusätzlich jeder Zustand Zt als n dimensionaler Vektor und
die autoregressiven Koeffizienten als n ˆ n Matrix zum Zeitpunkt t aufgefasst. Formal




αhZt´h ` ε˚t mit t P Z (3.20)
Biller & Nelson erkennen im zuvor genannten Modell die Schwäche, dass lediglich
lineare Abhängigkeiten abgebildet werden. Entsprechend wird in Biller (2009) die
Erweiterung um Copula-basierte Prozesse in VARTA-Modellen vorgeschlagen (siehe
hierzu auch Abschnitt 3.1.3).
Kriege (2012, S. 52 ff) stellt ARTA-Prozesse mit einem ARMA-Basisprozess vor. Der
AR-Prozess wird also um einen Moving-Average-Teil erweitert. Dadurch wird eine größere
Bandbreite möglicher Autokorrelationsstrukturen in der zu generierenden Zufallszahlen-








θgεt̊´g ` εt̊ mit t P Z. (3.21)
Die bereits getroffenen Annahmen und Beweise aus Cario & Nelson (1996b) behalten
ihre Gültigkeit. Eine Vorgehensweise zur Bestimmung der zusätzlichen Parameter θg ist
in Kriege (2012, S. 57 ff) nachzuvollziehen. Darin wird außerdem beschrieben, wie eine
Kombination mehrerer sog. Extended-ARTA-Prozesse die Modellierung verschiedener
Phasenverteilungen wie bspw. der Hyper-Erlang-Verteilung erlauben. Die Quelle stellt
außerdem ProFiDo (Processes Fitting Toolkit Dortmund) vor. Das Softwaretool mit
grafischer Nutzeroberfläche erlaubt die Parametrierung von ARTA-Prozessen (vgl. Kriege
2012, Kapitel 9).11
11ProFiDo eignet sich außerdem zur Modellierung von Ankunftsprozessen mittels Phasenverteilungen,
Markovian Arrival Processes sowie ARMA und wird von Bause et al. (2014) bereitgestellt.
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3.1.6 Weitere Verfahren
In Polge et al. (1973) wird die Correlation Transfer Technique vorgestellt. Die Methode
erlaubt die Generierung von Zufallszahlen mit beliebiger Randverteilung und Autokorre-
lationsfunktion. Das Grundprinzip besteht in der Generierung einer Folge unabhängiger
Zufallszahlen mit einer gewünschten Randverteilung. Diese werden in einem sich anschlie-
ßenden Schritt umsortiert bzw. ausgetauscht (siehe hierzu z. B. auch Hunter & Kearney
1983). Die Autoren merken selber an, dass sich die Methode nicht für Simulationsstudien
eignet, weil vor allem eine exakte mathematische Formulierung des Ansatzes fehlt.
Eine ähnliche Vorgehensweise wird in Santos Filho & Yacoub (2008) aufgezeigt. Bei der
sog. Rank Matching-Methode werden wiederum zwei Zufallszahlenfolgen generiert – eine
mit Normalverteilung und der angedachten Autokorrelationsfunktion tXtu und eine mit
IID-Eigenschaften und der Zielverteilung tZtu. Die Ränge der einzelnen Realisierungen in
tXtu werden bestimmt und entsprechend auf tZtu übertragen. Ist tXtu also bspw. durch
t3, 1, 2, 4u und tZtu durch t´1,22; 0,20; 0,56; 0,33u definiert, so ist der angepasste Prozess
tYtu durch die Folge t0,20; 0,56; 0,33; ´1,22u beschrieben und enthält die Randverteilung
von tZtu und eine ähnliche Korrelationsstruktur wie tXtu.
Aus Sicht der automatischen Generierung sind beide Verfahren, die Correlation Transfer
Technique und das Rank Matching, als kritisch einzustufen, weil insbesondere für lange
Zeitreihen mit erheblichen Rechenaufwand und Speicherbedarf zu rechnen ist.
Lakhan (1981) erzeugt autokorrelierte Up0, 1q-verteilte Zufallszahlen tUtu durch Sum-
mation zweier Normalverteilungen. Unter der Annahme, dass Yt „ N p0, 1q und X1 “ Y1
führt die Bildungsvorschrift Xt “ rαXt´1 ` p1 ´ αqYtsrp1 ´ αq2 ` α2s´0,5 zunächst zu
Zufallszahlen, die einer N p0, 1q-Randverteilung genügen, wobei deren Autokorrelations-
koeffizient zum Lag 1 α beträgt. Durch Inversion Ut “ ΦpXtq wird in die beabsichtigte
Gleichverteilung transformiert. Wie dabei α zu wählen ist, damit sich eine bestimmte
Autokorrelationsfunktion einstellt, wird in der genannten Quelle erörtert.
In Metzner (1982) erfolgt die Generierung autokorrelierter Zufallszahlen auf Grundlage
eines Moving-Average-Prozesses Yt “ c1Xt `c2Xt´1 ` . . .`ck`1Xt´k `EpY q der Ordnung
(Lag) k. Durch Parametrierung von c sowie des dritten und vierten Moments der unab-
hängig, identisch verteilten Basissequenz tXtu werden die gewünschten Eigenschaften von
tYtu erreicht. In der angegebenen Quelle werden geschlossene Lösungen für die Parameter
bis zum Lag 2 hergeleitet. Entsprechende Lösungen für Autokorrelationskoeffizienten
höherer Ordnungen müssten numerisch, iterativ bestimmt werden.
Badel (1979) zeigt wie auf Grundlage des Ausdrucks Yt “ αYt´1 `ptXt Zufallszahlen aus
der Familie der Exponentialverteilungen (Erlang-, Cox- und Hyperexponentialverteilung)
generiert werden können. Dabei gibt α den Korrelationskoeffizienten zum Lag 1 an und
ptXt entspricht einem Bernoulli-verteilten, additiven Störterm, wobei für tptu „ Bernpαq
gilt und tXtu eine exponentialverteilte Randverteilung besitzt. Eine offensichtliche Schwä-
che des Verfahrens wird unter Vergegenwärtigung der Möglichkeit deutlich, mehrfach
hintereinander zufällig pt “ 0 zu erhalten. Dann braucht das Verfahren einige Schritte,
um sich „zu erholen“.
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Eine Folge gleichverteilter, autokorrelierter Zufallszahlen tYtu kann mit der Sum-of-
Uniforms-Methode erreicht werden (vgl. Willemain & Desautels 1993). Dazu wird
zunächst U0 „ Up0, 1q festgelegt und für eine positiv korrelierte Zufallszahlenfolge die
Vorschrift Yt “ Ut´1 ` Vt und für negativ korrelierte Prozesse Yt “ 1 ´ Ut´1 ` Vt an-
gewandt. Die Parametrierung der Autokorrelation zum Lag 1 erfolgt über Vt „ Up0, cq.
Eine geschlossene Formel für den Zusammenhang von c und der sich einstellenden Au-
tokorrelationsfunktion wurde bisher nicht gefunden. Willemain & Desautels (1993)
beschränken sich auf numerische Lösungen. Eine erweiterte Diskussion bzgl. der Festle-
gung von c wird in Chen (2005) gegeben. Diese schließt auch die Generierung weiterer
Randverteilungen von tYtu wie bspw. der Exponential- oder Binomialverteilung mit ein.
3.1.7 Bewertung der Verfahren und Werkzeuge zur Generierung
Nachfolgende Abschnitte diskutieren die Tauglichkeit der zuvor beschriebenen Methoden
vor dem Hintergrund der Erzeugung autokorrelierter Zufallszahlen. Die Eignung ist eng
verbunden mit dem Vorhandensein entsprechender Softwarewerkzeuge, welche die Verfah-
ren umsetzen und parametrieren. In diesem Zusammenhang und mit dem Schwerpunkt
des Einsatzes in ereignisdiskreten Simulationsumgebungen evaluiert der Autor vorliegen-
der Arbeit in Uhlig et al. (2016) zur Verfügung stehende Software. Insgesamt werden
sechs verschiedene Tools unter der Maßgabe ihrer Funktionalität (korrekte Erzeugung
autokorrelierter Zufallszahlen bei Vorgabe deren statistischer Eigenschaften), Interopera-
bilität (Einbindung in den Ablauf einer Simulationsstudie) und Usability (Einfachheit
der Anwendung, Qualität der Dokumentation) bewertet. Konkret untersucht werden
ARTAFACTS, ARTAGEN, JARTA, BuTools, KPC-Toolbox und ProFiDo (für deren
Quellen, siehe Abschnitt 3.1.1 bis 3.1.5 bzw. Uhlig et al. 2016). Modellierungswerkzeuge
für TES sowie den Minification- und Maxificationansatz (vgl. Abschnitt 3.1.2) sind nicht
verfügbar. Ferner sind keine Tools bekannt, die eine einfache Erzeugung von Zufallszahlen
mittels Copulae erlauben. Es existieren zwar Funktionen bspw. in den Programmen
MATLAB (vgl. MathWorks 2016) oder R (vgl. R Development Core Team 2013),
diese sind aber ohne ein hohes Maß an Expertise zur Parametrierung nicht anwendbar.
Vom Standpunkt der statistisch korrekten Erzeugung von Zeitreihen mit unterschiedlich
definierten Korrelationsstrukturen kommen die Autoren zusammenfassend zum Ergebnis,
dass Verfahren basierend auf autoregressiven Prozessen jenen basierend auf Markovschen
Ankunftsprozessen (MAP) vorzuziehen sind. Insbesondere für die KPC-Toolbox und
BuTools als Vertreter von MAP können deutliche Anomalien in den Randverteilungen
der erzeugten Zufallszahlenfolgen beobachtet werden. Diese weichen erheblich von der
geforderten Exponentialverteilung ab. In diesem Zusammenhang wird aber betont, dass
dies kein inhärentes Defizit von Markovschen Ankunftsprozessen ist, sondern auf die
Schwierigkeit der korrekten Parametrierung bzw. die in den Tools implementierten
Methoden des Fittings zurückzuführen ist. Es bestätigt sich die bereits in Abschnitt 3.1.4
zitierte Aussage, wonach bei MAP ein Kompromiss zwischen der genauen Abbildung
der Autokorrelation und der Randverteilung gefunden werden muss. Dem gegenüber
stehen ARTA-Prozesse bzw. Tools, die auf Grundlage von ARTA-Prozessen Zufallszahlen
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erzeugen. Diese bilden die geforderte Autokorrelationsstruktur exakt ab, bei gleichzeitig
korrekter Modellierung der Randverteilung.
Mit Bezug auf Interoperabilität und Usability bescheinigen Uhlig et al. (2016) allen
Werkzeugen eine ausreichende, zweckmäßige Dokumentation. Als Besonderheit können
BuTools und KPC-Toolbox in MATLAB integriert werden. ProFiDo zeichnet sich durch
eine Nutzeroberfläche aus. Diese ermöglicht es, mittels breiter Auswahl vorgefertigter Bau-
steine bzw. Generatoren (vgl. Abschnitt 3.1.5), Prozessketten zu erstellen. Eine typische
Kette bildet bspw. das Einlesen von Daten, gefolgt von der Schätzung deren Momente und
Autokorrelationsstruktur bis zur entsprechenden Generierung und Ausgabe von Zufalls-
zahlen ab. Eine direkte Einbindung in einen Simulator ist nicht möglich. Gleiches trifft
auf ARTAFACTS und ARTAGEN zu. Hier ist der Anwender auf einen Datenaustausch
mittels Textdateien angewiesen. Alternativ erzeugen ProFiDo und ARTAFACTS die
notwendigen Parameter für einen ARTA-Prozess, die dann in einem beliebigen Simulator
zur Generierung von Zufallszahlen genutzt werden können. JARTA kann als Konsolenan-
wendung genutzt oder als Java-Bibliothek eingebunden werden. Zweitgenannter Punkt
ermöglicht Java-Anwendern eine sehr einfache Nutzung. So berichten die Autoren von
einer Einbindung in den ereignisdiskreten Simulator AnyLogic (vgl. AnyLogic 2016).
Ein generelles Fazit in Uhlig et al. (2016) lautet, dass MAP sich vor allem zur analyti-
schen Beschreibung von autokorrelierten Ankunftsprozessen in Bediensystemen eignen.
Autoregressive Ansätze sind für Simulationen mit zeitdiskretem Modell vorzuziehen.
Dies ist unter anderem auch in Bause et al. (2009) nachzuvollziehen. Wiederum werden
vor dem Hintergrund der Erzeugung autokorrelierter Zeitreihen für deren Anwendung
in Simulationsmodellen autoregressive Ansätze und MAP, bzw. entsprechende Fitting-
Algorithmen, verglichen. Grundlage der Evaluierung bilden synthetische Daten und
reale Messreihen. Dabei zeigt sich, dass ARMA-Modelle immer dann versagen, wenn die
geforderte Randverteilung der Zufallszahlen von einer Normalverteilung abweicht.
Ferner wird erläutert, dass mit einem guten Fitting-Algorithmus, im vorliegenden Fall
sog. MOEA (vgl. Panchenko & Buchholz 2007) und EM (vgl. Buchholz 2003), MAP
sowohl die geforderten Verteilungsparameter als auch die Autokorrelation meist adäquat
abbilden. Zum Teil wird aber wiederum deutlich, dass für MAP ein Kompromiss zwischen
genauer Modellierung der Verteilungsfunktion und der Autokorrelation gefunden werden
muss. Mit ARTA und dem Fitting-Algorithmus ARTAFACTS können durchweg sehr
gute Ergebnisse im Sinne einer hohen Übereinstimmung der geforderten Verteilungs-
und Autokorrelationsparameter erreicht werden. In Kriege (2012, S. 50 f) wird hierzu
ergänzt, dass ARTA inhärent invertierbare Verteilungsfunktionen voraussetzt. Phasen-
verteilungen, außer Exponential- und Erlang-Verteilung, können somit nicht modelliert
werden. Darüber hinaus wird am ARTAFIT-Algorithmus kritisiert, dass der Ansatz einer
Approximation beliebiger Randverteilungen durch eine Johnson-Verteilung nicht in jedem
Fall zu zufriedenstellenden Ergebnissen führt.
In Livny et al. (1993) werden der TES- und Minification-Ansatz gegenübergestellt. Beide
sind auf die Parametrierung des Autokorrelationskoeffizienten zum Lag 1 beschränkt. Im
direkten Vergleich zeigt sich, dass in den erzeugten Zeitreihen unter TES die Koeffizienten
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größerer Lags wesentlich langsamer abklingen. Eine offensichtliche Schwäche der zwei
Ansätze ist deren Beschränkung auf die Generierung von Zufallszahlen mit uniformer
Randverteilung. Eine Transformation in eine Zielverteilung verlangt iterative Anwender-
interaktion, um die gewünschte Autokorrelation zu erhalten (vgl. hierzu auch Biller &
Ghosh 2004, S. 159 f).
Nielsen (2004) vergleicht den TES-Ansatz mit ARTA. Im Kern betont der Autor, dass
mit ARTA im Gegensatz zu TES beliebige Autokorrelationsstrukturen erzeugt werden
können, also keine Beschränkung auf den Koeffizienten zum Lag 1 besteht. Dies ist
von immenser Bedeutung, wenn eine Zeitreihe ein bestimmtes Abklingverhalten der
Autokorrelation in höheren Lags aufweisen soll. Damit wird das Systemverhalten bzw.
die Systemleistung wesentlich beeinflusst. So können bspw. in Modellen aus der zitierten
Quelle trotz identischer Parametrierung des Autokorrelationskoeffizienten zum Lag 1,
signifikant unterschiedliche Simulationsergebnisse beobachtet werden. Die Diskrepanz
beträgt teils mehrere 100%.
Eine eher theoretische Bewertung verschiedener Generatoren autokorrelierter Zufallszah-
len geben Biller & Ghosh (2004). Im Zentrum der Diskussion stehen autoregressive
Ansätze, zwei Methoden basierend auf Copulae (sog. Chessboard Distributions und
Vine Copula Method) sowie TES. Für ARTA-Prozesse und deren Weiterentwicklungen
NORTA und VARTA (vgl. Abschnitt 3.1.5) formulieren die Autoren den Nachteil, dass
Randverteilungen mit gültiger Korrelationsstruktur existieren, die nicht modelliert werden
können. Dieses Defizit besteht für Copulae nicht. Im Gegenzug erfordern Copulae hohen
Aufwand zur Parametrierung. Bezüglich TES wird herausgestellt, dass in generierten
Zeitreihen mit Sprüngen („extreme jumps“, Biller & Ghosh 2004, S. 159) zu rechnen
ist. Der Effekt könne zwar abgemildert werden, allerdings zu Lasten einer korrekten
Modellierung der Autokorrelationsstruktur. Eine ähnliche Einschätzung wird auch in
Strelen (2009, S. 30:2) gegeben. Ergänzend wird betont, dass ARTA und TES le-
diglich autokorrelierte Prozesse, d. h. lineare Abhängigkeiten abbilden können, darüber
hinausgehende Abhängigkeiten jedoch nicht.
Zusammenfassend bleibt festzustellen, dass in der Literatur im Kontext der Erzeugung
autokorrelierter Prozesse überwiegend autoregressive Verfahren, TES, Copluae und
MAP diskutiert werden. Dabei wird deutlich, dass MAP und Copulae eine sehr große
Bandbreite an Korrelationsstrukturen und Randverteilungen abdecken. Dies geht auf
Kosten einer sehr aufwendigen, nicht trivialen Parametrierung. Die Verfahren eignen
sich eher zur analytischen Beschreibung von Prozessen. TES ist bei der Erzeugung
autokorrelierter Zufallszahlen auf den Lag 1 beschränkt und ohne Expertenwissen schwer
zu parametrieren. Autoregressive Modelle und im speziellen ARTA sind flexibel in
der Erzeugung gewünschter Autokorrelationsstrukturen, aber auf Randverteilungen mit
invertierbarer Funktion beschränkt. Die Anwendung von ARTA ist vergleichsweise einfach,
zumal mehrere Tools zur Bestimmung der Parameter verfügbar sind.
Unter praxisnahen Gesichtspunkten sei daher zur Erzeugung autokorrelierter Zufallszah-
len zur Anwendung in der ereignisdiskreten Simulation ARTA empfohlen. Speziell in
vorliegender Arbeit hat sich der Einsatz von JARTA bewährt.
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3.2 Wirken von Autokorrelation in Bediensystemen
Nachfolgende Absätze haben den Anspruch aufzuzeigen, dass autokorrelierte Prozesse
wesentlichen Einfluss auf das Systemverhalten haben und deshalb Beachtung verlangen.
Es wird ein kausaler Zusammenhang zwischen Autokorrelation und Modell charakterisie-
renden Kennwerten hergestellt. Die Erkenntnisse der nachfolgenden Ausführungen dienen
als Grundlage und Rechtfertigung ähnlicher Analysen von Realsystemen in Abschnitt 3.3.
Frühe Überlegungen und Untersuchungen, welche die Unabhängigkeit von Ankunftsereig-
nissen in Bediensystemen in Frage stellen, gehen auf Runnenburg (1962) zurück. Dabei
wird die Annahme Poisson-verteilter Ankunftsereignisse durch sog. Markov-Dependence
ersetzt (vgl. auch Abschnitt 3.1 unter dem Stichwort Markovian Arrival Processes). Die
Quelle analysiert die mittlere Wartezeit eines G|M|1-Modells12 analytisch. Unter der
Annahme einer Auslastung von 0,66 und der Variation der Autokorrelation ergeben sich
die in Tabelle 3.1 angegebenen Werte.
Tabelle 3.1: Analytisch ermittelte mittlere Wartezeit bei autokorrelierten Ankunftsereignissen
und 67% Auslastung der Bedienstation – Quelle: Runnenburg (1962)
Korrelationskoeffizient Lag 1 `1,00 `0,93 `0,50 ˘0,00 ´0,50 ´1,00
mittlere Wartezeit 8 `2,11 `1,03 `0,86 `0,79 `0,75
Standardabweichung mittlere Wartezeit 8 `3,70 `1,80 `1,60 `1,50 `1,40
Zusammengefasst erhöhen positiv autokorrelierte Ankunftsereignisse die mittlere Warte-
zeit und deren Standardabweichung, während negativ autokorrelierte Ankunftsereignisse
diese leicht verringern. Die zugehörige Verteilungsfunktion der Wartezeiten konvergiert
entsprechend langsamer bzw. schneller gegen eins (vgl. hierzu und für Ergebnisse unter
der Variation von Parametern Runnenburg 1962, S. 342 ff). Ähnliche Aussagen können
zudem in Tin (1985) nachvollzogen werden.
Eine geschlossene Formel zur Berechnung von Warteschlangenlängen autoregressiver
Modelle im zeitdiskreten Fall (sog. DAR – discrete autoregressive) geben Hwang &
Sohraby (2003). Dabei wird die Anzahl der Ankünfte zwischen zwei Zeitpunkten als
Batchgröße bezeichnet. Diese folgt einer geometrischen Randverteilung und ergibt sich aus
einer rekurrenten Bildungsvorschrift. Die Autokorrelationsfunktionen von Zeitreihen der
Zwischenankunftszeiten von DAR-Modellen sind in der Regel durch langsam abklingende
Koeffizienten geprägt. In Konsequenz und unter Annahme konstanter Bedienzeiten weisen
die Autoren nach, dass mit steigender Autokorrelation der Batchgröße und damit auch
steigender Autokorrelation in den Zwischenankunftszeiten mit längeren Warteschlangen
12Markovsche Ankunftsprozesse werden in der Kendall-Notation auch als MAP abgekürzt. Im vorliegenden
Fall ergibt sich also ein MAP|M|1-Modell. Wie bereits erwähnt, sollen autokorrelierte Prozesse aber
mit G beschrieben werden.
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gerechnet werden muss.13 Es werden u. a. numerische Ergebnisse für ein Einbedienermodell
angegeben. Dabei variiert in die Analysen der Autokorrelationskoeffizienten zum Lag 1
der Batchgröße im Intervall r0; 0,9s. Außerdem werden Auslastungsgrade zwischen 0,7
bis 0,85 angenommen. Tabelle 3.2 listet einen Auszug der Analyseergebnisse.
Tabelle 3.2: Analytisch ermittelte mittlere Warteschlangenlänge bei autokorrelierten Ankunfts-
strömen – Quelle: in Anlehnung an Figure 3 aus Hwang & Sohraby (2003)
Korrelationskoeffizient Lag 1 `0,9 `0,7 `0,5
Auslastung Bedienstation 0,85 0,80 0,70 0,85 0,80 0,70 0,85 0,80 0,70
mittlere Warteschlangenlänge 92 62 32 29 20 10 16 11 6
Zur Einschätzung seien Vergleichswerte des unkorrelierten Falls herangezogen. Das ge-
wählte System in Hwang & Sohraby (2003) entspricht einem GI|D|1-Modell, wobei
die Autoren den Variationskoeffizienten des Ankunftsprozesses nicht explizit angeben.
Eine analytische Berechnung kann daher nicht erfolgen, weshalb auf Schätzwerte zu-
rückgegriffen wird. Nach Figure 3 in Hwang & Sohraby (2003, S. 37) ist für einen
Auslastungsgrad von 0,85 eine mittlere Warteschlangenlänge von 5 Einheiten im un-
korrelierten Fall zu erwarten. Äquivalent ergeben sich für die Auslastungsgrade von
0,80 und 0,70 Warteschlangenlängen von ca. 4 bzw. 3. Damit beträgt bspw. für den in
Tabelle 3.2 gegebenen Wert von 92 die Abweichung über 1800%. Dies verdeutlicht erneut
den erheblichen Einfluss von Autokorrelation auf Warteschlangen in Bediensystemen.
Weitere, ähnliche Forschungsergebnisse werden u. a. von Patuwo et al. (1993), Adan &
Kulkarni (2003), Kim et al. (2007), Kim et al. (2008), Hwan & Sohraby (2004), Miao &
Lee (2013), Xu (1999) und Fendick et al. (1989) aufgezeigt. In Addie et al. (1995)
wird eine Heuristik zur Bestimmung der Warteschlangenlänge bei beliebig verteilten,
autokorrelierten Ankunftsprozessen vorgestellt.
Die Ergebnisse umfangreicher simulativer Untersuchungen eines Single-Server-Queue-
Modells mit autokorrelierten Zwischenankunfts- sowie Bedienzeiten werden in Livny et al.
(1993) diskutiert. Später werden ähnliche Analysen von Civelek et al. (2009) durchgeführt.
Im Kern beobachten die Autoren schon bei moderat ausgeprägten autokorrelierten
Prozessen deutliche Abweichungen der Wartezeit im Vergleich zu einem unkorrelierten
Referenzmodell. Im Einzelfall divergieren die Werte um mehrere 1000%. Tabelle 3.3 zeigt
einen kleinen Auszug der zitierten Quellen. Maßgabe sind Prozesse mit exponentialer
Randverteilung.14
13
Hwang & Sohraby (2003) zeigen außerdem, dass mit der Erhöhung der Varianz in der Verteilungs-
funktion der Batchgröße ein steigender Einfluss von Autokorrelation auf die Warteschlange einher
geht. Konkret wird neben einer geometrischen Randverteilung die Mischung („mixture“, Hwang &
Sohraby 2003, S. 37) und Summation zweier geometrischen Verteilung untersucht. Erstgenannte
Variation bewirkt eine Verringerung der Varianz, zweitgenannte eine Erhöhung.
14
Civelek et al. (2009, S. 23) untersuchen ergänzend den Effekt von Autokorrelation bei Prozessen mit
nicht exponentialer Randverteilung. Die Autoren beschränken sich auf die qualitative Aussage, dass
bei steigendem Variationskoeffizient mit längeren Warteschlangen bzw. -zeiten zu rechnen ist (siehe
hierzu auch Hwang & Sohraby 2003). Eine Quantifizierung erfolgt dabei nicht.
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Tabelle 3.3: Simulationsergebnisse eines G|M|1-Bedienmodells mit 80% Auslastung und
autokorreliertem Ankunftsstrom – Abweichung der mittleren Wartezeit zum
unkorrelierten Fall; teilweise gerundete Werte; Quelle: Auszug aus Livny et al.
(1993) und Civelek et al. (2009)
Generierungs-
methode
Autokorrelationskoeffizient des Ankunftsprozesses zum Lag 1
´0,55 ´0,40 ´0,25 0,00 `0,25 `0,50 `0,75 `0,85
TESa `4450% `246% `27% 4,00 `79% `503% `5315% `23 463%
Minificationa ´30% ´29% ´19% 4,00 `23% `70% `211% `397%
VARTAa ´20% ´25% ´19% 4,00 `34% `103% `307% `577%
a vgl. Abschnitt 3.1
Neben der Wirkung von Autokorrelation im Allgemeinen wird ferner deutlich, dass die Er-
gebnisse ganz wesentlich von der Generierungsmethode des Ankunftsprozesses abhängen.
Der Hintergrund ist folgender: Die Zufallszahlenfolgen aus den verschiedenen Generatoren
genügen zunächst identischen Verteilungsparametern und gleichen Autokorrelationsko-
effizienten zum Lag 1. Bei näherer Betrachtung wird aber deutlich, dass sich über den
Lag 1 hinaus die Autokorrelationsfunktionen unterscheiden. So neigt insbesondere TES
zu nur sehr langsam abklingenden Koeffizienten (sog. Long Range Dependency15). Derlei
Strukturen können vor allem im Telekommunikationsbereich beobachtet werden. In der
Intralogistik sind meist Zeitreihen mit vergleichsweise schnell abklingenden Autokorrelati-
onskoeffizienten vorzufinden (vgl. nachfolgenden Abschnitt 3.3). In Konsequenz und wie
bereits in Abschnitt 2.3.3 erläutert, müsste für einen Vergleich zweier Zufallszahlenfolgen
eine Spezifizierung der Autokorrelationskoeffizienten über den Lag 1 hinaus erfolgen. Ein
geeignetes Maß für die Angabe der gesamten Autokorrelationsfunktion besteht bis dato
aber nicht.
In Livny et al. (1993, S. 329 ff) und Civelek et al. (2009, S. 19) wird ferner dargelegt,
dass Autokorrelation im Ankunftsstrom einen größeren Effekt hat, als autokorrelierte
Bedienzeiten. Begründet wird dies bildlich: Positive Autokorrelation führt zu Sequenzen
langer und kurzer Zwischenankunfts- bzw. Bedienzeiten. Phasen mit kurzen Zwischenan-
kunftszeiten führen dabei zu langen Warteschlangen, während die gegenteilige Wirkung
für Sequenzen kurzer Bedienzeiten eintritt. Der umgekehrte Fall mit Sequenzen langer
Zeiten ist in Analogie zu verstehen. Da sich der Median der Exponentialverteilung aber
kleiner als dessen Mittelwert darstellt, ist für ein spezifisches Auslastungsniveau mit einer
höheren Wahrscheinlichkeit des Auftretens kleiner Werte bzw. kurzer Zeiten zu rech-
nen. Entsprechend überwiegt der beschriebene Effekt längerer Warteschlangen aufgrund
Sequenzen kurzer Zwischenankunftszeiten.
15Es wird grundsätzlich zwischen Short Range Dependency und Long Range Dependency unterschieden.
Der Unterschied liegt im Abklingverhalten der Koeffizienten der Autokorrelationsfunktion. Bei vor-
handener Short Range Dependency fallen diese mit steigendem Lag exponentiell ab, bei Long Range
Dependency langsamer (siehe Strzałka et al. 2012, S. 49 sowie im vorangegangenen Abschnitt 3.1.1
im Absatz zu FARIMA-Modellen).
70
3.2 Wirken von Autokorrelation in Bediensystemen
Ergänzende Ergebnisse zu Tabelle 3.3 sind auch in Altiok & Melamed (2001) nachzuvoll-
ziehen. Darin wird außerdem vor dem Hintergrund der Generierung von autokorrelierten
Zufallszahlen mittels TES der Effekt von autokorrelierten Maschinenausfallprozessen
diskutiert (siehe hierzu auch Balciogl̃u et al. 2007).
Der Fall nur langsam abklingender Autokorrelationskoeffizienten der Zwischenankunfts-
zeiten im Ankunftsstrom im Zusammenhang mit dessen Warteschlangenlänge wird in
Resnick & Samorodnitsky (1996) simulativ analysiert. Neben den bekannten, bereits
erläuterten Effekten zeigen sich vor allem auch deutlich unterschiedliche Verteilungsfunk-
tionen der Wartezeiten im Vergleich mit unabhängigen Ankunftsereignissen (vgl. auch
Dahl & Willemain 2001; Strzałka et al. 2012).
Zuvor zitierte Quellen parametrieren lediglich den Autokorrelationskoeffizienten zum
Lag 1. Civelek et al. (2009) präsentieren Ergebnisse mit der zusätzlichen Festlegung des
Koeffizienten zum Lag 2. Grundlage ist wiederum ein G|M|1-Bedienmodell. Tabelle 3.4
stellt die Resultate dar. Dabei steht P stellvertretend für einen Prozess mit definierten
positiven Autokorrelationskoeffizienten zum Lag 1. Im Fall von PP ist der Lag 1 und Lag 2
angegeben. Negative Koeffizienten sind mit N abgekürzt. Sich ergebende Kombinationen
sind äquivalent zu verstehen. Die Koeffizienten sind jeweils mit `0,3 bzw. ´0,3 definiert.
Tabelle 3.4: Simulationsergebnisse eines G|M|1-Bedienmodells mit autokorreliertem Ankunfts-
strom der Ordnung 2; Abweichung der mittleren Warteschlangenlänge zum unkorre-
lierten Fall; gerundete Werte; P: positiver Autokorrelationskoeffizient; N: negativer
Autokorrelationskoeffizient; Quelle: Auszug aus Civelek et al. (2009)
Auslastung
Bedienstation
Autokorrelationskoeffizient des Ankunftsprozesses zum Lag 1 und 2
IID PP P PN NP N NN
0,25 0,33 `50,3% `30,1% `9,3% ´12,5% ´16,8% ´21,8%
0,50 1,00 `68,5% `35,1% `1,5% ´9,5% ´19,3% ´29,5%
0,75 4,00 `82,5% `37,2% ´4,2% ´5,4% ´18,7% ´29,3%
Zusammengefasst ergeben sich für alle Auslastungsgrade in Tabelle 3.4 folgende Ränge
der Warteschlangenlänge:
PP ą P ą PN ą NP ą N ą NN
Es wird deutlich, dass mit Festlegung von PP eine längere Warteschlange als mit P
zu erwarten ist. Hintergrund ist eine höhere Abhängigkeit durch das langsamere Ab-
klingen der Koeffizienten der Autokorrelationsfunktion der Zwischenankunftszeiten im
Ankunftsprozess. Gegenteilige Effekte sind im Vergleich von NN und N zu beobachten.
Die Ergebnisse der bereits zitierten Arbeiten von Livny et al. (1993) und Altiok &
Melamed (2001) werden von Nielsen (2004, 2007) diskutiert. Darin wird aufgezeigt,
dass in realen Systemen der Effekt von Autokorrelation zwar vorhanden ist, jedoch nicht so
stark, wie es die aufgeführten Modellrechnungen vermuten lassen. Die darin formulierten
Erkenntnisse sollten schon aufgrund verschiedener, vom FIFO-Prinzip abweichender
71
3 Stand der Forschung und Technik
Steuerungsansätze nicht unreflektiert auf Produktionssysteme übertragen werden. Ferner
bestätigt der Autor die Erkenntnisse aus Tabelle 3.3: Für realistische Simulationsergebnisse
ist neben der korrekten Parametrierung vor allem auch die Auswahl der Methode zur
Erzeugung autokorrelierter Zufallszahlen entscheidend. Diese Aussage ist jedoch wieder vor
dem Hintergrund der unterschiedlich schnell abklingenden Autokorrelationskoeffizienten
der Zeitreihen der verschiedenen Generatoren zu verstehen (vgl. Diskussion der Ergebnisse
zu Tabelle 3.3). In diesem Zusammenhang werden frühe Warnungen des Verfälschens von
Simulationsergebnissen bei der Analyse von Produktionssystemen durch Nichtanwendung
autokorrelierter Datenreihen bereits in Thesen & Travis (1989, S. 16) formuliert.
Bei allen in den vorangehenden Absätzen zitierten Quellen ist der Untersuchungsgegen-
stand ein simples Single-Server- oder vereinzelt ein Multi-Server-Queue-Modell. Über das
Wirken von Autokorrelation in komplexeren Systemen ist nur wenig Literatur vorhanden.
In Takahashi & Nakamura (1998) wird ein Just-In-Time-Produktionssystem mit
Kanban-Steuerung (serieller Informationsfluss) und als sog. Concurrent Ordering System
(simultaner Informationsfluss) modelliert. Das Modell besteht aus bis zu zehn seriell an-
geordneten Warteschlangensystemen, wobei die Zwischenankunftszeit der Materialabrufe
als autokorreliert angenommen wird. Der Quelle ist zu entnehmen, dass mit zunehmender
Autokorrelation, über alle Stationen gemittelt, längere Wartezeiten bis zum Eintreffen
von Materialabrufen zu verzeichnen sind.
Balciogl̃u et al. (2008) untersuchen analytisch sowie simulativ Wartezeiten in Be-
diensystemen mit mehreren Zuführungen und Verzweigungen (vgl. Abbildung 2.19) bei
autokorrelierten Zwischenankunftszeiten. Die Einschätzung der Ergebnisse fällt schwer,
da eine Vergleichsstudie zu unkorrelierten Fällen nicht gegeben wird. Generell wird aber
der erhebliche Einfluss von Autokorrelation in unterschiedlichen Ausprägungen deutlich.
Ähnliche Aussagen treffen auch für Ergebnisse in Iravani et al. (2004) zu. Darin wird ein
Algorithmus bzw. eine Approximation zur Abschätzung der Systemleistung sog. Assemble-
To-Order-Systeme bei autokorrelierten Ankunftsereignissen gegeben. Vereinfacht entspre-
chen die Modelle einer Parallelschaltung sowie Verzweigung einzelner Bediensysteme.
Der Untersuchungsgegenstand von Mi et al. (2007) sind seriell geschaltete Warteschlan-
gensysteme in kreisförmiger Anordnung. Die Bearbeitungszeit bzw. in Konsequenz die
Zwischenankunftszeit an der Warteschlange des nachgeschalteten Elements werden für ein-
zelne Server als bis in hohe Lags autokorreliert angenommen (vgl. Mi et al. 2007, S. 1086,
1098). Als erste wichtige Erkenntnis formulieren die Autoren, dass Autokorrelation im
gesamten System beobachtet werden kann, sofern mindestens ein Prozess Abhängigkeiten
aufweist. In diesem Zusammenhang wird aufgezeigt, dass die Gesamtsystemleistung bei
Autokorrelation abnimmt. Für bestimmte Parametrierungen reduziert sich bspw. der
mittlere Durchsatz um ca. 25%. Isoliert betrachtet, verringert sich aber die mittlere
Warteschlangenlänge der Bedienstation mit der höchsten Auslastung, während diese vor
den restlichen Stationen deutlich zunimmt. Es findet also eine Art Balancierung statt.
Vertiefende Diskussionen hierzu sowie der Versuch einer Quantifizierung des Effektes sind
auch Wu & Zhao (2015) und Takahashi et al. (1987) zu entnehmen. Als Konsequenz
vertreten die Autoren die These, dass durch eine Reduktion bzw. adäquate Steuerung
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autokorrelierter Prozesse die Systemleistung stärker erhöht werden kann als durch die
Installation schnellerer Bedienstationen (vgl. auch Abschnitt 3.6 oder Mi et al. 2008).
Umfangreiche Simulationsstudien zu einer Fertigungslinie mit zehn seriell geschalteten
Maschinen und vorgelagerten Warteräumen werden in Pereira et al. (2012b) vorge-
stellt. Frühere Untersuchungen hierzu sind auch Hendricks & McClain (1993) zu
entnehmen. Dabei ist der Ankunftsprozess einer Nachfolgemaschine durch autokorrelierte
Bearbeitungszeiten des Vorgängers beschrieben. Die Autoren greifen auf verschiedene
Autokorrelationsfunktionen zurück und definieren dabei die Koeffizienten bis zum Lag 5.
Die Systemleistung wird durch den Gesamtauslastungsgrad beschrieben. Es zeigt sich,
dass bei positiven Autokorrelationen die Leistung um bis zu ca. 6 Prozentpunkte sinkt
und bei negativer Autokorrelation um bis zu ca. 9 Prozentpunkte steigt. Mit zunehmender
Pufferkapazität nimmt der Effekt ab. Weiter ist zu beobachten, dass die Schwankung der
Simulationsergebnisse für Szenarien mit positiver Autokorrelation vergleichsweise hoch ist
und bei negativer Autokorrelation ihr Minimum erreicht. Ähnliche Aussagen ergeben sich
aus der Betrachtung von Modellen, in denen zwei Zwischenprodukte aus deren Fertigungs-
linien zusammengeführt werden, wobei die Bearbeitungszeiten der Bedienstationen als
deterministisch angenommen und nach einem festen Zeitintervall autoregressiv angepasst
werden. Dagegen kann bei Nachbildung einer Demontage und einer autokorrelierten
Wahrscheinlichkeit der Zuweisung auf eine Nachfolgelinie kein vom unkorrelierten Fall
abweichendes Systemverhalten beobachtet werden. Zusammenfassend bestätigen die Er-
gebnisse die Hypothese aus Nielsen (2007), wonach Autokorrelation die Systemleistung
in Produktionssystemen zwar signifikant aber in moderater Höhe beeinflusst.
Eine übersichtliche Zusammenfassung, welche Art autokorrelierter Prozesse in Bediensys-
temen potentiell hohen Einfluss auf die Systemleistung haben, bieten die bereits zitierten
Altiok & Melamed (2001, S. 786). Die Erkenntnisse sind in Tabelle 3.5 aufgeführt.
Darin wird ersichtlich, dass autokorrelierte Zeitreihen der Bestellungen, Zwischenan-
künfte und Zeitpunkte von Maschinenausfällen hohen Einfluss auf das Systemverhalten
bzw. die jeweilige Leistungskennzahl haben – letztgenannte bereits bei niedrigen Aus-
lastungsgraden. Maschinenausfälle sind per se nicht oder nur sehr schwer, bspw. durch
Instandhaltungsstrategien, zu beeinflussen. Besondere Maßnahmen wie bspw. Verkaufsak-
tionen ausgeschlossen (vgl. nachfolgenden Abschnitt 3.3, S. 76 bzw. Boute et al. 2014),
verhält es sich mit von außen an das System herangetragene Bestellungen ähnlich.
In den Modellen der in diesem Abschnitt zitierten Quellen werden Aufträge in der Rei-
henfolge ihrer Ankunft, also FIFO bzw. FCFS, abgearbeitet. In diesem Zusammenhang
diskutieren Gupta et al. (2010) die Hypothese, dass durch Anwendung spezieller Steue-
rungsstrategien negative Effekte autokorrelierter Materialflüsse auf Systemkennzahlen
abgemildert werden können. Im Detail wird an einem M|G|1-Modell der Einfluss alter-
nativer Schedulingstrategien auf die Systemleistung erörtert. Die Bedienzeiten werden
als autokorreliert angenommen. Die aufgeführten und beschriebenen Regeln werden in
Tabelle 3.6 einem Vergleich unterzogen.
Wie zu erwarten, zeigt sich zunächst, dass mit steigender Autokorrelation bei allen
Strategien mit zunehmender Durchlaufzeit zu rechnen ist. Ferner zeigen die Autoren, dass
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Tabelle 3.5: Zusammenfassung qualitativer Einfluss von Autokorrelation auf die Systemleistung –
Abstufungen: gering, moderat, stark; Auslastung bezogen auf das Materialflussauf-
kommen („Traffic“); Quelle: Altiok & Melamed (2001, S. 786)
Leistungskennzahl autokorrelierter Prozess Auslastunga
niedrig hoch
Wartezeit Zwischenankunftszeit stark gering
Durchlaufzeit TBFb stark stark




a Für Szenarien mit niedrigen Auslastungsgraden werden Werte von 0,25, 0,66 und 0,36 sowie
für hohe Auslastungsgrade Werte von 0,80, 0,81 und 0,72 angenommen.
b TBF: Time Between Failure – Zeit zwischen zwei aufeinander folgenden Ausfällen einer
Maschine (vgl. IEEE 610.12 Sept. 1990, S. 47)
c Customer Service Level: Wahrscheinlichkeit, einen Nachfolgeprozess vollständig mit Material
versorgen zu können
abhängig von der Höhe der Autokorrelation die verschiedenen Regeln aus Tabelle 3.6 zu
unterschiedlich guten Ergebnissen führen. So kommt bspw. bei niedriger Autokorrelation
die Strategie des Least-Attained-Service am nächsten an die hypothetisch optimale
Durchlaufzeit heran, während für hohe Autokorrelationen Last-Come-First-Served die
besten Ergebnisse liefert. Mit steigender Korrelation driften die Leistungskennwerte
zunächst auseinander, wobei das Niveau des Unterschieds bei sehr hoch ausgeprägten
Koeffizienten dann konstant bleibt (Gupta et al. 2010, S. 998 ff).
Ähnliche Untersuchungen zu denen im Absatz zuvor, mit dem Schwerpunkt der Beur-
teilung verschiedener Dispatching-Strategien unter autokorrelierten Ankunftsströmen,
werden von Zhang et al. (2008, S. 653 ff) und Tai et al. (2014, S. 65 ff) durchgeführt. Als
Strategien zur Zuweisung der Aufträge an eine spezifische Bedienstation werden angewen-
det: zufällig, zyklisch (Round Robin), kürzeste Warteschlange, AdaptLoad (vgl. Zhang
et al. 2008, siehe auch Abschnitt 3.6) und eine Neuentwicklung als Weiterentwicklung
von AdaptLoad. Unabhängig der konkreten Leistungsfähigkeit der Strategien ist für alle
Ansätze zu erkennen, dass steigende Autokorrelation in den Zwischenankunftszeiten der
Aufträge zu längeren Wartezeiten und -schlangen führt. Im Vergleich zu Systemen ohne
Autokorrelation weisen deren Ausprägungen Diskrepanzen von teils mehreren 100% auf.
Zusammengefasst und im Vergleich zu einem System ohne Autokorrelation führt Auto-
korrelation zu einem abweichenden Systemverhalten. Konkret führen in der Stärke
zunehmende positiv autokorrelierte Prozesse in Bediensystemen u. a. zu monoton stei-
genden Warteschlangen und -zeiten. Dies ist nachvollziehbar unter Vergegenwärtigung
der Konsequenz autokorrelierter Zwischenankunfts- oder Bedienzeiten. Diese implizieren,
dass hohe bzw. niedrige Werte mit größerer Wahrscheinlichkeit gebündelt bzw. gehäuft
auftreten. Übertragen auf den Ankunftsprozess wird es Phasen mit überproportional
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Tabelle 3.6: Scheduling-Strategien in einem M|G|1-Modell – Quelle: Gupta et al. (2010, S. 997)
Scheduling-Strategie Beschreibung
First-Come-First-Served Abarbeitung der Aufträge in der Reihenfolge der Ankunft.
Last-Come-First-Served Abarbeitung der Aufträge in der umgekehrten Reihenfolge
der Ankunft.
Preemptive LCFS with Resume Abarbeitung der Aufträge in der umgekehrten Reihenfolge
der Ankunft, wobei bei Eintritt eines neuen Auftrages in
die Warteschlange der sich aktuell in Bearbeitung
befindliche Auftrag unterbrochen wird.
Least-Attained-Service Aufträge mit dem geringsten Fertigstellungsgrad werden
bevorzugt.
Processor Sharing Aufträge teilen sich zu gleichen Teilen die
Bearbeitungsstation.
Random-Order-Of-Service Abarbeitung der Aufträge in zufälliger Reihenfolge.
Optimal Omniscient Hypothetische optimale Reihenfolge.
vielen und entsprechend Phasen mit wenigen Ankünften vor der Bedienstation geben.
Im erstgenannten Fall stauen sich folglich die Einheiten in einer Warteschlange, die
Bedienstation ist temporär überlastet. In den Phasen geringer Last steht die Station
dagegen häufiger still.
In abgeschwächter Form führen negativ autokorrelierte Prozesse zu kürzeren Warteschlan-
gen und -zeiten. Ursache ist, dass sich im statistischen Mittel hohe und niedrige Werte
abwechseln und in Analogie des im Absatz zuvor gewählten Beispiels die Bedienstation
gleichmäßig ausgelastet wird. Damit stauen sich tendenziell weniger Einheiten im Warte-
raum. In Civelek et al. (2009, S. 23 ff) wird ergänzend bemerkt, dass im Extremfall (in
der Quelle wird ein Autokorrelationskoeffizient von ´0,9 angegeben) sich dieser Effekt
umkehrt bzw. nichtmonotonen Charakter besitzt. Hintergrund ist, dass bei hoch negativ
autokorrelierten Prozessen sich sehr hohe und niedrige Werte abwechseln. So führen
extrem lange Bearbeitungszeiten ebenfalls zu sich aufstauenden Einheiten.
3.3 Fallstudien über Autokorrelation in logistischen Systemen
Der vorangehende Abschnitt 3.2 gibt eine Literaturübersicht über die Analyse von Auto-
korrelation in Bediensystemen auf vorwiegend theoretischer bzw. hypothetischer Ebene.
Nachfolgend wird ein Überblick über auftretende Autokorrelation und deren Wirkung
unter empirischen Gesichtspunkten bzw. mit praktischem Bezug aufgezeigt. Hierbei ist
trotz Aufarbeitung sowohl der Standard- als auch aktueller Literatur zunächst auffällig,
dass die Diskussion um Autokorrelation und deren Einfluss auf das Systemverhalten bzw.
die Ergebnisgenauigkeit von Simulationsstudien nur selten eine wichtige Rolle spielt (vgl.
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Rank et al. 2012, S. 4 f; Civelek et al. 2009, S. 4). Bestätigt wird dieser Eindruck durch
den Umstand, dass gängige ereignisdiskrete Simulatoren in der Regel lediglich Generato-
ren für Zufallszahlen mit IID-Eigenschaften anbieten bzw. es sogar als Qualitätsmerkmal
gilt, „besonders unabhängige“ Ereignisse zu erzeugen (vgl. z. B. L’Ecuyer 2006, S. 71;
Andradóttir et al. 2005, S. 791 ff; Bause et al. 2009, S. 634 f)16.
Dem gegenüber steht die Beobachtung, dass Autokorrelation in nahezu allen Bereichen und
Prozessen logistischer Systeme, bspw. bei Zwischenankunftszeiten, Bearbeitungszeiten,
Maschinenausfallzeiten oder Kundennachfragen, beobachtet werden kann (vgl. Civelek
et al. 2009, S. 5). In diesem Zusammenhang werden bei General Motors autokorrelierte
Zwischenankunftszeiten vor der Lackierstraße ihrer Fabrik in Kanada nachgewiesen.
Die Koeffizienten stellen sich als signifikant bis zum Lag 30 dar. In der durchgeführten
Simulationsstudie wurden dennoch keine autokorrelierten Prozesse modelliert, sondern
deren Auswirkung approximiert. Dazu sind eine von der empirischen Zeitreihe abweichende
Randverteilung der Zwischenankunftszeiten oder festgelegte Batchankünfte herangezogen
worden. Dies führte zu Simulationsergebnissen mit vergleichbaren Mittelwerten und
Varianzen (vgl. Bookbinder 2015).
In einer Studie von Inman (1999) werden ebenfalls Prozesse bei General Motors be-
trachtet. Konkret stehen zwei Schweißlinien im Fokus. Hauptanliegen ist die Untersu-
chung der Hypothese exponentialverteilter Ankunftsströme. Parallel werden Prozess-,
Zwischenankunfts-, Maschienausfallzwischen- und Maschinenreparaturzeiten auf etwaige
Autokorrelation untersucht. Auch wenn der Autor die Signifikanz von Autokorrelation
größtenteils auf Grundlage des Durbin-Watson-Tests (vgl. Durbin & Watson 1971,
bzw. Primärquellen darin) verneint, wird bei Heranziehen des Konfidenzintervalls nach
Formel 2.26 und den angegebenen Zeitreihenlängen deutlich, dass nach dem Verständnis
der vorliegenden Arbeit ein Großteil der Datensätze Abhängigkeiten aufweist.
Trivedi (1975) untersucht Zeitreihen über den Lagerbestand kanadischer Unternehmen.
Je nach Kategorie, also bspw. Rohmaterialien, fertige oder halbfertige Produkte, zeigen
sich unterschiedlichste Autokorrelogramme. Alle Datenreihen enthalten aber jeweils
Koeffizienten, die Werte um ˘0,6 annehmen. Der Schwerpunkt der Analysen liegt auf
der validen Modellierung resp. Prognose der Lagerbestände. Eine Abschätzung über die
Wirkung von Autokorrelation wird nicht gegeben.
In Pereira et al. (2012a) wird von Autokorrelation in einer spanischen Dachziegelfabrik
berichtet. Dies betrifft Leistungsparameter der Anlage (bspw. die Auslastung von Ma-
schinen oder die Rückweisungsrate) deren Zeitreihen der Mittelwerte sich als tageweise
autokorreliert darstellen. Hier werden Koeffizienten zum Lag 1 zwischen 0,27 und 0,93
nachgewiesen. Die Autoren zeigen, dass bei Nichtbeachtung der Autokorrelationen ein
entsprechendes Simulationsmodell zu falschen Ergebnissen und Schlüssen geführt hätte.
Eine Literaturübersicht über das Auftreten positiv und negativ autokorrelierter Nach-
frage(menge) gibt Boute et al. (2014). Die meist durch Verkaufsaktionen induzierten
16Die Quelle L’Ecuyer (2006) liegt nur als Vorabversion für den Druck ohne Seitennummerierung vor.
Die Angabe der Seitenzahl ergibt sich aus dem Inhaltsverzeichnis des finalen Buchbandes.
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Abhängigkeiten sind besonders vor dem Hintergrund der Dimensionierung von Lagern
und der Gewährleistung von Reaktionszeiten bzw. Lieferfähigkeiten von Interesse.
Autokorrelation im Zusammenhang mit Bearbeitungszeiten von Maschinen im Halbleiter-
umfeld stehen im Interesse von Schömig & Mittler (1995). Für verschiedene Zeitreihen
aus unterschiedlichen Fabriken und Prozessen können beachtliche Autokorrelationen
aufgezeigt werden. Die Koeffizienten oszillieren, erreichen dabei teils Werte von über
˘0,5 und erweisen sich auch für Lags > 500 als signifikant. Die Studien beschränken sich
auf die Feststellung von Autokorrelation. Quantitative Aussagen über deren erheblichen
Einfluss („tremendous effect on [queueing systems’] performance“, Schömig & Mittler
1995, S. 865) werden nicht gegeben.
Young & Winistorfer (2001) berichten von Autokorrelation im Herstellungsprozess
von Holzfaserplatten. Hierbei zeigt sich zum einen, dass der Trocknungsprozess, wenig
verwunderlich, autokorreliert ist. Die Ausprägung der Korrelationskoeffizienten zum Lag 1
schwanken je nach Abtastrate zwischen 0,12 und 0,9. Ein Zusammenhang der Abtastrate
und der Höhe der Koeffizienten lässt sich dabei aber nicht herstellen. Zum anderen
können mit ähnlich hoher Ausprägung autokorrelierte Zeitreihen über die Messung von
Plattendicken beobachtet werden.
Eine Analyse von Autokorrelation in Verkehrsnetzwerken und eine Übersicht weiterer,
das Thema betreffende Literatur wird in Cheng et al. (2011) vorgestellt. Grundlage der
Untersuchungen bildet das Verkehrsüberwachungssystem der Stadt London. Im Ergebnis
stellen die Autoren fest, dass sowohl Zeitreihen über die Höhe von Verkehrsspitzen
(„Peaks“) als auch die Zwischenzeiten deren Auftretens Autokorrelation aufweisen. Weiter
zeigen die Analysen, dass sich die gemessenen Abhängigkeiten in zeitlicher und räumlicher
Dimension ändern. Bildlich „wandert“ die Autokorrelation im Netzwerk. Der Quelle sind
keine Angaben oder Quantifizierungen zum Wirken von Autokorrelation zu entnehmen.
Der Schwerpunkt liegt auf der korrekten Modellierung der beobachteten Prozesse.
Altiok & Melamed (2001) formulieren in ihrer Arbeit den ausdrücklichen Appell,
Autokorrelation in logistischen Systemen bzw. bei der Erstellung und Anwendung entspre-
chender Modelle zu beachten. Die Begründung sehen die Autoren im erheblichen Einfluss
abhängiger Ereignisse auf die Systemleistung (vgl. auch Tabelle 3.5). Zur Verdeutlichung
führen Altiok & Melamed (2001, S. 783) Zeitreihen autokorrelierter Prozesse verschie-
dener Fallstudien auf. Zum einen wird berichtet, dass in einem Halbleiterunternehmen die
Zeit zwischen zwei Fehlern einer Maschine aufgrund falscher Justage autokorreliert (vgl.
auch Melamed & Hill 1995, S. 365). Der Koeffizient zum Lag 1 erreicht dabei Werte um
0,5. Weiter wurden in einer Anlage zur Lebensmittelverarbeitung die Zwischenankunfts-
zeiten der Transporteinheiten vor einer Waage analysiert. Deren Autokorrelogramm zeigt
Werte teils > 0,8 und nur sehr langsam abklingende Koeffizienten.17
17
Altiok & Melamed (2001, S. 782) beschreiben einen weiteren Fall autokorrelierter Prozesse. Dieser
hat keinen direkten Bezug zur Intralogistik, wird aber der Vollständigkeit halber trotzdem erwähnt.
Analysiert wird die Nutzungszeit von Helikopterteilen bis zu deren Ausfall (vgl. Luxhoj & Shyur
1995), wobei in den Datensätzen Autokorrelationskoeffizienten zum Lag 1 von ca. 0,45 festgestellt
werden.
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Am Lehrstuhl für Technische Logistik und Arbeitssysteme der Technischen Universität
Dresden werden regelmäßig im Rahmen von Planungsprojekten für Flughäfen deren
Fördersysteme für Gepäck bzw. Fracht simulativ untersucht. Bereitgestellte, historische
Lastdaten erweisen sich hierbei häufig als zum Teil stark autokorreliert. Stellvertretend
sei eine beliebige Zeitreihe über Start- und Landungszeitpunkte von Passagiermaschinen
eines großen internationalen Flughafens herangezogen. Die Zwischenankunftszeit der
Flugzeuge zeigte moderate Abhängigkeiten mit einem Autokorrelationskoeffizienten zum
Lag 1 von ca. 0,27 (vgl. Abbildung 3.1b). Ähnliche Untersuchungsergebnisse dazu können
auch in Gwiggner & Nagaoka (2014) nachvollzogen werden.
Um den potentiellen Fehler eines als unkorreliert angenommenen Prozesses zu verdeutli-
chen, sei eine Zeitreihe des Flughafens als Ankunftsprozess für ein G|D|1-Modell herange-
zogen und dessen erwartete mittlere Warteschlange (Anzahl Flugzeuge) analysiert. Als
Vergleich dient die identische, aber zufällig permutierte Zeitreihe.18 Die Abbildung 3.1a
zeigt die simulativ ermittelten Ergebnisse bei Variation der Auslastung und die relative
Abweichung ausgehend vom Originaldatensatz.


















































Abbildung 3.1: Autokorrelierte Zeitreihe über Start- und Landungszeitpunkte von Passagier-
maschinen eines internationalen Großflughafens
Entsprechend Abbildung 3.1a und der dargestellten Fehlerkurve wäre der Flughafen bei
falschen Annahmen in der Simulation zu ca. 20% über- bzw. 30% unterdimensioniert
worden. In diesem Zusammenhang sei auch auf Nahmias & Olsen (2015, S. 101 ff) bzw.
deren Primärquellen Brown (1963, S. 75) und Box et al. (2008, S. 354, 676) hingewiesen.
Die Autoren weisen negative, oszillierende Autokorrelationskoeffizienten in Daten über
das monatliche Passagieraufkommen einer Fluglinie nach.
18Durch zufälliges Umordnen wird die Autokorrelationsstruktur „zerstört“, die Häufigkeitsverteilung
sowie deren Momente erster Ordnung bleiben aber identisch zur ursprünglichen Zeitreihe. Durch das
Vorgehen kann kausal auf den Einfluss von Autokorrelation auf die Messgröße geschlossen werden.
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Eine umfangreiche Analyse von Ankunftsprozessen intralogistischer Systeme wird von
Rank et al. (2012) gegeben. Insgesamt werden die Zeitreihen über Zwischenankunftszeiten
52 verschiedener Realdatensätze, fortan durchgängig nummeriert und als DS# bezeichnet,
auf etwaig auftretende Autokorrelation untersucht. Im Rahmen dieser Arbeit wird die
Untersuchung um 16 Datensätze ergänzt. Die (Log)Daten entstammen sechs verschiedenen
Unternehmen, fortan als Unternehmen A bis F bezeichnet. Um die Analysen einschätzen
zu können, werden die Unternehmen und Hintergründe der Messreihen in Tabelle 3.7
kurz dargestellt.
Tabelle 3.7: Realdatensätze verschiedener Unternehmen – Quelle: teilweise in Anlehnung an
Rank et al. (2012)
Unternehmen Branche/Bereich Bezeichnung und Beschreibung Zeitreihe
A Logistikdienstleistung:
Großteilekommissionierung
DS1 bis DS8: Ankunftsabstände von
Paletten vor einer Bedienstation
B Logistikdienstleistung:
Kleinteilekommissionierung
DS9 bis DS28: Ankunftsabstände von
Paletten vor einer Bedienstation auf einem
Rollen-/Kettenförderer




DS39 bis DS46: Entstehungszeitpunkte von
Auslageraufträgen
E Halbleiterindustrie DS47 bis DS52: Einlastungszeitpunkte von
Produktionslosen
F Landmaschinenproduktion DS53 bis DS68: Bestellzeitpunkte in einem
Routenzugsystem
Aus den Zeitstempeln in den Datensätze werden jeweils die zeitlichen Abstände zweier
Ereignisse, also die Zwischenankunftszeiten, berechnet. Vorher erfolgte eine Bereinigung
um Stillstandszeiten (Feierabend, Betriebsruhe, Sonn- und Feiertage). Darüber hinaus
werden die Daten inhaltlich nicht weiter aufgearbeitet, also bspw. weder vorselektiert
noch vermeintliche Ausreißer entfernt. Alle Zeitreihen wurden mittels Augmented-Dickey-
Fuller-Tests (vgl. Dickey & Fuller 1979) zum Signifikanzniveau 99% geprüft und
deren Stationarität nachgewiesen.
Abbildung 3.2 zeigt einen Ausschnitt der Analyse der Zeitreihen auf das Vorhandensein
von Autokorrelation in Form von Korrelogrammen, wobei die Abbildungen 3.2a bis 3.2f
für jedes Unternehmen das Ergebnis je eines zufällig gewählten Datensatzes darstellen.
Zusammengefasst weisen 64 von 68 Realdatensätzen statistisch gesichert Autokorrelation
auf, d. h. mindestens ein Koeffizient stellt sich als signifikant dar. Lediglich für Unterneh-
men A, B und F existieren sporadisch unkorrelierte Datenreihen. Die zu beobachtenden
Autokorrelationsfunktionen zeigen unterschiedlichste Formen, Richtungen, Stärken und
Abklingverhalten. Die Bandbreite der Koeffizienten aller Zeitreihen reicht von ca. ´0,25
bis 0,60 (vgl. auch Tabelle 3.8, Spalte zwei bis zehn).
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Abbildung 3.2: Repräsentative Autokorrelogramme verschiedener Unternehmen im Intervall
r´0,2; 0,4s – Quelle: teilweise in Anlehnung an Rank et al. (2012)
Unter anderem auffällig ist die etwa bis zum Lag 20 gleichmäßig oszillierende Korrelati-
onsstruktur von Datensatz DS 50. Hier ist hinzuzufügen, dass alle Korrelogramme des
Unternehmens E dem dargestellten in Abbildung 3.2e stark ähneln. Der Umstand ist
vermutlich auf eine, vor dem Hintergrund sehr teurer Maschinen in der Halbleiterindus-
trie, ausgefeilte Maschinenbelegungsplanung zurückzuführen (siehe hierzu z. B. Segal &
Kalir 2003 und Abschnitt 3.4).
Mit der Feststellung des vermehrten Auftretens von Autokorrelation in den untersuchten
Systemen, stellt sich die Frage nach deren Wirkung. Wiederum sollen daher die originalen
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Datenreihen und jeweils deren permutiertes Pendant einem G|D|1-Simulationsmodell
mit 90%-iger Auslastung zugeführt und die mittlere Warteschlange beurteilt werden.19
Tabelle 3.8 zeigt einen zufällig gewählten Ausschnitt der Ergebnisse.20
Tabelle 3.8: Zusammenfassung Ergebnisse – fett: Autokorrelationskoeffizient rτ signifikant;
grau : Simulation der realen Daten signifikant unterschiedlich zu Simulation der
permutierten Daten [Durchschnitt (I) ˘ 3ˆStandardabweichung (SD)]
Daten-
satz





DS1 `0,14 `0,35 `0,22 `0,32 `0,24 `0,29 `0,23 `0,25 `0,21 55,59 2,15 0,29
DS4 `0,01 `0,01 `0,01 `0,01 `0,02 `0,01 `0,01 `0,01 `0,01 115,97 51,39 13,48
DS8 `0,11 `0,35 `0,18 `0,30 `0,16 `0,29 `0,17 `0,21 `0,20 53,26 2,24 0,32
DS9 `0,07 `0,02 `0,04 `0,02 ´0,01 ´0,02 ´0,03 ´0,02 ´0,03 30,62 41,98 11,76
DS25 `0,05 `0,01 `0,02 `0,01 `0,04 `0,03 ´0,01 `0,04 `0,09 65,56 35,24 9,76
DS28 `0,16 `0,12 `0,07 `0,07 ´0,03 `0,04 ´0,03 `0,04 `0,04 12,72 7,21 1,86
DS29 `0,14 `0,16 `0,28 `0,11 `0,10 `0,15 `0,06 `0,07 `0,09 171,00 15,85 4,22
DS37 `0,12 `0,14 `0,09 `0,08 `0,06 `0,08 `0,07 `0,09 `0,07 65,47 13,31 3,22
DS38 `0,13 `0,12 `0,06 `0,07 `0,09 `0,08 `0,05 `0,04 `0,04 89,30 15,11 4,17
DS39 `0,45 `0,53 `0,43 `0,45 `0,44 `0,39 `0,32 `0,36 `0,25 466,21 27,61 6,80
DS40 `0,30 `0,40 `0,27 `0,49 `0,29 `0,28 `0,28 `0,36 `0,34 432,49 30,25 7,15
DS46 `0,46 `0,42 `0,34 `0,32 `0,32 `0,30 `0,29 `0,32 `0,30 518,39 23,15 5,58
DS47 ´0,17 ´0,17 ´0,17 `0,52 ´0,16 ´0,12 ´0,13 `0,45 ´0,14 51,74 16,37 4,60
DS48 ´0,22 ´0,19 ´0,18 `0,52 ´0,19 ´0,12 ´0,12 `0,39 ´0,16 3,94 12,69 3,60
DS49 ´0,23 ´0,20 ´0,22 `0,61 ´0,18 ´0,15 ´0,18 `0,46 ´0,14 6,86 12,35 3,49
DS53 `0,17 `0,18 `0,15 `0,09 `0,10 `0,09 `0,07 `0,04 `0,05 53,01 59,00 13,80
DS57 ˘0,00 ´0,01 ˘0,00 ´0,01 ˘0,00 ˘0,00 `0,01 ´0,01 ´0,01 147,01 84,26 24,25
DS60 ´0,01 ´0,01 ´0,01 ˘0,00 ˘0,00 ˘0,00 ´0,01 ˘0,00 ˘0,00 22,87 22,09 3,00
In Tabelle 3.8 zeigt sich deutlich der Einfluss der identifizierten Autokorrelation auf das
Verhalten des G|D|1-Modells: Vergleichend mit der jeweils permutierten, unkorrelierten
Zeitreihe erhöht positive Autokorrelation die Warteschlange, negative verringert sie. Eine
Ausnahme hierbei stellt DS47 dar. Ein Erklärungsversuch für das gegenteilige Resultat
sind die sehr langsam abklingenden Koeffizienten und das nichtmonotone Verhalten
der Warteschlange bei negativen Koeffizienten (vgl. Abschnitt 3.2, letzter Absatz). Des
Weiteren offenbaren die Analyseergebnisse, dass im Extremfall die Warteschlange um
mehr als 2000% unterschätzt wird (bspw. DS1) bzw. um ca. zwei Drittel überschätzt wird
19Anmerkung 1: Es werden bewusst nicht die originalen Systeme bzw. Modelle der in Tabelle 3.7 aufge-
führten Unternehmen untersucht. Zum einen liegen diese aufgrund von Vertraulichkeitsvereinbarungen
nicht vor. Zum anderen erlaubt das Nutzen eines Einbedienermodells den unternehmensübergreifenden
Vergleich sowie das Gegenüberstellen der Resultate zu bisherigen Forschungsergebnissen.
Anmerkung 2: Experimente mit der permutierten Datenreihe werden 50 Mal wiederholt. Daraus wird
der Mittelwert der Ergebnisse und deren Standardabweichung berechnet.
Anmerkung 3: Als Analysekennzahl wird die mittlere Warteschlange gewählt. Es ergeben sich qualitativ
keine abweichenden Ergebnisse bei der Betrachtung von Quantilen oder maximalen Ausprägungen.
20Bei der Interpretation der Autokorrelationskoeffizienten in Tabelle 3.8 muss das unterschiedliche
Signifikanzniveau aufgrund unterschiedlicher Datensatzlängen beachtet werden (vgl. Formel 2.27).
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(bspw. DS48). In nahezu allen Fällen wäre eine entsprechende Anlage bei Nichtbeachtung
von Autokorrelation aber wahrscheinlich fehldimensioniert worden.
Bemerkenswert sind Zeitreihen mit wenig oder keiner Autokorrelation (bspw. DS 4 oder
DS 57), bei denen die simulierten mittleren Warteschlangenlängen, teils signifikant,
größere Werte aufweisen als die Statistiken der permutierten Pendants. Im Fall von
DS 53 sind sogar kürze Warteschlangen bei positiver Autokorrelation im Vergleich zum
unkorrelierten Referenzfall zu beobachten. Dies ist zum einen durch Ausreißer zu erklären.
Zum anderen wird wird deutlich, dass ggf. noch andere Kennzahlen bestehen, die einen
besseren, umfänglicheren Zusammenhang zur Warteschlangenlänge herstellen. Hierbei
sind insbesondere nicht lineare Abhängigkeiten zu nennen.
Nebenbei sei betont, dass bei der Modellierung intralogistischer Systeme für die Zwi-
schenankunftszeiten von Ereignissen bei Unkenntnis deren Verteilungsfunktion üblicher-
weise eine exponentiale Randverteilung angenommen wird. Die sich hierbei theoretisch
ergebende mittlere Warteschlangenlänge beträgt bei der unterstellten Auslastung von
90% ca. 4 Einheiten. Für alle in Tabelle 3.8 dargestellten Datensätze bzw. für deren
zugrundeliegenden Prozesse hätten identisch unabhängig exponentialverteilte Zwischenan-
kunftszeiten das System falsch abgebildet (vgl. Spalte I permutiert, siehe hierzu auch
Inman 1999).
Wie bereits erwähnt, vermuten Nielsen (2007) abgeschwächte Auswirkungen von Auto-
korrelation in realen Fertigungssystemen („actual queuing production systems“, Nielsen
2007, S. 145) im Vergleich zu simplen Einbedienermodellen. Um der Hypothese vor dem
Hintergrund in den Absätzen zuvor durchgeführter Analysen zu begegnen, präsentieren
Rank et al. (2013) eine Simulationsstudie auf Basis eines Kommissioniersystems mit auto-
matischem Lager. Diese sei nachfolgend kurz vorgestellt. Das Modell ist in Abbildung 3.3





Lagergasse 1 - 4 (L1 - L4)
2 Kommissionierer (K1 | K2)
Warteschlange 1 (Q1)Q1
Abbildung 3.3: AutoMod-Simulationsmodell mit Hochregallager und Kommissionierstationen
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Dargestellt in Abbildung 3.3 ist ein Modell mit Wareneingang, Warenausgang, einer
Rückführung, vier Lagergassen mit je einem Regalbediengerät und zwei Kommissionier-
stationen. Die Bearbeitungszeit der Kommissionierer folgt einer Normalverteilung mit
Mittelwert 40s und Standardabweichung 15,75s mit Beschränkung auf das Intervall
r21,5; 44,5s21. Ladungseinheiten werden mittels Stauförderern auf kürzesten Wegen trans-
portiert, wobei Hubtische Richtungswechsel durchführen. Insgesamt sind 18 Materialflüsse
definiert (vgl. Tabelle 3.9). Hierbei fungieren der Wareneingang sowie die vier Lagergassen
als Quelle und der Warenausgang und die Lagergassen als Senke. Die Bestimmung eines
Regelfaches zur Ein- bzw. Auslagerung erfolgt gassenweise zufällig gleichverteilt über alle
Fächer.
Tabelle 3.9: Quelle-Senke-Beziehungen definierter Materialflüsse und deren Durchsatz
Materialfluss Aufträgepro h dito dito
WEÑL1: 22,50 L1ÑK1ÑWA: 11,25 L4ÑK1ÑWA: 11,25
WEÑL2: 22,50 L1ÑK2ÑWA: 11,25 L4ÑK2ÑWA: 11,25
WEÑL3: 22,50 L2ÑK1ÑWA: 11,25 L1ÑK2ÑL3: 02,00
WEÑL4: 22,50 L2ÑK2ÑWA: 11,25 L2ÑK2ÑL1: 02,00
WEÑK1ÑWA: 15,00 L3ÑK1ÑWA: 11,25 L3ÑK2ÑL4: 02,00
WEÑK2ÑWA: 05,00 L3ÑK2ÑWA: 11,25 L4ÑK2ÑL2: 02,00
Die Erzeugung der Transportaufträge an den Quellen wird durch jeweils einen ARTA-
Zufallszahlengenerator (vgl. Abschnitt 3.1) gesteuert. Die einzelnen Realisierungen ent-
sprechen dabei den Zeitpunkten des Eintretens der Aufträge ins System bzw. deren
Zwischenankunftszeiten. Hierbei wird als Randverteilung vereinfachend eine Exponential-
verteilung22 angenommen. Die Stärke der Autokorrelation der konkreten Zufallszahlenfolge
variiert zwischen Quelle und Simulationsexperiment (vgl. Tabelle 3.10). Hierbei dienen die
Erkenntnisse aus Rank et al. (2012) als Anhaltspunkt realistischer, praxisnaher Werte.
Als Leistungskennzahl für das Modell soll in Anlehnung an Fiems et al. (2008) und Kim
et al. (2007) oder auch VDI 4490 (Mai 2007, S. 14 ff) die Durchlaufzeit bzw. daraus
abgeleitet die Verzögerung (auch Delay) der Aufträge dienen. Der Delay sei definiert
als die Zeit eines Auftrages zwischen seiner Generierung und Ankunft an der Senke
abzüglich Bedien- und Nettotransportzeiten. Zudem sei die Volatilität des Systems
durch die Bewertung der Zeitreihen des stündlichen Durchsatzes von Hubtisch H1 und
Kommissionierer K1 sowie der sich im Gesamtsystem und in Warteschlange Q1 (vgl.
Abbildung 3.3) befindlichen Aufträge analysiert. Als Referenz dienen jeweils die Ergebnisse
eines Modells ohne autokorrelierte Prozesse. Diese werden als Ref bezeichnet.
21Zufallszahlen außerhalb des Intervalls werden verworfen.
22Die Annahme einer Exponentialverteilung steht im Kontrast zu den zuvor formulierten Vermutungen,
wonach die untersuchten Zeitreihen einer anderen, aber unbekannten Verteilung genügen. Mangels
größerem Stichprobenumfangs und den Empfehlungen in Law & Kelton (2000, S. 300 f) und
Arnold & Furmans (2009, u. a. S. 114) soll dennoch eine Exponentialverteilung angenommen werden.
Damit werden die Ergebnisse auch vergleichbar mit früheren Studien.
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Tabelle 3.10: Übersicht Experimentbezeichnung (Exp.) und zugehörige Parametrierung der
Autokorrelationskoeffizienten zum Lag 1 – Ref: Referenz; WE: Wareneingang; L:
Lagergasse
Exp. Koeffizient zum Lag 1 r1 für Quelle dito
WE L1 L2 L3 L4
A´ ´0,10 ´0,10 ´0,10 ´0,10 ´0,10 A` `0,10 `0,10 `0,10 `0,10 `0,10
B´ ´0,25 ´0,25 ´0,25 ´0,25 ´0,25 B` `0,25 `0,25 `0,25 `0,25 `0,25
C´ ´0,50 ´0,50 ´0,50 ´0,50 ´0,50 C` `0,50 `0,50 `0,50 `0,50 `0,50
D´ ´0,50 ˘0,00 ˘0,00 ˘0,00 ˘0,00 D` `0,50 ˘0,00 ˘0,00 ˘0,00 `0,00
Ref ˘0,00 ˘0,00 ˘0,00 ˘0,00 ˘0,00
Abbildung 3.4 zeigt für die verschiedenen Experimente aus Tabelle 3.10 einen Boxplot




















































Abbildung 3.4: Verteilung der mittleren Wartezeit – unterer Whisker: Minimum; Unterkante
Box: 25. Perzentil; waagerechter Strich in Box: Median; Oberkante Box: 75.
Perzentil; oberer Whisker: Maximum; Ref (unkorreliert) horizontal gestrichelt
Aus Abbildung 3.4 sind primär zwei Schlüsse zu ziehen: Je mehr Quellen durch einen
positiv autokorrelierten Ankunftsprozess beschrieben sind und je größer dabei die Auto-
korrelationskoeffizienten, desto höher stellt sich die mittlere Durchlaufzeit resp. Wartezeit
von Aufträgen im System dar (siehe auch Tabelle 3.11). Besonders deutlich wird dies bei
den Experimenten C` mit im Vergleich zu Ref über 80% größeren Median-Werten des
Delays. Selbst wenn nur von einer Quelle autokorrelierte Prozesse ausgehen (Exp. D`),
können um bis zu ca. 30% höhere Wartezeiten verzeichnet werden (siehe hierzu auch
z. B. Mi et al. 2007). Hierzu sei vor dem Hintergrund der validen Modellbildung bzw. der
korrekten Systemdimensionierung ein weiterer Vergleich gezogen: Wird eine vorhandene
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Autokorrelation mit Koeffizienten zum Lag 1 von 0,1 (Exp. A`) fälschlicherweise nicht
beachtet, werden 75% des Ergebnisraumes unterschlagen, denn das 25igste Perzentil
entspricht in etwa dem 100sten Perzentil, also dem Maximalwert, der unkorrelierten
Referenzsituation (Ref). Die Tragweite der Aussagen wird unter Vergegenwärtigung der
Tatsache deutlich, dass in Realität deutlich höhere Autokorrelationskoeffizienten als 0,1
gemessen werden (vgl. Tabelle 3.8) und damit die Angaben eher als untere Schranke
interpretiert werden müssen.
Des Weiteren zeigt sich in Abbildung 3.4 für Experimentreihen mit hoher Autokorrelation
eine, absolut betrachtet, wesentlich größere Bandbreite der Ergebnisse. Dies ist an höheren
Boxen und größeren Abständen der Whisker zu erkennen (auf den Median relativiert,
ähneln sich die Bandbreiten). Im Fall von C` ist der Variationskoeffizient der mittleren
Wartezeiten etwa doppelt so groß wie der von Ref (nicht zu erkennen in Abbildung 3.4,
sondern aus den Rohdaten berechnet).
Im Fall des Auftretens von negativ autokorrelierten Materialflüssen kehren sich die
Aussagen aus den Absätzen zuvor in abgeschwächter Form um. Die Wartezeiten der
Aufträge verringern sich im Vergleich zum unkorrelierten Fall. Die höchsten Abweichungen
sind hierbei bei C´ zu beobachten: Der größte gemessene Wert entspricht in etwa dem
kleinsten Wert der Ergebnisreihe von Ref.
Wie bereits angedeutet, scheint bei autokorrelierten Prozessen mit einem volatileren
Systemverhalten gerechnet werden zu müssen. Grund zu dieser Annahme geben auch
die Analysen in Colledani et al. (2010). Darin wird für ein sehr simples Modell einer
Flaschenabfüllanlage, vereinfacht ausgedrückt, ein Zusammenhang zwischen der Varianz
des Systems und der Auslastung sowie der Autokorrelation zum Lag 1 hergestellt.23 Um
diese Hypothese einer höheren Varianz zu untersuchen, wird im vorliegenden Modell der
stündliche Durchsatz von Hubtisch H1 (vgl. Abbildung 3.3) in einer Zeitreihe betrachtet.
Die Untersuchung bzw. deren Erkenntnisse sind essentiell, weil die Systemleistung, resp.
die Verweilzeit im System und der Bestand, direkt von der feststellbaren Varianz abhängt
(vgl. Arnold & Furmans 2009, S. 264). Abbildung 3.5 zeigt für für jede Parametrierung
der Autokorrelationskoeffizienten (vgl. Tabelle 3.10) die Ergebnisse eines repräsentativen
Simulationslaufes. Dargestellt ist der Durchsatz als Stabdiagramm, dessen Mittelwert als
waagerechte Gerade sowie der gleitende Durchschnitt auf 12 und 24 Stunden bezogen.
Abbildung 3.5 bestätigt die Vermutung eines volatilen Systemverhaltens bei positiv
autokorrelierten Prozessen. Deutlich wird dies insb. bei Betrachtung von Experiment C`.
Hier schwanken sowohl die stündlichen Werte als auch deren gleitender Durchschnitt
mit wesentlich größeren Ausschlägen um den Mittelwert, als dies für Experiment Ref zu
beobachten ist. Der Effekt nimmt mit sinkender positiver Korrelation ab und erreicht bei
hoher negativer Autokorrelation sein Minimum. Tabelle 3.11 quantifiziert die Aussagen.
23Im Detail wird in Colledani et al. (2010) der Zusammenhang zwischen der asymptotischen Varianzrate
und der asymptotischen Produktionsrate sowie dem Autokorrelationskoeffizienten zum Lag 1 hergestellt.
Die asymptotische Varianzrate υ ist dabei definiert als Grenzwert der Varianz zu einem bestimmten
Zeitpunkt T ins Verhältnis gesetzt zu T , also υ “ limT Ñ8pVARrY1,T s{T q mit Y1,T als kumulierte
Produktion. Die asymptotische Produktionsrate ist äquivalent zu verstehen.
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Abbildung 3.5: Stündlicher Durchsatz am Hubtisch H1 – Ergebnisse je eines repräsentativen Si-
mulationslaufes; Exp.: Experiment; waagerecht: Mittelwert; Kurven schwankend
um Mittelwert: gleitende Durchschnitte; h: Stunde
Ähnliche Erkenntnisse lassen sich aus einer Zeitreihe über die sich im System befindlichen
Einheiten ziehen. Dies wird in Abbildung 3.6 sehr deutlich.
Dargestellt in Abbildung 3.6 sind die Ergebnisse eines repräsentativen Simulationslaufes
für die Experimente C´, Ref und C`. Grundlage ist jeweils eine Datenreihe, welche die
Werte der exponentialverteilt, durchschnittlich alle zwei Sekunden gemessenen Aufträge
im System enthält. Aus den so gemessenen, im Schnitt 1800 stündlichen Werten, werden
die maximale und minimale Ausprägung sowie der Mittelwert als Stabdiagramm darge-
stellt. Hierbei zeigt sich, dass negativ autokorrelierte Prozesse zu einer vergleichsweise
gleichmäßigen Systemauslastung führen, während die Schwankungsbreite der eingelaste-
ten Aufträge im Fall von Exp. C` am größten ist. Die Varianz ist hier etwa dreimal so
groß (vgl. auch Tabelle 3.11). In Konsequenz muss, wie erläutert, mit im Durchschnitt
längeren Warteschlangen bzw. -zeiten gerechnet werden. Zur Abschätzung der Folgen sei
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Experiment C´ .
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Abbildung 3.6: Im Gesamtsystem befindliche Aufträge stündlich aufgelöst – hellgrau: minimale
Anzahl; dunkelgrau: mittlere Anzahl; schwarz: maximale Anzahl
die Warteschlange Q1 vor Kommissionierer K1 (vgl. Abbildung 3.3) betrachtet. Hierzu
ist in Abbildung 3.7 der stündlich beobachtete Maximalwert der Warteraumbelegung vor
K1 über der Zeit abgetragen. Zu beachten ist die Maximalkapazität des Warteraumes
von 7 Einheiten. Bei Überschreitung dieser Grenze stauen sich die Aufträge über die
vorgelagerte Kreuzung hinaus und blockieren ggf. andere Materialflüsse.
Experiment C´ .





10 Experiment Ref .
0 100 300 500 700
Experiment C` .











Abbildung 3.7: Stündliche maximale Warteraumbelegung vor Kommissionierer K1 – Ergebnisse
je eines repräsentativen Simulationslaufes; die Kapazität des Warteraumes
beträgt 7 Einheiten
Es ist ein deutlicher Unterschied zwischen Experiment C` und Ref resp. C´ zu erkennen:
Der Warteraum ist im Fall stark positiv autokorrelierter Prozesse öfter voll bzw. der
Raum mit Einheiten besetzt. Visuell ist dies am höheren Schwarzanteil in Abbildung 3.7
nachzuvollziehen. Eine Quantifizierung erfolgt in Tabelle 3.11.
In Folge der höheren Wahrscheinlichkeit voller Warteräume ist vermehrt mit Rückstaus
und Blockaden über die vorangehende Kreuzung hinaus zu rechnen. Eine denkbar schlechte
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Konsequenz unterdimensionierter Warteräume sind Systemblockaden, sog. Deadlocks.
Diese wurden bei etwa 2% der Simulationsläufe der Experimente C` beobachtet. Für
andere Konfigurationen mit niedrigerer Autokorrelation traten keine Deadlocks auf.
Tabelle 3.11 fasst die Analyse der Wartezeit und der Abhängigkeit der Varianz des Sys-
tems von autokorrelierten Prozessen zusammen. Analog der Analyse des Hubtisches H1,
ist zusätzlich zu den vorangegangenen Absätzen eine Statistik zum Durchsatz des Kom-
missionierers K1 aufgelistet.
Tabelle 3.11: Zusammenfassung Ergebnisse für komplexes Modell – Ergebnisse aus Simula-
tionsstudie; Prozentangaben relativ zu Ref; Exp.: Experimentbezeichner; Per.:
Perzentil; Kommis.: Kommissionierer
Exp. alle Initialisierungen repräsentative Initialisierungen
mittlerer Delay [s] Variationskoeffizient Häufigkeit








Ref 36,9 37,3 37,8 0,09 0,13 0,11 77
A` `06% `06% `06% `10% `04% `005% `018%
A´ ´04% ´04% ´05% ´04% ´05% ´005% `002%
B` `18% `18% `19% `24% `07% `027% `045%
B´ ´07% ´07% ´08% ´12% ´08% ´015% ´002%
C` `45% `45% `46% `42% `26% `102% `252%
C´ ´07% ´08% ´08% ´20% ´14% ´025% `002%
D` `23% `24% `25% `09% `01% `033% `045%
D´ ´04% ´04% ´04% ˘00% ´01% ´005% `003%
Stark zusammengefasst lassen sich aus der Untersuchung des an ein Realsystem ange-
lehnten Modells folgende Schlüsse ziehen: Treten autokorrelierte Prozesse auf, führen
diese mit steigenden Koeffizienten zu einem zunehmend vom unkorrelierten Referenzfall
abweichendem Systemverhalten. Insbesondere hohe positive Autokorrelationen führen zu
einem im Zeitverlauf ungleichmäßigem Materialfluss. Damit sind hohe Schwankungen
in der Auslastung von Bedienelementen bzw. der im System vorhandenen Aufträge zu
verzeichnen. Infolge weisen die Aufträge eine im Schnitt höhere Durchlauf- bzw. War-
tezeit auf und der Warteraum Q1 erreicht öfter seine Maximalkapazität. Für negativ
autokorrelierte Prozesse sind in abgemilderter Form umgekehrte Effekte zu beobachten.
In Hinblick auf eine sich ändernde Varianz reagiert der Durchsatz vom Kommissionie-
rer K1 am unempfindlichsten gegenüber Autokorrelation. Der Grund hierfür dürfte in
der Möglichkeit einer Warteschlangenbildung vor dem Kommissionierer und der damit
einhergehenden Entkopplung vom Ankunftsprozess liegen.
Das Auftreten autokorrelierter Prozesse ist kein exklusiver Effekt in Produktions- bzw.
logistischen Systemen. So können bspw. zeitliche Abhängigkeiten im Ankunfts- und
Bedienprozess von Call-Centern beobachtet werden (vgl. u. a. Brown et al. 2002; Avra-
midis et al. 2004; Ibrahim et al. 2012; Taylor 2007; sowie jeweils die Quellen darin).
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Vor dem Hintergrund der Personalplanung wird hier meist nach validen autoregressiven
Modellen zur Voraussage des Anruferaufkommens geforscht. In diesem Zusammenhang
ist es naheliegend, dass auch auf dem Gebiet der Informatik von teils sehr ausgepräg-
ten Autokorrelationen bei der Analyse zeitlicher Abhängigkeiten des Datenaufkommens
(Traffic) in Netzwerken berichtet wird. Grundlage bietet die Arbeit von Leland et al.
(1994). Darin wird das Auftreten sehr hoher und äußerst langsam abklingender positiver
Autokorrelationen belegt.24 Viele spätere Studien können die Ergebnisse und Erkennt-
nisse bestätigen (siehe bspw. Crovella & Bestavros 1997; Dethe & Wakde 2004;
de Godoy Stênico & Ling 2013). In speziellen Fällen wurden dabei Autokorrelati-
onskoeffizienten zum Lag 1 nahe eins gemessen (vgl. u. a. Heyman & Lakshman 2000,
S. 288 f; Paul et al. 2011, S. 888). Das Bewusstsein um Autokorrelation auf dem Gebiet
der Telekommunikation scheint im Allgemeinen höher als im intralogistischem Umfeld.
Das wird u. a. in der vorhandenen Standardliteratur deutlich – zum Beispiel das Werk
von Sheluhin et al. (2007) oder der Sammelband von Park & Willinger (2000). Für
vorliegende Arbeit ist dies relevant, weil auf dem Gebiet der Telekommunikation vereinzelt
Strategien zur Steuerung autokorrelierter Prozesse diskutiert werden (vgl. Abschnitt 3.6)
und sich ab einem gewissen Abstraktionsgrad Modelle intralogistischer Systeme und
Client-Server-Strukturen in Netzwerken ähneln.
Auch wenn der Bezug zur Intralogistik etwas weit hergeholt ist, soll abschließend eine
kuriose Beobachtung zitiert werden: In Mertens et al. (2009) wird berichtet, dass sich
das Legeverhalten von Hennen als stark autokorreliert darstellt. Ausgewertet wurden
Zeitreihen über die tägliche Legeleistung verschiedener Populationen bzw. Rassen.
Resümierend bleibt festzuhalten, dass auch abseits theoretischer Diskussionen autokorre-
lierte Prozesse mit hoher Wahrscheinlichkeit eine inhärente Eigenschaft intralogistischer
Systeme sind. Insbesondere die Ergebnisse der zitierten Fallstudie von Rank et al. (2012)
lassen wenig Zweifel an dieser Erkenntnis. Auch der nachfolgende Abschnitt 3.4 unter-
stützt diese These. Mit dem Vorhandensein autokorrelierter Prozesse geht ein meist
negativer Einfluss auf die Systemleistung, überwiegend in Form längerer Warteschlangen
und -zeiten sowie einer höheren Volatilität, einher.
3.4 Ursachen von Autokorrelation in logistischen Systemen
Der Abschnitt soll mögliche Ursachen des Auftretens autokorrelierter Prozesse in logis-
tischen Systemen erörtern. Das Wissen um Ursachen kann zum einen helfen, diese zu
unterbinden bzw. die Grundlage einer entsprechenden Steuerung bilden. Zum anderen
hilft das Ursachenwissen die Relevanz vorliegender Arbeit einzuordnen, wenn sich die
Ursachen als systemimmanent darstellen.
24In Leland et al. (1994) wird die Selbstähnlichkeit der Prozesse anhand des Hurst-Exponents bewertet.
Zum Teil konnten Ausprägungen von 0,95 festgestellt werden. Übertragen bedeutet dies sehr hoch
positiv ausgeprägte Autokorrelationskoeffizienten, die nur sehr langsam abklingen. Wie Autokorrelation
und der Hurst-Exponent mathematisch in Beziehung stehen, kann u. a. in Kriege (2012, S. 11 f) und
Rutka (2006, S. 55) nachvollzogen werden.
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Prinzipbedingt aus der Definition eines Systems (vgl. Abschnitt 2.6) sind zwei grund-
sätzliche Fälle als Ursache autokorrelierter Prozesse zu unterscheiden: Autokorrelation
wird über Schnittstellen induziert oder entsteht durch die intrinsische Wirkweise des
Systems. Der Kategorie des erstgenannten sind bspw. der Ankunftsprozess am Waren-
eingang oder Kundenbestellungen, die in der Reihenfolge des Eintreffens abgearbeitet
werden, einzuordnen. Diese sind nicht beeinflussbar und von einer weiteren Betrachtung
ausgeschlossen.
Im Rahmen des Forschungsprojektes der in Rank et al. (2012) vorgestellten Studie
über das Auftreten und Wirken von Autokorrelation in logistischen Systemen (vgl. auch
Abschnitt 3.3) wurde partiell auch versucht Ursachen vorhandener Abhängigkeiten zu
bestimmen. Im Ergebnis kann insb. für die Entstehungszeitpunkte von Auslageraufträgen
oder Bestellzeitpunkte von Routenzugsystemen kein kausaler Zusammenhang zu anderen
Systemgrößen hergestellt werden. Autokorrelation entsteht hier (anscheinend) zufällig.
Anders stellt sich der Sachverhalt für Unternehmen E (vgl. Tabelle 3.7) dar. Hier kann die
gemessene Korrelation nahezu zweifelsfrei auf das Maschinenbelegungsszenario zurückge-
führt werden. Damit ist die Möglichkeit der Reihenfolgeänderung von Aufträgen bzw.
allgemein das Scheduling als ein „Treiber“ für autokorrelierte Prozesse identifiziert (siehe
hierzu auch Gupta et al. 2010). Das Prinzip kann anhand folgenden Beispiels einfach
nachvollzogen werden. Gegeben sei eine Menge von Aufträgen mit unterschiedlichen Be-
arbeitungszeiten. Die Randverteilung der Bearbeitungszeiten sei normalverteilt N p40, 5q.
Von Interesse ist die Autokorrelation der Zeitreihe der Fertigstellungszeitpunkte bzw.
deren korrespondierenden Zwischenankunftszeiten. Es kommen ausgesuchte Scheduling-
strategien zum Einsatz. Diese sind Shortest Processing Time First, zufällige Reihenfolge
und ein Ansatz, der ausgehend vom Median abwechselnd einen langen und kurzen Auftrag
einlastet. Korrespondierende Korrelogramme sind in Abbildung 3.8 dargestellt.













(a) Shortest Processing Time
First



























(c) Kurz – Lang – Kurz – Lang
Abbildung 3.8: Einfluss verschiedener Schedulingstrategien auf die Autokorrelation
Ohne Beurteilung der Sinnhaftigkeit der Anwendung der Strategien wird deutlich, dass
das Scheduling wesentlichen Einfluss auf die Autokorrelation der Bearbeitungszeiten
bzw. in Konsequenz des Abgangsstromes der Bedienstation hat. Shortest Processing
Time First kommt einer Sortierung gleich, was in Konsequenz zu höchst möglicher
positiver Autokorrelation und damit schlechtest möglicher Systemleistung führt (vgl.
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Abbildung 3.8a bzw. auch Abschnitt 3.2 und 3.3). Eine zufällige Abarbeitungsreihenfolge
der Aufträge führt zu keiner messbaren Autokorrelation (vgl. Abbildung 3.8b), während ein
strikter Wechsel zwischen langen und kurzen Aufträgen zu im Vorzeichen alternierenden
Autokorrelationskoeffizienten führt (vgl. Abbildung 3.8c). Unter der Maßgabe kurzer
Warteschlangen und -zeiten stellt dies den optimalen Fall dar.
Ähnliche Effekte sind bei der Losbildung von (Transport)Aufträgen zu erwarten. Dieses
Vorgehen ist bei der Steuerung intralogistischer Systeme, bspw. vor dem Hintergrund
der Rüstzeitminimierung, durchaus üblich (vgl. Schleyer & Furmans 2006, S. 745 f;
Eilmann et al. 2013). Mit Bezug auf die Zwischenankunftszeit ist es leicht nachvollzieh-
bar und intuitiv, dass eine pulkweise Freigabe oder Einlastung von Aufträgen vermehrt
zu kurzen Ankunftsabständen vor einer Bedienstation führt. In der Zwischenzeit der
erneuten Batchbildung bzw. der Ankunft eines neuen Batches ist dagegen mit vergleichs-
weise langen Ankunftsabständen zu rechnen. In Konsequenz weist die Zeitreihe der
Zwischenankunftszeiten Autokorrelation auf.
Automatisierte Lager sind wesentliche Elemente von Materialflusssystemen. Durch ver-
schiedene Betriebs- bzw. Belegungsstrategien können deren Leistung wesentlich beeinflusst
werden (vgl. Glass 2008). Analog zum Absatz zuvor ist davon auszugehen, dass bei
Anwendung von Schnellläuferstrategien bzw. allgemein bei der Zonierung entsprechend
der Umschlaghäufigkeit autokorrelierte Prozesse entstehen. Der Grund ist in der höheren
Wahrscheinlichkeit des gehäuften Auftretens kurzer Fahrwege der Regalbediengeräte zu
suchen. Hier besteht Forschungsbedarf, um zu klären, in welchem Maße eine hohe Um-
schlagleistung der Entstehung bzw. Vermeidung autokorrelierter Prozesse entgegensteht.
Eine weitere mögliche Ursache für das Entstehen autokorrelierter Prozesse leitet sich
aus Schmidt & Furmans (2015) ab. Darin werden u. a. analytische Berechnungsmög-
lichkeiten für Durchlaufzeitverteilungen vernetzter intralogistischer Systeme untersucht.
Im Fall der Serienschaltung von Bedienelementen werden im Abschlussbericht des For-
schungsvorhabens Abweichungen zwischen berechneten und simulativ ermittelten Werten
festgestellt (vgl. Schmidt & Furmans 2015, u. a. Arbeitspaket 5). Eine Untersuchung
der Abgangsströme der Bedienelemente offenbart autokorrelierte Zwischenankunftszeiten,
obwohl der Ankunftsstrom initial als unabhängig, identisch verteilt angenommen wird.
Dies wird in ähnlicher Weise z. B. auch in Pereira et al. (2012b, S. 123:1) oder Assaf
et al. (2014, S. 806 ff) bestätigt und von Daley (1968) für verschiedene Bedienmodelle
analytisch bewiesen. Schleyer & Furmans (2006, S. 756) vermuten zudem, dass ein
batchweiser Ankunftsstrom diesen Effekt verstärkt. Verwertbare numerische Resultate für
den Effekt sind der Literatur nicht zu entnehmen. Deshalb sei nachfolgende Abbildung 3.9
herangezogen.
Dargestellt in Abbildung 3.9 ist die simulativ ermittelte Autokorrelation der Zwischenan-
kunftszeiten des Abgangsstromes über der Auslastung der Bedienstation unter der An-
nahme unkorrelierter Ankunftsprozesse. Die Beschränkung auf den Koeffizient zum Lag 1
r1 ist legitim, weil dieser in der Regel den größten Einfluss auf die Effekte, ausgehend
autokorrelierter Prozesse, hat. Untersucht werden vier Modelle: M|M|1, M|GI|1, M|D|1
und eine Zusammenführung mit Vorfahrtgewährung nach dem Prinzip First Come First
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Abbildung 3.9: Autokorrelation im Abgangsstrom einer Bedienstation
Served. Das M|M|1-Modell wird herangezogen, weil es eine Art „Basismodell“ (Arnold &
Furmans 2009, S. 115) darstellt und damit einen breiten Vergleich zu vorhandener Lite-
ratur zulässt. Mit dem M|D|1-Modell können nach Blanc (2002) mit Bezug auf Daley
(1968) und Pack (1975) Obergrenzen der Höhe der Autokorrelation im Abgangsstrom
bestimmt werden. Das M|GI|1-Modell wird bemüht, weil es für den Bedienprozess Va-
riationskoeffizienten v zwischen denen einer exponentialverteilten Bedienzeit (v “ 1)
des M|M|1-Modells und einer deterministischen Bedienzeit (v “ 0) des M|D|1-Modells
erlaubt. Für das M|GI|1-Modell wird eine Gammaverteilung (vgl. Kriege 2012, S. 158)
der Bedienzeiten mit einem Variationskoeffizienten von v “ 0,5, woraus sich implizit
die jeweiligen Parameter der Verteilung ergeben, angenommen. Das Untersuchen der
Zusammenführung ergibt sich aus dem Thema der Arbeit.
In Abbildung 3.9 ist zu erkennen, dass ein M|M|1-Modell zu keiner messbaren Autokorrela-
tion im Abgangsstrom führt. Gegenteilig stellt sich der Sachverhalt für das M|D|1-Modell
und die Zusammenführung dar. Deren Kurven verlaufen nahezu deckungsgleich und sug-
gerieren monoton steigende Autokorrelationskoeffizienten mit höheren Auslastungsgraden.
Der maximal gemessene Koeffizient beträgt ca. 0,2 und stellt sich bei einer Auslastung
von 0,96 ein. Der Kurvenverlauf des M|GI|1-Modells wird durch die Verläufe des M|M|1-
und M|D|1-Modells begrenzt. Hierbei ist auffällig, dass ab einer Auslastung von ca. 0,8
die Autokorrelation im Abgangsstrom geringfügig sinkt.
In Ergänzung der Ergebnisse schließt sich die Frage an, wie sich die Abgangsströme
unter Berücksichtigung autokorrelierter Ankunftsprozesse entwickeln. Dies entspricht
dem nicht unrealistischen Fall, dass ein System bereits autokorrelierte Prozesse aufweist.
Erneut sind der Literatur dazu keinerlei numerische Ergebnisse oder analytische Ansätze
zur Quantifizierung zu entnehmen. Entsprechend seien die Analysen im Rahmen einer
Simulation ermittelt und deren Ergebnisse in Abbildung 3.10 dargestellt. Abgebildet ist
jeweils die Autokorrelation des Abgangsstromes in Abhängigkeit der Autokorrelation des
Ankunftsprozesses. Die einzelnen Kurven symbolisieren unterschiedliche Auslastungsgrade.
Ausgehend von der für diese Arbeit vorgeschlagenen Notation wird der autokorrelierte
Ankunftsstrom mit G abgekürzt (vgl. Abschnitt 2.5).
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Abbildung 3.10: Autokorrelation im Abgangsstrom einer Bedienstation bei autokorreliertem
Ankunftsprozess – AK: Autokorrelation
Die einzelnen Abbildungen 3.10a bis 3.10d stellen sich als sehr unterschiedlich dar. Eine
Gemeinsamkeit ist zunächst, dass eine Zunahme der Autokorrelation im Ankunftsstrom
eine Erhöhung der Autokorrelation im Abgangsstrom bewirkt. Für ein G|M|1- und
G|GI|1-Modell ist dieser Effekt am größten für niedrige, für die Modelle G|D|1 und
Zusammenführung für hohe Auslastungsgrade. Anhand der Steigung der Kurven wird
deutlich, dass im Fall des G|M|1- und G|GI|1-Modells die Abhängigkeiten im Abgangs-
strom wesentlich von der Auslastung abhängen. Der Höchstwert von r1 wird bei einer
Auslastung von 0,4 erreicht. Für das G|D|1-Modell und die Zusammenführung stellt
sich dies gegenteilig dar. Die Kurven verlaufen nahezu deckungsgleich bzw. parallel. Die
Maximalausprägungen für das gewählte Intervall lauten r1 “ 0,8 (G|D|1) und r1 “ 0,3
(Zusammenführung).
Materialflusssysteme bestehen in der Regel nicht aus partiellen Bediensystemen, sondern
„stell[en] sich als Netzwerk dar“ (Arnold & Furmans 2009, S. 2). Damit schließt sich
direkt an die Untersuchung des Absatzes zuvor die Frage an, ob autokorrelierte Prozesse
auch auf seriell angeordnete, verknüpfte Bedienelemente zurückzuführen sind bzw. ob eine
Veränderung in Abhängigkeit der Anzahl der Elemente (Länge der Linie) zu beobachten
ist (so z. B. in Hendricks 1992; Hendricks & McClain 1993; Assaf 2011). In den
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Quellen wird deutlich, dass bei entkoppelten Serienschaltungen nahezu kein Einfluss der
Länge der Linie auf die Autokorrelation im Abgangsstrom festzustellen ist. Wird die
Anzahl der Plätze in den Warteräumen dagegen zunehmend beschränkt, reduziert sich
die Stärke der Autokorrelation. Da die Ergebnisse bzw. die Annahmen der Modelle in
den zitierten Quellen teilweise im Detail nicht nachvollziehbar und die Übertragung der
Erkenntnisse damit fraglich sind, seien diese speziell für die Fragestellungen vorliegender
Arbeit wiederholt. Auf die Analyse einer Zusammenführung wird an dieser Stelle verzichtet.
Eine Untersuchung erfolgt im Abschnitt 4.4.
Abbildung 3.11 zeigt für drei verschiedene Linienlängen die Autokorrelation der Zeitreihe
des Abgangsstromes, also der letzten Bedienstation der Serie, bei Variation der Auslastung
und der Autokorrelation im Ankunftsprozess der ersten Bedienstation. Die Ergebnisse
aller Modelle G|M|1, G|GI|1 und G|D|1 sind jeweils in einer Abbildung dargestellt.























































































Abbildung 3.11: Autokorrelation im Abgangsstrom seriell geschalteter Bedienstationen bei
autokorreliertem Ankunftsprozess – AK: Autokorrelation
Entsprechend Abbildung 3.11 wird deutlich, dass die Ergebnisse einer Serienschaltung
von Bediensystemen nur wenig von denen einer Einzelstation abweichen. Für die Serien-
schaltung des G|D|1-Modells stellen sich die Kurven bis auf statistische Abweichungen
identisch zu denen in Abbildung 3.10c dar. Ähnliche Aussagen können für eine Linie beste-
hend aus G|M|1- oder G|GI|1-Modellen und der Annahme unkorrelierter Ankunftsströme
getroffen werden. Erst bei autokorrelierten Ankunftsprozessen zeigt sich vergleichend
zum isolierten Modell (Abbildungen 3.10b und 3.10a), dass bei zunehmender Linienlänge
mit geringeren Autokorrelationskoeffizienten im Abgangsstrom zu rechnen ist. Hierbei
beträgt bei 20 Bedienmodellen (vgl. Abbildung 3.11c) die Reduktion etwa 50%. Inhaltlich
ist der Prozess damit wieder mit größerer Zufälligkeit behaftet.
Eine abschließende Analyse zur Ursache von Autokorrelation betrachtet den Fall seriell
angeordneter, gekoppelter Bediensysteme. Die Annahme beschränkt großer Warteräume
entspricht am ehesten den Gegebenheit realer intralogistischer Systeme. Ergebnisse zu
identischen Analysen zu denen im Absatz zuvor, mit der Beschränkung der Warteraumgrö-
ße auf das zu erwartende 95%-Quantil der Warteschlangenlänge, sind in Abbildung 3.12
dargestellt.
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Abbildung 3.12: Autokorrelation im Abgangsstrom seriell geschalteter Bedienstationen bei
autokorreliertem Ankunftsprozess – Warteraum auf das 95%-Quantil des
Erwartungswertes der Warteschlange beschränkt; AK: Autokorrelation
Bis auf vernachlässigbare Abweichungen stellen sich die Grafiken in den Abbildungen 3.11
und 3.12 als identisch dar. Auch eine Wiederholung der Untersuchung bei Auslegung
der Warteräume auf den Erwartungswert des Mittelwertes der Warteschlangenlänge
führt zu keiner Änderung der Erkenntnis. Eine weitere Verkleinerung der Warteräume
ist unter der Maßgabe intralogistischer Materialflusssysteme unrealistisch. Damit stellt
sich die Entwicklung autokorrelierter Prozesse bei Serienschaltung als unabhängig der
Beschränkung von Warteräumen dar.
Ergänzend sei darauf hingewiesen, dass die Ergebnisse in den Abbildungen 3.11 und 3.12
von denen in den zitierten Veröffentlichungen von Hendricks und McClain abweichen.
Absolut stimmen die Werte mit denen dieser Arbeit und anderen Referenzen in der
Tendenz überein, jedoch stets mit umgekehrten Vorzeichen. Die Diskrepanz kann nicht
abschließend geklärt werden. Eine mögliche Ursache ist in unterschiedlich angenomme-
nen Auslastungsgraden der Bedienstationen zu suchen. Konkrete Angaben hierzu sind
Hendricks (1992) und Hendricks & McClain (1993) nicht zu entnehmen. Die vor-
liegende Arbeit beschränkt sich vor dem Hintergrund realistischer Annahmen auf einen
maximalen Auslastungsgrad von 0,96. Für diesen Extremfall und 20 in Serie geschalteten
Bedienstationen sind bei genauer Betrachtung ebenfalls Korrelationskoeffizienten < 0 fest-
stellbar (vgl. Abbildung 3.11c und 3.12c). Die Resultate in den zitierten Quellen könnten
durch noch höhere Auslastungsgrade, ggf. in Verbindung mit realitätsfernen Annahmen
der Warteraumgrößen (in den Quellen werden maximal sieben bzw. acht Warteplätze
angenommen), erklärt werden. In diesem Fall sind die Ergebnisse rein theoretischer Natur
und von untergeordneter Relevanz für die vorliegende Arbeit.
Zusammenfassend können aus den vorangegangenen Analysen folgende Schlüsse gezo-
gen werden: Bedienelemente verursachen Autokorrelation bzw. verstärken diese. Einzig
der Fall eines unkorrelierten Ankunftsprozesses und exponentialverteilter Bedienraten
(M|M|1) bildet hier eine Ausnahme. Bedienelemente mit konstanter Bedienzeit, also
bspw. Eckumsetzer, Drehtische oder Zusammenführungen, erzeugen autokorrelierte Pro-
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zesse. Gammaverteilte Bedienprozesse mit einem Variationskoeffizient von 0,5 führen
zu Ergebnissen ähnlich denen eines M|M|1-Modells, aber mit ca. 1,5 bis 2 Mal höheren
Autokorrelationskoeffizienten im Abgangsstrom.
Generell gilt, je höher die Autokorrelation im Ankunftsstrom, desto höher stellt sich diese
im Abgangsstrom dar. Eine Serienschaltung von Bedienelementen führt zu vergleichba-
ren Erkenntnissen. Erst bei großer Linienlänge von G|M|1- oder G|GI|1-Modellen, im
vorliegenden Fall ab 10, werden im Vergleich geringere Autokorrelationskoeffizienten im
Abgangsstrom gemessen. Damit können im Wesentlichen drei potentielle Ursachen für
das Entstehen von autokorrelierter Prozesse identifiziert werden:
• Scheduling und Dispatching: Sofern allgemein bzw. innerhalb von Batches die
Möglichkeit der Priorisierung, also der Umsortierung oder Auswahl besteht, führen
nicht-zufällige Vorgehen zu Autokorrelation.
• Bedienelemente: Stationen mit deterministischer Arbeitsweise bzw. kleinen Variati-
onskoeffizienten der Bearbeitungszeit führen inhärent zu Autokorrelation.
• Zufall: Systeme werden „von außen“, über ihre Grenzen mit autokorrelierten Pro-
zessen gespeist. In diesem Zusammenhang sind beispielhaft, neben der Anlieferung
von Waren oder Bestellvorgängen, auch Prozesse ausgehend nicht automatisierter
Arbeitsgänge zu nennen (siehe stellvertretend bspw. Schultz et al. 2009). Die in
Abschnitt 3.2 erwähnten Maschinenausfälle und deren Einfluss auf Ankunftsprozesse
sind ebenfalls der Kategorie Zufall zuzuordnen.
3.5 Steuerung von Ankunftsprozessen an Zusammenführungen
In der Literatur werden verschiedene Strategien zur Gewährung von Vorfahrt diskutiert
(vgl. auch Abschnitt 2.7.2, insbesondere Abfertigungsstrategien). Vor dem Hintergrund
unternehmensspezifischer Lösungen ist dabei eine „kaum noch überschaubare Anzahl von
Betriebsstrategien“ (Gudehus 1976, S. 211) denkbar. Dennoch und im Widerspruch zur
Feststellung des wesentlichen Einflusses auf die Systemleistung (vgl. Johnstone et al.
2015; Gudehus 2012b, S. 681), ist die Anzahl der Publikationen mit Schwerpunkt der
Analyse optimaler Strategien zur Vorfahrtgewährung an Zusammenführungen intralogis-
tischer Systeme überschaubar – eine Übersicht fehlt. Der Mangel an Forschung ist auch
daran zu erkennen, dass die Kendall-Notation (vgl. Abschnitt 2.5) als Quasistandard der
Beschreibung von Bediensystemen zwar mehrere Bedienelemente zulässt, aber immer von
lediglich einem Ankunftsstrom ausgeht.
Mit der Abstraktion einer Zusammenführung auf mehrere unabhängige Ankunftsströme
und der Auffassung der Zusammenführungszone als Bedienelement, eignen sich sog.
Polling System Models als Quelle möglicher Regeln zur Vorfahrtgewährung. Diese werden
von Mack (1957) eingeführt und behandeln, vereinfacht, Strategien, bei denen eine
Vielzahl von Aufträgen in ihrer jeweiligen Warteschlange von einer Bearbeitungsstation
nach einem bestimmten Schema abgearbeitet werden.
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Eine gute Einführung zum Thema Polling System Models und das Aufzeigen typischer
Anwendungsszenarien bietet Boon et al. (2011, S. 68 ff). Danach sind für den Betrieb
eines Polling Systems primär nachfolgend genannte Aspekte festzulegen:
• Server Routing: Die Reihenfolge, in der Warteschlangen bzw. Ankunftsströme
bedient werden.
• Service Discipline: Die Anzahl der hintereinander abzuarbeitenden Aufträge je
Warteschlange.
• Queuing Discipline: Die Reihenfolge der Abarbeitung der Aufträge in einer Warte-
schlange.
Für letztgenannten Punkt werden Regeln angewendet, die auch aus der Produktions-
planung und -steuerung bekannt sind, also z. B. First Come First Served, Last Come
First Served, Zufällig oder Shortest Processing Time First (siehe hierzu auch Terekhov
et al. 2014; Domschke et al. 1993). Übertragen auf den betrachteten Fall vorliegender
Arbeit käme dies der Möglichkeit des Umsortierens der Warteschlange gleich. Dies wird
aber ausgeschlossen. Hinzu kommt, dass die im weiteren Verlauf der Arbeit betrachteten
Kennzahlen der Warteschlangenlängen und mittleren Wartezeiten (vgl. Little’s Law,
Abschnitt 4.1) unabhängig von der Queuing Discipline sind. Damit beschränkt sich die
Auswahl möglicher Vorfahrtstrategien auf die Kombination des Server Routings und der
Service Discipline.
Originär werden Polling Systeme mit einem zyklischen Server Routing betrieben. Dabei
werden die Warteschlangen in einer vorgegebenen Reihenfolge auf Inhalt geprüft und ggf.
bedient. Als Abwandlung wird mit dem Markovian Polling die nächste zu bedienende
Warteschlange auf Grundlage einer diskreten Markov-Kette (vgl. Abschnitt 2.5) und
spezifischen Übergangswahrscheinlichkeiten bestimmt. Daraus leitet sich als Spezialfall
das gänzlich zufällige Ansteuern der Warteschlangen ab. Neben diesem statischen Server
Routing werden dynamische Vorgehen diskutiert. Dabei werden Informationen über den
Systemzustand in die Entscheidung einbezogen. Hierbei wird vor allem auf die Strategie
des Bedienens der am längsten ausgeprägten, ggf. mit der zu erwartenden Bedienzeit
gewichteten, Warteschlange zurückgegriffen. Weitere Ansätze versuchen bspw. Muster in
den Ankunftsströmen zu erkennen und darauf aufbauend eine entsprechende Priorisierung
festzulegen.
Bei der Bestimmung der Anzahl hintereinander abzuarbeitender Aufträge (Service Disci-
pline) wird zwischen einer kompletten oder partiellen Abarbeitung der Warteschlange
unterschieden. Parallel erfolgt eine Differenzierung zwischen Exhaustive und Gated Ser-
vice, wobei erstgenanntes auch die Aufträge mit einbezieht, die während der Bedienung
eintreffen. Gated Service beachtet nur die Warteschlangenelemente, die zu Beginn der
Bedienung vorhanden waren. Die Festlegung des Grenzwertes zur partiellen Abarbeitung
kann zeit- oder mengenbasiert erfolgen, wobei auch hier jeweils die Varianten existieren,
die entweder beim Leerlaufen der Warteschlange eine alternative Warteschlange bedienen
oder erst bei Überschreiten des Grenzwertes unabhängig eines möglichen Stillstandes der
Bedienstation.
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Eine wichtige Rolle im Rahmen des Server Routings und der Service Discipline spielen
die Bernoulli- und Binomialverteilung. Sie werden genutzt, um Wahrscheinlichkeiten des
Bedienens bzw. zur Festlegung der erwähnten Grenzwerte abzubilden (für alle Absätze
zuvor, siehe Boon et al. 2011 und Primärquellen darin).
Aus den genannten Ansätzen ergeben sich eine Vielzahl von Kombinationen bzw. konkrete
Steuerungsstrategien. Bis auf spezielle Anwendungsfälle sind allgemeingültige Aussagen
bzgl. deren Optimalität, d. h. kurze Warteschlangen und -zeiten sowie hohe Durchsätze,
hinreichend erforscht (vgl. Takagi 1988). Levy et al. (1990) zeigen bspw. auf, dass ein
Exhaustive Service generell allen anderen Strategien vorzuziehen ist. Liu et al. (1992)
beweisen die Optimalität der Strategie Longest Queue First (LQF). In beiden zitierten
Quellen hängt die Argumentation zur Optimalität wesentlich von der Minimierung der
Schaltzeiten ab, womit die Erkenntnisse nur bedingt auf vorliegende Arbeit übertragbar
sind, denn Schaltzeiten werden als nicht vorhanden angenommen (vgl. Abschnitt 4.1).
Der Fall der Anwendung von Longest Queue First ohne Schaltzeiten wird in Ma et al.
(2004) erörtert. Hintergrund ist die Steuerung der Last in passiv optischen Netzwerken
im Sinne hoher Durchsätze bzw. der fairen Aufteilung der Bandbreite. Im Vergleich zur
zyklischen Abarbeitung der Warteschlangen zeigt sich, dass insbesondere für Auslastungs-
grade zwischen 0,5 und 0,8 die Strategie der Priorisierung nach Warteschlangenlänge
zu erheblich, teils um den Faktor 10 kürzeren mittleren Wartezeiten führt. Bei hoher
Last gleichen sich die Leistungskennzahlen an, wobei LQF nie schlechter als die Refe-
renzstrategie ist. Die Güte von LQF und die Nachweisführung der Optimalität unter
verschiedenen Annahmen wird auch in Dimakis & Walrand (2006), del Gaudio et al.
(2001) und Gail et al. (1993) diskutiert.
Pathan et al. (2013, S. 3 ff) bieten eine umfangreiche Übersicht, welche „Vorfahrtsregeln“
bei Video-On-Demand-Systemen angewendet werden. Mit der Auffassung der Anfragen
als Ankunftsströme und des Servers resp. Bedienelementes als Zusammenführung, ist das
Problem annähernd auf vorliegende Arbeit übertragbar. Aufgelistet werden u. a. FCFS,
LQF bzw. Varianten, die erst ab einem bestimmten Grenzwert die jeweilige Strategie
anwenden und ansonsten auf eine Alternative zurückgreifen. Weiter wird ein Ansatz
vorgestellt, welcher die aggregierten Wartezeiten der einzelnen Aufträge bewertet. Ähnliche
Analysen werden auch von Dan et al. (1996) durchgeführt. Stark zusammengefasst zeigt
sich im Ergebnis, dass FCFS gegenüber anderen Strategien zu bevorzugen ist. Begründet
wird dies mit der Einfachheit der Implementierung und Wartung sowie der Fairness
gegenüber allen Aufträgen im Sinne von Clients.
In Bookbinder (2015) werden verschiedene Vorfahrtstrategien von Zusammenführungen
in einer Lackierstraße für Lastkraftwagen untersucht. Die Festlegung der Prioritäten
zweier Ankunftsprozesse erfolgt in Abhängigkeit verschiedener Warteschlangenlängen vor
Bedienstationen im System und noch freier Pufferplätze. Die konkrete Festlegung ist dabei
stark getrieben durch die Erfüllung der Aufgaben aus der Fertigungsplanung. In weniger
kritischen Situationen erfolgt die Vorfahrtgewährung nach dem Prinzip FCFS. Verglichen
mit der Ursprungslösung kann mit der weiterentwickelten Strategie ein kausaler Zusam-
menhang zur Verringerung der Häufigkeit eines verstopften Systems hergestellt werden.
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Die Erkenntnisse sind hoch einzustufen, weil die Quelle außerdem von autokorrelierten
Zwischenankunftszeiten der Prozesse berichtet.
Insbesondere auf dem Gebiet der Steuerung von Sortern besteht die Aufgabe der Einschleu-
sung der Materialflüsse mehrerer paralleler Zuführungen (Infeeds) auf eine Hauptstrecke
(vgl. z. B. Arnold & Furmans 2009, S. 225 ff). Die isolierte Betrachtung nur einer Zu-
sammenführung entspricht am ehesten der Problemstellung vorliegender Arbeit, weshalb
auch die Literatur dieses Forschungsgebiets auf relevante Ansätze durchsucht werden soll.
Hierbei ist die Analyse von Gepäckförderanlagen Inhalt von Johnstone et al. (2015).
In einer Übersicht werden verschiedene Regeln zur Vorfahrtsteuerung genannt. Diese
sind FIFO, absolute Vorfahrt solange kein ausreichend großer Zwischenraum auf der
vorfahrtberechtigten Strecke auftritt und Vorfahrt bei Überschreitung einer spezifischen
Warteschlangenlänge bzw. Wartezeit. Im Detail werden zwei Varianten von FIFO unter-
sucht, bei denen sich zum einen die Einschleusung an einem logischen Fenster und zum
anderen an den konkreten geometrischen Abmessungen der Fördereinheiten orientiert.
In Jing et al. (1998) steht die Abbildung sog. Conveyor Networks With Merging Con-
figuration im Mittelpunkt. Im Kern entspricht das Modell einem System mit einem
Hauptstrom, der von einem Nebenstrom gespeist wird. Als mögliche Regeln zur Priorisie-
rung eines Stromes werden First In First Out, Longest Queue First und Round Robin
(zyklische Priorisierung) vorgeschlagen. Eine Gegenüberstellung erfolgt nicht. In einer
Fallstudie wird lediglich FIFO angewendet. Ähnliche Untersuchungen können auch in
Wang (2006) nachvollzogen werden.
Le et al. (2012, S. 1685) erklären, dass Staus bzw. Blockaden in Gepäckförderanlagen
meist auf Zusammenführungen zurückzuführen sind. Entsprechend spiele die angewandte
Strategie zur Vorfahrtgewährung eine kritische Rolle für die Systemleistung. In diesem
Zusammenhang berichten die Autoren, dass üblicherweise auf FCFS zurückgegriffen wird,
obwohl diese nicht zwangsläufig die optimale Strategie darstellen muss. Die Gründe für
dieses Vorgehen liegen in der einfachen Implementierung und Wartung sowie der späteren
Implementierung einer alternativen Vorfahrtstrategie.
Großeschallau (1983, S. 60 ff) erkennt vier grundsätzliche Strategien zur Vorfahrtge-
währung. Diese stimmen mit denen aus Abbildung 2.16 überein, d. h. schubweise/zyklische
Vorfahrt, FCFS, absolute Vorfahrt und relative/einfache Vorfahrt. Ferner sind der Quelle
qualitative Aussagen zur Grenzleistung der Strategien zu entnehmen. Danach sind „bei
richtiger Wahl der Zykluszeit“ höchste Durchsätze bei Anwendung einer zyklischen Ab-
fertigung zu erreichen. Es schließen sich FCFS und relative Vorfahrt an. Der geringste
Grenzdurchsatz wird mit absoluter Vorfahrt erreicht (Großeschallau 1983, S. 86).
Bei der Einordnung der Angaben muss beachtet werden, dass von einer Schaltzeit im
Zuge der Änderung des vorfahrtberechtigten Stromes ausgegangen wird.
Jedem Autofahrer sollte das „Reißverschlussverfahren“ geläufig sein. Dies fordert bei einer
Zusammenführung zweier Verkehrsflüsse das abwechselnde Einordnung vor der Engstelle
(vgl. § 7 Abs. 4 StVO). Technisch ausgedrückt entspricht dies dem Vorfahrtprinzip FCFS.
Zur Vertiefung sei Lakshika et al. (2015) und Han & Ko (2012) und die darin zitierte
Literatur empfohlen. Es wird u. a. erläutert, dass FCFS bzw. eine mit der Intensität des
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Ankunftsstromes gewichtete Variante von FCFS theoretisch zum besten Verkehrsfluss
führt, aber stark abhängig vom Verhalten der Verkehrsteilnehmer ist.
Insbesondere abseits theoretischer Diskussionen, in praxi, wird meist auf die denkbar
einfachste Regel FCFS zurückgegriffen (vgl. z. B. Furmans et al. 2012, S. 7; Spiecker-
mann & Voß 2000, S. 82). Im Gegensatz der bereits zitierten Le et al. (2012) bewerten
Arnold et al. (2004, S. C4-14) unter Berufung auf Erfahrungswerte die FCFS-Strategie
sogar als die „beste Strategie“. Gründe sehen die Autoren in der „gerechte[n]“ Zuteilung
von Kapazitäten, der Einfachheit sowie der Transparenz. Zudem wird in Daley (1987)
ein warteschlangentheoretischer Beweis der Optimalität der FCFS-Strategie gegeben.
In allen zitierten Quellen wird bei der Diskussionen über die Anwendung von Vorfahrt-
regeln an Zusammenführung und bei der Beurteilung ihrer Leistungsfähigkeit stets die
Unkorreliertheit der Ankunftsströme vorausgesetzt bzw. explizit angenommen. Dies steht
im Widerspruch zu der zuvor aufgezeigten Inhärenz autokorrelierter Prozesse in Bedien-
systemen bzw. intralogistischer Anlagen. Vor diesem Hintergrund wird in Kapitel 4 eine
alternative Vorfahrtstrategie vorgeschlagen.
3.6 Steuerung autokorrelierter Ankunftsprozesse
Dem Autor der Arbeit sind keine Referenzen oder Veröffentlichungen über die Anwen-
dung autokorrelationsbasierter Steuerungen bzw. Prioritäten in der Intralogistik bekannt.
Demnach bietet die Literatur auch keine speziellen Ansätze zur Vorfahrtsteuerung auto-
korrelierter Ankunftsprozesse an Zusammenführungen.
Wie bereits angedeutet, ist auf dem Gebiet der Telekommunikation bzw. Informatik ein
höheres Bewusstsein um das Auftreten und Wirken von Autokorrelation in den jeweiligen
Systemen vorhanden. Entsprechend sind vereinzelt Beiträge zum Thema der Steuerung
autokorrelierter Ströme verfügbar. Aufgrund identischer Modellierungsansätze in Form
von Warteschlangenmodellen, sollen relevante Veröffentlichungen kurz erörtert werden.
Führend auf dem Forschungsfeld ist das Forscherteam um Mi. Im bereits zitierten Artikel
Mi et al. (2007) wird zunächst grundlegend die Antwortzeit, Warteschlangenlänge und
Auslastung sog. Multitier-Server-Client-Architekturen (multitier: zu dt. mehrschichtig)25
unter dem Einfluss stark autokorrelierter Prozesse untersucht. Als Konsequenz ihrer
Erkenntnisse führen die Autoren Analysen zu einer autokorrelationsbasierten Regel an
einem sog. TPC-W-Modell nach Smith (2001) durch. Das Modell ist standardisiert und
erlaubt Benchmarks in Hinblick auf die Leistungsfähigkeit von Systemen zur Realisierung
eines Onlineshops. Konkret wird folgende Regel zur Minderung der einleitend genannten
Kennzahlen angewandt: Für die gekoppelten Bediensysteme wird jeweils nach Fertigstel-
lung eines Auftrages separat geprüft, ob die Warteschlange vor der Bedienstation resp.
dem Server eine kritische Länge überschreitet. Ist dem so, werden in der Reihenfolge
25Vereinfacht beschrieben, wird in einem Multitier-System eine komplexe Aufgabe in mehreren Teil-
schritten von den einzelnen Schichten nacheinander gelöst. Analogien sind in der Intralogistik in
mehrstufigen Produktionssystemen zu suchen.
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des Eintritts in die Warteschlange Aufträge solange abgewiesen, bis die kritische Länge
wieder unterschritten ist. Die Wahrscheinlichkeit der Abweisung des Auftrages auf Rang i
entspricht hierbei dem jeweiligen Autokorrelationskoeffizienten zum Lag j, mit i “ j,
der Bearbeitungs- bzw. Zwischenankunftszeiten des Abgangsstromes. In Abhängigkeit
der Autokorrelation verursachenden Bedienstation, kann die mittlere Durchlaufzeit bei
Anwendung der Regel um ca. 23% bis 73% verkürzt und das Vorkommen extrem langer
Durchlaufzeiten reduziert werden (vgl. Verteilungsfunktionen in Mi et al. 2007, S. 1095 f).
Als Referenz dient der Fall ohne und der zufälligen Abweisung von Aufträgen.
In Mi et al. (2009) werden ähnliche Untersuchungen an einem Modell mit zwei, im
geschlossenen Kreis angeordneten Bedienstationen durchgeführt. Die Resultate sind von
der Qualität und Quantität vergleichbar mit denen aus Mi et al. (2007). In der Quelle
wird außerdem der im Absatz zuvor umrissene Algorithmus im Detail erläutert. Die
Ergebnisse sind vor dem Hintergrund intralogistischer Randbedingungen nur als Richtwert
bzw. Motivation zu verstehen. Die dem Ansatz inhärente Möglichkeit der Abweisung von
Aufträgen ist nicht bzw. nur in den seltensten Fällen möglich.
Mi et al. (2008) erläutern, wie das Wissen um autokorrelierte Bearbeitungszeiten bei der
Reihenfolgebildung von Aufträgen unter der Maßgabe geringer Durchlaufzeiten bzw. hoher
Durchsätze genutzt werden kann. Untersuchungsgegenstand sind wiederum geschlossene
Systeme mit bis zu vier in Reihe geschalteter Bediensysteme (vgl. Abbildung 3.13a; auf
die Abbildung 3.13b wird im weiteren Verlauf des Abschnitts eingegangen).
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Legende:
B . . . Bedienstation W . . . Warteraum
Abbildung 3.13: Bediensysteme in der Informatik – Quelle: in Anlehnung an Mi et al. (2007)
und Zhang et al. (2006)
Jeweils eine Servicestation weist autokorrelierte Bearbeitungszeiten mit den in der Infor-
matik typischerweise langsam abklingenden Koeffizienten auf. Die Grundidee des SWAP
genannten Algorithmus besteht darin, für sich in die Warteschlange einreihende Aufträge
die unbekannte Bearbeitungszeit auf Grundlage der gemessenen Autokorrelationsfunktion
101
3 Stand der Forschung und Technik
zu schätzen und potentiell lange Aufträge an das Ende der Warteschlange zu schieben,
sie also zu verzögern. Mit dem Ansatz soll das Prinzip des Shortest-Job-First, welches zu
optimalen Ergebnissen führt (vgl. Smith 1978), in Annäherung realisiert werden.
Im Detail werden im Rahmen von SWAP wartende Aufträge auf Basis einer Schätzung
in kurze und lange unterteilt und alle langen Aufträge ans Ende der Warteschlange
verschoben. Die Einteilung bzw. Sortierung beginnt erneut, wenn ein Auftrag eine lange
Bearbeitungszeit hatte. Dies geschieht unabhängig der vorherigen Prognose als kurz oder
lang. Einmal klassifizierte Aufträge werden nicht erneut bewertet. Die Unterscheidungs-
grenze ist festzulegen bzw. dynamisch anzupassen. Mit der Grenze wird die „Aggressivität“
der Regel festgelegt. Eine Weiterentwicklung des Algorithmus sieht eine maximale Häu-
figkeit der Verschiebung einzelner Aufträge ans Warteschlangenende vor. Die Ergebnisse
einer simulativen Untersuchung von SWAP sind aufgrund der Variation verschiedener
Parameter (bspw. der Autokorrelationsstruktur, der Netzwerkgröße oder der Anzahl
von Aufträgen) umfangreich, weshalb für Details auf die Quelle verwiesen wird. Zusam-
menfassend führt die Vorgehensweise aber zu einer Erhöhung des Durchsatzes um ca.
30%. Weiter sinkt die über alle Aufträge gemittelte Durchlaufzeit um ca. 20%. Dies geht
zu Lasten als lang klassifizierter Aufträge. Deren mittlere Durchlaufzeit steigt um ca.
20%. Die Effekte nehmen mit sinkender Autokorrelation und der Anzahl gekoppelter
Bediensysteme ab. Identische Ergebnisse werden in Mi et al. (2012) präsentiert. Auch
wenn der Algorithmus in ASIdE (Autocorrelation-based Size Estimation) umbenannt
wird, sind der Quelle keine neuen Erkenntnisse zu entnehmen.
Erneut ist in Frage zu stellen, ob die Steuerungsansätze SWAP bzw. ASIdE im intralo-
gistischen Kontext anwendbar wären. Eine unendlich lange Verzögerung von Aufträgen
entspricht der zuvor kritisierten Abweisung und ist de facto ausgeschlossen. Unter der
Annahme einer Begrenzung der Rückweisungshäufigkeit wäre ein Umsortieren bei hinrei-
chend großem Puffer denkbar. Dies setzt allerdings voraus, dass bauliche Gegebenheiten
und die Fördertechnik ein Umsortieren erlauben – und der Aufwand hierfür geringer ist
als der Nutzen – bzw. der Auftrag noch nicht physisch eingelastet ist, sondern sich in
einem logischen Puffer befindet.
Zhang et al. (2006) widmen sich der Frage, wie autokorrelierten Zwischenankunftszeiten
in sog. Clustered-Server-Systemen begegnet werden kann. Übertragen auf die Intralogistik
bildet das untersuchte Modell ein System mit einem Ankunftsstrom, dessen Aufträge auf
mehrere, potentiell zur Verfügung stehende, parallele Bedienstationen aufgeteilt werden
(vgl. Abbildung 3.13b). Im Kern versuchen die Autoren einen Strom mit autokorrelierten
Zwischenankunftszeiten auf die Stationen zu verteilen, sodass deren mittlere Auslastungen
einander ähneln. Im unkorrelierten Fall gelingt dies durch Bilden von Klassen entsprechend
der a priori bekannten Bearbeitungszeiten der Aufträge und der strikten Zuordnung einer
Klasse auf eine Bedienstation. Bestehen bspw. drei verschiedene Klassen, würde eine
Station alle langen Aufträge bearbeiten, während die zweite alle mittleren und die dritte
alle kurzen Aufträge zugewiesen bekommt.
Die Grenzen der Klassen und damit auch implizit die Wahrscheinlichkeit der Zuordnung
auf eine bestimmte Bedienstation ergeben sich aus der Dichtefunktion der Bearbeitungs-
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zeiten. Das Vorgehen führt nur im unkorrelierten Fall vergleichend zu Standardstrategien
zu kürzeren mittleren Durchlauf- bzw. relativen Wartezeiten26, sodass bei autokorrelierten
Zwischenankünften Korrekturfaktoren eingeführt werden. Eine feste Regel für deren Be-
rechnung geben die Autoren nicht. Die Bestimmung erfolgt rollierend iterativ. Simulativ
konnte eine Reduzierung der genannten Leistungskennzahlen von jeweils ca. 40% erreicht
werden. Detaillierte Ergebnisse, insbesondere die Entwicklung der Korrekturfaktoren,
sind auch in Zhang (2006) und Zhang et al. (2008) nachzuvollziehen.
Darüber hinausgehende Studien über den Einsatz autokorrelationsbasierter Steuerungs-
strategien in der Informatik sind nicht bekannt (siehe hierzu auch die umfangreiche
Literaturübersicht in Gilly et al. 2010).







Zusammenführungen sind wesentliche Bestandteile nahezu jedes Materialflusssystems.
Oft stellen sie Engpässe dar und verursachen bei temporärer bzw. systematischer Über-
lastung Warteschlangen sowie erhöhte Durchlaufzeiten. Im Extremfall bieten vorgelagerte
Warteräume dabei eine zu geringe Kapazität, sodass Großteile des Transportsystems
„verstopfen“. Eine ausführliche Analyse von Zusammenführungen ist daher generell an-
gebracht (vgl. Abschnitt 1.1 oder auch im übertragenen Sinne Johnstone et al. 2015,
S. 45; Jodin & Wolfschluckner 2010; Bookbinder 2015; Le et al. 2012).
Es wird unter anderem in Abschnitt 3.3 hergeleitet, dass von einer Inhärenz autokorrelier-
ter Prozesse in Materialflusssystemen ausgegangen werden muss. Dabei neigen diese im
Vergleich zu längeren Warteschlangen und -zeiten. Die Empfehlung im Absatz zuvor, der
detaillierten Analyse von Zusammenführungen, erfährt damit besondere Bedeutung. Dem
gegenüber steht die Feststellung aus Abschnitt 3.5, dass aktuell keine Ansätze diskutiert
werden, die mit einer angemessenen Strategie autokorrelierte Flüsse an Zusammenfüh-
rungen steuern. Die nachfolgenden Abschnitte werden diesem Mangel mit dem Vorschlag
einer neuen, autokorrelationsbasierten Vorfahrtsteuerung gerecht.
Insgesamt vermittelt das Kapitel folgende Aspekte:
• Die Vorfahrtstrategien First Come First Served und Longest Queue First sind nur
unzureichend geeignet, autokorrelierte Ankunftsprozesse an Zusammenführungen
zu steuern.
• Die neu eingeführte Strategie Highest Autocorrelated First führt zu insgesamt
besten Ergebnissen bei der Steuerung autokorrelierter Ankunftsprozesse an Zusam-
menführungen.
• Die Strategie Highest Autocorrelated First bedarf einer systemabhängigen Parame-
trierung. Eine hierfür vorgeschlagene Heuristik bestimmt deren Werte dynamisch
hinreichend genau.
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4.1 Modellannahmen, Methodenauswahl, Vorbetrachtungen
Der nachfolgende Abschnitt definiert zunächst grundlegende Annahmen und Einschrän-
kungen sowie den Parameterraum der Untersuchungen. Darauf aufbauend erfolgt die
Festlegung der Methode zum Experimentieren. Um die Erkenntnisse nachvollziehbar
darzustellen, werden dabei Analysen nach dem Prinzip Top-Down durchgeführt. Damit
können Wirkzusammenhänge zunächst an einfachen Modellen auf Kausalität geprüft
werden, um diese dann auf allgemeine Fälle mit hohen Freiheitsgraden zu übertragen
und zu diskutieren.
Nach Abschnitt 2.2 und 2.4 können Experimente an Realanlagen bzw. physischen Model-
len oder mathematischen Modellen durchgeführt werden. Erstgenannte Alternative bietet
zunächst aufgrund der Realitätsnähe den exklusiven Vorteil, valide bzw. allgemeingültige,
übertragbare Ergebnisse zu erzeugen – sog. externe Validität (vgl. Kubbe 2016, S. 66 ff)1.
Andererseits besteht bei Feldexperimenten immanent die Unsicherheit, dass die beobach-
teten Effekte nicht unmittelbar auf beabsichtigte Systemveränderungen zurückgeführt
werden können. Dazu müssten alle Störgrößen ausgeschlossen werden. Im Kontext der
vorliegenden Arbeit wäre bspw. der Schlupf beim Beschleunigen der Fördereinheiten eine
denkbare Störgröße. Zudem ist weder eine geeignete Testanlage vorhanden noch kann
ein Projektpartner Kapazitäten für Tests während des Live-Betriebes bereitstellen. Die
Versuchsdurchführung an einer Realanlage schließt sich damit aus, womit mathematische
Modelle zum Einsatz kommen. Dies ist keinesfalls als Nachteil oder Mangel zu verste-
hen, sondern im Sinne der Kausalität zu begrüßen. Übertragen auf die Fragestellung
der Vorteilhaftigkeit verschiedener Vorfahrtstrategien kann damit ursächlich von deren
Anwendung auf die Veränderung des Systemverhaltens geschlossen werden – sog. interne
Validität (vgl. Kubbe 2016, S. 63 ff)1. Dies erlaubt die Untersuchung nicht einer Anla-
ge, sondern eines Effektes – im vorliegenden Fall der Wirkung von Autokorrelation im
Zusammenhang der Anwendung verschiedener Vorfahrtstrategien.
Zur Beurteilung, ob alternativ zur Felduntersuchung Experimente mittels analytischem
Modell oder Simulationsmodell durchgeführt werden, seien nachfolgend zunächst relevante
Modellannahmen vorgestellt.
Untersucht wird die Realisierung einer Zusammenführung mittels Transportbänder. Alle
Aufträge besitzen zunächst die gleiche Priorität zur Beförderung, d. h. es existieren keine
Eilaufträge oder ähnliches. Als Fördertechnik werden Stauförderer abgebildet. Die geome-
trische Ausbildung des Systems bzw. der Fördereinheiten ist unerheblich (vgl. Formel 2.32
bzw. 2.33). Es werden zwei oder drei Ströme aus Richtung d mit d P tnord, süd, westu
zusammengeführt, wobei im Fall von zwei Strömen der nördliche und südliche aktiv
sind. Auf die Untersuchung einer höheren Anzahl von Ankunftsprozessen wird verzichtet,
da derlei Systeme in praxi eine vernachlässigbare Rolle spielen. Alle Zuführungen sind
gleichberechtigt, es wird also nicht zwischen Haupt- und Nebenstrecke unterschieden.
Die Gesamtauslastung der Zusammenführung Λ setzt sich aus den Ankunftsraten der
1Die Quelle Kubbe (2016) ist den Sozial- bzw. Politikwissenschaften zuzuordnen. Die Ausführungen
sind auf den vorliegenden Kontext zu übertragen.
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einzelnen Flüsse λd zusammen und wird nachfolgend als Λ “ pλnord, λsüd, λwestq abge-
kürzt. Die Zusammenführung an sich weist keine zusätzlichen Spielzeiten auf. Es gilt stets
für das Gesamtsystem Λ “ řd λd ă 1. Die Ankunftsströme sind charakterisiert durch
Zwischenankunftszeiten mit exponentialer Randverteilung. Dies entspricht einer üblichen
Annahme und ermöglicht den Vergleich mit vorhandenen Analysen (vgl. Arnold & Fur-
mans 2009, S. 91; Law & Kelton 2000, S. 300 f). Auf eine Variation der Varianzen in den
Ankunftsströmen wird mit Verweis auf Gudehus (1976, u. a. S. B 241) verzichtet. Danach
hängen Staueffekte nur „sekundär von der Größe der stochastischen Schwankungen“ ab
und begründen sich primär aus der Gesamtauslastung der Zusammenführung.
Weiter sind die Ankunftsströme durch eine Autokorrelationsstruktur rd gekennzeich-
net. Wie bereits mehrfach erläutert, ist vor allem der Autokorrelationskoeffizient zum
Lag 1 von Bedeutung. Daher und im Sinne der Vergleichbarkeit mit diskutierter Lite-
ratur soll lediglich der Koeffizient zum Lag 1 r1, d angegeben bzw. als Parameter zur
Erzeugung von Zufallszahlen herangezogen werden. Zur vereinfachten Darstellung sei
R “ pr1, nord, r1, süd, r1, westq bzw. für den zusammengeführten Strom r1, merge definiert.
Die Ankunftsprozesse untereinander weisen keine Kreuzkorrelation auf. Abbildung 4.1
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Legende:
— d — : Fördertechnik mit Ankunftsprozess aus Richtung d und des Abgangsstromes
r1,d, r1, merge : Autokorrelationskoeffizient zum Lag 1 aus Richtung d und des Abgangsstromes
λd : Ankunftsrate/Auslastung/Intensität aus Richtung d
für d P tnord, süd, westu
Abbildung 4.1: Modell einer Zusammenführungen
Zur Beurteilung des Systemverhaltens werden Kennzahlen zur Warteschlangenlänge2 der
einzelnen Ankunftsprozesse und bzgl. der Durchlauf- bzw. Wartezeit3 herangezogen (vgl.
Abschnitt 2.8 oder einen Großteil der Quellen in Abschnitt 3.3). Mit dieser Festlegung
werden sowohl die Perspektive eines Anlagenbetreibers als auch eines Systemlieferanten
2Warteschlangenlängen werden nachfolgend allgemein durch Einheiten quantifiziert. Gemeint sind die
Anzahl der Entitäten, also bspw. Aufträge, Fördereinheit oder Ähnliches, im Warteraum (vgl. auch
Abbildung 2.19).
3Wartezeiten werden nachfolgend mit Zeiteinheiten quantifiziert. Beschrieben wird die Dauer, die eine
Entität im Warteraum verbringt (vgl. auch Abbildung 2.19).
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berücksichtigt. Üblicherweise legt der Betreiber seinen Fokus auf kurze Durchlaufzeiten,
wohingegen die technische Umsetzung sekundär ist. Der Systemlieferant wird im Sinne
der Wirtschaftlichkeit die Anlage so klein wie möglich dimensionieren wollen, um die
geforderte Leistung, also bspw. den Durchsatz, mit möglichst wenig Anlagentechnik zu
erreichen. Entsprechend wird sein Schwerpunkt auf der Konzipierung kleiner Warteräume
bzw. dem Erreichen kurzer Warteschlangen liegen. Eine typische Kenngröße zur Ausle-
gung von Warteräumen ist hierbei das 95%-Quantil der erwarteten Warteschlangenlänge
(vgl. z. B. Furmans et al. 2012, S. 5; Sunarjo et al. 2007, S. 12). Dass sich die be-
schriebenen Zielstellungen als zum Teil konträr erweisen, wird im weiteren Verlauf des
Kapitels deutlich. Die Auswahl der Kriterien bietet einen zusätzlichen Vorteil: Diese sind
nach Little’s Law (vgl. Formel 2.39) unabhängig von der gewählten Randverteilung der
Ankunftsprozesse. Lediglich die Verteilungsfunktion der sich ergebenden Wartezeiten
hängt von der Verteilung der Ankunftsprozesse ab. Diese wird nachfolgend aber nicht
weiter betrachtet.
Beim Vergleich verschiedener Strategien zur Vorfahrtgewährung soll eine gute Strategie
zusammenfassend primär gekennzeichnet sein durch
• kurze (aggregierte) Warteschlangen,
• kurze Durchlauf- bzw. Wartezeiten und
• sich gleichende 95%-Quantile der erwarteten Warteschlangenlänge der einzelnen
Ströme.
Letztgenannte Auflistung ist unter dem Gesichtspunkt autokorrelierter Ankunftsströme
von besonderer Bedeutung. Wie in den Abschnitten 3.2 und 3.3 verdeutlicht, neigen diese
zu längeren Warteschlangen im Vergleich zu unkorrelierten Prozessen. Sollen die War-
teräume unterschiedlich stark korrelierter Ankunftsprozesse vor einer Zusammenführung
gleich ausgelegt werden, besteht folglich die Gefahr der Über- bzw. Unterdimensionierung.
Als sekundäres Qualitätsmerkmal einer Vorfahrtstrategie wird die Autokorrelation des
zusammengeführten Prozesses beurteilt. Dabei sollte dieser
• geringe Autokorrelationskoeffizienten
aufweisen. Grundlage ist folgende Überlegung: Der Inhalt dieser Arbeit beschäftigt
sich mit Möglichkeiten der Eliminierung negativer Effekte autokorrelierter Prozesse an
Zusammenführungen. Entsprechend ist auch jene Vorfahrtstrategie vorzuziehen, die die
Notwendigkeit dieser speziellen Regeln verringert, also möglichst keine Autokorrelation
induziert, und damit die Anwendung etablierter Vorfahrtstrategien ermöglicht. Der
genannte Punkt soll aber nur nachrangig denen der Auflistung zuvor behandelt werden,
weil umgekehrt eine Strategie vorgestellt wird, die auch bei auftretender Autokorrelation
beste Leistungskennwerte erreicht.
Vor dem Hintergrund der Modellannahmen und aufgeworfenen Fragen lässt sich beurteilen,
welche Methode zum Experimentieren eingesetzt wird. Grundsätzlich sind hierbei analyti-
sche Ansätze der Simulation vorzuziehen, weil sie definitionsgemäß auf validen Modellen
basieren. Diesbezüglich wird eine theoretische Einführung zur Leistungsbestimmung von
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Zusammenführungen in Abschnitt 2.8 gegeben. Hingegen ist eine exakte analytische,
warteschlangentheoretische Beschreibung von Zusammenführungen bei unkorrelierten
sowie autokorrelierten Strömen der Literatur nicht zu entnehmen (vgl. Furmans et al.
2012, S. 7 ff; Meinhardt & Marquardt 2006, S. 21; Wu 1994, S. 718). Zwar werden
in der Literatur einige Ansätze zur analytischen Beurteilung von Zusammenführungen
erwähnt, diese weisen aber in Hinblick auf vorliegende Arbeit Unzulänglichkeiten auf. So
wird bspw. in Balciogl̃u et al. (2008) die Überlagerung Markovscher Ankunftsprozesse
und die sich dabei einstellende mittlere Wartezeit eines G|G|1-Modells u. a. analytisch
ermittelt. Das Nachvollziehen der exakten mathematischen Hintergründe übersteigt den
Rahmen vorliegender Arbeit, zumal die numerischen Ergebnisse von simulativ ermittelten
Referenzwerten signifikant abweichen. Die vorgeschlagene Analytik soll daher nicht weiter
diskutiert bzw. angewendet werden.
Weiter ließe sich unter bestimmten Annahmen für die Berechnung von Kennzahlen zur
Warteschlange die Analysis der bereits erwähnten Polling Modelle (vgl. Abschnitt 3.5)
auf vorliegendes Problem übertragen. Auch dies überschreitet den Rahmen dieser Arbeit
aber deutlich, wobei selbst in der Fachliteratur die Schwierigkeit des Problems und den
damit verbundenen Defiziten vorhandener Veröffentlichungen sowie den Ungenauigkeiten
bestehender Approximationen betont werden (vgl. Boon et al. 2011, S. 26; Takagi 1988,
und im Speziellen S. 14 ff darin).
Ferner gibt Gudehus (1976) Näherungsformeln für verschiedene Kennzahlen im Zu-
sammenhang mit Staueffekten vor Zusammenführungen bzw. an Transportknoten. In
einzelnen Fällen weichen die damit ermittelbaren Werte nur geringfügig von Referenz-
werten aus der Simulation ab. In vorliegender Arbeit finden die Formeln dennoch keine
Anwendung, weil explizit unkorrelierte Zwischenankunftszeiten betrachtet werden.
Darüber hinaus wird u. a. in Lin & Liu (2010) vor dem Hintergrund der Zusammenfüh-
rung in Verkehrssystemen ein LP-Model (LP: Linear Programming) zur analytischen
Beschreibung von z. B. Warteschlangen vorgeschlagen. Dazu werden Systemzustände
diskretisiert und als Variablen aufgefasst. Auch dieser Ansatz ist für vorliegende Arbeit
ungeeignet, weil das Modell keinerlei autokorrelierte Prozesse erlaubt.
Zusammenfassend kann kein passender analytischer Ansatz identifiziert werden, der
das Experimentieren mit dem aufgezeigten Modell einer Zusammenführung zulässt.
Vordergründig mangelt es an der Möglichkeit autokorrelierte Prozesse abzubilden sowie
am Freiheitsgrad der Anwendung unterschiedlicher Vorfahrtstrategien. Die Analysen
erfolgen daher simulativ (zu den Gründen siehe auch Abschnitt 2.4).
Entsprechend den Grundsätzen der Modellierung bzw. Simulation (vgl. Absatz 2.2 und
2.4) erfolgte eine Verifizierung der eingesetzten Simulationsmodelle. Konkret wurde
mittels Visualisierung und Protokollierung des Programmablaufes sowie durch Debugging
überprüft, ob das definierte Modellverhalten eintritt. Besonderes Augenmerk wurde
hierbei auf die korrekte Abbildung verschiedener Vorfahrtstrategien (vgl. nachfolgende
Absätze) gelegt. Die Plausibilität des Simulationsmodells wurde durch Parametervariation,
bspw. die Intensitäten der Ankunftsströme, überprüft und mittels Sensitivitätsanalyse
sichergestellt.
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Aussagen zur umfänglichen Validität der verwendeten Simulationsmodelle sind ausge-
schlossen, weil ein konkretes, physisches Abbild des Systems fehlt und damit kein Vergleich
auf identisches Verhalten durchgeführt werden kann. Ebenso sind keine Referenzwerte aus
der Literatur bekannt, die eine Validierung zulassen (vgl. u. a. Abschnitt 3.2 und 3.3). Die
Analysen des Abschnitts 3.3 zum Auftreten von Autokorrelation in logistischen Systemen
lassen aber zumindest eine realitätsnahe Modellierung der Ankunftsprozesse zu. Dem
Mangel der Unkenntnis der Validität des Modells wird mit einer breiten Parametervaria-
tion begegnet (vgl. Tabelle 4.1). Eine kritische Reflexion der Anwendung der Simulation
und die sich ergebenden Unsicherheiten zur Verallgemeinerung und Übertragbarkeit der
damit gewonnenen Erkenntnisse erfolgt in Abschnitt 4.5.
Die im Zusammenhang mit Simulationsmodellen geforderte statistische Sicherheit der
Ergebnisse wird durch hinreichend lange Simulationsläufe und Wiederholung mit unter-
schiedlichen Seeds4 gewährleistet. Mit der Länge des Simulationslaufes wird das Erreichen
der Stationarität der stochastischen Prozesse, d. h. ein sog. eingeschwungener Systemzu-
stand sichergestellt. Nach Law & Kelton (2000, S. 518 ff) kommen zur Bestimmung
der Länge statistische oder grafisch-visuelle Verfahren in Betracht, wobei zweitgenann-
te für den praktischen Einsatz vorzuziehen sind. Entsprechend sei in nachfolgender
Abbildung 4.2 die Entwicklung der mittleren Warteschlange und der Wartezeit in Abhän-
gigkeit des Simulationsfortschrittes dreier zufällig gewählter Experimente 4.2a bis 4.2c
dargestellt.5
Als Simulator für diese und nachfolgende Analysen wird AutoMod (vgl. Banks 2000) und
zur Generierung der Zufallszahlen zwecks Modellierung der Ankunftsströme JARTA (vgl.
Abschnitt 3.1.5) verwendet. Die Gründe zur Anwendung werden in den Abschnitten 2.7
und 3.1.7 dargelegt.
Entsprechend Abbildung 4.2 zeigt sich, dass ab etwa 1000 Messwerten (ein Messwert
entspricht inhaltlich dem Vorgang einer Vorfahrtgewährung) von einem eingeschwungenen,
stationären System ausgegangen werden kann. Die sichtbaren Ausreißer im weiteren Ver-
lauf der Messreihen sind auf Autokorrelation und deren Wirkung im Sinne einer höheren
Varianz des Systemverhaltens zurückzuführen. Nachfolgend werden demnach Experimente
mit jeweils 10000 Ankünften pro Richtung durchgeführt, sodass sich mindestens 20000
bzw. im Fall drei aktiver Ströme 30000 Messwerte ergeben. Bei der Auswertung wird die
Einschwingphase bis zur Stationarität des Systems entsprechend berücksichtigt.
Wie bereits einleitend erwähnt, sollen Ergebniswerte aus der Wiederholung von Ex-
perimenten mit unterschiedlichen Seeds gewonnen werden. Dieses Vorgehen wird als
Replicate/Delete bezeichnet, wobei sich das Delete (entfernen) auf das Abschneiden der
Einschwingphase bezieht. Die Alternative, das sog. Batch-Means-Verfahren, unterteilt
die Messwertreihe eines einzigen langen Simulationslaufes in gleiche Intervalle und wertet
4Ein Seed ist der Anfangszustand eines Zufallszahlengenerators. Aus unterschiedlichen Seeds folgen
unterschiedliche Zufallszahlenfolgen (vgl. Abschnitt 2.3.2 bzw. L’Ecuyer 1994, S. 79).
5In Law & Kelton (2000, S. 520) werden mindestens fünf Experimente vorgeschlagen. Aufgrund
mangelndem Erkenntnisgewinns im vorliegenden Fall, soll sich aber auf drei Wiederholungen beschränkt
werden.
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Abbildung 4.2: Bestimmung Anzahl Messerwerte für Stationarität – normierte Darstellung;
oben: mittlere Warteschlangenlänge; unten: mittlere Wartezeit; durchgezogene
Linie: Entwicklung des Messwertes; gestrichelte Linie: Mittelwert der dem
Experiment zugrundeliegenden Grundgesamtheit des Messwertes
diese separat aus. Damit ergeben sich potentiell Abhängigkeiten zwischen den Messgrößen.
Dies soll allerdings vermieden werden.
Die Festlegung des Stichprobenumfangs, d. h. der Anzahl der Experimentwiederholung,
soll auf Grundlage des Konzepts von Konfidenzintervallen (vgl. Abschnitt 2.3.1) erfolgen.
In diesem Zusammenhang wird ergänzend auf Arnold & Furmans (2009, S. 98 ff
bzw. Formel 3.88) zurückgegriffen (der theoretische Hintergrund ist auch in Law &
Kelton 2000, S. 511 ff nachzuvollziehen). Danach sei zunächst ein relativer Fehler von
5% festgelegt. Dieser Wert kann als das Zugeständnis an die Stichproben(un)genauigkeit
zur Grundgesamtheit interpretiert werden. Repräsentativ sei wieder ein zufälliger Pa-
rametersatz gewählt und die Ergebnisse eines Stichprobenumfangs von N “ 100 Seeds
herangezogen. Dabei ergibt sich aus den mittleren Wartezeiten d der einzelnen Experi-
mente xd ein Mittelwert von Xd “ 24,14 sowie eine Standardabweichung von Sd “ 2,09.
Analog ergeben sich für die Werte der mittleren Warteschlange xq zu Xq “ 9,08 und
Sq “ 0,46.
Aus den Mittelwerten und dem relativen Fehler lassen sich die absoluten Fehler e
berechnen. Sie betragen ed “ 24,14 ¨ 0,05 “ 1,21 und eq “ 9,08 ¨ 0,05 “ 0,45. Für
das Konfidenzintervall sei eine Sicherheit von 95% (α “ 0,05) angenommen, woraus
sich ein entsprechender Quantilswert der Student-t-Verteilung von tN´1,1´α{2 « 1,984
tabellarisch bestimmen lässt (Law & Kelton 2000, S. 708). Somit ergeben sich als
Untergrenze des Stichprobenumfangs für die Bestimmung der mittleren Wartezeit nd




Ñ nd ě 1,984
2 ¨ 2,092
1,212




Da die mittlere Wartezeit und Warteschlange jeweils aus dem gleichen Experiment be-
stimmt werden gilt n “ maxpnd, nqq, woraus sich ableitet, Experimente wenigstens 12 Mal
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mit unterschiedlichen Seeds zu wiederholen. Entsprechend werden die nachfolgenden
Experimente für jeden Parameterset mindestens 20 Mal durchgeführt. Sollte sich dennoch
eine große Variation der Ergebnisse ergeben bzw. die aus den Absätzen zuvor bestimmte
Grenze zur Stationarität sich partiell als zu klein erweisen, wird darauf hingewiesen und
die Anzahl der Simulationsläufe bzw. die Länge der Einschwingphase erhöht.
Zusätzlich sei bemerkt, dass die statistisch exakte Ermittlung der Messwerte in vorlie-
gender Arbeit zweitrangig ist. Vordergründig ist die Gegenüberstellung verschiedener
Vorfahrtstrategien. Die Vergleichbarkeit wird hierbei durch den Ansatz der Common
Random Numbers-Methode (vgl. Law & Kelton 2000, S. 582 ff bzw. allgemein Va-
riance Reduction Techniques) erreicht. Inhaltlich werden dabei Simulationsexperimente
mit unterschiedlichen Parametern aber gleichem Seed durchgeführt. Die Änderung des
Messwertes ist dann mit höherer Wahrscheinlichkeit auf die Parametervariation, also
bspw. unterschiedliche Regeln zur Vorfahrtsteuerung, zurückzuführen. Die Methode bie-
tet den Vorteil, vor allem bei hoher Variation der Messwerte, verwertbare Vergleiche
ziehen zu können, denn auch im Fall statistisch „falscher“ Messwerte erlaubt sie eine
Gegenüberstellung.
Der Untersuchungsraum nachfolgender Analysen wird u. a. durch die Variation der
Auslastung Λ und der Autokorrelation in den Ankunftsströmen R aufgespannt. Welche
Intervalle hierbei von Relevanz sind, lässt sich aus den Abbildungen 4.3a und 4.3b
ableiten. Darin dargestellt sind die Ergebnisse bezüglich des Einflusses von Auslastung
und Autokorrelation auf die mittlere Warteschlange und -zeit. Grundlage ist ein Modell
einer Zusammenführung mit zwei aktiven Strömen, wobei die Vorfahrt zufällig, also FCFS
erfolgt und der nördliche Strom autokorreliert. Die einzelnen Punkte der Kennlinien
ergeben sich als arithmetisches Mittel verschiedener Seeds.6
Grundsätzlich sind zunächst in Abbildung 4.3a wieder die in Kapitel 3 beschriebenen
Effekte autokorrelierter Ankunftsströme zu beobachten: Die theoretisch hinreichend genau
erforschten Staueffekte und -gesetze (vgl. z. B. Gudehus 1976; Arnold & Furmans
2009, S. 111 ff) sind nicht anwendbar und gelten nur für unkorrelierte Ankunftsprozesse.
Das heißt, bei positiv autokorrelierten Strömen werden die Warteschlangen unterschätzt.
Bei zunehmender Stärke der Autokorrelation erhöht sich die Diskrepanz.
Umgekehrt führt negative Autokorrelation zu tendenziell kürzeren Warteschlangen.7 Die
beschriebenen Wirkzusammenhänge erfahren mit steigender Auslastung eine Verstärkung.
In diesem Zusammenhang sei auch besonders auf den Vergleich der Ergebniswerte bei
einer Auslastung von Λ “ 0,96 sowie der Autokorrelationskoeffizienten r1, nord “ ´0,4 und
r1, nord “ ´0,2 hingewiesen. Hier steigt die Warteschlangenlänge, obwohl die Abhängigkeit
der Ereignisse abnimmt. Erläutert wird dieser konträre Effekt in Abschnitt 3.2 bzw.
Civelek et al. (2009, S. 23 ff).
6Unterhalb der Abbildungen sind die Parameter der Experimente und deren Variation als Menge
angegeben. Diese Darstellungsform dient der schnellen Erfassung sowie der Möglichkeit des Vergleichs.
Sie wird für nachfolgende Abbildungen übernommen.
7Aufgrund der dargestellten Skalierung in Abbildung 4.3a ist der Effekt nur zu erahnen. Konkret beträgt
die Verkürzung der Warteschlange je nach Auslastungsgrad zwischen 2% und 10%.
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Experimentparameter:
Strategie = FCFS
Λ “ pt0,2; . . . ; 0,48u, t0,2; . . . ; 0,48u, –q
R “ pt´0,4; . . . ; 0,8u, 0, –q
Abbildung 4.3: Warteschlange und -zeit sowie Autokorrelation im Abgangsstrom an einer
Zusammenführung in Abhängigkeit von Auslastung und Autokorrelation der
Eingangsströme
Für die zweite zu untersuchende Kennzahl, die Wartezeit, lassen sich aus Abbildung 4.3b
qualitativ gleiche Aussagen zu denen im Absatz zuvor ziehen. Hierbei ist ebenfalls
bei negativ autokorrelierten Ankunftsprozessen, im Vergleich zum unkorrelierten Fall,
mit leicht kleineren Werten und bei positiv autokorrelierten Prozessen mit längeren
Wartezeiten zu rechnen. Höhere Auslastungsgrade verstärken diesen Effekt.
Als Schlussfolgerung der Ergebnisse aus Abbildung 4.3 sind für weitere Untersuchungen
vor allem Systeme mit Auslastungsgraden ab 0,8 von Relevanz. Sowohl der relative als
auch der absolute Anstieg der Warteschlangenlängen und -zeiten ist hier bei steigender
Autokorrelation im Ankunftsprozess vergleichsweise hoch ausgeprägt. Entsprechend
wird für die sich anschließenden Analysen standardmäßig eine Gesamtauslastung der
Zusammenführung von 0,9 angenommen. Dieser Wert wird auch von Gudehus (1976,
u. a. S. B 250 f) unter dem Gesichtspunkt der Ausprägung von Warteschlangen als für die
Praxis relevanter Wert angesehen.
Aufbauend auf dieser Erkenntnis soll die nachfolgend angewendete Bandbreite der Au-
tokorrelationskoeffizienten zum Lag 1 Werte von 0,0 bis 0,8 annehmen. Dieses Intervall
geht mit den empirisch gemessenen Werten der Fallstudie aus Abschnitt 3.3 einher. Die
Untersuchung von r1, d “ 0,8 ist als Extremfall zu verstehen und eher hypothetischer
Natur. Negative Autokorrelationskoeffizienten r1, d ă 0,0 werden nicht betrachtet. Dies
begründet sich zum einen aus deren vergleichsweise geringen Einfluss auf die Warte-
schlange und -zeiten. Zum anderen erweisen sich negativ autokorrelierte Prozesse als
vorteilhaft für das Systemverhalten, weshalb keine gesonderte Steuerung notwendig ist.
Neben der Auslastung und Höhe der Autokorrelation soll auch die Anzahl der aktiven
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Ströme in den nachfolgenden Experimenten variiert werden. Der Fall zwei aktiver Ströme
kann als „klassische“ Zusammenführung, bspw. zweier Transportbänder eines Sorters
verstanden werden. Drei aktive Ströme entsprechen der Abstraktion einer Kreuzung mit
einer gemeinsamen Richtung des Abflusses. In diesem Zusammenhang werden außerdem
Zusammenführungen isoliert als Einzelelement sowie mehrere Zusammenführungen im
Netzwerk untersucht. Tabelle 4.1 fasst den gewählten Parameterraum zusammen.
Tabelle 4.1: Parameterraum für Experimente
Parameter mögliche Ausprägung
Gesamtauslastung Λ r0,4; . . . ; 0,96s
Autokorrelation Lag 1 r0; . . . ; 0,8s
Anzahl aktiver Prozessea r2, 3s
Anzahl autokorrelierter Prozessea r1, 2, 3s
Anordnung der Zusammenführung reinzeln, im Netzwerk parallel, im Netzwerk seriells
a Für Prozess werden nachfolgend synonym auch die Begriffe Fluss oder Strom verwendet.
4.2 First Come First Served und Longest Queue First
In Abschnitt 3.5 werden eine Reihe von Strategien zur Steuerung der Vorfahrt an einer
Zusammenführung diskutiert. Darauf aufbauend und schlussfolgernd sollen als Referenz
für nachfolgende Analysen die Strategien First Come First Served (FCFS) und Longest
Queue First (LQF) herangezogen werden. Dies hat primär zwei Gründe: Zum einen liegen
für beide Ansätze Quellen vor, die den Strategien unter den jeweiligen Modellannahmen
ihre Optimalität bescheinigen. Unter dieser Maßgabe wäre eine Steuerung gemäß Round
Robin (zyklisch) ebenfalls in Betracht zu ziehen. Wie bereits erläutert, resultieren die
Einschätzungen aber auf der Annahme von Schaltzeiten beim Wechsel des vorfahrtbe-
rechtigten Stromes. Diese sollen hingegen für vorliegende Arbeit als nicht vorhanden
angenommen werden.
Der zweite Grund für das Heranziehen von FCFS und LQF als Referenz ist pragmatisch:
Die Strategien bedürfen keiner weiteren Parametrierung.
Entsprechend sei zunächst die Zweckmäßigkeit von First Come First Served und Longest
Queue First unter der Maßgabe autokorrelierter Ankunftsprozesse beurteilt. Hierzu werden
Zeitreihen der Warteschlangenlängen und -zeiten zufällig gewählter Simulationsläufe
herangezogen.8
In den einzelnen Graphen der Abbildung 4.4 sind für den nördlichen und südlichen Strom
separat die Warteschlangenlängen jeweils in Form einer Verteilungsfunktion dargestellt.
Die Abbildungen 4.4a bis 4.4c zeigen die Ergebnisse bei Anwendung von FCFS unter dem
8Die Zeitreihen der Warteschlangenlängen ergeben sich jeweils aus jedem Eintritt eines Auftrages in
dessen Warteschlange. Der zugehörige Wert spiegelt die bereits wartenden Aufträge wider.
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Einfluss variierender Autokorrelation im nördlichen Ankunftsstrom. Die Abbildungen 4.4d
bis 4.4f stellen den Sachverhalt äquivalent bei Anwendung von LQF dar.



























(a) FCFS, r1, nord “ 0,0



























(b) FCFS, r1, nord “ 0,4



























(c) FCFS, r1, nord “ 0,8



























(d) LQF, r1, nord “ 0,0



























(e) LQF, r1, nord “ 0,4



























(f) LQF, r1, nord “ 0,8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tFCFS, LQFu
Λ “ p0,45; 0,45; –q
R “ pt0,0; 0,4; 0,8u, 0, –q
Abbildung 4.4: Verteilungsfunktion der Zeitreihe der Warteschlangenlänge – obere Reihe: FCFS;
untere Reihe: LQF
Für FCFS lässt sich aus Abbildung 4.4 erkennen, dass vor allem der autokorrelierte
nördliche Strom mit höherer Wahrscheinlichkeit zu längeren Warteschlangen führt. Sind
beide Ströme unkorreliert, verlaufen die Verteilungsfunktion des nördlichen und südlichen
Stromes zunächst nahezu identisch (vgl. Abbildung 4.4a). Mit ansteigender Korrelation
unterscheiden sich die Kurven zunehmend. Wie erwähnt, werden Pufferstrecken üblicher-
weise entsprechend des 95%-Quantils der erwarteten Warteschlangenlänge dimensioniert.
Hierin zeigt sich die Tragweite vorgenannter Erkenntnisse: Entsprechend der Experimente
hätten bei zu erwartenden Korrelationen von r1, nord ě 0,4 der Warteraum des nördlichen
Stromes mindestens doppelt so groß wie der des südlichen Stromes dimensioniert werden
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müssen (vgl. 95%-Quantile in Abbildung 4.4b mit 13 und 26 sowie Abbildung 4.4c mit
19 und 44). Wären also bei Wissen um das Auftreten hoher Autokorrelationen beide
Ströme entsprechend des 95%-Quantil-Warteraumes des unkorrelierten südlichen Stromes
ausgelegt worden, deckte dies nur etwa 75% bzw. 55% des Wahrscheinlichkeitsraumes
des nördlichen Stromes ab.
Eine Nivellierung der Warteschlangen und somit eine möglichst kleine und korrekte
Dimensionierung von Systemen wird mit der Strategie LQF erreicht. Dies wird in den
Abbildungen 4.4d bis 4.4f deutlich. Darin ist zu erkennen, dass LQF zu identischen
Verteilungsfunktionen der Warteschlangenlängen des nördlichen und südlichen Stromes
führt. Demnach stellen sich auch deren 95%-Quantile als identisch dar. Die minimale
Abweichung ist durch die Bevorzugung des nördlichen Stromes bei Parität zu erklären.
Die Erkenntnisse sind robust gegenüber einer Erhöhung der Autokorrelation im nördlichen
Ankunftsstrom.
Als erstes Zwischenfazit lässt sich damit formulieren, dass LQF gegenüber FCFS zu einer
wesentlich besseren Nivellierung der Warteschlangen an Zusammenführungen führt. Je
höher die Autokorrelation im Ankunftsprozess, desto ausgeprägter ist dieser Effekt. Dieser
Vorteil geht allerdings zu Lasten der mittleren Durchlauf- bzw. Wartezeit. In Tabelle 4.2
sind die Wartezeiten der ankommenden Einheiten in deren Warteschlange vergleichend
gegenübergestellt. Grundlage bilden die bereits in den Absätzen zuvor ausgewerteten
Simulationsexperimente.
Tabelle 4.2: Mittlere Wartezeit vor der Zusammenführung
Strategie Autokorrelation im nördlichen Strom – r1, nord
0,0 0,2 0,3 0,4 0,5 0,6 0,8
FCFS 22 27 30 37 41 50 99
LQF 27 33 35 41 45 54 103
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tFCFS, LQFu
Λ “ p0,45; 0,45; –q
R “ pt0,0; . . . ; 0,8u, 0, –q
Es ist gut zu erkennen, dass unabhängig vom Grad der Autokorrelation die Strategie
LQF systematisch zu höheren mittleren Wartezeiten als FCFS führt. Dabei fällt auf,
dass der relative Vorteil mit zunehmender Autokorrelation im nördlichen Ankunftsstrom
von ca. 22% (r1, nord = 0,2) auf 5% (r1, nord = 0,8) sinkt. Der absolute Vorteil beträgt
dagegen stets ca. 4 bis 6 Zeiteinheiten. Eine Variation der Ankunftsraten der Ströme
bestätigt diese Erkenntnis: Bei sonst gleichen Voraussetzungen beträgt bspw. unter der
Annahme von Λ “ p0,3; 0,3; –q der absolute Vorteil von FCFS gegenüber LQF stets ca.
2,0 bis 2,4 und bei Λ “ p0,4; 0,4; –q wiederum ca. 5 Zeiteinheiten. Zusammenfassend bleibt
festzuhalten, dass FCFS stets zu kürzeren Wartezeiten führt. Bemessen am absoluten
Vorteil ist diese Aussage aber unabhängig vom Grad der Autokorrelation.
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Das Auftreten längerer Wartezeiten bzw. aggregierter Warteschlangenlängen unter LQF
scheint zunächst wenig naheliegend, lässt sich aber erklären. Dazu sei hypothetisch
die in Abbildung 4.5 dargestellte Situation vor einer Zusammenführung herangezogen.





Abbildung 4.5: Stilisierte Pufferstrecken vor einer Zusammenführung
Im Fall von FCFS bekäme die vordere Fördereinheit aus Warteraum 2 Vorfahrt gewährt.
Bei Anwendung von LQF hat auf Grund der höheren Warteraumbelegung die vordere
Einheit des Ankunftsstromes 1 Vorfahrt, womit sich im Vergleich die Fördereinheiten des
Warteraumes 2 um das zeitliche Äquivalent des dargestellten Delta ∆ verzögern.
Damit verhalten sich die Strategien First Come First Served und Longest Queue First
konträr zu den zuvor formulierten Ansprüchen an eine gute Vorfahrtstrategie: Unter FCFS
können kurze Wartezeiten, unter LQF kurze sowie für alle Ankunftsprozesse nivellierte
Warteschlangen beobachtet werden. Zur Erreichung beider Zielgrößen wird nachfolgend
eine alternative Strategie vorgestellt. Die Vorfahrtsteuerungen First Come First Served
und Longest Queue First dienen im weiteren Verlauf der Arbeit als Referenz.
4.3 Highest Autocorrelated First
Das Akronym der nachfolgend vorgestellten Vorfahrtstrategie HAFI steht für Highest
Autocorrelated First – zu dt. höchste bzw. stärkste Autokorrelation zuerst. Wie der
Name suggeriert, besteht die Grundidee von HAFI in der Priorisierung, resp. der Vor-
fahrtgewährung von Ankunftsströmen entsprechend ihrer Autokorrelation. Hintergrund
zur Anwendung von HAFI ist die höhere Wahrscheinlichkeit des Auftretens großer
Warteschlangen bei Flüssen mit autokorrelierten Zwischenankunftszeiten. Dies gilt es zu
vermeiden.
4.3.1 Grundprinzip
Einleitend sei zunächst der Fall einer absoluten Priorisierung des Ankunftsprozesses
mit dem am höchsten ausgeprägten Autokorrelationskoeffizienten zum Lag 1 analysiert.
Dies soll dem Grundverständnis der Wirkung von HAFI dienen. Abbildung 4.6 zeigt für
verschiedene Autokorrelationsniveaus die Ergebnisse der Untersuchung. Der Einfachheit
halber weist nur der nördliche Strom autokorrelierte Zwischenankunftszeiten auf. Dar-
gestellt ist für je einen zufällig gewählten Simulationslauf die Verteilungsfunktion der
Warteschlangen aus nördlicher und südlicher Richtung sowie die Wartezeit der Aufträge.
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(a) r1, nord “ 0,2





























(b) r1, nord “ 0,4





























(c) r1, nord “ 0,8
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = HAFI
Λ “ p0,45; 0,45; –q
R “ pt0,2; 0,4; 0,8u, 0, –q
Abbildung 4.6: HAFI mit absoluter Priorität
Entsprechend der Abbildungen 4.6a bis 4.6c wird deutlich, dass zur Vorfahrtgewährung
eine absolute Priorisierung autokorrelierter Ströme nicht zielführend ist. Obwohl bereits
ein im Vergleich zur vorherigen Abbildung 4.4 größerer Wertebereich der Abszisse gewählt
wird, reicht der Ausschnitt nicht, um die gesamte Verteilungsfunktion des nicht priorisier-
ten Stromes darzustellen. Hieraus leitet sich mittelbar die Anwendung einer bedingten
Priorität ab. In diesem Sinne soll ein autokorrelierter Strom nur Vorfahrt erhalten, wenn
seine aktuelle Warteschlange einen spezifischen Grenzwert überschreitet. Dieser wird für
jede Richtung in Abhängigkeit des Ranges des Autokorrelationskoeffizienten zum Lag 1
des zugrundeliegenden Ankunftsstromes festgelegt (vgl. Abschnitt 4.3.3). Sofern kein
Grenzwert überschritten ist, erfolgt die Vorfahrtgewährung nach dem Prinzip First Come
First Served. Damit wird zum einen dem Umstand Rechnung getragen, dass autokor-
relierte Prozesse zu pulkweisen Ankünften neigen und damit auch zu temporär langen
Warteschlangen. Zum anderen wird sichergestellt, dass in Phasen des vermehrten Auftre-
tens langer Zwischenankunftszeiten autokorrelierter Ströme, sich die Warteschlangen der
um Vorfahrt konkurrierenden Prozesse „erholen“ können.
Nachfolgend sei der spezifische Grenzwert einer Richtung d P tnord, süd, westu mit gd
und die entsprechende Warteschlange mit qd bezeichnet. Der Vektor aller Richtungen
wird mit G “ pgnord, gsüd, gwestq symbolisiert. Konkret soll dann die Vorfahrtsteuerung
mit HAFI nach folgendem Schema erfolgen: Tritt ein Auftrag in seinen Warteraum ein,
wird die entsprechende Richtung d in eine gemeinsame, geordnete Liste A aufgenommen.
Sie dient der Speicherung der Reihenfolge aller Ankünfte (vgl. Pseudocode 4.1).9
9Listen werden nachfolgend mit Großbuchstaben notiert. Ihre Indizierung beginnt bei 1.
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Pseudocode 4.1: Speicherung Reihenfolge der Ankünfte
# A is a list saving the order of arrivals depending on their direction
add d to A at end # chronological order
Wenn ein Auftrag die Zusammenführung passieren will, wird folgende, in Pseudocode 4.2
dargelegte Vorschrift ausgeführt. Inhaltlich werden alle Ströme, deren Warteschlange
einen spezifischen Grenzwert überschreiten, in einer Liste gespeichert. Nach absteigender
Sortierung der Liste wird der korrespondierenden Richtung des ersten Listenelementes
Vorfahrt gewährt. Dies entspricht dem Ankunftsprozess mit der größten Überschreitung
seines Grenzwertes. Ist die Liste leer, erfolgt die Vorfahrtgewährung nach FCFS.
Pseudocode 4.2: HAFI-Grundprinzip
# D is vector/list containing directions with arrival rate > 0
for each d in D {
set xd = qd - gd
if (xd > gd){




X = sort(X) # sort elements of X descending
set p = direction(X[1]) # direction() returns the corresponding d of xd
set X = NULL # clear temporarily list X
}
else{
set p = A[1] # First Come First Served
}
remove p from A at beginning # remove the first occurrence of p in A
give p right of way
In Pseudocode 4.2 wird noch einmal ersichtlich, dass HAFI im Wesentlichen von der
Festlegung der Grenzwerte gd abhängt. Abbildung 4.7 verdeutlicht den Zusammenhang.
Dargestellt ist die Entwicklung der Verteilungsfunktion der Warteschlangenlängen und
die Ergebnisse zur mittleren Wartezeit bei Anwendungen verschiedener gnord.
Aus der Abbildung 4.7 ist zu erkennen, dass sowohl die Wahl eines zu geringen als
auch zu hohen Grenzwertes zu suboptimalen Ergebnissen führt. Als Extrembeispiele sei
auch auf die Abbildung 4.6 (Grenzwert gnord “ 1, entspricht absoluter Priorisierung)
und 4.4 (Grenzwert gnord “ 8, entspricht First Come First Served) verwiesen. Für die
dargestellten Simulationsläufe können die beste Nivellierung der nördlichen und südli-
chen Warteschlange sowie die geringste Ausprägung zugehöriger 95%-Quantile bei einer
Festlegung der Grenzwerte auf G “ p12, 8, –q beobachtet werden. Die ermittelte mittlere
Wartezeit beträgt in diesem Fall 52, was gegenüber gnord “ 5 und gnord “ 20 einen ca.
119
4 Steuerung autokorrelierter Ankunftsprozesse an Zusammenführungen





























(a) gnord “ 5
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(c) gnord “ 20
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = HAFI
G “ pt5, 12, 20u, 8, –q
Λ “ p0,45; 0,45; –q
R “ p0,6; 0; –q
Abbildung 4.7: HAFI mit bedingter Priorität – Wirken unterschiedlicher Grenzwerte
20% geringeren Wert darstellt. Mit der Festlegung der Grenzwerte durch G “ p12, 8, –q
können, vorgreifend auf nachfolgende Diskussionen, mit HAFI gegenüber FCFS und LQF
geringere Warteschlangenlängen sowie -zeiten bei gleichzeitig nivellierten Warteschlangen
erreicht werden (speziell für die hier diskutierte Parameterkombination, siehe Tabelle 4.3).
Damit steht die Hypothese im Raum, dass für eine beliebig parametrierte Zusammen-
führung ein Vektor G existiert, der vor dem Hintergrund der formulierten Gütekriterien
zu einer optimalen Steuerung der Ankunftsprozesse führt. Nachfolgende Ausführungen
erörtern diese Vermutung und ziehen zum Vergleich die Alternativstrategien FCFS und
LQF heran.
In einem ersten Schritt sei Tabelle 4.3 bemüht. Darin sind neben den in Abbildung 4.7
gewählten Experimentparametern die Simulationsergebnisse unter Annahme weiterer
Autokorrelationsgrade und entsprechend angepasster Grenzwerte für HAFI dargelegt.
Die angegebenen Werte stellen Mittelwerte der einzelnen Seeds dar. Außerdem werden
nachfolgend, zusätzlich zur mittleren Wartezeit aller Aufträge, diese nach Ankunftsstrom
einzeln aufgelöst sowie die Werte der 95%-Quantile der aggregierten Warteschlange10
q95 %, a angegeben. Hierbei ist zu beachten, dass die Warteschlangenlängen der einzelnen
Ankunftsprozesse und deren aggregierte Warteschlange unterschiedliche Zufallsvariablen
darstellen. Entsprechend können die zugehörigen einzelnen Quantilswerte q95 %, d, d P
tnord, süd, westu nicht addiert werden, um q95 %, a zu erhalten.
10Die aggregierte Warteschlange gibt die Anzahl der insgesamt wartenden Aufträge aller Ankunftsprozesse
an. Ein Anwendungsfall der Kennzahl stellt bspw. die Beurteilung von Kapitalbindungskosten des
Umlaufbestandes bzw. der wartenden Einheiten dar. Dabei ist es aus wirtschaftlicher Sicht unabhängig,
in welcher konkreten Warteschlange sich die Aufträge befinden.
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Tabelle 4.3: 95 %-Quantil der Warteschlangenlängen und mittlere Wartezeit unter HAFI, FCFS
und LQF – Variation der Autokorrelation
Richtung Autokorrelation im nördlichen Strom – r1, nord
0,2 0,4 0,6 0,8
95 %-Quantil der Warteschlangenlängen
HAFI | FCFS | LQF
nord 12 | 14 | 12 17 | 22 | 15 22 | 36 | 23 39 | 65 | 38
süd 12 | 11 | 12 17 | 12 | 15 22 | 13 | 23 44 | 14 | 37
nord + süd 21 | 23 | 25 30 | 30 | 30 40 | 44 | 46 77 | 80 | 83
mittlere Wartezeit
HAFI | FCFS | LQF
nord 28 | 32 | 31 40 | 50 | 39 55 | 86 | 57 116 | 166 | 102
süd 26 | 23 | 35 34 | 26 | 43 43 | 28 | 60 092 | 030 | 104
nord Y süd 27 | 27 | 33 37 | 37 | 41 49 | 50 | 54 099 | 099 | 103
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ pt8, 10, 12, 20u, 8, –q
Λ “ p0,45; 0,45; –q
R “ pt0,2; . . . ; 0,8u, 0, –q
Nach Tabelle 4.3 und wie bereits im Absatz zuvor formuliert, ist es durch Anwendung
von HAFI und den entsprechend gewählten Grenzwerten möglich, die für eine Auslegung
intralogistischer Anlagen relevanten 95%-Quantile beider Ströme anzugleichen. Für einen
Autokorrelationskoeffizient r1, nord “ 0,8 zeigen sich Abweichungen von ca. 10%. Die
einzelnen Werte liegen mit nur geringer Abweichung jeweils auf dem Niveau von LQF.
Die aggregierte Warteschlange ist unter HAFI für alle Autokorrelationsniveaus ca. 10%
kleiner als bei Anwendung von FCFS oder LQF. Eine Ausnahme bilden die Ergebnisse bei
r1, nord “ 0,4. Hier gleichen sich die Werte aller Vorfahrtstrategien. Insgesamt bilden sich
unter LQF die längsten aggregierten Warteschlangen aus (siehe hierzu auch Abbildung 4.5
und zugehörigen Absatz).
Bezüglich der mittleren Wartezeit weist HAFI stets geringere Werte auf als LQF und
liegt dabei mit vernachlässigbaren Abweichungen auf dem Niveau von FCFS. Der Vorteil
der geringeren Wartezeit von HAFI und FCFS gegenüber LQF liegt demnach wiederum
mit zunehmender Autokorrelation zwischen 22% und 5% bzw. bei ca. 4 bis 6 Zeitein-
heiten (vgl. auch Tabelle 4.2 und zugehörige Absätze). Aufgelöst nach nördlichem und
südlichem Ankunftsprozess, zeigen die Wartezeiten unter LQF stets ähnliche Werte. Die
Abweichung beträgt maximal ca. 10%. Bei HAFI unterscheiden sich die Wartezeiten in
den einzelnen Warteschlangen ebenfalls um ca. 10%. Eine Ausnahme bilden die Experi-
mente mit r1, nord “ 0,6 mit einer zu beobachtenden Diskrepanz von ca. 20%. Ähnlich
der unterschiedlichen Warteschlangenlängen sind auch stark divergierende Wartezeiten
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unter FCFS zu verzeichnen. Im Extremfall warten Aufträge aus nördlicher Richtung
um den Faktor 5 länger in ihrer Warteschlange als aus südlicher Richtung (vgl. Spalte
r1, nord “ 0,8).
Für die Vorfahrtsteuerung autokorrelierter Ankunftsprozesse können aus den vorangegan-
genen Untersuchungen somit folgende Schlüsse gezogen werden:
• Der Vorteil von LQF liegt in der Ausbildung geringster Abweichungen der 95sten
Perzentile der Warteschlangenlängen sowie -zeiten.
• Der Nachteil von LQF besteht in der Ausprägung längster Wartezeiten und aggre-
gierter Warteschlangenlängen.
• Der Vorteil von FCFS liegt in der Ausprägung kürzester Wartezeiten.
• Der Nachteil von FCFS liegt in der Ausbildung größter Abweichungen der 95sten
Perzentile der Warteschlangenlängen sowie -zeiten.
• Bei Anwendung von HAFI können alle Zielgrößen d. h. geringste Abweichungen
der 95sten Perzentile der Warteschlangenlängen sowie kürzeste Wartezeiten und
Warteschlangen erreicht werden. Die Vorzüge von LQF und FCFS werden damit
gleichermaßen erreicht.
Um sicherzustellen, dass die Erkenntnisse nicht zufällig bzw. nur für ein bestimmtes
Auslastungsniveau gültig sind, sollen die Ergebnisse aus Tabelle 4.4 herangezogen werden.
Tabelle 4.4: 95 %-Quantil der Warteschlangenlängen und mittlere Wartezeit unter HAFI, FCFS
und LQF – Variation der Auslastung
Richtung Gesamtauslastung der Zusammenführung Λ
0,40 0,60 0,80 0,90 0,96
95 %-Quantil der Warteschlangenlängen
HAFI | FCFS | LQF
nord 4 | 5 | 4 06 | 08 | 06 12 | 17 | 12 22 | 36 | 23 53 | 71 | 049
süd 3 | 3 | 3 05 | 04 | 05 11 | 07 | 12 22 | 13 | 23 50 | 34 | 050
nord + süd 6 | 6 | 6 10 | 10 | 11 21 | 21 | 24 40 | 44 | 46 89 | 93 | 100
mittlere Wartezeit
HAFI | FCFS | LQF
nord 3 | 3 | 3 6 | 10 | 08 24 | 31 | 25 55 | 86 | 59 179 | 214 | 151
süd 2 | 1 | 4 8 | 04 | 10 19 | 11 | 28 43 | 28 | 62 116 | 090 | 153
nord Y süd 3 | 3 | 4 7 | 07 | 09 22 | 21 | 27 49 | 58 | 60 147 | 152 | 152
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ pt2, . . . , 29u, 8, –q
Λ “ pt0,4; . . . ; 0,96u, t0,4; . . . ; 0,96u, –q
R “ p0,6; 0; –q
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Tabelle 4.4 liegen Analysen mit variierenden Intensitäten der Flüsse zugrunde. Die Grenz-
werte in G zur Anwendung von HAFI werden weiterhin als a priori bekannt angenommen.
Heuristiken für deren Bestimmung werden im Verlauf des Kapitels gegeben. Die Ergeb-
nisse zeigen, dass die bereits formulierten Erkenntnisse auch unter unterschiedlichen
Auslastungsgraden ihre Gültigkeit besitzen. Danach können mit HAFI kürzeste Wartezei-
ten und nivellierte Warteschlangen erreicht werden. Gegenüber den Alternativstrategien
FCFS und LQF nimmt der Effekt mit steigender Auslastung absolut zu. Konkret erhöht
sich der Vorteil kürzerer Wartezeiten von einer Zeiteinheit auf durchschnittlich 5 Zeit-
einheiten, für Λ “ 0,9 wird sogar eine Reduzierung um 9 bzw. 11 Zeiteinheiten erreicht.
Der Grund für diesen Extremwert ist unklar. Vor dem Hintergrund möglicher Ausreißer,
wurde die Anzahl der durchgeführten Experimente verdreifacht mit dem Resultat der
Reproduzierbarkeit der Ergebnisse. Bezüglich nivellierter Warteschlangen des nördlichen
und südlichen Stromes beträgt der Unterschied der Werte des 95%-Quantils unter HAFI
maximal eine Einheit bzw. unter 10% für Λ “ 0,96.
Die Untersuchungen in den Absätzen zuvor bestätigen eine Robustheit der Ergebnisse
gegenüber einer Variation der Auslastung. Um Verwirrung zu vermeiden und eine einfache
Vergleichbarkeit zu gewährleisten, sollen nachfolgende Analysen jeweils repräsentativ
an einem Auslastungsniveau diskutiert werden und eine Änderung nur stichprobenhaft
erfolgen. Zunächst sei die Aufhebung der Restriktion nur zwei aktiver Ankunftsprozesse
erörtert. Zugehörige Ergebnisse sind in Abbildung 4.8 dargestellt.
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Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ p8, 8, 8q
Λ “ p0,3; 0,3; 0,3q
R “ p0,6; 0; 0q
Abbildung 4.8: Vergleich HAFI mit FCFS und LQF bei drei aktiven Strömen – zufällig gewählter
Simulationslauf
Die Abbildung 4.8 zeigt für einen repräsentativen Simulationslauf die Verteilungsfunk-
tionen der Warteschlangenlängen aller drei Ankunftsprozesse jeweils bei Anwendung
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von HAFI, FCFS und LQF. Dabei wird eine Gesamtauslastung von 0,9 bei paritäti-
scher Streckenauslastung angenommen, sodass λnord “ λsüd “ λwest “ 0,3, bzw. kurz
Λ “ p0,3; 0,3; 0,3q gilt. Ferner weist zunächst weiterhin lediglich der nördliche Ankunftspro-
zess autokorrelierte Zwischenankunftszeiten auf. Eine Abweichung von dieser Annahme
erfolgt im weiteren Verlauf des Kapitels. Der Vektor G ist wiederum bekannt. Als Vergleich
gegenüber zwei aktiven Strömen kann u. a. Tabelle 4.3 herangezogen werden. Dabei wird
deutlich, dass auch die Steuerung von Zusammenführungen mit drei Materialflüssen mit-
tels HAFI zu insgesamt besten Ergebnissen im Sinne kurzer, nivellierter Warteschlangen
sowie kurzer Wartezeiten führt. Tabelle 4.5 quantifiziert die Aussagen.
Tabelle 4.5: 95 %-Quantil der Warteschlangenlängen und mittlere Wartezeit unter HAFI, FCFS
und LQF – drei aktive Ströme; n: nord; s: süd; w: west
Richtung Autokorrelation im nördlichen Strom – r1, nord
0,0 0,2 0,4 0,6 0,8
95 %-Quantil der Warteschlangenlängen
HAFI | FCFS | LQF
nord 08 | 08 | 07 09 | 10 | 08 11 | 15 | 10 14 | 22 | 12 24 | 50 | 21
süd 08 | 08 | 08 08 | 08 | 08 09 | 08 | 10 12 | 08 | 12 25 | 09 | 20
west 08 | 08 | 08 08 | 08 | 09 10 | 08 | 10 14 | 08 | 12 22 | 09 | 21
n + s + w 18 | 18 | 22 21 | 21 | 25 25 | 27 | 28 35 | 34 | 36 62 | 61 | 62
mittlere Wartezeit
HAFI | FCFS | LQF
nord 22 | 23 | 29 28 | 29 | 32 36 | 47 | 37 50 | 73 | 47 91 | 165 | 80
süd 22 | 23 | 34 24 | 22 | 37 27 | 25 | 41 37 | 26 | 51 68 | 029 | 83
west 22 | 23 | 38 24 | 23 | 42 28 | 25 | 46 39 | 26 | 56 66 | 029 | 87
n Y s Y w 22 | 23 | 34 25 | 25 | 37 31 | 32 | 41 42 | 42 | 51 75 | 075 | 83
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ pt7, . . . , 12u, 8, 8q
Λ “ p0,3; 0,3; 0,3q
R “ pt0; . . . ; 0,8u, 0, 0q
Im Detail beträgt für HAFI die maximale Abweichung der 95%-Quantile der Warte-
schlangenlängen 10%. Bei LQF sind maximale Abweichungen von ca. 5% und bei FCFS
von ca. 450% zu beobachten (vgl. Tabelle 4.5, Spalten r1, nord “ 0,6 und r1, nord “ 0,8).
Das 95ste Perzentil der aggregierten Warteschlange liegt bei HAFI auf dem Niveau von
FCFS und bis auf r1, nord “ 0,8 unter dem von LQF. Der Effekt kürzerer aggregierter
Warteschlangen von HAFI gegenüber LQF nimmt mit zunehmender Autokorrelation ab.
Wie bereits mehrmals erwähnt, liegen die Wartezeiten der ankommenden Aufträge
bei Anwendung von HAFI oder FCFS unter denen von LQF (vgl. z. B. Tabelle 4.3 und
zugehörige Auswertung). Im Fall drei aktiver Ströme sind hierbei um bis zu 35% geringere
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Wartezeiten zu beobachten. Mit steigender Autokorrelation verringert sich der Vorteil
und beträgt bei r1, nord “ 0,8 noch 10% (vgl. Tabelle 4.5, Zeile n Y s Y w). Damit ist
dieser Effekt stärker ausgeprägt im Vergleich nur zwei aktiver Ströme, wo die Bandbreite
des Vorteils von HAFI gegenüber LQF Werte von ca. 20% bis 5% reicht. Aufgelöst nach
Richtungen ist bei Steuerung nach HAFI für den autokorrelierten Fluss eine um bis
20% höhere Wartezeit zu verzeichnen (vgl. Tabelle 4.5, Zeile nord zu süd und west). Bei
LQF beträgt die Abweichung etwa 10% und für FCFS, wie im Fall zwei aktiver Ströme
ebenfalls, bis zu 500%.
Eine wesentliche Vereinfachung der Analysen in den Absätzen zuvor besteht in der
Annahme nur eines autokorrelierten Ankunftsprozesses aus nördlicher Richtung. Zur Her-
ausarbeitung der wesentlichen Wirkweise von HAFI und zur nachvollziehbaren Darstellung
der Vorteilhaftigkeit von HAFI gegenüber FCFS und LQF bietet sich die Einschränkung
zunächst an. In Praxis gibt es wenig bzw. keinen Grund zur Annahme, dass Autokorrela-
tion auf wenige Prozesse beschränkt ist. Laut empirischen Studien kann in ca. 95% aller
Materialflüsse Autokorrelation in deren Zwischenankunftszeiten nachgewiesen werden
(vgl. Abschnitt 3.3). Deshalb sei nachfolgend der Fall mehrerer autokorrelierter Ankunfts-
prozesse an einer Zusammenführung auf Grundlage der Tabellen 4.6 (zwei aktive Ströme)
und 4.7 (drei aktive Ströme) diskutiert.
Tabelle 4.6: 95 %-Quantil der Warteschlangenlängen und mittlere Wartezeit unter HAFI, FCFS
und LQF – zwei aktive Ströme; zwei autokorrelierte Ströme; n: nord; s: süd
Auslas-
tung Λ
Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; r1, westq
(0,8; 0,2; –) (0,8; 0,4; –) (0,8; 0,6; –) (0,6; 0,2; –) (0,6; 0,4; –) (0,4; 0,2; –)
95 %-Quantil der Warteschlangenlängen
HAFI | FCFS | LQF
nord 36 | 67 | 38 44 | 78 | 46 48 | 081 | 055 23 | 35 | 23 27 | 38 | 27 17 | 21 | 17
süd 37 | 17 | 38 47 | 21 | 46 50 | 044 | 055 24 | 17 | 23 29 | 22 | 27 19 | 16 | 17
n + s 67 | 75 | 76 88 | 92 | 93 89 | 110 | 110 42 | 46 | 46 51 | 54 | 55 33 | 33 | 34
mittlere Wartezeit
HAFI | FCFS | LQF
nord 107 | 161 | 103 123 | 180 | 119 128 | 213 | 160 59 | 82 | 62 71 | 89 | 73 42 | 48 | 43
süd 083 | 038 | 103 108 | 050 | 120 112 | 103 | 163 48 | 38 | 65 70 | 53 | 76 41 | 35 | 47
n Y s 094 | 099 | 103 116 | 116 | 119 120 | 158 | 162 54 | 60 | 63 70 | 71 | 74 41 | 41 | 45
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ pt2, . . . , 70u, t3, . . . , 110u, –q
Λ “ p0,45; 0,45; –q
R “ pt0,4; 0,6; 0,8u, t0,2; 0,4; 0,6u, –q
Dargelegt in Tabelle 4.6 und 4.7 sind die Simulationsergebnisse hinsichtlich Wartezeit
und Warteschlange verschiedener Kombinationen autokorrelierter Ströme. Identisch
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Tabelle 4.7: 95 %-Quantil der Warteschlangenlängen und mittlere Wartezeit unter HAFI, FCFS
und LQF – drei aktive Ströme; mehrere autokorrelierte Ströme; n: nord; s: süd; w:
west
Richtung Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; r1, westq
(0,6; 0,4; 0,0) (0,8; 0,2; 0,0) (0,6; 0,6; 0,0) (0,8; 0,6; 0,2) (0,6; 0,2; 0,2) (0,6; 0,4; 0,4)
95 %-Quantil der Warteschlangenlängen
HAFI | FCFS | LQF
nord 15 | 25 | 14 23 | 48 | 21 19 | 27 | 17 29 | 54 | 26 15 | 23 | 13 18 | 25 | 17
süd 16 | 15 | 14 22 | 11 | 20 19 | 23 | 17 31 | 29 | 25 15 | 10 | 13 19 | 17 | 17
west 16 | 09 | 14 23 | 09 | 20 19 | 09 | 17 29 | 13 | 25 14 | 11 | 13 19 | 17 | 17
n + s + w 41 | 43 | 43 59 | 59 | 62 48 | 49 | 52 74 | 80 | 76 36 | 37 | 39 47 | 49 | 51
mittlere Wartezeit
HAFI | FCFS | LQF
nord 52 | 79 | 57 93 | 161 | 80 66 | 83 | 69 113 | 175 | 105 50 | 72 | 53 63 | 79 | 67
süd 51 | 48 | 61 69 | 037 | 82 65 | 73 | 75 104 | 092 | 108 44 | 34 | 57 60 | 52 | 72
west 48 | 29 | 65 67 | 031 | 86 49 | 30 | 77 085 | 041 | 112 41 | 34 | 61 62 | 54 | 76
n Y s Y w 50 | 52 | 61 76 | 077 | 83 60 | 62 | 73 100 | 103 | 108 45 | 47 | 57 62 | 62 | 72
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFI, FCFS, LQFu
G “ pt7, . . . , 15u, 8, 8q
Λ “ p0,3; 0,3; 0,3q
R “ pt0,6; 0,8u, t0,2; 0,6; 0,8u, t0; 0,2; 0,4uq
zu vorherigen Tabellen sind spaltenweise die Mittelwerte aller Seeds angegeben. Der
Auslastungsgrad der Zusammenführung beträgt in allen Fällen 0,9. Wiederum sollen im
Rahmen von HAFI die Grenzwerte gd in G als bekannt bzw. im Vorhinein durch Trial-
and-Error bestimmt angenommen werden. Hierbei zeigt sich auch im Fall des Auftretens
von zwei und drei autokorrelierten Ankunftsströmen beständig die Vorteilhaftigkeit von
HAFI gegenüber FCFS und LQF. Davon abgesehen sind Tabelle 4.6 und 4.7 keine
wesentlichen, neuen Erkenntnisse zu den vorherigen Analysen zu entnehmen, d. h. bei
einer Steuerung nach HAFI können kurze, nivellierte Warteschlangen und minimale
Wartezeiten erreicht werden. LQF führt dagegen zu längeren Wartezeiten sowie nahezu
deckungsgleichen Verteilungsfunktionen der Warteschlangenlänge, deren aggregierte Werte
aber über den von HAFI und FCFS liegen. Bei einer Anwendung von FCFS können die
größten Abweichungen der 95sten Perzentile der Warteschlangenlängen sowie Wartezeiten
auf dem Niveau von HAFI verzeichnet werden. Im Detail zeigt sich, dass besonders
im Fall zwei aktiver Ströme und hohen Autokorrelationskoeffizienten HAFI zu besten
Ergebniswerten führt. Dabei sind ca. 10% kürzere Warteschlangen und -zeiten zu erwarten
– auch gegenüber FCFS (vgl. Spalten zwei bis vier in Tabelle 4.6).
Für eine Zusammenführung aus bis zu drei Ankunftsprozessen mit autokorrelierten
Zwischenankunftszeiten lässt sich aus den Absätzen zuvor resümierend folgende These
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formulieren: Zur Gewährung der Vorfahrt führt der Ansatz einer Priorisierung der Flüsse
entsprechend ihrer Autokorrelation – genannt HAFI – zu kurzen Wartezeiten sowie
Warteschlangen. Voraussetzung ist die korrekte Festlegung der richtungsspezifischen
Grenzwerte gd zur Aktivierung von HAFI. Deren Bestimmung sei daher nachfolgend
diskutiert.
4.3.2 Bestimmung der Grenzwerte
Zur Erinnerung, mit den Grenzwerten gd wird richtungsspezifisch eine Warteschlangen-
länge festgelegt, ab deren Überschreitung eine Priorisierung bzw. Vorfahrtgewährung
der Richtung d erfolgt. Die Grenzwerte basieren u. a. auf den Autokorrelationen der
Ankunftsprozesse und bestimmen wesentlich die Leistungsfähigkeit von HAFI.
Eine geschlossene Formel zur Festlegung der Grenzwerte in G für eine beliebig parame-
trierte Zusammenführung kann nicht ermittelt werden. Stattdessen sollen nachfolgend
für deren Bestimmung eine Näherung in Form einer Schätzgleichung sowie einer Approxi-
mation aus Medianwerten diskutiert werden.
Lineare Regression bei nur einem autokorrelierten Ankunftsprozess
Zur Vereinfachung sei in einem ersten Schritt der Fall nur eines autokorrelierten Ankunfts-
prozesses aus nördlicher Richtung herangezogen. Als Stützstellen der Regression dienen
empirisch, nach dem Prinzip Trial-And-Error ermittelte Grenzwerte gd. Für verschiedene
Auslastungs- und Autokorrelationsgrade sind diese in den Tabellen 4.8a und 4.8b darge-
legt. Eine grafische Aufbereitung der Werte erfolgt in den Abbildungen 4.9a und 4.9b (auf
die dargestellten Flächen wird im weiteren Verlauf der Arbeit eingegangen). Im Mittel
führen die angegebenen Grenzwerte zu „guten“ Ergebnissen, d. h. zu geringen Wartezeiten
und sich gleichenden bzw. generell gering ausgeprägten Werten der 95%-Quantile der
den Strömen zugehörigen Warteschlangen. Identisch zu vorherigen Ausführungen werden
in den Tabellen die Fälle zwei und drei aktiver Ströme unterschieden.
Resümierend wird in Tabelle 4.8 deutlich, dass sich sowohl mit steigender Auslastung Λ
als auch mit steigender Autokorrelation r1, nord sich der zu wählende Grenzwert für die
Priorisierung des autokorrelierten Stromes erhöht.
Im Fall zwei aktiver Ströme beträgt entsprechend einer linearen multiplen Regression
und der Methode der kleinsten Quadrate Abweichung (zum Thema Regression und für
Angaben zu vertiefender Literatur, siehe Box et al. 2008) der Koeffizient der Auslastung
etwa 40 und der Koeffizient der Autokorrelation etwa 15. Der Einfluss der Auslastung auf
den zu wählenden Grenzwert ist damit etwa zweieinhalb Mal so groß im Vergleich zur
Autokorrelation. Diese Angabe kann nur als Richtwert betrachtet werden. Abbildung 4.9a
lässt bereits vermuten, dass der funktionale Zusammenhang zur Beschreibung des Grenz-
wertes durch Auslastung und Autokorrelation nicht linear ausgeprägt ist. Das adjustierte
Bestimmtheitsmaß beträgt im einfachsten Fall nur ca. 0,55. Mit der Annahme höherer
Ordnungen kann dies auf etwa 0,65 gesteigert werden. Eine polynomiale Regression mittels
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Tabelle 4.8: Empirisch ermittelter Grenzwert gnord bei variierender Auslastung und Autokorre-
lationskoeffizienten zum Lag 1 r1, nord des nördlichen Stromes




chen Strom – r1, nord
0,2 0,4 0,6 0,8
0,40 2 2 2 2
0,60 2 2 2 3
0,80 5 5 6 10
0,90 8 10 12 20
0,96 17 24 29 45




chen Strom – r1, nord
0,2 0,4 0,6 0,8
0,40 2 2 2 2
0,60 2 2 2 2
0,80 4 4 4 5
0,90 7 7 9 12
0,96 15 17 20 30
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter 4.8a: Experimentparameter 4.8b:
Strategie = HAFI
G “ pt2, . . . , 45u, 8, –q
Λ “ pt0,2; . . . ; 0,48u,
t0,2; . . . ; 0,48u,
–q
R “ pt0,2; . . . ; 0,8u, 0, –q
Strategie = HAFI
G “ pt2, . . . , 30u, 8, 8q
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
kleinster Quadrate Schätzer führt ebenfalls zu unbefriedigenden Ergebnissen. Hier sind für
verschiedene Ordnungen Überschwingungen, d. h. das Heraustreten der Funktionswerte
aus dem Wertebereich, zu beobachten. Um dennoch eine Schätzgleichung anzugeben,
sei auf Schulze (2000) zurückgegriffen. Darin wird die Annäherung an Funktionen
durch genetische Algorithmen beschrieben und das Verfahren in einem zugehörigem Tool
„approx“ bereitgestellt. Das Resultat bildet ein Polynom mit zu definierender Ordnung
und Anzahl von Koeffizienten. Durch systematisches Probieren können Regressionsglei-
chungen mit Bestimmtheitsmaßen nahe 1 erreicht werden. Ein entsprechendes Polynom
der Ordnung 24 auf Grundlage der Stützstellen aus Tabelle 4.8a ist definiert durch:
Grenzwert gnord « 130,1 Λ7 r71, nord ` 9,9 Λ3 ` 113,0 Λ24 r1, nord ´ 63,0 Λ14 r31, nord (4.2)
Analog dem im Absatz zuvor behandelten Fall zwei aktiver Ströme, stellt sich für drei
aktive Ströme der Einfluss der Auslastung Λ auf den Grenzwert gnord knapp 4 Mal
höher dar als der des Autokorrelationskoeffizienten r1, nord. Die Koeffizienten betragen
ca. 26 bzw. 7. Eine sehr gute Annäherung mit einem Bestimmtheitsmaß von 1 an die in
Tabelle 4.8b gegebenen Stützstellen kann durch folgendes Polynom in Formel 4.3 erreicht
werden. Das Schätzen der Koeffizienten erfolgt wiederum durch genetische Algorithmen
(vgl. Schulze 2000) und auf Basis „vernünftig“ festgelegter Modellparameter.
Grenzwert gnord « 1,9 ` 219,6 Λ25 ` 71,5 Λ17 r41, nord ` 32,8 Λ11 ´ 212,5 Λ22 (4.3)
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(a) Zwei aktive Ströme

















(b) Drei aktive Ströme
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Achsenbeschriftung: Legende:
x: Autokorrelationskoeffizient r1, nord
y: Auslastung der Zusammenführung Λ
z: Grenzwert gnord
ˆ: Projektion eines Punktes auf die Fläche
| : Projektion eines Punktes auf die Grundfläche
‚ : Punkte entsprechend Tabelle 4.8a und 4.8b
Abbildung 4.9: Grenzwerte zur absoluten Priorisierung des autokorrelierten Stromes bei vari-
ierender Auslastung und Autokorrelationskoeffizienten zum Lag 1 r1, nord des
nördlichen Stromes – Gitter: Ebene entsprechend der polynomialen Regression
des Grenzwertes durch Auslastung und Autokorrelation
Die Schätzfunktionen aus Formel 4.2 und 4.3 sind in Abbildung 4.9 als Ebene bzw. Gitter
dargestellt. Die nahezu perfekte Lage der Punkte auf den jeweiligen Flächen sowie die
bereits genannten Bestimmtheitsmaße nahe 1 verdeutlichen, dass die gegebenen Polynome
eine sehr gute Schätzung des Grenzwertes gnord anhand der der Zusammenführung zu-
grundeliegenden Auslastung und Autokorrelation ermöglichen. In diesem Zusammenhang
sei aber nochmals auf die hier behandelte Einschränkung für Fälle nur eines autokor-
relierten Ankunftsstromes hingewiesen. Wird diese aufgehoben, erhöht sich die Anzahl
der Regressoren und Regressanden, womit die Schwierigkeit der Modellierung sowie der
Aufwand der vorherigen Generierung der Stützstellen immens steigen. Die Ausführung
zur Regression der Grenzwerte sind also als Proof-Of-Concept bzw. als Motivation zur
potentiellen Eignung dieses Ansatzes zu verstehen. Im Rahmen dieser Arbeit soll primär
ein alternativer Ansatz verfolgt werden, welcher die Grenzwerte aus einer einfach zu
ermittelnden Systemkennzahl hinreichend genau approximiert.
Aus Praxis- bzw. Anwendersicht sei ergänzend zur streng mathematischen Regression
ein alternativer Ansatz zur Schätzung der Grenzwerte erwähnt. Bei bekannten System-
parametern ließe sich gnord durch Interpolation und „scharfes Hinsehen“ aus den in
Tabellen 4.8a und 4.9a gegebenen Stützstellen ableiten. Hierzu wird sich im Verlauf der
Arbeit zeigen, dass geringfügige Abweichungen von den optimalen Grenzwerten keinen
„wesentlichen“ Einfluss auf die Ergebnisqualität haben (vgl. z. B. Abschnitt 4.3.3).
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Approximation aus Medianwerten bei nur einem autokorrelierten Ankunftsprozess
Ein weiterer hier vorgestellter Ansatz zur Bestimmung der Grenzwerte sieht deren Schät-
zung aus dem Medianwert der aggregierten Warteschlange einer Zusammenführung bei
Anwendung einer Vorfahrtsteuerung nach FCFS bzw. LQF vor. Um den Zusammen-
hang aufzuzeigen, sei zunächst wiederum der Fall nur eines autokorrelierten Flusses
herangezogen. Unterschieden werden Modelle mit zwei und drei aktiven Strömen. Die
dabei ermittelten Mediane der aggregierten Warteschlange in Abhängigkeit verschiedener
Auslastungs- und Autokorrelationsgrade sind in Tabelle 4.9a und 4.9b dargelegt.
Tabelle 4.9: Median der aggregierten Warteschlange unter Anwendung der FCFS | LQF Strategie




chen Strom – r1, nord
0,2 0,4 0,6 0,8
0,40 2 | 2 2 | 2 2 | 2 2 | 2
0,60 3 | 3 3 | 3 3 | 4 3 | 4
0,80 5 | 6 5 | 6 6 | 7 8 | 9
0,90 8 | 9 10 | 10 12 | 13 20 | 20
0,96 17 | 17 22 | 22 30 | 30 50 | 75




chen Strom – r1, nord
0,2 0,4 0,6 0,8
0,40 2 | 2 2 | 2 2 | 2 2 | 2
0,60 3 | 4 3 | 4 3 | 4 3 | 4
0,80 5 | 7 5 | 7 5 | 7 6 | 8
0,90 07 | 10 08 | 10 09 | 12 12 | 15
0,96 15 | 19 20 | 22 23 | 29 45 | 52
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter 4.9a: Experimentparameter 4.9b:
Strategie = tFCFS, LQFu
G “ p–, –, –q
Λ “ pt0,2; . . . ; 0,48u,
t0,2; . . . ; 0,48u,
–q
R “ pt0,2; . . . ; 0,8u, 0, –q
Strategie = tFCFS, LQFu
G “ p–, –, –q
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
Bei der direkten Gegenüberstellung der Ergebnisse aus Tabelle 4.8a und 4.9a fällt auf,
dass mit nur geringer Abweichung der Medianwert der Warteschlange von FCFS und LQF
dem empirisch ermittelten, optimalen Grenzwert gnord entspricht. Mit Ausnahme der
Extremwerte Λ “ 0,96 und r1, nord “ 0,8 bei Anwendung von LQF beträgt die Diskrepanz
maximal 10%.
Ein ähnliches Bild zeigt sich für Zusammenführungen mit drei aktiven Strömen. Es sind
die Tabellen 4.8b und 4.9b zu vergleichen. Basierend auf dem Wert des Medians unter
FCFS, weicht der optimale Grenzwert gnord für identische Systemkonfiguration nur um
eine Einheit bzw. ca. 10% ab. Zur Deduktion des Grenzwertes aus den Medianwerten bei
Anwendung von LQF müssen diese bis zu einem Auslastungsgrad von 0,4 um etwa 40%,
darüber um ca. 25% bis 30% korrigierend reduziert werden. Eine Ausnahme bildet die
Parameterkombination Λ “ 0,96 und r1, nord “ 0,8. Hier stellt sich der korrespondierende
Grenzwert gnord als ca. 50% bzw. 60% kleiner als die Medianwerte dar.
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Gegenüber dem erwähnten Ansatz der linearen Regression in den Absätzen zuvor, besteht
der Vorteil der Ableitung der Grenzwerte für HAFI aus einer korrespondierenden System-
konfiguration mit Vorfahrtsteuerung nach FCFS oder LQF in der Robustheit gegenüber
der Erhöhung der Anzahl autokorrelierter Ankunftsprozesse (siehe nachfolgende Absätze).
Approximation aus Medianwerten bei mehreren autokorrelierten Ankunftsprozessen
Wie bereits angedeutet, übersteigt das Modellieren einer bzw. mehrerer Regressions-
gleichungen zur Bestimmung der Grenzwerte für autokorrelierte Ankunftsprozesse aus
verschiedenen Richtungen den Rahmen dieser Arbeit. Der Grund liegt im hohen Aufwand
der Stützstellenbestimmung. Stattdessen soll gezeigt werden, dass auch in diesem Fall
eine Approximation aus Medianwerten aggregierter Warteschlangen unter FCFS und
LQF eine gute Schätzung erlaubt. Dafür seien die Tabellen 4.10a und 4.10b herangezogen.
Tabelle 4.10: Festlegung des Grenzwertes zur Priorisierung des autokorrelierten Stromes bei
variierender Auslastung und Autokorrelationskoeffizienten zum Lag 1 r1, nord des
nördlichen Stromes – zwei autokorrelierte Ströme
(a) empirisch ermittelte Grenzwerte gd – gnord | gsüd
Auslas-
tung Λ
Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; –q
(0,8; 0,2; –) (0,8; 0,4; –) (0,8; 0,6; –) (0,6; 0,2; –) (0,6; 0,4; –) (0,4; 0,2; –)
0,60 2 | 3 4 | 6 4 | 6 2 | 3 2 | 3 2 | 3
0,70 4 | 6 5 | 8 5 | 8 4 | 6 4 | 6 4 | 6
0,90 17 | 26 18 | 25 26 | 39 12 | 18 14 | 21 10 | 15
0,96 60 | 90 070 | 110 070 | 110 33 | 49 34 | 49 25 | 37
(b) Median der aggregierten Warteschlange unter Anwendung der FCFS | LQF Strategie
Auslas-
tung Λ
Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; –q
(0,8; 0,2; –) (0,8; 0,4; –) (0,8; 0,6; –) (0,6; 0,2; –) (0,6; 0,4; –) (0,4; 0,2; –)
0,60 3 | 4 3 | 4 3 | 4 3 | 3 3 | 4 3 | 3
0,70 4 | 5 5 | 5 5 | 6 4 | 5 4 | 5 4 | 5
0,90 17 | 18 18 | 19 26 | 27 12 | 13 14 | 15 10 | 10
0,96 63 | 64 79 | 80 82 | 83 33 | 34 34 | 35 24 | 25
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter 4.10a: Experimentparameter 4.10b:
Strategie = HAFI
G “ pt2, . . . , 40u, t2, . . . , 60u, t4, . . . , 80uq
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
Strategie = tFCFS, LQFu
G “ p–, –, –q
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
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Den Tabellen 4.10a und 4.10b liegen die Ergebnisse der Analysen aus Tabelle 4.6 zugrunde.
Angegeben sind die zugehörigen Grenzwerte gnord, gsüd, gwest bzw. entsprechende Median-
werte der aggregierten Warteschlangen unter FCFS und LQF bei zwei aktiven Strömen.
Dabei wird deutlich, dass es lediglich notwendig ist, den Grenzwert des am stärksten
autokorrelierten Stromes zu schätzen. Die restlichen richtungsspezifischen Grenzwerte
leiten sich deterministisch ab. Konkret ergibt sich der am stärksten autokorrelierte Fluss
r1, nord wiederum aus der bereits diskutierten Approximation. Danach entspricht dieser
in etwa dem Medianwert bei Anwendung von FCFS bzw. LQF. Eine Ausnahme bildet
das Auslastungsniveau Λ “ 0,96. Hier sind teils Abweichungen von 18% zu verzeichnen
(vgl. Spalte r1, nord “ 0,8; r1, süd “ 0,6).
Analog stellt sich der Sachverhalt für drei aktive Ströme dar. Dies kann in Tabelle 4.11
nachvollzogen werden. Als Grundlage dieser Einschätzung dienen die Analyse und Ergeb-
nisse aus Tabelle 4.7.
Tabelle 4.11: Festlegung des Grenzwertes zur Priorisierung des autokorrelierten Stromes bei
variierender Auslastung und Autokorrelationskoeffizienten zum Lag 1 r1, nord des
nördlichen Stromes – drei autokorrelierte Ströme
(a) empirisch ermittelte Grenzwerte gd – gnord | gsüd | gwest
Auslas-
tung Λ
Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; r1, westq
(0,6; 0,4; 0,0) (0,8; 0,2; 0,0) (0,6; 0,6; 0,0) (0,8; 0,6; 0,2) (0,6; 0,2; 0,2) (0,6; 0,4; 0,4)
0,60 02 | 03 | 8 02 | 03 | 8 02 | 02 | 8 02 | 03 | 04 02 | 04 | 04 03 | 04 | 04
0,70 02 | 03 | 8 03 | 04 | 8 03 | 03 | 8 03 | 04 | 06 03 | 06 | 06 03 | 06 | 06
0,90 08 | 10 | 8 12 | 17 | 8 11 | 11 | 8 15 | 20 | 30 08 | 16 | 16 10 | 19 | 19
0,96 23 | 33 | 8 30 | 45 | 8 28 | 28 | 8 40 | 60 | 80 20 | 40 | 40 27 | 53 | 53
(b) Median der aggregierten Warteschlange unter Anwendung der FCFS | LQF Strategie
Auslas-
tung Λ
Autokorrelation in den Ankunftsprozessen R – pr1, nord; r1, süd; r1, westq
(0,6; 0,4; 0,0) (0,8; 0,2; 0,0) (0,6; 0,6; 0,0) (0,8; 0,6; 0,2) (0,6; 0,2; 0,2) (0,6; 0,4; 0,4)
0,60 03 | 04 03 | 04 03 | 04 03 | 04 03 | 04 03 | 04
0,70 04 | 05 04 | 05 04 | 05 04 | 06 04 | 05 04 | 05
0,90 11 | 13 13 | 15 12 | 15 17 | 19 10 | 13 12 | 14
0,96 27 | 29 42 | 43 28 | 31 55 | 58 22 | 24 32 | 35
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter 4.11a: Experimentparameter 4.11b:
Strategie = HAFI
G “ pt2, . . . , 40u, t2, . . . , 60u, t4, . . . , 80uq
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
Strategie = tFCFS, LQFu
G “ p–, –, –q
Λ “ pt0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32u,
t0,13; . . . ; 0,32uq
R “ pt0,2; . . . ; 0,8u, 0, 0q
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Entsprechend Tabelle 4.11 lässt sich der Grenzwert des am stärksten autokorrelierten
Stromes ermitteln, indem entweder der Medianwert von FCFS um eine Einheit bzw. 10%
oder der Medianwert von LQF um ca. ein Drittel zu reduzieren ist.
Von gnord abgeleitet, stellt sich der Grenzwert des am zweitstärksten korrelierten An-
kunftsprozesses als ca. 1,5 Mal höher und – sofern vorhanden – der des am drittstärksten
autokorrelierten Prozesses als ca. doppelt so hoch dar. Dieser Zusammenhang ist laut den
Tabellen 4.10 und 4.11 unabhängig von der Höhe deren Autokorrelationskoeffizienten und
des gewählten Auslastungsgrades. Ankunftsprozesse mit identischer bzw. ähnlicher Auto-
korrelation besitzen die gleichen Grenzwerte. Weisen der am zweit- und drittstärksten
autokorrelierte Strom identische Koeffizienten auf, ergeben sich deren Grenzwerte aus dem
zweifachen des Grenzwertes des am höchsten korrelierten Flusses. Eine Formalisierung
dieser Angaben erfolgt der Übersicht halber in Pseudocode 4.3.
Wie bereits angedeutet fällt auf, dass die gegebenen Regeln zur Bestimmung der Grenz-
werte nicht immer exakt sind. In Tabelle 4.11 hätte sich bspw. bei Anwendung für die
Parameterkombination einer Auslastung von 0,96 und R “ p0,8; 0,2; 0,0q ein gnord “ 38
aus der Reduktion des Medianwertes von FCFS um 10% und äquivalent ein gnord “ 33 bei
einer Reduktion des Medianwertes von LQF um 30% ergeben. Der empirisch ermittelte
optimale Werte für gnord beträgt 30, womit sich in diesem Fall eine Abweichung von ca.
30% bzw. 10% ergibt. Folglich wäre auch gsüd fehlerhaft geschätzt worden. Insbesondere
bei einem Auslastungsgrad von Λ “ 0,96 sind derlei Diskrepanzen zu beobachten. Ent-
sprechend sollten die genannten Bildungsvorschriften nur als Schätzung aufgefasst werden,
deren Ergebnisse im konkreten Fall zu prüfen und ggf. anzupassen sind. Vorgreifend
wird sich für die im folgenden Abschnitt 4.3.3 vorgestellte Heuristik zur dynamischen
Bestimmung der Grenzwerte zeigen, dass die gewonnenen Schätzwerte, trotz Abweichung
gegenüber den optimalen Grenzwerten, als Initiallösung hinreichend genau sind.
4.3.3 Dynamische Bestimmung der Grenzwerte mittels „DyDeT“
Der vorangegangene Abschnitt 4.3.2 schlägt ein Vorgehen zur Bestimmung der richtungs-
spezifischen Grenzwerte im Rahmen von HAFI vor. Dieses basiert auf den in Tabelle 4.10
und 4.11 gewählten Parameterkombinationen. Ob die Approximation bzw. in Konsequenz
die Anwendung von HAFI für jede beliebig parametrierte Zusammenführung den auf
Seite 108 formulierten Ansprüchen an eine gute Vorfahrtstrategie gerecht wird, ist Ge-
genstand dieses Abschnitts. Dabei erfolgt im Unterschied zu vorherigen Analysen die
Festlegung der Grenzwerte nicht nach der Methode Trial-And-Error, sondern automa-
tisiert und dynamisch in Abhängigkeit der Systemparameter. Die hierbei angewandte
Heuristik soll als DyDeT (heuristic to Dynamically Determine the Thresholds of HAFI)
bezeichnet werden. Neben der Güte von HAFI im Allgemeinen, bewertet dieser Ab-
schnitt somit auch die Leistungsfähigkeit von DyDeT zur dynamischen Bestimmung der
optimalen Grenzwerte bzw. deren Adaption an das aktuelle Systemverhalten.
DyDeT nutzt als Eingangsgrößen die richtungsspezifischen Autokorrelationskoeffizienten
zum Lag 1 sowie eine initiale Schätzung des Grenzwertes des am stärksten korrelierten
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Stromes. In Abschnitt 4.3.2 wird in diesem Zusammenhang hergeleitet, dass auf die Ap-
proximation anhand von Medianwerten der aggregierten Warteschlange bei Anwendung
von FCFS und LQF zurückzugreifen ist. Die dynamische Anpassung aller Grenzwerte
im Anschluss der Initialisierungsphase erfolgt iterativ auf Basis der 95%-Quantile der
einzelnen Warteschlangen. Damit ist für die verschiedenen zu schätzenden Größen zu-
nächst wieder ein Stichprobenumfang festzulegen (siehe hierzu auch Abbildung 4.2 bzw.
zugehörige Ausführungen in Abschnitt 4.1). Generell sollte die Anzahl der Messpunkte
pro Messintervall hierbei möglichst gering sein, um schnell auf temporäre Änderungen
der Systemparameter reagieren zu können. Dem gegenüber steht eine höhere statistische
Sicherheit bei der Wahl einer größeren Stichprobe (vgl. Law & Kelton 2000, S. 518 ff
oder auch Abschnitt 2.3.1). Die Wahl der Stichprobengröße soll wiederum grafisch-visuell
anhand Abbildung 4.10 erfolgen. Dargestellt ist für drei zufällig gewählte Simulationsläufe
die Entwicklung der geschätzten Autokorrelationskoeffizienten zum Lag 1 der Zwischenan-
kunftszeiten der drei Ströme, der geschätzte Median der Warteschlangenlänge und die
Werte der 95%-Quantile jeweils über der Zeit, d. h. mit wachsendem Stichprobenumfang.
Die Schätzung der Quantile bzw. des Medians erfolgt mittels P2-Algorithmus (siehe
Jain & Chlamtac 1985).
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Abbildung 4.10: Wahl des Stichprobenumfangs zur dynamischen Anwendung von HAFI – Ent-
wicklung der geschätzten Kennzahlen bei steigender Anzahl der Messwerte;
durchgezogene Linie: Entwicklung des Messwertes; gestrichelte Linie hori-
zontal: Mittelwert der dem Experiment zugrundeliegenden Grundgesamtheit;
gestrichelte Linie vertikal: Markierung 1000 und 2000 Messwerte
Entsprechend der Abbildungen 4.10a bis 4.10c zeigt sich jeweils, dass nach einer Ein-
schwingphase von ca. 1000 bis 2000 Messwerten (in den Abbildungen gekennzeichnet
durch vertikale gestrichelte Linien) nur noch geringe Schwankungen unterhalb der kauf-
männischen Rundungsgrenze der Kennzahlen zu verzeichnen sind. Die Schwankungsbreite
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beträgt jeweils etwa 10% des wahren Wertes bzw. des zum Ende der Zeitreihe gemesse-
nen, empirischen Wertes. Im Rahmen der Anwendung von DyDeT soll dementsprechend
davon ausgegangen werden, dass mit einem Stichprobenumfang von 1000 Messwerten
sowohl die Autokorrelationskoeffizienten als auch der Median der Warteschlange sowie die
95sten Perzentile der Warteschlangenlängen hinreichend genau geschätzt werden können.
Nachfolgend wird DyDeT vorgestellt.
Für die sich anschließenden Ausführungen gelten bisher getroffene Annahmen, d. h. die
maximale Anzahl der Ankunftsprozesse beträgt drei, wobei sich diese ggf. nur in ihrer
Autokorrelationsstruktur unterscheiden. Weitere Prozesscharakteristika wie Randvertei-
lung oder Mittelwert und Varianz sind identisch. Ferner werden nur positiv autokorre-
lierte Prozesse betrachtet (zu den Gründen, siehe Abschnitt 4.1). Der Übersicht und
Konsistenz halber, sei ein neuer Index i P I “ t1, 2, 3u anstatt des Richtungsindexes
d P tnord, süd, westu eingeführt. Mit i wird in absteigender Ordnung auf den Rang
des Autokorrelationskoeffizienten zum Lag 1 aller Ankunftsprozesse referenziert. Damit
verweisen bspw. r1, 1 und q95 %, 1 auf den Autokorrelationskoeffizienten zum Lag 1 und
auf das 95ste Perzentil der Warteschlange des Ankunftsstromes mit dem am höchsten
ausgeprägten Autokorrelationskoeffizienten zum Lag 1, also des am stärksten autokorre-
lierten Stromes. Äquivalent referenziert bspw. g3 auf den Grenzwert des am geringsten
autokorrelierten Stromes.
Nachfolgende Ausführungen werden am Beispiel drei aktiver Ströme erläutert und sind
gedanklich auf Zusammenführungen mit zwei Ankunftsprozessen zu übertragen.
DyDeT ist in mehrere Abschnitte unterteilt. In einer ersten Phase werden Initialwerte
für die unbekannten Grenzwerte gi bestimmt. Dazu wird die Vorfahrt an der Zusammen-
führung für eine bestimmte Zeit mittels First Come First Served oder Longest Queue
First gesteuert. Aus den sich ergebenen Zeitreihen der aggregierten Warteschlange und
des Ankunftsprozesses werden der Median der Warteschlange q50 %, FCFS/LQF und die
Autokorrelationskoeffizienten zum Lag 1 r1, i geschätzt. Entsprechend den Ausführungen
in Abbildung 4.10 sollte die Stichprobe einen Umfang von mindestens 1000 Werten
besitzen. Pseudocode 4.3 verdeutlicht am Beispiel q50 %, LQF wie aus den Schätzwerten
anschließend die initialen Grenzwerte gi bestimmt werden. Alternativ, unter den genann-
ten Voraussetzungen, kann der Initialwert g1 auch aus der Formel 4.2 bzw. 4.3 abgeleitet
werden. Weist ein Fluss keine Autokorrelation auf, wird sein Grenzwert = 8 gesetzt und
von einer weiteren Anpassung im Rahmen von DyDeT ausgeschlossen.
Pseudocode 4.3: DyDeT Phase eins
set g1 = q50%, LQF/1,3 # vgl. u. a. Tabelle 4.6
if(r1, 3 = r1, 1){
for each i in (2, 3) {
set gi = g1
}
}
else if(r1, 2 = r1, 3){
for each i in (2, 3) {
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set gi = g1 * 2
}
}
else if(r1, 1 = r1, 2){
set g2 = g1
set g3 = g1 * 2
}
else{
set g2 = g1 * 1,5
set g3 = g1 * 2
}
for each i in (1, 2, 3) {
if(r1, i <= 0 )
set gi = 8
}
set g1, init = g1 # serves as basis for deviation border (vgl. Pseudocode 4.7)
switch control strategy to HAFI
goto phase two of DyDeT
Nach der Festlegung der Startwerte für g1, g2 und g3 erfolgt die Vorfahrtsteuerung nach
HAFI. Darauf folgend wird in Phase zwei von DyDeT das Verhältnis zwischen g1 und g2
noch einmal angepasst. Dazu werden periodisch q95 %, 1 und q95 %, 2 auf (Un)Gleichheit
überprüft. Als Voraussetzung sollte für jeden Ankunftsprozess eine Zeitreihe von 1000
Werten vorliegen (vgl. Abbildung 4.10 und zugehörigen Absatz). Als Maß für Ungleichheit
hat sich eine Abweichung von 20% (im Pseudocode als ! bzw. " markiert), jeweils mit
beiden Werten als Basis, als guter Wert erwiesen. Liefert die Auswertung der Messreihen
keine Ausreißer, sollte sich im Fall von r1 “ r2 bereits q95 %, 1 « q95 %, 2 eingestellt
haben und ein Übergang zu Phase drei von DyDeT ist möglich. Ansonsten formalisiert
Pseudocode 4.4 die Phase zwei.
Pseudocode 4.4: DyDeT Phase zwei
# << and >> denote deviations of at least 20%
if(q95%, 1 >> q95%, 2){
decrement g1 by 1
}
else if(q95%, 1 << q95%, 2){
for each i in (2, 3) {
decrement gi by 1
}
}
if(q95%, 1 « q95%, 2){
goto phase three of DyDeT
}
else{
goto phase two of DyDeT
}
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In Phase drei von DyDeT wird das korrekte Verhältnis von q95 %, 1 und q95 %, 3 überprüft
und ggf. angepasst. Im Fall von r1, 2 “ r1, 3 sollte sich dieses bereits nach Phase zwei
eingestellt haben. Andernfalls werden nach den gleichen Maßgaben von Phase zwei,
periodisch die 95sten Perzentile von q1 und q3 verglichen und durch Verändern der
korrespondierenden Grenzwerte nivelliert. Pseudocode 4.5 zeigt die zugehörige Logik.
Pseudocode 4.5: DyDeT Phase drei
# << and >> denote deviations of at least 20%
if(q95%, 1 >> q95%, 3){
for each i in (1, 2) {
decrement gi by 10%
floor gi # round down
}
}
else if(q95%, 1 << q95%, 3){
for each i in (1, 2) {
set viTmp = gi
increment gi by 10%
floor gi # round down
# ensure threshold is at least incremented by 1
if(viTmp = gi){




Nach jeder der beschriebenen Phasen wird geprüft, ob die Ränge von gi noch denen von
ri entsprechen. Durch die relative Reduktion in Phase drei und Rundungsfehler kann
es vorkommen, dass sich bspw. g1 ą g2 ergibt. Entsprechend wird sichergestellt, dass
die Grenzwerte benachbarter Ränge sich mindestens um 1 unterscheiden. Die Korrektur
erfolgt aufsteigend nach Rang, wobei die Grenzwerte höherer Ränge reduziert werden
(vgl. Pseudocode 4.6).
Pseudocode 4.6: DyDeT – Korrektur Autokorrelationsränge
for each i in (2, 1) {
if((r1, i <> r1, i+1) and (gi > gi+1)){
set gi = gi+1 - 1
}
}
# ensure same autocorrelation ranks have identical thresholds
for each i in (3, 2) {
if(r1, i = r1, i-1){
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Den Ausführungen um die Analyseergebnisse in den Tabellen 4.10 und 4.11 ist zu entneh-
men, dass der Fehler beim Schätzen des Grenzwertes des am stärksten autokorrelierten
Flusses aus den Medianwerten der aggregierten Warteschlange bei Vorfahrtsteuerung
mit FCSF bzw. LQF bei max. ca. 10%, in Ausnahmefällen bei ca. 30% liegt. Um ein
Abdriften der dynamisch ermittelten Grenzwerte zu verhindern, sei vorgenannte Erkennt-
nis in Form eines Gültigkeitsintervalls von ˘30% des initialen Grenzwertes g1, init (vgl.
Pseudocode 4.3) angewendet. Das Prüfen, ob sich die Grenzwerte außerhalb des Intervalls
befinden, erfolgt ebenfalls periodisch jeweils nach der in Pseudocode 4.6 beschriebe-
nen Überprüfung auf Richtigkeit der Ränge. Die ggf. anzuwendende Korrektur erfolgt
ausgehend von g1 im Gleichschritt für alle Grenzwerte. Pseudocode 4.7 formalisiert dies.
Pseudocode 4.7: DyDeT – Korrektur obere und untere Schranke
# g1, init is got from phase one (vgl. Pseudocode 4.3)
while(g1 < (g1, init/1,3)){
for each i in (1, 2, 3) {
increment gi by 1
}
while(g1 > (g1, init*1,3)){
for each i in (1, 2, 3) {
decrement gi by 1
}
}
Die beschriebenen Schritte zur Anpassung der Grenzwerte werden nur ausgeführt, wenn
die korrespondierenden 95%-Quantile der Warteschlangen signifikant voneinander ab-
weichen. In Abschnitt 3.3 wird erläutert, dass Systeme mit autokorrelierten Prozessen
zu einer höheren Volatilität neigen. Da im Rahmen von DyDeT die Quantilswerte dyna-
misch, d. h. jeweils aus den letzten 1000 Messwerten (vgl. Abbildung 4.10a) errechnet
werden, besteht potentiell die Gefahr des Anpassens aufgrund von Ausreißern. Um die
Wahrscheinlichkeit hierfür zu reduzieren bzw. um den Effekt abzuschwächen, werden die
Zähler c1, 2 und c1, 2, 3 eingeführt. c1, 2 reguliert das Durchführen von Phase zwei (vgl.
Pseudocode 4.4). Dazu wird nach jeder Periode geprüft, ob sich die Werte von q95 %, 1 und
q95 %, 2 als unterschiedlich darstellen. In diesem Fall wird c1, 2 um 1 inkrementiert bzw.
dekrementiert. Nur wenn c1, 2 nicht im Intervall r´2, 2s liegt, werden die Anpassungen aus
Phase zwei von DyDeT durchgeführt und c1, 2 zurück auf 0 gesetzt (vgl. Pseudocode 4.8).
Pseudocode 4.8: DyDeT Phase zwei – Verhinderung Anpassung aufgrund von Ausreißern
# << and >> denote deviations of at least 20%
if(q95%, 1 >> q95%, 2){
increment c1, 2 by 1
}
else if(q95%, 1 << q95%, 2){
decrement c1, 2 by 1
}
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if(c1, 2 R [-2, 2]){
set c1, 2 = 0
goto phase two of DyDeT
}
else{
goto Pseudocode 4.9 # takes c1, 2, 3 into account
}
Das Prinzip des Zählers c1, 2, 3 ist ähnlich dem von c1, 2. Der Unterschied besteht in der
Regulierung des Ansprechens von Phase drei in DyDeT. Dazu wird nach jeder Periode
geprüft, ob sich alle 95%-Quantile der Warteschlangen ähneln. In diesem Fall wird c1, 2, 3
um 1 inkrementiert, in allen anderen Fällen dekrementiert. Weist der Zähler einen Wert
ď 0 auf, wird eine Anpassung der Grenzwerte entsprechend Pseudocode 4.5 vorgenommen.
Das Vorgehen ist in Pseudocode 4.9 dargestellt.
Pseudocode 4.9: DyDeT Phase drei – Verhinderung Anpassung aufgrund von Ausreißern
if(q95%, 1 « q95%, 2 « q95%, 3){
increment c1, 2, 3 by 1
}
else {
decrement c1, 2, 3 by 1
}
if(c1, 2, 3 ď 0){
set c1, 2, 3 = 0
goto phase three of DyDeT
}
In Abbildung 4.11 ist für einen zufällig gewählten Parametersatz die Entwicklung des
nördlichen, südlichen und westlichen Grenzwertes bei Anwendung der Heuristik DyDeT
(GDyDeT) über der Zeit abgetragen. Als Referenz dienen die durch Trial-And-Error ermit-
telten optimalen Grenzwerte (Gopt). Zur Unterscheidung kennzeichnet nachfolgend ein
Index die Art der Bestimmung der Grenzwerte, also HAFIopt und HAFIDyDeT. Als Ein-
schwingphase wurden 5 Perioden mit je mindestens 1000 Ankunftsereignissen je Richtung
gewählt. Es wird deutlich, dass in den einzelnen Perioden die durch DyDeT angepassten
Grenzwerte GDyDeT nur gering von den optimalen Grenzwerten Gopt abweichen. Die
maximale Diskrepanz beträgt +2 bzw. ca. 20% (siehe Periode 30 bis 32). Dies wird
auch durch die erläuterte Beschränkung in Pseudocode 4.7 sichergestellt. Unterschätzt
werden die Grenzwerte nie. Die Übereinstimmungsrate von GDyDeT zu Gopt beträgt für
den nördlichen Strom 69%, für den südlichen 26% und für den westlichen 100%. Bei
Zugeständnis einer Abweichung von einer Einheit betragen die Übereinstimmungsquo-
ten 93%, 83% und 100%. Zur Einschätzung der Güte dieser Werte bzw. von DyDeT
insgesamt, sei Tabelle 4.12 herangezogen. Darin sind die Ergebnisse der Experimente
zur Vorfahrtsteuerung mittels HAFIopt, HAFIDyDeT, FCFS, und LQF gegenübergestellt.
Grundlage ist der Parametersatz aus Abbildung 4.11.
139
4 Steuerung autokorrelierter Ankunftsprozesse an Zusammenführungen
0 10 20 30 40 50
















. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFIopt, HAFIDyDeTu
Gopt “ p6, 9, 8q
Λ “ p0,3; 0,3; 0,3q
R “ p0,4; 0,2; 0q
Abbildung 4.11: Entwicklung der Grenzwerte unter Anwendung von DyDeT
Es wird klar ersichtlich, dass die Anwendung von HAFI mit dynamisch bestimmten
Grenzwerten durch die Heuristik DyDeT zu vergleichbaren Ergebnissen führt wie eine
hypothetische Kenntnis der optimalen Grenzwerte (vgl. Tabelle 4.12, Zeile eins und zwei).
Damit ist im Umkehrschluss zu vermuten, dass auch grundsätzlich mit HAFIDyDeT die
hinlänglich beschriebenen Vorteile von HAFIopt, d. h. kurze, nivellierte Warteschlangen
sowie kurze Wartezeiten, ohne a priori-Kenntnis von G, zu erreichen sind. Für das
Tabelle 4.12 zugrundeliegende Experiment ist HAFI in jeglicher Hinsicht FCFS und
LQF vorzuziehen. Bis auf eine geringfügig bessere Nivellierung der 95%-Quantile der
Warteschlange bei LQF, offenbaren weder FCFS noch LQF Vorteile gegenüber HAFI.
Tabelle 4.12: Güte von DyDeT – n: nord; s: süd; w: west
Strategie 95%-Quantil der Warteschlangenlängen mittlere Wartezeit
nord süd west n + s + w nord süd west n Y s Y w
HAFIDyDeT 11 11 10 27 36 33 31 34
HAFIopt 10 11 11 28 35 35 34 34
FCFS 14 11 8 28 44 33 25 38
LQF 10 10 10 30 40 44 49 44
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimentparameter:
Strategie = tHAFIopt, HAFIDyDeT, FCFS, LQFu
Gopt “ p6, 9, 8q
Λ “ p0,3; 0,3; 0,3q
R “ p0,4; 0,2; 0q
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Um vorherige Aussagen und Ergebnisse zu validieren, wird abschließend eine umfangreiche
Analyse mit zufällig gewählten Parametersätzen durchgeführt. Die Autokorrelationsko-
effizienten rd und die Auslastungsgrade λd für d P tnord, süd, westu variieren dabei
gleichverteilt im Intervall r0; 0,8s bzw. r0,13; 0,3s, wobei λnord “ λsüd “ λwest gilt. Äquiva-
lent werden bei nur zwei aktiven Strömen Auslastungsgrade aus dem Intervall r0,2; 0,45s
angenommen. Die Bestimmung der Grenzwerte im Fall von HAFI erfolgt durch die
vorgestellte Heuristik DyDeT. Grundlage für nachfolgende Auswertung sind, separiert für
den Fall zwei und drei aktiver Ströme, jeweils ca. 400 verschiedene Experimente unter
der Berücksichtigung der im Abschnitt 4.1 erwähnten Anforderungen an den jeweiligen
Stichprobenumfang. Maßgebend bei der Auswertung sind weiterhin die auf Seite 108
formulierten Gütekriterien. Für alle nachfolgenden Abbildungen dieses Abschnitts gelten,
identisch zur Notation zuvor, folgende Experimentparameter.
Im Fall zwei aktiver Ströme:
Strategie = tHAFIDyDeT, FCFS, LQFu
GDyDeT = pt2, . . . , 8u, t2, . . . , 8u, –q
Λ = pt0,2; . . . ; 0,45u, t0,2; . . . ; 0,45u, –q
R = pt0; . . . , 0,8u, t0; . . . ; 0,8u, –q
Im Fall drei aktiver Ströme:
Strategie = tHAFIDyDeT, FCFS, LQFu
GDyDeT = pt2, . . . , 8u, t2, . . . , 8u, t2, . . . , 8uq
Λ = pt0,13; . . . ; 0,3u, t0,13; . . . ; 0,3u, 0,13; . . . ; 0,3uq
R = pt0; . . . ; 0,8u, t0; . . . ; 0,8u, t0; . . . ; 0,8uq
Bewertung des Gütekriteriums kurzer aggregierter Warteschlangen
Die Grafiken in Abbildung 4.12 zeigen die Dichtefunktion und die kumulierte Verteilungs-
funktion der 95%-Quantile der aggregierten Warteschlangen aller Experimente, separiert
nach Vorfahrtstrategie im Fall zwei und drei aktiver Ströme. In den Abbildungen der
Dichtefunktion sind zusätzlich die Mittelwerte der Messreihen mittels vertikalen, ge-
strichelten Linien abgetragen. Mit den dargestellten Ergebnissen wird nachfolgend das
Gütekriterium kurze aggregierte Warteschlangen zusammenfassend beurteilt. Eingangs
des Kapitels wird beschrieben, dass mit dem Punkt die Perspektive eines Systemlieferan-
ten vertreten wird. Dieser will eine geforderte Anlagenleistung üblicherweise mit möglichst
wenig Anlagentechnik, also kleinen Warteräumen und wenigen Puffern, realisieren.
Entsprechend Abbildung 4.12 zeigt sich zunächst, dass über alle Experimente betrachtet
bei Anwendung von HAFI, FCFS und LQF mit ähnlichen Ergebnissen zu rechnen ist. Bei
detaillierter Betrachtung ist die Wahrscheinlichkeit des Auftretens höherer Quantilswerte
der Warteschlange bei LQF geringfügig höher als bei HAFI und FCFS. Dies ist zu
erkennen am Verlauf der Dichtefunktion rechts (vgl. Abbildungen 4.12a und 4.12b) bzw.
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(a) Dichtefunktion (geglättet) – 2 Ströme aktiv
























(b) Dichtefunktion (geglättet) – 3 Ströme aktiv



























(c) Verteilungsfunktion – 2 Ströme aktiv



























(d) Verteilungsfunktion – 3 Ströme aktiv
Abbildung 4.12: Dichtefunktion und kumulierte Verteilungsfunktion des 95%-Quantils der
aggregierten Warteschlange aller Experimente – n: nord; s: süd; w: west
am Verlauf der Verteilungsfunktion unterhalb (vgl. Abbildungen 4.12c und 4.12d) der
entsprechenden Kurven von HAFI und FCFS.
Damit stellt sich auch der Mittelwert aller protokollierten Werte für HAFI und FCFS
sowohl im Fall zwei als auch drei aktiver Ströme als 10% geringer gegenüber LQF dar.
Die Kurven der Dichte- sowie Verteilungsfunktion verlaufen bei Anwendung von HAFI
und FCFS nahezu identisch.
Die Ergebnisse bestätigen die bereits in den Absätzen zuvor erläuterten Sachverhalte
und ergänzen diese um die Erkenntnis, dass der Ansatz von HAFI, autokorrelierte An-
kunftsprozesse zu priorisieren, bei beliebiger Systemkonfiguration zu kurzen aggregierten
Warteschlangen führt. Ferner zeigt sich, dass parallel die notwendigen Parameter zur
Anwendung von HAFI hinreichend genau von der Heuristik DyDeT geschätzt werden.
Zusammenfassend führen alle untersuchten Vorfahrtstrategien zu vergleichbar kurzen
aggregierten Warteschlangenlängen. Die gemessenen Unterschiede von ca. 10% sind vor
dem Hintergrund praktischer Problemstellungen gering.
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Bewertung des Gütekriteriums kurzer Durchlauf- bzw. Wartezeiten
Ein zweites formuliertes Kriterium an eine gute Vorfahrtstrategie sind kurze Durchlauf-
bzw. Wartezeiten. Insbesondere Anlagenbetreiber legen großen Wert auf u. a. diese Kenn-
zahlen, weil sie zum einen den Durchsatz und zum anderen die Reaktionszeit der Anlage
beeinflussen. Beides sind elementare Zielgrößen der Intralogistik (vgl. z. B. Abschnitt 2.8).
Zur Beurteilung wird die Abbildung 4.13 herangezogen. Analog zur Bewertung der Warte-
schlangen in den Absätzen zuvor, fasst diese die Dichte- und Verteilungsfunktion der
mittleren Wartezeit der einzelnen Experimente zusammen. Grundlage ist jeweils die
Vereinigungsmenge der Werte aller Ankunftsprozesse.
























(a) Dichtefunktion (geglättet) – 2 Ströme aktiv
























(b) Dichtefunktion (geglättet) – 3 Ströme aktiv



























(c) Verteilungsfunktion – 2 Ströme aktiv



























(d) Verteilungsfunktion – 3 Ströme aktiv
Abbildung 4.13: Dichtefunktion und kumulierte Verteilungsfunktion der mittleren Wartezeit
aller Experimente – n: nord; s: süd; w: west
Die Verteilungs- und Dichtefunktionen von HAFI und FCFS verlaufen wiederum nahezu
identisch (vgl. schwarze und dunkelgraue Kurven in Abbildung 4.13). Damit kann mit
gleichen Wahrscheinlichkeiten des Auftretens spezifischer Wartezeiten gerechnet werden.
HAFI und FCFS führen also zu ähnlichen Ergebnissen. Dies bestätigt sich auch nach
Beurteilung der über alle Experimente gemittelten mittleren Wartezeit: Im Fall zwei
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aktiver Ströme betragen die Werte für HAFI und FCFS 20 Zeiteinheiten. Bei Anwendung
von LQF beträgt der Mittelwert 23 Einheiten und stellt sich damit als über 10% höher
dar als unter HAFI bzw. FCFS (vgl. Abbildung 4.13a). Bei der Betrachtung drei aktiver
Ströme erhöht sich der Vorteil von HAFI und FCFS gegenüber LQF auf 30% bzw. 35%
(vgl. Abbildung 4.13b). Entsprechend verlaufen auch die Dichtefunktion von LQF für
fast alle Werte rechts derer von HAFI und FCFS.
Die kumulierten Verteilungsfunktionen in den Abbildungen 4.13c und 4.13d vermitteln
ein identisches Bild: Bei der Vorfahrtsteuerung autokorrelierter Ankunftsprozesse mit
LQF muss mit längeren Wartezeiten gerechnet werden. Im Fall drei aktiver Ströme wird
dies vor allem auch bei Betrachtung des Minimalwertes der mittleren Wartezeit von LQF
deutlich. Dieser beträgt 11,4. Der äquivalente Quantilswert von 11,4 beträgt für HAFI und
FCFS ca. 0,45. Übersetzt wird mit der minimal zu erwartenden mittleren Warteschlange
von LQF bereits 45% der Wahrscheinlichkeitsmasse der mittleren Warteschlange von
HAFI und FCFS eingeschlossen.
Zusammenfassend sind im Sinne kurzer Wartezeiten die Strategien HAFI und FCFS ge-
genüber LQF vorzuziehen. Dies impliziert, dass sich HAFI in den angegebenen Intervallen
der Auslastung und Autokorrelation robust gegenüber zufällig gewählten Konfigurationen
erweist bzw. mit DyDeT passende Grenzwerte ermittelt werden.
Bewertung des Gütekriteriums nivellierter Warteschlangenlängen
Ein abschließend aufgezähltes primäres Gütekriterium von Vorfahrtstrategien verlangt
nivellierte Warteschlangenlängen aller Ankunftsprozesse. Dies ist von elementarer Bedeu-
tung im Fall identisch bzw. symmetrisch auszulegender Warteräume und diametral zur
dargelegten Tendenz längerer Warteschlangen bei autokorrelierten Prozessen. Identisch zu
bisherigen Analysen wird zur Beurteilung im Fall zwei aktiver Ströme das 95%-Quantil
der Warteschlangenlänge des nördlichen und südlichen und im Fall drei aktiver Ströme
zusätzlich des westlichen Stromes herangezogen. Abbildung 4.14 gibt einen ersten Ein-
druck, ob mit identischen Warteschlangen zu rechnen ist. Dargestellt ist jeweils für die
Vorfahrtstrategien HAFI, FCFS und LQF die Verteilungsfunktion der 95%-Quantile der
Ankunftsprozesse aller Experimente. Der Index i in q95 %, i verweist, wie bereits erläutert,
auf den Rang des zugehörigen Stromes Autokorrelationskoeffizienten zum Lag 1.
In der Abbildung 4.14 ist zu erkennen, dass für HAFI und LQF die Verteilungsfunktionen
aller Ströme mit nur minimaler Abweichung identisch verlaufen. Im Fall von FCFS
zeigt sich eine klare Abstufung der Verteilungsfunktionen, wobei mit zunehmender
Autokorrelation im Ankunftsprozess mit höheren Quantilswerten der entsprechenden
Warteschlange zu rechnen ist. Die Aussagen gelten für zwei und drei aktive Ströme (vgl.
Abbildungen 4.14b und 4.14e).
Anhand der Kurven in Abbildung 4.14 kann nicht auf das Verhältnis der spezifischen
Warteschlangenlängen im einzelnen Experiment geschlossen werden. Es wird lediglich
deutlich, dass die Wahrscheinlichkeit des Erreichens eines bestimmten Wertes des 95%-
Quantils der Warteschlange unter HAFI und LQF, im Gegensatz zu FCFS, für alle
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(d) HAFIDyDeT – 3 Ströme aktiv



























(e) FCFS – 3 Ströme aktiv



























(f) LQF – 3 Ströme aktiv
Abbildung 4.14: Kumulierte Verteilungsfunktion des 95%-Quantils der Warteschlange aller
Ankunftsprozesse – Qtl.: Quantil
Ströme in etwa gleich hoch ist. Um das Gütekriterium nivellierter Warteschlangen exakter
bewerten zu können, soll Abbildung 4.15 betrachtet werden. Darin sind verschiedene
Aspekte abgebildet. Zunächst zeigt die Abbildung der Übersicht halber nur die Ergeb-
nisse einer Stichprobe von 25 Experimenten. Jede Gruppe besteht aus drei Säulen in
unterschiedlichen Graustufen und vergleicht die Werte der 95%-Quantile der aggregierten
Warteschlangen der Strategien HAFI, FCFS und LQF (siehe hierzu auch Abbildung 4.12).
Es wird jeweils auf den Maximalwert der Gruppe skaliert. Die Darstellungsform erlaubt
damit einen strategieübergreifenden aber keinen quantitativen experimentübergreifenden
Vergleich. Die kurzen horizontalen Linien in den Säulen markieren den Anteil der nördli-
chen, südlichen und westlichen Warteschlange am aggregierten Wert. Ein gleichmäßig
aufgeteilter Balken symbolisiert folglich nivellierte Warteschlangen.
Erwartungsgemäß und wie mehrfach erläutert, ist zunächst zu erkennen, dass die Werte
der 95%-Quantile der aggregierten Warteschlangen von HAFI und FCFS im Schnitt
etwa 10% kleiner als jene von LQF sind (vgl. Höhe der Säulen in Abbildung 4.15). Im
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(b) 3 Ströme aktiv
Abbildung 4.15: Gegenüberstellung der Warteschlangenlängen aller Ankunftsprozesse
Gegenzug sind bei Steuerung nach LQF für alle Experimente die Säulen in zwei bzw.
drei gleichgroße Flächen aufgeteilt. Diesbezüglich ist ein Höchstmaß an Ungleichheit
über alle Experimente hinweg bei FCFS festzustellen (vgl. insb. z. B. Experiment 6
und 18 in Abbildung 4.15a bzw. 5 und 22 in Abbildung 4.15b). Mit nur wenigen Aus-
nahmen (vgl. Experiment 11 in Abbildung 4.15b) und geringen Abweichungen stellen
sich auch bei zufälliger Parameterwahl für HAFIDyDeT gleiche 95%-Quantilswerte der
Warteschlangenlängen für die Ankunftsprozesse ein.
Eine zusammenfassende Quantifizierung der Übereinstimmung erlaubt Abbildung 4.16.
Abgetragen ist jeweils der Minimal- und Maximalwert des 95sten Perzentils der Warte-
schlange aller Experimente. Die grauen Flächen kennzeichnen somit die Summe aller
Abweichungen, d. h. der Differenz zwischen längster und kürzester Warteschlange. Dies
kann als Unsicherheit interpretiert werden beim Anspruch, die Warteräume entsprechend
des 95%-Quantils auszulegen und sich Ankunftsprozesse als autokorreliert darstellen.
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Der Übersicht halber sind in den Grafiken der Abbildung 4.16 die Ergebnisse jeweils
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(f) LQF – 3 Ströme aktiv
Abbildung 4.16: Abweichung des Minimalwertes zum Maximalwert des 95%-Quantils der
Warteschlangen
Eine visuelle Einschätzung der Ergebnisse bzw. der grauen Flächen in Abbildung 4.16
bestätigt für den zugrundeliegenden Parameterraum die bisherigen Erkenntnisse, wonach
im Gegensatz zu FCFS bei Anwendung von HAFI oder LQF mit nivellierten Warte-
schlangen zu rechnen ist. Die geringsten Differenzen werden mit LQF erreicht. Die in den
Grafiken angegebenen mittleren Abweichungen liegen ebenfalls auf dem Niveau vorheriger
Analysen. Danach ist, unabhängig von der Anzahl aktiver Ströme und gemessen am 95%-
Quantil, bei HAFI die längste Warteschlange im Mittel 2 Einheiten länger als die kürzeste.
Bei Anwendung von FCFS unterscheiden sich die Warteschlangen durchschnittlich um
7 Einheiten, für LQF beträgt die Abweichung eine Einheit. Damit kann auch für das
dieses Gütekriterium konstatiert werden, dass HAFI und die Anwendung von DyDeT für
beliebig konfigurierte Systeme zu guten Ergebnissen führen. Mit LQF können im Schnitt
bessere nivellierte Warteschlangen erreicht werden, der Unterschied von einer Einheit im
Vergleich zu HAFI ist unter praktischen Gesichtspunkten aber vernachlässigbar.
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Tabelle 4.13 stellt die Stärken und Schwächen der untersuchten Strategien HAFI, FCFS
und LQF zusammenfassend gegenüber. Der qualitative Vergleich erfolgt anhand einer
Skala, welche die beste Vorfahrtstrategie markiert (``) und bis zu einer im Vergleich
deutlich schlechteren Strategie (´´) abstuft.
Tabelle 4.13: Zusammenfassung qualitativer und quantitativer Vergleich der Vorfahrtstrategien
für zwei aktive Ströme | drei aktive Ströme
Gütekriterium HAFIDyDeT FCFS LQF
kurze (aggregierte) Warteschlangenlängen `` `` ˝
kurze Wartezeiten ` `` ´´
nivellierte Warteschlangenlängen ` ´´ ``
mittlere Warteschlangenlänge [#] 20 | 24 20 | 24 21 | 26
mittlere Wartezeit [s] 20 | 27 20 | 26 23 | 35
mittlere Abweichung max. zu min. Warteschlange [#] 02 | 02 07 | 07 01 | 01
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Legende (Kriterienerfüllung, Skala der qualitativen Beurteilung):
``: sehr gut `: gut ˝: mittelmäßig ´: schlecht ´´: sehr schlecht
Bewertung des Gütekriteriums der Autokorrelation im Abgangsstrom
Eingangs in Abschnitt 4.1 wird das sekundäre Gütekriterium geringer Autokorrelationsko-
effizienten im zusammengeführten Strom formuliert. Zur Beurteilung sei hier auch auf den
Abschnitt 3.4 verwiesen. Darin wird vor dem Hintergrund der Ursachen autokorrelierter
Prozesse für eine Zusammenführung unter Anwendung von FCFS festgestellt, dass der
Abgangsstrom Werte des Autokorrelationskoeffizienten zum Lag 1 von ca. 0,15 bis 0,20
aufweist (vgl. Abbildung 3.10d). Ergänzend hierzu lässt sich resümierend für die im
Rahmen dieses Abschnitts durchgeführten Experimente feststellen, dass die Erkenntnis
nahezu unabhängig von der angewendeten Vorfahrtstrategie ist.
Zur Veranschaulichung zeigt Abbildung 4.17 Autokorrelogramme von Abgangsströmen
zufällig gewählter Experimente. Es wird deutlich, dass HAFI, FCFS und LQF zu Auto-
korrelogrammen gleicher Form mit Koeffizienten gleicher Stärke und Abklingverhalten
führen. Die Koeffizienten zum Lag 1 betragen bei zwei aktiven Strömen ca. 0,18 (vgl. Ab-
bildung 4.17a bis 4.17c) und im Fall drei aktiver Ströme etwa 0,20 (vgl. Abbildung 4.17d
bis 4.17f).
Einen Überblick über die Autokorrelation im Abgangsstrom aller Experimente gibt
Abbildung 4.18. Sie zeigt die Dichtefunktion der Autokorrelationskoeffizienten der ersten
fünf Lags. Erneut ist zu erkennen, dass die Vorfahrtstrategie praktisch keinen Einfluss auf
die Autokorrelation des Abgangsprozesses hat. Die Dichtefunktionen der Koeffizienten
der fünf Lags ähneln sich jeweils in der Form, im Mittelwert und der Streuung. Diese
Feststellung ist unabhängig von der Anzahl der aktiven Ströme.
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(f) LQF – 3 Ströme aktiv
Abbildung 4.17: Autokorrelation der Zwischenankunftszeiten im Abgangsstrom – Autokorrelo-
gramm
Im Detail betrachtet, beträgt nach Abbildung 4.18 die Höhe des Autokorrelationskoeffizi-
enten zum Lag 1 des Abgangsstromes bei zwei aktiven Strömen im Mittel 0,23, bei einer
Standardabweichung von 0,05. Äquivalent betragen die Werte bei drei aktiven Strömen
0,18 und 0,04.
Damit ist, wie in Abschnitt 3.4 angedeutet, mit hoher Wahrscheinlichkeit davon auszuge-
hen, dass sich Prozesse nach einer Zusammenführung als autokorreliert darstellen. Bei
Eingeständnis einer 5%igen Irrtumswahrscheinlichkeit und Annahme einer Normalvertei-
lung muss bei zwei und drei aktiven Strömen mit Koeffizienten zum Lag 1 im Intervall
r0,14; 0,31s bzw. r0,12; 0,25s gerechnet werden. Damit beträgt für die vorliegenden Er-
gebnisse die Wahrscheinlichkeit eines nicht positiv autokorrelierten Abgangsstromes ca.
2 ¨ 10´6 und ist damit praktisch ausgeschlossen.
Zusammenfassend und unter der Maßgabe geringer Autokorrelationskoeffizienten im
zusammengeführten Strom stellt sich HAFI gegenüber FCFS und LQF als indifferent dar.
Die drei Vorfahrtstrategien führen gleichermaßen zu autokorrelierten Abgangsströmen.
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(f) LQF – 3 Ströme aktiv
Abbildung 4.18: Autokorrelation der Zwischenankunftszeiten im Abgangsstrom – Dichtefunkti-
on F prτ q separiert nach Autokorrelationskoeffizienten rτ
4.4 Highest Autocorrelated First in Netzwerken
Der Untersuchungsgegenstand vorangegangener Abschnitte ist eine einzelne Zusammen-
führung. Wie bereits mehrfach erwähnt, stellen sich Materialflusssysteme in der Regel
als Netzwerke dar. Damit ist es angebracht die Analyse von HAFI auf vernetzte Zu-
sammenführungen bei autokorrelierten Ankunftsprozessen auszuweiten. Ein wesentlicher
Unterschied nachfolgender Analysen im Vergleich zur Betrachtung einer isolierten Zusam-
menführung besteht darin, dass Ankunftsprozesse nicht modelliert werden, sondern sich
aus dem Modellablauf ergeben und dabei ihre statistischen Eigenschaften wie bspw. die
Form der Randverteilung ändern. In Anbetracht der aufgeworfenen Frage ob Ankunfts-
prozesse realer Anlagen überhaupt durch eine exponentiale Randverteilung beschrieben
werden können (vgl. bspw. Abschnitt 3.3), leisten die Analysen einen wichtigen Beitrag
zur Beurteilung der Güte der untersuchten Vorfahrtstrategien.
Der Literatur sind keine Angaben oder Diskussionen über repräsentative Netzwerktopolo-
gien von Materialflusssystemen zu entnehmen. Mit Bezug auf Arnold & Furmans (2009,
S. 2) lassen sich aber alle Strukturen auf parallel und seriell angeordnete Elemente zurück-
führen. Die zwei Varianten seien nachfolgend aufgegriffen, wobei die Parallelanordnung
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in Form einer Baumstruktur erfolgt. Ferner wird festgelegt, dass ein offenes Netzwerk
untersucht wird. Im Gegensatz zu geschlossenen Netzwerken ist hierbei die Anzahl der
sich im System befindenden Fördereinheiten variabel (vgl. Arnold & Furmans 2009,
S. 134 ff). Dies entspricht den Gegebenheiten der meisten intralogistischen Anlagen.
Für nachfolgende Analysen gelten weiterhin die in Abschnitt 4.1 getroffenen Annahmen
und Notationen. Hierbei sei insbesondere auf den Punkt des Erreichens von Auslastungs-
graden < 1 hingewiesen, denn eine stete Zusammenführung bereits zusammengeführter
Prozesse führt rasch zur Verletzung dieser Annahme. Darum werden Flüsse wieder zu-
fällig geteilt. Abbildung 4.19 zeigt skizzenhaft die zu untersuchenden Topologien – der
Übersicht halber mit nur zwei Ankunftsprozessen.
(a) Serielle Anordnung (b) Parallele Anordnung
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Legende:
ÝÑ : definierter bzw. zu untersuchender Materialfluss
 : nicht weiter betrachteter Materialfluss zur Sicherstellung von Auslastungsgraden < 1
Abbildung 4.19: Zusammenführungen mit je zwei Ankunftsprozessen im Netzwerk
Zum besseren Verständnis werden zwei neue Variablen L und B eingeführt. Die Länge L
zählt die maximale Anzahl der Zusammenführungen im Netzwerk in horizontaler, die
Breite B in vertikaler Richtung. Die Indizes l P L und b P B verweisen auf einzelne
Zusammenführungen. Die Zählrichtung ist dabei von links oben nach rechts unten. Die
einzelnen Zusammenführungen sind entkoppelt voneinander, d. h. besitzen jeweils unend-
lich große Warteräume. Diese Annahme wird getroffen, weil andernfalls eine „sinnvolle“
Festlegung der Dimensionierung erfolgen müsste und hierzu keinerlei Literatur vorliegt.
Bezüglich der Ankunftsprozesse besteht ein wesentlicher Unterschied der Topologien
darin, dass bei einer seriellen Anordnung von Zusammenführungen jeweils nur ein Fluss
vom Vorgänger stammt und ansonsten Generatoren eingesetzt werden. Im Fall der
Parallelanordnung haben alle Ankunftsprozesse ihren Ursprung in einem Vorgänger.
Serienschaltung von Zusammenführungen
Die Untersuchung einer Serienschaltung wird exemplarisch an zehn Zusammenführungen
mit je drei Ankunftsprozessen durchgeführt. Die Auslastung beträgt identisch vorheriger
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Analysen jeweils 0,9. Für die erste, initiale Zusammenführung werden Autokorrelati-
onskoeffizienten Rl“1 “ p0,0; 0,2; 0,6q angenommen. Für alle nachfolgenden Zusammen-
führungen ergeben sich die Korrelationen aus den Vorgängerelementen, nachfolgend
bezeichnet als r1, merge l´1 . Für den südlichen und westlichen Strom sei jeweils r1, süd “ 0,2
bzw. r1, west “ 0,0 angenommen. Die Festlegung erfolgt in Anlehnung an Abschnitt 3.4.
Danach, stark zusammengefasst, zeigen M|M|1-Modelle für einen Auslastungsgrad von
0,9 nahezu keine Korrelationen im Abgangsstrom und M|D|1-Modelle Autokorrelations-
koeffizienten zum Lag 1 von mindestens 0,2.
Analog vorheriger Notation ergibt sich für das Experiment folgende Parametrierung:
Strategie = tHAFIDyDeT, FCFS, LQFu
GDyDeT = pt2, . . . , 8u, t2, . . . , 8u, t2, . . . , 8uq
Λ = p0,3; 0,3; 0,3q
Rl“1 = p0,0; 0,2; 0,6q
Rlą1 = pr1, merge l´1 ; 0,2; 0,0q
Netzwerk = seriell, L “ 10, B “ 1
Mit Abbildung 4.20 kann für die drei untersuchten Vorfahrtstrategien die Entwick-
lung der Warteschlangenlängen nachvollzogen werden. Dargestellt ist die kumulierte
Verteilungsfunktion der aggregierten Warteschlange in Abhängigkeit verschiedener l.
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(c) l “ 10
Abbildung 4.20: Kumulierte Verteilungsfunktion des 95%-Quantils der aggregierten Warte-
schlange – Serienschaltung im Netzwerk; n: nord; s: süd; w: west
Ähnlich der Ergebnisse der Abschnitte zuvor sind bezüglich der aggregierten Warte-
schlange nur geringe Abweichungen zwischen den Strategien festzustellen. Zu erkennen ist
dies in den Abbildungen 4.20a bis 4.20c und dem annähernd deckungsgleichen Verlauf der
Verteilungsfunktionen. Weiter wird kein Unterschied der Verteilungsfunktionen zwischen
den gewählten Messpunkten l P t2, 5, 10u offensichtlich. Dies deutet auf eine Unabhängig-
keit der Warteschlangenlänge von der Anzahl in Reihe geschalteter Zusammenführungen
hin. Bestärkt wird dieser Eindruck durch Tabelle 4.14. Darin aufgelistet sind die Werte
des 95%-Quantils der aggregierten Warteschlangen für alle zehn Zusammenführungen.
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Tabelle 4.14: 95%-Quantil der Warteschlangenlängen – Serienschaltung im Netzwerk
Strategie l-te Zusammenführung der Linie
2 3 4 5 6 7 8 9 10
HAFIDyDeT 17 18 15 16 16 15 17 17 17
FCFS 17 18 15 16 16 15 17 17 17
LQF 19 19 17 18 17 16 19 19 19
In Tabelle 4.14 bestätigen sich die zuvor genannte Schlussfolgerungen: HAFI, FCFS
und LQF führen an allen Zusammenführungen zu ähnlichen Ergebnissen bezüglich der
Warteschlangenlänge. Die Werte von HAFI und FCFS sind dabei identisch und liegen ca.
5% bis 10% unter denen von LQF.
Im nächsten Schritt seien die Wartezeiten der Aufträge vor den Zusammenführungen be-
gutachtet. Herangezogen wird Abbildung 4.21 und die dargestellten Verteilungsfunktionen
zur Wartezeit. Um die Wirkung einer Serienschaltung zu zeigen, erfolgt, im Unterschied
zur Diskussion der Warteschlangen in Abbildung 4.20 und Tabelle 4.14, die Separierung
nicht nach l, sondern nach l̂. Die Variable l̂ beschreibt die Anzahl passierter Zusammen-
führungen eines spezifischen Auftrages. Hat bspw. ein Auftrag seinen Ursprung in einem
Ankunftsstrom der Zusammenführung bei l “ 1 und wird zufällig ausgeschleust nach
der Zusammenführung der Stelle l “ 3, wird dessen Wartezeit der gleichen Datenreihe
zugeordnet wie ein Auftrag mit Ursprung in l “ 3 und Ausschleusung in l “ 5.
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Abbildung 4.21: Kumulierte Verteilungsfunktion der mittleren Wartezeit – Serienschaltung im
Netzwerk; n: nord; s: süd; w: west
Zusammengefasst ist in Abbildung 4.21 zu erkennen, dass HAFI und FCFS der Vorfahrt-
strategie LQF überlegen sind. Die Verteilungsfunktion der Wartezeiten bei Anwendung
von LQF liegt stets unterhalb derer von HAFI und FCFS. Dies führt bspw. dazu, dass
für ein l̂ “ 5 bei HAFI und FCFS nur ca. 5% der Aufträge größere Wartezeiten als 100
aufweisen, wohingegen für LQF bei ca. 50% der Aufträge längere Wartezeiten auftreten
(vgl. Abbildung 4.21b). Der beschriebene Effekt höherer Wartezeiten unter LQF nimmt
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mit steigendem l̂ zu. Auf Grundlage der Ergebnisse aus Abschnitt 4.3, wonach für eine
einzelne Zusammenführung bei LQF stets von vergleichsweise langen Wartezeiten ausge-
gangen werden muss, ist dies durchaus plausibel und nachvollziehbar. Steigt die Anzahl
zu passierender Zusammenführungen, summieren sich entsprechend die Wartezeiten. Eine
Serienschaltung ändert nichts an dieser Wirkung. In diesem Zusammenhang ist weiter
zu erkennen, dass bei hohen l̂ FCFS gegenüber HAFI zu kürzeren Wartezeiten tendiert.
Tabelle 4.15 quantifiziert diese Aussagen. Dargelegt sind die mittleren Wartezeiten in
Abhängigkeit der Anzahl passierter Zusammenführungen l̂. Der untere Teil der Tabelle
listet zur einfacheren Auswertung die Ergebnisse in relativer Abweichung zu FCFS.
Tabelle 4.15: Mittlere Wartezeit – Serienschaltung im Netzwerk
Strategie Anzahl passierter Zusammenführungen l̂
2 3 4 5 6 7 8 9 10
Zeiteinheiten absolut
HAFIDyDeT 35 45 55 64 74 83 93 105 115
FCFS 35 43 51 60 69 77 83 92 99
LQF 52 73 95 117 138 161 169 196 227
relative Abweichung zu FCFS
HAFIDyDeT ˘0%0 +5%0 +8%0 +7%0 +7%00 +8%00 +12%0 +14%0 +16%0
FCFS `35% `43% `51% `60% `69% `77% `83% `92% `99%
LQF +50% +70% +86% +95% +100% +109% +104% +113% +130%
Entsprechend Tabelle 4.15, und wie bereits angedeutet, sind bei Anwendung von FCFS
kürzeste Wartezeiten in einer Serienschaltung von Zusammenführungen zu beobachten.
Bezogen auf die mittlere Wartezeit beträgt der Vorteil gegenüber HAFI im untersuchten
Extremfall von 10 passierten Zusammenführungen pl̂ “ 10q ca. 16%. Ab einem l̂ “ 6 bzw.
7 warten Aufträge unter LQF mindestens doppelt so lange im Vergleich zu HAFI und
FCFS.
Resümierend können wiederum die Erkenntnisse der Analyse einer isoliert betrachteten
Zusammenführung aus den vorherigen Abschnitten auf eine Serienanordnung übertragen
werden. Danach ist ein Minimum an Wartezeit mit FCFS zu erreichen und mit HAFI
geringfügig längere Werte. Unter LQF sind die längsten Verzögerungen zu verzeichnen.
In Anbetracht der formulierten Kriterien an eine gute Vorfahrtstrategie wird nachfol-
gend ausgewertet, inwieweit die drei Vorfahrtstrategien im Netzwerk zu gleichmäßig
ausgeprägten Warteschlangen der Ankunftsprozesse führen. Dazu werden die Werte der
95%-Quantile herangezogen und in Tabelle 4.16 aufgeführt. Danach entsprechen die
Ergebnisse für FCFS und LQF den bisherigen, wobei im Fall von LQF für die einzelnen
Ankunftsströme, bis auf geringe Abweichungen, identische Warteschlangenlängen zu ver-
zeichnen sind. Gegenteilig sind unter FCFS unterschiedlich ausgeprägte Warteschlangen
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zu beobachten. Im Extremfall unterscheiden sich die 95%-Quantile des Maximal- und
Minimalwertes um den Faktor 5 (vgl. Spalte l “ 3).
Tabelle 4.16: 95%-Quantil der Warteschlangenlängen separiert nach Ankunftsstrom – Serien-
schaltung im Netzwerk; nord | süd | west
Strategie l-te Zusammenführung der Linie
2 3 4 5 6 7 8 9 10
HAFIDyDeT 3 | 08 | 9 3 | 09 | 9 3 | 8 | 7 3 | 8 | 7 3 | 8 | 7 3 | 8 | 7 3 | 8 | 8 3 | 8 | 8 3 | 8 | 8
FCFS 3 | 10 | 8 2 | 10 | 8 2 | 9 | 7 2 | 9 | 7 2 | 9 | 7 2 | 8 | 6 2 | 9 | 7 2 | 9 | 8 2 | 9 | 7
LQF 6 | 07 | 7 6 | 07 | 7 5 | 6 | 6 6 | 6 | 6 5 | 6 | 6 5 | 6 | 6 6 | 6 | 7 6 | 6 | 7 6 | 6 | 7
Entgegen bisheriger Ergebnisse führt nach Tabelle 4.16 eine Vorfahrtregelung nach HAFI
bei einer Serienschaltung von Zusammenführungen nicht zu nivellierten Warteschlangen.
Der nördliche Ankunftsprozess, welcher aus dem Abgangsstrom der vorgelagerten Zusam-
menführung resultiert, weist stets kleinere 95%-Quantilswerte der Warteschlange auf,
als dies für die per Generator erzeugten Ankunftsströme aus südlicher und westlicher
Richtung der Fall ist.
Die Ursache dieser Diskrepanz lässt sich auf die Heuristik DyDeT (vgl. Abschnitt 4.3.3)
zurückführen. Auf Grundlage von Initialwerten bestimmt DyDeT Schranken, zwischen
denen die Grenzwerte von HAFI fluktuieren können. Diese sind im speziellen Fall einer
Serienschaltung von Zusammenführungen und den getroffenen Modellannahmen zu strikt.
Im Umkehrschluss weichen bereits die Initialwerte zu stark von deren (unbekannten)
Optimum ab. Die initiale Schätzung der Grenzwerte beruht auf der Annahme, dass bis
auf ggf. Unterschiede in der Autokorrelation, Ankunftsprozesse gleiche Eigenschaften
bzw. Verteilungsparameter besitzen. Diese Prämisse wird verletzt. Deutlich wird dies
anhand der Abbildung 4.22. Darin sind exemplarisch die Verteilungsfunktionen der
Zwischenankunftszeiten der drei Ankunftsprozesse an der fünften Zusammenführung
abgebildet. Die Datengrundlage bildet gleiches Experiment bisheriger Analysen.






















Abbildung 4.22: Dichtefunktion der Zwischenankunftszeiten der Ankunftsprozesse für l “ 5
– Serienschaltung im Netzwerk; süd und west verlaufen nahezu deckungsgleich
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In Abbildung 4.22 ist gut zu erkennen, dass die Randverteilung der Zwischenankunftszei-
ten des Ankunftsstromes aus nördlicher Richtung deutlich von den (deckungsgleichen)
Exponentialverteilungen aus Süden und Westen abweicht. Entsprechend unterscheiden
sich auch die Variationskoeffizienten. Diese betragen bei einem Mittelwert von rund
5,2 ca. 0,35 (nord) und 0,19 (süd und west). Wie erwähnt führen diese Unterschiede
zum Effekt, dass DyDeT die Grenzwerte für HAFI falsch determiniert. Grundsätzlich
funktioniert die Idee von HAFI, die Vorfahrt auf Grundlage der Autokorrelation im
Ankunftsstrom zu regeln aber weiterhin. Dies kann durch Bestimmung der optimalen
Grenzwerte Gopt mittels Trial-And-Error nachgewiesen werden. Danach stellen sich nach
einer Experimentwiederholung und Anwendung von Gopt “ p13, 3, 4q unter HAFI best-
möglich nivellierte Warteschlangen der Ankunftsprozesse ein. Diese sind in Tabelle 4.17
aufgelistet. Die Diskussion um DyDeT und die Einschränkung bei der Anwendung wird
in Abschnitt 4.5 erneut aufgegriffen.
Tabelle 4.17: 95%-Quantil der Warteschlangenlängen separiert nach Ankunftsstrom für HAFIopt
– Serienschaltung im Netzwerk; nord | süd | west
Strategie l-te Zusammenführung der Linie
2 3 4 5 6 7 8 9 10
HAFIopt 6 | 6 | 7 6 | 6 | 7 7 | 6 | 8 7 | 6 | 7 6 | 6 | 7 5 | 6 | 7 5 | 6 | 7 6 | 6 | 7 6 | 6 | 7
Abschließend wird die Autokorrelation in den Abgangsströmen der Zusammenführungen
analysiert. Dies geschieht vor dem Hintergrund, Autokorrelation möglichst zu vermeiden
bzw. Vorfahrtstrategien zu bevorzugen, die diesem Anspruch gerecht werden. Nachfolgende
Ausführungen können auch als Ergänzung zu Abschnitt 3.4, also der Bestimmung der
Ursachen autokorrelierter Prozesse betrachtet werden. Analog werden die Koeffizienten
zum Lag 1 zur Beurteilung herangezogen. Diese sind in Tabelle 4.18 separiert nach
Vorfahrtstrategie und Zusammenführung aufgelistet.
Tabelle 4.18: Autokorrelationskoeffizient zum Lag 1 im Abgangsstrom – Serienschaltung im
Netzwerk
Strategie l-te Zusammenführung der Linie
2 3 4 5 6 7 8 9 10
HAFIopt 0,24 0,25 0,25 0,25 0,24 0,26 0,25 0,23 0,24
FCFS 0,24 0,25 0,25 0,25 0,24 0,26 0,25 0,23 0,24
LQF 0,18 0,18 0,18 0,20 0,18 0,18 0,18 0,18 0,17
Aus Tabelle 4.18 können folgende Schlüsse gezogen werden: Zunächst führen alle drei
untersuchten Vorfahrtstrategien zu autokorrelierten Abgangsströmen. Dies bekräftigt
das Anliegen vorliegender Arbeit, die Prozesse entsprechend zu steuern. Die Höhe der
Autokorrelationskoeffizienten entspricht derer der Voruntersuchungen aus Abschnitt 3.4
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bzw. der Ergebnisse aus Abschnitt 4.3.3. So können unabhängig der Anzahl vorgelagerter
Zusammenführungen Koeffizienten um 0,2 gemessen werden, wobei HAFI und FCFS
leicht höhere Werte aufweisen und für LQF Koeffizienten knapp unterhalb 0,2 beobachtet
werden.
Unter zuvor formulierter Maßgabe ist somit eine Vorfahrtsteuerung nach LQF zu bevor-
zugen. Diese Argumentation greift vor allem, wenn eine Zusammenführung als Nachfolge-
element keine weitere Zusammenführung, sondern ein „gewöhnliches“ Bedienelement mit
nur einem Warteraum besitzt. Dann führen höhere Autokorrelationen in der Regel zu
längeren Warteschlangen (vgl. Abschnitt 3.2). Ansonsten ist zur Vorfahrtsteuerung in
Hinblick auf kurze Warteschlangen und -zeiten entsprechend der Erläuterungen dieses
Abschnitts HAFI bzw. FCFS anzuwenden.
Parallelschaltung, Baumstruktur von Zusammenführungen
Für die Analyse der Vorfahrtsteuerung parallel angeordneter Zusammenführungen werden
insgesamt 40 Zusammenführungen herangezogen und in einer Baumstruktur verknüpft.
Diese besitzen je drei Zuflüsse. Jeweils zufällig ein Drittel der Aufträge eines zusammen-
geführten Flusses stellt den Ankunftsprozess einer nachgelagerten Zusammenführung
dar. Für die Ebene l “ 1 sind entsprechend 27 Zusammenführungen parallel angeordnet.
Diese speisen neun Zusammenführungen auf Ebene l “ 2, aus diesen wiederum die An-
kunftsprozesse der drei Zusammenführungen bei l “ 3 generiert werden. Auf der Ebene
l “ 4 befindet sich eine Zusammenführung (vgl. im übertragenen Sinne Abbildung 4.19).
Analog vorheriger Notation ergibt sich für das Experiment folgende Parametrierung:
Strategie = tHAFIDyDeT, FCFS, LQFu
GDyDeT = pt2, . . . , 8u, t2, . . . , 8u, t2, . . . , 8uq
Λ = p0,3; 0,3; 0,3q
Rl“1, b P t1,...,27u = p0,6; 0,2; 0,2q
Rlą1,bě1 = pr1, merge l´1 , r1, merge l´1 , r1, merge l´1q
Netzwerk = parallel in Baumstruktur, L “ 4, B “ 27
Zur Untersuchung der Warteschlangen parallel angeordneter Zusammenführungen sei
zunächst Abbildung 4.23 herangezogen. Dargestellt sind die Verteilungsfunktionen der
aggregierten Warteschlangen dreier zufällig gewählter Zusammenführungen. Dabei wird
deutlich, dass die drei Vorfahrtstrategien zu ähnlichen Ergebnissen führen.
Im Detail verlaufen die Verteilungsfunktionen von HAFI und FCFS nahezu deckungsgleich
und um ca. 2 bis 3 Einheiten nach links verschoben zu LQF. Weiter ist zu erkennen, dass
sich unabhängig von der konkreten Zusammenführung die Funktionen generell ähneln (vgl.
Abbildung 4.23a bis 4.23c). Dies lässt auf Ankunftsströme mit identischen statistischen
Eigenschaften schließen. Da alle Zusammenführungen nach dem gleichen Prinzip arbeiten,
ist dies folgerichtig.
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(a) l “ 2, b “ 1





















(b) l “ 2, b “ 4





















(c) l “ 3, b “ 2
Abbildung 4.23: Kumulierte Verteilungsfunktion des 95%-Quantils der aggregierten Warte-
schlange – Parallelschaltung im Netzwerk; n: nord; s: süd; w: west
Zur genaueren Analyse wird Tabelle 4.19 herangezogen. Sie gibt für die drei Vorfahrtstra-
tegien die Werte der 95%-Quantile der Warteschlangenlängen aller Zusammenführungen
für l ě 2 an.
Tabelle 4.19: 95%-Quantil der Warteschlangenlängen – Parallelschaltung im Netzwerk
Strategie l, b -te Zusammenführung des Baumes
2, 1 2, 2 2, 3 2, 4 2, 5 2, 6 2, 7
HAFIDyDeT 14 16 18 17 17 16 17
FCFS 15 13 18 17 23 24 18
LQF 17 19 22 17 16 20 17
2, 8 2, 9 3, 1 3, 2 3, 3 4, 1
HAFIDyDeT 14 16 13 18 17 17
FCFS 18 23 14 16 16 16
LQF 19 21 14 21 20 16
Die Analyseergebnisse der 95%-Quantile der aggregierten Warteschlangenlängen sind
uneinheitlich. Von den 13 Vergleichswerten in Tabelle 4.19 weist LQF an 7 und FCFS an
4 Zusammenführungen den höchsten Wert auf. An der Zusammenführung l “ 2, b “ 4
herrscht Parität. Für l “ 4, b “ 1 ist mit einer Einheit Unterschied der größte Wert des
95%-Quantils bei HAFI festzustellen. Im Gegensatz zu vorherigen Untersuchungen, zeigen
die Ergebnisse zeilenweise eine vergleichsweise hohe Bandbreite (vgl. Abbildung 4.20
mit Abbildung 4.23). Dies deutet auf sich unterscheidende Autokorrelationen bzw. auf
Defizite der Vorfahrtstrategien, die Ankunftsprozesse adäquat zu steuern, hin. Das
kleinste Ergebnisintervall ist für HAFI festzustellen, wobei die Werte der 95%-Quantile
der aggregierten Warteschlangenlängen im Intervall r13, 18s liegen. Für FCFS und LQF
sind Ergebnisintervalle von r13, 24s bzw. r14, 22s zu verzeichnen.
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Bis auf Ausnahmen lassen sich für HAFI, FCFS und LQF gleichermaßen nivellierte
Warteschlangen feststellen. Dies sei insbesondere für die Vorfahrtstrategie FCFS betont,
für die in den Abschnitten zuvor stets ungleiche Warteschlangen gemessen werden.
Tabelle 4.20 listet die 95%-Quantile aller Ankunftsströme in Übersicht.
Tabelle 4.20: 95%-Quantil der Warteschlangenlängen separiert nach Ankunftsstrom – Parallel-
schaltung im Netzwerk; nord | süd | west
Strategie l, b -te Zusammenführung des Baumes
2, 1 2, 2 2, 3 2, 4 2, 5 2, 6 2, 7
HAFIDyDeT 6 | 6 | 5 7 | 6 | 6 7 | 7 | 7 6 | 6 | 7 07 | 6 | 6 06 | 6 | 7 6 | 8 | 7
FCFS 6 | 5 | 5 5 | 6 | 5 8 | 6 | 6 7 | 7 | 7 10 | 8 | 7 10 | 9 | 7 7 | 6 | 7
LQF 5 | 6 | 6 6 | 6 | 7 7 | 7 | 8 6 | 6 | 6 05 | 5 | 6 06 | 7 | 7 5 | 6 | 6
2, 8 2, 9 3, 1 3, 2 3, 3 4, 1
HAFIDyDeT 6 | 6 | 5 6 | 5 | 7 5 | 5 | 5 6 | 6 | 8 7 | 5 | 6 7 | 6 | 7
FCFS 7 | 6 | 7 7 | 8 | 7 6 | 5 | 6 5 | 7 | 6 7 | 6 | 5 5 | 7 | 6
LQF 6 | 6 | 7 7 | 7 | 7 4 | 5 | 5 7 | 7 | 7 7 | 6 | 5 5 | 5 | 6
Resümierend ist unter dem Gesichtspunkt kurzer und nivellierter Warteschlangen zur
Steuerung von Vorfahrten, parallel angeordneter Zusammenführungen, HAFI zu empfeh-
len. Mit Begutachtung der mittleren Wartezeiten in Tabelle 4.21 wird dieser Vorschlag
bekräftigt. Es zeigt sich, dass HAFI durchgehend kürzere bzw. gleiche Wartezeiten gegen-
über FCFS und LQF aufweist. Vergleichend zu FCFS beträgt der Vorteil je nach l̂ bis zu
2, gegenüber LQF zwischen 8 und 17 Zeiteinheiten. Isoliert betrachtet, ist eine Erhöhung
der mittleren Wartezeit für HAFI und FCFS an jeder Zusammenführung um ca. 18, für
LQF um ca. 25 Zeiteinheiten zu erkennen. Es gibt keinen Grund zur Vermutung, dass
bei noch größeren Baumstrukturen sich die Werte grundlegend anders darstellen.
Tabelle 4.21: Mittlere Wartezeit – Parallelschaltung im Netzwerk
Strategie Anzahl passierter Zusammenführungen l̂
2 3 4
HAFIDyDeT 18 36 54
FCFS 20 38 54
LQF 26 50 72
Der beschriebene Effekt längerer Wartezeiten lässt sich auch in den kumulierten Ver-
teilungsfunktionen zugehöriger Zeitreihen nachvollziehen. Diese sind in Abbildung 4.24
dargestellt und zeigen, vergleichbar mit Analysen zuvor, annähernd identische Verläufe
von HAFI und FCFS sowie mit steigender Anzahl passierter Zusammenführungen eine
zunehmende Verschiebung der Kurve von LQF nach rechts.
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(c) l̂ “ 4
Abbildung 4.24: Kumulierte Verteilungsfunktion der mittleren Wartezeit – Parallelschaltung
im Netzwerk; n: nord; s: süd; w: west
Abschließend werden die Autokorrelationskoeffizienten zum Lag 1 der zusammengeführten
Ströme in Tabelle 4.22 angegeben. Eindeutige Zusammenhänge der Korrelationskoeffizi-
enten in Abhängigkeit von l oder b sind nicht zu erkennen. Im Gegensatz zum Fall einer
Serienschaltung (vgl. Tabelle 4.18) weisen bei einer Parallelschaltung die drei Vorfahrt-
strategien vergleichbare Wertebereiche auf. Das Intervall reicht etwa von 0,2 bis 0,5. Der
Autokorrelationskoeffizient von 0,64 für HAFI mit l “ 3, b “ 1 kann bei Versuchswieder-
holung nicht reproduziert werden und wird als möglicher Ausreißer angesehen.
Tabelle 4.22: Autokorrelationskoeffizient zum Lag 1 im Abgangsstrom – Parallelschaltung im
Netzwerk
Strategie l, b -te Zusammenführung des Baumes
2, 1 2, 2 2, 3 2, 4 2, 5 2, 6 2,7
HAFIDyDeT 0,27 0,26 0,32 0,31 0,42 0,35 0,27
FCFS 0,23 0,34 0,35 0,25 0,44 0,46 0,29
LQF 0,28 0,31 0,31 0,37 0,35 0,34 0,23
2, 8 2, 9 3, 1 3, 2 3, 3 4, 1
HAFIDyDeT 0,29 0,21 0,64 0,40 0,28 0,28
FCFS 0,30 0,30 0,49 0,44 0,32 0,39
LQF 0,19 0,25 0,46 0,36 0,19 0,18
Ferner zeigt sich in Tabelle 4.22, dass sich die Höhe aller Koeffizienten etwa 0,15 über
der bisheriger Ergebnisse darstellt (vgl. bspw. Abbildung 4.18, Tabelle 4.18 sowie Ab-
schnitt 3.4). Damit bleibt festzuhalten, dass in den Abgangsströmen parallel angeordneter
Zusammenführungen mit hoher Autokorrelation gerechnet werden muss. Dies ist unab-
hängig des Einsatzes einer der drei untersuchten Vorfahrtstrategien.
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Nachfolgende Ausführungen fassen die Zwischenfazits der vorherigen Abschnitte zusam-
men und bewerten die Ergebnisse. Maßgebend sind die formulierten Ansprüche an eine
gute Vorfahrtsteuerung, also kurze aggregierte Warteschlangen und -zeiten, nivellierte
Warteschlangenlängen der einzelnen Ankunftsströme und eine geringe Autokorrelation im
Abgangsstrom. Weiter erfolgt eine kritische Reflexion der getroffenen Annahmen sowie
der Simulationsstudie insgesamt.
Zunächst wird festgestellt, dass in der Praxis vorwiegend auf eine Vorfahrtsteuerung nach
dem Prinzip First Come First Served bzw. Longest Queue First zurückgegriffen wird.
Dies ist durchaus nachvollziehbar, denn die Regeln sind einfach zu implementieren und
leicht zu durchdringen. Zudem werden sie von der Literatur zur Anwendung empfohlen.
Im Fall unkorrelierter Ankunftsprozesse stimmen die Ergebnisse der vorliegenden Arbeit
mit den bisherigen Erkenntnissen überein. Im Detail empfiehlt sich die Anwendung von
FCFS zur Vorfahrtsteuerung, denn bei sonst gleichen Ergebnissen kann gegenüber LQF
eine geringere mittlere Durchlaufzeit realisiert werden.
Vor dem Hintergrund autokorrelierter Ankunftsprozesse ist die Anwendung von FCFS
aber zu kritisieren, denn mit zunehmender Höhe der Autokorrelation neigt FCFS zu
steigender Ungleichheit der Warteschlangenlängen der einzelnen Ströme. Eine korrekte
Dimensionierung der Anlage bzw. deren Warteräume wird damit deutlich erschwert. Der
Grund liegt in der zu erwartenden längeren Warteschlange des stärker autokorrelierten
Flusses. Erfolgt die Auslegung auf Basis des weniger stark korrelierten Flusses, führt dies
zwangsläufig zur Unterdimensionierung und ggf. zu Systemblockaden. Der umgekehrte
Fall ist auf Grund höherer Investitions- und Betriebsaufwände ebenfalls zu vermeiden.
Dem gegenüber können mit einer Vorfahrtsteuerung nach dem Prinzip LQF, unabhängig
der Höhe der Autokorrelation, nivellierte Warteschlangen für alle Ankunftsprozesse
erreicht werden. Der Nachteil höherer Wartezeiten gegenüber FCFS bleibt aber bestehen
und beträgt je nach Auslastungsgrad ca. 10%. Entsprechend der Erörterungen in Kapitel 1
ist eine Reduzierung der Durchlaufzeit als äußerst erstrebenswert anzusehen.
Eine exakte Quantifizierung oder Monetarisierung der Nutzenvorteile nivellierter Warte-
schlangen oder kürzerer Wartezeiten ist schon auf Grund heterogener Materialflusssysteme
nicht möglich. Damit ist auch eine abschließende Empfehlung für oder gegen FCFS bzw.
LQF bei autokorrelierten Materialflüssen nicht zielführend. Das „Dilemma“ kann aber
durch die Anwendung der neu entwickelten Vorfahrtstrategie Highest Autocorrelated
First aufgelöst werden. Hierbei werden die Prioritäten der Ankunftsströme anhand deren
Autokorrelation festgelegt. Als Resultat können niedrige Wartezeiten und kurze sowie
nivellierte Warteschlangen erreicht werden. Im Detail liegt das Niveau der aggregierten
Warteschlangenlängen und -zeiten von HAFI auf dem Niveau von FCFS. Parallel können
ähnlich nivellierte Warteschlangen vergleichend zu LQF erreicht werden.
Dieser Vorteil geht zu Lasten eines ggf. erhöhten Steuerungsaufwandes im Fall der
Anwendung von HAFI, denn der Ansatz bedarf einer den Gegebenheiten entsprechenden
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Parametrierung. Konkret müssen für die Ankunftsströme spezifische Grenzwerte der
Warteschlangen festgelegt werden. Erst bei Überschreitung erfolgt eine Priorisierung.
Andernfalls wird die Vorfahrt nach dem Prinzip FCFS gewährt. Die Grenzwerte sind
abhängig von der Höhe der korrespondierenden Autokorrelationskoeffizienten zum Lag 1
bzw. vom Rang des einzelnen Koeffizienten im Vergleich aller Ankunftsprozesse. Damit
ergibt sich die Aufgabe deren Festlegung. Mit Blick auf eine praktische Anwendung
müssen die Prozesse bzw. die Ankunftsereignisse also fortwährend beobachtet und daraus
die Autokorrelation bestimmt werden. Ferner muss identisch zu LQF eine Möglichkeit
vorhanden sein, die einzelnen Warteschlangenlängen zu überwachen.
Zur Überwachung der Prozesse kommt eine weitere Herausforderung im Zuge der Anwen-
dung von HAFI: die Bestimmung der Grenzwerte. Weist nur ein Strom Autokorrelation
auf und sind dessen Höhe sowie die Gesamtauslastung der Zusammenführung bekannt,
lassen sich die Werte mittels eines Polynoms oder durch Interpolation der Stützstellen
schätzen. In allen anderen Fällen muss auf Heuristiken oder das Prinzip Trial-And-Error
zurückgegriffen werden. Eine insgesamt geschlossene analytische Lösung kann nicht gege-
ben werden. Als geeignetes Vorgehen hat sich aber die Deduktion der Grenzwerte aus
Kennzahlen der Warteschlangenlänge bei Anwendung von FCFS oder LQF erwiesen. Es
zeigt sich, dass der Grenzwert des am stärksten korrelierten Flusses mit nur geringer
Abweichung dem Medianwert der aggregierten Warteschlange unter FCFS bzw. der Re-
duktion des Medianwertes um ca. 30% unter LQF entspricht. Die exakten Hintergründe
dieses Zusammenhangs sind unklar. Ferner können die Grenzwerte der verbleibenden
Ankunftsprozesse deterministisch vom Grenzwert des am stärksten korrelierten Flusses
abgeleitet werden. Die Faktoren betragen 1,5 bzw. 2,0. Damit steht eine einfache, pra-
xisgerechte Heuristik zur Verfügung. Alle notwendigen Kennzahlen können aus der im
Absatz zuvor erwähnten Prozessüberwachung abgeleitet werden.
Zur Praxistauglichkeit der Anwendung von HAFI trägt auch die vorgestellte Heuristik
DyDeT bei. Diese erlaubt die automatische Bestimmung der Grenzwerte von HAFI sowie
deren dynamische Anpassung an temporär abweichende Systemparameter. Insgesamt
wird gezeigt, dass HAFI zusammen mit DyDeT zu Ergebnissen führt, die denen der
Anwendung von HAFI und mittels Trial-And-Error ermittelten, optimalen Grenzwerten
entsprechen. Es werden also kurze, nivellierte Warteschlangen und geringe Wartezeiten
der Transportaufträge erreicht.
Im Zuge der Untersuchung von HAFI bzw. DyDeT wird auch deutlich, dass die Festle-
gung der Grenzwerte die Leistungsfähigkeit von HAFI zwar maßgeblich bestimmt, eine
„geringe“ Abweichung von den optimalen Werten aber keinen „wesentlichen“ Einfluss hat.
DyDeT erlaubt bspw. ausgehend vom initialen Schätzwert das Fluktuieren der Grenzwerte
um ˘20% und führt zu den erwähnt guten Ergebnissen. Auch während der Durchführung
umfangreicher Simulationsstudien und der initialen Suche nach optimalen Grenzwerten
durch Trial-And-Error, wurde im Rahmen der vorliegenden Arbeit festgestellt, dass eine
Verfehlung um ˘10% eher zu Rundungsfehlern als signifikant abweichenden Ergebnissen
führt. Ohne die Angabe exakt quantifizieren zu können, erwies sich vielfach selbst bei
Abweichungen der Grenzwerte vom Optimalwert von ˘30% eine Vorfahrtsteuerung nach
162
4.5 Abschließende Bewertung und Diskussion
HAFI immer noch vorteilhafter als eine Steuerung entsprechend FCFS und/oder LQF.
Etwas unscharf formuliert, ist die Gefahr der Verschlechterung der Systemleistung mit
der Anwendung von HAFI und den gegebenen Heuristiken gering. Im Zweifel sollten die
Grenzwerte aber zu hoch angesetzt werden, um durch den Ergebnisraum von FCFS be-
schränkt zu werden. Eine deutliche Unterschätzung der Grenzwerte führt in jeder Hinsicht
zu schlechten Leistungskennzahlen, also unterschiedlich ausgeprägten Warteschlangen,
sowie insgesamt langen Warteschlangen und -zeiten (vgl. insb. Abbildung 4.6 und 4.7).
In Konsequenz und mit Bezug auf die Ableitung der Grenzwerte aus dem Median der
Warteschlangenlänge unter FCFS oder LQF, ist eine hinreichend große Stichprobe zur
zuverlässigen Schätzung notwendig.
Eine exakte Analyse der Sensitivität der Ergebnisse gegenüber einer Abweichung der
Grenzwerte vom Optimum wurde im Rahmen der vorliegenden Arbeit nicht durchgeführt.
Es wird dagegen umgekehrt gezeigt, dass mit den getroffenen Annahmen hinreichend gute
Grenzwerte bestimmt werden können. Ein absichtliches Abweichen sowie das Beantworten
der Frage, ab wann und in welchem Umfang fehlerhaft bestimmte Grenzwerte sich auf
die Güte von HAFI auswirken, werden als nicht sinnvoll erachtet. Mit der gleichen
Begründung wurde auf die Anwendung von Strategien verzichtet, die, identisch zu HAFI,
einer Parametrierung eines Grenzwertes bedürfen, also bspw. einer „Mischung“ von FCFS
und LQF.
Wie mehrfach erläutert, erfüllt HAFI die gestellten Anforderungen an eine gute Vor-
fahrtstrategie insgesamt am besten. Bezugnehmend auf das als sekundär eingestufte
Gütekriterium einer geringen Autokorrelation im Abgangsstrom, kann für die isolierte
Betrachtung einer Vorfahrt Parität zwischen den Steuerungsstrategien festgestellt werden.
Bei der seriellen oder parallelen Anordnung sind die Ergebnisse uneinheitlich, wobei eine
Vorfahrtgewährung gemäß FCFS tendenziell zu am höchsten ausgeprägten Autokorrela-
tionskoeffizienten im Abgangsstrom neigt. Unter praktischen Gesichtspunkten sind die
Unterschiede aber größtenteils vernachlässigbar. In jedem Fall sind Koeffizienten ě 0,2
festzustellen, sodass bei der Abwägung für oder gegen eine bestimmte Vorfahrtstrategie
dieses sekundäre Gütekriterium nachgelagert einbezogen werden sollte. Eine Ausnahme
bildet der Fall, bei dem der Abgangsstrom gleichzeitig den Ankunftsprozess einer Bedien-
station darstellt. Dann können nach Abschnitt 3.2 und 3.3 bereits geringe Unterschiede in
der Höhe der Autokorrelation, große Effekte auf die zu erwartende Warteschlange haben.
Mit dieser Maßgabe neigt HAFI zu insgesamt niedrigsten Autokorrelationskoeffizienten
im Abgangsstrom, worauf sich die Empfehlung zur Anwendung stützt.
Die Beurteilung der Vorteilhaftigkeit von HAFI beruht auf verschiedenen Annahmen
bzw. ist auf deren Einhaltung beschränkt. Eine wesentliche Eingrenzung ist durch die
Betrachtung maximal dreier Ankunftsprozesse gegeben. Dies ist zunächst legitim, denn
Zusammenführungen mit noch höherer Anzahl von Ankunftsströmen dürften für in-
tralogistische Systeme die Ausnahme darstellen. Etwas weiter gefasst und mit Blick
auf Anwendungsszenarien in der Informatik, sind durchaus Systeme mit einer Vielzahl
von Ankunftsprozessen und einer gemeinsamen Zusammenführung bzw. Bedienstation
denkbar. Ob in diesem Fall die Ergebnisse übertragbar sind, kann im Rahmen dieser
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Arbeit nicht bestimmt werden. Die Erkenntnisse aus der Erhöhung der Anzahl der An-
kunftsprozesse von zwei auf drei lassen aber vermuten, dass bei Anwendung von HAFI
mit steigender Anzahl von Prozessen sich der Effekt geringerer Wartezeiten verstärkt,
bei gleichbleibendem Niveau nivellierter Warteschlangen.
Bei der Interpretation der Ergebnisse muss ferner beachtet werden, dass bei den einzel-
nen Experimenten die Ankunftsströme identische Verteilungsparameter (Mittelwert und
Varianz der Stromintensität) mit Ausnahme der Autokorrelation zum Lag 1 besitzen. Ein
Abweichen von dieser Annahme führt bei den gegebenen Heuristiken zur Bestimmung
der Grenzwerte von HAFI zu falschen Ergebnissen und in Konsequenz zu vergleichsweise
langen Wartezeiten und ungleichen Warteschlangen (vgl. Abbildung 4.22 und zugehöri-
ge Absätze). Die Annahme ist dann zu kritisieren, wenn aus Sicht des Materialflusses
Haupt- und Nebenströme mit unterschiedlichen partiellen Auslastungsgraden, bspw. bei
Einschleusungen von Sortieranlagen, zusammengeführt werden müssen. In diesem Fall
sollte zum Erreichen einer hohen Grenzleistung zuvorderst „[d]er stärkere Strom [. . .] vor
dem schwächeren Strom [Vorfahrt haben]“ (Gudehus 2012a, S. 484). Ein Abweichen von
dieser Maßgabe setzte für die Bestimmung der Grenzwerte eine Gewichtung der Intensität
und der Autokorrelation im Ankunftsstrom voraus. Übertragen müsste also im Vorhinein
untersucht werden, zu welchen Anteilen jeweils die Auslastung und die Autokorrelation
eines Prozesses zu dessen Warteschlange vor der Zusammenführung beitragen und welche
Abhängigkeiten dabei zu den um Vorfahrt konkurrierenden Strömen bestehen. Diese
Frage ist aufgrund der hohen Anzahl an Freiheitsgraden nicht trivial und wird von der
Literatur bis dato nicht beantwortet. In Konsequenz besteht hier weiterer Forschungsbe-
darf, denn für intralogistische Systeme sind Zusammenführungen mit autokorrelierten
Ankunftsprozessen unterschiedlicher Intensitäten keinesfalls auszuschließen.
Ähnlich einzuschätzen ist die Annahme homogener Transportaufträge, also das Aus-
schließen auftragsspezifischer Prioritäten. In Realität ist davon auszugehen, dass Materi-
alflusssysteme und deren Steuerung regelmäßig mit der Abfertigung von Eilaufträgen
konfrontiert werden (vgl. z. B. Trzyna 2015). Deren Betrachtung im Zusammenhang
mit der Vorfahrtsteuerung autokorrelierter Ströme würde den Rahmen der vorliegenden
Arbeit sprengen. Dennoch, die Einbeziehung von Eilaufträgen in die Analysen und das
Erarbeiten entsprechender Lösungen ist dringend angezeigt. Die Gründe sind in Gudehus
(2012a, S. 229 f) und Trzyna (2015, z. B. S. 109 ff) zu suchen. Danach hat bereits ein
Anteil ab 5% Eilaufträgen wesentlichen Einfluss auf die Systemleistung wie bspw. die
Durchlaufzeit.
Bei den Analysen wird zur Charakterisierung der Stärke der Autokorrelation in den An-
kunftsprozessen lediglich auf die Koeffizienten zum Lag 1 zurückgegriffen. Dies begründet
sich aus den Erkenntnissen der Literatur. Auch die Ergebnisse des Abschnitts 4.3 lassen
vermuten, dass für die Anwendung von HAFI eine Beschränkung auf Autokorrelations-
koeffizienten zum Lag 1 legitim ist. Ob eine Betrachtung der gesamten Autokorrelati-
onsfunktion zu vergleichbaren Ergebnissen führt, ist unklar. Hier bestünde zur Anwendung
in einer Steuerung zunächst die Herausforderung, alle Koeffizienten zu einer Kennzahl
zu komprimieren. Es müsste also für jede beliebige Zeitreihe ein (Autokorrelations)Maß
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gefunden werden, das die Stärke, Form und das Abklingverhalten aller korrespondieren-
den Koeffizienten ausdrückt. Die Alternative der partiellen Begutachtung eines jeden
Autokorrelogrammes ist wenig praktikabel. Hier besteht weiterer Forschungsbedarf.
Zusammenfassend haben die Analysen der neu entwickelten Strategie Highest Auto-
correlated First gezeigt, dass eine Priorisierung autokorrelierter Ankunftsprozesse zur
Vorfahrtsteuerung anzuwenden ist. Vergleichend zu den Alternativstrategien First Come
First Served oder Longest Queue First werden die Vorzüge beider Ansätze, d. h. geringe
aggregierte Warteschlangen und -zeiten sowie gleichmäßig ausgeprägte Warteschlangenlän-
gen, erreicht. Diese Aussagen gelten zunächst nur für die verwendeten Simulationsmodelle.
Ein Schließen auf reale, physische Anlagen ist nur dann erlaubt oder möglich, wenn
die getroffenen Annahmen der Wirkzusammenhänge und Modellcharakteristika denen
des Systems entsprechen. Ansonsten sind die Untersuchungen und Ergebnisse vorlie-
gender Arbeit hypothetischer Natur. Mit einer breiten Diskussion und Herleitung der
Spezifikationen (vgl. u. a. Abschnitt 3.3 oder 4.1) wird aber sichergestellt, dass die verwen-
deten Simulationsmodelle der Zusammenführung nicht beliebig sind und durchaus realen
Gegebenheiten entsprechen sowie plausibel sind. Weiter gewährleistet ein ausreichend
großer Stichprobenumfang, dass die Ergebnisse im statistischem Sinne keine Ausreißer
darstellen. Eingangs dieses Kapitels wird für diesen Sachverhalt der Begriff der internen
Validität geprägt. Dennoch, bevor keine Experimente am Realobjekt durchgeführt werden,
d. h. eine externe Validierung stattfinden kann, sind die Erkenntnisse und identifizierten
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Die nachfolgenden Ausführungen fassen die vorliegende Arbeit zusammen und stellen
noch vorhandenen Forschungsbedarf heraus.
Das Kapitel 1 stellt die Motivation und die Forschungsziele dar. Es wird deutlich, dass
die Intralogistik einen wesentlichen Anteil an den Selbstkosten eines Produktes oder einer
Dienstleistung und entsprechend am Unternehmenserfolg hat. Es leitet sich der Anspruch
ab, zugehörige Materialflusssysteme effizienter zu gestalten. Der Fokus liegt für die Arbeit
auf der Materialflusssteuerung und speziell auf der Steuerung von Vorfahrten an Zusam-
menführungen. Diese stellen in der Regel neuralgische Punkte in einem Transportsystem
dar. In Abgrenzung zu vorheriger Forschung werden Ankunftsströme als autokorreliert
angenommen. Als primäres Ziel wird die Entwicklung einer Vorfahrtstrategie bei autokor-
relierten Ankunftsprozessen bestimmt. Weiter soll das Bewusstsein über die Existenz und
Wirkung von Autokorrelation in Bedien- bzw. intralogistischen Systemen bei Anwendern,
also Planern oder Betreibern geschärft werden.
Im Kapitel 2 werden Grundlagen zum Verständnis der Arbeit gegeben. Dies schließt
u. a. Definitionen der Begriffe Automatisierung, Steuern, Regeln, System und Modell
ein. Vom Modellbegriff ausgehend, werden die Möglichkeiten für dessen Analyse her-
geleitet. Diese kann entsprechend analytisch oder simulativ erfolgen. Ferner behandelt
das Kapitel statistische Grundlagen. Es wird das Konzept und die Anwendung von
Zufallszahlen sowie deren Verteilungsparameter erklärt. In diesem Zusammenhang wird
auch die Kennzahl Autokorrelation hergeleitet. Weiter werden eine Einleitung zu Materi-
alflusssystemen und verschiedene Ansätze zur Strukturierung, deren Steuerungen sowie
relevante Leistungskennzahlen gegeben.
Das Kapitel 3 ist der Stand der Forschung und Technik. Es werden vor dem Hintergrund
autokorrelierter Zufallszahlen eine Reihe von Ansätzen für deren Erzeugung zusammenge-
tragen. Diese lassen sich grob in autoregressive Ansätze, Distorsions-Methoden, Copulae
und Markovsche Ankunftsprozesse (MAP) unterteilen. Eine Bewertung der Verfahren
in Hinblick auf deren Tauglichkeit zur Anwendung in der ereignisdiskreten Simulation
offenbart Vorteile für die autoregressiven Ansätze und speziell für ARTA (Autoregressive
To Anything). Dies begründet sich vor allem auf der Flexibilität zur Abbildung der
gewünschten Autokorrelationsstruktur und Randverteilung sowie der einfachen Hand-
habung. Copulae und MAP eignen sich dagegen eher für eine analytische Beschreibung
sowie Untersuchung von Prozessen. Mit Blick auf die Praxis und der Abbildung autokor-
relierter Prozesse in Simulationsmodellen stehen damit geeignete Verfahren prinzipiell
zur Verfügung. Im Sinne einer validen Prozessmodellierung müssen zukünftige Anstren-
gungen bei der Verbreitung bzw. der standardmäßigen Implementierung von Verfahren
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zur Erzeugung autokorrelierter Zufallszahlen in Programmbibliotheken, Simulatoren oder
Anwendersoftware unternommen werden. Diese Empfehlung ist nicht als Selbstzweck zu
verstehen, sondern wird den Ergebnissen der Untersuchung zur Wirkung von Autokor-
relation in Bediensystemen gerecht. Dabei ist festzustellen, dass Systemkennzahlen wie
bspw. Warteschlangenlängen unter autokorrelierten Prozessen um teils mehrere 100%
vom unkorrelierten Referenzmodell abweichen.
Die Untersuchungen zum Stand der Forschung und Technik in Kapitel 3 zeigen weiter,
dass in realen Materialflusssystemen mit hoher Konfidenz von autokorrelierten Prozessen
ausgegangen werden muss. Diese Einschätzung stützt sich auf eine Reihe von Fallstudien.
Insbesondere eine im Rahmen der vorliegenden Arbeit durchgeführte Datenanalyse seitens
Projektpartner zur Verfügung gestellter Datensätze, offenbart in 64 von 68 Prozessen
Autokorrelation. In Modellen realistischer Systeme führt die beobachtete Autokorrelation
im Vergleich zu unkorrelierten Prozessen im Extremfall zu ca. 50% längeren Durchlauf-
zeiten, 40% höheren Variationskoeffizienten beim Durchsatz und einer stark erhöhten
Wahrscheinlichkeit für Deadlocks. Als Ursache der festgestellten Autokorrelation wer-
den im Wesentlichen das Anwenden von Scheduling- und Dispatchingstrategien sowie
Bedienelemente mit nicht gänzlich zufälliger Bearbeitungszeit identifiziert. Mit dieser
Erkenntnis verwundert es, dass im Rahmen der erwähnten Fallstudie überhaupt unkorre-
lierte Prozesse gefunden wurden. Entsprechend leitet sich weiterer Forschungsbedarf ab,
wobei insbesondere untersucht werden muss, inwiefern die spezifischen Ziele des Sche-
dulings und Dispatchings mit der einhergehenden Autokorrelation und dem negativen
Einfluss auf die Systemleistung kollidieren.
Die wichtigste Erkenntnis aus Abschnitt 3.5 ist, dass zur Steuerung von Vorfahrten
an Zusammenführungen in der Praxis vornehmlich auf die Strategie First Come First
Served (FCFS) zurückgegriffen wird. Einzelne Studien beweisen zudem die Optimali-
tät bei Anwendung der Vorfahrtstrategie Longest Queue First (LQF). Die Ergebnisse
zum Stand der Forschung in Abschnitt 3.6 eingeschlossen, bestehen keine geeigneten
Ansätze zur Vorfahrtsteuerung, die den besonderen Herausforderungen autokorrelierter
Ankunftsprozesse gerecht werden. Lediglich auf dem Gebiet der Informatik wird vereinzelt
diskutiert, wie auf Grundlage der Autokorrelation im Ankunftsstrom die Reihenfolge der
Aufträge in der Warteschlange verändert werden muss, damit bspw. kurze Wartezeiten
vor einer Bedienstation realisiert werden. Zur Beantwortung der Fragestellungen der
vorliegenden Arbeit sind die Ansätze nicht verwertbar, weil bspw. auch das unendlich
lange Zurückweisen eines Auftrages erlaubt wird und dies im Rahmen intralogistischer
Transportaufgaben de facto ausgeschlossen ist. Des Weiteren ist fraglich, ob eine Umsor-
tierung von Transportaufträgen überhaupt technisch möglich wäre. Nichtsdestotrotz ist
in Hinblick auf weitere Forschungsfragen zu prüfen, ob die Ansätze und Ideen aus der
Informatik auf die Steuerung von Materialflusssystemen übertragbar sind. Denkbar wären
bspw. eine Anwendung bei der Entscheidung über die Reihenfolge der Auftragseinlastung
aus einem Auftragspool oder bei der Zuweisung bzw. Zuordnung von Aufträgen an
redundant vorhandene Bearbeitungsstationen.
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Im Kapitel 4 wird die Vorfahrtstrategie Highest Autocorrelated First (HAFI) vorgestellt.
Die Grundidee leitet sich aus der Erkenntnis ab, dass autokorrelierte Ströme zu längeren
Warteschlangen neigen. Um dies zu vermeiden, werden korrespondierende Ströme bei der
Vorfahrtgewährung priorisiert. Es wird nachgewiesen, dass mit diesem Vorgehen Vorteile
gegenüber den Referenzstrategien FCFS und LQF erreicht werden können. In Bezug auf
die formulierten Ansprüche, der Realisierung kurzer aggregierter Warteschlangen, kurzer
Wartezeiten und sich gleichenden 95%-Quantilen der erwarteten Warteschlangenlänge
der einzelnen Ströme, erfüllt LQF den letztgenannten Punkt am besten. Gegenteilig führt
eine Vorfahrtsteuerung entsprechend FCFS zu ungleichen partiellen Warteschlangenlän-
gen, aber zu Wartezeiten und aggregierten Warteschlangenlängen, ca. 10% unter dem
Niveau von LQF. Mit HAFI können Ergebnisse realisiert werden, welche die Vorzüge
von FCFS und LQF kombinieren, also gleichermaßen geringe Wartezeiten und nivellierte
Warteschlangen aufweisen. Voraussetzung ist eine geeignete Parametrierung von HAFI.
Dazu müssen entsprechend der Höhe der Autokorrelation, der Auslastung und in gegensei-
tiger Abhängigkeit, richtungsspezifische Grenzwerte der Warteschlangenlänge festgelegt
werden, ab deren Überschreitung eine Priorisierung erfolgt. Neben der Methode des syste-
matischen Probierens werden verschiedene Heuristiken zur Bestimmung der Grenzwerte
vorgeschlagen. Im einfachsten Fall nur eines autokorrelierten Ankunftsprozesses können
Polynome oder der Ansatz der Interpolation gegebener Stützstellen herangezogen werden.
Weisen mehrere Ströme Autokorrelation auf, empfiehlt sich eine Heuristik, bei der sich
die Grenzwerte für HAFI aus der Höhe des Medians der aggregierten Warteschlangen bei
Steuerung nach FCFS oder LQF ableiten lassen. Auch wenn mit diesem approximativen
Vorgehen geeignete Werte generiert werden, besteht für weitere Arbeiten die Aufgabe,
eine geschlossene Lösung zur Bestimmung der Grenzwerte zu ermitteln.
Weiter wird in Kapitel 4 die Heuristik DyDeT (heuristic to Dynamically Determine the
Thresholds of HAFI) vorgestellt. Diese bestimmt die Grenzwerte für die Anwendung von
HAFI automatisch und passt sie dynamisch an. Eine umfangreiche Simulationsstudie mit
zufällig parametrierten Zusammenführungen bestätigt die Leistungsfähigkeit von HAFI
und damit auch implizit die Eignung von DyDeT zur Festlegung der Grenzwerte. Punk-
tuelle Analysen offenbaren hierbei eine Ergebnisgüte, die der von HAFI mit optimalen
Grenzwerten entspricht. Qualitativ sind die Erkenntnisse zu HAFI und DyDeT unabhän-
gig der Betrachtung einer einzelnen Zusammenführung oder der Betrachtung mehrerer,
im Netzwerk seriell oder parallel angeordneter, gekoppelter Zusammenführungen. Um die
Ergebnisse noch weiter zu verallgemeinern und ein noch breiteres Anwendungsspektrum
für HAFI zu erschließen, bedarf es primär folgender Forschungsanstrengungen. Zum einem
muss die Annahme der Stationarität der statischen Eigenschaften der Ankunftsprozesse
aufgegeben werden. Es muss also über das Maß zufälliger Schwankungen hinaus die
Möglichkeit sich verändernder Prozessparameter in Betracht gezogen werden. Dabei ist zu
prüfen, ob der Mehraufwand an Steuerung sich kleiner als der mögliche Nutzen darstellt.
Hintergrund ist die Herausforderung, zufällige Schwankungen von systematischen Prozess-
änderungen zu trennen um ggf. eine Anpassung der Grenzwerte von HAFI vorzunehmen.
Darüber hinausgehender Forschungsbedarf wird bereits in Abschnitt 4.5 angedeutet.
Dieser steht im engen Zusammenhang zum vorgenannten und verlangt im Rahmen
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der Vorfahrtsteuerung die Analyse autokorrelierter Ankunftsprozesse unterschiedlicher
Intensitäten und ggf. vorhandener Eilaufträge.
Nichtsdestoweniger sollten die Erkenntnisse aus der Vorteilhaftigkeit von HAFI zur Steue-
rung von Materialflüssen an Zusammenführungen auch genutzt werden, um die Idee des
Einbeziehens der Kennzahl Autokorrelation bei der Steuerung von Materialflusssystemen
auf andere Aufgaben zu übertragen. So wird bereits u. a. im Abschnitt 3.4 angedeutet,
dass Dispatching- und Schedulingregeln starken Einfluss auf die ins System induzierte
Autokorrelation haben. Denkbar wäre eine gezielte Umsortierung, sodass weniger oder
keine autokorrelierten Prozesse entstehen und damit deren negativer Effekt auf die Sys-
temleistung ausbleibt. Im besten Fall überwiegen diese Vorteile den ursprünglich durch
die Anwendung der alternativen Regel erhofften Nutzen.
Wie mehrfach erwähnt, sollte ein nächster Schritt in der Validierung der Modelle und
Ergebnisse bestehen. Die Untersuchungen sollten also auf realen Anlagen wiederholt
werden.
Abschließend werden nachfolgend die einleitend formulierten Forschungsfragen noch
einmal in aller Kürze beantwortet:
1. Führen autokorrelierte Prozesse zu einem im Vergleich zum unkorrelierten Fall
signifikant abweichenden Systemverhalten, was in Konsequenz spezielle Steuer-
ungsstrategien erfordert? In diesem Zusammenhang: Wie hoch ist der Einfluss
autokorrelierter Prozesse allgemein in Bediensystemen bzw. speziell in logistischen
Systemen?
ñ Ja, autokorrelierte Prozesse führen zu signifikant abweichenden Systemverhal-
ten in Form längerer Warteschlangen und Durchlaufzeiten sowie einem generell
volatileren Systemverhalten. Eine adäquate Steuerung ist dringend angebracht.
In theoretischen Abhandlungen kann der Einfluss von Autokorrelation auf die
genannten Kennzahlen mehrere 100%, teils 1000% betragen. In realistischen
Modellen weichen die Kennzahlen bei auftretender Autokorrelation um ca.
50% bis teils 100% vom unkorrelierten Referenzfall ab.
2. Mit Bezug auf Forschungsfrage 1: Sind in Realdatensätzen überhaupt Korrelationen
nachweisbar, die den postulierten Einfluss erwarten lassen?
ñ Ja, sowohl zahlreiche Referenzen aus der Literatur als auch eine umfangreiche,
eigens durchgeführte Fallstudie lassen auf die Immanenz autokorrelierter
Prozesse schließen. Die Bandbreite der Autokorrelationskoeffizienten zum
Lag 1 reicht von ca. ´0,6 bis nahe 1.
3. Was sind, verallgemeinert, die Ursachen von Autokorrelation in Materialflüssen?
ñ Autokorrelation wird verursacht durch die Anwendung von Dispatching- und
Schedulingregeln sowie intrinsisch durch das Materialflusssystem und der
nicht gänzlich zufälligen Arbeitsweise seiner Bedienstationen. Weiter wird
Autokorrelation „von außen“, über Grenzen hinweg in das System induziert.
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4. Was sind bestehende Ansätze zur Steuerung von Vorfahrten an Zusammenführun-
gen? In diesem Zusammenhang: Existieren Vorfahrtstrategien, die den besonderen
Herausforderungen autokorrelierter Ankunftsprozesse Beachtung schenken?
ñ Die am häufigsten eingesetzte Strategie besteht in einer zufälligen Gewährung
der Vorfahrt, also nach dem Prinzip First Come First Served. Etablierte
Ansätze bestehen weiter in einer zyklischen Vorfahrtgewährung (Round Robin)
oder der Priorisierung des Stromes mit der aktuell längsten Warteschlange.
Spezielle Vorfahrtstrategien zu Steuerung autokorrelierter Ankunftsprozesse
existieren dabei nicht.
5. Welche Vorteile bzw. Nutzen sind von einer Vorfahrtstrategie zu erwarten, deren
Festlegung der Prioritäten auf Grundlage der Autokorrelation in den Ankunftspro-
zessen erfolgt? Daraus abgeleitet:
• Wie ist eine solche Vorfahrtstrategie zu parametrieren und welche Möglichkei-
ten existieren hierzu?
• Kann die Festlegung der Parameter dynamisch aus Kennzahlen des betreffen-
den Systems erfolgen?
• Sind die Erkenntnisse der Vorfahrtsteuerung einer einzelnen Zusammenführung
auf die Anordnung von Zusammenführungen im Netzwerk übertragbar?
ñ Mit der vorgestellten Vorfahrtstrategie Highest Autocorrelated First können
die Vorteile von First Come First Served und Longest Queue First kombi-
niert werden. Es werden entsprechend der formulierten Ansprüche geringste
Wartezeiten, kürzeste aggregierte Warteschlangen und nivellierte Warteschlan-
genlängen der einzelnen Ankunftsströme erreicht. Die Parametrierung erfolgt
über Grenzwerte, das heißt richtungsspezifische Warteschlangenlängen, ab
deren Überschreitung der betroffene Strom Priorität erhält. In einfachen Fällen
und bei a priori-Kenntnis der Autokorrelation sowie Auslastung des Systems,
kann die Parametrierung mittels eines Polynoms erfolgen. Alternativ lassen
sich die Parameter zuverlässig aus Medianwerten der aggregierten Warteschlan-
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τ Zeitlicher Versatz, Lag.
t Quantilfunktion der Student-t-Verteilung.
Index der Zeit Ñ Kennzeichnung eines





θ Gewichtungsfaktor eines Moving Average Prozesses.
U Gleichverteilung, uniforme Verteilung.
v Geschwindigkeit.
Variationskoeffizient.
VarpXq Varianz von X.
X, Y, Z Zufallsgröße, Zufallsvariable.
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Symbolverzeichnis
x Zufallszahl Ñ Realisierung einer Zufallsgröße X.
tXu Stochastischer Prozess Ñ Menge aus X.
tXptqu, tXtu, Xt Zeitreihe Ñ stochastischer Prozess mit zeitlich
geordneten Zufallszahlen.
z Quantilfunktion der Standardnormalverteilung.
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Erklärung an Eides statt
— Erklärung an Eides statt —
Hiermit versichere ich, dass ich die vorliegende Arbeit ohne unzulässige Hilfe Dritter
und ohne Benutzung anderer als der angegebenen Hilfsmittel angefertigt habe; die aus
fremden Quellen direkt oder indirekt übernommenen Gedanken sind als solche kenntlich
gemacht.
Bei der Auswahl und Auswertung des Materials sowie bei der Herstellung des Manuskripts
habe ich Unterstützungsleistungen von folgenden Personen erhalten:
keine
Weitere Personen waren an der geistigen Herstellung der vorliegenden Arbeit nicht betei-
ligt. Insbesondere habe ich nicht die Hilfe eines kommerziellen Promotionsberaters in
Anspruch genommen. Dritte haben von mir keine geldwerten Leistungen für Arbeiten
erhalten, die in Zusammenhang mit dem Inhalt der vorgelegten Dissertation stehen.
Die Arbeit wurde bisher weder im Inland noch im Ausland in gleicher oder ähnlicher
Form einer anderen Prüfungsbehörde vorgelegt und ist auch noch nicht veröffentlicht
worden.
Die Promotionsordnung wird anerkannt.
Sebastian Rank
Dresden, den 6. Juli 2017
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