Abstract Living in a large social group is thought to increase disease risk in wild animal populations, but comparative studies have provided mixed support for this prediction. Here, we take a social network perspective to investigate whether patterns of social contact within groups influence parasite risk. Specifically, increased modularity (i.e. sub-grouping) in larger groups could offset the increased disease risk associated with living in a large group. We simulated the spread of a contagious pathogen in random social networks to generate theoretically grounded predictions concerning the relationship between social network connectivity and the success of socially transmitted pathogens. Simulations yielded the prediction that community modularity (Q) negatively impacts parasite success. No clear predictions emerged for a second network metric we considered, the eigenvector centralization index (C), as the relationship between this measure and parasite success depended on the transmission probability of parasites. We then tested the prediction that Q reduces parasite success in a phylogenetic comparative analysis of social network modularity and parasite richness across 19 primate species. Using a Bayesian implementation of phylogenetic generalized least squares and controlling for sampling effort, we found that primates living in larger groups exhibited higher Q, and as predicted by our simulations, higher Q was associated with lower richness of socially transmitted parasites. This suggests that increased modularity mediates the elevated risk of parasitism associated with living in larger groups, which could contribute to the inconsistent findings of empirical studies on the association between group size and parasite risk. Our results indicate that social networks may play a role in mediating pressure from socially transmitted parasites, particularly in large groups where opportunities for transmitting communicable diseases are abundant. We propose that parasite pressure in gregarious primates may have favored the evolution of behaviors that increase social network modularity, especially in large social groups.
Introduction
A fundamental goal of disease ecology is to identify host traits that influence parasitism in natural populations (Poulin 1995; Poulin and Morand 2004; Nunn and Altizer 2006) . Because social interactions involving close proximity or contact provide opportunities for the transmission of many parasites, highly social hosts are expected to have higher parasite prevalence, abundance, and diversity than less social hosts (Møller et al. 1993; Altizer et al. 2003) . While a number of other factors influence parasitism, including body mass, latitude and life history traits (Poulin and Morand 2004; Nunn and Altizer 2006) , variation in social contact is expected to be a principle driver of variation in parasitism.
The majority of studies investigating the effects of sociality on parasitism have focused on group size as the measure of sociality, with the expectation that larger groups provide increased opportunities for parasites to spread (Møller et al. 1993 ). For example, Nunn et al. (2008 Nunn et al. ( , 2011 ) built a metapopulation model and found that infectious agents spread more readily in populations composed of larger groups. Many empirical studies have found a positive association between group size and parasite risk in animals (e.g. , Hoogland 1979; Wilkinson 1985; Shields and Crook 1987) , although others have failed to find significant support for a positive association between these variables (e.g., Arnold and Lichtenstein 1993; Ezenwa et al. 2006; Snaith et al. 2008) . In a meta-analysis of studies spanning insects, birds, and mammals, Côté and Poulin (1995) found an overall positive relationship between group size and the number of contagious parasites.
Primates are among the best-studied mammals in terms of parasites, and multiple lines of evidence suggest that infectious diseases play an influential role in primate behavior, ecology and evolution (reviewed in Nunn and Altizer 2006; Huffman and Chapman 2009) . Based on comparative studies of parasite richness, prevalence, and immune system parameters, parasite risk in primates increases with increasing body mass, host population density, geographic range size, proximity to the equator, host diversification rate, and mating promiscuity (Nunn et al. 2000 . Field studies have uncovered links between dominance rank and parasitism within primate groups (e.g., Hausfater and Watson 1976; Hernandez et al. 2009 ), and habitat variation may influence parasitism among groups (e.g., Stoner 1996) . Primates exhibit great variation in sociality, with group size ranging from solitary foragers, as in many nocturnal lemurs and lorises, to hundreds of individuals, as in the multi-level societies of hamadryas baboons (Papio hamadryas). Thus, primates present a valuable opportunity to investigate the links between sociality and parasitism Nunn and Altizer 2006) .
Despite remarkable variation in sociality, studies of the relationship between group size and parasitism in primates have yielded mixed results. In the field, positive associations were found between group size and the number of intestinal protozoan species in mangabeys (Cercocebus albigena, Freeland 1979 ) and the number of nematode infections in baboons (McGrew et al. 1989 ). However, many comparative studies of primates have failed to detect significant associations between measures of parasitism and group size, including studies of parasite species richness (Vitone et al. 2004) , white blood cell counts (Nunn et al. 2000; Nunn 2002a; Semple et al. 2002) and relative spleen size (Nunn 2002b) . One comparative study found that group size was a significant predictor of parasite richness in a non-phylogenetic test, but not after controlling for phylogeny . Moreover, a recent field study documented a negative association between group size and parasitism in red colobus monkeys (Procolobus rufomitratus, Snaith et al. 2008) .
Several modeling studies have found that patterns of sociality can reduce disease risk when large groups are organized into clusters of individuals, called modules, in which individuals interact locally (Watve and Jog 1997; Wilson et al. 2003; Huang and Li 2007; Salathé and Jones 2010) . A highly modular network can be divided into modules in which individuals interact more frequently among members of their module than with members of other modules. Mathematical models suggest that socially transmitted diseases are less likely to become established in highly modular networks because infections tend to spread quickly within modules but die out before spreading to other modules (Watve and Jog 1997; Wilson et al. 2003; Huang and Li 2007; Salathé and Jones 2010; see also Hess 1996) . These findings support the view that sociality influences the risk of parasitism in social animals, but indicate that group size is insufficient to characterize the risks associated with social living in the complex societies of many primates.
In this paper, we shift the focus away from using overall group size as a measure of sociality and disease risk, and instead investigate whether patterns of social contact within primate groups predict parasite risk across species. To achieve this goal, we integrate three methodological approaches: individual-based modeling (Kohler and Gumerman 2000; Grimm and Railsback 2005) , social network analysis (Krause et al. 2007; Whitehead 2008; Wey et al. 2008) , and phylogenetic comparative methods (Harvey and Pagel 1991; Nunn 2011) . We begin by presenting an agent-based susceptible-infectious-resistant (SIR) model to simulate the spread of infections across a sample of artificial networks that differ in network connectivity. In our simulations, we explore the effects of two network properties on the success of an invading parasite: network modularity (Q), or the extent to which the network is divided into subgroups, and network centralization (C), or the extent to which a small number of individuals dominate social interactions in the group.
As discussed earlier, Q is expected to limit outbreak size by containing infections within modules, and this effect has been observed in several previous modeling studies (Watve and Jog 1997; Wilson et al. 2003; Huang and Li 2007; Salathé and Jones 2010) . The second property, C, is less well studied in the context of disease spread. A highly centralized network (high C) contains a small number of highly connected, or central individuals, while most individuals occupy peripheral positions in the network. By contrast, in a decentralized network (low C), individuals are more homogenous in how well connected they are in the network. In the context of epidemiology, highly central individuals are sometimes referred to as ''super-spreaders,'' because these individuals are far more likely to receive and transmit a pathogen than peripheral individuals (Canright and Engo-Monson 2006) . However, this does not mean that centralized networks are necessarily more susceptible to invasion than decentralized networks. In particular, the presence of many peripheral individuals in a centralized network may increase the likelihood that an introduced infection goes extinct before reaching a super-spreader (Lloyd-Smith et al. 2005) . On the whole, we anticipated that centralization would have a negative effect on parasite success, similar to the reduced size of outbreaks on networks with greater heterogeneity in the number of contacts per individual reported by Lloyd-Smith et al. (2005) .
In our simulations, average outbreak size showed a negative relationship with Q, yielding the prediction that increased modularity (high Q) limits the ability of parasites to establish in a population. Following from this, we predicted that fewer parasite species would be found in primate hosts that have more modular social networks. We investigated this by testing whether parasite richness (the number of different parasite species that are reported to infect a given host species) covaries negatively with Q across primates in the wild. We conducted the empirical analyses using comparative data from 19 anthropoid primates on social networks (comprised primarily of grooming matrices) and parasite richness counts obtained from the Global Mammal Parasite Database .
We also investigated whether Q and C covary with group size. There is reason to expect greater network structure to occur in species that live in larger social groups. One possible reason is that as group size increases, individuals inevitably face spatiotemporal constraints on opportunities for social contact. In addition, primates living in larger groups may have evolved social behaviors that lead to increased social network structure (Kudo and Dunbar 2000) .
Materials and methods
Our analyses quantify networks using community modularity (Q) and the eigenvector centralization index (C). Q measures how strongly a network is divided into subgroups, while C measures the extent to which one or a few nodes in a network have many connections (i.e., a high centrality score) relative to others. The following two sections describe these metrics.
Community modularity (Q)
Community modularity (Q) is a measure of network modularity (i.e., the extent to which the network is divided into subgroups, or 'modules,' of locally interacting individuals) developed by Newman and Girvan (2004) . Q quantifies modularity by comparing the frequency of interactions within modules to the frequency of interactions among modules. High Q networks exhibit greater modularity than low Q networks. An advantage of Q is that it is straightforward to factor weighted edges into the calculation, allowing us to preserve as much information as possible in the empirical primate networks. Thus far, the most commonly used metric of network modularity in primate studies is the clustering coefficient (e.g. Flack et al. 2006 ), but standard implementations of this metric require binary contact networks, which erase much useful information. Additionally, Q is independent of group size and the absolute value of edge-weights. This latter point is particularly important for our analysis because the absolute values of edge-weights cannot be compared among our empirical networks due to different study lengths and behaviors recorded. A final motivation for using Q is that recent studies have set a precedent for investigating this specific metric in the context of infectious disease dynamics (Huang and Li 2007; Salathé and Jones 2010) .
Q does not identify the modules in a group, but rather evaluates the degree of modularity given some prior partitioning of the network. Consider a network partitioned into k subgroups. Define matrix E as a k 9 k symmetric matrix where the element e ij is the fraction of edges in the network with a vertex in both subgroups i and j. The column sums a i = R j e ij represent the fraction of edges in the network with at least one vertex in subgroup i. If the edges in the network are distributed randomly with regard to which subgroups they are assigned, then e ij = a i a j . The community modularity is defined as:
Thus, Q represents the fraction of edges in a network that occur within modules minus the expected value of the same quantity in a network with the same modules, but edges distributed randomly with regard to those modules. When the distribution of edges is random with regard to modules, the modularity approaches Q = 0. As modularity increases, Q approaches its limit of Q = 1. Most networks do not reach such extreme values because the maximum possible Q for a network of a given size is constrained by the number of possible modules. In practice, networks with strong modularity generally have values of Q between 0.3 and 0.7, and low modularity networks will have values of Q less than 0.3 (Newman and Girvan 2004) . Note that larger networks are not biased toward larger values of Q, and even very small networks (e.g., 4 individuals for a network with no self-loops or isolated nodes) are able to reach values of modularity above Q = 0.3. Fig. 1A , B provide graphical representations of networks with low and high values of Q.
Before calculating Q, a network must be partitioned into modules. One way to do this is to assign vertices to modules based on characteristics that are independent of the network (e.g., age or sex). In such a scenario, Q tests whether these modules are structurally meaningful. A second approach is to identify modules empirically such that more interactions take place within modules than between them (e.g., Lusseau and Newman 2004) . For this study, the latter approach was used. Modules were identified with a modularitymaximizing agglomerative algorithm that partitions the network into modules such that a higher density of edges exists within modules than between them (Clauset 2005 ). Modules should slow and limit the size of disease outbreaks because infections will tend to spread quickly within modules (due to many within-module interactions) but die out before spreading to other modules (due to few between-module interactions). By identifying modules empirically, we aim to identify the same modules that a socially transmitted disease would ''find'' as it spreads.
Eigenvector centralization index (C)
The eigenvector corresponding to the largest eigenvalue of an adjacency matrix provides a measure of node centrality in networks (Bonacich 1972) . Eigenvector centrality (EVC) Fig. 1 Graphical representations of networks with extreme values of community modularity (Q) and the eigenvector centralization index (C). Network A is a complete network (i.e. an edge between every pair of nodes) with 10 nodes. Since there are no subgroups in Network A, Q = 0, and since every node has the same number of edges, C = 0. Network B also has 10 nodes, but is divided into two clear subgroups and thus has a high modularity, Q = 0.409. Network C again has 10 nodes, but is a ''star network,'' which defines the maximum value of C = 1; one node, the most central node, has n-1 connections, while all other nodes have 1 connection Evol Ecol (2012) 26:779-800 783 may be expressed as a sum, where c is the largest eigenvalue of A, a ij is an edge between vertices i and j, x i is the EVC of vertex i, and n is the number of vertices:
This formula shows the key difference between eigenvector centrality and other measures of centrality: the centrality of a node is proportional to the sum of the centralities of the nodes to which it connects. In contrast to metrics such as degree or strength centrality that only account for a node's direct connections, eigenvector centrality takes the entire network into account such that nodes may obtain a high centrality by being connected to many low-centrality nodes or by being connected to a smaller number of high-centrality nodes (Bonacich 2007) . This property makes eigenvector centrality particularly useful for understanding how network structure affects disease spread, because an individual's risk of acquiring a socially transmitted infection depends not only on how many contacts it has, but also on how well connected its contacts are. Further, as with Q, eigenvector centrality straightforwardly incorporates information about edge-weights. Simulations have demonstrated that eigenvector centrality is a strong predictor of the power of individual nodes to spread information across a network (Canright and Engo-Monson 2006) . Global metrics have been developed to measure the centralization of entire networks. Measures of centralization reflect the tendency in a network for one or a few nodes to be more central than the others, and are generally based on the difference between the centrality of the most central node in the network and that of all the other nodes (Freeman 1979) . In the present study, the centralization index described by Wasserman and Faust (1994) was modified to incorporate eigenvector centralities, as done by Kasper and Voelkl (2009) . Eigenvector centrality scores were first normalized using the Euclidean norm, which ensures that the maximum centrality in the most centralized network possible, a star network, is equal to 1 (Ruhnau 2000). A star network is a network with one node having n-1 connections and all other nodes having 1 connection. The eigenvector centralization index C is expressed with the following equation, where n is the number of vertices, c n is the eigenvector centrality of vertex n, and c max is the maximal eigenvector centrality occurring in the network:
The numerator of the equation is the sum of the differences between each of the normalized eigenvector centralities and the maximum eigenvector centrality occurring in the network. The denominator is the sum of the differences between each of the normalized eigenvector centralities and 1 (recall that when the Euclidean norm is used, 1 is the eigenvector centrality reached by the most central node in a star network). Thus, the maximum value of C = 1 is reached when c max = 1, which occurs when the network is a star network, and the minimum value of C = 0 is reached when c max = c n for all n, which occurs when the eigenvector centralities of all the nodes are the same. 
Computer simulations
To investigate the effects of Q and C on disease spread, we generated 10,000 random networks with n = 25 nodes and edge probability P = 0.20 using the Combinatorica package in Mathematica. The value of P = 0.20 was selected in order to generate networks with a similar average degree (i.e., edges per node) as the empirical data set (described below). Simulated networks were unweighted, undirected and connected (i.e., no completely isolated nodes). For each random network, Q, C and average degree were calculated. Average degree was measured only to control for its effects when simulating disease spread, as it is trivial to show that infections will spread further in networks with a greater number of edges. We implemented a simple, well-studied model of disease dynamics: an agent-based SIR model, in which individuals move between susceptible (S), infectious (I), and resistant (R) classes. The SIR model forms the basis of many epidemic models, and the certain ending point of the epidemic we simulated allowed us to focus on the average final outbreak size, R ? , as our measure of parasite success (discussed below). Every simulation resulted in the local extinction of the pathogen as infected individuals recovered and demographic processes such as births and deaths did not change the pool of susceptibles.
The SIR model was built in MATLAB (version 7.8). At the start of a simulation, a random individual in the network was selected for the first infection and all other individuals were susceptible. In each subsequent time step, the probability that a susceptible individual became infected was equal to the per-contact infection probability, b, multiplied by the probability that the individual interacted with an infectious individual. The underlying social network determined the probability of social interactions occurring between infectious and susceptible individuals. If there was no edge between a pair of individuals, then the probability that they interacted was zero. If there was an edge, then those two individuals shared an interaction. If one individual was infectious and the other was susceptible, then the probability of a transmission event was equal to the per-contact transmission probability, b. Infected individuals remained infectious for 10 days before becoming resistant and non-infectious. Each simulation ran until one of two criteria was reached: either the infection spread throughout the group, or the infection went extinct (i.e., no infectious individuals remained in the population). Once the simulation ended, we recorded the final outbreak size. For each network, we estimated R ? by running 1,000 independent simulations from random starting points and recording the average outbreak size as R ? . The measure R ? is akin to R 0 , the basic reproductive number that determines parasite success. Like R 0 , R ? is influenced by network structure and measures a group's vulnerability to an outbreak following the introduction of an infection (Diekmann et al. 1998; Keeling 1999) . Because greater susceptibility to disease outbreaks allows increased opportunities for parasites to become established in a group in the long-term, social network characteristics that lead to higher R ? in our simulations are also expected to lead to greater parasite richness in hosts. Thus, we use the relationship between R ? and network metrics in our simulations to predict patterns of parasite richness across primate species with different social networks.
An initial set of simulations was carried out in which the per-contact transmission probability b varied randomly between 0 and 1 across simulations. Because we observed a non-linear relationship between b and R ? (Fig. 2) , we ran our final analysis four times with b held constant at each of four intermediate values of b: 0.1, 0.2, 0.3 and 0.4. At each value of b, we estimated R ? for each of the 10,000 random networks (recall that R ? is estimated by recording the average of 1,000 independent simulation runs on the network). Thus, each of our 10,000 random networks is associated with its calculated network metrics (Q, C and average degree) along with four estimates of R ? (i.e., one mean R ? from 1,000 simulations for each of the values of b).
All simulated data, including network metrics and R ? , was standardized to have a mean of zero and standard deviation of 1. The effect of network metrics on R ? was assessed using a multiple regression with network metrics (Q, C and average degree) as predictor variables and R ? as the dependent variable. Since there are four estimates of R ? for each network, four separate regression analyses were conducted, as this proved more effective for assessing the impact of network structure on R ? at different values of b. We focused on assessing the relative effects of predictor variables based on standardized regression coefficients, and thus do not provide P values, as these depend on the sample size of our simulations. However, we provide t statistics for those wishing to convert the results to more standard statistical significance tests.
We used the Akaike Information Criterion (AIC, Akaike 1974) to assess whether to include interactions in the statistical model. Models with interaction terms gave a substantially lower AIC than those without interactions (e.g., for b = 0.2, AIC with interactions = -8,902, AIC without interactions = -5,071). We therefore present results from analyses that included interaction terms. We used the ''car'' package in R to calculate variance inflation factors for all variables in the model. Although there were correlations among network metrics (Q -C = 0.31; Q -Ave. Degree = -0.72; C -Ave. Degree = -0.41), variance inflation factors were always less than 10, indicating that collinearity is not an issue (Marquardt 1970; Petraitis et al. 1996) .
Primate social networks
We compiled interaction matrices for haplorrhine primate species from published studies and personal communications with experts on different primate species (Table 1) . Because we focused on the relationship between patterns of social contact and exposure to parasites, only interactions involving close proximity were considered, including grooming, play and contact sitting. We focused on data from free-ranging groups of primates in the wild. We included some captive groups that that were taken as a unit from a wild or free-ranging group (although subsequent births may have occurred) and represented a relatively typical composition of age and sex classes and group size for the species in the wild (based on Rowe 1996) . We focused on collecting data from long-term studies over periods of social stability; thus, our networks capture stable relationships among group members and will not reflect fission-fusion sociality or other forms of temporal variation in social contact across the study period. By recording weighted measures of interaction, we reduce the sensitivity of our networks to rare events during the study period.
We compiled a total of 19 primate social interaction matrices and calculated Q and C for each network (Table 1 ; electronic supplements A and B). Sixteen matrices were found in the literature and three were obtained through personal communications. Twelve groups were wild, three were free ranging, and four were captive. Most matrices contained grooming data (n = 16), with the remaining matrices based on close proximity (n = 1), contact sitting (n = 1), and socio-positive interactions involving contact (n = 1). Network analysis was performed with the Combinatorica package in Mathematica 7.0. Interaction matrices were depicted as weighted networks: each individual in the matrix was a node in the network and the weight of an edge between any two nodes was equal to the value of the cell in the matrix corresponding to the interactions between those two individuals. Values within matrices were normalized so that edges within networks are comparable, but the absolute values of edges cannot be compared between networks. However, our metrics Q and C are independent of the absolute values of edges (i.e. every edge in the network can be multiplied by a constant without changing Q or C); thus, Q and C can be compared among networks. Undirected networks were used under the assumption that the direction of social interactions was not relevant to the spread of parasites. Whenever the original interaction matrix for a social group provided directional interactions (e.g. individual A grooms individual B), interactions were summed to create a symmetric matrix and thus an undirected network. Infants were removed from the networks because infants interact almost exclusively with their mothers and therefore, do not add to the assessment of community network structure. The matrices used for analyses are available in electronic supplement B.
Parasite richness
Parasite richness counts, defined as the number of micro-and macro-parasite species documented for a given host, were obtained from the Global Mammal Parasite Database, an online database of infectious diseases reported in wild primate populations . Richness is a general measure of parasitic pressure that has been examined in a wide range of host-parasite systems (Poulin and Morand 2004) , including primate and other mammalian hosts (Poulin 1995; Morand and Harvey 2000; Nunn et al. 2003; Lindenfors et al. 2007; Bordes and Morand 2009 ). Alternative measures of parasitism, such as prevalence, focus on a single parasite, and are difficult to compare across species due to heterogeneity in environmental conditions, measurement methods, and stochastic extinction of parasites from some populations but not others (resulting in many estimates of zero prevalence). By contrast, parasite richness accounts for the impact of infection with multiple parasite species on host fitness, which is ubiquitous in natural host populations (Poulin and Morand 2004; Bordes and Morand 2009) . We recorded two different measures of parasite richness. For our main measure, we limited the count to highly contagious pathogens that are transmitted through close proximity or direct physical contact (Pederson et al. 2005 ). This measure, close-transmission parasite richness (CLOSE), explicitly reflects our prediction that network structure influences the spread of contagious parasites. Additionally, we measured total parasite richness (TOTAL) because it was used previously in a comparative study relating several variables, including measures of host sociality (group size and host density), to parasite diversity , see electronic supplement C). By comparing the relative effects of modularity and group size on the two measures of parasite richness, we can test whether network modularity influences CLOSE to a greater extent than it influences TOTAL, which is expected if the effect of social contact patterns on parasite transmission is driving the relationship. Conversely, group size may show a relatively stronger association with TOTAL, which include parasites that may experience a greater degree of density-dependent transmission (e.g. vector borne, fecally-transmitted, and environmentally transmitted).
When a parasite is not found in a particular host this may reflect one of two possibilities: either the parasite does not occur in the host, or the host has not been sampled sufficiently (Walther et al. 1995) . For this reason, we estimate the total research effort that has been directed at a given primate host species by counting the number of publications involving that species. We include this variable in our general linear models to control for sampling effort in our parasite counts under the assumption that more research effort on a host species will lead to more of its parasites being discovered. Citation counts were obtained from PrimateLit (http://primatelit.library.wisc.edu), which provides a comprehensive compilation of bibliographic information for scientific publications on primates from 1940 to the present. Following Nunn et al. (2003) , the citation count was not restricted to studies of parasitism, but included all published studies for each primate host species. Citation counts were log-transformed to meet the assumption of linearity for the regression analysis.
Phylogenetic comparative methods
We conducted phylogenetic comparative analyses to assess phylogenetic signal and to investigate relationships among network structure, group size and parasite richness. When data points are non-independent due to shared phylogenetic history, Type I error rates (i.e., false positives) are elevated in analyses that fail to control for phylogeny (Martins and Garland 1991; Purvis et al. 1994; Harvey and Rambaut 1998) . Various aspects of primate social systems are thought to correlate with primate phylogeny (Di Fiore and Rendall 1994) . We therefore investigated whether the individual variables (and residuals from the regression models, Revell 2010) show evidence for phylogenetic non-independence.
To investigate phylogeny, we used methods that incorporate evolutionary history by representing the error term of the statistical model as a variance-covariance matrix that reflects the phylogenetic relationships among the species (Freckleton et al. 2002) . For each of our models, we estimated the parameter k, which scales the internal branches of the phylogeny and serves as a measure of phylogenetic signal (Freckleton et al. 2002) . The parameter k generally lies between 0 and 1. When k = 0, this corresponds to a nonphylogenetic test because all internal branches are set to 0, resulting in a tree with no phylogenetic structure (i.e., a ''star phylogeny' '; Felsenstein 1985; Pagel and Lutzoni 2002) . Values of k greater than 0 represent increasing phylogenetic signal, with k = 1 indicating that the given branch lengths adequately account for variation in the trait under a Brownian motion model of evolution. Phylogenetic relationships and branch lengths are never known with certainty; therefore, results should not be conditioned on a single phylogenetic hypothesis (Huelsenbeck et al. 2000; Pagel and Lutzoni 2002) . Instead of relying on a single tree for the analyses, we used a sample of 100 dated phylogenies from a recent Bayesian inference of primate phylogeny (10kTrees, Version 2; Arnold et al. 2010 ; http://10ktrees.fas.harvard.edu/).
We used similar phylogenetic methods to incorporate phylogeny when testing the predictions. Using the same sample of 100 dated phylogenies, statistical parameters were sampled from a Bayesian posterior probability distribution using the program BayesTraits (Pagel and Meade 2007) . BayesTraits uses Markov Chain Monte Carlo (MCMC) to sample regression coefficients and k, with one of the trees randomly selected in each iteration of the chain. We ran each MCMC chain for 3,050,000 iterations, sampling parameter values every 100 iterations and discarding the first 50,000 iterations as burnin. We used uniform priors for regression coefficients ranging from -100 to 100 and adjusted the ''ratedev'' parameter to obtain average acceptance rates between approximately 20 and 30% (Pagel and Meade 2007) . We ran all analyses three times to ensure convergence to the same distribution of parameter estimates. Although it is not possible to adjust the prior in the regression model for continuously varying data in BayesTraits, we also ran analyses using a standard phylogenetic generalized least squares approach based on maximum likelihood and a consensus tree, which produced congruent results.
In testing predictions, we first investigated whether group size was related to network modularity and centralization, as measured by Q and C, in our empirical primate networks.
We then investigated the effects of modularity, group size and sampling effort on our measures of parasite richness. The analysis was conducted once with CLOSE richness as the dependent variable, and again with TOTAL richness as the dependent variable. Due to the relatively small number of data points (n = 19), we limited this model to those predictor variables for which we had the strongest predictions based on the simulation results and theoretical considerations. Thus, centralization was not included in our main results because our simulations yielded ambiguous predictions for the relationship between centralization and parasite richness (see ''Results'' and electronic supplement D). Average degree was not included because the metric is not comparable across the empirical primate networks; although weighted edges can be added together to create a measure of ''weighted average degree,'' absolute edge weights are not comparable between networks in our study because, in contrast to Q and C, weighted degree depends on the absolute value of edges rather than the relative values of edges within the network. However, one might predict a positive relationship between average degree and parasite richness if species that tend to have more social partners per individual are also generally more social. Thus, for completeness, we ran an additional analysis including centralization, average degree and body mass as predictor variables. Our results were unchanged by the inclusion of these additional variables (Electronic supplement E).
To assess support for our predictions, we calculated the percentage of samples from the MCMC analysis in which a regression coefficient was in the predicted direction (positive or negative) and report those percentages, along with the mean estimates for k and the regression coefficients. If an independent variable has no effect on the dependent variable, we expect its coefficient will be equally represented as positive or negative (i.e., 50% of samples will support the prediction). Percentages closer to 100% reflect greater support for a prediction. We again used the ''car'' package in R to calculate variance inflation factors for all variables, which is justifiable because maximum likelihood estimates of k were close to zero. Variance inflation factors were less than 2 for all predictor variables, suggesting that collinearity is unlikely to impact the output from our multiple regression models (Marquardt 1970; Petraitis et al. 1996) . Table 2 provides the means and ranges of network metrics for the randomly generated networks and for estimates of R ? for different values of b. With R ? as our response variable, we investigated the effects of Q and C, while controlling for average degree. Our model was a strong predictor of R ? in all four sets of simulations, explaining between 94 and 98% of variation in R ? depending on the value of b (Table 3) . Controlling for average degree, we found that increases in Q resulted in lower R ? in all of our models.
Results

Computer simulations
The effects of C on R ? were less straightforward, with the effect being positive when b = 0.1 and b = 0.2, and negative when b = 0.3 and b = 0.4 (Table 3) . To explain the dependency of C on the value of b, we ran simulations on a few networks at different values of b and tracked the infection status of individual nodes. By doing this, we were able to determine the contribution of individual nodes to the average size of outbreaks at different values of b. At the level of individual nodes, we found that eigenvector centrality was a very strong predictor of the probability that an individual became infected and transmitted the infection to many individuals in a given simulation (see electronic supplement D). Importantly, we found that networks with high C exhibited a greater proportion of highly isolated nodes as well as highly central nodes. This helps to explain why the effects of C on R ? are dependent on b. At lower values of b, rapid extinction was extremely common in all networks, but the presence of central individuals in highly centralized networks drove the positive effect of C on R ? by contributing to rare outbreaks. Conversely, at higher values of b, R ? tended to be large in all networks, but isolated individuals in highly centralized networks drove the negative relationship between C and R ? by frequently evading infection and resulting in rapid extinction (electronic supplement D).
Because C is dependent on b, we lack a clear prediction for the influence of C on parasite richness, as parasite species counts include parasites with a variety of unknown per-contact transmission probabilities. Thus, we focused our empirical tests on Q, with the expectation that higher values of Q reduce parasite success, and thus Q should covary negatively with parasite richness. N = 10,000 random networks, b = per-contact transmission probability, R ? = average outbreak size (estimated at four different values of b) across 1,000 simulations on each network Table 3 Results of multiple regression of simulation output The dependent variable, R ? , was estimated at four different values of b. Columns for each b represent separate multiple regressions for each estimate of R ? . N = 10,000 data points for each regression (i.e., averages from 1,000 simulations on each of 10,000 networks). The sign of the estimate and t statistic indicates whether the relationship is positive or negative. Estimates are standardized, such that larger values (in absolute magnitude) indicate larger effects of the variable on outbreak size Evol Ecol (2012) 26:779-800 791
Community modularity (Q) and parasitism in primates
The 19 primate social networks displayed wide variation in Q. A group of five brown howler monkeys (Alouatta guariba) had the lowest modularity (Q = 0) and 25 Guinea baboons (Papio papio) had the highest modularity (Q = 0.57). The mean modularity was Q = 0.27 with most networks falling between Q = 0.2 and Q = 0.4, indicating a moderate amount of community structure (Newman and Girvan 2004) . We also discovered wide variation in C across primate networks. The group of five brown howler monkeys (Alouatta guariba) had the lowest score (C = 0.10), and a group of seven saddleback tamarins (Saguinus fuscicollis) had the highest score (C = 0.87). Mean C was 0.58, with most networks falling between C = 0.4 and C = 0.8, suggesting that primate social networks tend to be moderately centralized on a few individuals. Controlling for phylogeny, regressions of Q and C against group size revealed that group size is positively related to Q (posterior support of 99.1%), while C showed no clear relationship with group size (posterior support of 53.9%; Table 4 ). Phylogenetic signal (measured as the mean k in our regression analyses) was low to intermediate for both Q (mean k = 0.33) and C (mean k = 0.37; Table 4 ).
Our comparative test of social network structure and parasitism examined closetransmission parasite richness (CLOSE), with Q, group size and sampling effort as predictor variables (Table 5 ; Fig. 3 ). Overall, this regression model explained substantial variation in CLOSE (mean R 2 = 0.68) and a low to intermediate level of phylogenetic signal (mean k = 0.35). As expected, strong support was found for a positive relationship between sampling effort and CLOSE (posterior support of *100%). As predicted by our simulations, we found strong evidence for a negative effect of Q on CLOSE (posterior support of 96.4%). We found only a very weak indication of a positive relationship between group size and CLOSE (posterior support of 72.6%). Model: network property (Q or C) * group size. The parameter k is a measure of phylogenetic signal and is taken into account when obtaining other parameter estimates We also investigated the effects of the same predictor variables on total parasite richness (TOTAL, Table 5 ). As compared to the analysis of CLOSE, this regression model explained less of the variation in TOTAL (mean R 2 = 0.45, mean k = 0.33). Again, sampling effort was strongly supported as a predictor of parasite richness (posterior support of 99.9%). However, support for a negative effect of network modularity on TOTAL was markedly weaker (posterior support of 80.5%) compared to its effect on CLOSE, while support for a positive influence of group size on TOTAL increased, although it was still relatively weak (posterior support of 86.4%).
Discussion
We combined theoretical and empirical approaches to investigate the links among group size, social network structure and parasitism in nonhuman primates. Most social network analysis studies have investigated networks with hundreds or thousands of individuals and many thousands of interactions (e.g. 16,881 e-mail addresses and 57,029 e-mails in Newman et al. 2002) , while fewer studies have focused on smaller networks with tens or hundreds of individuals that are typical of many social animals (Vital and Martins 2009 ). In contrast, our simulations focused on disease dynamics in relatively small networks, such as those that characterize most wild primate groups. In addition, our study is the first to incorporate empirical data on primate social networks into a comparative analysis of parasite diversity across species, thereby providing the first empirical test of hypotheses involving the relationship between parasitic pressure and social network structure. The goal of our simulations was to generate theoretically grounded predictions for the relationship between network structure and disease risk. Our agent-based SIR model confirmed that greater modularity reduces parasite success (Watve and Jog 1997; Wilson et al. 2003; Huang and Li 2007; Salathé and Jones 2010; see Table 3 ). We found that the effect of network centralization (i.e., C, the tendency for a few individuals to dominate social interactions) was dependent on the per-contact transmission probability (b), such that the relationship was positive at lower values of b and negative at higher values of b (see electronic supplement D and Lloyd- Smith et al. 2005) . As parasite richness includes parasites spanning a range of transmission probabilities, most of which are unknown, we lack a clear prediction for the effect of network centralization on parasite richness. However, the prediction for network modularity was clear: greater modularity should reduce the ability of socially transmitted pathogens to spread through groups, resulting in reduced prevalence, abundance and diversity of socially transmitted parasites.
The empirical component of our study aimed at testing the prediction that social network modularity reduces parasitic pressure on hosts. Using phylogenetic Bayesian regression models, we found strong evidence that modularity results in lower parasite richness for CLOSE parasite richness (Table 5) . Importantly, the link between network modularity and parasite richness is much stronger for CLOSE richness than for TOTAL richness, as expected if the former result is driven by the influence of social contact on infectious disease dynamics (Table 4) . Group size showed a somewhat different relationship to parasite richness than modularity did, with suggestive evidence for a positive effect of group size on TOTAL parasite richness, but a greatly reduced effect when only CLOSE parasites were counted (Table 5 ). This indicates that social network modularity is a stronger predictor of pressure from socially transmitted parasites, while group size may be more important for non-socially transmitted parasites, such as those that spread through fecal-oral routes. One consequence of this result is that social networks should be considered in studies investigating links between sociality and socially transmitted parasites. Additionally, the transmission mode of parasites must be considered when making predictions linking host sociality to patterns of parasitism. In light of this, TOTAL parasite richness is probably of limited value to studies investigating links between parasitism and host sociality.
We also investigated whether group size is related to measures of network structure in nonhuman primates. Although network centralization was unrelated to group size, we observed strong evidence for a positive relationship between group size and network modularity (Table 4) . This raises the possibility that increased social network modularity in larger groups could contribute to the failure of some comparative studies to find the expected relationship between group size and parasite richness in social hosts. Three factors could lead to increased modularity in larger groups. First, spatiotemporal constraints could contribute to this relationship because in larger groups, individuals are farther apart from one another and face time constraints that limit their ability to interact with all individuals in the group (Dunbar and Dunbar 1988; Dunbar 1992) . Second, subgrouping in primate groups probably occurs as a consequence of non-random social interactions in larger groups through alliance formation, which is driven by competition within groups over food, mates and other resources (van Schaik 1989; van Hooff and van Schaik 1992) . Finally, we propose that parasitism could represent a selection pressure favoring behaviors that increase social network modularity in large groups. For instance, selection could favor individuals who interact with only a few other individuals because this reduces exposure to new parasites, and these non-random interactions could translate to more modular social networks. At the group level, even if modular social networks arise for other reasons, parasitic pressure could select for more modular groups because they are less vulnerable to invading pathogens than groups with homogenous patterns of social contact (see also Loehle 1995) .
Knowledge of host and parasite characteristics that influence disease risk and transmission can inform conservation efforts to prevent or slow infectious disease outbreaks or cross-species transmission of generalist parasites to endangered species or humans. Our study shows that a global feature of social networks-community modularity-is expected to impact the likelihood of establishment of a newly introduced parasite, as might occur following a cross-species transmission event. Although reports of direct parasite-induced extinction are rare (Smith et al. 2006 ), a plethora of anecdotal evidence suggests a high potential for parasites to cause population declines in wild animals, including primates (Nunn and Altizer 2006) . One comparative study of mammals found that parasites transmitted by close contact are more likely to cause extinction risk than parasites with other transmission modes (Pederson et al. 2007) .
Two assumptions of our simulation model and empirical test are worth discussing. First, our simulations assumed that the social behavior of individuals is independent of infection status. However, primates could avoid others when they exhibit signs of infection (Freeland 1976; Loehle 1995; Nunn and Altizer 2006) , or sickness behaviors involving increased sleep and rest may lead infected individuals to be less social (Hart 1990) . Thus, the presence of certain parasites could alter host social interactions, and thus network properties. These effects could be modeled in extensions of our study. Second, we assumed for our empirical test that grooming interactions provide opportunities for parasite transmission, which is paradoxical considering that grooming also removes parasites. However, only 3.6% of the CLOSE parasites in our database are arthropods that might be removed during grooming (Electronic supplement C). Thus, while grooming may result in the removal of some parasites, it may provide a greater opportunity for sharing other socially transmitted pathogens among hosts, thereby increasing the diversity of parasites found on each host (Nunn and Altizer 2006) . Our study suggests that grooming networks do impact patterns of parasitism. Future studies could investigate this hypothesis more directly, for instance by combining genetic data on parasites with social network analysis of their hosts (e.g., Keele et al. 2009 ). If parasites tend to spread within social modules before spreading to other modules, then parasites found within modules should be more closely related to one another than parasites in different modules.
Several limitations of our comparative analyses are worth noting. First, the sample size was small both in overall magnitude (n = 19) and in relation to the number of predictor variables (*1:6.3 ratio of predictors to observations). When too many predictor variables are included in a regression model, the Type I error rate is elevated (Tabachnick and Fidell 1989) . A second limitation is the potential for error in our estimates of parasite richness and social network connectivity. Parasite richness is largely a function of sampling effort, and our method of controlling for sampling effort was based on the number of citations rather than actual sampling effort devoted to sampling host species for parasites (which is unknown). Similarly, error in the measures of network structure may have been present because the metrics failed to capture the temporal features of real-world social networks and did not account for dispersal or fission-fusion social dynamics, which are prominent aspects of social organization in many primate species. Lastly, the measures of network characteristics and parasitism came from different social groups, raising the possibility that intraspecific variation in these characteristics may reduce the linkage among them in a broad comparative test. The extent of intraspecific variation in social network structure is difficult to assess given the scarcity of data, and is an area in need of further research. Future studies could also investigate the relationship between parasite risk and social network connectivity within species to determine whether effects similar to those presented in this study also exist intraspecifically.
We could discern phylogenetic signal in our models, yet the signal was weak (mean k ranged from 0.24 to 0.37, compared to an expected value of k = 1 under Brownian motion evolution). Previously, parasite diversity in primates has been linked to primate phylogeny , and phylogeny has been associated with qualitative aspects of primate social organization including group size and community substructure (Di Fiore and Rendall 1994) . If we assume that the host traits investigated in this study (i.e., parasite diversity and social network structure) are actually related to primate phylogeny, the low levels of phylogenetic signal can be explained by two factors. First, the sample size in the present study was relatively small, including only 19 species, while Nunn et al. (2003) included 101 species and Di Fiore and Rendall (1994) included 37. Perhaps phylogenetic signal would become more detectable with a larger sample size (see Freckleton et al. 2002) . Second, error in estimating parasite richness and network connectivity may have weakened the association between these host traits and primate phylogeny (Ives et al. 2007 ).
In summary, improved knowledge of the distribution of primate parasites in relation to social networks should assist ecologists and evolutionary biologists in developing more comprehensive models of socioecology and evolution, and also informs conservation biology. In this study, we combined empirical and theoretical approaches to study the relationships among social network modularity, group size and parasitic pressure on primate hosts. We found that social network modularity increases with group size in primates, and has a negative impact on parasite risk. Our results suggest that future work on the links between primate sociality and disease ecology would benefit from incorporating data on social networks. Conversely, the transmission mode of parasites is expected to determine whether group size or social network structure plays a greater role in mediating parasitic pressure, and ''total parasite richness'' may therefore be of limited value to studies of host sociality and parasitism.
