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Abstract 
This study reports the development of a Gaussian Process (GP) model based on BEMS data. The GP model is a data 
driven model and requires a few dominant inputs. It provides a quick prediction with a far less computation than the 
whole building simulation tools (e.g. EnergyPlus). The GP model developed in this study is capable of predicting the 
behavior of a building system (fan energy consumption). This paper reports how the authors developed the GP model. 
In particular, this paper addresses how to deal with outliers existing in BEMS data set. In this study, RANdom Sample 
Consensus (RANSAC) was selected for detecting the outliers from the data set. The RANSAC method can be 
beneficially applied to improve the accuracy of the GP model. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the CENTRO CONGRESSI INTERNAZIONALE SRL. 
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1. Introduction
Building Energy Performance Simulation (BEPS) tools are based on the first-principle approach to describe the
heat and mass transport in buildings. The dynamic building model can be used for the Model Predictive Control (MPC) 
for existing buildings. However, the BEPS models are dependent on subjective assumptions, simplification of the 
reality, and simulation skills of users. In addition, the BEPS models generally contain simulation inputs that cannot be 
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measured directly. Such inputs are estimated by system identification techniques based on the observed data [1]. 
Demanding computation time and modeling effort, and uncertainty of the BEPS model are barriers to realize the MPC. 
There are other issues which remain unsolved with regard to the use of the BEPS models in terms of transparency, 
reproducibility, and objectivity [2]. 
Therefore, an alternative to overcome the aforementioned issues is to use a surrogate model which can mimic the 
behavior of the reality or the BEPS model. The surrogate model can be understood as a “model of model” [3]. It is a 
statistical model describing the relationship between input and output. The surrogate model, which is widely used in 
hydrology, aeronautics, mechanical engineering, and etc., is also referred as a function approximation, meta-model, 
response surface method, or model emulation [3, 4]. The surrogate model can be categorized into three different 
classes: data-driven models, reduced-order models, and hierarchical models [5]. When it is difficult to mathematically 
formulate dynamic relation between inputs and outputs, a data-driven model can be beneficially used [5, 6]. In 
particular, the Gaussian Process (GP) model, one of the data-driven models, is commonly used for nonlinear dynamic 
systems [7]. The GP model is a probabilistic and non-parametric model and is based on the principle of Bayesian 
probability. It differs from other black-box approaches in that it does not try to approximate the modelled system by 
fitting model parameters of selected basis functions, but rather by searching for relationships among the measured data 
[7, 8]. 
Building Energy Management System (BEMS) stores building operation data gathered from sensors and measuring 
devices. However, such data are not ideal. In other words, they contain noises and disturbances, which may influence 
the accuracy of the data-driven model and decision making based on the model [9]. In other words, when the outliers 
exist in the BEMS data, they degrade the accuracy and reliability of the GP model. Therefore, it is important to 
automatically tell the outliers from the inliers in the process of developing a data-driven model.  
This paper reports the development of a GP model for a real high-rise office building. In this study, a data filtering 
method, RANdom Sample Consensus (RANSAC) was used. In this paper, it is shown how the GP model can be 
applied to real-time building energy management. ٻ
2. Gaussian Process model
2.1. Introduction of Gaussian Process 
As mentioned above, the GP model is a probabilistic and non–parametric black-box model. A GP is a collection of 
random variables which have a joint multivariate Gaussian distribution. For the GP, it is the argument x  of the 
random function ( )f x  (Eq. (1)) which plays the role of index set: for every input x  there is an associated random 
variable ( )f x , which is the value of the stochastic function f  at that location. A GP can be fully specified by its 
mean function (Eq. (2)) and covariance function (Eq. (3)) as follows [10]: 
( ) ~ ( ( ), ( , '))f x GP m x k x x  (1)
( ) [ ( )]m x E f x=  (2)
( , ') [( ( ) ( ))( ( ') ( ')) ]Tk x x E f x m x f x m x= − −  (3) 
The mean function ( )m x in Eq. (2) defines the average value of ( )f x . The covariance function ( , )i jk x x in Eq. 
(3) defines the correlation between the individual outputs ( )if x and ( )jf x with respect to inputs ix  and jx . In 
particular, the covariance function provides the covariance element between any two sample locations, ix  and jx . If 
there is a set of inputs x = 1 2{ , , ... }nx x x , the covariance matrix ( , )K x x  is expressed as shown in Eq. (4). There are 
several types of kernels for the covariance functions such as Squared Exponential (SE), Rational Quadratic (RQ) and 
Matérn. The SE kernel is widely used to model the time-series data as shown in Eq. (5). h  and λ  in Eq. (5) are the 
hyperparameters which determine the form of the GP model. The type and number of hyperparamters are dependent 
on the covariance function. The hyperparamter estimation will be discussed in Section 2.3. 
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2.2. Posterior distribution of Gaussian Process 
If the training dataset (Eq. (6)) is given, the posterior distribution of the GP model can be obtained. The posterior 
distribution of the GP is the regression model out of the training data. If  *f  is the regression model based on training 
data x*, the expression of GP posterior is available from the set of Gaussian distribution (Ep. (7)) of which the mean 
function is Eq. (8) and the covariance function is Eq. (9).  
{( , ), 1: }i iD x f i N= = , where ( )i if f x= (6) 
* * * * *( | x , ) ( | , )p f D N f μ= ¦  (7) 
1
* * *(x ) ( (x))
TK K fμ μ μ−= + − (8) 
1
* * * **
TK K K K−¦ = − , where ( , )K k x x= , * *( , )K k x x= , * * * *( , )K k x x=  (9) 
2.3. Training of Gaussian Process 
As mentioned in Section 2.1, the covariance kernel function is composed of hyperparameters which determine the 
form of GP model. In SE, h  determines the signal variance of the GP model, and λ  sets the length scale of the GP 
model. It is important to determine the values of hyperparameters since they have a decisive effect on the accuracy of 
the GP model.  
There are several methods to estimate hyperparameters such as Maximum Likelihood Estimation (MLE), 
Maximum a Posteriori (MAP), and Markov Chain Monte Carlo (MCMC). MLE and MAP are the point estimation, 
and MCMC is a probability estimation. MAP (Eq. (11) includes a probability distribution of hyperparameter  θ  while 
MLE (Eq. (10)) does not. In general, since ( )p θ  is hard to estimate in advance, ( )p θ  is commonly assumed to follow 
a uniform distribution. In that case, Eq. (10) and Eq. (11) become equal.  
The point estimation such as MLE and MAP does not consider the probability distribution and thus is susceptible 
to be trapped in local minima [11]. It is advantageous to use MCMC since it estimates ( )p θ . However, demanding 
computational time is required to achieve an accurate estimation of ( )p θ by MCMC. Therefore, the MLE is used in 
general for hyperparameter estimation. 
arg max ( | )p D θ (10) 
( | ) ( )
arg max ( | ) argmax
( )
p D pp D
p D
θ θθ = (11) 
In the MLE, the hyperparameter is estimated so as to maximize the log likelihood of the hyperparameter (Eq. (12)). 
The three terms of the Eq. (12) have the roles: the first term is the data-fit, the second term is the complexity penalty 
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depending only on the covariance function, and the third term is a normalization constant [10]. The complementary 
three terms help to estimate the optimal value of hyperparameters.  
11 1log ( | x, ) log | | log 2
2 2 2
T
y y
np y y K y Kθ π−= − − −  (12)
The abovementioned GP model is a noise free model. With regard to the noise of the model, the noise term, which 
is a Gaussian distribution of zero mean and variance 2yσ , could be added in Eq. (1) and Eq. (4). In that case, 
2
yσ  of
the noise term can be estimated with the hyperparameter.  
2.4. Development of Gaussian Process model 
The GP model was trained using the real BEMS data of a fan in the air handling unit. The data measured in 2 
January were used as training data. The input and output for the GP model are the fan air flow rate of an air handling 
unit and the fan electricity consumption (Fig. 1(a)) respectively. The data of the fan air flow rate in 3 January was 
used as test data of the GP model (Fig. 1(b)). In this study, the SE kernel was selected, and the hyperparameter was 
estimated by MLE. The mathematical formulation of the GP model was performed in the MATLAB platform. 
Fig. 1(a) is the GP model on 2 January. The MBE and CVRMSE are 1.17% and 12.45% respectively based on the 
mean function of the GP model. However, a sensor error occurred from 15:00 to 24:00 on 3 Jan (Fig. 1(b)). As 
mentioned in section 2.1, the GP model consists of the covariance function, which defines the correlation of the 
training data. In other words, the GP model is good agreement with BEMS data in terms of MBE and CVRMSE on 2 
Jan (Fig. 1(a)). When sensor errors or disturbances exist, the GP model fails to predict the system behavior. The 
following section 3 will describe a data filtering method. The outlier detection has been used to detect and remove 
observed anomalous data due to instrument errors, mechanical faults or changes in system behavior [12].  
Fig. 1. (a) GP model [training] (left); (b) GP model [testing] (right) 
3. Application of data filtering method (RANSAC)
The real BEMS data are never perfect and it can impact interpretations of the data, models created from the data
and decisions made based on the data [9]. For the data filtering, the RANSAC algorithm [13] was used in this study. 
The following two iterative steps are repeated until satisfying the condition [14]: 
• Hypothesize: First, minimal data points are randomly selected from the entire dataset and the parameters of the
model are estimated. The number of selected data points is the minimum to determine the parameters.
• Test: In the second step, the model is checked which elements of the entire dataset are consistent with the estimated
model in the first step. The set of such elements is called consensus set (CS).
• Condition: The RANSAC algorithm terminates when the probability of finding a better ranked CS drops below a
certain threshold.
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4. Gaussian Process model with RANSAC
The authors used the RANSAC MATLAB toolbox to filter out outliers from the training data [14]. To preserve
inliers as much as possible, the outliers were determined based on Confidence Interval (CI) of 99%. On 2 January, 
eleven outliers were detected among the training data out of a total of 96 points (a sampling time of 15 minutes for 24 
hours makes 96 points, 4*24=96) (Fig. 2). As a result, the interpolated values were used instead of eleven outliers. 
Finally, the revised training data was used for revision of the GP model. 
Fig. 3 (a) is the revised GP model based on the filtered training data. The MBE and CVRMSE are 0.15% and 6.99% 
respectively based on the mean function of the GP model. The results show that the accuracy of the GP model is 
improved after excluding the outliers. However, as the outliers were replaced with the interpolated values, the 
uncertainty of the model around 3:00 A.M. and 5:00 P.M. becomes high. In other words, it can be inferred that the 
data which have a linearity due to the linear interpolation may not be sufficient enough to describe the nonlinear 
pattern of the system. This has not been investigated thoroughly in this study, but will be explored in future.  
Fig. 3 (b) is the result of the GP model when the test data (3 January) were applied to the revised GP model. It is 
noteworthy that computation time of the GP model is short. In this study, it takes about 2 seconds for the GP prediction. 
Due to fast computation, it can be used for real time MPC. In addition, it can be inferred that the sensor error occurred 
after 12:30 in 3 Jan as shown in Fig. 3(b). The GP model can be effectively utilized for fault detection of sensors or 
diagnosis of systems. 
Fig. 2. Result of RANSAC 
Fig. 3. (a) Revised GP model [training] (left); (b) Revised GP model [testing] (right) 
5. Conclusion
The GP model has been highlighted recently as a surrogate model for the BEPS model. In this study, the GP model
was developed based on the real BEMS data, and the RANSAC was used for detecting the outliers in the training data 
of the GP model. It was found that the GP model can predict the fans’ energy consumption accurately and requires 
significantly less computation time and modeling effort. Also, it was shown that the RANSAC was able to remove 
the outliers.  
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One of the interesting features in the GP model is its ability to act as a virtual fault detector. As illustrated in this 
study, it can be used for fault detection and system diagnosis when sensor data exist outside of a confidence range. 
Although the application of the GP model in this study is quite limited to a fan, this study suggests a way that the 
model predictive control could be easily implemented if the gathered data through the BEMS is automatically 
translated into the dynamic models of building systems. 
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