In this paper, we establish a spatial central limit theorem for a large class of supercritical branching, not necessarily symmetric, Markov processes with spatially dependent branching mechanisms satisfying a second moment condition. This central limit theorem generalizes and unifies all the central limit theorems obtained recently in
Introduction
Central limit theorems for supercritical branching processes were initiated by Kesten and Stigum in KS, KS66 [11, 12] . In these two papers, they established central limit theorems for supercritical multitype Galton-Watson processes by using the Jordan canonical form of the expectation matrix M .
Then in
Ath69a, Ath69, Ath71 [4, 5, 6] , Athreya proved central limit theorems for supercritical multi-type continuous time branching processes, using the Jordan canonical form and the eigenvectors of the matrix M t , the mean matrix at time t. Asmussen and Keiding AK [3] used martingale central limit theorems to prove central limit theorems for supercritical multi-type branching processes. In
AH83
[2], Asmussen and Hering established spatial central limit theorems for general supercritical branching Markov processes under a certain condition. However, the condition in AH83 [2] is not easy to check and essentially the only examples given in AH83 [2] of branching Markov processes satisfying this condition are branching diffusions in bounded smooth domains. We note that the limit normal random variables in
[2] may be degenerate.
The recent study of spatial central limit theorem for branching Markov processes started with RP [1] .
In this paper, Adamczak and Mi loś proved some central limit theorems for supercritical branching Ornstein-Uhlenbeck processes with binary branching mechanism. We note that branching OrnsteinUhlenbeck processes do not satisfy the condition in AH83 [2] . In
Mi
[20], Mi loś proved some central limit theorems for supercritical super Ornstein-Uhlenbeck processes with branching mechanisms satisfying a fourth moment condition. Similar to the case of AH83 [2] , the limit normal random variables in RP, Mi [1, 20] may be degenerate. In
RSZ
[22], we established central limit theorems for supercritical super Ornstein-Uhlenbeck processes with branching mechanisms satisfying only a second moment condition. More importantly, the central limit theorems in
[22] are more satisfactory since our limit normal random variables are non-degenerate. In
RSZ2
[23], we obtained central limit theorems for a large class of general supercritical branching symmetric Markov processes with spatially dependent branching mechanisms satisfying only a second moment condition. In
RSZ3
[24], we obtained central limit theorems for a large class of general supercritical superprocesses with symmetric spatial motions and with spatially dependent branching mechanisms satisfying only a second moment condition.
Furthermore, we also obtained the covariance structure of the limit Gaussian field in
[24].
Compared with
Ath69a, Ath69, Ath71, KS, KS66 [4, 5, 6, 11, 12] , the spatial processes in RP, Mi, RSZ, RSZ2, RSZ3 [1, 20, 22, 23, 24] are assumed to be symmetric. The reason for this assumption is that one of the main tools in RP, Mi, RSZ, RSZ2, RSZ3 [1, 20, 22, 23, 24] is the well-developed spectral theory of self-adjoint operators.
The main purpose of this paper is to establish central limit theorems for general supercritical branching, not necessarily symmetric, Markov processes with spatially dependent branching mechanisms satisfying only a second moment condition. To accomplish this, we need to carefully develop the spectral theory of not necessarily symmetric strongly continuous semigroups. We believe these spectral results are of independent interest and should be very useful in studying non-symmetric Markov processes.
In this paper, R and C stand for the sets of real and complex numbers respectively, all vectors in R n or C n will be understood as column vectors. For any z ∈ C, we use ℜ(z) and ℑ(z) to denote real and imaginary parts of z respectively. For a matrix A, we use A and A T to denote the conjugate and transpose of A respectively.
Spatial process subs:sp
In this subsection, we spell out our assumptions on the spatial Markov process. Throughout this paper, E stands for a locally compact separable metric space, m is a σ-finite Borel measure on E with full support and ∂ is a separate point not contained in E. ∂ will be interpreted as the cemetery point. We will use E ∂ to denote E ∪ {∂}. Every function f on E is automatically extended to E ∂ by setting f (∂) = 0. We will assume that ξ = {ξ t , Π x } is a Hunt process on E and ζ := inf{t > 0 : ξ t = ∂} is the lifetime of ξ. We will use {P t : t ≥ 0} to denote the semigroup of ξ.
Our standing assumption on ξ is that there exists a family of continuous strictly positive functions {p(t, x, y) : t > 0} on E × E such that, for any t > 0 and nonnegative function f on E, P t f (x) = E p(t, x, y)f (y)m(dy).
For p ≥ 1, we define L p (E, m; C) := {f : E → C : E |f (x)| p m(dx) < ∞} and L p (E, m) := {f ∈ L p (E, m; C) : f is real} . We also define a t (x) := E p(t, x, y) 2 m(dy), a t (x) := E p(t, y, x) 2 m(dy).
In this paper, we assume that Assumption 1 (a) For all t > 0 and x ∈ E, E p(t, y, x) m(dy) ≤ 1.
(b) For any t > 0, a t and a t are continuous functions in E and they belong to L 1 (E, m).
examp0 Example 1.1 Suppose that E consists of finitely many points. If X = {X t : t ≥ 0} is an irreducible conservative Markov process in E, then X satisfies Assumption 1 for some finite measure m on E with full support.
examp1 Example 1.2 Suppose that α ∈ (0, 2) and that Y = {Y t : t ≥ 0} is a strictly α-stable process in examp4 Example 1.5 Suppose α ∈ (0, 2), Z = {Z t : t ≥ 0} is a truncated strictly α-stable process in R d satisfying the assumptions in Example examp2 examp2
1.3 and that B is an independent Brownian motion in R d .
Let V be the process defined by V t = Z t + B t . Suppose that D is a connected open set in R d of finite Lebesgue measure. Let X be the process in D obtained by killing V upon exiting D. Then X satisfies Assumption 1 with E = D and m being the Lebesgue measure. For details, see
KiSo09
[17, Example 4.7 and Lemma 4.8] .
examp5 Example 1.6 Suppose d ≥ 3 and that µ = (µ 1 , · · · , µ d ), where each µ j is a signed measure on R d such that
Let Y = {Y t : t ≥ 0} be a Brownian motion with drift µ in R d , see examp6 Example 1.7 Suppose d ≥ 2, α ∈ (1, 2), and that µ = (µ 1 , · · · , µ d ), where each µ j is a signed measure on R d such that
Let Y = {Y t : t ≥ 0} be an α-stable process with drift µ in R d , see 
Branching Markov Processes
The branching Markov process {X t : t ≥ 0} on E we are going to work with is determined by three parameters: a spatial motion ξ = {ξ t , Π x } on E satisfying the assumptions at the beginning of the previous subsection, a branching rate function β(x) on E which is a non-negative bounded measurable function and an offspring distribution {p n (x) : n = 0, 1, , 2, . . . } satisfying the assumption
We denote the generating function of the offspring distribution by
Consider a branching system on E characterized by the following properties: (i) each individual has a random birth and death time; (ii) given that an individual is born at x ∈ E, the conditional distribution of its path is determined by Π x ; (iii) given the path ξ of an individual up to time t and given that the particle is alive at time t , its probability of dying in the interval [t, t + dt) is β(ξ t )dt + o(dt); (iv) when an individual dies at x ∈ E, it splits into n individuals all positioned at x, with probability p n (x); (v) when an individual reaches ∂, it disappears from the system; (vi) all the individuals, once born, evolve independently.
Let M a (E) be the space of finite integer-valued atomic measures on E, and let B b (E) be the set of bounded real-valued Borel measurable functions on E. Let X t (B) be the number of particles alive at time t located in B ∈ B(E). Then X = {X t , t ≥ 0} is an M a (E)-valued Markov process. For any ν ∈ M a (E), we denote the law of X with initial configuration ν by P ν . As usual,
then ω(t, x) is the unique positive solution to the equation 1] . By the branching property, we have
By (
1.16 1.16
For any f ∈ B b (E) and (t, x) ∈ (0, ∞) × E, define
(1.10) 1.26 It is well known that T t f (x) = P δx f, X t for every x ∈ E.
It is elementary to show that, see
RSZ4
[25, Lemma 2.1] , that there exists a function q(t, x, y) on (0, ∞) × E × E which is continuous in (x, y) for each t > 0 such that
and that for any bounded Borel function f on E and (t, x) ∈ (0, ∞) × E,
The functions x → b t (x) and x → b t (x) are continuous. In fact, by (
(1.12) 1.4 Since q(t, ·, y) and a t/2 are continuous, by the dominated convergence theorem, we get b t is continuous. Similarly, b t is also continuous. Thus, it follows from ( 1.4 1.4
1.12) and the assumptions (b) and (c ′ )
in the previous subsection that b t and b t enjoy the following properties.
(i) For any t > 0, we have b t ∈ L 1 (E, m). Moreover, b t (x) and b t (x) are continuous in x ∈ E;
(ii) There exists t 0 > 0 such that for all t ≥ t 0 , b t , b t ∈ L 2 (E, m).
Preliminaries
For p ≥ 1, {T t : t ≥ 0} is a strongly continuous semigroup on L p (E, m; C). In fact, by ( comp comp
1.11), we
(1.14) adjiont Thus,
It is well known, see for instance
Pa [21, Corollary 1.10.6, Lemma 1.10.1] , that { T t : t ≥ 0} is a strongly continuous semigroup on L 2 (E, m; C) and that
(1.15) 1.66 For all t > 0 and f ∈ L 2 (E, m; C), T t f and T t f are continuous. In fact, since q(t, x, y) is continuous, by (
1.12) and Assumption 1(b), using the dominated convergence theorem, we get T t f and T t f are continuous.
It follows from (i) above that, for any t > 0, T t and T t are compact operators on L 2 (E, m; C).
Let A and A be the infinitesimal generators of {T t : t ≥ 0} and
respectively. Let σ(A) and σ( A) be the spectra of A and A respectively. It follows from 
is an eigenvalue of multiplicity one for both A and A,
and that an eigenfunction φ 1 of A associated with λ 1 can be chosen to be strictly positive almost everywhere with φ 1 2 = 1 and an eigenfunction ψ 1 of A associated with λ 1 can be chosen to be strictly positive almost everywhere with φ 1 , ψ 1 m = 1. We list the eigenvalues {−λ k , k ∈ I} of A in an order so λ 1 < ℜ(λ 2 ) ≤ ℜ(λ 3 ) ≤ · · · . Then {−λ k , k ∈ I} are the eigenvalues of A. For convenience, we define, for any positive integer k not belong to I, λ k = λ k = ∞. For k ∈ I, we write ℜ k := ℜ(λ k ) and ℑ k := ℑ(λ k ). We use the convention ℜ ∞ = ∞.
Let σ(T t ) be the spectrum of T t in L 2 (E, m; C). It follows from
rek4 Remark 1.8 It is easy to see that, there exists t * such that, for any k = j, e −λ k t * = e −λ j t * . So without lose of generality, we assume that, for k = j, e −λ k = e −λ j . Otherwise, we can consider T t * instead of T 1 in the following arguments.
Now we recall some basic facts about spectral theory, for more details, see BP [7, Chapter 6] . For any k ∈ I, we define N k,0 := {0} and for n ≥ 1,
For each k ∈ I, there exists an integer ν k ≥ 1 such that
For all k ∈ I and n ≥ 0, N k,n is a finite dimensional linear subspace of L 2 (E, m; C). N k,n and R k,n are invariant subspaces of T t . In fact, for any f ∈ N k,n ,
We denote the corresponding infinitesimal generator as A k . By BP [7, Theorem 6.7.4] 
. Then from linear algebra we know that there exists a basis {φ
. . . 19, Section 7.8] for more details). Here and in the remainder of this paper we use the convention that when an operator, like A or A k or T t , acts on a vector-valued function, it acts componentwise.
For convenience, we define the following C n k -valued functions:
Thus, we have, for a.e. x ∈ E, 
Thus,
where c(t, k) does not depend on x. When we choose t = t 0 , we get that φ
Now we consider the corresponding formula for T t . We know that σ(
We have
Since n j=1 e −(n−j)λ k T j 1 is also a compact operator, by BP [7, Theorem 6.6.13] , N k,n is of the same
Similarly, we can get, for all k ∈ I and n ≥ 0, N k,n is an invariant subspace of T t . Hence,
(1.24) 1.15 Morover, the matrix A k defined in ( A_k A_k
1.23) is invertible.
Proof: By BP [7, Theorem 6.6.7] , we have
For any vector a = (a 1 , · · · , a n k ) T ∈ C n k , we have
, we have h = 0, which implies a = 0. Therefore, A k is invertible. ✷ lemma T* Lemma 1.10 For any k ∈ I, define
and for any x ∈ E,
1.18) and ( 1.14 1.14 1.22), we get
Since D k (t) is a real matrix, we have
By ( 1.14 1.14 1.22) and ( 1.27), we have
Assume that there exists another basis Ψ k (x) of N k,ν k satisfying ( A A
1.25). Then there exists matrix
which implies B = I. Thus, we get Ψ k (x) = Ψ k (x). The proof is now complete. ✷ rek5 Remark 1.11 We know that
. Thus e −λ k t is also a eigenvalue of T t . Hence there exists a unique k ′ such that
lemma1.2 Lemma 1.12 For j, k ∈ I and j = k , we have
(1.28) 1.18 In particular,
1.12, for k ∈ I, we can define
Proof: By ( 
For any f ∈ ( M k−1 ) ⊥ , by (
1.15 1.15
Therefore, by induction, the first part of (
The proof of
for every x, φ 1 and ψ 1 are continuous and strictly positive. It is easy to see that D 1 (t) ≡ 1.
By Lemma
In this paper, we always assume that the branching Markov process X is supercritical, that is,
We will use {F t : t ≥ 0} to denote the filtration of X, that is F t = σ(X s : s ∈ [0, t]). Using the expectation formula of φ 1 , X t and the Markov property of X, it is easy to show that (see Lemma thrm1 thrm1 3.1), for any nonzero ν ∈ M a (E), under P ν , the process W t := e λ 1 t φ 1 , X t is a positive martingale.
Therefore it converges:
Using the assumption ( 1.16 1.16
1.5) we can show that, as t → ∞, W t also converges in L 2 (P ν ), so W ∞ is non-degenerate and the second moment is finite. Moreover, we have P ν (W ∞ ) = φ 1 , ν . Put
Main results
For any k ∈ I, every function f ∈ L 2 (E, m; C) can be written uniquely as the sum of a function
For any f ∈ L 2 (E, m; C), we define
where we use the usual convention that inf
For each j ∈ I, every component of the function t :
Then for any j with
exists and there exists a j such that
where j ′ is defined in Remark rek5 rek5
The following three subsets of L 2 (E, m) will be needed in the statement of our main result:
and
Some basic law of large numbers
For any k ∈ I, we define an
as follows:
One can show (see Lemma thrm1 thrm1
t b is a martingale under P ν and bounded in L 2 (P ν ). Thus the limit H (k) 1.15 and the fact that F f,1 = f, ψ 1 m , we get that for any nonzero ν ∈ M a (E),
as t → ∞. It is obvious that the convergence also holds in P ν -probability.
In particular, if f is non-zero and non-negative, then f, ψ 1 m = 0 which implies γ(f ) = 1. ✷
Main result
For f ∈ C s , define
where
where W * has the same distribution as
Whenever f ∈ C s , we will use
) is a bivariate normal random variable with covariance
Proof: Using the convergence of the fourth component in Theorem
The:1.3 The:1.3
1.17, we get
Whenever g ∈ C l , we will use G 3 (g) to denote a normal random variable
Using the convergence of the second component in Theorem
The:1. 
,
is a bivariate normal random variable with covariance
. Using the convergence of the fourth component in Theorem
Thus using the convergence of the first and third components in Theorem
1.17, we get, under
where W * has the same distribution as W ∞ conditioned on E c and
). Moreover,
. Using the convergence of the first, second and fourth components in Theorem
1.17, we get for any nonzero ν ∈ M a (E), it holds under
where W * , G 3 (f (s) ) and G 1 (f (l) ) are the same as those in Theorem
Then using the convergence of the first and third components in Theorem
1.17, we get
where W * and G 2 (f (c) ) are the same as those in Remark 
Estimates on the moments of X
In the remainder of this paper we will use the following notation: for two positive functions f (t, x) and g(t, x), f (t, x) g(t, x) means that there exists a constant c > 0 such that f (t, x) ≤ cg(t, x) for all t, x.
2.1 Estimates on the first moment of X lemma2.1 Lemma 2.1 For each k ∈ I, if a < ℜ k+1 , there exists a constant c(k, a) > 0 such that for all t > 0,
By BP [7, Theorem 6.3 .10], r(
By ( 
For any t > 0, there exist l ∈ N and r ∈ [0, n 1 ) such that t = n 1 l + r. By ( 
Thus we can find c(k, a) > 1 such that
Similarly, we can show that
Proof: Recall that for any f ∈ L 2 (E, m; C) and k ∈ I, f k is defined in the paragraph containing
2.1, for any a < ℜ k+1 , there exists a constant c 2 = c 2 (k, a) > 0 such that for all t > 0,
where c 3 = c 2 (1 + c 1 (k)). For t > t 1 , we have
It is easy to see that
By (
T-Jordan T-Jordan
1.18) and (
T^* T^*
1.26), we have
Thus, by ( 2.7 2.7
2.5), we have
where c 4 = c 4 (k, a, t 1 ) = c 2 3 e −2at 1 . Since q(t, x, y) is a real-valued function, we have, for t > t 1 ,
Repeating the above argument with T t , we get that there exists c 5 = c 5 (k, a, t 1 ) > 0 such that 
Thus, by the semigroup property of T t and ( 2.12 2.12
2.8)-(
2.14 2.14 2.10), we obtain
Therefore, by Hölder's inequality, ( 2.7), we get, for t > 2t 1 ,
Moreover, we have, for (t, x) ∈ (2t 1 , ∞) × E,
(2.12) 1.23 If γ(f ) = ∞, for any t 1 > 0, we have, for (t, x) ∈ (2t 1 , ∞) × E,
Proof: First, we consider the case γ(f ) < ∞, which implies γ(f ) ∈ I. By the definition of ζ(f ),
and a fixed a with ℜ γ(f ) < a < ℜ ζ(f )+1 , we get that there exists c 1 = c 1 (f, t 1 ) > 0 such that for
(2.14) 1.21 If τ (f ) ≥ 1, the degree of each component of
Thus, for t > 2t 1 , 2.12) immediately.
Now, we deal with the case γ(f ) = ∞. Let k 0 := sup{j : ℜ j ≤ 0}. Thus, we have k 0 ∈ I and
with k = k 0 and a = 0, we get (
2.4) with k = 1 and λ 1 < a < ℜ 2 , we get that, for any and hence there exists c 2 (t 1 , a) > 0 such that
Estimates on the second moment of X
We first recall the formula for the second moment of the branching Markov process {X t : t ≥ 0} (see, for example,
Sh
[27, Lemma 3.3] ): for f ∈ B b (E), we have for any (t, x) ∈ (0, ∞) × E,
Thus, using a routine limit argument, one can easily check that ( 2.18), we get, for t > 2t 0 ,
Recall that t 0 is the constant in Assumption 1(c).
Proof: In this proof, we always assume t > 10t 0 . For s ≤ 2t 0 , we have
. Thus, by ( 2.12), we have for t > 10t 0 ,
It follows from ( 2.12) again that, for (s,
We now show that for any x ∈ E, 8.9 8.9 1.3), we get
Thus, by ( 2.8 2.8
2.18), we have 
For s ∈ [2t 0 , t − 2t 0 ], by ( 
2.18), we have, for (t, x) ∈ (10t 0 , ∞) × E, 
Now (
where c t is independent of x with lim t→∞ c t = 0 and σ 2 f is defined in ( e:sigma e:sigma
1.33).
Proof: First, we consider the case γ(f ) < ∞. In this proof, we always assume t > 10t 0 and
2.12), we have
(2.31) 1.6 We first show that σ 2 f < ∞. For s ≤ 2t 0 , by ( Lp Lp
1.13), we have
(2.32) 1.32 For s > 2t 0 , by (
from which we easily see that σ 2 f < ∞. By ( 2.21), we have
First, we consider V 1 (t, x). By ( 2.6 2.6 2.17), for t − s > 2t 0 , there exists a ∈ (λ 1 , ℜ 2 ) such that
Therefore, by ( 2.32), we have
Now we deal with V 2 (t, x). By (
2.27), we have
For V 3 (t, x), by ( 2.33), we get
1.20), we have
Finally, we consider V 4 (t, x). By ( 2.6 2.6
2.17), we have
Thus, by ( V1 V1
2.35)-(

V4 V4
2.37), we have, for (t, x) ∈ (10t 0 , ∞) × E, 
2.38).
Now, we consider the case γ(f ) = ∞. The proof is similar to that of the case γ(f ) < ∞, the only difference being that we now use ( 
39) 7.49 where Cov δx is the covariance under P δx and ρ(f, h) is defined by ( rho2 rho2
1.37) with f and h in place of h 1 and h 2 respectively. In particular, we have, for (t, x) ∈ (10t 0 , ∞) × E, 
Proof: In this proof we always assume t > 10t 0 and f, h ∈ L 2 (E, m) ∩ L 4 (E, m). By ( 
where F f,h is defined in ( e:Ffg e:Ffg 1.38) with f and h in place of h 1 and h 2 respectively. It is easy to see from the definition of ρ(f, h) that
Thus we have 
By (
Lp Lp
1.13), it is easy to see that
For s > t − 2t 0 , using arguments similar to those leading to ( 
By ( phi phi 1.20) , it is easy to see that
Next we consider |V 5 (t, x) − V 6 (t, x)|. By ( 2.11), we have, for (s, x) ∈ (2t 0 , ∞) × E,
The same is also true for h. Thus by ( 2.18), we have, for (t, x) ∈ (10t 0 , ∞) × E,
2.17), there exists λ 1 < a < ℜ 2 , such that, for t − s > 2t 0 ,
. Thus, we get
Now we deal with |V 7 (t, x) − V 8 (t, x)|. We can check that C h (s, x) is real. In fact, for each j with λ 1 = 2ℜ j , we also have
When j = l, since λ j = λ l and ℜ j = ℜ l , we have ℑ j = ℑ l .
We claim that for any non-zero θ ∈ R and n ≥ 0, we have for t > 2t 0 , 2.52), we get (t, x) ∈ (10t 0 , ∞) × E, 
And by ( 2.6 2.6
2.17) and 7.49 7.49 2.39) follows immediately. 
Now (
✷ nd critical Lemma 2.8 Assume that f ∈ L 2 (E, m) ∩ L 4 (E, m) with λ 1 < 2ℜ γ(f ) and h ∈ L 2 (E, m) ∩ L 4 (E, m) with λ 1 = 2ℜ γ(h) . Then, for any (t, x) ∈ (10t 0 , ∞) × E, e λ 1 t Cov δx ( f, X t , h, X t ) ((b t 0 (x)) 1/2 + b t 0 (x)> 10t 0 , f ∈ L 2 (E, m) ∩ L 4 (E, m) with λ 1 < 2ℜ γ(f ) and h ∈ L 2 (E, m) ∩ L 4 (E, m) with λ 1 = 2ℜ γ(h) . First, we assume γ(f ) < ∞. By ( 7.1 7.1
2.42), we have
By ( 7.3 7.3 2.44) and ( 7.5 7.5
2.45), we have, for (t, x) ∈ (10t 0 , ∞) × E,
Thus, we have
By ( 2.8 2.8
2.18), we get
By (
2.12), for (t, x) ∈ (10t 0 , ∞) × E, we have
Now (
cov:sc cov:sc 2.54) follows immediately.
Repeating the proof above by using ( 
Proofs of Main Results
In this section, we will prove the main results of this paper. When referring to individuals in X we will use the classical Ulam-Harris notation so that every individual in X has a unique label, see 
Thus, X s+t has the following decomposition:
where given F t , X u,t s , u ∈ L t , are independent and X u,t s has the same law as X s under P δ zu(t) .
A basic law of large numbers
Recall that
t b is a martingale under P ν . Moreover, the limit
exists P ν -a.s. and in L 2 (P ν ).
Proof: By the branching property, it suffices to prove the lemma for ν = δ x with x ∈ E. By ( T-Jordan T-Jordan 1.18), we have
Thus, by the Markov property, we get that H (k) t b is a martingale under P δx . We claim that, for (t, x) ∈ (2t 0 , ∞) × E, 
and by (
T-Jordan T-Jordan 1.18), for s < t, we have
By ( 2.21), we have
is a polynomial of s with degree no larger than ν k , we
Thus, for all s > 0, we have
2.18), we have, for (s,
By ( 7.8 7.8 3.5) and ( 2.26), we get 7 7.7 3.7) and ( 3.6), we get
from which ( 1.15: By the branching property, it suffices to prove the theorem for
By ( 2.15), we have, for (t, x) ∈ (2t 0 , ∞) × E, 3.2), we have, as t → ∞,
in L 2 (P δx ). Thus, by ( 3.11), we obtain that, as t → ∞,
Now, to complete the proof, we only need to show that, as t → ∞,
(1) If λ 1 > 2ℜ γ( f ) , then by ( 2.23), we get, for (t, x) ∈ (2t 0 , ∞) × E, as t → ∞,
(2) If λ 1 = 2ℜ γ( f ) , then by ( 2.40), we get, as t → ∞,
2.30), we get, as t → ∞,
Combining the three cases above, we get ( First, we recall a metric on the space of distributions on
For any distributions ν 1 and ν 2 on R d , define
Then β is a metric. It follows from Dudley [9, Theorem 11.3.3] that the topology generated by this metric is equivalent to the weak convergence topology. From the definition, we can easily see that, if ν 1 and ν 2 are the distributions of two R d -valued random variables X and Y respectively, then
(3.14) 5.20 lem:small Lemma 3.2 If f ∈ C s , then σ 2 f ∈ (0, ∞) and, for any nonzero ν ∈ M a (E), it holds under P ν that
Proof: The proof is similar that of
RSZ2
[23, Theorem 1.8 ] . We define an R 2 -valued random variable
To prove this lemma, it suffices to show that, for any x ∈ E, under P δx ,
where X j t is a branching Markov process starting from δ x j , j = 1, . . . , n, and X j , j = 1, · · · , n, are independent. If ( 6.5 6.5 3.16) is valid, we put W j ∞ := lim t→∞ e λ 1 t φ 1 , X j t . Then we easily get that, under
which implies that ( 6.5 6.5
3.16) is valid for P ν .
Now we show that ( 6.5 6.5
3.16) is valid. In the remainder of this proof, we assume s, t > 10t 0 and write
Recall the decomposition of X s+t in ( 3.22 3.22
3.1). Define
1 (s) has the same law as Y 1 (s) := e λ 1 s/2 f, X s under P δ zu(t) . Then we have
We first consider J 2 (s, t). By the Markov property, we have
By ( 1.13 1.13
2.21), we get
First, we consider the case γ(f ) < ∞. Since u + s ≥ s > 10t 0 , by ( 2.12), we get
Thus, for t > 10t 0 , we have
The second inequality above follows from ( 
2.12), we get that
. Thus, we have
Consequently, we have
Therefore, we have lim sup
Similarly, for the case γ(f ) = ∞, we have
Combining ( 6.7 6.7 3.24) and ( 6.7' 6.7' 3.26), we get lim sup
Next we consider J 1 (s, t). We define an R 2 -valued random variable U 2 (s, t) by
Let V s (x) := Var δx Y 1 (s). We claim that, for any x ∈ E, under P δx ,
Let t k , m k → ∞, as k → ∞, and a k,j ∈ E, j = 1, 2, · · · m k . Now we consider
where Y k,j has the same law as Y 1 (s) under P δa k,j and
are independent. Suppose the following Lindeberg conditions hold:
(ii) for any ǫ > 0,
Then using the Lindeberg-Feller theorem, we have 
(3.32) 6.18 We note that g(x, s, t) ↓ 0 as t ↑ ∞ and g(x, s, t) ≤ V s (x) for any x ∈ E. Thus by ( 2.8 2.8
2.18) we have for any x ∈ E,
which implies e λ 1 t u∈Lt g(z u (t), s, t) → 0, as t → ∞, (3.33) 6.19 in P δx -probability. Therefore, for any sequence s k → ∞, there exists a subsequence s ′ k such that, if we let
conditions hold P δx -a.s. for any x ∈ E, which implies
Consequently, we have (3.35) 6.20 Hence by the dominated convergence theorem, we get
which implies our claim ( 6.1 6.1
3.28). Thus, we easily get that, for any x ∈ E, under P δx ,
(3.37) 6.22 Let D(s + t) and D(s, t) be the distributions of U 1 (s + t) and U 3 (s, t) respectively, and let D(s)
and D be the distributions of (W ∞ , Then, using ( 5.20 5.20 3.14), we have (3.38) Using this and the definition of lim sup t→∞ , we easily get that
Letting s → ∞, we get lim sup t→∞ β(D(t), D) = 0. The proof is now complete. ✷ lem:5.5 Lemma 3.3 Assume f (x) = j:
Then for any c > 0, δ > 0 and x ∈ E, we have
Proof: In this proof, we always assume t > 10t 0 . For each j, define
Thus, S t f (x) = j:λ 1 =2ℜ j S j,t (x)b j . Using the fact that for every n ≥ 1, 3.39), it suffices to show that, as t → ∞,
Choose an integer n 0 > 2t 0 . We write t = l t n 0 + ǫ t , where l t ∈ N and 0 ≤ ǫ t < n 0 . By (
Hence, for any (t, x) ∈ (0, ∞) × E, we have
Since A 1 (t, x, b j ) ∈ F t and P δx (R j (t)|F t )=0 for any (t, x) ∈ (0, ∞) × E, we have by ( 4.8 4.8 3.41) that
Thus, for any (t, x) ∈ (0, ∞) × E, we have (3.42) where
Iterating ( 4.9 4.9 3.42), we get for t large enough,
First, we consider L 1 (t, x) . By the definition of τ (f ), we have for s > 0,
Thus, we have for 0 ≤ s ≤ t and t ≥ 2t 0 ,
It follows that for any ǫ ∈ (0, 1),
By the definition of R j (s), we have
Note that
Hence, by ( 2.8 2.8
2.18), we get, for s ≥ 5n 0 > 2t 0 ,
Therefore, we have, for (t,
We claim that, for any x ∈ E, and (3.51) 2.44 (ii)
Using these two claims we get that, as t → ∞,
Now we prove the two claims.
Using ( 3.51), we only need to show that, for k = 1, 2,
Repeating the proof of ( 6.1 6.1
3.28) with s = n 0 , we see that (
Thus, for l = 1, 2, · · · , n j , as s → ∞, 2.17), we get, as s → ∞, 3.56),
we have that for any x ∈ E, lim sup
By the monotone convergence theorem, we have that for any x ∈ E,
which says (
to-prove to-prove 3.55) holds for k = 1. Using similar arguments, we get (
to-prove to-prove 3.55) holds for k = 2.
(ii) Since τ (φ
2.41), we get for 10t 0 ≤ s, 3.44), we get, for 10t 0 ≤ s ≤ t, 3.58), we have that, for any x ∈ E, as t → ∞
It is easy to see that, under P δx , for any t > 0, 3.49), we get
Similarly, by Chebyshev's inequality, we have that, for any x ∈ E, as t → ∞,
Thus we have finished proving the two claims. Therefore, by (
L11 L11
3.50) and (
L12 L12
3.54), we get
Now we consider L 2 (t, x). By ( 4.24 4.24
3.59), we have that for any x ∈ E,
By ( 3.33 3.33 2.41) and ( phi phi
1.20), we get for s ≤ t,
Thus by ( vars vars 3.57) and ( 
Thus, we get, as t → ∞,
To finish the proof, we only need to show that for any x ∈ E, 3.57), we get that for any x ∈ E,
which implies (
L3 L3
3.62).
The proof is now complete. ✷ lem:5.6 Lemma 3.4 Assume that f ∈ C s and h ∈ C c . Define
Then for any c > 0, δ > 0 and x ∈ E, we have If γ(f ) < ∞, by ( 2.12), we get, as t → ∞,
If γ(f ) = ∞, by ( 
Thus, for any M > 0, we have
By Chebyshev's inequality, we have, as t → ∞,
Thus, we have lim sup
Letting M → ∞, by the monotone convergence theorem, we have that for any x ∈ E,
which implies ( 3.55 3.55
3.64). The proof is now complete. ✷ lem:cs Lemma 3.5 Assume that f ∈ C s and h ∈ C c . Then
Proof: In this proof, we always assume t > 10t 0 , f ∈ C s and h ∈ C c . We define an R 3 -valued random variable by
For n > 2, we define
Now we define another R 3 -valued random variable U 2 (n, t) by
We claim that
Denote the characteristic function of U 2 (n, t) under P µ by κ 2 (θ 1 , θ 2 , θ 3 , n, t). Define
We also define
3.22 3.22
3.1), we have θ 3 ) )}). Thus, we get
Let t k , m k → ∞, as k → ∞. Now we consider
where Y k,j has the same law as
. Suppose the following Lindeberg conditions hold:
(ii) for every c > 0,
h((n − 1)t k , a k,j , e λ 1 t k /2 , θ 2 , θ 3 ) → e Var δx Y 1 ((n − 1)t) +2θ 2 θ 3 ((n − 1)t) −(1+2τ (h))/2 e λ 1 (n−1)t Cov δx ( f, X (n−1)t , h, X (n−1)t ).
:= e λ 1 nt φ 1 , X nt , e λ 1 nt/2 ( h, X nt − T (n−1)t h, X t ) (nt) (1+2τ (h))/2 , e λ 1 nt/2 ( f, X nt − T (n−1)t f, X t )
Using ( 4.49 4.49 3.23) with s = (n − 1)t, we get that, if γ(f ) < ∞, P δx T (n−1)t f, X t 2 (nt) 2τ (f ) e −2ntℜ γ(f ) b t 0 (x) 1/2 + ((n − 1)t) 2τ (f ) e −λ 1 t e −2ℜ γ(f ) (n−1)t b t 0 (x) 1/2 .
If γ(f ) = ∞, using ( Let D(nt) and D n (t) be the distributions of U 1 (nt) and U 3 (n, t) respectively, and let D n and D be those of W ∞ , n−1 n
respectively. Then, using ( ≤ lim sup t→∞ (nt) −(1+2τ (h)) e λ 1 nt P µ T (n−1)t h, X t 2 + e λ 1 nt P µ T (n−1)t f, X t ≤ lim sup t→∞ (nt) −(1+2τ (h)) e ntλ 1 t P δx T (n−1)t h, X t 2 + β(D n , D).
Letting n → ∞, we get lim sup t→∞ β(D(t), D) = 0. The proof is now complete. 
We can show that I s g is real. In fact, for k with λ 1 > 2ℜ k , we have λ 1 > 2ℜ k ′ . And
which implies that I s g(x) is real. Define
By Lemma thrm1 thrm1
3.1, we have, as s → ∞ I s g, X s → H ∞ , P δx -a.s. and in L 2 (P δx ).
Since P δx I s g, X s = g(x), we get P δx (H ∞ ) = g(x). By ( 2.26), we get
Therefore, by ( 3.84), we get
Hence, we have
Proof of Theorem
The:1. Consider an R 4 -valued random variable U 4 (t) defined by:
8.5U 4 (t) := e λ 1 t φ 1 , X t , e λ 1 t/2 ( g, X t − E t (g)) , Y 2 (t), Y 1 (t) .
To get the conclusion of Theorem
1.17, it suffices to show that, under P δx , where W ∞ , G 3 (g), G 2 (h) and G 1 (f ) are independent. Denote the characteristic function of U 4 (t)
under P δx by κ 3 (θ 1 , θ 2 , θ 3 , θ 4 , t). (ii) for any ǫ > 0, as t → ∞,
= e λ 1 t k(·, t), X t → 0, in probability, (3.91) where k(x, t) := P δx (|H ∞ − g(x)| 2 , |H ∞ − g(x)| > ǫe −λ 1 t/2 ).
Then using arguments similar to those in the proof Lemma Now we prove the claims.
(i) By (
L2H L2H
3.85), we have V (x) ∈ L 2 (E, m)∩L 4 (E, m). By Remark 3.90) follows immediately.
(ii) We easily see that k(x, t) ↓ 0 as t ↑ ∞ and k(x, t) ≤ V (x) ∈ L 2 (E, m) for any x ∈ E. Thus, lim t→∞ k(·, t) 2 = 0. So, by 
