After the completion of the human and other genome projects it emerged that the number of genes in organisms as diverse as fruit flies, nematodes, and humans does not reflect our perception of their relative complexity. Here, we provide reliable evidence that the size of protein interaction networks in different organisms appears to correlate much better with their apparent biological complexity. We develop a stable and powerful, yet simple, statistical procedure to estimate the size of the whole network from subnet data. This approach is then applied to a range of eukaryotic organisms for which extensive protein interaction data have been collected and we estimate the number of interactions in humans to be Ϸ650,000. We find that the human interaction network is one order of magnitude bigger than the Drosophila melanogaster interactome and Ϸ3 times bigger than in Caenorhabditis elegans.
O
ne of the perhaps most surprising results of the genomesequencing projects was that the number of genes is much lower than had been expected and is, in fact, surprisingly similar for very different organisms (1, 2) . For example, the nematode Caenorhabditis elegans appears to have a similar number of genes as humans, whereas rice and maize appear to have even more genes than humans. It was then quickly suggested that the biological complexity of organisms is not reflected merely by the number of genes but by the number of physiologically relevant interactions (1, 3) . In addition to alternative splice variants (4), posttranslational processes (5) , and other (e.g., genetic) factors influencing gene expression (6, 7) , the structure of interactome is one of the crucial factors underlying the complexity of biological organisms. Here, we focus on the wealth of available protein interaction data and demonstrate that it is possible to arrive at a reliable statistical estimate for the size of these interaction networks. This approach is then used to assess the complexity of protein interaction networks in different organisms from present incomplete and noisy protein interaction datasets.
There are now fairly extensive protein interaction network (PIN) datasets in a number of species, including humans (8, 9) . These have been generated by a variety of experimental techniques (as well as some in silico inferences). Although these techniques and the resulting data are (i) notoriously prone to false positives and negatives (10, 11) , and (ii) result in highly idealized and averaged network structures (12) , such interaction datasets are increasingly turning into useful tools for the analysis of the functional (e.g., ref. 13 ) and evolutionary properties (14) of biological systems. In particular, in Saccharomyces cerevisiae we are beginning to have a fairly complete description of the protein interaction network that is accessible with current experimental technologies; the recent high-quality literaturecurated dataset of Reguly et al. (15) provides us with a dataset that should be almost completely free from false positives. For most other organisms, however, interaction data are still far from complete and it has recently been shown that subnetworks, in general, have qualitatively different properties from the true network (16) (17) (18) . Although the importance of network-sampling properties had only been realized relatively recently, this aspect of most systems biology data are increasingly being recognized (11, 19) as important.
There are, however, some properties of the true network that can be inferred even from subnet data, and here we show that the total network size is one property for which this is the case. Present protein-interaction datasets enable us to estimate the size of the interactomes in different species by using graph theoretical invariants. This is particularly interesting for species where more than one experimental dataset is available. Below we first describe a robust and very general estimator of network size from partial network data that overcomes this problem. We then apply it to available PIN data in a range of eukaryotic organisms. In supporting information (SI) Text we demonstrate the power of this approach by using extensive simulation studies.
Estimating Interactome Size
Here, we develop an approach for estimating the size of a network from incomplete data. We will show below (and by using extensive simulations in SI Text) that for a given species estimates from different independent datasets-generated by different methods such as yeast-two-hybrid and TAP tagging-yield estimates for the interactome size that are in excellent agreement.
We are concerned with a true network, N, which has N N nodes and M N edges. The sets of nodes and edges are given by V N and E N , respectively; these define the graph representation of the true network:
We pick a subset of nodes V S ʕ V N and study properties of the subgraph G S induced by the nodes in V S
where the set of edges observed in the S is a subset of the total set of edges, E S ʕ E N . Our aim is to predict the number of interactions in the true network G N based on the available data in the subnet, G S . We assume that the network, G N , is generated according to some (unknown) model characterized by a parameter (vector) , and subsequently the observed network, G S is sampled from it. Then
where it is assumed that the sampling is independent of the network-generating model. The parameter p refers to a general sampling process, and not only independent node sampling. Furthermore, we assume the order N N of the network is known and allow nodes to be annotated with information not related to the wiring of the network (e.g., GO terms or protein family classes). Consequently, the sum is over networks, G N , with N N (labeled) nodes only. For convenience, we take labeling information to be included in N N and N S (the order of G S ). If sampling only depends on the nodes in the network and not on their connections, then P p (G S ͉G N ) splits into a product of two terms,
where Q p (N S ) is a term denoting the probability of sampling the nodes in the observed PIN and q(G S , G N ) denotes how many ways this can be done given the (labeled) nodes in G N -by assumption, labeling of nodes is the same in all possible G N s. It follows that Q p (N N ) is sufficient for inference on p (the remaining part of the likelihood does not depend on p). In the case of independent node sampling, each node with probability p, we have
which is unbiased and consistent. From the likelihood Eq. 4 it follows that
where G* N is a specific network (to distinguish it from the sum over all networks in the denominator). Note that this conditional probability does not depend on p and that, in principle, we can only gain knowledge about the interactome if something is assumed about the network-generating model. Note also that this is a general restriction that is not related to independent node sampling alone. A reasonable estimate of the edge probability in G N is
where M S is the number of edges in the PIN. It leads to the following estimate of the interactome size:
The estimate is unbiased and consistent provided the networkgenerating mechanism ensures some form of uniformity, as is the case for random graphs (Figs. S1 and S2). For example, if G N has a star topology with one node of degree N N Ϫ 1 and the remaining of degree 1, then M S ϭ 0 with probability 1 Ϫ p and M S ϭ (N N Ϫ 1)/p with probability p; hence, M N is not consistent. We will demonstrate below that the assumption of independent sampling of nodes is not too restrictive and should apply to many, in particular, high-throughput, experimental studies. So far we have assumed that the number of ORFs, N N in an organism is known from genome surveys. Total genome size is, however, still not precisely known in most organisms. Uncertainty in the N N is, however, easily incorporated. Assume that the value N N is associated with an error or uncertainty (i.e., if the genome contains N 0 protein-coding genes of which N N are known, then ϭ (N 0 Ϫ N N )/N 0 . Then let N N :ϭ N 0 (1 Ϯ ) and for Շ 0.1 we have
Replacing p in Eq. 8 with˜p yields the error-corrected estimate for the true network size
Thus, an uncertainty of in the number of nodes in the true network results in an uncertainty of 2 for the number of edges in the true network.
To assess the variability of the estimator we can construct approximate bootstrap confidence intervals (CI) (20) . The number of edges is given by
in terms of the degree sequence. (20) may, however, depend on the degree sequence or network structure. Because there is no sufficient statistic for general networks (17) [i.e., a summary statistic that would include all information about the likelihood (21) of a network] it is also not possible to improve on these estimators by, for example., including the numbers of observed triangles or the clustering coefficient. The only limitation is the assumption of independent sampling. This is, however, also implicit in all previous attempts at estimating interactome sizes (22) (23) (24) . Below we show how nonrandom sampling schemes can be described and how falsepositive and false-negative rates of PIN data affect our estimate.
Other Node-Sampling Schemes
The above approach can be generalized for datasets that are ascertained in certain ways and can thus also deal with experimental bias. † † Eq. 8 is a general result for general (random) graphs; it is equally true for all ensembles of random graphs such as Erdö s-Ré nyi and scale-free random graphs. In SI Text we further illustrate the simple quadratic relationship by using simulations.
Independent but Nonuniform Sampling. We assume independent sampling of nodes. Let node i have a probability p i for being included in the subnet. We allow p i p j and only assume that the p i values are drawn independently from the same probability distribution,
where ␣ is a parameter (potentially vector valued). The properties of F are not of importance. It follows that p is unbiased
and also consistent, because
for large networks. Now consider an edge e ij (i j); then the probability of observing this edge in the subnet is
and
Likewise p 2 is consistent (25), hence also unbiased for large networks.
Dependent Sampling. Here, we assume as above that p i is drawn from some probability distribution, p i ϳ F i (␣) that might, however, depend on information related to node i, for example, the degree or functional classification of i; that is, F i (␣) ϭ F(␣; D i ), where D i denotes this information. Although measures for expression abundance may be such a factor, this appears not to be the case for the datasets considered here (Fig. S5) . Hence, we might take D i as an additional parameter in the function F.
In addition, we assume the network is uncorrelated with respect to this information, that is,
given the probabilities p i , we assume nodes are drawn independently of each other. This assumption is justified for all networks in which the degree-degree correlation of interacting nodes is determined by the degree distribution. This is approximately the case for the networks considered here ‡ ‡ . It follows that
that is, p is unbiased. Note that
which in turn leads to
and consequently consistency. Likewise, it follows that E( ij ) ϭ E(p i p j ) ϭ ͗p͘ 2 , and that the edge sampling probability consistently is estimated by p 2 .
Effects of Uncertain Data on Estimated Interactome Sizes
So far we have assumed that the interaction data are correct. This is not the case for protein interaction data (10) (11) (12) (26) (27) (28) . Here, we show that it is possible to include noisy data and that the estimates given in Table 1 (see also Fig. 2) are not likely to change severely (e.g., by an order of magnitude) for realistic rates ‡ ‡ The degree-degree distribution is not significantly different from the product degree distribution (by using the Kolmogorov-Smirnov test); that is, P(k, l) Ϸ P(k)P(l) for the datasets considered here. (36) were detailed and highly focused studies of cell regulation and cancer/signaling-related proteins in D. melanogaster, respectively; because only interactions among restricted sets of proteins were studied, these findings have resulted in very detailed but highly localized maps that result in overestimates for the size of the global PIN. Some of the different estimates are not truly independent; for example, DIP contains supersets of various published datasets for the different organisms (this is true, in particular, for C. elegans). As such, we would expect it to yield similar results to some of the individual datasets. The exceptions to this are the human datasets where very little overlap was found. Datasets of the individual publications (8, 9, 29 -36) were downloaded from the IntAct database resource at European Bioinformatics Institute (EBI) (see SI Text; numbers in the IntAct database differ slightly from those in the original publications and, furthermore, we have removed all self-interactions).
of false positives and false negatives. We note that the sampling theory developed in the previous sections needs modification to take false positives and false negatives into account; for example, the sum in Eq. 4 should be over all possible networks and not just those containing the observed PIN data.
Let the number of true interactions in a network with N nodes be denoted by M; if the data collection process is not perfect, then (assuming independence) the number of reported interactions, M will generally be different from M. Now let M TP , M FN , M FP , and M TN denote the true-positive, false-negative, falsepositive, and true-negative results, respectively. We trivially have
The rates for true positives and false negatives are defined by
Thus, for a given number of reported edges/interactions and estimates of the true-positive and false-negative rates, and , we obtain an estimate for the true number of interactions 
Thus, for a fixed network (or subnet) the false-positive and false-negative rates affect the estimates of the true number of interactions in a simple linear manner (see Fig. S6 ).
Results
We use Eq. 8 to estimate interactome sizes in humans and three other eukaryotic organisms: S. cerevisiae (29) (30) (31) (32) , C. elegans (33) , and D. melanogaster (34) (35) (36) . But we begin with an illustration of the power of this simple estimator by applying it to S. cerevisiae PIN data; here, we have treated the presently available PIN data as a proxy for a complete ''interaction network'' whose size we are trying to predict. In Fig. 1A we show the distributions of estimates obtained from 1,000 randomly chosen subnets covering 20%, 40%, 60%, and 80% of the available PIN data [taken from the Database of Interacting Proteins (DIP) (37)]. In Fig. 1B we show the coverage properties of the bootstrap 95% CIs for sampling the same sampling fractions. Together with the simulation studies discussed in SI Text, the results in Fig. 1 suggest that the estimator M N provides an accurate and reliable way of estimating interactome sizes from present data. Interactome size estimates and their CIs for experimental PIN datasets are shown in Table 1 and Fig. 2 for the organisms considered here. The DIP datasets (always shown in green) are mainly based on highthroughput studies, supplemented by interactions collected from the literature; as such, they generally cannot be treated as independent from the other datasets. For humans, however, there is negligible overlap between the DIP databases and the two recent high-throughput surveys and we can treat the three estimators as approximately independent. Based on the results in Table 1 and Fig. 2 , we would therefore expect-given present experimental methods and ignoring multiple splice variants-the human interactome to contain Ϸ650,000 protein interactions. Thus, it is approximately an order of magnitude larger than the estimated D. melanogaster interactome, and a factor of 3 more complex than the estimated C. elegans interactome; this contrasts with relative genome sizes of Ϸ1.8 and Ϸ1.2, respectively. The results for the S. cerevisiae PIN suggest that it will ultimately contain Ϸ25,000-35,000 interactions (see also Table 1 ); this agrees well with previous estimates (22, 23) . It also agrees well with estimates obtained from the recent data generated by Reguly et al. (15) : for the pure literature-curated set we obtained 37,000 interactions; for the complete network data we obtained an estimate of Ϸ35,000 interactions in the yeast PIN. These two datasets were, however, collected from the literature and the sampling process is thus much harder, perhaps even impossible, to model accurately.
By using Eq. 24 the impacts of false-positive and false-negative rates are easily assessed (see also ref. 38). We find that the linear effect of the error rates on the estimated number of true interactions results in a comparatively modest effect. The estimates of the true-positive rates in PIN datasets range from 35% (33) to 84% (34) ; there are fewer estimates for the false-negative rate that are on the order of 20-40% (10) obtained for different S. cerevisiae datasets. It appears that, for realistic rates of true positive and false positive, the estimate of the human interactome size remains very similar compared to the simple estimate obtained in this article of Ϸ650,000 protein-protein interactions. Similar curves can be drawn for the other species, too, and in each case we obtain comparable values for most combinations of realistic error rates. Thus, we believe that error rates exert a comparatively moderate effect on the estimator (Eq. 8).
Overall, it therefore appears that estimates obtained from Eq. 8 should be accurate to within less than an order of magnitude even under the very worst circumstances. A much more realistic estimate, however, can be obtained from comparing the different and essentially independent estimates for S. cerevisiae. These findings suggest that an accuracy of approximately a factor of 2 is more realistic. Reassuringly, these results are confirmed when applying a recent multimodel inference procedure (39) that deals with incomplete network data.
Discussion
We have shown that it is possible to estimate the size of interactomes reliably from present partial interaction data. Our estimator is powerful and robust, relying on assumptions that appear to be met by typical systematic high-throughput studies. Unlike the previous approach of Hart et al. (24) , who implicitly assume that interactions do not occur between surveyed proteins and those not yet surveyed, our estimate deals with missing data in a coherent and statistically meaningful manner; the route taken by Grigoriev (23) can be understood as a special case of the present approach when two or more datasets are available. Moreover, noise and different sampling/ascertainment strategies are straightforwardly included in the analysis (38, 40). We have illustrated the power of this approach by using simulated sampling processes in S. cerevisiae and have found that the estimator, Eq. 8, and the bootstrap confidence intervals have very good coverage properties. We have then applied this inferential framework to published datasets in four eukaryotic organisms. We found that the predicted interactome sizes differ quite considerably between these species. For example, the human interactome appears to be an order of magnitude larger than the D. melanogaster interactome. Unfortunately, for maize and rice, which have comparable or even larger number of genes to humans, only tiny PIN datasets are available and we cannot obtain useful estimates for their respective interactome sizes. If conventional assumptions about the different complexity of organisms are indeed correct, and if interactome size does reflect organismic complexity (1-3, 41) , then we would expect these organisms to have smaller interactomes than humans. The increase of interactome size with number of proteins/ORFs should thus not be uniform or even monotonic. We note that the estimate of Ϸ 650,000 interactions means that the human PIN will still be relatively sparse: this corresponds to only Ϸ0.2% of all possible pairwise interactions being present; for most other species, however, the network is even sparser.
There are a number of other factors that may contribute to an explanation of the increase in phenotypic bauplan complexity between species: the diversity of the transcriptome (42) and protein-domain architecture (43) have all been implicated in the literature. Here, we have demonstrated that interactome sizes are consistent with biological intuition about the complexity of eukaryotic organisms. We note that our estimator is very flexible and reflects the quality of present data: we predict the number of interactions that are detectable given present experimental technology. For example, we have not considered (physiologically probably very important) transient or condition-specific interactions. Should more sensitive and reliable experimental methodologies or better estimates of experimental error rates become available in the future, then Eq. 8 can, of course, be used to predict an updated number of protein-protein interactions for an organism. Our formalism is also readily extended to directed network data (such as gene-regulation networks).
As a final note, we want to stress that the estimates necessarily reflect experimental technology. Thus, the estimates in Table 1 refer only to the types of interactions that are detectable given present experimental methods and protocols. The estimator for the size of the true network, however, will remain universally correct for suitable datasets and for all types of networks. We will thus be able to use it in the future and apply it to other network datasets as well.
