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Abstract In this paper, an inventorymodel of two-warehouse is considered with quadratically increasing
demand and time varying deterioration. Comparing to the existing literature, the model is derived with
finite replenishment rate and unequal length of the cycle time. The associated cost of the system is
minimized. A numerical example, the graphical representation and sensitivity analysis are provided to
illustrate the model.
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To decide where to stock the goods produced by a produc-
tion system plays an important role in the inventory manage-
ment. Every company, in general, has its OwnWarehouse (OW)
with a fixed capacity. If the quantity exceeds the capacity of
OW then these quantities should be stored in another Rented
Warehouse (RW) and also the customers are served first from
RW, then from OW. The basic two-warehouse inventory model
was, first, introduced by Hartley [1]. In this direction, Sarma [2]
developed the inventory model with two levels of storage and
optimum release rule. Murdeshwar and Sathe [3] extended the
model in [2] by considering a production of non-perishable
item. Sarma [4] generalized the study in [2] by including con-
stant demand and deterioration.
An EOQ (Economic Order Quantity) model with two levels
of storage was discussed by Dave [5]. By considering different
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doi:10.1016/j.scient.2012.10.040stage production system, many researchers considered inven-
tory models for deteriorating items. The term, deterioration is
defined as damage, spoilage and dryness of items. Research in
the field of deterioration began with the work of Whitin [6]
where he considered fashion goods deterioration at the end of a
prescribed storage period. Deteriorating itemswith linear trend
in demand was formulated by Chakraborty and Choudhuri [7].
Many researchers likeGiri and Chaudhuri [8], Hariga [9], Khanra
and Choudhuri [10], Ghosh and Chaudhuri [11] and others
discussed about deterioration and different types of demand.
Cárdenas Barrón [12] discussed a technical note on optimal
manufacturing batch size with rework process at single-stage
production system. Cárdenas Barrón [13] developed a simple
derivation on optimal manufacturing batch size with rework in
a single-stage production system. Furthermore, Cárdenas Bar-
rón [14] investigated the Economic Production Quantity (EPQ)
model with rework process at a single-stage manufacturing
system with planned backorders. Sarkar et al. [15] analyzed a
finite replenishment model with increasing demand under in-
flation. Sana [16] derived an optimal selling price and lot size
model with time varying deterioration and partial backlogging.
Furthermore, Sarkar et al. [17] established an Economic Man-
ufacturing Quantity (EMQ) model for an imperfect production
process with time varying demand and inflation. Widyadana
et al. [18] addressed an EOQ model for deteriorating items and
planned backorder level. Sarkar [19] investigated an EOQmodel
with delay-in-payments and time-varying deterioration rate.
Taleizadeh et al. [20] studied multi products, single machine
EPQ model with immediate rework process.
evier B.V. Open access under CC BY-NC-ND license.
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ventory model for deteriorating items with finite replenish-
ment rate and shortage. Goswami and Chaudhuri [22] found out
a two-warehouse inventorymodel with linear trend in demand
and shortage. Benkherouf [23] proposed a two-warehouse
model with deterioration and continuously release pattern.
Lee and Ma [24] discussed an optimal inventory policy for
deteriorating items with two-warehouse and time-dependent
demand. Two-warehouse inventory model with time-varying
demandwas proposed by Zhou [25]. Two-warehouse inventory
models for deteriorating items were studied by the researchers
like Yang [26], Niu and Xie [27], Hsieh et al. [28] and others. Cár-
denas Barrón [29] analyzed a model on optimal batch sizing in
amulti-stage production systemwith rework consideration. By
considering constant deteriorating items with time-dependent
demand, a two-warehouse model was developed by Lee and
Hsu [30]. Singh and Malik [31] formulated an optimal ordering
policy with linear deterioration, exponential demand and two
storage capacity. Liang and Zhou [32] developed an optimiza-
tion inventory policy for a deteriorating itemwith conditionally
permissible delay in payment under two-warehouse system.
In this study, an effort has been made to develop a
two-warehouse inventory model with quadratically increasing
demand and time varying deterioration. Since the deterioration
depends on preserving facility available in a warehouse,
the different warehouses may have different deterioration
rates. The model is formulated by considering time-dependent
deterioration rate for different warehouses. We assume that
the inventory cost (including holding cost and deteriorating
cost) in RW is higher than that in OW. The cost of the whole
system is derived analytically. The cost function is highly non-
linear, thus it can not be solved analytically. Therefore, the
total cost of the whole system is minimized by a proposed
solution algorithm. A numerical example, graphical illustration
and sensitivity analysis are used to illustrate the model.
Most of researchers developed their papers completely
ignoring the time variation of either demand or deterioration.
To the author’s best knowledge, such type of concept for
time varying demand and deterioration, by considering two
warehouse models, has not yet been considered. Therefore, our
model has a newmanagerial insight that helps amanufacturing
system/industry to reduce the total system cost at the optimum
level.
2. Notation and assumptions
The following notation and assumptions are considered to
develop this study.
2.1. Notation
H total planning horizon;
n number of production cycles during the entire
horizon H;
p constant production rate;
f (t) a+ bt + ct2(a, b, c > 0)with 0 < f (t) < p.
Here, a is the initial rate of demand, b is the
rate with which the demand rate increases.
The rate of change in the demand itself
increases at a rate c;
α(t) =
1
1+R1−t
deteriorating rate of inventory items in OW,
where R1is the maximum life time of an item
in OW, i.e. R1 is always greater than or equal
to t , thus, α(t) > 0;β(t) =
1
1+R2−t
deteriorating rate of inventory items in RW,
where R2 is the maximum life time of an item
in RW, i.e. R2 is always greater than or equal
to t , thus, β(t) > 0;
ω the storage capacity of OW;
P1 a class of production cycle when only OW is
used;
P2 a class of production cycle when both OW and
RW are used;
ti0 the time at the beginning of the ith
production cycle belonging to P2;
ti1 the time at which the inventory in OW first
reaches ω units;
ti2 the time at the end of production of the ith
production cycle;
ti3 the time at which all inventory units in RW
are exhausted within the ith production cycle;
Qi1 inventory level in OW at time t, t ∈ [ti0, ti1];
Qi2 inventory level in RW at time t, t ∈ [ti1, ti2];
Qi3 inventory level in RW at time t, t ∈ [ti2, ti3];
Qi4 inventory level in OW at time
t, t ∈ [ti3, ti+1,0];
Qi5 inventory level in OW at time t, t ∈ [ti1, ti3];
tj0 the time at the beginning of the jth
production cycle belonging to P1;
tj1 the time at the end of production for the jth
production cycle;
Qj1 inventory level in OW at time t, t ∈ [tj0, tj1];
Qj2 inventory level in OW at time
t, t ∈ [tj1, tj+1,0];
C1 setup cost per production run;
C2 cost of deteriorated unit;
Di quantity of deteriorated items during the ith
production cycle;
COW carrying cost per inventory unit per unit time
in OW;
CRW carrying cost per inventory unit per unit time
in RW;
TC total system cost during H;
2.2. Assumptions
1. Demand is increasing quadratically with respect to time as
f (t) = a+ bt + ct2; a, b, c > 0 and the production rate (p)
is greater than the demand. Hence, there is no shortage.
2. The OW has limited capacity of ω units and the RW has
unlimited capacity.
3. The inventory cost (including holding cost and deteriorating
cost) in RW is higher than that of OW.
4. Inventory decreases due to demand and deterioration.
5. Deterioration rate is considered as time-dependent and the
deteriorated units can not be repaired or replaced.
6. The RW is located near the OW such that the transportation
cost between them is negligible.
7. Maximum life time (R1) of an item in OW is greater than the
maximum life time (R2) of an item in RW i.e. after R1 time,
the items in OWare deteriorated and after R2 time, the items
in RW are deteriorated.
8. The lead time is considered as negligible.
3. The mathematical model
The inventory level in a production system with quadratic
demand for deteriorating items is depicted in Figure 1 in which
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when both OW and RW are used and Figure 1(b) shows when
only OW is used. Any arbitrary production cycle i belonging to
P2 starts from ti0 and ends at ti+1,0. Over the period [ti0, ti+1,0],
we can identify the points ti0, ti1, ti2, ti3 and ti+1,0. Production,
demand and deterioration starts simultaneously at ti0. During
the period [ti0, ti1] produced items accumulate from 0 up to ω
units in OW. RW is used after time ti1 when production quantity
exceeds ω units. The inventory level in RW begins to decrease
at ti2 and finally reaches at 0 unit at ti3 due to demand and
deterioration. The inventory level in OW comes to decrease at
ti1 and falls below ω units up to time ti3 only for deterioration,
and the remaining quantity in OW is fully exhausted at ti+1,0.
Any arbitrary production cycle j belonging to P1, starts from
tj0 and ends at tj+1,0. Here, we can identify a point tj1, the time at
the end of production. During [tj0, tj1], the inventory level inOW
gradually decreases but it is always less than ω units. During
[tj1, tj+1,0], the stocks in OWgradually decreases due to demand
and deterioration, as well as it is exhausted at tj+1,0.
The governing differential equations stating the inventory
levels within the ith cycle are given as follows:
dQi1(t)
dt
+ α(t)Qi1(t) = p− f (t); ti0 ≤ t ≤ ti1, (1)
dQi2(t)
dt
+ β(t)Qi2(t) = p− f (t); ti1 ≤ t ≤ ti2, (2)
dQi3(t)
dt
+ β(t)Qi3(t) = −f (t); ti2 ≤ t ≤ ti3, (3)
dQi4(t)
dt
+ α(t)Qi4(t) = −f (t); ti3 ≤ t ≤ ti+1,0, (4)
dQi5(t)
dt
+ α(t)Qi5(t) = 0; ti1 ≤ t ≤ ti3. (5)
With the boundary conditions:
Qi1(ti0) = 0, Qi2(ti1) = 0, Qi3(ti3) = 0,
Qi4(ti+1,0) = 0, Qi5(ti1) = ω,
the above differential equations can be solved as follows:
Qi1(t) = (1+ R1 − t)
 t
ti0
α(u){p− f (u)}du
= (1+ R1 − t)

ct2
2
+ A0t

−

ct2i0
2
+ A0ti0

− B0 log 1+ R1 − t1+ R1 − ti0

, ti0 ≤ t ≤ ti1,
Qi2(t) = (1+ R2 − t)

ct2
2
+ A1t

−

ct2i1
2
+ A1ti1

− B1 log 1+ R2 − t1+ R2 − ti1

, ti1 ≤ t ≤ ti2,
Qi3(t) = (1+ R2 − t)

−

ct2
2
+ A2t

+

ct2i3
2
+ A2ti3

− B2 log 1+ R2 − ti31+ R2 − t

, ti2 ≤ t ≤ ti3,Figure 1: Inventory level versus time horizon for two warehouse and one
warehouse system.
Qi4(t) = (1+ R1 − t)

ct2i+1,0
2
+ A3ti+1,0

−

ct2
2
+ A3t

− B3 log 1+ R1 − ti+1,01+ R1 − t

,
ti3 ≤ t ≤ ti+1,0,
Qi5(t) = 1+ R1 − t1+ R1 − ti1ω, ti1 ≤ t ≤ ti3.
(Expressions for Ai and Bi, i = 1, 2, 3 and calculations are given
in Appendix)
The different inventory levels are obtained as follows:
The inventory level in RW can be derived as:
QRW,i =
 ti2
ti1
Qi2(t)dt +
 ti3
ti2
Qi3(t)dt,
where: ti2
ti1
Qi2(t)dt = (1+ R2)

ct3i2
6
+ A1t
2
i2
2
− ct
3
i1
6
− A1t
2
i1
2

−

ct4i2
8
+ A1t
3
i2
3
− ct4i1 −
A1t3i1
3

−

ct2i1
2
+ A1ti1

(1+ R2)(ti2 − ti1)− t
2
i2
2
+ t
2
i1
2

+ B1
4

(1+ R2 − ti1)2

2 log
1+ R2 − ti2
1+ R2 − ti1 − 1

+ (1+ R2 − ti2)2

,
and: ti3
ti2
Qi3(t)dt = −(1+ R2)

ct3i3
6
+ A2t
2
i3
2
− ct
3
i2
6
− A2t
2
i2
2

−

ct4i3
8
+ A2t
3
i3
3
− ct4i2 −
A2t3i2
3

−

ct2i3
2
+ A2ti3

(1+ R2)(ti3 − ti2)− t
2
i3
2
+ t
2
i2
2

+ B2
4

(1+ R2 − ti2)2

2 log
1+ R2 − ti2
1+ R2 − ti3 − 1

+ (1+ R2 − ti3)2

.
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Qi2(ti2) = Qi3(ti2),
which gives:
ct2i2 + 2A1ti2 =

ct2i1
2
+ A1ti1

+

ct2i3
2
+ A2ti3

+ B1 log 1+ R1 − ti21+ R2 − ti1 − B2 log
1+ R2 − ti3
1+ R2 − ti2 . (6)
The inventory level in OW can be derived as:
QOW ,i =
 ti1
ti0
Qi1(t)dt +
 ti+1,0
ti3
Qi4(t)dt +
 ti3
ti1
Qi5(t)dt,
where: ti1
ti0
Qi1(t)dt = (1+ R1)

ct3i1
6
+ A0t
2
i1
2
− ct
2
i0
6
− A0t
2
i0
2

−

ct4i1
8
+ A0t
3
i1
3
− ct
4
i0
8
− A0t
3
i0
3

−

ct2i0
2
+ A0ti0

(1+ R1)(ti1 − ti0)− t
2
i1
2
+ t
2
i0
2

+ B0
4

(1+ R1 − ti1)2

2 log
1+ R1 − ti1
1+ R1 − ti0 − 1

+ (1+ R1 − ti0)2

, ti+1,0
ti3
Qi4(t)dt
= −(1+ R1)

ct3i+1,0
6
+ A3t
2
i+1,0
2
− ct
2
i3
6
− A3t
2
i3
2

+

ct4i+1,0
8
+ A3t
3
i+1,0
3
− ct
4
i3
8
− A3t
3
i3
3

−

ct2i+1,0
2
+ A3ti+1,0

(1+ R1)(ti+1,0 − ti3)
−

t2i+1,0
2
+ t
2
i3
2

+ B3
4

(1+ R1 − ti3)2

2 log
1+ R1 − ti3
1+ R1 − ti+1,0 − 1

+ (1+ R1 − ti+1,0)2

,
and: ti3
ti1
Qi5(t)dt
= ω
(1+ R1 − ti1)

(1+ R1)(ti3 − ti1)− (t
2
i3 − t2i1)
2

.Accordingly, the following relations exist:
Qi4(ti3) = Qi5(ti3),
which indicates:
(1+ R1 − ti1)

ct2i+1,0
2
+ A3ti+1,0

−

ct2i3
2
+ A3ti3

− B3 log 1+ R1 − ti+1,01+ R1 − ti3

= ω. (7)
Now:
Qi1(ti1) = ω,
gives:
(1+ R1 − ti1)

ct2i1
2
+ A0ti1

−

ct2i0
2
+ A0ti0

− B0 log 1+ R1 − ti11+ R1 − ti0

= ω. (8)
The quantity of deteriorating items during the production cycle
i is:
Di =
 ti1
ti0
α(t)Qi1(t)dt +
 ti+1,0
ti3
α(t)Qi4(t)dt
+
 ti3
ti1
α(t)Qi5(t)dt +
 ti2
ti1
β(t)Qi2(t)dt
+
 ti3
ti2
β(t)Qi3(t)dt = c(t
3
i1 − t3i0)
6
+ A0(t
2
i1 − t2i0)
2
−

ct2i0
2
+ A0ti0

(ti1 − ti0)
+ B0

(1+ R1 − ti1)

log
1+ R1 − ti1
1+ R1 − ti0 − 1

+ (1+ R1 − ti0)

− c(t
3
i+1,0 − t3i3)
6
− A3(t
2
i+1,0 − t2i3)
2
+

ct2i+1,0
2
+ A3ti+1,0

(ti+1,0 − ti3)
− B3

(1+ R1 − ti+1,0)+ (1+ R1 − ti3)
×

log
1+ R1 − ti3
1+ R1 − ti+1,0 − 1

+ ω(ti3 − ti1)
1+ R1 − ti1 +
c(t3i2 − t3i1)
6
+ A1(t
2
i2 − t2i1)
2
−

ct2i1
2
+ A1ti1

(ti2 − ti1)
+ B1

(1+ R2 − ti2)

log
1+ R2 − ti2
1+ R2 − ti1 − 1

+ (1+ R2 − ti1)

− c(t
3
i3 − t3i2)
6
− A2(t
2
i3 − t2i2)
2
+

ct2i3
2
+ A2ti3

(ti3 − ti2)
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
(1+ R2 − ti2)

log
1+ R2 − ti2
1+ R1 − ti3 − 1

+ (1+ R2 − ti3)

.
Sinceω is known, a unique solution of ti1 can be solved from Eq.
(8) for a given ti0. By substituting this value in Relations (6) and
(7), we obtain the relations among ti2, ti3 and ti3, ti+1,0, respec-
tively.
The previous results can be simplified to express the
inventory level in the one-warehouse model. For any arbitrary
production, cycle j belonging to P1 and Qj1 is similar to Qi1 in
behavior, so is Qj2 to Qj4, hence, we have:
dQj1(t)
dt
+ α(t)Qj1(t) = p− f (t); tj0 ≤ t ≤ tj1, (9)
dQj2(t)
dt
+ β(t)Qj2(t) = p− f (t); tj1 ≤ t ≤ tj+1,0. (10)
We obtain the solutions as follows:
Qj1(t) = (1+ R1 − t)
 t
tj0
p− (a+ bu+ cu2)
1+ R1 − u du
= (1+ R1 − t)

ct2
2
+ A0t

−

ct2j0
2
+ A0tj0

− B0 log 1+ R1 − t1+ R1 − tj0

, tj0 ≤ t ≤ tj1,
and:
Qj2(t) = (1+ R1 − t)

−

ct2
2
+ A3t

+

ct2j+1,0
2
+ A3tj+1,0

− B3 log 1+ R2 − tj+1,01+ R2 − t

, tj1 ≤ t ≤ tj+1,0,
along with the following relation exists:
Qj1(tj1) = Qj2(tj1),
which implies:
ct2j1
2
+ A0tj1

−

ct2j0
2
+ A0tj0

− B0 log 1+ R1 − tj11+ R1 − tj0

= −

ct2j1
2
+ A3tj1

+

ct2j+1,0
2
+ A3tj+1,0

− B3 log 1+ R2 − tj+1,01+ R2 − tj1 . (11)
The inventory levels over the cycle j can be expressed as:
QOW ,j =
 tj1
tj0
Qj1(t)dt +
 tj+1,0
tj1
Qj2(t)dt,
where: tj1
tj0
Qj1(t)dt = (1+ R1)

ct3j1
6
+ A0t
2
j1
2
− ct
2
j0
6
− A0t
2
j0
2
−

ct4j1
8
+ A0t
3
j1
3
− ct
4
j0
8
− A0t
3
j0
3

−

ct2j0
2
+ A0tj0

(1+ R1)(tj1 − tj0)−
t2j1
2
+ t
2
j0
2

+ B0
4

(1+ R1 − tj1)2

2 log
1+ R1 − tj1
1+ R1 − tj0 − 1

+ (1+ R1 − tj0)2

,
and: tj+1,0
tj1
Qj2(t)dt
= −(1+ R1)

ct3j+1,0
6
+ A3t
2
j+1,0
2
− ct
2
j1
6
− A3t
2
j1
2

+

ct4j+1,0
8
+ A3t
3
j+1,0
3
− ct
4
j1
8
− A3t
3
j1
3

−

ct2j+1,0
2
+ A3tj+1,0

(1+ R1)(tj+1,0 − tj1)
−

t2j+1,0
2
+ t
2
j1
2

+ B3
4

(1+ R1 − tj1)2

2 log
1+ R1 − tj1
1+ R1 − tj+1,0 − 1

+ (1+ R1 − tj+1,0)2

.
The total deteriorated items during the production cycle j are:
Dj =
 tj1
tj0
α(t)Qj1(t)dt +
 tj+1,0
tj1
α(t)Qj2(t)dt
= c(t
3
j1 − t3j0)
6
+ A0(t
2
j1 − t2j0)
2
−

ct2j0
2
+ A0tj0

(tj1 − tj0)
+ B0

(1+ R1 − tj1)

log
1+ R1 − tj1
1+ R1 − tj0 − 1

+ (1+ R1 − tj0)

− c(t
3
j+1,0 − t3j1)
6
− A3(t
2
j+1,0 − t2j1)
2
+

ct2j+1,0
2
+ A3tj+1,0

(tj+1,0 − tj1)
+ B3

(1+ R1 − tj+1,0)
+ (1+ R1 − tj1)

log
1+ R1 − tj1
1+ R1 − tj+1,0 − 1

.
The total system cost within the planning horizon H , consisting
of setup cost, carrying cost and deteriorating cost, can be
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TC = nC1 + CRW

i
QRW,i + COW

i
QOW,i
+ COW

j
QOW,j + C2

i
Di + C2

j
Dj. (12)
Taking logarithmic expansion up to second order, Relation (8)
becomes a cubic equation:
P0t3i1 + 3P1t2i1 + 3P2ti1 + P4 = 0,
where:
P0 = c + B02 ,
P1 = 13

A0 − (1+ R1)(c + B0)2 − B0(R1 − 1)

,
P2 = 13

(1+ R1)B0(R1 − 1)+ B0(R1 − 1)ti0
− (1+ R1)A0 − ct
2
i0
2
− A0ti0 − B0t
2
i0
2

,
P3 = ω + (1+ R1)(B0 + c)t
2
i0
2
+ (1+ R1)A0ti0
− B0(1+ R1)(R1 − 1)ti0.
Solving by Cardan’s solution procedure, ti1 can be expressed as:
ti1 = g(ti0). (13)
Similarly, from Eqs. (6) and (7), respectively, we obtain:
ti2 = ψ(ti0, ti+1,0), (14)
ti3 = φ(ti0, ti+1,0). (15)
We have to find the optimal value of n and ti0(i = 1, 2, . . . , n−
1), such that the total system cost TC in Eq. (12) is minimum.
Assuming n as any integer number, the total system cost (TC) is
differentiated with respect to ti0 (i = 1, 2, . . . , n− 1), then we
obtain the following necessary condition:
dTC
dti0
= 0 i.e.,
CRW

i
∂QRW,i
∂ti0
+ COW

i
∂QOW,i
∂ti0
+ COW

j
∂QOW,j
∂ti0
+ C2

i
∂Di
∂ti0
+ C2

j
∂Dj
∂ti0
= 0,
which implies:
CRW

i

(1+ R2)a1i21 − b1i21 − c1i21 + B1d2i21
− (1+ R2)a2i32 − b2i32 − c2i32 + B2d2i23

+ COW

i
(1+ R1)a0i10 − b0i10 − c0i10 + B0d1i10
− (1+ R1)a3ii+13 − b3ii+13 − c3ii+13 + B3d1i3i+1

−
ωt ′i1

(1+ R1)(ti3 − ti1)− t
2
i3−t2i1
2

(1+ R1 − ti1)2
+ C2

i

e0i10 + B0f 0i10 − e3ii+13 − B3f 1i3i+1
+ ω(t
′
i3 − t ′i1)
1+ R1 − ti1 +
ω(ti3 − ti1)t ′i1
(1+ R1 − ti1)2 + e
1
i21
+ B1f 2i21 − e2i32 + B2f 2i23

= 0,
where:
alijk =
ct2ij t
′
ij
2
+ Altijt ′ij −
ct2ikt
′
ik
2
− Altikt ′ik,
blijk =
ct3ij t
′
ij
2
+ Alt2ij t ′ij − 4ct3ikt ′ik − Alt3ikt ′ik,
c lijk = (ctijt ′ij + A1t ′ij)

(1+ Rl)(tij − tik)−
t2ij
2
+ t
2
ik
2

−

ct2ij
2
+ A1tij

(1+ Rl)(t ′ij − t ′ik)− tijt ′ij + tikt ′ik

,
dlijk =

1
4

−2(1+ Rl − tij)t ′ij

2 log
1+ Rl − tij
1+ Rl − tik − 1

+ (1+ Rl − tij)2
×

2
−t ′ij(1+ Rl − tij)+ t ′ik(1+ Rl − tik)
(1+ Rl − tij)(1+ Rl − tik)

− 2(1+ Rl − tik)t ′ik,
elijk =
c
2
(t2ij t
′
ij − t2ik) = Al(tijt ′ij − tikt ′ik)
− (ctij + Al)(tij − tik)−

ct2ij
2
+ Altij

(t ′ij − 1),
f lijk = (1+ Rl − t ′ij)

log
1+ Rl − tij
1+ Rl − tik − 1

+ −t
′
ij(1+ Rl − tik)− (1+ Rl − tij)
(1+ Rl − tik) − 1.
here t ′ij = ∂tij∂ti0

.
The values of ti1, ti2, ti3 can be obtained from the above
relation by giving the values of ti0 and ti+1,0. Once the values
of t1,0, t2,0, t3,0 . . . tn−1,0 are determined, the value of tn0 is
obtained. Therefore, the decision is to obtain the optimal values
of the decision variables so that TC is minimum. Since n is
an integer, the optimization of TC is a discrete optimization,
and the expression of TC is highly non-linear, an algorithm is
proposed to find the optimal solution.
Solution algorithm:
(Step 1.) InputH, p, ω, R1, R2, C1, C2, CRW, COW , a, b, c, T (time
deviation from H);
(Step 2.) Set n = 1, ti0 and ti+1,0;
(Step 3.) From Relations (13), (14) and (15) compute ti1, ti2, ti3,
and from Relation (12) compute TC(n);
(Step 4.) Replace n by n+ 1 and ti0 by ti0+ h, where h is a small
increment;
(Step 5.) If |tn+1,0−H | ≤ T , goto Step 3. else goto Step 6;
(Step 6.) If TC(n − 1) ≤ TC(n), set n∗ = n − 1 and stop the
calculation.
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n ti0 ti1 ti2 ti3 ti+1,0 TC
1 0.0000 1.2110 1.9220 2.8011 3.0000 96,430
2 3.0000 3.7072 4.5156 5.01102 5.5000 78,097
3 5.5000 5.7101 6.0233 6.2243 6.5000 39,311
4* 6.5000 6.7131 6.8904 7.0150 7.5000 25,439
5 7.5000 7.5517 7.7234 7.7544 8.0000 26,508
6 8.0000 8.1119 8.3451 8.4162 8.5000 39,903
7 8.5000 8.7253 8.8937 9.1228 9.5000 50,429
4. Numerical example
To illustrate the above results, we consider the following
example: H = 8 weeks, p = $2000 per week, C1 = $3000 per
setup,C2 = $50per unit,COW = $5per unit perweek,CRW = $8
per unit per week, ω = 5000 units per week, R1 = 10 weeks,
R2 = 7 weeks and f (t) = 200+ 100t + 10t2 units.
Numerical results are shown in Table 1. From Table 1, we
observe that the system cost (TC) is minimum when fourth
inventory cycles (n∗ = 4) are involved.
5. Sensitivity analysis
We now study the sensitivity analysis of the parameters
present in this model. The optimal values of the total system
cost (TC) change significantly with changes (−50%,−25%,
+25%,+50%) of different parameters value in Table 2.
On the basis of sensitivity analysis of the parameters, the
following features are observed.
1. If production rate (p) increases, then the number of
production increases which implies the increasing value of
the total cost (TC).
2. If the setup cost per production run (C1), cost of the
deteriorated items (C2), and carrying cost (COW, CRW)
increase by a small amount, then the value of total system
increases.
3. If the maximum lifetime (R1, R2) of the produced items
increases then it is quite natural that the cost for this purpose
decreases. Hence, the total cost of the system decreases
gradually.
4. Increasing values of a, b and c imply more demands in the
market which ensure more production which indicate the
reduction of the total costs of the whole system.
6. Conclusion
Traditional inventory models are developed mainly for a
single warehouse under a constant or linearly time dependant
demand rate and a constant deterioration rate. Sometimes
rented warehouses are necessary to store excess items due to
the capacity limitation of the owned warehouse. Additional
warehouses are necessary to hold excess stocks. An attempt
have been made to develop and to solve a two-warehouse
inventory model with the assumption of quadratic demand
which is useful for the items whose demand increases very
rapidly, such as newly launched products in the market.
In the present study of inventory models, we discuss two-
warehousemodel based on time dependent deterioration rates.
The associated cost of this model is obtained by analytical
method. Since n is an integer and the optimization of TC is a
discrete optimization, and the expression of TC is highly non-
linear, thus, it is minimized by using an solution algorithm.Table 2: Sensitivity analysis of the numerical example.
Parameters Percentage change (in%) TC * Deviation (%)
p
−50 24214 −4.82
−25 24827 −2.41
+25 26052 +2.43
+50 26664 +4.80
C1
−50 20439 −19.65
−25 22939 −9.83
+25 27939 9.84
+50 30439 19.64
C2
−50 17873 −29.74
−25 21656 −14.87
+25 29223 +14.89
+50 33006 +29.75
CRW
−50 25433 −0.02
−25 25436 −0.01
+25 25443 +0.02
+50 25446 +0.03
COW
−50 25293 −0.58
−25 25366 −0.29
+25 25513 +0.30
+50 25586 +0.58
R1
−50 – –
−25 45294 +78.05
+25 18729 −26.38
+50 17263 −32.14
R2
−50 25340 −0.39
−25 24987 −1.78
+25 25432 −0.03
+50 – –
a
−50 25840 +1.58
−25 25640 +0.79
+25 25239 −0.79
+50 25039 −1.57
b
−50 26851 +5.55
−25 26145 +2.78
+25 24734 −2.78
+50 24028 −5.57
c
−50 29472 +15.85
−25 27456 +7.93
+25 23423 −7.92
+50 21406 −15.86
* Since R1 > R2 , therefore if R1 is reduced by−50% & R2 is increased by
+50% then the assumption (R1 > R2) does not satisfy.
A numerical example is given to illustrate the model. The
sensitivity analysis is also allowed to check the deviation of the
parameters in the range −50% to +50%. To the author’s best
knowledge, such type of a two-warehouse inventorymodel has
not yet been discussed in the inventory literature. This model
is applicable in an industry where the production rate is fixed
throughout the production-run, demand increases rapidly and
the item has a variable deterioration rate. A possible future
research direction is the study of a multi-item model for a
variable production rate. Another good direction of research is
to consider the inflation and time value of money.
Appendix
A0 = cR1 + c + b, B0 = p− a− (R1 + 1)A0,
where:
A1 = cR2 + c + b, B1 = −p− a− (R2 + 1)A1,
where:
A2 = cR2 + c + b = A1, B2 = −a− (R2 + 1)A2,
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A3 = cR1 + c + b = A0, B3 = −a− (R1 + 1)A3, ti1
ti0
α(t)Qi1(t)dt =
 ti1
ti0
Qi1(t)
1+ R1 − t dt
= c(t
3
i1 − t3i0)
6
+ A0(t
2
i1 − t2i0)
2
−

ct2i0
2
+ A0ti0

(ti1 − ti0)
+ B0

(1+ R1 − ti1)

log
1+ R1 − ti1
1+ R1 − ti0 − 1

+ (1+ R1 − ti0)

, ti+1,0
ti3
α(t)Qi4(t)dt =
 ti+1,0
ti3
Qi1(t)
1+ R1 − t dt
= − c(t
3
i+1,0 − t3i3)
6
− A3(t
2
i+1,0 − t2i3)
2
+

ct2i+1,0
2
+ A3ti+1,0

(ti+1,0 − ti3)
+ B3

(1+ R1 − ti3)

log
1+ R1 − ti3
1+ R1 − ti+1,0 − 1

+ (1+ R1 − ti+1,0)

, ti3
ti1
α(t)Qi5(t)dt =
 ti3
ti1
ωdt
1+ R1 − ti1 =
ω(ti3 − ti1)
1+ R1 − ti1 , ti2
ti1
β(t)Qi2(t)dt =
 ti2
ti1
Qi2(t)
1+ R1 − ti1 =
c(t3i2 − t3i1)
6
+ A1(t
2
i2 − t2i1)
2
−

ct2i1
2
+ A1ti1

(ti2 − ti1)
+ B1

(1+ R1 − ti2)

log
1+ R2 − ti2
1+ R2 − ti1 − 1

+ (1+ R1 − ti1)

, ti3
ti2
β(t)Qi3(t)dt =
 ti3
ti2
Qi3(t)
1+ R1 − t dt
= − c(t
3
i3 − t3i2)
6
− A2(t
2
i3 − t2i2)
2
+

ct2i3
2
+ A2ti3

(ti3 − ti2)
+ B2

(1+ R2 − ti2)

log
1+ R2 − ti2
1+ R1 − ti3 − 1

+ (1+ R2 − ti3)

, ti3
ti1
α(t)Qi5(t)dt =
 ti3
ti1
ωdt
1+ R1 − ti1 =
ω(ti3 − ti1)
1+ R1 − ti1 .
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