Abstract. Bender, Richmond, and Wormald showed that in almost all planar 3-connected triangulations (or dually, 3-connected cubic maps) with n edges, the largest 4-connected triangulation (or dually, the largest cyclically 4-edge-connected cubic component) has about n/2 edges [Random Structures Algorithms, 7 (1995), pp. 273-285]. In this paper, we derive some general results about the size of the largest component and apply them to a variety of types of planar maps.
1. Introduction. Recently, Bender, Richmond, and Wormald [3] showed that in almost all 3-connected triangulations with n edges, the largest 4-connected triangulation has n/2 + O(λ(n)n 2/3 ) edges, for any function λ(n) → ∞. (See section 3 for definitions.) Our objective in this paper is to abstract and generalize the technique of the above mentioned paper and apply it to a variety of types of planar maps. In principle, the general method applies to any combinatorial structure provided that the generating functions of the structures and their components have a relationship with each other which is common in enumerative map theory.
The next section contains analytic asymptotic results needed in a general form for evaluating the number of maps with a specified component of a given size, among other things. In section 3, we give some basic definitions for maps. The final section addresses the problem of transferring from a specified component to the largest component. The main result is Theorem 2, which determines almost surely the size of the largest component of a specified type in several classes of maps. Our results apply equally well to rooted or unrooted maps, though we work with the rooted ones in order to prove the main result.
2. General asymptotic results. Throughout this paper, η and ρ are positive constants with ρ < 1. Ω(n) is any positive function which goes to ∞. Lemma 1. Suppose G j ≥ 0 for j ≥ 0 and j≥0 G j ρ j converges for some ρ > 0. Suppose there is a nonempty finite set J of indices satisfying G j > 0 for j ∈ J and gcd{j − j ′ : j, j ′ ∈ J} = 1. Then, for any 0 < r ≤ ρ and 0 < θ < 2π,
Proof. Clearly, the left side does not exceed the right. Suppose there exist 0 < r ≤ ρ and 0 < θ < 2π such that
Then,
and, hence,
for some integers k j and all j ∈ J. This gives
Since gcd{j − j ′ : j, j ′ ∈ J} = 1, there are integers m j,j ′ such that
Hence,
which contradicts the assumption that 0 < θ < 2π. Theorem 1. Suppose that G(z) = n≥0 G n z n satisfies the following conditions for some ρ > 0 and η > 0:
(ii) Let R = 1 − z/ρ with the determination being positive for z < ρ. Then,
and the power series is convergent for |z − ρ| ≤ ρη.
(iii) G n ≥ 0 for all n ≥ 0, and g 3 > 0. Then for β = g 0 /g 2 and any Ω(n) → ∞ as n → ∞ with
. Using conditions (i), (ii), and (iii) and Darboux's theorem (see Bender [1] , for example), we have
and, hence, G n > 0 for all sufficiently large n. Therefore, again using (iii),
and G(z) satisfies the conditions of Lemma 1. Since G(z) is continuous in ∆, using Lemma 1 we have that for any θ 0 > 0, there exists η ′ > 0 such that
for all θ 0 ≤ θ ≤ 2π − θ 0 . For sufficiently small θ 0 and ǫ, we define
where the direction of the contour is anticlockwise, and δ ′ is chosen so that |ρ(1
We can assume j = O(n). For z = ρ(1 + δ)e iθ ∈ Γ 3 and sufficiently small θ 0 , we have
It follows from condition (ii) that
For n −2/3 ≤ θ ≤ θ 0 , and for sufficiently small θ 0 and sufficiently large n, we have from (5), and using g 3 > 0 from (2) , that
For 0 ≤ θ ≤ n −2/3 , we have from (5) that R 3 = O(1/n) and, hence, that
Therefore,
for j ≤ βn/2, we obtain
uniformly over j. Using (3), we have, for sufficiently large n and z ∈ Γ 4 , that
It is clear that I 5 and I 6 are the negative conjugates of I 3 and I 2 , respectively. All the error estimates above from (4)- (9) are independent of ǫ (or more precisely, uniform in the range 0 < ǫ < ǫ 0 , for some small but fixed positive constant ǫ 0 ). Hence, we can let ǫ → 0 in (4). Using (8) and (9), we note that I 1 goes to 0, and obtain
provided the limit exists.
For z = ρ(1 + x) + iǫ ∈ Γ 2 , we have
and, hence, by condition (ii),
Therefore, noting
Now part (a) follows from (10) and Γ(5/2) = π/Γ(−3/2). Now we prove part (b). Let
and define
for l = 1 and 2. Then,
Using Lemma 1, we have
for z ∈ Γ 2 and some positive constant η ′ . Hence,
uniformly for all j ≥ βn + n 2/3 Ω(n). Also, using an estimation similar to that for I 3 in part (a), this time with δ = −n −2/3 , we again get the bound in (7); that is,
uniformly for all j ≥ βn + n 2/3 Ω(n). Now part (b) follows from (13)-(15). We will say that (A(z), B(z), C(z)) is an admissible triple if it satisfies the following conditions: H1: A(z) = C(B(z)); H2: A(z) = n≥0 A n z n and B(z) = n≥0 B n z n are analytic in
and C(z) = n≥0 C n z n is analytic in
and A n , B n , C n ≥ 0 for all n; H3:
where R = 1 − z/ρ (the determination being positive for z < ρ) and the power series in R has positive radii of convergence, and
where S = 1 − z/b 0 (the determination being positive for z < b 0 ) and the power series in S has a positive radius of convergence; H4: a 3 > 0, b 3 > 0, and c 3 > 0. Lemma 2. Let (A(z), B(z), C(z)) be an admissible triple, β = b 0 /b 2 , and Ω(n) be any function which goes to positive infinity. Then,
Proof. Using Darboux's theorem [1] , or Theorem 1(a) with j = 1, we have
uniformly for all j ≤ βn − n 3/2 Ω(n). Therefore,
Now the lemma follows from H1, (19), and (20). Lemma 3. Let (A(z), B(z), C(z)) be an admissible triple, α n and β = b 0 /b 2 as defined in Lemma 2. If B(z) = zh(A(z)) for some function h(z), which is analytic in {z : |z| ≤ a 0 }, then
Now the lemma follows from Lemma 2.
General map definitions.
A planar map is a connected graph G embedded in the sphere S such that all components of S −G are simply connected regions, which are called faces. Loops and multiple edges are permitted in G. In this paper a planar map is simply a map. A map is rooted if an edge is distinguished, together with a vertex incident with the edge and a side of the edge. This is useful in enumeration, since we regard two maps to be equivalent if there is a homeomorphism of the sphere which takes one to the other; for rooted maps, the homeomorphism must preserve the rooting.
A graph (or the corresponding map) is k-connected if it has at least k vertices, requires removing at least k vertices to separate the graph, and the graph has no loops if k ≥ 2 and no multiple edges if k ≥ 3.
A triangulation is a map in which all the faces are triangles. In this paper, a quadrangulation is a map which has no multiple edges and in which all the faces are quadrangles. Cubic maps have all vertices of degree 3 (the duals of triangulations), and bicubic maps are cubic maps whose graphs are bipartite.
To contract a loop e of a map with respect to a face F , shrink e and the part of the sphere on the other side of e from F down to the vertex incident with e. A loopless component in a map is a map obtained by specifying a face F and then contracting all loops with respect to F . A simple component in a loopless map is defined similarly by contracting all 2-cycles into single edges, with respect to some face. The same definition serves for a 3-connected component of a 2-connected triangulation, since in such a map, a 2-vertex cut determines a 2-cycle. A quadrangulation is called simple if all 4-cycles are facial. A 2-connected component of a map is simply the map induced by a 2-connected component (maximal 2-connected subgraph) of its graph. To treat 3-connected components in 2-connected maps, we use the one-to-one correspondence between rooted quadrangulations and rooted maps [6] .
Components in planar maps.
In this section, we apply Theorem 1 to obtain the size of the largest component of the following types in the specified families of planar maps. In some cases the components are not actually submaps but are the components in a unique decomposition of the maps under some natural definition of decomposition. It could also be applied to obtain the analogous result about 4-connected components in 3-connected triangulations obtained in [3] .
1. 2-connected component in a general map; 2. loopless component in a general map, or dually, 2-edge connected component in a general map; 3. simple component in a loopless map, or dually, 3-edge connected component in a 2-edge connected map; 4. 3-connected component in a 2-connected triangulation; 5. 3-connected bicubic component in a 2-connected bicubic map; 6. 3-connected component in a 2-connected map, or, equivalently, simple component in a quadrangulation; The following lemma is useful; the proof of a special case can be found in [7] . Lemma 4. In a family of rooted maps of any of the types listed above, for any ǫ > 0, almost all maps with n edges have at most one component that has more than n 2/3+ǫ edges. Proof. For any of these families of maps (bicubic maps [7] , other maps [5] ), the number of maps on n edges is asymptotic to M (c, r, n) = cn −5/2 r n for some constants c and r, depending on the family, where for some of the families n is restricted in a natural way to a subset of the positive integers. (For example, in bicubic maps, n is a multiple of 3.) We now treat the family of all maps in detail; the other cases are almost identical. Suppose a rooted map R with n edges has at least two 2-connected components containing more than n 2/3+ǫ edges. Then, there is some cut-vertex at which the map splits into two submaps, R 1 and R 2 , containing at least n 2/3+ǫ edges each. One of these (say R 1 ) contains the root edge of R. Given R 1 with, say, n − k edges, there are at most 2(n − k) places at which R 2 could be attached. Thus, summing over k, the number of possibilities for R is at most
Suppose now that we have specified a family A of maps and a family C of components. A map in A is called C-rooted (component rooted) if a component in C is distinguished together with a rooting of the component as a map. Let A(z) be the generating function of the C-rooted maps in A, and let C(z) be the generating function for the rooted maps in C. Then, in general, there will be a function B(z) such that H1 holds. (In general, a member of the maps in A can be created by taking one of the components in C and replacing some parts of the component, perhaps each face, or each nonroot edge, for instance, by something very close to one of the maps in question. C k B k (z) counts the number of C-rooted maps whose root components have size k.) Then, (A(z), B(z), C(z)) will be an admissible triple (provided the other requirements H2, H3, and H4 hold), and so Lemmas 2 and 3 will apply.
The following lemma will be used to pass from the root component size to the largest component size. Here, "size" refers to the number of edges.
Lemma 5. Let M (z) be the generating function for rooted maps of one of the above-listed families A by edges, C(z) the generating function for the corresponding family C of components, and A(z) the generating function for the C-rooted maps in A. Assume that (A(z), B(z), C(z)) is an admissible triple for some function B(z). Let X n be the size of a largest component in a random map with uniform distribution in the family. Let α n and β be defined as in Lemma 2. Then,
Proof. A map in A is called doubly rooted if it is C-rooted and has an additional secondary rooting (that is, an edge, and a side and end of that edge are distinguished, perhaps the same as the primary rooting). Let D n be the set of doubly rooted maps in A that have n edges, in which the root component has size k with |k−βn| < n 2/3 Ω(n). By the definition of α n ,
On the other hand, let Z n be the subset of D n in which all rooted maps have at least two components of size greater than βn − n 2/3 Ω(n). Since each rooted map in Z n can be C-rooted in at most O(n) ways, it follows from Lemma 4 that
Now the lemma follows from (22)-(24). Now we prove the following main result. Theorem 2.
(1) Let X n be the number of edges of a largest 2-connected component in a random rooted map with n edges. Then,
(2) Let X n be the number of edges of a largest simple component in a random rooted loopless map with n edges. Then, P(|X n − 2n/3| < n 2/3 Ω(n)) = 1 + o(1).
(3) Let X n be the number of edges of a largest 3-connected component in a random rooted 2-connected triangulation with 3n edges. Then,
(4) Let X n be the number of edges of a largest 3-connected component in a random rooted 2-connected bicubic map with 3n edges. Then,
(5) Let X n be the number of edges of a largest loopless component in a random rooted map with n edges. Then, P(|X n − 2n/3| < n 2/3 Ω(n)) = 1 + o(1).
(6) Let X n be the number of edges of a largest 3-connected component in a random rooted 2-connected map with n edges. Then,
Proof. We note for the map families and component families in (1)- (4), the C-rooted maps are the same as rooted maps, since there is exactly one component containing the root. Therefore, in the terminology of Lemma 5, M n = A n for these maps. Also, as shown below, the conditions of Lemma 3 are also satisfied by these maps. It will then follow that (1)- (4) hold by Lemmas 2, 3, and 5.
For part (1) , let A n (C n ) be the number of rooted maps (2-connected maps) with n edges. Define
It follows from [4] that (A(z), B(z), C(z)) is an admissible triple. Using (4.2) of [4] with a bit of calculation, we have b 0 = 4/27, b 2 = 12/27.
Hence, β = 1/3. For part (2) , let A n (C n ) be the number of loopless rooted maps (simple maps) with n edges. Define
Noting that simple maps are obtained by closing digons in loopless maps, it is easily seen that (A(z), B(z), C(z)) is an admissible triple. (See [9] for more details.) Using (20) and (22) of [5] with a bit of calculation, we have
Hence, β = 2/3. For part (3), let A n (C n ) be the number of rooted 2-connected triangulations (3-connected triangulations) with 3n edges. Define
Then (A(z), B(z), C(z)) is an admissible triple [9] . Using (15) and (16) of [9] , we have
After a bit of calculation, we obtain
For part (4), let A n (C n ) be the number of rooted 2-connected bicubic maps (3-connected bicubic maps) with 3n edges. Define
Then (A(z), B(z), C(z)) is an admissible triple [8] . Using (21) of [8] with a bit of calculation, we obtain
and, hence, β = 5/17. The proofs of (5) and (6) are a bit different because M (z) = A(z) in these cases. For part (5) , let M n (C n ) be the number of all rooted maps (loopless maps) with n edges, and let A n be the number of component rooted maps with n edges. Define
If we let L(z) be the generating function for those maps whose root faces consist of only loops, including the single vertex map, then it is easy to show that For part (6) , let M n (C n ) be the number of rooted quadrangulations (simple quadrangulations) with n faces (i.e., 2n edges). Define Since almost all rooted maps in the families we consider have no symmetries [8] , we immediately get the following.
Corollary. The conclusions of Theorem 2 also apply for random unrooted maps.
