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Abstract
In the paper we study weakly continuous Schur-class-valued maps and their associated Schur
coefficient families, that we call functional Schur coefficients. A case of special interest is the family
of the “slices” through the polytorus of an n-variable function in the unit ball of H∞(Dn), which
is shown to be a weakly continuous map from the polytorus into the Schur class. The continuity
properties of its functional Schur coefficients are used to characterize the rational inner functions in
the polydisk algebra. As a consequence we obtain extensions in several variables of the Schur–Cohn
test on zeroes of polynomials. This provides in particular a necessary and sufficient condition of
stability for multi-dimensional AR filters.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and notations
Several fields of mathematics, such as functional analysis or interpolation, and also
many engineering areas, as linear system theory or signal processing, benefit from ideas
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294 I. Serban et al. / J. Math. Anal. Appl. 320 (2006) 293–302emerging from the Schur’s original construction [12]. Besides their well-known interpo-
lation impact, Schur coefficients have various interpretations, such as (operator) angles or
correlations which play a significant role in applications (see [1,3–5] for an overview).
They also contain information about zeroes of polynomials in the closed unit disk through
the well-known Schur–Cohn criterion [9]. This is the main tool in testing the stability of
one-dimensional linear filters with rational transfer function.
The aim of this paper is to extend the Schur coefficients in several variables, in order
to obtain a multi-dimensional Schur–Cohn criterion. We consider first weakly continuous
families of one variable Schur class functions, and study some general properties of their
corresponding Schur coefficient families that we will call functional Schur coefficients. We
then show how a sequence of functional Schur coefficients can be associated in a natural
way to any Schur class function of several variables. The continuity of these coefficients
is studied and they are used to characterize rational inner functions in the polydisk alge-
bra. As a consequence an equivalent condition is obtained, in terms of functional Schur
coefficients, for a polynomial in several variables to set its zero outside the closed unit
polydisk. This extends the uni-dimensional Schur–Cohn criterion to several variables in a
computable way. A direct application in system theory is a BIBO stability test for multi-
dimensional autoregressive linear filters.
In the following we introduce the notations and recall some one-variable basic facts on
the Schur algorithm. We denote by D the open unit disk and by T the closed unit circle in
the complex plane C. The notation H∞(D) stands for the Banach algebra of all bounded
analytic functions in D.
The Schur class S is by definition the closed unit ball of H∞(D): S = {f ∈ H∞(D):
|f (z)| 1, z ∈ D}. By the maximum modulus principle, S is the union of the two disjoint
sets S0 = {f ∈ H∞(D): |f (z)| < 1, z ∈ D} and C1 that consists of all the constant unimod-
ular functions in D. We also denote by bα , α ∈ D, the conformal mapping bα(z) = z−α1−αz of
the unit disk onto itself.
The main object of the Schur algorithm is a mapping, that we will denote Φ , that carries
the Schur class onto itself. For any fixed function F in S we define the analytic function
denoted Φ(F) in D in the following way: if F ∈ C1 then Φ(F) = 0, and if F ∈ S0 put if
z = 0,
[
Φ(F)
]
(z) = 1
z
(bF(0) ◦ F)(z) = F(z)− F(0)
z(1 − F(0)F (z))
and
[
Φ(F)
]
(0) = F ′(0)(1 − ∣∣F(0)∣∣2)−1.
The mapping Φ is onto, but not one-to-one, since it has numerous inverses to the right:
for each α ∈ D the mapping Ψα :S → S defined by [Ψα(G)](z) = b−α(zG(z)) = α+zG(z)1+αzG(z)
satisfies Φ ◦Ψα = 1S .
For F ∈ S consider the sequence of functions Fn def= Φn(F ) (n  0), called the Schur
iterates of F , and define the Schur coefficients of F by γn(F ) = Fn(0) (or simply γn
when no confusion is possible). It is clear that for any F in S its Schur coefficients satisfy
|γn|  1 (n  0), and moreover at most one of them can be unimodular. In fact, if there
is n such that |γn| = |Fn(0)| = 1, the maximum modulus principle forces Fn to be the
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means that γn+1, γn+2, . . . are all zero. This happens precisely if F is a Blaschke product
of degree n.
The definition of Schur coefficients can be extended outside the Schur class, but in this
case their values may be outside the unit circle. They may also be infinite, if the Schur
iterates have poles at the origin. The Schur class can be thus regarded as the set of analytic
functions with Schur coefficients in the closed unit disk.
We end this section by recalling the connection between the Schur iterative process and
the Schur–Cohn criterion for a polynomial to have all the roots inside the open unit disk.
For a polynomial P(z) = a0 +a1z+· · ·+anzn define PT (z) = an+an−1z+· · ·+a0zn.
If P is written in the factored form P(z) = λzk∏n−ki=1 (z − αi), where αi are the roots of
P different from zero, then it is easy to see that PT (z) = λ∏n−ki=1 (1 − αiz) so the quotient
F = P
PT
has the form
F(z) = wzk
∏
|αi |=1
z − αi
(1 − αiz) , (1)
where w = (λ/|λ|)2∏|αi |=1 αi , |w| = 1.
Let γn, n = 0,1, . . . , be the Schur coefficients of F . Clearly this function is a finite
Blaschke product if and only if all the numbers αi are in D. Thus P has all the roots in the
closed unit disk if and only if F ∈ S, i.e., if and only if |γi | 1 for i = 0,1, . . . , n.
Moreover, if P has q roots on the unit circle (q  0), (1) shows that the sequence of the
absolute values of the Schur parameters of F = P/PT is
0,0, . . . ,0︸ ︷︷ ︸
k
, |γk+1|, . . . , |γn−q−1|,1︸ ︷︷ ︸
n−q−k
,0,0, . . .
so |γi | < 1 for i = 0,1, . . . , n− q − 1.
In conclusion P has all roots in the open unit disk if and only if |γi | < 1 for i =
0,1, . . . , n − 1, which is exactly the scope of the Schur–Cohn test. Of course, in order
to test that all zeroes are outside the closed unit disk, one has only to switch the roles of P
and PT .
2. Functional Schur coefficients for weakly continuous maps
The aim of this section is to extend the original Schur construction to families of
Schur-class functions that depend continuously on some parameter. Consider a compact
topological space K and a continuous mapping Γ from K into the Schur class S endowed
with the weak-* topology, i.e.,
lim
w→w0
∥∥Γ (w)− Γ (w0)
∥∥
r
= 0 (w0 ∈ K, 0 < r < 1),
where ‖f ‖r = sup|z|<r |f (z)| for f in H∞(D) and 0 < r  1.
One can define pointwise, for each w ∈ K the Schur iterates Φn(Γ (w)) and the Schur
coefficients
γn(w)
def= Φn(Γ (w))(0) (w ∈ K). (2)
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weakly continuous map Γ . We show in this section that each γn is continuous on K , except
(possibly) the points w ∈ K for which Γ (w) is a Blaschke product of degree strictly less
than n. In particular it follows that |γn| are lower semicontinuous functions on K .
Clearly the first thing to do is have a look at the continuity of the mapping Φ . An
elementary application of Schwarz lemma gives the following estimation:
Lemma 1. Let f,g in S, 0 < r  1 and suppose that δ = min{1 − |f (0)|,1 − |g(0)|} > 0.
Then
∥∥Φ(f )−Φ(g)∥∥
r
 3
rδ2
‖f − g‖r .
Theorem 2. The map Φ :S → S is both strongly and weakly continuous on S0, and both
strongly and weakly discontinuous on C1.
Proof. Let f be an arbitrary function in S0 and (fn)n∈N be a sequence in S weakly con-
vergent to f . Since fn(0) converges to f (0), we have 1 − |fn(0)| > 12 (1 − |f (0)|) for n
sufficiently large. By the previous lemma, with δ = 12 (1 − |f (0)|), we have
∥∥Φ(fn)−Φ(f )
∥∥
r
 12
r(1 − |f (0)|)2 ‖fn − f ‖r
n→∞−−−−→ 0 (0 < r  1),
which shows that Φ is both strongly continuous (make r = 1) and weakly continuous at
any point f ∈ S0.
To see now that Φ is discontinuous on C1, consider any unimodular constant function,
γ ∈ C1, and consider for 0 < 	 < 1 the function g	 :D → D, g	(z) = γ (1 − 	 − 	z). Then
g	 converges (strongly) to γ when 	 → 0, but Φ(g	)(z) 	→0−−−→ γ2−z , which shows that Φ is
discontinuous on C1 with respect to both topologies. 
Theorem 3. For n 1, Φn is (strongly and weakly) continuous at the point f ∈ S if and
only if f is not a Blaschke product of degree k  n.
Proof. Suppose first that f is not a Blaschke product of degree strictly less than n. This
implies that the Schur coefficients γ0, γ1, . . . , γn−1 of f are not unimodular, so Φk(f )
belongs to S0 for k = 1, . . . , n − 1 and therefore an inductive application of Theorem 2
shows that Φn is continuous at the point f .
To prove the converse, we suppose that f is a Blaschke product of degree k  n−1 and
show that Φn is discontinuous at f . Let γ0, γ1, . . . , γk,0,0, . . . be the Schur coefficients
of f . It follows that Φk(f ) is the unimodular constant γk . Consider, as in the proof of
Theorem 2, the functions g	(z) = γ (1− 	 − 	z) satisfying ‖g	 − γk‖ 2	 and set f	(z) =
Ψγ0 ◦ Ψγ1 ◦ · · · ◦ Ψγk−1g	 , where (Ψα)α∈D is the family of right-inverses for Φ defined in
the introduction. It is easy to check that the inequality
∥∥Ψα(h1)−Ψα(h2)
∥∥
r
 r(1 − |α|
2)
2 ‖h1 − h2‖(1 − |α|r)
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r = 1 yields
‖f − f	‖
k−1∏
i=0
1 − |γi |2
(1 − |γi |)2 ‖g	 − γk‖
	→0−−−→ 0,
so f	 converges strongly to f . On the other hand, Φk+1(f	) = Φ(g	) which converges
strongly to the function g(z) = γk2−z . Now g is clearly not a Blaschke product, so by the
direct implication of the theorem it follows that for each p  0, Φp(g) is a continuity point
for Φ , and therefore Φp+1(g	) converges strongly to Φp(g).
In conclusion, f	 converges strongly to f , and for p  0, Φk+p+1(f	) = Φp+1(g	)
converges to Φp(g) = 0 = Φk+p+1(f ). This means that Φm is discontinuous at f for any
m> k, in particular Φn is discontinuous at f . 
We can now prove the main result of this section:
Theorem 4. Let Γ :K → S be a weakly continuous map and γn : K → C are its functional
Schur coefficients defined in 2. Put G0 = K and
Gn =
{
w ∈ K: ∣∣γk(w)
∣∣< 1, k = 0,1, . . . , n− 1} (n 1).
Then (Gn)n∈N is a decreasing sequence of open subsets of K , and γn is continuous on Gn
for each n 0.
Proof. Obviously (Gn)n∈N is a decreasing sequence. Since Γ is weakly continuous on K
and γ0(w) = Γ (w)(0) for all w ∈ K , it follows that γ0 is continuous on the (trivially) open
set G0 = K . Now for n 1 and w ∈ Gn, Γ (w) is not a Blaschke product of degree strictly
less than n so, by Theorem 3, Φn is weakly continuous at the point Γ (w) ∈ S. It follows
that Φn ◦ Γ is weakly continuous at any point w ∈ Gn, so γn is continuous on Gn.
To see that Gn is open, pick an arbitrary w0 ∈ Gn. Then, for k = 1, . . . , n − 1,
|γk(w0)| < 1 and γk is continuous at w0, so there are open neighborhoods Wk of w0 such
that |γk(w)| < 1 for k = 1, . . . , n − 1 and w ∈ Wk . Thus ⋂1kn−1 Wk is an open neigh-
borhood of w0 contained in Gn, so Gn is open. 
Corollary 5. For each n 0, |γn| is lower semi-continuous.
Proof. The statement is trivial for n = 0, since γ0 is continuous. With the notations in the
previous theorem, set Kn = K\Gn, n 1. For any w0 ∈ Fn, Γ (w0) is a Blaschke product
of degree less than n, so |γn(w0)| = 0 lim infw→w0 |γn(w)|. But since |γn| is continuous
on Gn, the inequality |γn(w0)|  lim infw→w0 |γn(w)| also holds (with equality) for any
w0 ∈ Gn, so it holds on K . Therefore |γn| is lower semi-continuous. 
3. Functional Schur coefficients for slice maps
In the following, H∞(Dn) stands for the Banach algebra of all bounded analytic func-
tions in n variables on Dn, and A(Dn) is the polydisk algebra. This section introduces
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n-dimensional Schur class Sn, i.e., the closed unit ball of H∞(Dn). The functional Schur
parameters for these associated weakly continuous maps are natural extensions of the one-
variable Schur parameters. Our construction is based on a standard tool in multivariable
analysis, the so-called “slice functions” [11].
For each w = (w1,w2, . . . ,wn) ∈ Tn consider the one-dimensional “diagonal” disk
Dw = {λw: λ ∈ D}, which “slices” Dn through the origin and w. The family (Dw)w∈Tn
covers redundantly the set Σ = {z = (z1, . . . , zn) ∈ Dn: |z1| = · · · = |zn|}, as two such
disks Dw and Dw′ coincide, provided that w′ = uw for some u ∈ T. This redundancy can
be eliminated by a “normalization” on one of the coordinates, say the last one, i.e., by con-
sidering the “sub”-family (D˜v)v∈Tn−1 given by D˜v = D(v,1), v = (v1, . . . , vn−1) ∈ Tn−1.
The family D˜ is thus the image of the family D through the “oblique projection” Π : Tn →
Tn−1, Π(w1, . . . ,wn) = w−1n (w1, . . . ,wn−1), in the sense that D˜Π(w) = Dw , w ∈ Tn.
Now let f :Dn → C be an n-variable analytic function, set w ∈ Tn and regard the re-
striction of f to the disk Dw as the one-variable analytic function fw :D → C, defined by:
fw(λ) = f (λw), for λ ∈ D, called the (diagonal) slice of f through w. We will also denote
by f˜v :D → C, for v ∈ Tn−1, the slice of f corresponding to the “normalized” disk D˜v ,
i.e., f˜v(λ) = f (λv1, . . . , λvn−1, λ), for λ ∈ D.
If, in addition, f belongs to the n-dimensional Schur class Sn, all its slices are in the
Schur class S. Therefore, the application Γ defined for all w ∈ Tn by Γ (w) = fw maps
the compact topological space Tn into the one-dimensional Schur class. We will call Γ the
slice map of the function f . We also denote by Γ˜ :Tn−1 → S the “normalization” of Γ ,
i.e., Γ˜ (v) = f˜v (v ∈ Tn−1), called Γ˜ the normalized slice map of f .
According to (2), the functional Schur parameters associated to these two maps are
γk(w) = Φk(fw)(0)
(
k  0, w ∈ Tn), (3)
γ˜k(v) = Φk(f˜v)(0)
(
k  0, v ∈ Tn−1). (4)
In order to check that Γ and Γ˜ are weakly continuous, one can use the one-variable
Cauchy formula followed by a recurrence on n and obtain the inequality
∣∣f (z)− f (z′)∣∣ n‖z− z
′‖
(1 − ‖z‖)(1 − ‖z′‖)
(
z, z′ ∈ Dn),
where ‖z‖ = sup1in |zi |. Now this and the definition of the slices of f yield
‖fw − f ′w‖r 
n‖w −w′‖
(1 − r)2 , ‖f˜v − f˜
′
v‖r 
(n− 1)‖v − v′‖
(1 − r)2 (0 < r < 1)
for w,w′ ∈ Tn and v, v′ ∈ Tn−1, which means that the slice map Γ and the normalized
slice map Γ˜ are weakly continuous.
The following basic connections between Γ , Γ˜ are immediate:
Proposition 6. Let w = (w1, . . . ,wn) ∈ Tn. Then:
(a) Γ (w)(λ) = Γ˜ (Π(w))(wnλ);
(b) [Φk(Γ (w))](λ) = wkn[Φk(Γ˜ (Π(w)))](wnλ), for each k  0 and λ ∈ D;
(c) γk(w) = wknγ˜k(Π(w)) for each k  0. In particular |γk(w)| = |γ˜k(Π(w)|.
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coefficients of a general weakly continuous map. We now add more specific information
concerning the continuity of the functional Schur coefficient of the slice maps.
A subset E of Tn is called a determining set (in the sense of [11, p. 100]) if the only poly-
nomial that vanishes on E is the null polynomial. Clearly any set of positive n-dimensional
Lebesgue measure on Tn is a determining set. It is shown in [11, Theorem 5.2.4], that if f
is an analytic function in Dn with the property that each slice fw is a Blaschke product of
same degree k0 for all w in some determining set E, then necessarily f is a rational inner
function. This fact can be used in conjunction with Theorem 4 in order to prove:
Theorem 7. Let f ∈ Sn and (γk)k0 and (γ˜k)k0 its functional Schur coefficients. If f is
not a rational inner function then the functional Schur coefficients are continuous almost
everywhere on Tn and Tn−1, respectively.
Proof. Let A ⊂ Tn be the set of points w such that fw is a Blaschke product. From Theo-
rem 4, it follows that A is closed and that each (γk) is continuous on Tn\A. Suppose that
A has positive n-Lebesgue measure. For each k  0 denote by Ak the set of the points
w ∈ Tn such that fw is a Blaschke product of degree k. Then A =⋃k0 Ak , so there is at
least one k0  0 such that Ak0 has positive measure. But then Ak0 is a determining set, so,
by Theorem 5.2.4 in [11], f should be a rational inner function. Therefore A must have
n-Lebesgue measure zero, so γk is continuous a.e. for all k  0.
In order to check the same result for the normalized Schur coefficients, consider the set
A˜ of all the points v ∈ Tn−1 such that f˜v is a Blaschke product. From Proposition 6(c) it
follows that A˜ = Π(A), and moreover a trivial Fubini argument shows that the (n − 1)-
Lebesgue measure of A˜ is the same as the n-Lebesgue measure of A. On the other hand,
Theorem 4 once again shows that each (γ˜k) is continuous on Tn−1\A˜, so (γ˜k) is continuous
a.e. for all k  0. 
In order to examine the case of rational inner functions we introduce some notations. For
an α = (α1, α2, . . . , αn) ∈ Nn and for z = (z1, z2, . . . , zn) ∈ Cn the multi-index notation zα
stands for the monomial zα11 . . . z
αn
1 whose degree is |α| = α1 + α2 + · · · + αn.
If P(z) =∑|α|p cαzα is a polynomial in n variables of degree p, one can define the
transpose polynomial PT as PT (z) = M0(z)P (1/z), where M0 is the monomial of least
degree such that M0(z)P (1/z) is a polynomial, and the notation 1/z stands for the n-tuple
(1/z1, . . . ,1/zn). More explicitly, define β = (β1, . . . , βn) ∈ Nn by
βi = max|α|p,cα =0αi (i = 1, . . . , n),
which represent the dimensions of the smallest n-dimensional rectangular “box” in Rn+
with one corner at the origin and containing all multi-indexes of all the coefficients of P
different from zero. Then the transpose PT can be written as
PT (z) =
∑
|α||β|
cβ−αzα.
It is clear that the degree of PT cannot exceed |β|, and is equal to |β| if and only if P
does not vanish at the origin. In this case, the degree |β| of PT is in general greater than
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P to derive the following connection between the slicing and the transposing operations:
Proposition 8. Suppose P does not vanish at the origin and set q = |β| − p = degPT −
degP . Then
(
PT
)
w
(λ) = wβλq(Pw)T (λ)
(
w ∈ Tn, λ ∈ D). (5)
It is shown in [11, Theorem 5.2.5(a)] that f is a rational inner function if and only if f
has the form M(z)P
T (z)
P (z)
for some monomial M(z) = zα0 and some polynomial P without
zeroes in Dn. It follows from (5) that
fw(λ) = w(α0+β)λ|α0|+q (Pw)
T (λ)
Pw(λ)
(
w ∈ Tn, λ ∈ D), (6)
so the slices of a rational inner function are necessarily Blaschke products (see (1)), of
possibly different degrees. As shown in [11, Theorem 5.2.5(b)], these slices have all the
same degree if and only if f is a rational inner function in the polydisk algebra A(Dn). We
show now that this happens precisely when all the functional Schur coefficients of f are
continuous.
Theorem 9. Let f ∈ Sn be a rational inner function, f (z) = M(z)PT (z)
P (z)
with M a mono-
mial and P a polynomial that has no zeroes in Dn, and let γk and γ˜k , k ∈ N, be the
functional Schur coefficients of f . The following are equivalent:
(a) γk (and, equivalently, γ˜k) are continuous for each k  0;
(b) there is k0  0 such that fw is a Blaschke product of degree k0 for all w ∈ Tn;
(c) f is in A(Dn);
(d) the polynomial P has no zeroes in Dn.
Proof. The equivalence of (b)–(d) is shown in [11, Theorem 5.2.5], so we prove that (a)
and (b) are equivalent. Observe first that the global continuity of γk and γ˜k are equivalent,
due to Proposition 6(c).
Suppose (b) holds, so |γk0(w)| = 1 for all w ∈ Tn. It follows on one side that γk ≡ 0,
thus continuous for all k  k0 +1, and on the other side that |γk0(w)| < 1 for all w ∈ Tn and
0 k  k0 − 1. But then, by Theorem 4, γk are continuous for 1 k  k0, so (b) ⇒ (a).
Suppose now (a) holds and consider, for k  0, the set Fk of the points w ∈ Tn such that
fw is a Blaschke product of degree k. By the continuity hypothesis, each Fk is a closed
subset of Tn, hence compact. Moreover, only a finite number of Fk are non-empty (since f
is rational), so there is p ∈ N such that Tn =⋃pk=1 Fk . Suppose now that Fk is non-empty
for more than one k. Since all Fk are disjoint compacts, they can be separated with disjoint
open sets, but this would mean Tn is not connected, a contradiction. In conclusion there is
a unique k0 such that Fk is non-empty, meaning that fw is a Blaschke product of degree k0
for all w ∈ Tn, and the proof is complete. 
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almost everywhere, for all k  0.
Theorem 9 shows in particular that the information on possible zeroes in the closed unit
polydisk of a polynomial P is contained, similarly to the one variable case, in the behaviour
of the functional Schur coefficients of the slice mapping of PT /P . A direct consequence
is the following theorem that extends the one-dimensional Schur–Cohn test to several vari-
ables. For practical purposes it will be more convenient to replace the functional Schur
coefficients with the normalized Schur coefficients, since this reduces by 1 the dimension
of the whole context:
Theorem 11. Let P be a polynomial in n variables of degree p. For v = (v1, . . . , vn−1) ∈
T
n−1 let γ ′0(v), . . . , γ ′p−1(v) be the (1D) Schur coefficients of (P˜v)T /P˜v , where again
P˜v(λ) = P(λv1, . . . , λvn−1, λ). Set ηk = supv∈Tn−1 |γ ′k(v)|, for k = 0, . . . , p − 1. The fol-
lowing are equivalent:
(a) The polynomial P has no zeroes in Dn;
(b) ηk < 1 for k = 0, . . . , p − 1.
Proof. If (a) holds, then the function f = PT /P is in particular a rational inner func-
tion. Therefore by Theorem 9 it follows that for every w ∈ Tn, the slice fw is a Blaschke
product of degree k0 = degPT , meaning that |γk0(w)| = 1 for w ∈ Tn. By the Proposi-
tion 6(c), we deduce that |γ˜k0(w)| = 1 for w ∈ Tn−1. But then |γ˜k(v)| < 1 for v ∈ Tn−1
and 0  k  k0 − 1. Now put q = degPT − degP = k0 − p. From (6) we see that
|γ ′k(v)| = |γ˜k+q(v)| < 1 for all 0 k  p−1. But, by Theorem 9 all the γ˜k are continuous,
so ηk = supv∈Tn−1 |γ˜k+q(v)| is attained on Tn−1, thus ηk < 1 for k = 0, . . . , p − 1.
For the converse, if (b) holds then, for any v ∈ Tn−1, |γ˜k(v)| < 1 for 0 k  k0 − 1 and
necessarily |γ˜k0(v)| = 1, where k0 = degPT . But this implies that all the slices (P˜v)T /P˜v
are Blaschke products of the same degree k0, meaning that f = PT /P is a rational inner
function in A(Dn). Thus, by Theorem 9, P has no zeroes in the closed unit polydisk, and
the proof is complete. 
The problem of determining if a polynomial has roots in the closed unit polydisk is
closely related to the BIBO-stability problem for multi-dimensional linear digital filters,
which was our original motivation for this work. A partial result concerning 2D AR filters
can be found in [10].
A digital linear filter with rational transfer function H(z) = A(z)/B(z) (z ∈ Dn) is
called BIBO-stable if the Taylor coefficients of H are in l1(Zn). A sufficient condition
of stability is that the zeroes of the polynomial B stay outside the closed unit polydisk.
This condition is not necessary in general, as there are rational functions H in the poly-
disk algebra that satisfy the stability condition, while having removable singularities on Tn
(see [6]). However the above condition is equivalent to the BIBO stability in some partic-
ular cases when no removable singularities occur, as for instance for autoregressive filters,
for which H has the particular form H(z) = 1/B(z). Theorem 11 can be thus used in such
particular cases in order to test the BIBO stability.
302 I. Serban et al. / J. Math. Anal. Appl. 320 (2006) 293–302The use of slice functions in the sense of Rudin [11] gives full advantage of the proper-
ties of homogenous expansions. The alternative approach is based on separated-variables
expansions, which have been used in similar works such as in [2,13], and very recently
[7,8].
We end by mentioning a couple of open questions:
Question 1. Characterize the functions γk :Tn → D which are the functional Schur coeffi-
cients of some function f in S(n). This is trivial for n = 1, but for n 2 the great difficulty
comes from the fact that it seems impossible to recover a function from its slices.
Question 2. Characterize the functions f in S(n) with continuous functional Schur coeffi-
cients. Theorem 9 just solves the case of rational inner functions.
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