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ABSTRACT
In this thesis, we look at an iterative method for approximating the scattering amplitude
that involves solving two linear systems: a forward system (Ax = b) and an adjoint system
(AT y = g). Once these two systems are solved, the scattering amplitude, defined by gT x =
yT b is easily obtained. We derive a conjugate gradient-like iteration for a nonsymmetric
saddle point matrix that is constructed to have a real positive spectrum. We investigate
the use of Schur Complement preconditioners with block-diagonal factorization to speed
up the convergence of our method and compare the results to our NspcG method without
preconditioning.
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Chapter 1
INTRODUCTION

1.1

The Scattering Amplitude Problem

In quantum physics, the scattering amplitude is the amplitude of the outgoing spherical
wave relative to the incoming plane wave [7]. Its dimension is the length. It is useful when
one is interested in knowing how incoming waves are scattered and what is reflected when
an incoming wave b is impinging on an object. The scattering amplitude can be calculated
by taking the inner product of the right-hand side (rhs) vector g of the dual (adjoint) system
AT y = g

(1.1)

and the solution x of the primal (forward) system.
Ax = b

(1.2)

Approximation of scattering amplitude is useful in many areas of application. See [16]
and the references there in for some of these applications. A specific field where the
approximation of the scattering amplitude is applied is in the design of stealth planes [1].
Stealth planes are planes that can fly undetected at high speed, almost invisible to radar.
A key component in stealth planes’ design involves reducing the plane’s Radar Cross Section
(RCS) (smaller RCS means lower detectability). The RCS, denoted by σ , is the integral of
the square of the modulus of scattering amplitude over all solid angles Ω.
Z

σ=

| fk (θ , φ )|2 dΩ

One way of reducing the RCS of an aircraft involves reducing the scattering of reflected
waves in the direction of the radar receiver. When a radar wants to detect if a plane is in
its airspace, it sends an incident wave b in the plane’s direction, and this wave is reflected
or scattered by the plane. Two types of scattering occur. We seek to reduce the amount of
backscattering since this is the wave that is reflected in the receiver’s direction.
Engineers already have a conceptual idea of how much scattering is needed for the
aircraft to evade detection. They, therefore, want to estimate the actual scattering caused by
1

their design to determine if it is sufficient. If it is not sufficient, a new design is created, and
the scattering amplitude of this design is computed. They continue creating designs/models
and estimating its scattering amplitude until they achieve the right amount of scattering.
When designing stealth planes, it is impractical to go straight to fabrication after creating a
conceptual design, as this design may not meet the specified RCS needed for the aircraft
to evade detection. So, the design needs to be tested first, and when the correct RCS is
obtained, fabrication can then begin. Due to modern advances in computing speed and
power, it is often desirable to employ a computer in the design phase to predict what the
RCS will look like before fabricating an actual object. Many iterations of this prediction
process can be performed at high speed in quick time and at a considerably low cost.
The scattering amplitude (gT x = yT b) is obtained by solving the forward and adjoint
systems simultaneously using iterative methods. The RCS can then be computed using this
quantity. If the RCS computed is not sufficiently low, a new conceptual design is tested, its
scattering amplitude approximated, and thus its RCS. Thus, different conceptual designs are
continually being tested until a suitable RCS is obtained.
The scattering amplitude expressed as gT x [7] or equivalently, yT b, establishes a connection between the rhs of the dual system and the solution of the primal system in signal
processing. First, the field x, referred to as the scattered field, is determined from the signal
b through the system Ax = b. The scattered field y is then determined in the system AT y = g,
where g (outgoing wave) is the scattered or received signal and has information about the
object. Efficiently approximating the scattering amplitude requires that we efficiently solve
the linear systems (1.1) and (1.2). So, it is enlightening to look at methods that have been
employed in solving these linear systems. Some of these methods will be discussed below.
Solving the linear system (1.2) has always been of interest to researchers due to its
importance in many applications beyond the scattering amplitude problem. There are several
ways of obtaining solutions to these linear systems, and each solution method is dependent
on the specific properties of the system matrix A. When the system matrix A is dense and
small, a direct solution method is preferred. LU factorization-type methods are the preferred
choice if the matrix A is unsymmetric. The LDLT factorization is an example of a direct
method that is used to solve some problems when the matrix A is symmetric. Cholesky
factorization is another direct method. It is used when the symmetric matrix A is known
to be positive definite [8]. However, for large, sparse systems, iterative methods become
necessary.
The preferred iterative method for a large, sparse, symmetric positive definite system
2

is the conjugate gradient method[8]. However, when the system matrix is not symmetric
positive definite, it is harder to find a solution for the linear system (1.2) using this method.
In a case where the system matrix A is not symmetric, we can utilize methods such as the
generalized minimal residual (GMRES) [14] and biconjugate gradient (BiCG) methods [3].
Furthermore, since approximating the scattering amplitude requires solutions to both the
adjoint (dual) and forward (primal) problems, it is wise to choose methods that solve both
of these problems simultaneously, like the generalized least squares residual (GLSQR) [17]
and quasi-minimal residual (QMR) methods [13].
1.2

Approximation of the Scattering Amplitude

The methods of this thesis employ a conjugate gradient-like approach. This is so because,
for large, sparse matrices, direct solution is computationally expensive or impossible, so
that iterative solutions become the solution of choice. One such iterative approach which
is remarkably effective for symmetric positive definite systems is the conjugate gradient
method. In particular, the conjugate gradient method gives very rapid convergence if A is
close to identity either in the sense of a low-rank perturbation or in the sense of the norm [8].
Since symmetry is what is needed to use a CG iteration, we could multiply both sides
of (1.2) by AT . This gives the normal equations with a symmetric matrix AT A that is also
positive definite when A is invertible. However, solving the scattering amplitude problem
in this way is impractical because it does not solve both (1.1) and (1.2) simultaneously.
Additionally, a major drawback of using this approach is that the condition number in the
two-norm is now squared for AT A. This is likely to increase the system’s sensitivity, possibly
making it ill-conditioned. So, this thesis employs an alternative approach. Our method,
like the QMR and GLSQR solves both the forward (primal) and adjoint (dual) problems
simultaneously. The idea is to transform these two problems into an equivalent system in
which the matrix can be guaranteed to have real, positive eigenvalues and eigenvectors that
are in some sense orthogonal, making it suitable for a solution by a conjugate gradient-like
iteration. Symmetry is not the goal, but as we will find out, symmetry will be achieved
with respect to some inner product. In order to achieve this goal, we make use of an idea
suggested first by Gene Golub [6], and consider a nonsymmetric saddle point matrix that
has the form


M=

AT WA AT
−A
0


.

Our only assumption is that the matrix W be assumed to be symmetric positive definite. We
3

make this assumption so that M fulfills the requirements to be a nonsymmetric saddle point
matrix. Our aim is to choose W in order to ensure that M has real, positive eigenvalues.
Next, we develop a preconditioner for M based on its Schur complement and give a block
diagonal factorization of this preconditioner. This preconditioner is used with M, to create
a preconditioned system matrix M̃ that is near identity so as to get rapid convergence. We
also develop a modified conjugate gradient-like algorithm for the preconditioned system.
This thesis is structured as follows. In Chapter 2, we introduce the method of this paper,
NspCG. In Chapter 3, we discuss preconditioning for our problem and derive a modified
preconditioned NspCG algorithm to be used with our preconditioner. In Chapter 4, we
present and analyze numerical results for our method. Conclusions and discussions of
possible future work are given in Chapter 5.

4

Chapter 2
ITERATIVE METHODS FOR NONSYMMETRIC SADDLE POINT
MATRICES

As mentioned in Chapter 1, our alternative approach will be to consider the matrix M defined
by

M=

AT WA AT
−A
0


(2.1)

where A ∈ Rn×n is invertible, and W is a symmetric positive definite matrix. M is an example
of a nonsymmetric saddle point matrix. It can be proved that xT Mx ≥ 0 for all x 6= 0. For
proof of this, see [16].
2.1

Guaranteeing a Real Positive Spectrum

It is vital to choose W in a way that ensures that M has a real positive spectrum. Doing so
makes M appropriate for a conjugate gradient-like iteration [12]. To make this choice, we
need first to define
M(γ) = Jp(M) = J(M − γI) =



AT WA − γI AT
−A
γI


(2.2)

where p is a polynomial of degree one in the form p(ζ ) = ζ − γ for γ ∈ R and


I 0
J=
.
0 −I
We want to establish whether there exists a symmetric positive matrix M(γ) with respect to
which M is symmetric, meaning M is M(γ)-symmetric if M(γ)M = M T M(γ) = (M(γ)M)T .
The following theorem gives a necessary and sufficient condition for M to be suitable for a
CG-like iteration.
Theorem 2.1.1. Let A be an invertible n × n real matrix, and let W be a symmetric positive
definite n × n matrix that satisfies
σmin (W ) >

2
.
σmin (A)
5

(2.3)

Then the matrix M defined by

M=

AT WA AT
−A
0



has real positive eigenvalues and eigenvectors that are orthogonal with respect to the inner
product defined by M(γ) = Jp(M). That is, this choice of W makes the matrix M suitable
for conjugate gradient-like iteration. (See [16] for proof).
In that case, the matrix W fulfills the requirements for M(γ) to be symmetric positive
definite. We are left with choosing a value for γ that guarantees that M(γ) is symmetric

positive definite. Sumner [16] found this choice to be γ = 12 λmin (AT WA) .
2.2

The Case where W is a Multiple of Identity.

Let A = UΣV T be the SVD of A, where
U=




u1 · · · un ,

V=



v1 · · · vn



and Σ = diag(σ1 , . . . , σn ). If we choose W = wI for some real scalar, w, then condition (2.3)
reduces to
w>

2
.
σn

(2.4)

Following the analysis of the eigensystem of M described in [9], we conclude that the
eigenvectors x1 , x2 , . . . , x2n of M are given by




−λJ+ v j
−λJ− v j
x2 j−1 =
, x2 j =
,
σ ju j
σ ju j

j = 1, 2, . . . , n,

(2.5)

with corresponding eigenvalues λ = λ j+ , λ j− that satisfy the quadratic equation
λ 2 − σ 2j wλ + σ 2j = 0

(2.6)

It is possible to prove right away from (2.5) and (2.6) that these eigenvalues are real and
positive, and the corresponding eigenvectors are linearly independent, if and only if w
satisfies condition (2.4) [9]. The eigenvalues of M exhibit interesting behavior, as shown in
Figure 2.1. First, the n smallest eigenvalues are nearly constant, with values very close to
1/w (2.6). Then, there is a surge in the magnitude of the eigenvalues, especially when A is
ill-conditioned.

6

Figure 2.1: Eigenvalues of matrix M from Example 1 in Chapter 4.
2.3

The Nonsymmetric Saddle Point Conjugate Gradient Method

Let A ∈ Rn×n be nonsymmetric. We will now introduce a Conjugate Gradient (CG) approach
that solves the linear systems (1.1) and (1.2) by solving an equivalent system of the form
Mz = b, where

M≡
and


z=

x
y

AT WA AT
−A
0




,

b=


(2.7)

AT W b + g
−b


.

(2.8)

To show that this new system indeed solves (1.1) and (1.2), consider the following matrix
equation manipulations


AT WA AT
−A
0



x
y

7




=

AT W b + g
−b


.

Carrying out matrix multiplication yields
AT WAx + AT y = AT W b + g
−Ax = −b

(2.9)
(2.10)

(2.10) simplifies to Ax = b, which is the same as (1.2). Substituting this into (2.9) gives:
AT W b + AT y = AT W b + g
This simplifies to AT y = g, which is (1.1).
The matrix M is also nonsymmetric; however, the eigenvalues of M are real and positive
since xT Mx ≥ 0 for all x. In the preceding discussion, we have established that if we
carefully choose W to satisfy the assumptions of Theorem 2.1.1, then M is diagonalizable
with real, positive eigenvalues. Furthermore, the bilinear form (u, v)G = vT Gu is a proper
inner product, as G (to be defined later) is symmetric positive definite. The result is that M
is G-symmetric as well as G-definite, meaning that (Mu, v)G = (u, MvG ) for all u, v ∈ R2n ,
and (u, Mu)G > 0 for all u 6= 0.
Define the vector p as:

p=

g
0


,

(2.11)

then the scattering amplitude can be computed as pT z = gT x. We now present a conjugate
gradient method for solving the linear system Mx = b. This CG method is built on the inner
product (u, v)G = vT Gu.
ALGORITHM 2.1 (NspCG for M)
Input: System Matrix M, rhs vector b, inner product matrix G, initial guess x0 ,
Initialize: r0 = b − Mx0 , p0 = r0 .
for i = 0, 1, . . . until convergence do

(x − xi , pi )G
(pi , pi )G
= xi + αi pi

αi =
xi+1

(2.12)
(2.13)

ri+1 = ri − αi Mpi

(2.14)

yi+1 = Mri+1
(ri+1 , pi )G
βi+1 = −
(pi , pi )G
pi+1 = ri+1 + βi+1 pi

(2.15)
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(2.16)
(2.17)

endfor
Liesen and Parlett [12] suggested that the inner product matrix G = M(γ)M gives a working
conjugate gradient method, as seen from the following lemma.
Lemma 2.3.1. Suppose that the symmetric matrix M(γ) is positive definite. Then Algorithm
2.1 is well defined for M and G = M(γ)M, and (until convergence) the scalars αi and βi+1
can be computed as
(ri , ri )M(γ)
(Mpi , pi )M(γ)
(ri+1 , ri+1 )M(γ)
βi =
.
(Mri , ri )M(γ)
αi =

(2.18)
(2.19)

The proof of Lemma 2.3.1 is given in [12].
It can be shown that choosing G in this way gives residuals that are in some sense
orthogonal, when Algorithm 2.1 is used.
Theorem 2.3.2. Each residual rk as defined in Algorithm 2.1 is orthogonal to all previous
residuals with respect to M(γ), i.e. (rTi , r j )M(γ) = 0, where i 6= j. (For proof of this, see
[16]).
2.4

An Efficient Implementation

Following the idea from [12, 3.3], we present a much more efficient implementation of
Algorithm 2.1. In step i of Algorithm 2.1 with M and G = M(γ)M, we can compute the
scalars αi and βi+1 as shown in (2.18) and (2.19), respectively. Now we shall demonstrate
how to substitute the M(γ)-inner products with J-bilinear forms. Since from (2.2),
M(γ) = JM − γJ,
we have for all vectors u, v ∈ Rn+m ,
(u, v)M(γ) = (Mu, v)J − γ(u, v)J .
Therefore,
(ri , ri )M(γ) = (Mri , ri )J − γ(ri , ri )J ,

(2.20)

and, since M is M(γ)-symmetric,
(Mpi , pi )M(γ) = (pi , Mpi )M(γ) = (Mpi , Mpi )J − γ(pi , Mpi )J .
9

(2.21)

Thus to compute αi and βi+1 , the main work is evaluating the bilinear form (u, v)J , which is
not more costly than evaluating the Euclidean inner product (u, v) [12]. It is essential that
both Mri and Mpi are readily available. So, to avoid the unnecessary expense of computing
both matrix-vector products in every iteration, two additional vectors are stored, namely
yi = Mri and wi = Mpi . The former is calculated by multiplying M on the right by ri . The
latter is computed via an additional recursion in the following manner: Multiplying (2.17)
on the left by M yields
Mpi+1 = Mri+1 +βi+1 Mpi
|{z}
| {z } | {z }
wi+1

yi+1

wi

The complete algorithm is given below.
ALGORITHM 2.2 (Efficient NspCG for M)
Input: System Matrix M, rhs vector b, real parameter γ, initial guess x0 ,
Initialize: r0 = b − Mx0 , p0 = r0 , y0 = Mr0 , w0 = y0 ,
for i = 0, 1, . . . until convergence do

(yi , ri )J − γ(ri , ri )J
(wi , wi )J − γ(pi , wi )J
= xi + αi pi

αi =
xi+1

(2.22)
(2.23)

ri+1 = ri − αi wi

(2.24)

yi+1 = Mri+1
(yi+1 , ri+1 )J − γ(ri+1 , ri+1 )J
βi+1 =
(yi , ri )J − γ(ri , ri )J
pi+1 = ri+1 + βi+1 pi

(2.25)

wi+1 = yi+1 + βi+1 wi

(2.28)

(2.26)
(2.27)

endfor
The denominator of βi+1 is the same as the numerator of αi , so this quantity has to be
computed only once per iteration. When we store these scalars, each step of Algorithm
2.2 requires four evaluations of the bilinear form (u, v)J , compared to two evaluations of
the inner product (u, v)G in the NspCG method specified in Algorithm 2.1. Additionally,
Algorithm 2.2 requires two more vectors of storage and one more recurrence, namely (2.28),
than Algorithm 2.1.

10

Chapter 3
PRECONDITIONING FOR M

In numerical experiments using Algorithm 2.2, the NspCG method displays both encouraging and worrying behavior when compared with other iterative methods for solving
nonsymmetric systems. NspCG required only few iterations to significantly reduce the
residual norm but then often stagnates due to near-parallelism of its residuals in the standard
inner product. This is common with CG iteration without preconditioning. So, we expect
that if preconditioning is used in conjunction with our NspCG method, as is typically done
with a CG method, it will dramatically accelerate convergence. In this chapter, we develop
an effective preconditioner for our matrix M, using the idea first proposed by [15].
3.1

Preconditioner for M Based on its Schur Complement

As proposed by Murphy, Golub, and Wathen [15], we consider a block-diagonal preconditioner based on the Schur complement. Let the system matrix
 T

A WA AT
M=
−A
0
be preconditioned by

C=

AT WA
0
T
0
−A(A WA)−1 AT


.

For convenience, we let B = AT WA, which simplifies C to


B
0
C=
0 −AB−1 AT
We can also simplify the (2, 2) block of C as follows:
−AB−1 AT = −A(AT WA)−1 AT = −AA−1W −1 A−T AT = −W −1 .
So, C becomes

C=

B
0
0 −W −1
11


.

(3.1)

This proposition addresses left preconditioning, but we are interested in centered preconditioning, so we find C1 ,C2 such that
C1C2 = C.
Then our preconditioned matrix becomes
M̃ = C1−1 MC2−1 .
To achieve this, we assume that C has an LU factorization

 


B
0
L11 0
U11 U12
=
.
C=
L21 L22
0 U22
0 −W −1
Solving this, we see
L11U11 = B,
L11U12 = 0 =⇒ U12 = 0,
L21U11 = 0 =⇒ L21 = 0,
L21U12 + L22U22 = −W −1 =⇒ L22U22 = −W −1 .
Since B and W are symmetric positive definite, there exists a Cholesky factorization for B
and W . Let B = RT R be the Cholesky factorization for B, then
L11 = RT

and U11 = R.

Also, since W = wI, let w = s2 , then W = s2 I and
L22 = −s−1 I

and U22 = s−1 I.

It follows that
  T


B
0
R 0
R
0
=
.
0 s−1 I
0 −W −1
0 −s−1 I
|
{z
} |
{z
}
{z
}|


C

C1

(3.2)

C2

We can now solve the preconditioned system
M̃ x̃ = b̃
where
M̃ = C1−1 MC2−1 ,
x̃ = C2 x,
b̃ = C1−1 b.
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(3.3)

As remarked in [15, Remark 3], any Krylov subspace iterative method with an optimality
condition or Galerkin property will terminate in at most three iterations with the solution to
Mx = b if the preconditioner (3.1) is used. However, this preconditioner is more expensive
than direct solution by block elimination. Thus, one typically uses approximations to B−1
and (−AB−1 AT )−1 [5].
Typically, such approximations are derived from a splitting of the (1, 1)-block, B = D−E,
where D can be efficiently inverted. In our case, we let E = 0 and D = LLT be the incomplete
Cholesky factorization of B. Since the (2, 2)-block simplifies nicely to W −1 , we let that be
the approximation of (−AB−1 AT )−1 . (3.2) then becomes

 
 T

L
0
B
0
L
0
=
.
0 −W −1
0 −s−1 I
0 s−1 I
{z
} |
{z
}|
|
{z
}
C

C1

(3.4)

C2

The Incomplete Cholesky factor L is computed using the M ATLAB ichol function with
threshold dropping and diagonal compensation. The exact M ATLAB command is
L=ichol(B, struct('type','ict','droptol',tol,'diagcomp',αd )) where tol and
αd are scalars. The incomplete Cholesky factorization of a symmetric positive definite matrix does not always exist. Diagonal compensation fixes this by creating an approximate
diagonally dominant matrix since diagonally dominant matrices are guaranteed to have
Incomplete Cholesky factorization.
The larger the drop tolerance, the more sparse the factor L tends to be, and the less
expensive the preconditioner formed from L will be, but this also means slower convergence.
So, there is a trade-off between sparsity (how expensive the preconditioner is) and convergence. Hence, it is important to choose the parameters tol and α1 carefully. Different
parameter values were tested until a balance was found between sparsity and convergence
of our NspCG method. These values differ from problem to problem and are dependent on
the size and properties of the matrix A. We found that using a drop tolerance value close the
rcond number of A gives sparse preconditioners with a good convergence rate. The level of
sparsity is also dependent on how well-conditioned A is and the size of A, with very poorly
conditioned matrices or small matrices giving the least sparse preconditioners.
3.2

Modified NspCG Algorithm for the Preconditioned System

Algorithm 2.2 of Section 2.4 works with our non-preconditioned system. We need to
modify Algorithm 2.2 to work with our preconditioned system. To do this, we multiply all
13

search directions by C2−1 and all residuals by C1−1 . We also need to define αi and βi for our
preconditioned algorithm.
First, we will make a modification to preconditioner (3.1) by negating the (2, 2)-block.
(3.1) as proposed in [15] uses a standard inner product, but we do not have a standard
inner product but an inner product in J. So, this modification is necessary to establish a
relationship between C1 , C2 , and J, which will be useful in the derivation of αi and βi for
our preconditioned algorithm. With this modification, (3.4) becomes
 T


 
B
0
L 0
L
0
=
.
(3.5)
0 W −1
0 s−1 I
0 s−1 I
|
{z
} |
{z
}|
{z
}
C

C1

Next, we compute the inverses of C1 ,C2 , and C1−T
 −1
 −T


L
0
L
0
−1
−1
C1 =
, C2 =
0 sI
0 sI

C2

and

C1−T


=

L−T 0
0 sI


.

We see from this that C1−T = C2−1 . Also, since premultiplying C1−T both on the left and right
by J preserves C1−T , we have
JC1−T J = C2−1 .
Since J−1 = J, we have this very useful relationship
C1−T J = JC2−1

(3.6)

Now, we can derive αi and βi for our preconditioned system. It suffices to show only the
derivation of αi , since βi follows from αi . This is so because the denominator of βi is the
same as the numerator of αi . From (2.18)
αi =

(ri , ri )M (γ)
(Mpi , pi )M (γ)

For our preconditioned system, this becomes
αi =

(C1−1 ri ,C1−1 ri )M(γ)
(C1−1 Mpi , Ũpi )M(γ)

M(γ) = JM̃ − γJ

14

For the numerator,
(C1−1 ri ,C1−1 ri )M(γ) = rTi C1−T M(γ)C1−1 ri
= rTi C1−T (JM̃ − γJ)C1 −1ri
= rTi C1−T JM̃C1−1 ri − γJC1−1 ri



= rTi C1−T JM̃C1−1 ri − γrTi C1−T JC1−1 ri
= rTi JC2−1 M̃C1−1 ri − γrTi JC2−1C1−1 ri
But
C2−1 M̃C1−1 = C2−1C1−1 MC2−1C1−1 = C−1 MC−1
So,
(C1−1 ri ,C1−1 ri )M(γ) = rTi JC−1 MC−1 ri − γrTi JC−1 ri
= rTi JC−1 Mzi − γrTi Jzi
= rTi JC−1 yi − γrTi Jzi
= (C−1 yi , ri )J − γ(zi , ri )J
For the denominator,
(C1−1 Mpi ,C2 pi )M(γ) = (C2 pi ,C1−1 Mpi )M(γ)
since M̃ is M(γ)-symmetric,
(C2 pi ,C1−1 Mpi )M(γ) = pTi M T C1−T M(γ)C2 pi
= pTi M T C1−T (JM̃ − γJ)C2 pi
= pTi M T C1−T JM̃C2 pi − γJC2 pi



= pTi M T C1−T JM̃C2 pi − γpTi M T C1−T JC2 pi
= pTi M T JC2−1 M̃C2 pi − γpTi M T JC2−1C2 pi
But,
C2−1 M̃C2 = C2−1C1−1 MC2−1C2 = C−1 M
So,
(C2 pi ,C1−1 Mpi )M(γ) = pTi M T JC−1 Mpi − γpTi M T Jpi
= (C−1 Mpi , Mpi )J − γ(pi , Mpi )J
= (C−1 wi , wi )J − γ(pi , wi )J
15

Therefore, αi for our preconditioned system becomes
αi =

(C−1 yi , ri )J − γ(zi , ri )J
(C−1 wi , wi )J − γ(pi , wi )J

(3.7)

We can also use (2.22) from Chapter 2 and arrive at the same αi for our preconditioned
system. (2.22) is given as
αi =

(yi , ri )J − γ(ri , ri )J
(wi , wi )J − γ(pi , wi )J

So, for our preconditioned system, we have
αi =

(C1−1 yi ,C1−1 ri )J − γ(C1−1 ri ,C1−1 ri )J
(C1−1 wi ,C1−1 wi )J − γ(C1 pi ,C1−1 wi )J

.

Consider the first term of the numerator of the above equation, we have
(C1−1 yi ,C1−1 ri )J = rTi C1−T JC1−1 yi
= rTi JC2−1C1−1 yi
= rTi JC−1 yi
= (C−1 yi , ri )J
In a similar manner, the second term of the numerator becomes
(C1−1 ri ,C1−1 ri )J = (C1−1 ri , ri )J = (zi , ri )J ,
and the first term of the denominator becomes
(C1−1 wi ,C1−1 wi )J = (C−1 wi , wi )J .
Finally, the last term of the denominator can be simplified as follows:
(C2 pi ,C1−1 wi )J = wTi C1−T JC2 pi
= wTi JC2−1C2 pi
= wTi Jpi
= (pi , wi )J
So, putting it all together, we have
αi

(C−1 yi , ri )J − γ(zi , ri )J
=
.
(C−1 wi , wi )J − γ(pi , wi )J
16

(3.8)

(3.7) and (3.8) are the same, which implies that using (2.18) or (2.22) gives the same αi . It
also implies that we need to solve three systems viz
Cz = r,
Cu = y,
and
Cv = w.
Our algorithm for the preconditioned matrix becomes

(ui , ri )J − γ(zi , ri )J
(vi , wi )J − γ(pi , wi )J
= xi + αi pi

αi =
xi+1

ri+1 = ri − αi wi

(3.9)
(3.10)
(3.11)

Czi+1 = ri+1

(3.12)

yi+1 = Mzi+1

(3.13)

Cui+1 = yi+1
(ui+1 , ri+1 )J − γ(zi , ri )J
βi+1 =
(ui , ri )J − γ(zi , ri )J
pi+1 = zi+1 + βi+1 pi
wi+1 = yi+1 + βi+1 wi

(3.14)
(3.15)
(3.16)
(3.17)

Cvi+1 = wi+1

(3.18)

Instead of solving three linear systems as the above algorithm indicates, we can instead
solve only one linear system. To do this, we premultiply (3.11) and (3.17) by C−1
C−1 ri+1 = C−1 ri − αiC−1 wi
| {z } | {z } | {z }
zi+1

zi

αi vi

C−1 wi+1 = C−1 yi+1 + βi+1C−1 wi
| {z } | {z } | {z }
vi+1

ui+1

βi+1 vi

The complete algorithm looks as follows.
ALGORITHM 3.1 (Preconditioned NspCG for M)
Input: System Matrix M, rhs vector b, real parameter γ, initial guess x0 , and preconditioner
17

matrix C
Initialize: r0 = b − Mx0 , solve:Cz0 = r0 , p0 = z0 , y0 = Mz0 , w0 = y0 , solve:Cu0 = y0 ,
v0 = u0
for i = 0, 1, . . . until convergence do

(ui , ri )J − γ(zi , ri )J
(vi , wi )J − γ(pi , wi )J
= xi + αi pi

αi =
xi+1

(3.19)
(3.20)

ri+1 = ri − αi wi

(3.21)

zi+1 = zi − αi vi

(3.22)

yi+1 = Mzi+1

(3.23)

Cui+1 = yi+1
(ui+1 , ri+1 )J − γ(zi+1 , ri+1 )J
βi+1 =
(ui , ri )J − γ(zi , ri )J
pi+1 = zi+1 + βi+1 pi

(3.24)
(3.25)
(3.26)

wi+1 = yi+1 + βi+1 wi

(3.27)

vi+1 = ui+1 + βi+1 vi

(3.28)

endfor
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Chapter 4
ANALYSIS OF NUMERICAL RESULTS

In this chapter, we will analyze the results from our NspCG method with and without
krk
preconditioning. All problems were tested using a stopping criterion of kbk
< 10−10 . We
set the maximum number of iterations allowed for each of our tests problems to be 3000.
The reason for this is explained below.
The conjugate gradient method, in exact arithmetic, is guaranteed to converge to the
exact solution of Ax = b in at most n iterations [10]. Since our method (a conjugate gradientlike method) creates a matrix M that is 2n × 2n, we would naturally expect it to converge to
the exact solution of Mx = b in at most 2n iterations, but this was not the case when our
NspCG method was used without preconditioning due to stagnation occurring after a few
iterations. So, we were interested in seeing how well the method will do if the number of
iterations allowed was greater than 2n. Will the method eventually converge? And if so,
in how many iterations? After several tests, and in trying to stay consistent throughout all
our test problems, we settled for 3000. Since our largest test problem (SHERMAN 4) had
2n = 2060, 3000 seemed a reasonable number since it satisfies our requirement of being
greater than 2n.
4.1

Example 1

For this example, we used a random matrix created in M ATLAB using the M ATLAB command
A=sprand(n,n,0.1)+speye(n), where n=100. This command creates a random sparse
n × n matrix, where 0.1 is the density of uniformly distributed nonzero entries and adds this
to the identity matrix.
In Figure 4.1, we see that NspCG without preconditioning shows a rapid decrease in the
residual norm during the first few iterations but stagnates after about 35 iterations. Then,
there was another rapid decrease in the residual norm after about 150 iterations, with the
method converging to the specified tolerance in 315 iterations. On the other hand, NspCG
with preconditioning converged rapidly, and the speed of convergence was dependent on
how expensive the preconditioner was.
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Figure 4.1: Example 1: NspCG for a sparse matrix of dimension 100 without preconditioning
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Figure 4.2: Example 1: NspCG for a sparse matrix of dimension 100 using Schur complement
preconditioner with true Cholesky factor
In Figure 4.2, preconditioner (3.1) was used, and the solution converged in 2 iterations to
the specified tolerance. Recall from [15] that preconditioner (3.1) is guaranteed to terminate
in at most three iterations. Unfortunately, this preconditioner is prohibitively expensive, so
we consider less expensive preconditioners with a good rate of convergence.
In Figure 4.3, preconditioner (3.5) was used. Our NspCG method converged to the
20
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Figure 4.3: Example 1: NspCG for a sparse matrix of dimension 100 using Schur complement
preconditioner with Incomplete Cholesky factor (droptol:1e-3, α1 :1e-2)
specified tolerance in about 42 iterations. This is a big improvement to NspCG without preconditioning. More importantly, NspCG with preconditioning fixed the issue of stagnation
experienced when the method was used without preconditioning.
4.2

Example 2

For this example, we used the oil reservoir modeling matrix ORSIRR_1 gotten from the Matrix Market collection. This matrix can be obtained from http://math.nist.gov/Matrix
Market/.
Again, as seen in Figure 4.4, NspCG without preconditioning shows a rapid decrease in
the 2-norm of residuals within the first 200 iterations but stagnates after that, never reaching
the specified tolerance within the maximum number of iterations allowed (3000 iterations).
Preconditioning fixed this stagnation. In Figure 4.5, convergence to the specified tolerance is achieved in 252 iterations, which is still very good compared to NspCG without
precondtioning that failed to converge in 3000 iterations. The preconditioner used in Figure
4.5 is the cheapest of the three preconditioners of the form (3.5) tested that still achieve a
good rate of convergence. The results for the remaining two preconditioners are shown in
Figure 4.6 and Figure 4.7, with the latter being the most expensive of the three and achieving
the best convergence rate.
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Figure 4.4: Example 2: NspCG for the matrix ORSIRR_1 without preconditioning
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Figure 4.5: Example 2: NspCG for the matrix ORSIRR_1 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-6, α1 :1e-5)
4.3

Example 3

Example 3 uses the oil reservoir modeling matrix

SHERMAN 4

obtained from the Matrix

Market collection.
Again, we see stagnation, but as seen in Figure 4.8, NspCG without preconditioning did
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Figure 4.6: Example 2: NspCG for the matrix ORSIRR_1 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-7, α1 :1e-6)
100

2-norm of residual

10-2

10-4

10-6

10-8

10-10

10-12
0

5

10

15

20

25

30

35

number of iterations

Figure 4.7: Example 2: NspCG for the matrix ORSIRR_1 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-8, α1 :1e-7)
eventually converge to the specified tolerance but did so after 1725 iterations. On the other
hand, NspCG with preconditioning converged in 80 iterations, as seen in Figure 4.9.
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Figure 4.8: Example 3: NspCG for the matrix SHERMAN4 without preconditioning
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Figure 4.9: Example 3: NspCG for the matrix SHERMAN4 using Schur complement
preconditioner with Incomplete Cholesky factor (droptol:1e-3, α1 :1e-2)
4.4

Example 4

Example 4 uses the UTM 300 matrix from the Matrix Market collection.
Figure 4.10 shows the result of NspCG without preconditioning. In this case, despite a
monotonically decreasing 2-norm of residuals, NspCG without preconditioning failed to

24

100

2-norm of residual

10-2

10-4

10-6

10-8

10-10

10-12
0

10

20

30

40

50

60

70

80

number of iterations

Figure 4.10: Example 4: NspCG for the matrix UT M300 without preconditioning
converge to the specified tolerance within the maximum iterations allowed (3000 iterations).
This seems to be a common pattern when the condition number for A is large. In fact, for all
tests problems with cond(A) of O(104 ) or greater, NsPCG without preconditioning failed
to converge to the specified tolerance within the maximum number of iterations allowed.
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Figure 4.11: Example 4: NspCG for the matrix UT M300 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-7, α1 :1e-6)
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Figure 4.11 shows the result of NspCG with preconditioning. This converged to the
specified tolerance in 80 iterations.
4.5

Example 5

Example 5 uses the PDE 900 matrix from the Matrix Market collection, which is a five-point
central finite difference discretization of a two-dimensional variable-coefficient linear elliptic
equation with Dirichlet boundary conditions.
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Figure 4.12: Example 5: NspCG for the matrix PDE900 without preconditioning
Figure 4.12 shows the result of NspCG without preconditioning. The method converged
to the specified tolerance in 808 iterations. This seems to be a common pattern when
the condition number for A is O(103 ) or less. In fact, for all test problems with cond(A)
of O(103 ) or less, NspCG without preconditioning converged eventually to the specified
tolerance within the maximum number of iterations allowed, despite showing stagnation.
Figure 4.13 shows the result of NspCG with preconditioning. This converged to the specified
tolerance in 64 iterations.
4.6

Example 6

Example 6 uses the STEAM 1 matrix from the Matrix Market collection, which was extracted
from a program simulating enhanced oil recovery using injected steam. Matrix STEAM 1
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Figure 4.13: Example 5: NspCG for the matrix PDE900 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-3, α1 :1e-2)
represents a finite-difference discretization of a 4 × 4 × 5 grid with 3 variables at each grid
point.
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Figure 4.14: Example 6: NspCG for the matrix ST EAM1 without preconditioning
Figure 4.14 shows the result of NspCG without preconditioning. In this case, stagnation
occurred after about 500 iterations, and NspCG without preconditioning failed to converge
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to the specified tolerance within the maximum iterations allowed (3000 iterations).
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Figure 4.15: Example 6: NspCG for the matrix ST EAM1 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-9, α1 :1e-8)
Figure 4.15 shows the result of NspCG with preconditioning. This converged to the
specified tolerance in 25 iterations.
4.7

Example 7

Example 7 uses the CDDE 5 matrix from the Matrix Market collection, which is a 5-point
finite difference discretization of a constant-coefficient convection-diffusion equation on a
uniform m × m grid.
Figure 4.16 shows the result of NspCG without preconditioning. The method failed to
converge to the specified tolerance within the maximum iterations allowed (3000 iterations).
Figure 4.17 shows the result of NspCG with preconditioning. This converged to the
specified tolerance in 128 iterations.
Table 4.1 shows the results for test matrices in Example 1 − 7, where L is the incomplete
Cholesky factor of the (1, 1)-block of M, and R is the true Cholesky factor. The table
also shows the choice of parameters tol for the drop tolerance and αd for the diagonal
compensation used in computing the incomplete Cholesky factor L. As can be seen from
Table 4.1, a drop tolerance value close to the same order of magnitude as A gives good
sparsity and good convergence. Also, when n was small, L was less sparse.
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Figure 4.16: Example 7: NspCG for the matrix CDDE5 without preconditioning
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Figure 4.17: Example 7: NspCG for the matrix CDDE5 using Schur complement preconditioner with Incomplete Cholesky factor (droptol:1e-4, α1 :1e-3)
To give an idea of how expensive our preconditioner is, we use M ATLAB run and
time option to compute the CPU running time for our NspCG method with and without
preconditioning. Table 4.2 shows the CPU running time for the matrix SHERMAN 4 of
Example 4 and

CDDE 5

of Example 7. We present the CPU run time for NspCG without

preconditioning, with an incomplete Cholesky preconditioner, and with the true Cholesky
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Matrix name
Example 1
ORSIRR_1
SHERMAN 4
UTM 300
PDE 900
STEAM 1
CDDE 5

n
100
1030
1104
300
900
240
961

nnz(L) nnz(R) % of R
4463
4939
90.4
17386 161111
10.8
11143 102847
10.8
15702
19742
79.5
14163
52286
27.1
15810
18699
84.5
30737
57749
53.2

tol
1e-3
1e-6
1e-3
1e-7
1e-3
1e-9
1e-4

αd niter rcond(A)
1e-2 42
8.3e-04
1e-5 252
6e-06
1e-2 80
1.4e-04
1e-6 80
6.8e-07
1e-2 64
3.4e-03
1e-8 25
3.3e-08
1e-3 128
1.9e-05

cond(A)
1.2e+03
1.7e+05
7.2e+03
1.5e+06
2.9e+02
3e+07
5.3e+04

Table 4.1: Analysis of results for test matrices in Example 1 − 7 using NspCG with preconditioning
preconditioner (the most expensive of our class of preconditioners).
time per iteration

niter

total time

0.009 s
0.007 s
0.141 s

1727
80
2

15.345 s
0.579 s
0.282 s

0.007 s
0.006 s
0.114 s

3000
128
2

20.210 s
0.714 s
0.228 s

SHERMAN 4
NspCG without preconditioning
NspCG with preconditioning (L)
NspCG with preconditioning (R)
CDDE 5
NspCG without preconditioning
NspCG with preconditioning (L)
NspCG with preconditioning (R)

Table 4.2: CPU run time for Example 4 and 7 using M ATLAB run and time option
We see from Table 4.2 that NspCG with the true Cholesky factor took the most time per
iteration. This is so because of the work involved in solving the linear system containing
the preconditioner C when C is large and not very sparse. Actual analysis of the code
using M ATLAB profiler (run and time) confirmed that the most expensive part of using
preconditioner C formed from the true Cholesky factor involved solving the linear system
Cu = y.
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Chapter 5
CONCLUSION AND FUTURE WORK

We have presented a modified preconditioned NspCG method. Our preconditioner was
based on the Schur complement of M. We employed centered preconditioning, so we had to
factorize our preconditioner. Our only requirement is that the factors have a block-diagonal
structure. The results from Chapter 4 show that our method made significant improvements
to NspCG without preconditioning. First, it fixed the stagnation experienced when NspCG
is done without preconditioning. Also, it gave a very rapid convergence rate when compared
to NspCG without preconditioning.
Future work will involve investigating the use of incomplete orthogonal preconditioners
in the hope of finding cheaper preconditioners with a rapid convergence rate. An analysis of
the eigenvalues of the preconditioned system matrix M̃ showed that while having positive
real parts, the eigenvalues were all complex. This is in contrast to the eigenvalues of
the original system matrix M, where all eigenvalues were real and positive. This may be
responsible for the oscillatory behavior shown when incomplete Cholesky preconditioners
were used. So, it will be worthwhile to see if the eigen-properties of M could be exploited
to develop effective preconditioners for M so that the preconditioned system has similar
eigen-properties as M.
The choice of parameters tol and αd were chosen using a trial and error approach.
We did find a pattern for choosing tol, but further investigation is required to find a more
efficient way of automating parameter selection.

31

Appendix A
M ATLAB CODES

A.1

Efficient NspCG M ATLAB Code

This is the M ATLAB function for our NspCG without preconditioning.

% Efficient Non-symmetric conjugate gradient method for solving Mx=b
function X=Efficient_NspCG(M,b,gamma,x0)
% Input: System matrix M
%
right hand side vector b
%
real parameter gamma
%
initial guess x0
n=length(M)/2;
J=[eye(n) zeros(n);zeros(n) -eye(n)];
% Initialize initial vectors
r0=b-M*x0;
y0=M*r0;
z0=y0;
r=zeros(2*n,1);
alpha=zeros(2*n,1);
beta=zeros(2*n,1);
p(:,1)=r0;
r(:,1)=r0;
x(:,1)=x0;
z(:,1)=z0;
y(:,1)=y0;
niter=zeros(1,1);
residuals=zeros(1,1);
for i=1:3000
niter(i)=i;
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v=(z(:,i)'*J*z(:,i)-gamma*z(:,i)'*J*p(:,i)); % alpha denominator
u=(r(:,i)'*J*y(:,i)-gamma*(r(:,i)'*J*r(:,i))); % alpha numerator
alpha(i)=u/v;
x(:,i+1)=x(:,i)+alpha(i)*p(:,i);
r(:,i+1)=r(:,i)-alpha(i)*z(:,i);
y(:,i+1)=M*r(:,i+1);
residuals(i)=norm(r(:,i+1))/norm(r0);
%pause
beta(i+1)=(r(:,i+1)'*(J*y(:,i+1))-gamma*r(:,i+1)'*(J*r(:,i+1))) ...
/((r(:,i))'*(J*y(:,i))-gamma*(r(:,i))'*(J*r(:,i)));
p(:,i+1)=r(:,i+1)+beta(i+1)*p(:,i);
z(:,i+1)=y(:,i+1)+beta(i+1)*z(:,i);
if (norm(r(:,i+1))/norm(b))<1e-10
break
end
end
X=x(:,2:end);
figure
semilogy(niter,residuals)
ylabel('2-norm of residual')
xlabel('number of iterations')
hold on

A.2

Modified Preconditioned NspCG M ATLAB Code 1

This is the M ATLAB function for our NspCG with preconditioner (3.5).

% Efficient Non-symmetric saddle point conjugate gradient method for
% solving the preconditioned system ~M~x=~b
function X=Efficient_NspCG_Precond_fun(M,b,gamma,C1,C2,x0)
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n=length(M)/2;
J=[eye(n) zeros(n);zeros(n) -eye(n)];
r0=b-M*x0;
q0=mldivide(C1,r0);
z0=mldivide(C2,q0);
p0=z0;
y0=M*z0;
w0=y0;
t0=mldivide(C1,y0);
u0=mldivide(C2,t0);
v0=u0;
r=zeros(2*n,1);
alpha=zeros(2*n,1);
beta=zeros(2*n,1);
p(:,1)=p0;
r(:,1)=r0;
x(:,1)=x0;
z(:,1)=z0;
y(:,1)=y0;
w(:,1)=w0;
u(:,1)=u0;
v(:,1)=v0;
t(:,1)=t0;
niter=zeros(1,1);
residuals=zeros(1,1);
for i=1:n
niter(i)=i;
alpha_num=(r(:,i)'*J*u(:,i)-gamma*(r(:,i)'*J*z(:,i)));
alpha_denom=(w(:,i)'*J*v(:,i)-gamma*w(:,i)'*J*p(:,i));
alpha(i)=alpha_num/alpha_denom;
x(:,i+1)=x(:,i)+alpha(i)*p(:,i);
r(:,i+1)=r(:,i)-alpha(i)*w(:,i);
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z(:,i+1)=z(:,i)-alpha(i)*v(:,i);
y(:,i+1)=M*z(:,i+1);
t(:,i+1)=mldivide(C1,y(:,i+1));
u(:,i+1)=mldivide(C2,t(:,i+1));
residuals(i)=norm(r(:,i+1))/norm(r0);
%pause
beta_num=(r(:,i+1)'*(J*u(:,i+1))-gamma*r(:,i+1)'*(J*z(:,i+1)));
beta(i+1)=beta_num/alpha_num;
p(:,i+1)=z(:,i+1)+beta(i+1)*p(:,i);
w(:,i+1)=y(:,i+1)+beta(i+1)*w(:,i);
v(:,i+1)=u(:,i+1)+beta(i+1)*v(:,i);
if (norm(r(:,i+1))/norm(b))<1e-10
break
end
end
X=x(:,2:end);
figure
semilogy(niter,residuals)
ylabel('2-norm of residual')
xlabel('number of iterations')

A.3

Modified Preconditioned NspCG M ATLAB Code 2

This is the M ATLAB function for our NspCG with preconditioner (3.2).

% Efficient Non-symmetric saddle point conjugate gradient method for
% solving the preconditioned system ~M~x=~b
function X=Efficient_NspCG_Precond_fun2(M,b,gamma,C,x0)
n=length(M)/2;
J=[eye(n) zeros(n);zeros(n) -eye(n)];
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r0=b-M*x0;
z0=C\r0;
p0=z0;
y0=M*z0;
w0=y0;
u0=C\y0;
v0=u0;
r=zeros(2*n,1);
alpha=zeros(2*n,1);
beta=zeros(2*n,1);
p(:,1)=p0;
r(:,1)=r0;
x(:,1)=x0;
z(:,1)=z0;
y(:,1)=y0;
w(:,1)=w0;
u(:,1)=u0;
v(:,1)=v0;
niter=zeros(1,1);
residuals=zeros(1,1);
for i=1:n
niter(i)=i;
alpha_num=(r(:,i)'*J*u(:,i)-gamma*(r(:,i)'*J*z(:,i)));
alpha_denom=(w(:,i)'*J*v(:,i)-gamma*w(:,i)'*J*p(:,i));
alpha(i)=alpha_num/alpha_denom;
x(:,i+1)=x(:,i)+alpha(i)*p(:,i);
r(:,i+1)=r(:,i)-alpha(i)*w(:,i);
z(:,i+1)=z(:,i)-alpha(i)*v(:,i);
y(:,i+1)=M*z(:,i+1);
u(:,i+1)=C\y(:,i+1);
residuals(i)=norm(r(:,i+1))/norm(r0);
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%pause
beta_num=(r(:,i+1)'*(J*u(:,i+1))-gamma*r(:,i+1)'*(J*z(:,i+1)));
beta(i+1)=beta_num/alpha_num;
p(:,i+1)=z(:,i+1)+beta(i+1)*p(:,i);
w(:,i+1)=y(:,i+1)+beta(i+1)*w(:,i);
v(:,i+1)=u(:,i+1)+beta(i+1)*v(:,i);
if (norm(r(:,i+1))/norm(b))<1e-10
break
end
end
X=x(:,2:end);
figure
semilogy(niter,residuals)
ylabel('2-norm of residual')
xlabel('number of iterations')

A.4

Matlab Script for Producing Numerical Results of our NspCG method

This is the M ATLAB script for implementing all previous functions.

% Matlab script to implement our NspCG Method with and without
% preconditioning
rng('default')
% n=100;% size of the matrix
% A=sprand(n,n,0.2)+speye(n); % 100 x 100 random sparse matrix
%
%
%
%

J1=diag(ones(n-1,1),1);
J1(n,1)=1;
A=1e-3*sprand(n,n,0.2)+J1;
A=sparse(A);
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%[A, rows, cols, entries] = mmread('orsirr_1.mtx');
% Read the matrix market matrix
[A, rows, cols, entries] = mmread('cdde5.mtx');
n=length(A);
d=rand(n,1); % 100 x 1 random vector
c=rand(n,1); % 100 x 1 random vector
% Find the minimum singular value sigma_n
[~,S,~]=svds(A,1,'smallest');
w=(2/S)*1.1+0.5; % Define w
W=w*eye(n); % Define the matrix W
B=A'*W*A;
M=[B A';-A zeros(n)]; % Define the system matrix M
CONDA=cond(full(A));
RCONDA=rcond(full(A));
CONDA1=condest(A);
CONDM=cond(full(M));
CONDM1=condest(M);
ev=eig(full(M)); %eigenvalues of M
eigval=ev;
ev2(1:2*n)=ev(2*n:-1:1);
ev2=ev2';
ev=log(ev2);
w2(1:2*n)=log(1/w);
w2=w2';
n2=(1:2*n)';
figure
plot(n2,ev)
hold on
plot(n2,w2,'--')
ylabel('log_{10} \lambda_j')
legend('eigenvalues of M','1/w')
hold off
38

% Find the mininum eigenvalue lamda_min
lamda_min=eigs(A'*W*A,1,'smallestabs');
gamma=(1/2)*lamda_min;
b=[(A'*W*c)+d;-c];
x0=zeros(2*n,1);

s=sqrt(w);
R=chol(B);
F1=R'*R;
B1=sparse(B);
L = ichol(B1, struct('type','ict','droptol',1e-4,'diagcomp',1e-3));
C=[F1 zeros(n);zeros(n) W^-1];
C1=[L zeros(n);zeros(n) s^-1*eye(n)];
C2=[L' zeros(n);zeros(n) s^-1*eye(n)];
C11=[R' zeros(n);zeros(n) s^-1*eye(n)];
C22=[R zeros(n);zeros(n) s^-1*eye(n)];

% Plot the eigenvalues of the preconditioner C and the preconditioned
% matrix ~M
tilde_M=C11\(M/C22);
ev_tilde=eig(full(tilde_M)); %eigenvalues of M
eigval2=ev_tilde;
M_tilde=C\M;
tilde_ev=eig(full(M_tilde));
ev2_tilde(1:2*n)=ev_tilde(2*n:-1:1);
ev2_tilde=ev2_tilde';
ev_tilde=log(ev2_tilde);
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figure
plot(n2,ev_tilde)
hold on
plot(n2,w2,'--')
ylabel('log_{10} \lambda_j')
legend('eigenvalues of \tildeM','1/w')
hold off
evC=eig(C);
eigval3=evC;
evC2(1:2*n)=evC(2*n:-1:1);
evC2=evC2';
evC=log(evC);
figure
plot(n2,evC)

% X3=M\b;
X=Efficient_NspCG(M,b,gamma,x0);
X1=Efficient_NspCG_Precond_fun(M,b,gamma,C1,C2,x0);

X2=Efficient_NspCG_Precond_fun2(M,b,gamma,C,x0);
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