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Tematika naloge:
Pomemben del kriptologije je tudi analiza varnosti šifer, kar vključuje tudi
“razbijanje” šifer, na primer dešifriranje skritega besedila brez poznavanja
ključa. V diplomskem delu predstavite homofono substitucijsko šifro in ana-
lizirajte njeno varnost. Problem avtomatskega razbijanja homofone substi-
tucijske šifre predstavite kot optimizacijski problem in ga poskusite čim bolj
učinkovito rešiti. Opǐsite tudi vse potrebno matematično ozadje: izbrane op-
timizacijske metode, izbiro kriterijske funkcije, potrebno dolžino šifriranega
besedila. Razmislite tudi, pri kakšnih kriptografskih problemih (klasičnih in
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Naslov: Kriptoanaliza homofone substitucijske šifre
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Substitucijsko šifro so znali s pomočjo frekvenčne analize razbiti že v 9.
stoletju. Z razširitvijo abecede šifriranega sporočila šifro izbolǰsamo, saj s
tem zabrǐsemo jezikovne vzorce in tako otežimo razbijanje. Izbolǰsani šifri
rečemo homofona substitucijska šifra. Njeno razbijanje le z uporabo papirja
in svinčnika tako ni mogoče. V diplomskem delu problem razbijanja homo-
fone substitucijske šifre predstavimo kot optimizacijski problem, ki ga nato
uspešno rešimo s kombinacijo dveh hevrističnih algoritmov. Med seboj pri-
merjamo uporabo simuliranega ohlajanja in iskalnega algoritma Tabu ter
vpliv uporabe bigramov in trigramov na možnost uspešnega razbitja šifre.
Na uspešnost razbijanja je vplivala predvsem dolžina kriptograma in kom-
pleksnost ključa šifre. Razvit algoritem je razbil kar 57% najtežjih testnih
primerov in 98% najlažjih.
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Substitution cipher was broken using frequency analysis already in the 9th
century. By using more ciphertext symbols the frequency distribution is flat-
tened which makes cracking more difficult. This cipher is named homophonic
substitution cipher. It is not possible to break it using only pencil and paper.
In this thesis, the problem of breaking the homophonic substitution cipher is
presented as an optimization problem, which is then successfully solved by
a combination of two heuristic algorithms. We compare simulated annealing
and Tabu search with each other and inspect the impact of the use of bigrams
and trigrams on cracking. Performance is mainly influenced by the length
of the ciphertext and the complexity of the cipher key. Our implementation
broke as many as 57% of the most difficult test cases and 98% of the easiest
ones.





Razvoj računalnikov in interneta je močno spremenil naš način življenja.
Vedno več storitev je dosegljivih preko spleta. Dnevno se po internetu prenese
ogromna količina podatkov. Med drugim tudi zaupna sporočila, poslovne
ponudbe in zasebni pogovori, za katere si želimo, da bi ostali tajni. To lahko
dosežemo z uporabo kriptografije. Sporočila pred pošiljanjem zašifriramo in
tako preprečimo vpogled nepooblaščenim osebam. Želja po tajnih sporočilih
ni plod sodobne tehnologije. Že v času Rimljanov so želeli preprečiti razkritje
vojaških sporočil v primeru, da bi sel s sporočilom zašel v sovražne roke.
Čeprav moderna kriptologija temelji na zahtevnih matematičnih problemih,
le-ta še vedno izvira iz klasične kriptologije. Sporočila v kuvertah so se
preselila na računalnike, sela na konju je zamenjal internet, vojaške generale
pa so nadomestili nič hudega sluteči posamezniki, ki brezskrbno uporabljajo
sodobno informacijsko tehnologijo. Učiti se moramo na napakah drugih in
razumeti varnostne pomanjkljivosti klasičnih kriptografskih sistemov. Tako
stopimo na ramena prvih kriptologov in se izognemo znanim varnostnim
pomanjkljivostim v modernih sistemih.
Ena izmed prvih klasičnih šifer je bila substitucijska šifra, pri kateri sta
se pošiljatelj in prejemnik v naprej dogovorila za skupen ključ, s pomočjo ka-
terega sta nato nadomestila črke in s tem zakrila sporočilo. Vendar se vzorci
jezika, kot je frekvenca črk, ohranijo in to je omogočilo kriptologom, da so
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lahko z listom papirja in svinčnikom z nekaj truda razbili šifro in prebrali
vsebino sporočila. Prvi zapis o leksikalni analizi izvira že iz 9. stoletja [15].
Arabski znanstvenik Al-Kindi jo je opisal v svojem delu z naslovom “A Ma-
nuscript on Deciphering Cryptographic Messages” in s tem postavil teme-
lje kriptoanalize. Z uvedbo dodatnih znakov razširimo abecedo šifriranega
sporočila in s tem otežimo razbitje šifre, saj tako zabrǐsemo jezikovne vzorce.
Razbitje z uporabo papirja in svinčnika tako ni več mogoče, kljub temu pa
lahko konstruiramo računalnǐski program, ki s pomočjo hevrističnih metod
zlomi šifro, saj smo z dodajanjem znakov jezikovne vzorce le zabrisali in ne
odstranili. Zajeti je potrebno le dovolj dolgo sporočilo ali več njih, šifriranih
z istim ključem.
Kljub temu, da substitucijska šifra že dolgo ni več v aktivni uporabi, je iz
preteklosti ohranjenih mnogo sporočil, ki so prav mogoče zašifrirana prav s
substitucijsko šifro. Radovednost, o čem tako pomembnem so si naši predniki
pisali, motivira nadaljnje odkrivanje novih metod za razbijanje klasičnih šifer.
Čeprav smo danes opremljeni s hitrimi računalniki in kompleksnimi algoritmi,
je razbijanje starih sporočil še vedno oteženo zaradi živosti jezika, ki se skozi
čas nenehno spreminja. Tako danes na primer ne poznamo več besedne zveze
družinska soba in onikanja.
V tem diplomskem delu si bomo v 2. poglavju najprej ogledali teo-
retično ozadje kriptologije, se spopadli z lažnimi ključi in definirali pogoj
za enoličnost dešifriranja kriptograma ter si ogledali jezikovni model, ki ga
bomo potrebovali v nadaljevanju. V 3. poglavju se bomo osredotočili na
enostavno in homofono substitucijsko šifro. Na obeh bomo uporabili izpe-
ljani pogoj za enoličnost in izvedeli, kako dolg kriptogram moramo zajeti, da
bo dešifriranje le-tega enolično. V nadaljevanju si bomo v 4. poglavju ogle-
dali teorijo optimizacije in se spoznali s tremi različnimi metahevrističnimi
algoritmi. V 5. poglavju bomo kriptoanalizo predstavili kot optimizacijski
problem in razvili algoritem za kriptoanalizo homofone substitucijske šifre.
V 6. poglavju bo sledila analiza rezultatov uporabe razvitega algoritma na
šifrah različne dolžine in različne težavnosti.
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Kriptologija
Beseda kriptologija izhaja iz grških besed kryptos in logos, kar lahko preve-
demo kot skrita beseda. Kriptologija je veda, ki se deli na kriptografijo in
kriptoanalizo. Prva se ukvarja z razvojem tehnik za doseganje informacijske
varnosti, druga pa z iskanjem postopkov za premagovanje le-teh. Poglavje
je povzeto po Stinsonovem učbeniku [17], priročniku Menezes, Vanstone in
Oorschot [13] in po učbeniku Jurafsky in Martin [8].
Kriptografija je sprva obsegala le tehnike šifriranja sporočil. Z razvojem
računalnikov in interneta pa je prešla v vsakodnevno uporabo in se močno
razširila. Moderna kriptografija obsega naslednje cilje:
• zaupnost (angl. confidentiality): zagotavljanje tajnosti podatkov, z na-
menom omejitve dostopa le pooblaščenim osebam,
• celovitost podatkov (angl. data integrity): zagotavljanje zaščite podat-
kov pred nedovoljenimi spremembami, kot so vstavljanje, brisanje in
zamenjava,
• avtentikacija (angl. authentication): zagotavljanje možnosti preverja-
nja identitete udeležencev pri komunikaciji,
• preprečevanje nepriznavanja (angl. non-repudiation): zagotavljanje ne-
zmožnosti tajenja že storjenih dejanj.
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Kriptosistemi so produkti kriptografije, ki poleg zaupnosti lahko zadoščajo
tudi drugim zgoraj navedenim ciljem.
Definicija 2.1. Kriptosistem je peterka (B, C,K, E ,D), za katero velja:
• B je končna množica besedil (angl. plaintext),
• C je končna množica kriptogramov (angl. ciphertext),
• K je končna množica ključev,
• E = {Ek : B → C; k ∈ K} je družina kodirnih funkcij,
• D = {Dk : C → B; k ∈ K} je družina dekodirnih funkcij,
• za vsak e ∈ K obstaja d ∈ K, da velja Dd(Ee(x)) = x za vsak x ∈ B.
Pomembna lastnost kriptosistema je injektivnost kodirnih funkcij, ki nam
preprečuje, da bi se dve različni besedili pri šifriranju z istim ključem preslikali
v isti kriptogram.
Trditev 2.2. Za vsak k ∈ K je kodirna fukcija Ek injektivna.
Dokaz. Naj bosta b1 in b2 ∈ B poljubni besedili, za kateri velja:
Ek(b1) = Ek(b2).
Izberemo ključ d, ki pripada ključu k. Iz zadnje zahteve pri kriptosistemu
potem sledi:
b1 = Dd(Ek(b1)) = Dd(Ek(b2)) = b2,
torej je funkcija Ek injektivna.

Besedilo šifriramo z uporabo kodirne funkcije v kriptogram, ki ga nato
z ustrezno dekodirano funkcijo dešifriramo nazaj v prvotno besedilo. Injek-
tivnost kodirne funkcije nam zagotavlja, da lahko šifrirano besedilo vedno
dešifriramo.
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Definicija 2.3. Kriptosistem je simetričen, če poznamo algoritem, ki v poli-
nomskem času za vsak kodirni ključ izračuna pripadajoč dekodirni ključ. Če
kriptosistem ni simetričen, pravimo, da je asimetričen.
Kriptosisteme delimo na simetrične in asimetrične. Pri prvih moramo
kodirni ključ skrbno varovati, saj lahko z njegovo pomočjo dešifriramo po-
datke, ki so bili pred temi šifrirani z njim. Primer simetričnega kriptosistema
je šifrirni sistem AES (angl. advanced encryption standard) [4], ki je nasledil
šifrirni sistem DES (angl. data encrpytion standard) [5]. Pri asimetričnih
kriptosistemih za dešifriranje uporabimo drug ključ, ki ga iz kodirnega ne
moremo hitro izračunati. Zato lahko kodirnega javno objavimo. Tako lahko
podatke šifrira kdorkoli, dešifrira pa le imetnik dekodirnega ključa. Čeprav
asimetrični kriptosistemi rešujejo težavo s ključi, se zaradi hitrosti še vedno
uporablja simetrične, kjer to ne ogrozi informacijske varnosti. Primer asi-
metričnih kriptosistemov je RSA [14], ki so ga leta 1978 razvili Ron Rivest,
Adi Shamir in Len Adleman. Ime kriptosistema je sestavljeno iz začetnic
njihovih priimkov.
Enostaven primer simetričnega kriptosistema je Cezarjeva šifra [18], ki jo
je prvi opisal Julij Cezar v knjigi Galska vojna. Gre za šifro, kjer posamezno
črko nadomestimo s črko, zamaknjeno za toliko mest, kot to določa šifrirni
ključ.
Slika 2.1: Cezarjeva šifra.
Kriptografi se pri razvoju kriptosistemov držijo Kerckhoffovega načela, ki
pravi, da mora biti kriptosistem varen, tudi če napadalec o njem ve vse, ne
pozna le ključa.
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Denimo, da želimo zašifrirati besedilo dolžine m z izbranim kriptosis-
temom, ki operira le nad besedami dolžine n. Najprej moramo besedilo
dopolniti tako, da bo njegova dolžina večkratnik števila n, nato pa bese-
dilo razdelimo na bloke dolžine n. V nadaljevanju bi bilo najenostavneǰse,
da bi vsak blok zašifrirali ločeno in dobljene kriptograme poslali preko jav-
nega kanala. Besedilo bi po kanalu res potovalo v šifrirani obliki, vendar bi
morebiten napadalec lahko zamenjal vrstni red kriptogramov in tako spre-
menil pomen besedila. Takemu načinu, kjer vsak blok šifriramo neodvisno
od preostalih, rečemo elektronska kodna knjiga. Poznamo tudi druge kom-
pleksneǰse načine kot so veriženje kodnih blokov, način s števcem, izhodna
povratna zveza in kodna povratna zveza. Pri veriženju kodnih blokov pred
šifriranjem naključno izberemo inicializacijski vektor dolžine n. Prvi krip-
togram dobimo tako, da zašifriramo rezultat XOR operacije med izbranim
inicializacijskim vektorjem in prvim blokom sporočila. Za vsako naslednjo
šifriranje pa kot inicializacijski vektor vzamemo kar kriptogram dobljen s
preǰsnjim šifriranjem. Zaradi povezanosti kriptogramov napadalec ne more
neopaženo zamenjati dveh prestreženih kriptogramov, saj bi prejemnik pri
dešifriranju opazi zamenjavo.
Z razmahom uporabe kriptografije je vse bolj napredovala tudi kriptoa-
naliza. Cilji napadalca pri šifriranju so različni:
• poiskati dekodirni ključ,
• dešifrirati celoten kriptogram,
• dešifrirati del kriptograma,
• izvedeti kakršnokoli informacijo o besedilu,
• spremeniti besedilo, ne da bi prejemnik to opazil.
Za doseganje teh ciljev se napadalci poslužujejo več vrst napadov, ki jih lahko
razdelimo v dve skupini. Prvi so pasivni, pri katerih napadalec le prisluškuje.
V to skupino spadata napad z golim kriptogramom (angl. ciphertext only at-
tack), kjer nasprotnik zajame enega ali več kriptogramov in napad z znanim
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besedilom (angl. known plaintext attack), kjer nasprotnik poleg kriptogra-
mov zajame tudi pripadajoča besedila. Napadalec nato izkoristi algebraično
strukturo kriptosistema, se posluži ene izmed statističnih metod ali pa po-
skusi z izčrpnim preizkušanjem vseh ključev.
Med aktivne napade spadajo tisti, kjer se napadalec aktivno vmeša v ko-
munikacijo. Primer takega napada je napad z izbranim besedilom (angl. cho-
sen plaintext attack), pri katerem ima nasprotnik vsaj za kratek čas dostop
do šifrirnega postopka in lahko generira poljubne pare. V praksi bi tak napad
izgledal tako, da se napadalec med časom za kosilo vtihotapi v pisarno in si
iz odklenjenega računalnika pošlje več šifriranih sporočil. V primeru asime-
tričnega kriptosistema napad z izbranim besedilom štejemo za pasivni napad,
saj lahko z javno objavljenim kodirnim ključem šifrira vsak. Kot aktiven na-
pad štejemo tudi napad z izbranim kriptogramom (angl. chosen ciphertext
attack). Pri tem napadu napadalec lahko zahteva ustrezna besedila za iz-
brane kriptograme in nato poskuša dešifrirati zajet kriptogram. Podobnemu
napadu, pri katerem napadalec pridobi začasen dostop do dešifrirnega po-
stopka, rečemo prilagodljiv napad z izbranim kriptogramom (angl. adaptive
chosen ciphertext attack).
V preteklosti je kriptosistem veljal za varnega že, če nasprotnik, ki ni
poznal pravega ključa, ni mogel prebrati vsebine prestreženega kriptograma.
Danes pa kriptosistem šteje za varnega le, če najmočneǰsi napadalec ne more
doseči naǰsibkeǰsega izmed ciljev, torej ne more izvedeti nobene informacije
o besedilu.
2.1 Enoličnost rešitve
Za uspešno kriptoanalizo moramo zajeti dovolj dolg kriptogram. V na-
sprotnem primeru obstaja možnost dvoumne razlage zajetega kriptograma.
Šifrirano besedo OFSFO si lahko na primer razlagamo kot kisik, radar ali ro-
tor. Za vsak petmestni palindrom obstaja vsaj en ključ, ki izbran palindrom
preslika v zajet kriptogram.
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V nadaljevanju bomo postopoma izpeljali formulo za enotnostno razdaljo
(angl. unicity distance), ki predstavlja najmanǰso dolžino kriptograma, ki
še zagotavlja enoličnost dešifriranja. Napadalec, ki ima na voljo le omejene
računske vire, pa mora za uspešno kriptoanalizo zajeti še bistveno dalǰsi
kriptogram.
Entropija je količina, s katero merimo negotovost izida poskusa slučajne
spremenljivke. Pove nam, koliko bitov informacije pridobimo, ko izvemo za
rezultat poskusa. Rezultat meta poštenega kovanca nam na primer prinese
1 bit informacije.
Definicija 2.4. Naj bo X diskretna slučajna spremenljivka z zalogo vrednosti
iz končne množice X . Verjetnost, s katero spremenljivka X zavzame vrednost






P (X = x) log2 P (X = x).
Če velja |X | = n in P (X = x) = 1/n za vsak x ∈ X , tedaj je po definiciji
H(X) = log2(n). Slučajna spremenljivka X zavzame vse vrednosti z enako
verjetnostjo, zato s poskusom pridobimo največ bitov informacije. Če obstaja
x0 ∈ X , da P (X = x0) = 1 tedaj je H(X) = 0. Ker smo o izidu poskusa
prepričani že vnaprej, s poskusom ne pridobimo nobene nove informacije. Iz
teh dveh premislekov sledi naslednja trditev.
Trditev 2.5. Za vsako diskretno slučajno spremenljivko X z zalogo vrednosti
iz končne množice X z n elementi velja
0 ≤ H(X) ≤ log2 n.
Definicijo entropije slučajne spremenljivke lahko razširimo tudi na slučajne
vektorje.
Definicija 2.6. Naj bosta X in Y diskretni slučajni spremenljivki z zalogo
vrednosti iz končnih množic X in Y . Entropijo slučajnega vektorja (X, Y )
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definiramo kot






P (X = x, Y = y) log2 P (X = x, Y = y).
Za izpeljavo enotnostne razdalje bomo potrebovali še nekaj izrekov o entro-
piji. Zainteresiran bralec lahko prebere dokaze v učbeniku [17].
Trditev 2.7. Naj bosta X in Y slučajni spremenljivki. Tedaj velja
H(X, Y ) ≤ H(X) + (Y ).
Enakost velja natanko tedaj, ko sta X in Y neodvisni.
Definicija 2.8. Naj bosta X in Y slučajni spremenljivki. Za neko fiksno
vrednost y slučajne spremenljivke Y lahko izračunamo entropijo slučajne
spremenljivke X pri pogoju Y = y kot




P (X = x|Y = y) log2 P (X = x|Y = y).
Pogojno entropijo H(X|Y ) definiramo kot uteženo povprečje posameznih en-
tropij H(X|Y = y) za vse vrednosti y slučajne spremenljivke Y . Izračunamo
jo kot





P (Y = y)P (X = x|Y = y) log2 P (X = x|Y = y).
Pogojna entropija meri povprečno informacijo o X, ki je ne razkriva Y.
Trditev 2.9. Naj bosta X in Y slučajni spremenljivki. Tedaj velja
H(X, Y ) = H(Y ) +H(X|Y ).
Posledica 2.10. Naj bosta X in Y slučajni spremenljivki. Tedaj velja
H(X|Y ) ≤ H(X).
Enakost velja natanko tedaj, ko sta X in Y neodvisni.
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Trditev 2.11. Naj bo funkcija f na intervalu I zvezna in strogo konkavna.
Naj za i = 1, . . . , n velja ai > 0 in
∑n








Zgoraj navedene matematične konstrukte sedaj uporabimo na kriptosiste-
mih. Najprej definicijo kriptosistema razširimo s slučajnimi spremenljivkami.
Kriptosistemu (B, C,K, E ,D) pripǐsemo diskretne slučajne spremenljivke B,
C in K na množicah B, C in K. Pri tem privzamemo, da sta slučajni spre-
menljivki K in B med seboj neodvisni, da za vsak b ∈ B velja P (B = b) > 0
in da za vsak c ∈ C velja P (C = c) > 0. Ob poznavanju besedila in ključa
točno vemo, kateri kriptogram bomo s šifriranjem dobili. Podobno velja, da
ob poznavanju kriptograma in ključa natančno vemo, katero besedilo dobimo
z dešifriranjem. Na podlagi tega premisleka vemo, da B in K skupaj enolično
določata C in podobno, da C in K skupaj enolično določata B. Pogojna en-
tropija H(K|C) meri nesigurnost ključev pri znanem kriptogramu (angl. key
equivocation).
Trditev 2.12. Naj bo (B, C,K, E ,D) kriptosistem. Tedaj velja
H(K|C) = H(K) +H(B)−H(C).
Dokaz. Po trditvi 2.9 vemo, da velja naslednja enakost
H(K,B,C) = H(C|K,B) +H(K,B).
Ker K in B enolično določata C, velja H(C|K,B) = 0. Poleg tega sta K in
B neodvisne, zato H(K,B) = H(K) +H(B). Tako lahko zapǐsemo
H(K,B,C) = H(C|K,B) +H(K,B) = H(K) +H(B).
Podobno velja
H(K,B,C) = H(B|K,C) +H(K,C).





H(K,B,C) = H(K,C) = H(K|C) +H(C).
Sedaj izrazimo H(K|C) in namesto H(K,B,C) vstavimo H(K) + H(B) in
dobimo
H(K|C) = H(K) +H(B)−H(C).

Z entropijo naravnega jezika bomo izmerili povprečno informacijo, ki jo
dobimo z vsako črko nekega smiselnega besedila. V naključnem nizu iz črk
angleške abecede bi bila entropija posamezne črke enaka log2 26 ≈ 4.70. Ker
so sosednje črke smiselnega besedila odvisne ena od druge, bo entropija po-
samezne črke bistveno manǰsa.







kjer je P n slučajna spremenljivka z verjetnostno porazdelitvijo vseh n-gramov





Na podlagi poskusov je bila entropija angleškega jezika ocenjena na okoli
1.25 bitov, kar pomeni, da je redundančnost tega jezika okoli 75%. Re-
dundanco jezika lahko razumemo kot delež odvečnih znakov, vendar to ne
pomeni, da lahko iz vsakega angleškega besedila odstranimo 75% znakov in
pričakujemo, da bo besedilo še vedno razumljivo. Pomeni le, da obstaja
Huffmanov kod, s katerim bi dovolj dolgo besedilo skrčili na četrtino začetne
dolžine.
S Cn označimo množico vseh zaporedij kriptogramov dolžine n. Podobno
z Bn označimo množico vseh zaporedij besedil dolžine n. Naj za vsak y ∈ Cn
množica K(y) vsebuje vse ključe, s katerim niz y dešifriramo v nek smiselen
niz. En ključ iz množice K(y) je tisti, ki smo ga uporabili za šifriranje, ostali
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pa so lažni (angl. spurious keys). Število lažnih ključev za določen y je tako





P (y)(|K(y)| − 1) =
∑
y∈Cn
P (y)|K(y)| − 1.
Po trditvi 2.12 vemo, da velja
H(K|Cn) = H(K) +H(Bn)−H(Cn). (1)
Če v zaporedju znakov besedila zanemarimo medsebojno odvisnost znakov,
velja H(Bn) ≈ nHL. Po definiciji 2.13 velja naprej
H(Bn) ≈ nHL = n(1−RL) log2 |B|. (2)
Entropijo zaporedja znakov kriptograma dolžine n lahko navzgor ocenimo z
n log2 |C|. Velja torej
H(Cn) ≤ n log2 |C|. (3)
Ko v enakost (1) vstavimo oceni (2) in (3), dobimo naslednjo oceno
H(K|Cn) ≥ H(K) + n(1−RL) log2 |B| − n log2 |C|. (4)












P (y)|K(y)| (po trditvi 2.11)
= log2(sn + 1). (5)
Iz neenakosti (4) in (5) skupaj sestavimo
log2(sn + 1) ≥ H(K) + n(1−RL) log2 |B| − n log2 |C|. (6)
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Denimo, da ključe izbiramo naključno. S tem maksimiziramo H(K), ki je





Definicija 2.14. Enotnostna razdalja kriptosistema je najmanǰsa dolžina
kriptograma, za katero velja, da je število pričakovanih lažnih ključev enako
nič.
V neenačbo (7) vstavimo sn = 0 in izrazimo enotnostno razdaljo kriptosis-
tema, označimo jo z n0, kot
n0 ≈
log2 |K|
log2 |C| − (1−RL) log2 |B|
. (8)
To pomeni, da bo napadalec, ki je zajel kriptogram dolžine vsaj n0 znakov, le-
tega sčasoma tudi uspešno razbil. V 3. poglavju bomo izračunali enotnostno
razdaljo za substitucijsko in homofono šifro.
2.2 Jezikovni model
Prepoznava in napoved prihajajočih besed v danem jeziku temelji na vna-
prej izračunanih verjetnostih, da se posamezna beseda pojavi za že znanim
zaporedjem besed. To pomeni, da je verjetnost pojavitve posamezne besede
odvisna le od besed, ki so se že pojavile pred njo. Če namesto besede za enoto
vzamemo posamezen znak, napovedovanje prihajajočih besed posplošimo v
napovedovanje prihajajočih znakov. Poznavanje zgradbe jezika med drugim
pripomore tudi k lažjemu razbijanju predvsem klasičnih šifer.
Jezikovni model je model, ki zaporedju znakov pripǐse verjetnosti poja-
vitve. Če za primer vzamemo zaporedje naslednjih znakov MATEMATI, bo
dober jezikovni model verjetnost nadaljevanja s črko “k” ocenil bolǰse kot
verjetnost nadaljevanja s črko “i”. Denimo, da se vpliv znakov na verje-
tnost pojavitve naslednjega z oddaljenostjo zmanǰsuje. Tedaj lahko vpliv
znakov, ki so zelo oddaljeni zanemarimo. Verjetnost pojavitve znaka je tako
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odvisna le od predhodnega končnega zaporedja znakov. Modelom, ki na-
povedujejo verjetnost le na podlagi končnega zaporedja preteklih dogodkov,
rečemo Markovi modeli.
Definicija 2.15. Jezikovnemu modelu, ki zaporedju znakov pripǐse verje-
tnost pojavitve le na podlagi preteklega n-grama, rečemo n-ti Markov jezi-
kovni model.
Naj wji predstavlja zaporedje znakov wi . . . wj. Posamezni znak na i-tem
mestu tako predstavimo z wii. Če i ≥ n, lahko verjetnost pojavitve i-tega
znaka po (n− 1)-ovem Markovem jezikovnem modelu izračunamo kot
p(wii) = p(wi|wi−n+1 . . . wi−1).
Verjetnost pojavitve dalǰsega zaporedja wji za i ≥ n izračunamo kot produkt




p(wk|wk−n+1 . . . wk−1).





p(wk|wk−n+1 . . . wk−1).
Predpostavimo, da so p(wk|wk−n+1 . . . wk−1) > 0 za vse wk, wk−n+1 do
wk−1. Produkt verjetnosti je tako pozitivno število na intervalu (0, 1). Na
tem intervalu je logaritemska funkcija loga za a > 1 bijektivna. Poleg tega za
a > 1 velja tudi, če b < c tedaj loga b < loga c. Zato je maksimalna vrednost
funkcije f(x) dosežena v istem x kot maksimalna vrednost funkcije loga f(x).
Fiksirajmo a > 1. Tedaj velja
loga p(w
M
n ) = loga〈
M∏
k=n




loga p(wk|wk−n+1 . . . wk−1). (9)
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Pokazali smo, da lahko logaritem verjetnosti pojavitve določenega zaporedja
izračunamo tako, da se iterativno sprehodimo čez zaporedje in seštejemo
logaritme verjetnosti pojavitev posameznih znakov zaporedja. Na podlagi





Substitucijska šifra spada med simetrične kriptosisteme, kjer pri šifriranju
posamezne dele besedila nadomestimo s kriptogrami. Besedilo se najpogo-
steje razdeli na posamezne znake, ki jih nato po pravilu, ki ga določa ko-
dirni ključ, zamenjamo z drugimi znaki. Mogoča je tudi delitev na pare ali
dalǰsa zaporedja sosednjih znakov. Poglavje je povzeto po učbeniku [17] in
priročniku [13].
Definicija 3.1. Enostavna substitucijska šifra je naslednji kriptosistem: B =
C = Z26. Množica K vsebuje vse permutacije simbolov 0, 1, ..., 25. Za vsako




kjer je π−1 inverzna permutacija permutacije π.
Vidimo, da taka definicija res ustreza definiciji kriptosistema, saj za vsak
π ∈ K in vsak x ∈ B velja Dπ(Eπ(x)) = π−1(π(x)) = x. Ključ enostavne
substitucijske šifre je ena izmed mnogih permutacij. Pomnjenje le-teh pa je
vse prej kot enostavno, zato si lahko pomagamo s sledečim postopkom za ge-
neriranje ključa. Izberemo si naključno črko in besedo. Skupaj predstavljata
ključ, ki ga zgradimo po postopku:
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18 Andraž Jelenc
• v prvo vrstico napǐsemo črke abecede,
• v naslednjo vrstico pod izbrano črko napǐsemo črke izbrane besede (brez
ponavljanja),
• to vrstico dopolnimo s preostalimi črkami, ki se še niso pojavile, v
abecednem vrstnem redu.
Dobljena preslikava predstavlja kodirni ključ enostavne substitucijske šifre.
Pomnjenje izbrane črke in besede pa je v primerjavi s pomnjenjem celotne
permutacije bistveno lažje. Če bi za črko izbrali D, za besedo pa KRIPTO-
LOGIJA, bi bila permutacija naslednja:
a b c d e f g h i j k l m n o ... y z
X Y Z K R I P T O L G J A B C ... V W
Iz danega primera opazimo, da lahko iz več različnih parov črke in besede
sestavimo povsem enake ključe. Če bi ključ sestavili iz črke D in besede
KRIPTOLOGIJABRAT bi dobili ključ enak gornjemu, čeprav nismo upora-
bili iste ključne besede kot zgoraj. Število tako pridobljenih ključev je manǰse
od števila vseh ključev substitucijske šifre. Za število ključev, generiranih z
besedami, ki vsebujejo k različnih znakov, torej velja:




V primeru ključnih besed, ki vsebujejo 12 različnih znakov tako dobimo
največ 1.7× 1018 ključev.
Množica K po definiciji vsebuje vse permutacije simbolov 0, 1, . . . , 25.
Vseh ključev je 26!, kar je približno 4.0×1026. Če imamo na voljo procesorje
4 × 3 GHz, ki izvedejo operacijo kriptoanalize vsak tretji takt in algoritem,
ki za generiranje in preverjanje enega ključa porabi 100 operacij, lahko v
sekundi preverimo 40 milijonov ključev. S takšno opremo bi za izčrpno prei-
skovanje še vedno potrebovali več kot 2.5×1011 let. Kljub temu pa enostavna
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substitucijska šifra že dolgo ne velja za varno, saj so jo z leksikalno analizo
znali razbiti že v 9. stoletju.
Ob analizi dalǰsega besedila vidimo, da se nekatere črke pojavijo izrazito
bolj pogosto kot ostale črke. Relativne frekvence črk angleškega jezika so
razvidne iz slike 3.1 [19]. Podobno ugotovimo, da se določeni pari črk poja-
vijo večkrat, nekateri pa skoraj nikoli. To lastnost napadalec lahko izkoristi
tako, da primerja relativne frekvence posameznih črk kriptograma z relativ-
nimi frekvencami črk jezika, v katerem naj bi bilo napisano začetno besedilo.
Poleg tega se napadalec osredotoči na besede, ki se v predvidenem jeziku po-
gosto ponovijo. V angleškem jeziku so to besede THE, BE, TO, OF, AND,
IN, THAT. . . Ob upoštevanju navedenih lastnosti jezika lahko napadalec s
poskušanjem razbije šifrirano besedilo, ne da bi predhodno poznal okvirno
temo besedila.
Na podlagi premisleka iz podpoglavja 2.1 in enakosti (8) lahko za navadno
substitucijsko šifro izračunamo enotnostno razdaljo
n0 ≈
log2 |K|
log2 |C| − (1−RL) log2 |B|
=
log2 26!
log2 26− (1− 0.75) log2 26
≈ 25.
To pomeni, da bo napadalec, ki je zajel 25 znakov dolg kriptogram zašifriran s
substitucijsko šifro, le-tega sčasoma tudi razbil. V praksi je zaradi omejenosti
virov potrebno zajeti nekoliko dalǰsi kriptogram.
3.1 Homofona substitucijska šifra
Kriptoanalizo substitucijske šifre otežimo z razširitvijo množice C. Taki šifri
rečemo homofona substitucijska šifra (angl. homophonic substitution cipher).
Definicija 3.2. Homofona substitucijska šifra je naslednji kriptosistem. Naj
bo B = Z26 in |B| ≤ |C|. MnožicaK vsebuje vse preslikave simbolov 0, 1, ..., 25
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Slika 3.1: Relativna frekvenca črk angleške abecede.
v razbitje množice C. Pri šifriranju vsak simbol naključno zamenjamo z enim
izmed simbolov pripisane podmnožice.
Z razširitvijo zgladimo relativne frekvence znakov kriptograma, saj bolj
pogostim znakom besedila pripǐsemo več različnih znakov kriptograma, med
katerimi pri šifriranju naključno izbiramo. Kljub zgladitvi frekvenc v kripto-
gramu, so frekvence v dešifriranem besedilu še vedno podobne frekvencam,
značilnim za jezik, v katerem je besedilo napisano. S pomočjo te lastnosti
bomo v poglavju 5 razvili algoritem za kriptoanalizo homofone substitucijske
šifre. V tabeli 3.1 je primer, kjer smo množico C razširili s števkami od 0
do 9. Predpis, v koliko znakov preslikamo določen znak besedila, imenujmo
format preslikave. Z razširitvijo smo povečali tudi moč množice K. Število
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Besedilo Kriptogram Besedilo Kriptogram
a k, l n 0, q
b 8 o i, t
c 5 p 9
d s q 2
e u, j, d r 3, n
f p s r, c
g b t h, z
h m, v u w
i 3, 6 v a
j 4 w f
k y x g
l 7 y x
m 1 z o
Tabela 3.1: Primer homofone substitucijske šifre.
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|E(a)|, |E(b)|, ..., |E(z)|
)
.
Po formuli je število vseh ključev, ki ustrezajo formatu homofone šifre po-




Za to homofono šifro lahko na podlagi premisleka iz podpoglavja 2.1 in ena-
kosti (8) izračunamo enotnostno razdaljo
n0 ≈
log2 |K|
log2 |C| − (1−RL) log2 |B|
=
log2(2.4× 1038)
log2 36− (1− 0.75) log2 26
≈ 32.
To pomeni, da ima napadalec, ki je zajel 32 znakov dolg kriptogram, teo-
retične možnosti, da ga razbije. Vendar pa je tudi tu zaradi omejenih virov
za praktičen napad potrebno zajeti nekoliko dalǰsi kriptogram.
Poglavje 4
Optimizacija
Optimizacijska naloga je problem iskanja maksimalne oziroma minimalne
vrednosti neke realne funkcije na neki dovoljeni množici. Iskanje minimalne
vrednosti funkcije f je enakovredno iskanju maksimalne vrednosti funkcije
−f , zato bomo v tem delu optimizacijsko nalogo definirali kot problem iska-
nja maksimuma. To poglavje je povzeto po učbeniku [10].
Definicija 4.1. Optimizacijska naloga je par (D, f), za katerega velja:
• D je množica; imenujmo jo množico dopustnih rešitev,
• f : D → R je funkcija; imenujmo jo kriterijska funkcija.
Iščemo maksimum funkcije f na D.
Definicija 4.2. Optimalna rešitev optimizacijske naloge (D, f) je vsak tak
d? ∈ D, da velja f(d?) ≥ f(d) za vsak d ∈ D.
Optimizacijske naloge delimo na nedopustne, kjer je množica dopustnih
rešitev prazna, in na dopustne naloge, kjer množica dopustnih rešitev ni pra-
zna. Slednje naprej delimo na neomejene in omejene naloge. Optimizacijska
naloga je omejena na D, če je f na D navzgor omejena. Sicer je neomejena.
Omejene naloge delimo na optimalne in neoptimalne naloge. Pri prvih ob-
staja optimalna rešitev, pri drugih pa se običajno lahko optimalni rešitvi le
poljubno približamo. Delitev optimizacijskih nalog je prikazana na sliki 4.1.
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Slika 4.1: Delitev optimizacijskih nalog.
Zaradi velikega praktičnega pomena je področje optimizacijskih algorit-
mov dobro raziskano. Algoritme za reševanje teh problemov delimo na na-
tančne in hevristične algoritme. Pri reševanju nalog, ki imajo eksponentno
časovno zahtevnost, se običajno raje odločimo za hevrističen algoritem. Od-
povemo se zagotovilu, da bomo našli optimalno rešitev, vendar zato algoritem
mnogo hitreje najde relativno dobro rešitev. Hevristični algoritmi opisani v
nadaljevanju začnejo z neko začetno rešitvijo, ki jo nato iterativno menjajo
z bolǰsimi rešitvami iz množice sosedov trenutne rešitve.
Definicija 4.3. Funkcija soseščine optimizacijske naloge (D, f) je funkcija
N: D → 2D, ki vsaki rešitvi d ∈ D priredi množico sosedov N(d) ⊆ D.
Tekom iterativnih menjav se lahko zgodi, da hevristični algoritem doseže
rešitev, ki je bolǰsa od vseh rešitev iz njene množice sosedov. Taki rešitvi
rečemo lokalni maksimum.
Definicija 4.4. Lokalni maksimum optimizacijske naloge (D, f) z dano funk-
cijo soseščine N: D → 2D je rešitev d ∈ D, za katero za vsak d′ ∈ N(d) velja
f(d) ≥ f(d′).
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V primeru, da je kriterijska funkcija dane optimizacijske naloge konkavna,
je vsak najden lokalni maksimum tudi eden izmed optimalnih rešitev naloge.
Težavo z lokalnimi maksimumi si lahko predstavljamo ob pogledu na kriterij-
sko funkcijo predstavljeno na sliki 4.2 [20]. V kolikor preiskovalni algoritem,
ki doseže nižjega izmed vrhov kriterijske funkcije, ne premore mehanizma
za pobeg iz lokalnih maksimumov, se bo algoritem na tem mestu ustavil in
tako izpustil preiskovanje vǐsjega vrha. Hevristični algoritmi se s težavami
lokalnih maksimumov spopadajo na različne načine. Dva najbolj uveljavljena
pristopa sta korak v stran (angl. sideways move) in ponovni zagon. Pri pr-
vem dovolimo tudi nekaj menjav s slabšimi rešitvami, če to pripelje do bolǰse
rešitve. Pri drugem pa algoritem poženemo večkrat iz naključnih začetnih
stanj in na koncu vrnemo najbolǰso najdeno rešitev. Opisana pristopa lahko
uporabimo tudi sočasno.
Slika 4.2: Funkcija ima več lokalnih maksimumov.
Hevristične algoritme lahko primerjamo na podlagi naslednjih značilnosti.
Zainteresiran bralec si lahko več prebere v članku [2].
Dinamična ali statična kriterijska funkcija: nekateri algoritmi med is-
kanjem kriterijske funkcije ne spremenijo, spet drugi pa v določenem
trenutku kriterijsko funkcijo zamenjajo. To se lahko na primer zgodi z
menjavo funkcije soseščine.
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Uporaba spomina: algoritmi, ki delujejo brez spomina, za izbiro naslednje
poteze uporabijo le trenutno stanje. Uporabo spomina lahko ločimo
na kratkoročno in dolgoročno. V kratkoročnem spominu hranimo po-
datke o že obiskanih stanjih ter druge podatke o trenutnem stanju. V
dolgoročen spomin pa shranimo zbirko sintetičnih parametrov iskanja.
Algoritmi lahko uporabo obeh spominov kombinirajo.
Posamezna rešitev ali populacija: hevristične metode lahko sočasno upo-
rabljajo različno število rešitev. Metode, ki uporabljajo eno rešitev,
skozi iskalni proces opǐsejo tirnico gibanja. Po drugi strani pa metode,
ki za iskanje uporabljajo več rešitev, skozi iskalni proces opisujejo evo-
lucijo množice rešitev v iskalnem prostoru.
V nadaljevanju bomo opisali tri metahevristične algoritme, ki jih bomo ka-
sneje uporabili pri kriptoanalizi.
4.1 Plezanje v hrib
Plezanje v hrib (angl. hill climbing) je enostaven metahevristični algoritem,
ki podano začetno rešitev iterativno izbolǰsuje. Na vsakem koraku algoritem
rešitev zamenja z bolǰso rešitvijo, ki se nahaja v množici sosedov trenutne
rešitve. Poznamo več različnih načinov menjavanja rešitev.
Izberi prvo bolǰso. Algoritem trenutno rešitev zamenja s prvo bolǰso rešit-
vijo iz trenutne množice sosedov. Ta način je najhitreǰsi, saj preisko-
vanje množice ustavimo v trenutku ko najdemo bolǰso rešitev. Celotno
množico preǐsčemo le v zadnjem koraku, saj bolǰse rešitve v njej ni.
Izberi najbolǰso. Vedno preǐsčemo celotno množico sosedov in trenutno
rešitev zamenjamo z najbolǰso rešitvijo iz množice. Preiskovanje celotne
množice v nekaterih primerih ni mogoče ali pa je skrajno zamudno in
praktično neuporabno. To velja v primeru neskončnih množic ali velike
časovne zahtevnosti generiranja oziroma ocenjevanja rešitev. Ta način
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lahko pohitrimo tako, da generiranje sosedov omejimo in se na tak
način izognemo nepotrebnemu pregledovanju rešitev, za katere že iz
razumevanja naloge vemo, da niso aktualne za menjavo.
Izberi najbolǰso iz okvirja. Ta način predstavlja kompromis med izbira-
njem prve in celotnim preiskovanjem množice sosedov. Na začetku
definiramo velikost okvirja in nato ob vsakem preiskovanju preǐsčemo
le takšen del množice, da najdemo toliko bolǰsih rešitev, kot je velik
okvir. Način lahko izbolǰsamo tako, da generiranje sosedov implemen-
tiramo na način, da najperspektivneǰse rešitve generira na začetku in s
tem zagotovimo, da se bodo znašle v okvirju.
Algoritem se ustavi, ko množica sosedov trenutne rešitve ne premore bolǰse
rešitve. Prav zaradi stalnega vzpenjanja algoritem zaide v prvi lokalni ma-
ksimum in iz njega, brez dodatnih mehanizmov, ne more pobegniti. Ker je
vrnjena rešitev odvisna od podane rešitve na začetku, je smiselno algoritem
zagnati večkrat in vsakič uporabiti drugo začetno rešitev. Če je kriterijska
funkcija konkavna, plezanje v hrib vedno najde optimalno rešitev in je zaradi
enostavnosti idealen za reševanje podanega optimizacijskega problema.
Psevdokoda algoritma je predstavljena z algoritmom 4.1. Začetno rešitev
sprejme kot spremenljivko startNode in jo nastavi kot trenutno rešitev cNode.
V zanki nato s funkcijo sosednosti N izračuna množico sosedov trenutne
rešitve in jih shrani kot spremenljivko neighbors. V gnezdeni zanki se spre-
hodi čez vse elemente množice neighbors in za vsakega posebej s klicem
funkcije EV AL izračuna vrednost kriterijske funkcije v tej rešitvi. Najbolǰso
rešitev iz te množice si zapomni v spremenljivki nNode, njeno vrednost pa
v spremenljivki nV alue. Če je vrednost trenutne rešitve bolǰsa od vredno-
sti shranjene v nNode smo dosegli lokalni maksimum in vrnemo trenutno
rešitev. Sicer pa nastavimo rešitev nNode za trenutno rešitev in ponovimo
zanko.
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# Plezanje v hrib
# VHOD: začetna rešitev startNode
# IZHOD: najbolǰsa dosežena rešitev
cNode = startNode
while True :
ne ighbors = N( cNode )
nNode = NULL
nValue = −INF
for node in ne ighbors :
i f EVAL( node ) > nValue :
nValue = EVAL( node )
nNode = node
i f nValue <= EVAL( cNode ) :
return cNode
cNode = nNode
Algoritem 4.1: Plezanje v hrib.
4.2 Simulirano ohlajanje
Metoda simuliranega ohlajanja (angl. simulated annealing) [9] je bila ena
izmed prvih metahevrističnih metod. Ideja izhaja iz metalurgije, kjer so
s sistematičnim segrevanjem in ohlajanjem materiala povečali njegovo ka-
kovost. Simulirano ohlajanje si lahko predstavljamo kot proces ohlajanja
materiala in s tem nižanja njegove energije. Metoda implementira pristop
koraka v stran za premagovanje lokalnih maksimumov. Osnovna ideja je, da
dopušča korake, ki poslabšajo trenutno rešitev. S tem lahko zapusti lokalni
maksimum, v katerega se je ujela, in nadaljuje z iskanjem. Verjetnost takih
korakov se skozi iteracije zmanǰsuje. Na to metodo lahko gledamo kot na
nadgradnjo metode plezanja v hrib. Po zadostnem številu iteracij je verje-




# začetna rešitev startNode
# začetna temperatura startTemp
# IZHOD: najbolǰsa dosežena rešitev
cNode = startNode
cTemp = startTemp
while not s toppingCondit ion ( ) :
ne ighbors = N( cNode )
nNode = cho i c e ( ne ighbors )
cTemp = updateTemp ( i , cTemp)
i f EVAL(nNode ) > EVAL( cNode ) :
cNode = nNode
e l i f P(EVAL( cNode ) , EVAL(nNode ) , cTemp) > random ( ) :
cNode = nNode
return cNode
Algoritem 4.2: Simulirano ohlajanje
v enostavno plezanje v hrib.
Algoritem prejme začetno rešitev in začetno temperaturo sistema. Nato
v vsaki iteraciji generira sosede trenutne rešitve in naključno izbere enega iz-
med njih. Nova rešitev je vedno sprejeta, če jo kriterijska funkcija ovrednoti
bolǰse od trenutne rešitve. V nasprotnem primeru pa je nova rešitev sprejeta
z določeno verjetnostjo, ki je odvisna od vrednotenja trenutne rešitve, vre-
dnotenja nova rešitve in trenutne temperature sistema. Izračun verjetnosti
mora biti določen tako, da se verjetnost sprejetja slabše rešitve z nižanjem
temperature sistema niža, saj se s tem niža tudi verjetnost pobega iz lo-
kalnega maksimuma. Poleg tega mora ob dosegu minimalne temperature,
ki je lahko brez škode za splošnost enaka nič, slabšo rešitev vedno zavrniti.
Na sprejetje nove rešitve mora vplivati tudi velikost razlike med trenutno in
novo rešitvijo. Če je ta razlika manǰsa, mora biti verjetnost sprejetja večja.
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Porazdelitev, ki zadošča tem pogojem je na primer Boltzmannova porazde-
litev, po kateri bi verjetnost sprejetja v zgornji psevdokodi izračunali kot
P = e(EV AL(nNode)−EV AL(cNode))/cTemp.
Poleg izračuna verjetnosti sprejetja slabše rešitve je potrebno pri simuli-
ranem ohlajanju definirati tudi shemo nižanja temperature sistema. Tempe-
ratura se skozi iteracije niža, vendar pa kompleksneǰse sheme predvidevajo
tudi občasno segrevanje sistema in s tem počasneǰso konvergenco na nego-
tovem območju, glej [11]. Shema ohlajanja določa temperaturo sistema na
podlagi zaporedne številke iteracije in temperature pripisane preǰsnji iteraciji.
Učinkovitost iskanja s simuliranim ohlajanjem je močno odvisna od kakovosti
ohlajevalne sheme, saj le-ta usmerja potek iskanja. Največkrat uporabljena
shema temperaturo sistema izračuna kot produkt temperature preǰsnje ite-
racije z neko konstanto iz intervala (0, 1). Tako izbira ohlajevalne sheme kot
tudi začetne temperature je odvisna od kriterijske funkcije posameznega pro-
blema, saj se energija, potrebna za pobeg lokalnemu maksimumu, razlikuje
glede na obliko funkcije.
Psevdokoda simuliranega ohlajanja je predstavljena z algoritmom 4.2.
Začetno rešitev sprejme kot spremenljivko startNode in jo nastavi kot tre-
nutno rešitev cNode. Poleg tega kot spremenljivko startTemp sprejme tudi
začetno temperaturo. Nastavi jo za trenutno temperaturo cTemp. V zanki
nato s funkcijo sosednosti N izračuna množico sosedov trenutne rešitve in jih
shrani kot spremenljivko neighbors. Nato naključno izbere nekega soseda iz
množice neighbors in ga shrani v spremenljivko nNode. S klicem funkcije
updateTemp posodobi vrednost trenutne temperature sistema cTemp. Na-
daljuje s klicem funkcije EV AL, ki ovrednoti kriterijsko funkcijo v trenutni
rešitvi in v rešitvi shranjeni v nNode. Če je vrednost kriterijske funkcije v
rešitvi nNode bolǰsa, jo nastavi kot trenutno rešitev. V nasprotnem primeru
pa s funkcijo P izračuna verjetnost sprejetja. Če je izračunana verjetnost
večja od naključnega števila med 0 in 1, algoritem sprejme rešitev nNode
kot novo trenutno rešitev. To ponavljamo dokler ni izpolnjen ustavitveni
pogoj, nato pa vrnemo trenutno rešitev.
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4.3 Iskalni algoritem Tabu
Iskalni algoritem Tabu je prvi predstavil Glover v članku [6]. Gre za enega
izmed najpogosteje uporabljenih metahevrističnih metod za reševanje optimi-
zacijskih problemov. Algoritem temelji na tako imenovanem seznamu tabu,
ki beleži zadnjih nekaj rešitev in preprečuje njihov ponoven obisk. To poleg
usmerjanja iskanja pripomore tudi k premagovanju lokalnih maksimumov.
Algoritem prejme začetno množico rešitev, ki smo jo pred tem naključno se-
stavili ali pa smo pri sestavljanju upoštevali lastnostni kriterijske funkcije in
začetne rešitve sistematično razporedili. Ta množica rešitev določa velikost
seznama tabu in tvori njegovo začetno sestavo. Ob vsaki iteraciji algoritem
nato iz seznama tabu izbere najbolǰso rešitev in generira določeno število nje-
nih sosedov. Nato rešitve iz seznama tabu iterativno menjuje z rešitvami iz
generirane množice sosedov. Pri tem najslabšo rešitev seznama tabu zamenja
z najbolǰso rešitvijo iz množice sosedov le, če je rešitev iz množice sosedov
ocenjena bolǰse in še ni uvrščena na seznam tabu, sicer rešitev iz množice
sosedov zavrže. Ta postopek ponavlja, dokler ni najslabša rešitev seznama
tabu bolǰsa od vseh iz množice sosedov.
Seznam tabu preprečuje ponoven obisk zadnjih nekaj rešitev. S tem sili
algoritem, da sprejme tudi korake, ki vodijo do slabših rešitev. To pa algo-
ritmu omogoča, da pobegne lokalnim maksimumom. Z nastavljanjem dolžine
seznama tabu kontroliramo velikost porabljenega pomnilnika. Če je dolžina
seznama velika, si bo algoritem zapomnil veliko število obiskanih rešitev, kar
ga bo prisililo k raziskovanju širšega območja. V nasprotnem primeru, ko je
dolžina seznama majhna, bo algoritem dovolil hiter ponoven obisk že obiska-
nih stanj in se bo tako osredotočil na bolj ozka območja. Dolžina seznama
tabu se lahko z iteracijami dinamično spreminja, kar sta v članku opisala
Battiti in Protasi [1]. Ideja je, da je velikost seznama odvisna od obetavno-
sti območja, na katerem se algoritem trenutno nahaja. Vendar moramo biti
pri velikosti seznama previdni, saj je vzdrževanje prevelikega seznama zelo
zamudno.
Psevdokoda je predstavljena z algoritmom 4.3. Seznam začetnih rešitev
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# Iskalni algoritem Tabu
# VHOD: seznam začetnih rešitev startNodes
# IZHOD: najbolǰsa dosežena rešitev
tabuLi s t = startNodes
bNode = best ( tabuLi s t )
while not s toppingCondit ion ( ) :
ne ighbors = N(bNode , s i z e L i m i t )
while EVAL( best ( ne ighbors ))>EVAL( worst ( tabuLi s t ) ) :
i f best ( ne ighbors ) not in tabuLi s t :
swap ( best ( ne ighbors ) , worst ( tabuLi s t ) )
else :
ne ighbors . remove ( best ( ne ighbors ) )
bNode = best ( tabuLi s t )
return bNode
Algoritem 4.3: Iskalni algoritem Tabu
sprejme kot spremenljivko startNodes in jo nastavi kot trenutno vsebino se-
znama tabu tabuList. Izmed vseh rešitev v tabuList izbere najbolǰso in jo
shrani kot bNode. V zanki nato s funkcijo sosednosti N izračuna množico
sosedov neighbors rešitve bNode tako, da ima množica neighbors natanko
sizeLimit elementov. Nato najbolǰse rešitve množice neighbors zamenjuje
z najslabšimi rešitvami iz seznama tabu. To stori za tiste rešitve iz množice
neighbors, ki še niso v seznamu tabu tabuList in so bolǰse od trenutno naj-
slabše rešitve seznama tabu. Rešitve iz množice neighbors, ki je že v se-
znamu tabu pa odstrani iz množice neighbors. Nato ponovno poǐsče naj-
bolǰso rešitev seznama tabu in z njo posodobi spremenljivko bNode. To





Postavimo se v vlogo napadalca, ki je pravkar prestregel pomembno diplo-
matsko sporočilo. Začetno navdušenje zatre dognanje, da je vsebina sporočila
šifrirana in tako napadalcu neberljiva. Da bi se dokopal do pomembnih
podatkov, se mora zateči k metodam kriptoanalize. Kriptoanalizo nekate-
rih šifer lahko predstavimo kot optimizacijsko nalogo. Definirati moramo
množico dopustnih rešitev in kriterijsko funkcijo. Množico dopustnih rešitev
predstavlja kar množica vseh ključev in jo lahko definiramo za vse šifre. Pri
izbiri kriterijske funkcije pa je potrebno biti pazljiv. Izbrati si je potrebno
takšno funkcijo, ki bo ključe, ki so bližje pravemu ključu ocenila bolǰse kot
tiste, ki so od pravega ključa bolj oddaljeni. V splošnem obstoj takšne funk-
cije ni zagotovljen, saj smiselna primerjava ključev pri vseh šifrah ni mogoča.
Na primer pri šifrirnem sistemu AES vsi nepravi ključi izgledajo enako slabo,
ne glede na to kakšen delež ključa je napačen. V nadaljevanju bomo kot op-
timizacijski problem predstavili kriptoanalizo homofone substitucijske šifre.
Podobno lahko na optimizacijski problem prevedemo tudi transpozicijsko
šifro, vendar pa se znanje optimizacije izkaže za uporabno tudi v moderni
kriptologiji. Tokovna šifra (angl. stream cipher) [17] je simetričen kriptosi-
stem, pri katerem znake čistopisa šifriramo enega za drugim s pripadajočim
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ključem iz neskončnega zaporedja ključev, ki mu pravimo tok ključev. Vlogi
čistopisa in toka ključev v praksi prevzameta zaporedji bitov, naravna iz-
bira za operaciji šifriranja in dešifriranja pa je tako računska operacija XOR.
Prednost tokovnih šifer pred bločnimi je v hitrosti pri šifriranju velikih količin
podatkov in v majhni kompleksnosti strojne opreme. Poseben razred tokov-
nih šifer predstavljajo linearne rekurzivne šifre (angl. linear feedback shift
register stream cipher), kjer tok ključev določa rekurzivna enačba reda r s
konstantnimi koeficienti nad Zq. Zaradi enostavnega razbitja se le-te direk-
tno ne uporabljajo, pač pa izhode več linearnih rekurzivnih šifer združimo
z nelinearno Boolovo funkcijo. Če Boolova funkcija ni dobro izbrana, je iz-
hod tokovne šifre koreliran z izhodom vsaj ene linearne rekurzivne šifre, ki
jo sestavlja. To lahko izkoristimo za tako imenovani korelacijski napad [16,
str. 116]. Hiter korelacijski napad na takšno sestavljeno šifro sta predstavila
Meier in Staffelbach [12]. Predlagana metoda uporablja Bayesovo popravlja-
nje napak za rekonstrukcijo parametrov linearnih rekurzivnih šifer hitreje,
kot bi to dosegli z izčrpnim preiskovanjem. Metodo Meierja in Stiffelbacha
je izbolǰsal Clark [3], ki je v že obstoječ algoritem za korelacijski napad po-
leg ostalih sprememb vpeljal tudi simulirano ohlajanje in tako dosegel bolǰse
rezultate od Meierja in Staffelbacha. Znanje optimizacije in poznavanje he-
vrističnih metod je uporabil za nadgradnjo že obstoječe metode za razbijanje.
Kriptoanalizo homofone substitucijske šifre želimo predstaviti kot opti-
mizacijski problem. Definirati moramo kriterijsko funkcijo, s katero bomo
ocenjevali kvaliteto izbranih ključev. V primeru homofone substitucijske šifre
kakovost ključa vežemo na smiselnost čistopisa, ki ga dobimo pri dekodiranju
z danim ključem. Za primer si oglejmo kriptogram FADAMTDAMOQO-
LXTMLMGPO. Poskusimo ga dekodirati z dvema različnima ključema. Po
dekodiranju s prvim ključem dobimo čistopis fcsckysckgwgimykikulg, po de-
kodiranju z drugim pa čistopis namakemakitisvekskoji. Z metodo ostrega
pogleda hitro vidimo, da je bolj smiseln drugi čistopis. Kriterijska funkcija
mora v tem primeru prvi ključ oceniti slabše kot drugega. Poleg tega na
danem primeru opazimo tudi to, da za uspešno kriptoanalizo ne potrebu-
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jemo nujno popolno pravega ključa. Ob poznavanju tematike prestreženega
kriptograma lahko že zelo zgodaj sklepamo na vsebino. Iz drugega čistopisa
že lahko razberemo pravo besedilo namatematikisvetstoji.
5.1 Kriterijska funkcija
Vrednotenje kakovosti trenutnega ključa vežemo na smiselnost dešifriranega
besedila. Smiselnost besedila ocenjujemo na podlagi premisleka iz podpo-
glavja 2.2, kjer smo izpeljali enačbo (9) za izračun verjetnosti pojavitve da-
nega zaporedja znakov.
Algoritem kriptoanalize bo poizkusil veliko število ključev in bo zato
posledično velikokrat ovrednotil dešifrirano besedilo. Ker ne želimo, da bi
dolžina samega kriptograma vplivala na časovno zahtevnost kriptoanalize,
moramo iz enačbe za ovrednotenje besedila odstraniti odvisnost od dolžine
besedila. To lahko storimo tako, da ob prejemu kriptograma pregledamo
celotno besedilo in si zapomnimo število posameznih n-gramov, ki se poja-
vijo v besedilu. Z gn označimo n-gram g1 . . . gn, z m(g
n) pa število njegovih
pojavitev. Množico vseh različnih n-gramov predstavimo z oznako G. Tako
lahko logaritem verjetnosti besedila izračunamo kot:∑
gn∈G
m(gn) · loga p(gn|g1 . . . gn−1).
Denimo, da želimo ovrednotiti trenuten ključ k. Namesto dešifriranja ce-
lotnega kriptograma lahko dešifriramo le različne n-grame in kakovost ključa




m(gn) · loga p(Dk(gn)|Dk(g1) . . . Dk(gn−1)),
kjerDk predstavlja dekodirno funkcijo homofone substitucijske šifre s ključem
k. Funkcija kakovosti ključa predstavlja kriterijsko funkcijo, ki jo želimo
tekom kriptoanalize maksimizirati.
Tako smo izpeljali kriterijsko funkcijo, katere časovna zahtevnost je ne-
odvisna od dolžine podanega besedila. Algoritmu moramo na začetku podati
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posamezne logaritme verjetnosti, ki jih lahko izračunamo iz dovolj dolgega
besedila iste vrste. Pri tem moramo paziti, da se lastnosti tega besedila čim
bolj ujemajo z lastnostmi šifriranega besedila. Med te lastnosti spadajo pred-
vsem jezik, narečje in žargon besedila. Bolj kot se bodo lastnosti ujemale,
bolj merodajna bo kriterijska funkcija, kriptoanaliza pa uspešneǰsa.
5.2 Zunanja in notranja zanka
Ideja postopka za kriptoanalizo homofone substitucijske šifre je v reševanju
v dveh gnezdenih zankah. Zunanjo zanko predstavlja iskanje formata ključa
kriptograma, notranjo zanko pa iskanje najbolǰsega prirejanja za trenuten
format ključa. Problem zunanje zanke zaradi potrebe po hitrosti rešujemo z
uporabo hevristične metode plezanja v hrib. Pri reševanju notranje zanke pa
je pomembno, da se algoritem ne ustavi v lokalnem maksimumu, zato smo
namesto metode plezanja v hrib implementirali tako simulirano ohlajanje
kot iskalni algoritem Tabu. Primerjava rezultatov kriptoanalize, glede na
uporabljen pristop v notranji zanki, se nahaja poleg ostalih rezultatov v
poglavju 6.
Metoda plezanja v hrib kot vhod sprejme začetni format ključa. Razširitev
množice znakov kriptograma se uporablja za maskiranje najpogosteje upo-
rabljenih črk čistopisa, zato začeten format zgradimo tako, da se relativno
število znakov pripisanih posamezni črki čistopisa čim bolj ujema z relativno
frekvenco pojavljanja znaka v čistopisu. Zgledi začetnih formatov ključa
za različne velikosti množice znakov kriptograma so navedeni v tabeli 5.1.
Za vrednotenje formata ključa nato večkrat zaženemo izbran hevristični al-
goritem in zabeležimo najbolǰso rešitev izmed vseh vrnjenih. Preiskovanje
celotne množice sosedov formata je zamudno in neučinkovito, zato sosede
generiramo na sistematičen način. Trenuten format želimo najprej v grobem
približati pravemu formatu ključa, zato nas najprej zanima pravo število zna-
kov kriptograma pri črkah, ki se v čistopisu pojavijo najpogosteje. S pomočjo
frekvenčne porazdelitve črk v jeziku v katerem pričakujemo, da je napisan
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|C| a b c d e f g h i j k l m n o p q r s t u v w x y z
26 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
27 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
28 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1
29 1 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1
30 2 1 1 1 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 1
35 2 1 1 1 3 1 1 2 2 1 1 1 1 2 2 1 1 1 2 2 1 1 1 1 1 1
40 3 1 1 2 4 1 1 2 2 1 1 1 1 2 2 1 1 2 2 3 1 1 1 1 1 1
50 3 1 2 2 4 1 1 3 3 1 1 2 2 3 3 1 1 2 3 3 2 1 2 1 1 1
60 3 2 2 2 5 2 2 3 3 1 2 2 2 3 3 2 1 3 3 4 2 2 2 1 2 1
100 5 3 4 4 6 3 3 4 5 3 3 4 4 5 5 3 3 4 5 5 4 3 3 3 3 3
150 7 5 6 6 8 5 5 6 7 5 5 6 5 7 7 5 5 6 6 7 6 5 5 5 5 5
Tabela 5.1: Primer začetnih formatov za različne velikosti množice C.
čistopis, razvrstimo pare črk po vplivnosti padajoče. Vplivnost para črk de-
finiramo kot vsoto posameznih relativnih frekvenc črk v paru. Tako sta na
primer v angleškem jeziku najvplivneǰsa para (e, t) in (t, e), najmanj vpliva
pa imata para (z, q) in (q, z). V tem vrstnem redu nato generiramo sosede
trenutnega formata. Iz vsakega para črk dobimo novega soseda tako, da
število znakov pri prvi črki para zmanǰsamo za ena, pri drugi črki para pa
povečamo za ena. Pri tem pazimo, da število znakov pri prvi črki ne pade
na nič, saj v tem primeru dobimo neveljavnega soseda, ki ga takoj zavržemo.
S tem dosežemo, da se najprej določi pravilno prirejanje pri črkah, ki se v
čistopisu pojavijo največkrat. Izbiranje naslednjega formata poteka tako,
da algoritem najde predpisano število sosedov, ki so ocenjeni bolje in izmed
njih izbere najbolǰsega. Ta postopek nadaljuje toliko časa, dokler noben od
sosedov ni ocenjen bolǰse od trenutnega formata.
Vrednotenje formata ključa izvajamo v notranji zanki, kjer z uporabo
simuliranega ohlajanja oziroma iskalnega algoritma Tabu rešujemo optimi-
zacijski problem razporeditve znakov tako, da bo vrednost kriterijske funk-
cije predstavljene v podpoglavju 5.1 največja. Ker o samem ključu razen
določenega formata ne vemo ničesar, začnemo z naključno razporeditvijo
znakov, ki jo nato iterativno popravljamo. Tudi generiranje množice sosedov
prepustimo naključju, ki izbere dva različna znaka iz množice C, ki trenutno
38 Andraž Jelenc
nista pripisana isti črki čistopisa in ju zamenja. Ustavitvena pogoja tako si-
muliranega ohlajanja kot tudi iskalnega algoritma Tabu smo določili z zgornjo
mejo števila ponovitev zanke algoritma. Kljub temu, da oba algoritma že vse-
bujeta mehanizme za pobeg iz lokalnih rešitev, smo implementirali večkratno
iterativno zaganjanje vrednotenja ključa. Zaradi naključne začetne razpore-
ditve znakov nam to doda še dodaten nivo zaščite pred lokalnimi maksimumi.
Poglavje 6
Analiza rezultatov
V tem poglavju si bomo ogledali obnašanje konstruiranega algoritma za krip-
toanalizo homofone substitucijske šifre pri različnih parametrih. Kot mero
smo si izbrali delež zlomljenih kriptogramov pri določeni konfiguraciji algo-
ritma, zato bomo v prvem podpoglavju najprej smiselno definirati kdaj je
posamezen kriptogram zlomljen. Nadaljevali bomo s primerjavo kakovosti
algoritma pri uporabi bigramov oziroma trigramov na navadni substitucijski
šifri. Nato bomo prav tako na navadni substitucijski šifri primerjali simu-
lirano ohlajanje in iskalni algoritem Tabu. Izbrano konfiguracijo bomo na
koncu preizkusili še na kriptogramih različne dolžine zašifrirane s homofono
substitucijsko šifro.
6.1 Meja zlomljenosti
V našem primeru je cilj napadalca, da se dokoplje do vsebine posameznega
kriptograma, zato bomo kriptogram šteli kot zlomljen, če lahko napadalec
prebere njegovo vsebino. Kot smo že ugotovili v poglavju 5, lahko vsebino
kriptograma razumemo, tudi če je ta le delno pravilno dešifriran. Zaradi
različne frekvence posameznih znakov, zlomljenost ne moremo vezati direk-
tno na število pravilno določenih znakov ključa, saj znaki z večjo frekvenco


















Tabela 6.1: Različni deleži pravilno določenih znakov besedila.
Bolǰse je zlomljenost šifre vezati na delež pravilno določenih znakov v bese-
dilu, saj s tem upoštevamo različno pogostost znakov. V tabeli 6.1 kot pri-
mer vidimo prvi dve povedi uvodnega dela te diplomske naloge z različnim
deležem pravilno določenih znakov. Na podlagi več primerov se odločimo,
da kriptogram štejemo za zlomljen, če je pravilno določenih vsaj 85% znakov
besedila.
6.2 Bigrami ali trigrami
Kriterijsko funkcijo našega algoritma za lomljenje substitucijske šifre smo se-
stavili na temeljih Markovega jezikovnega modela. V praksi za to največkrat
uporabimo bigrame ali trigrame. Uporaba dalǰsih n-gramov pa ne pripomore
k večji kakovosti kriterijske funkcije [7]. Algoritem s simuliranim ohlaja-
njem in algoritem z iskalnim algoritmom Tabu smo uporabili na kriptogramih
različne dolžine, ki so bili šifrirani z navadno substitucijsko šifro. Pri vsaki
dolžini smo kot testno množico uporabili 300 kriptogramov. Na slikah 6.1
in 6.2 je za posamezen algoritem izrisan graf deleža zlomljenih kriptogramov
v odvisnosti od dolžine kriptogramov. Iz grafov je razvidno, da uporaba
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Slika 6.1: Algoritem s simuliranim ohlajanjem.
trigramov pri obeh algoritmih daje bistveno bolǰse rezultate kot uporaba bi-
gramov. Razlika je najizraziteǰsa pri kraǰsih kriptogramih, kjer s trigrami
bistveno bolǰse opǐsemo strukturo samega besedila. V nadaljevanju bomo
tako pri obeh algoritmih privzeli uporabo trigramov.
6.3 Simulirano ohlajanje ali iskalni algoritem
Tabu
Algoritem za lomljenje homofone substitucijske šifre v notranji zanki večkrat
zažene izbran algoritem za vrednotenje formata ključa. Vrednotenje lahko iz-
vajamo s simuliranim ohlajanjem ali iskalnim algoritmom Tabu. Na sliki 6.3
vidimo primerjavo obeh algoritmov. Na grafu je za oba algoritma izrisan
delež rešenih kriptogramov v odvisnosti od dolžine kriptogramov. Testni
vzorec je bil sestavljen iz 300 kriptogramov posamezne dolžine. Pri kripto-
gramih dolžine 300 in 350 znakov opazimo, da sta si algoritma enakovredna,
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Slika 6.2: Algoritem z iskalnim algoritmom Tabu.
pri kraǰsih pa algoritem s simuliranim ohlajanjem vrača bolǰse rezultate.
Kljub temu se odločimo za algoritem, ki za vrednotenje ključa uporablja
iskalni algoritem Tabu, saj je le-ta bistveno hitreǰsi od simuliranega ohlaja-
nja. Uspešnost pri kraǰsih kriptogramih pa izbolǰsamo z večkratnim zagonom
vrednotenja formata ključa.
6.4 Rezultati kriptoanalize homofone
substitucijske šifre
Na podlagi predhodnih testiranj smo ugotovili, da algoritem za kriptoanalizo
homofone substitucijske šifre deluje najbolǰse, če v kriterijski funkciji upora-
bimo trigrame, vrednotenje formata ključa pa izvedemo z iskalnim algorit-
mom Tabu. S tako konfiguracijo algoritma smo poskusili razbiti več kripto-
gramov treh različnih dolžin, ki so bili zašifrirani s štirimi različnimi šiframi.
Kriptogrami so bili dolžine 150, 300 in 600 znakov. Spodnjo mejo 150 zna-
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Slika 6.3: Primerjava algoritmov.
kov smo izbrali na podlagi rezultatov razbijanja navadne substitucijske šifre,
kjer sta tako simulirano ohlajanje kot tudi iskalni algoritem Tabu dosegla
uspešnost slabšo od 15%. Pri razbijanju navadne substitucijske šifre se je rast
deleža zlomljenih kriptogramov pri dolžini 300 znakov bistveno upočasnila.
Za zgornjo mejo smo izbrali dvakratnik te razdalje, torej 600 znakov. Za
šifriranje pa smo uporabili homofone šifre, kjer smo množico C razširili s 5,
10, 15 in 20 znaki. Za vsako skupino testiranj smo algoritem zagnali na 100
kriptogramih. Na sliki 6.4 je predstavljen graf deležev zlomljenih kriptogra-
mov za posamezno šifro v odvisnosti od dolžine kriptogramov. Iz grafa je
razviden vpliv dolžine kriptogramov na uspešnost kriptoanalize. Uspešnost
lomljenja kraǰsih kriptogramov bi lahko izbolǰsali s povečanjem števila ite-
racij ponovitve vrednotenja formata ključa. Pri kriptogramih dalǰsih od 300
znakov pa bolj kot dolžina kriptograma na uspešnost kriptoanalize vpliva
velikost množice C homofone substitucijske šifre, kjer širitev te množice oteži
razbijanje kriptograma.
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Slika 6.4: Rezultati kriptoanalize homofone substitucijske šifre.
Poglavje 7
Sklepne misli
V diplomskem delu smo razbijanje homofone substitucijske šifre predstavili
kot optimizacijski problem, ki ga rešujemo s kombinacijo dveh hevrističnih
algoritmov. Zunanja zanka predstavlja iskanje formata ključa in jo rešujemo
z uporabo algoritma plezanja v hrib. Notranja zanka pa poǐsče najbolǰse
prirejanje za dan format. V izogib ustavljanju v lokalnih maksimumih smo
reševanje notranje zanke implementirali s simuliranim ohlajanjem in iskal-
nim algoritmom Tabu. Kljub temu, da je simulirano ohlajanje vračalo bolǰse
rezultate, smo se zaradi bistveno hitreǰsega izvajanja odločili za iskalni al-
goritem Tabu. Kriterijsko funkcijo smo vezali na smiselnost dešifriranega
besedila, ki ga ugotavljamo s pomočjo Markovega jezikovnega modela. Upo-
raba trigramov namesto bigramov je kriterijski funkciji močno povečala njeno
natančnost in s tem možnost uspešnega razbitja šifre.
Na uspešnost razbijanja je vplivala predvsem dolžina kriptograma ter
število dodatnih znakov homofone substitucijske šifre. Dalǰsi kot je bil krip-
togram, večja je bila verjetnost uspešnega razbitja. Število dodatnih znakov
je negativno vplivalo na uspešnost. Najtežje testne primere so predstavljali
kriptogrami dolžine 150 znakov, ki so bili zašifrirani s šifro, ki je vsebovala
20 dodatnih znakov. Najlažje testne primere pa so sestavljali kriptogrami
dolžine 600 znakov, ki so bili zašifrirani s šifro z dodatnimi 5 znaki. Naša im-
plementacija algoritma za razbijanje je uspela zlomiti kar 57% vseh najtežjih
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testnih primerov in 98% najlažjih primerov.
Opisanega problema smo se lotili tudi z evolucijskim algoritmom, ven-
dar pa so bili rezultati bistveno slabši od pričakovanj, zato smo ta pristop
opustili. Slabi rezultati so bili najverjetneje posledica kompleksne in neintu-
itivne definicije križanja dveh ključev. Poleg tega je bilo zahtevno določiti
tudi obseg naključnih popravkov ključev po križanju.
Opisan pristop lahko z razbijanja homofone substitucijske šifre posplošimo
na poljubno šifro, kjer je moč med seboj primerjati dva različna ključa
in ugotoviti, kateri izmed njiju je bolǰsi. Uporabo hevrističnih algoritmov
opravičuje dejstvo, da lahko vsebino besedila razberemo tudi, če le-to ni
popolnoma pravilno dešifrirano. Tako se lahko s tem pristopom lotimo raz-
bijanja transpozicijske šifre. Pri šifrirnem sistemu AES pa vsi nepravi ključi
izgledajo enako slabo, zato tam uporaba tega pristopa ni mogoča. Poleg
tega lahko s pomočjo hevrističnih metod izbolǰsamo že obstoječe metode za
razbijanje nekaterih sodobnih šifer, kot je na primer korelacijski napad za raz-
bijanje tokovne šifre, ki jo dobimo s kombiniranjem več linearno rekurzivnih
šifer z nelinearno Boolovo funkcijo.
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