Winkler and Zhang introduced the FIBER MINIMIZATION problem in [3] . They showed that the problem is NP-complete but left the question of approximation algorithms open. We give a simple 2-approximation algorithm for this problem. We also show how ideas from the Dynamic Storage Allocation algorithm of Buchsbaum et al [1] can be used to give an approximation ratio arbitrarily close to 1 provided the problem instance satisfies certain criteria. We also show that these criteria are necessary to obtain an approximation scheme. Our 2-approximation algorithm achieves its guarantee unconditionally.
The FIBER MINIMIZATION problem
Winkler and Zhang in [3] considered a linesystem of n links e 1 , e 2 , · · · , e n . We represent each demand by d j = [x j , y j ] for x j ≤ y j if it requires the set of links e x j , · · · , e y j ; the set of demands will be denoted by D. We say demands d j and d j intersect (or overlap) if either x j ≤ x j ≤ y j or x j ≤ x j ≤ y j . The goal is to construct a set F of fiber intervals (each capable of carrying µ different wavelengths) of minimum total length such that D can be packed in F . A packing of D in F is an assignment of each demand d j = [x j , y j ] to a fiber f = [x f , y f ] ∈ F , and a wavelength ω within f , such that [x j , y j ] ⊆ [x f , y f ] and no two intersecting demands are assigned the same wavelength in the same fiber.
A 2-approximation algorithm
The input D consists of demands d j each of which is an interval of the form [x j , y j ], where x j ≤ y j ∈ {1, · · · , n}. For each link e i we define L D (i) = |{d j ∈ D : i ∈ [x j , y j ]}| (WLOG we assume that 
Initially, the algorithm constructs the matrix H and then derives a "packing" P D from H. We say
= black, create two fibers f 1(I) and f 2(I) and add them to By construction, we have the following three lemmas:
Lemma 3 At step 4, The load at link
We now show that all demands in D are "packed" in P D .
Lemma 4 A step 4, J is empty.
Proof : For the sake of contradiction assume that there is a demand d l = [x l , y l ] ∈ J at step 4. We will consider the three possible cases. In the first case there is We now show that the packing P D has the nice property that one demand intersects with at most one other demand on the blue links.
no three demands intersect simultaneously.
Proof : Placement rules in [3(a) ii.] imply that a demand cannot be assigned to H k if it intersects with two disjoint green segments of H k . Every demand that is chosen must contain a green segment, and conflicts over green segments are not permitted. Since no demand is totally contained within a blue segment, it follows that any maximal blue segment can be utilized by at most one demand from the left and one from the right. Thus the maximum possible overlap is two.
Since the maximum overlap is two, the construction in step 5 implies that F D is a legitimate set of fiber intervals for D, that is, all demands in D can be packed into F D .
Lemma 6 There exists a valid packing of D in the set of fiber intervals F D returned by the algorithm of Figure 1 .
For any set F of fiber intervals, let L F be the total length of fiber used in F .
The following lemma shows that F D is a pretty good solution. 
An Approximation Scheme
We use ideas from the Dynamic Storage Allocation (DSA) algorithm proposed in [1] . We first briefly describe the version of DSA from Let L F (t) denote the number of fibers in F containing the link e t and let L D (t) denote the number of demands in D using link e t .
We will use the following lemma:
Lemma 8 Given a set D of demands and a sufficiently small positive , there exists a set of fiber intervals F and a packing of the demands of
Proof : Consider the boxing algorithm in Section 2.1 of [1] . As observed above, a demand [i, j] in D corresponds to a job (i − 1, j) in the DSA setting. Further note that a box of height µ in the DSA setting corresponds to a fiber interval. Let the B be the set of boxes and Z be the set of jobs in the DSA setting corresponding to the set of fiber intervals F and set of demands D respectively.
µ . The lemma follows from applying Theorem 2 to Z and B with H = µ.
Noting that total length of fiber used by the algorithm
Proof : Using lemma 8 and noting that µ and are constants.
As in Section 2, we observe that the length of F * , the optimal set of fiber intervals, L F * ≥ L D . Thus, algorithm of [1] has a competitive ratio arbitrarily close to 1 provided L D = Ω(n).
A Lower Bound
We now show that the O(n) additive term in the statement of Theorem 3 cannot be done away with for any approximation scheme. 
FIBER MINIMIZATION in a ring
Consider a ring of n links where each demand d j in the demand set D is an arc [x j , y j ] which requires links e x j , e x j +1mod(n) , · · · , e y j . The set of fibers are now arcs each of which can support µ different wavelengths. The goal is to find the set of fiber arcs with the minimum total length.
The straightforward technique of partitioning an arc coloring problem into two interval coloring problems and taking the union of the two solutions would seem to directly obtain an approximation ratio of 4. However, a small tweak gives a (2+ )-approximation ratio algorithm with two invocations of the algorithm of Figure 1 . Arbitrarily pick a link e i and consider the set of demands using link 
PACKING INTERVALS IN INTERVALS
Winkler and Zhang also introduced the PACKING INTERVALS IN INTERVALS problem in [3] . Here we are given a set of demands D and a set of fiber intervals F and the goal is to determine if D can be packed in F . Consider the optimization version of this decision problem. What is the smallest value of µ such that F can accommodate D? Our techniques imply a 2-approximation algorithm for this problem in the following sense: if D can indeed be packed in F , our algorithm would pack atleast L D 2 length of demands in F ; it can pack all the demands if it is allowed to replace each fiber interval with a fiber interval of the same dimensions but twice the bandwidth. We again use a slightly modified version of the algorithm in Figure 1 . That algorithm can be thought of as running on a single interval of length n, and a straightforward generalization allows us to execute on a collection intervals. We can show that if D can be packed in F using no more than half the capacity of each fiber, then our algorithm can pack D in F but possibly utilizing the full capacity of each fiber.
