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1. ‚LjJ1S9 cTaTMcTwqecFcLlx w3MepeHM~ M BbIBO~OB B L-IacToRu~ee BpeM5l
Bce Go.nizwe M űoJlbwe wcnonbsylwrcs DJ1eKTpOHHbIC BbIqMcilMTeJlbHbIe
MaWMHbI.
B BeHrepcvo~ HapoRHo~ Pecny6n’iKe MN pa3nM’-1~eM ~ TMI18 3aga~,
rAe npOMCXORMT MaWMHHaR O6paGOTKa ~‚aHHbIx M cTaTMcTMLIeCKMe
MeTOMbI oKa3b!BaIoTc.~ HyWHbIMM M none3Hb’MM.
1. kisMepeMMe M ynpaBjieHi-le npOL’eCCOB, .
2. YnpaBr,eHL.IecKMe M sKoHoMMqecKMe npoL’eccbl Ha npepnpM~TklEx
M 3aBogaX,
3. rocypapcTBeHHa~ cTaTMcTMKa,
~+. Haytii-ib;e t-i TexHMqecKve pac-leTbi.
B AoKflaRe no~pO6Ho M3ytlaIOTc5l Te M~TO~bI M CpegCTBa, KoTopbie
í1aIoT B03t40)KHQCTb 3S~eKTMBHO pewaTb nocTaBj-leHHbIe 3a~a~M.
B saRaYax r-laMepeHMs’ M ynpaBneHr-IB npoL’eccaMM McnOJ1b3YIOTCFI
B 0CHOBHOM, MaJible MaWL-Il-ibi C 803M0)KHOCT5IMM paőOTbI B peajlbHoM
MacwTaőe BpeMeHM. MaTeMaTMqeCKMM annapaToM SBJ1FIeTCE CT.aTMC
TMKB CnyLIa@lbIX npolkeccoB Wilt-I BpeMeHHb’x p~g0B /cToxacTM-IecKL-Ie
~k1~xpepeHL~ManbHbIe ypaBHeHr-IR/. BpeMH o6pa6oTKL-I M OTBeTa M3
M~~R~TCR B ceKyi-Igax.
Ha npe~npMwrkI~x CTaTMCTML1eCKa5I O6pa6OTKa BeReTC~ B OCHOBH0M
B TaFcMx aaga~ax KBK ynpaBJieHMR C ~eC39DCBMM M B KoHipone
npoMsBogcTBa. MaTeMaTW’-iecKwe MO~~J1M B OCH0BHOM 6epyTc~ M3
T&0~MM HaRewHocTvI, MaccoBoro 06CJ1yWMBaHM~ M MHoroMepHOrO
aHaslM3a. Wcnonb3yloTcR cneL4MarlbHbIe naKeTbi [lpOrpaMM M Ha
6oJlFwL-ix MawMHax flporpaMMHble cMcTeMbI ~J15I őas paHHblx.
BpeM~ OGpaŐOTKM M oTBeTa M3MepReTcR B ~acax M AHFJX.
B rocypapcTBeHHo~i cTaTMcTMKe 8 OCHOBH0M MCflOSIbS3/IOTCR őonbwMe
cneL»I$MqecKMe fl~K~Tbl nporpaMM M nporpaMMHble cwcTeMb’ 6a3 MaHHbIx
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BepoB-rHocTHbIe MO,~enw B BMYMCJ1MTeJ1bHNX cHcTet.jax
/ MARK IV; IDS; IDMS/. t4aTeMaTk1qeckkn~ anriapaT: MHOrOMePHW~ aHaj-Irla
I-l BpeMeHHbIe pIflbI. -
BpeM~ oőpaőOTKw M OTBCTa w3MepReTc~ B Mecrn’ax.
B HaytIHblx pacqeTax á OCHOBHOM wcnOnbsyeTcR naKeT npOrpaMM KaR
annapaT cne qecKwL~i. BpeMR oőpa6oTK[-1 M
OTBeTa lBJlReycR I-ieOnpegej-leI-IHbIM.
2. flOBEJIEHtIE flPO~PAMt1 LI MYJ1bTLIr1POrPAMMWPOBAHWE
2.1. KoHTponbM pacnpepeneHMe pecypcos naMwrw B BMPTyabHO~
CLICTeMe C MyflbTMflpOrpaMMHb,M pewL-IMOM 59BJ1~eTCS ORHMM 143 rJlaBHbIx
aaJ~aL1 BbIMKcJ114~eJflj.j~~t~ M8TeMaTI-IKkI. BMPTYaJbHBR naMnb MOWeT
OflpepenwTbc~ K~K onepaTMBHa~I naM,9Tb MMMTaI.~woHHo~ BbI4MCnw—
Tes]bHoíí MaWMHL,I. CoRep)KaHwe MH4,OpMaqww OT~eflbHbIx nporpaMM
pacnpeperleHo Ha őnogi-i OpwHaKOBoro pa3Mepa, KOTOpbIeHa3blBa—
IOTCR CTpaI-iI-ll4aMv /page /. PeaynbTaTbl ynpaBnel-1L-IR C naMsTbIo 4OP—
MMpyIQTC~ B TepMMHax CTpaHI-114. Tn Ha3b,BaeMaR flOcJ9eJ~oBaTenbHocTb.
pe~epeHl4w1~ ~ ... /reference string / onpe~en~eTcs
cne~yloujwM o6paaoM 1 eCJM B MOMeI-IT t B npol4ecce pa-6oTbl
nOTpeGoBaJ-iocb COpepWaHMe i ~ CTpaHML’bl 11=1,2... ‚n L-l
t1,2, ... /. 3i~a noc.nepoBaTenbHocrb L-lCnOJlbayeTcR gn~ OnMcaI-iMs
flOBepeHwFl flpOrpaMM.
Ywe ynoM~pjyTa,~ paőoqaR LIaCTb nporpaMMbl OűO3HaqaeT TO MHO
)KeCTBO CTpaHI-114, KOTOpOe ROJWHO őbrrb B OnepaTwBHoii naM5lTw,
‘-JTO6bI oaecnet4wTb onpepeneHHbll~j ~~OBCHb f’J1~ 3$®eKTMBHO~ pa6OTbI
nporpaMM. f]PaKTML1eCKMM onpe~eJ1eHMeM pa6oqe~ qac~~ nporpaMM
aaHl-lManL-lcb MHOrMe aBTophi, HO Bce flOnbITKw MMe!OT -OflMcaTeslb—
HbI~i xapakTep floRa He pagklM CTpOrO CTOxacTL-iqeckyio xapaKTepM3a—
41410 nocnepoBaTenl?,H0cTW E~.
OcHoal-Ible TI-Ifibi noBepeHt-ls nporpaMM, KoTOpbie BcTpeqaIoTc~ Ha
npaK-rwIce CflegyIou~Me.
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B! ~BJ1ReTCR He3aBL-1cwMo~ nocslepoBaTej-IbHocTblo C 0~k1HBKOBbIM
pacnpe4t’eneHMeM /independent reference strin~/:P{~~=i }~p.
B! ~ oőpa3yeT qen~ MapKoBa C peKyppeHTHwMM COcTo~HM~MM M
cBo~icTBoM nepeblewMBaHws. MaTpwi~a nepexo~oB
He 3aBL.lcItlT OT t.
cl LRU CT3.K MOpeJlb, rpe B OflepBTMBHQi~ naMwrM Ha ~1~~BOM MecTe
CTOMT Ta cTpaHML~a, KoTopayI Bbl3blBanacb floCneJ~HvL~ pa3. flpi~i
BblSOBe i—e~ cTpaHMlfll LB onepaTwBl-lo’í flBMSTM noMeu~aeTcB
in < n CTPaHMLk/, ecsiw 1 < in, ci-paiiwi~’a nepeMeajaeTc~ Ha nepBoe
MeCTO M 1—oe no (i1) c~pa~w~’e cpBwHyTcR I-la ORHO Mecro
Mwwe, ocTanbHb’e CTpaHML’bI ocTaHyTc~ I-la M~CT~, ecsiii I > m
CTpaHMI’a CO BCnOMoraTenbI-lo~ naMRTM /co BTOpOrO Yp0BHR/
őepeTcsq Ha 1—oe LI m—asi cTpaHriL4a BbI6pacMBaeTc5l Ha BTOpO~i
ypoBeHb naMsn-L-i, ocTanbHble CTpBHMLflI Ha ORHO M~CTO HMW~
cpBKHyTcs. BS9TMe CTpBHML~bI CO BTOporo ypOBHR HasbiBaeTc~
cTpaHMqHo~4 oww6xo~ /page fault!. HpepnoJ-laraeTcs, ‘-rro o6—
paU~eHMe K cTpaHL-IL’aM cne~yiou~ee: BepOS9THOCTb BbISoBa C i-oro
MecTa paBHa q. ii nocjleAoBaTes-lbHble BbI3oBbI 59BJuUoTcs He3aBM—
CMMbIMM .
flocneRHM~ nin noBe~eHw~ nporpaMM FIBJ1SIeTC$9 O6O6U~eHVeM cne’4y10-
u4ef~cxeMbI: I-R cTpaHwLta B MOMenT t MMeeT BeporrHocTb BblsoBa
a.(>Q), a flOTOM STB cTpaHL-1L~a BbI3bIBaeTCR pas,’LL-lMeeT reo—
MeTpM ‘-leCKoe pacnpeperieHL-le
P{”.=k } = (1—b.)b~3 (Q<b1<1)
CTBTMCTL.ILIeCKMe BHBflM36I flOKasblBanM, ‘-ITO HM ORMH M3 yI10M5~HyTbIx
Műgenelt3 HC OflMCbIBBeT, C poCTaToqHO~í TOLIHOCTbIO, noBe~eHLie
nporpaMM.
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BeposlTHocTHbIe MO~~flM B Bbl4wCnkyreJlbI-lbJx cMcTeMax
PaCCMaTPL.IBaeTCJ9 cslepyIou4as9 3apatla aBToMaTwt4ecKaro ynpaBneHL.IR
B OflepaI4L4oHj-Io~j CL-ICTeMC, Korpa npepnonaraeTcs, ‘-ITO psa flpMH
i~i-ina noBepesws nporpat4t-i ~epepy~o-r’y~ B cnytia~HNe MOMBHTN
BpCMeHÍ-j. flpepnojlo)xL-jM, ‘4T0 C MOpeJlbiO flOBepeHw~~ a! CL-ICTeMa
paőoTaeT cnyyatt~Hoe ~ nOTOM paőoTaeT B pe*L-lMe cl
cny~aI~Hoe ~ CHOBa B pewkiMe a! B pJlklTerIbHocTM
;3.
‘flycTb ai’ OGO3Hal4aeT Beposq-rHocTb COGbITMR, ‘-ITO B HaqaJ1bKbI~
MOMeNT CMCTeMa pa6OTaeT B pewwMe a!. Ecnvo6o3HaywM
cJ1y4a~HbI~j flpOL%ecc
. P ~ MOMeHW t paőoi-ae-r pescL-IM a!
n(t)t0 B MOMCHT t pa6oTaeT pew~M cl
TO OH H~ flopnewl-IT Ha61]dpeHL-lIo, Ha6plopae-rcR TOJ9bKO npoqecc
pe~epeI-I4I1r~ ~ ~2 no r1pepnow~i~io
. P{rj(o) = 1) = -ir ‚
Ó
LI KpOMe Taro, papi-i yflpOu4eHw5I, flpepnOjlO)KMM, qTo
YIBJ1Y1IOTCFI He3aBwcl-lMbIMkl cryya~HbIMw BeJ1MI-il-IHaMLI C O~MHBKOBHM
pac npepeJleHl-leM
P{~. k} = p (l—p),
rpe O < p < 1 w3BecTHa~’ KoHcTaH-ra.
Ha ocHoBaHi-Iw Ha6nIopeHM~ ~ ~ HapO HB~TM TaKylo flOC
nepoBa-rej-lbHocTb MaPKOBCKMX Mot-leH-T-oB ~ ‘~. L1TO ecnw
t 4»lKcMpaBaHHbl~ MOMeHT BPBMeHH L-l
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Nt = { max n: + ... + ~ < t),
TO [1~W 3’CJlOBWI
rpe C L1»IKCWPOBaHHaR KoHcTaHTa, MWHWMM3L-IpyeTCJ9 MaTeMaTI44ecKoe
o*WpaHwe
t
E( S X~ ds).
O
Specb
. p n~»i sj1,~1< ...X~ i%O B OCTaJ1bHbIX Cflyt4aRX
1 ecjit-i pewei-iwe no HabnIopeHwy’M OTHOCWTe.nbHo pewwMa
paőoTbl He C00TBeTcTByeT kICTWHHOMy pewMMy.
SaMeqaHi-le 1 . 8 3T0~ 3apatle HeJ1b35~ B3STb ~y we ~yHKL’MIO
pIcKa, K~K 3T0 cpenar’w B ~1~HI~T~ 2.1 ‚ pa3napkt-I ‚ T~K KaK B TO~
3apa~e npegnoilaraeTcsl, LITO WMeeTC~I Bo3MowHocTb flpt-l O6Hapywe
HI-IL-I pa3rIapKw npOBepRTb npOL-I3OLliJla JiM OH~ Wilt-I HeT. B HacTo59ute~i
sagat4e TaKO~ BO3MO)ICHOCTW I-leT M ~O3TOM~ HeJlb35’ OTpeJibHO MMHM
MWSWpOBaTb E(~1—O), E(~i+~2-~iI~i+Z2>Gi) .
ToqHOe peweHL-le 3TOLt~ 3apaLlL.I HCW3BeCTHO. B TOM cny~ae, Korpa.
» 1, T.e. CMCTeM~ pojiro HaxOpMTC~ B O~HOM peB(I-I
Me fl~WM~H5~~M MeTOp nOcflepOBaTeJibHoro aHanw3a pIiS~ pa3JlwLIeHL-I~
pByx rwr]oTe3 cnepyIoufllM o6pa3oM. flycTb ~a ~ cooTBeTcTBeHHo
P~o6o3HaMaIoT pacnpepenel-1WFI flpw pewMMe a!, cO0TBeTcTBeHHO cl.
Bbl6L-ipaIoTcs~ 3HaYeHMR < b TaKMM oőpa3oM, LITOŐbI
b <. 1~g ..‚ < b1 ‘~c(~i’~ . •‚~ ) 2
M fl~~BbI~ BbIXO~ ‚J sa npepenaMt-I [b1C2]wMen MaTeMaTL.It4ecKMe
owwpai-iws . - ‘ 1 1 1
E)] ~..___L_, E)] —~‚
a no i—p b n i—p
rpe p aapaHHoe ~wcno (>1). [locsje npklHHTL-IE peweNt-Is OTőpaCbI
BaIoTc5I npepbIpyu~Me Ha6nIopeHt-I~ ~ M CHOBa npwMe)-lsleTcs npepbl
py’gasi npoi4epypa. Ecs’w \) )) TO oT6pacb!BaloTcsi npep~ipyu~~e
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Beposvrl-joc,-I-jble MO~enw B BbIt1MCflh4TeJ-lbj~1bIx cMcTeMax
I-la6n)o.qeHMs M npot.~ecc noc.neRoBaTenbHoro peweHws~ sal-loBo Ha
qwHaeTc,~ .
3aMeyaHL.je 2. HeM3BeCTHbI flpOCTbIe, HO JocTaToyHo M0UIHbIe~
KpL-lTepI-IM ~%J151 pa3sJMyw~9 J~B~X rMnoTea: I-le3aBMcL-IMaR Mogeilb
a!, ii- -MOpe.nb cl.
2.2 B 3TOM nyHKTe paccMaTpwBaeM 3apaYw CBR3aHHMe C 3aMXHyTbIMM
nMHeIíH6IMW ceTrn1M, rpe o6cJ1yH<MBaIou~r.ie rlpMGopu cBRsaHb’ MeH<~’y
CO6O~ Li ~ oőcnywMBaI-4wg He 3KCflOHeHI’l-laflbHoe.
~opMyJ1MpOBKaM TaKoro Tuna 3aj’a~ C pa3HbIML-1 YCTpO~CTBaMM, Kal<
Hanpu-IMep t4eHTpanbHwe flpOL’eCCOpbl, Kal-lanbi BBO~a M BbIBQRa,
flyJlbTbI flOJ1b3OBaTe~e~, KOMMyTaTopb, M T.,:’., Mbl yrne flpMBb’KJ1M.
4-rOGbI flOKa3aTb CMJiy CTOXaCTMLIeCKOrO aHaJlM3a flOKaH<eM OJflIH
flpu-lMep, r~e CMCTeMaMM O6CJ1Y*MBaHMYI S9BJ9BIOTCR flpOL~eCCbI o6-
pa6oTKw, KoTOpbie MCFIOJlb3yIOT pa3Hble pecypcbl BbIqMCJ,MTeJ1bHO~
Cu-IcTeMbi. TaRMM o6pa3oM npL-l6opoM o6cny»cMBaHw~ ~CTb nporpaMMa
M npepMeT Hawero M3y4eHM5l MaTeMaTMqecKo~ o6ecneqeHvR. B ~a—
TeMaTLiqecKoM oőeCneYeHL-lM flpOM3BeCT[4 M3MeHeL-ILIS HaMHoro nertle
Y~M B yCTpO~cTBax. flycTb P8CCMaTpLIBaeTCR MasIeHbKaR BbI11MCJ1M
T~flbH~~ MaujwHa C HCCKQJ1bKMMI-1 pMCflne~sMw, OJHMM L’eHTpaJlbHbIM
npol4eccopoM, C pMcKaMM M MarHMTHb,Mw flei-ITaML-1 ‚:‚J1S ORHOBpeMeHhórQ
BBO,:’a ‚:‚aHHbIX MuM nporpaMM Ha MarHu-lTHbIe .IleHTbl. TaKMe CMcTeMbI
MCROJ1bSyIQTCR BM~CTO M3BeCTHbIX flep$OKapTOLIk-Iblx yCTpO’íCTB, ‘-4To6bI
CylJ4eCTBeI-jHo cOKpaTwTb BpeMeHHbIii l-lHTepBan Mewgy BBO~OM M fl~O
BepKoI~ ~aHHblx. flpe~rio.riowMM, -ITO cjfl-IKCMpyIOTcB CTaHRBPTHbIe, HO
paaHoro TM!1~ cDOpMaTbi /MOWHO npeRcTaBMTb KaHL’ens9pcKwe, CT-leT—
HbI~ MOKyMeHTbI/. B naMRTM HaxoRRTc5~ pa3Hble TMflbI nporpaMM:
1. cynepBw3opbl ‚:‚Jisi ynpaBne)-UIB pwcnne~MM,
2. nporpaMMbl ‚:‚n~I pa6oTbl M CnOBap~MM M pa3I4bIMM 4~OpMaTaMM,
3. nporpaMMbi pn~ paőoTbi C
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14• ~ /4J1~ o6paGoTKw J~aHHbIx.
Bce STK flPOrpaMMb! MJ1M MX TMflbI CflyWaT RJ1R gaHHux P~KOPpOB
OőcJly)4(HBaIQLqMMM flpLlGOpaMH M tITO6bi peKop~br 3ac~nlKcMpoBaJ-1wcb Ha
MarHr.ITHyIO J1eHTy ~‚OflWHN MHOrO p~3 npe6blBaTb Ha 3TMX flpM
őopax. flocs-ie o6cJlyH<MBaHMB Ha ORHOM npM6ope peKop~
/TpeGosaHwe/ C onpeReneHHb!ML4 Bep0YiTHOCTJ9MM MO>keT nepexO~’vTb
Ha ~pyroi~ fipkiCop. ~TO6bl C$OpMyJlMpOBaTb 3a~a~y, MIlL-I ~TO6bi
Oflpej’enwTb COCTOSHMe cerw, a STO o3HaLiae~ ~wcna n.(t),
1 1, 2, ....‚ N, TPe6OB8HL.H1 B npL-l6opaX B MOMeHT t,
Ha~o /aTb LIMCJ1O flpM6OpOB N, LIL.ICJ1O Tpe6OBaHMLt~ N, MaTpL-114y
nepeXoRa (P1~)~ L-IHTCHCMBHOCTb i.i1(i 1,2,...,M) pacnpe~eneHMe
oőCJly$(L-IBaHL.ia Tpe6oBaHMl~ flpMőOpaMM. CxeMa pus BbIWeOnwcaHHo~
CL-ICTeMbI flporpaMM MJlflIOCTpMpyei-cs Ha PMCYHKe 1.
B TOM Cnyyae Korpa SpeMs OŐCflY)RL-IBaHws Ha pa3Hblx flpMGOpaX
MMeeT noKa3aTeJlbHbli~ aaKoH XOpOwo M3BeCTHO /CM. Hanpw~.iep
[10]!, qTO CTaL’MOHaPHOe pacnpepej,eHwe COCTORHMS CMCTeMbI MO)RHO
flOJ1YL1L-ITb B ctiOpMe M
E (—J~)
.—l M(41) p = E n. = N
(n1,.»,n ) M I ‘ •=1 ‘
m II (.2.....)
(N) L—l
rpe Pl SBJ1ReTCR peweHMeM CMCTeMbI
M
p. = E p.1 p. ‚ 1 = 1,2, ... ‚ M,
~ j=l ~
M
iipw HOpMMpyIQLI’eM ~CJ1OBMM E ~. 1. Sn-i ()OpMyJlbl flOKa3bIBaIOT,tlTO
1
CMCTeMa B npepene BepeT ceős K~K COBOKYflHOCTb M He3aBM—
CMMbIX flpL-löOpOB.
1-13 MHOrOI4MCn6HH6Ix flPM~J1L-DKeHML1 pus O6Lqero cJlyL4as Korpa pac
ripepeneHi-Is He SIBJ1SIOTCS noxaaaTenbHb,Mw apecb HanOMHMM pBa.
B
BepoRTI-jocTHbIe Mopeilw B~ cklcTeMax
flepaoe flpwGnMxeHve ~J1R cTal.~woHapHoro peHu-IMa WCflOflbSyeT pe
3yJlbTaTbI 3KCflOHeHL~fl-,flsibHbIx pacnpepeneHMI~j B Cnepy~ou4e~ $OpMe.
Ecnw B cPOpMyJle (*) HOpMMpy)OU4Mtt~ MHOWklTeJlb MMeeT ~OpMy
(i—p./~j.) J’fls9 1—oro npi.i6opa, ~.e.
Pl fi
Pl (n1 ) (i—p1 iv.~ )(—) ‚
~J1
TO flpi~i6op MOflT paccMaTpL.IBaTbCE KaK MOpeJlb M/M/l. B TOM
cJlyLlae Korpa HOpMKpyIoU~wMMHo)KwTeneM BH6L.1paeTc~
1/ k=oPMi~ ~.e. pn~ ~-oronpw6opa k
p1(n.) = (p.Ijj.) J E (p•/u-)
4 k=Q
TO flpl.160p MOH<HO paCCMaTpweaTb KaK M/N/l/N MOpenb, rge WH
TeHCkIBHOCTb BXOfjHOrO rIOTOKa p. ‚ HHTeHCIIBHOCTb oGcJlyscwBaHws
p., i-i N ~BJ1ReTCS paaMepOM ~J9L4HbI O4epepK.
B o6u4eM cny~ae npepnoyiaraeTcj, YTO CTaL’woHapHbI~ pewwM
pacnapaeTcR Ha M oTpenbHblx KoMnoHei-ri-oB, rpe i-~ npL-lőop
MO)KHO paccMaTpwBaTb KaK N/G/Lwnw N/G/l/N (cM[l3})~
BTopbIM MeTOp0M FIBJ1BeTCR npL-iőJlpix<eHMe LlL.icen Tpe6oBaHwi~ B OT
peilbHblx npMGopax BLIHep0BCKI.IM npo1~eccoM /CM. [10], [11/. 3TOT
flOpxop WCfloJlb3OBancyj TO.flbKo ~J1R CL-ICTeM C pByMs flpHGOpaM[-1 L-l
N Tpe6oBaHwLtí. flyCTb o6031-iaqaloT 1-’~’ ~2 L-IHTeHCL-IBHOCTb o6
CnyN<L-IBaHM,9, L-l K03(JM»lL’L-leHTbl BaJjwa1’wI~
2,.2 2, 2k1 = a ‘~H~’ k2 = a
BBePeM BenL-lLlwHbl
. a = M1-1i2, b = p1k1+p2k2 .
/CHocb L-l KO3(f)$L.1L~L.1CHT flL-14H1)y3HM/, Torga pjiy~ qt-icj-ia Tpe6oBaI-iL-isi
k y nepBoro npi-i6opa nonytlaeTCB (x=k/N) ~ MTO B CTaI’L-lo—
HapHoM pewLIMe BePORTHOCT6 ÍJ3’CTO~ CL-ICTeMbI paBHa P~
— — ‚ a I1J1OTHOCTb BepoEHTocTH~~’~ x ~-iMeeT BLI~
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p1 vx 2cx
— [1 — e ]‚ rge y = .
P2
BbIJlo Cu wenaTanbHo—pa-spaőor-aT-b ~pM4~$yswoHHce--npM6J’w)KeHwe -j’n~
cxeM kl3oőpaweHHbIx Ha ~MC~HK~ 2.
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In a recent r~aper NcKeliar and Wang [3]
to allocate a set of records R1, R2,. ..
storage in such a way that the expected
minimized when the acces probabilities
When the consecutive accesses ~
= 1 when, at time moment t the i—th
accessed) are independent, idebticaiiy di
probabi Lity distribution
and (p.) (i
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request
= 1,2,. ..‚n)’,a
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between consecutive
3. ON P~[JACEMENT OF RECORDS IN LINEAR STORAGE ‘
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the optimal arrangement is on Figure 1.
. HnH Lt
: Fig.1 . .
. . ‚
We make now the following two remarks (using the Et’clidean
dist’ance)’ . . . .. .
é) For uniform distribution ~ = j = 1,2,.. .n), ár
for random pI.acementot the records, ‘ .
Eu(D) . (1)
b) Wh~n = n(~1) ‚ the linear growing case,and in optimaL
: . . arrangement “ .
. E~(D) Iii ‚ . (2)
(see e.g. formula (16) in [3]). In’both cases n + ~.
Let f.(t) denote the frequency of access ot record
untiL time ~ . Then . .
‚‚ . fl . ‘ .
. . S ~4(t)~ . .. (3)., ‚‘.‘
. i=i’~ . . .
and it we are wait1’ng,~tor aLL icc..an ot, th@
. . ‘ 15
T = E f~(i) ;
1=1
I = 1,2,...,n.
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T
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—.2; p1p. d(i,j).
1,j ~ H’
the above
ables f~(t)
ributed’ (T
ty distribu
I ~i~i~—7. it
:‚ . .
16
distributed, and further that the originaL distribution is
= 1, in which case does
our formula (1) is true.)
First of at.!. we recall the following
the reader may find in book [2] (Ch.
p. 18).
Lemma 1. When p
expectation
n
(i = 1,2,...,n)
n
i =1
E(T) E( Z f~(r)) = n
and variance
i =tt
2 2n ~n E——
1 i
statement, which
5 2, theorem 1,~
n +
n log n,
2ir. 2n — n log
Remark 1. From (7) and (8) we getthat
n
E( E f.(t
i=1
) )2
—
+
2 2log n]n (9)
n log n,
which contradicts
got the wrong
formuLa (12) in [3], where the aut hors
n 2
E( E f.)
. 1
‘1=1
2
+ n4 12
not exist the problem, because
1
in
‚‚
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E 1
1
the
(7) .
n. (8)
re~u’t. U~urther
in their basic lemma (84)
ii háé tó b~ iI~tiééd thai
the authors ‘in [3] take expectation
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In the following form
~ E(~)
. ~1 EU~
and this is one
vaLid.)
of the reasons that the Lemma cannot be
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n Log n the Law ot large numbers, works and
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We want to return to this question in a separate paper.
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4. ANALYTICAL METHODS IN DISTRIBUTED SYSTEMS
In a packet switched network there are two possibilities
to send k packets from node O to node N /on a real
line/. In the first case a! all the packets are moving
together, and in the other case b/ the packets are
I II I I
o i 2 3 . . . k—i N
at time O
I I
o i 2 3 . . . k—i N
at time t
(case b)
I ~ Q Q Q Q I ~Q Q Q I I I
o i 2 k—i N .
at time t
Fig. i. (case a)
moving independently /if one can do it/. After t mo
ments /or time! one may have the situtation which is
described on Fig.1. For simplicity let us assume that
we have k balls /at time moment t=o/ on the points
0, 1, ...‚ k—l. Each ball has the possibility to move
right with probability 1—p and to remain on the same
20
place with probability p. In the first model /model a/I
the balls are connected, this means they can moYe only
together, and the probability to make 1 step is
k
~ =(l-p)
and after time t to make i steps is
t i t—i(~) ~k (l—q~) .
In the second model /model b/I a ball, on place j, with
probability p, under condition that it is possible or
with probability 1, under condition it is impossible.
Let -r denote the time when the first ball /which is at
time moment t=o in 0/ will be in N. What is the expec
tation:
ET
in case a! ánd b/P It is easy to prove that in case
we have
. Li
. l-qk
EZ = (l-c4~)’ = N+(K+l) =
= N+l ~
On the other side it can be proved that
Eb T < Ei
but the exact value of Ebi is not known. This exercise
is only a simple example for analytical methods in
distributed systems. In the following we shall discuss
some other problems of distributed systems.
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A growing interest exists in distributed systems, and
there is little doubt that distributed computing will
be the primary systems architecture of the future.
Systems are evolving toward a greater diffusion of
processing power and databases.
The advantages of decentralised computing can be further
enhanced by linking the distributed parts through
electronic communications. .
There are
a! centralized systems,
b/ decentralized systems,
cl variations on the centralized/decentralized
structures.
Distributed systems /main features/:
— multiple processors having general purpose computing
compatibilities,
— communication links /often only intermittent/
among processors;
— relatively weak interactions among the distributed
subsystems; .
. 22
— considerable contralized coordination in the design
and operation of the separate processing subsystems.
1. Distributed processing without local database
2. Hierarchical systems with non—shared local databases
23
3. Fully distributed network
_ _ Hr ‘
_ _H_ _
CENTRALIZATION OR DECENTRALIZATION
1. Centralization /advantages and disadvantages/
— hardware economies of scale,
— operating economies of scale,
— more, powerful capabilities,
— demand smoothing,
— reduced number of facilities,
— development of professional staff,
— increased system integration.
2. Decentralization
— greater control by users,
— increased motivation and involvment of users,
— economies of specialization,
— permits exploitation of low—cost minicomputers,
— permits small increments to capacity,
— reduces communication costs,
— reduced interactive respon~é\ time,
— increased reliability,
. — increased predictability of costs.
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3. Distributed systems
ADVANTAGES~ economies of scale,
increased efficiency,
demand smoothing,
incorporation /user — technical
expertise/,
integration of information proces
sing,
integx~ati—n. öJ organizational ac—
tivities,
greater user control,
reduced communication cost,
reduced response time,
reliability.
HAZARDS creeping escalation,
hidden costs, .
duplication and incompatibility,
incompetent design,
suboptimization.
Distributed systems are not simple extensions of monolithic
systems.
There are computer systems /special purpose or general/
which are operating in a noncentrálizedmanner.Packet—
—switching computer communication networks are examples
of distributed systems.
In such systems two kinds of resources must be considered:
1. system resources /multiplexing is required/
2. user resources.
An example for 2. is distributed data—base sharing.
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In recent years much attention has\ been focused on the
development of distributed systems. Among the many fac
tors that motivate this interest are the desire to share
resources and the need to achieve higher system per
formance and reliability.
Computer systems carry out two different kinds of acti
vities
(1) operation activities /compilers, assamblers,
programs /
(2) Decision — making activities /schedules, resource
. manager/ .
Distributed systems are formed through a more or less loose—
coupling of autonomous subsystems, each of which is assig
ned to perform a specific subtask of the global system
task. Cooperation among such units is needed and each unit
behaves as a simple computer installation. .
In this paper we try to give some aspects of
a/ resource allocation problem, resource management,
optimal file allocation,
b/ scheduling, performance problems.
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On of the problems when we design distributed computer
systems is the scheduling of jobs among processors in
the system.
The objective is to achive systeme balance, with a
resultant performance increase, by automatically
shifting jobs from heavity loaded processors to
lightly loaded processors in the system.
Load balancing can be done statistically, or dynamically
as the load and the state of the system changes. Dyna
mic load balancing have taken two different approaches.
One is a combinatorial optimization problem. Joles
are reassigned dynamically by monitoring the state
of the system.
The other approach is to develop queuing models to
analyze the performance of the systems incorporating
simple job routing policies that automatically
shift jobs.
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TWO PROCESSOR DISTRIBUTED COMPUTER SYSTEM
with load balancing
Join random queue without channel
transfer.
Join shorter queue without channel
transfer.
Join shoiter queue With channel
transfer.
(1)
(3)
~ob
dispatcher
queue 1. processor 1.
LIh®
~ .
queue 2. processor 2.
(2)DISPATCHER
assigns an
arriving job
to the shorter
queue.
2X
28
G
Join random queue with channel transfer.
2)’ (5)
Instantaneous channel transfer.
22’ ________
Single fast~processor system.
(6)
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P..(t) = P{X1(t)= i, X2(t) = j}
Jx~(t) is the number of jobs in queue i/The KOLMOGOROV
equations can be written in the ordinary way and the steady
state equations can be used for the fc1lowing~dh~acteri~tics.
Üt1If~áEIöno Eh~processors (U): U =
Average queue length (L),
Mean job turn around time (T)~ihich by Little law
ÁT=L is in.
In case = 1 the followIng values of T
Mod~’l~ a .
RESOURCE MANAGEMENT
1. In a single computer installation the resource mana
gement task is normally performed by the operating
system and by the operator.
Relationship will exist between workload /input! and
computer performance, which depends on resource stra
tegies. Resource management strategy allows intervention
0.2 0.5 0.9
1. 1.11 1.25 2.00 10.00
2. 1.02 1.06 1.42 5.47
3. 1.02 1.05 1.39 5.35
4.
.5. 1.01 1.04 1.33 5.26
6. 0.56 0.63 ‘LQO 5.00
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on some parameters, by which one can tunej the system.
w — computer workload
y — performance y = P(m,w)
a — parameters
g(a,w)- cost function
g(,w) = inf g(a,w)
aEM
2. Resource management in computer network
y. = P~(a~~ ~ u.) u~ — interaction variable
/e.g. amount of ex—
= g~(a~, ~ u~) change workload ai~ i/
__________________ would reflect network con—I i = 1,2,...,n figuration and routing
algorithmus
!‚ u) = inf g(a, w, u)
aEM
There &re two ways to overcome the conflict between
global and local optimum control on resources:
a/ Entrusting the global resource management task
to just one decision making unit within the
network / „centralized approach”!.
b/ New decision—making unit /„coordinator”/ whose
goal is hierarchically coordinate the local
computer systems.
3]-
FILE ALLOCATION IN ON LNFORMATION NETWORK
Transactions with the multiple—located file give rise
a/ quarry traffic to a simple copy
b/ update traffic to every copy
~ file is in i—th mode
a. =
1 ~ otherwise [CASEY’S MODEL]
Costs: communication costs for querry and update file
storage costs.
d. — communication costjk ‘
— storage cost1
I — the index set having a file copyj
= E ( E r.d.k ± q. min d.k)± E’
j=l kEl ~ kEl kEl
— volume of querry
— volume of update
HIERARCHICAL ROUTING AND FLOW CONTROL POLICY
(for packet switched networks)
Management of traffic flow in a computer network can be
32
divided into two main tasks:
at message routing,
b/ flow control.
at Message delay or cost is a commonly uséd parameter to
design routing policy.
bj Buffer size is the parameter for flow control algo
rithms.
It is desirable to study them jointly. Channel traffic
intensity as a common parameter [it is closely related
to delay and queue lengthf is used to jointly optimize
the routing and flow control.
ROUTING UPDATES ~N PACKET SWITCHED NETWORKS
Routing decisions in packet switched networks are often
based upon congestion updates passed around the network.
There is a natural conflict in the selection of the up
date period [Ti:
— make T small to have decisions on recent informa—
tiön,
— make T large to minimize the overhead.
33
~Sl~
Decision
>- every
. .
Poisson stream of data traffic with rate . )‘di.s assume~.J.
Decisions are made every T seconds as to which server
to route to, based on which server had the smallest..queue
at the beginning of the T—period. All packets are routed
to the chosen server for the entire T—period.
The overhead /updating the queue information every T
seconds/ shall be simply modeled as an additional Poisson
. kstream with rate Xu =
All service times are mutually independent exponential with\
. It is assumedM
Xd + ~u <
The Áu_streams represent update packets to accomplish
node—to—node transfer of congestion information accroos
the two links S1 and S2.
Other representations of the input process and the up
date overhead can be visualized /updates arrive deter—
ministically, preemptive priority, different service
times/.
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