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ABSTRACT
From a series of initial studies in the area of computer cartography
a dual data structure was evolved based on matrix representation of
graphs and the use of boolean expressions. This data structure was used
principally to represent zones in space though, by using boundaries of
zones, it was possible to create line netwcrks0
The original idea was to use the boolean expressions as an input language
for creating volume and area descriptions and to use the graph matrices
for internal manipulation and creating graphic output. However, a way
was found to interpret the boolean expression directly into the form of
graphic output suitable for the raster scan displays given by television
monitors.
The software implementation of this process was very slow but, with the
current developments in integrated circuitry, it suggested a way of
creating a new form of parallel display processor. This possibility was
investigated initially as a general processor to carry out several related
spatial operations and then, finally, merely to create displays.
The applications depend on (t) the general nature of the data structure
used and the possible graphic languages it makes possible and (2) the
real time manipulation of displays. In the case of three-dimensional
scenes, this includes an automatic hidden line and hidden area removal
capability.
The particular applications which have been considered include the fast
access and display of maps and technical drawings from planning, archi¬
tectural and engineering data bases; the real time generation of displays
for training simulation; the preparation of animated films for teaching
and entertainment; the control of numerically-controlled machine tools;
and solving the placement problem in computer-aided design work and




The origin of this work was a fifth year study "Models in Design
Procedure" carried out while a student of Architecture at Liverpool
University.
The initial work on computer models was carried out in "the Laboratory
for Computer Graphics and Spatial Analysis" at Harvard University where
the first version of the OBLIX program was written and, in collaboration
with T. C. Waugh, the early work on the GIMM system was undertaken.
The period of study in Harvard University was carried out on a J. F.
Kennedy IVfemorial Fellowship; it was the exploratory work conducted
during this time which outlined the present area of study. In the
Laboratory for Computer Graphics the author acknowledges with thanks
help and guidance received from Professors A. Schmidt, C. Steinitz,
P. Rogers, Professor H. Fisher and Professor W. Warntz.
In Edinburgh University the opportunity to undertake this work was
provided by Professor J. T. Coppock. Dr. J. Oldfield, now Professor of
Electrical Engineering in the University of Swansea, provided informal
but valuable guidance in the area of Computer Science from 1970-1973.
The author also wishes to thank Dr. J. Gray for his advice following this
period. Dr. J. Downie contributed Appendix A describing a simulation he
prepared of the display processor discussed in Section IV which clarified
several of the issues which were being examined. This work is acknowledged
with particular gratitude since he undertook it at a critical period in
his own work.
In Heriot-Watt University, where research on a Hardware Display Processor
is being continued, thanks are offered to Professors Heath and Nicol for
providing facilities to continue the research described in Section IV.
Finally, for the principal load of supervision and support over six years,







SECTION I THE CONTEXT
Chapter 1: The Information System Concept 12
Chapter 2: Choice of Information System 22
Chapter 3: Product Definition in Computer-Based
Systems 38
Chapter 4: Computer-Based Information Systems
and Future Planning 84
SECTION II SPATIAL MODELS
Chapter 5: Spatial Models as Data Structures 100
Chapter 6: Geometrical Operations Preliminary
Study Oblix 115
Chapter 7: System Development 170
SECTION III ZONES IN SPACE
Chapte r 8: Defining Simple Volumes 236
Chapter 9: Volumes with Multiple Surfaces 276
Chapter 10: Volume Matrix Storage 319
Chapter 11: Volume Matrix Construction 335
Chapter 12: Graphic Models 384
SECTION IV HARDYARE POSSIBILITIES
Chapter 13: Hardware Development: A Schematic Machine 432
Chapter 14: A Parallel Display Processor 465
Chapter 15: Parallel Processor Using Analogue Signals 483







Appendix A: Hybrid Computer: Simulation A1
Appendix B: Computer Programs: Fortran B1







When the research project presented in this thesis was initially
being formulated, it was not clear in what direction it would be
possible to take the investigation, nor was it clear what were the
most profitable topics on which to concentrate the main effort. Con¬
sequently, the scope of the project was left as wide open as possible and
this is reflected in the title: "Spatial Models in Computer Based
Information Systems". The background desire which has been retained
throughout, was a wish to automate many simple activities which depend
on the use of drawings. In these activities drawings are employed both
as a way of storing and communicating information, and as a means of
analysing information. Drafting is a labour intensive operation and
consequently, because the activities appear simple, they are both tedious
and tine consuming. However, what appears simple to a person trained to
use drawings turns out in practice to be far from simple to automate.
It was hoped that if the appropriate approach to computer graphics and
to the computer representation of spatial information could be found,
then these 'simple' manual operations would also become simple to
automate.
It was not possible to work in a vacuum. Consequently, it was necessary
to consider the use of graphics in particular situations. The original
areas of application were taken from the design and planning activities
carried out by City Planners, Architects, Landscape Architects, and
Civil and Structural Engineers. It was the predominance of spatial
information processing in these areas of work which made the use of
drawings both for storing and communicating information a necessity.
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The study of automated cartography for planning purposes extended
the area of application to also include many aspects of Geographical
research where the map is an important form of communication and
analysis.
The approach which was originally taken to the work presented in
this thesis was that of a designer. In simple terms, the design
process starts with a collection of components and assembles them
into a working arrangement to give a product. The product, in this
case an automated drawing system, will itself be a component which
can be used to create other products and therefore must satisfy a set
of external demandso Generally speaking, the process of design
involves the use of known properties of a collection of components,
to achieve some specified goal set up by analysing a particular area
of needs.
Expressed in this way, it can be seen that there are very close
parallels between the design approach, which is normally associated
with physical components and physical products, and the systems approach
which is more concerned with abstract components. In both cases a
system and a design-product can be broken down into parts and in both
cases the system and the design-product have to relate to a larger
environment.
It is convenient to relate the design-product or system, its environ¬
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It can be seen that there are two sets of forces which restrict the
freedom of the designerc Using the layout in Figure 1, there are the
needs of the users acting from aboveo These are usually formulated as
a design brief. Secondly, acting from below, there are the constraints
which result from the properties of the components and the permissible
ways in which they can be related. These provide the technological
constraints within which the designer must work in his attempts to
satisfy the external goal. The brief loosely corresponds to the
exogenous variables, in the terminology of systems theory, and the
technological constraints, in a similar way, correspond to the
endogenous variables.
Descriptions of the design process tend to emphasise the progression
down from the general statement of needs given in the brief to the
solution of technical problems necessary to satisfying the brief.
However, the analysis from the top, working downwards in this way, can
only succeed if it leads to a specification, or classification which
corresponds to known components. Where this does not occur, then the
4
INTRODUCTION
process has to be reversed. Working upwards, new experimental
combinations of basic components have to be tried, or the original
definition of the product has to be modified to give a design goal
which it is possible to implement.
Where design work is undertaken using components from a new technology,
then there will be far less known about the potential combinations of
these components. Consequently, a trial and error approach tes to be
employed to a much greater extent. In extreme cases, where very little
is known, the product may cease to be defined in any effective way;
possible products must be created first and their applications deter¬
mined second. New technology requires a body of this type of research
to be built up before designers can have the knowledge to undertake
predefined design projects with any professional confidence of success.
It is arguable whether an approach to design can exist without there
being some form of preconceived objective. However, in the case of
automatic data processing, new products or services have already
emerged, which a top down approach based on narrow definitions of
existing products would have failed to recognise.
It is only by taking a general view of a new technology such as
automatic data processing that it becomes possible to provide a frame¬
work which is not structured by existing products and the technology on
which they are based. Adopting such a strategy means a change to a
systems analysis approach, since the aim becomes that of finding a
system description which is capable of showing the consequences of a




The title places this study firmly within the framework of systems
analysis. This, perhaps, has to be done in an investigation of
computer techniques and their applicationso On one hand, the
advantage of adopting a systems approach is often greatest when dealing
with complex situations but this can only be made into a practical
proposition if computers can be used. On the other hand, the nature
of computer processing is based on the use of one kind of system to
model the behaviour of another.
Presenting an aspect of the real world as a system is as much the
creation of an artificial construction as designing a product. Its
form depends on a preliminary choice or definition of components and
the specification of the relationships they hold to each other. Though
a variety of systems is defined for different purposes in the main body
of the thesis, broadly speaking they can be divided into one of two
groups. Firstly, there are the subsystems which are used in the
representation and storage of spatial information. Principally, these
correspond to components of a computer system. Secondly, there are the
'containing' systems, or the ways of modelling the context in which the
spatial information is used.
The main area of study was the computer system itself and the aim in this
context was to investigate ways in which spatial properties and their
inter-relationships could be modelled for machine use. This part of the
work was a design exercise and the result was a product or potentially a
product. The 'containing' systems were considered because they provided
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the brief for this design work. Tvvo views were taken of these external
systems. The first was short term where there was assumed to be
little effect made on the external system by new techniques. This
restricted the design work to providing alternative forms of existing
products. The second took a longer term point of view where the effect
of new techniques had had time to create changes in the context in
which they were used. This approach raised general questions associated
with the use of any new technology, such as new products, and opened up
a much wider range of possibilities then the previous approach.
The complexity of the technical aspects of spatial information
processing by computer made it necessary to define a few related
projects of manageable size as the central theme of the research. In
spite of this restriction, the aim was still to make the results of
this design work applicable to as wide a range of uses as possible.
Adaptability seemed to be a valuable asset for any product which did
not already possess an established market.
The aim in the technical studies was to concentrate on the problems
of representing zones in space. In three dimensions this corresponds
to defining the spatial extent of objects and defining their relative
locations and orientation. In two dimensional space the corresponding
problem was to define regions on a surface such as the areal zones in
a choropleth map. The formalism used for defining zones was chosen
because it had already been successfully applied to line networks and
had been used in a variety of spatial interaction models. This meant
that if similar procedures could be developed for volumes and areal
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zones as those used with line networks, then it might be possible
eventually to merge all of them into a single, general purpose sub¬
system.
Following its initial definition, this project passed through several
intermediate stages of development. These corresponded to modifications
in the attitude taken to the various systems which affected the research.
In the first stage, the aim was to implement a selection of spatial
analysis techniques using computing, where the computer was merely
regarded as a black box capable of carrying out the sequences of
necessary numerical calculations. The second stage started when it
was realised that even within the few programs developed for the
special purpose of applications of stage one, many common processes
were being employed. This changed the emphasis to developing a
computer system which could provide the basic processes for a wider
range of applications using spatial data. The third and final stage
followed from the second stage when the requirements of the people
likely to be using such a computer system were added to the list of
considerations which had to be taken into account. This led to a
variety of containing system structures being considered at different
levels of generalisation and for different purposes and led to the
approach which is currently being employed.
In presenting the final results of this work, this evolution of ideas
has been masked to a considerable extent by the structure imposed
from the analysis of the final stage which has been used to organise
the material in the thesis. In spite of this, this sequence can be
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detected in the nature of some of the examples still included in the
text.
Thesis Structure
The Thesis is divided into five Sections:
I The Context
II Spatial Models
III Zones in Space
IV Hardware Possibilities
V Applications and Conclusions
The Context
In the first Section the broad issues which affect the use of computers
within the existing structure of an organisation are considered. In
Chapter 1: 'The Information System', the general concepts which make
such an analysis possible are outlined. These centre round the idea
of information and information flow. It is possible to construct many
hypothetical arrangements which, from any practical point of view, would
be impossible to implement. In Chapter 2: 'The Choice of Information
System', the idea of cost, particularly where it affects new products
and new production processes, is briefly examined. The general forces
which these two Chapters review have presumably applied to the develop¬
ment of existing computer facilities and in 'Product Definition in
Computer Based Systems', the growth of these facilities is presented
from this point of view. This Chapter incidentally provides a brief
description of the components available for the design work presented
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in later sections. In the final Chapter in this Section: 'Computer
Based Information Systems and Future Planning', the global implications
of developing computer technology are considered. This approach was
necessary because it appeared to be the only way to assess the ultimate
purpose which future advances in computing could serve and therefore
estimate profitable lines of development which present costs and other
'practical' considerations might not support.
Spatial Models
In the second Section a series of studies is presented which examines
the geometrical operations necessary to create line drawings. In
Chapter 5: 'Spatial Models as Data Structures', the general nature of
this process is discussed and the relationship between the external
representation of information and that used in the computer is described.
Chapter 6 describes a program written to produce a specific form of
line drawing. Chapter 7 shows how this work led to the development of
a program system, the first stages of which acted as a research tool
to test out the ideas presented in the following Section.
Zones in Space
In the third Section the representation of zones in space is taken as
the central theme for study. The investigation centres round two data
structures: the first based on the matrix representation of graphs and
the second on the use of boolean expressions. The first topic considered
was the formal properties of the matrices and the way they could be used
to carry out a sequence of simple operations on spatial descriptions.
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The use of boolean expressions was introduced when a way of entering
spatial descriptions into the machine system was required. The final
Chapter in this Section discusses the general problem of converting
these internal data structures into acceptable forms of graphic output.
In particular, a way is outlined by which boolean expressions - used
to enter data - can be interpreted directly into a form of display.
This process initially appeared as a useful data checking device. On
further consideration, it appeared to provide the basis for a very
powerful display procedure if it could be implemented at the hardware
level of a system.
Hardware Possibilities
In the fourth Section the idea of implementing the display of boolean
expression forms of spatial description at a hardware level of a
computer system is considered mora carefully. In Chapter 13, the
idea that the more processes which a particular piece of hardware can
be used to carry out, the more reasonable it becomes to build it, is
taken as a starting point to the investigation. As many of the
operations as possible already considered as software processes are
restructured to be carried out by the schematic machine. In Chapter
14, the alternative approach is adopted and an attempt is made to
simplify the display operation to as simple a form as possible. In
the following Chapter, this line of development is taken several steps
further by simulating the basic procedure on an Hybrid computer and
this leads, in the final Chapter, to a relatively detailed specification




The applications for the various aspects of the work presented in
this thesis divide themselves into two groups. The first can be
found in the construction and use of data-bases designed to hold
spatial information. These include the data-bases which would be used
in any of the areas outlined at the beginning of this project, ranging
from Planning Department data in Local Government, to constructional
details of a building represented in machine-readable form. The second
areas of application arise from the real time display of moving objects
which the hardware developments make possible, such as Pilot Training
Simulators for new aircraft. When this is linked with particular
properties of boolean expressions it is possible to set up control
systems for Numerically-Controlled Machine Tools so that it becomes
impossible for the machine to accidentally cut away parts of the
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In this section some of the general issues are reviewed which govern the
form in which computer-based facilities can be and may be implemented0
When considering the replacement of an existing technique by an auto¬
mated technique it is not possible to evaluate the merit of the change
without first of all considering the environment in which the change
is to take place. Since not all tasks can be automated, and for that
matter it may not be desirable that they should, one aspect of this
analysis must be to relate the computer-based methods with existing
procedures. Various points of view are adopted, on one hand the issues
which face an individual organisation wishing to use automation are
examined, on the other the long term global implications of computer
use are estimated. Each angle provides some insight into the possi¬
bilities and the limitations of machine-based techniques, the aim
being to provide a context in which the work of later sections can be
fitted.
The nature of the problem depends very much on the scale of computer
operation envisaged, and how the machine is to be used. Computing is
a capitally intensive process. Where an agency is setting up its own
machine system, many of the economic advantages of automation can often
only be achieved by the continuous use of the computer. Where the needs
of an organisation can be met by a small machine then this may well be a
feasible proposition. There are, however, many applications which do
not require much time but still demand the facilities only found in large
computing centres. In such cases computer time may be best purchased
from a service bureau (William F. Sharpe, 1969).
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Once automation is accepted in one aspect of an organisation's
activities, a chain reaction may result. The initial automation of
one task may have unexpected effects which demand a major reorgani¬
sation of other tasks. Alternatively, in setting up a system to
achieve one objective it may be realised that for every little extra
expense or effort in modifications, the system can be made to carry
out many more tasks. Allowing one change to lead to another without
some form of planning cannot guarantee a result which is either the
most effective or the most efficient from a cost point of view.
The Physical Components
The problems encountered when setting up large scale data processing
systems for business firms, government agencies, and defence and
military establishments, led the operations research workers to define
the information system. This term was used to cover the collection of
personnel, machinery, procedures, collections of data in libraries and
filing systems, and the organisational structure, which had to be
analysed before such a major undertaking could be attempted (P. E.
Rosove, 1968).
Defined in this way, however, the information system is not a very
useful concept. Giving a name to such a diverse collection of parts
does not help with the problem of relating them into a working whole.
The important unifying idea which makes it possible to bring these
different elements together is the concept of information flow. If
the flows of information between components of an organisation are
represented as a network diagram, then it becomes possible to analyse
the impact of using new techniques. Machines, individual people, and
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organisations can form the nodes in such an information flow network.
The interpretation of information flow in such a scheme is however
more complicated than it would first appear. Since its function is
to provide a way in which the actions of people and machines can be
expressed in a single system, it is perhaps not surprising that its
natural meaning has to be stretched a little. Figure 1 provides the
basic classification of the components of an information system. The
















Information is normally taken to mean the knowledge which a person
obtains either through perception, from conversation or from reading
books or drawings. As a result, a flow of information, strictly
speaking, can only occur directly when two people talk to each other,
and indirectly when someone reads a book. This appears to make the
two arrows labelled perception and action, though related to the
creation of information, not an information flow in a conventional
sense.
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The difference between these two arrows and the others is the level of
coupling they represent. Perception provides a person with the basic
knowledge about his environment. Perception and physical action are
the simplest feedback and control links between an individual and his
surroundings. At its basic level perception depends on sensitivity to
light, heat, sound, physical contact and various chemical effects -
the same form of linkage which occurs between the components of a
physical machine. Perception itself, involves more than sensitivity.
It includes the ability to discern the coherent patterns in what is
sensed. It is this composition of sensory inputs into something of
a more unified nature which creates a person's knowledge of his
environment (J. Piaget, 1971).
Information and Data
To overcome this problem, information flow is interpreted as a move¬
ment or change in data which can potentially be interpreted by a human
observer in a meaningful way. This makes data any physical signs or
signals which man can interpret as information. 'Data' as a term is
much easier to work with than 'information', since it avoids the
subjective component of understanding, and meaning. In this context
'action' is regarded as the way that information is created by re¬
structuring data.
In Information theory the problem of meaning is side-stepped by defining
information in terms of the ability of codes, or data-structures to re¬
present or distinguish different messages (C. E. Shannon and W. Weaver,
1949). A particular message contains more information if it rules out
twenty alternatives, than if it only rules out ten. If a particular
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data-structure can only represent ten different messages then this is
the limit to the information which it can carry. The ability of a data- •
structure to represent twenty different states or distinguishable pat¬
terns, does not mean that they are all going to be used to represent
different messages. Consequently, the way that meaning is attributed
to data cannot be completely avoided by this approach. In the present
context, where people are important components of an information system,
it is useful to retain the word information in its natural sense to
include the property of meaning, and to use the term information content
to cover the concept of information in information theory.
Given this extended concept of information flow, the basic classifi-
cational diagram can be restructured to include automatic data processing
as shown in Figure 2.
Basic Computer Based Information System
Figure 2
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All the arrows in Figure 2 represent the movement of data or the actions
which modify a data structure. The only restrictions on the form which
these data can take occur where they enter the box labelled 'organisations'.
The data which flow from this box to the computer, and the data which
return, must be meaningful for people within the organisation. This
limits these data to the language or graphic forms which already exist
in man-to-man communication. In other sections of the diagram the data
can exist in a variety of forms from the different states of a mechanical
device to series of electrical impulses. It is only when the data are
presented to man that they must be transformed into an acceptable form
for one of his senses so that they can, subsequently, be given meaning.
Properties of the Total System
In many ways, Figure 2 represents the obvious. It serves its purpose as
a starting point, which is to separate the principal forms of data flows
discussed in later sections. As a flow diagram, it expresses one import¬
ant assumption, which is that data flowing into one of the boxes are
intimately related to the data flowing out. This makes it possible to
define the boxes as processes of data-transformation. From this point
of view the arrow labelled 'perception' in Figure 1 , is strictly speaking,
incorrect, since the flow is of raw sensory data, and perception is the
transformation to these data which occurs within the box labelled 'man'.
The diagram also serves an extra function as a dynamic model, in suggest¬
ing that a balance must exist between the flows of data, depending on the
speed of the various processes, because a bottleneck would bring the whole
system to a halt.
Except where ideas such as the equilibrium between data flows, or the
laws of conservation such as the conservation of energy and matter are
18
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under discussion, it is convenient to miss out the box labelled
'world', since for most purposes, though it formally closes the system,
it contributes little else. By modifying the classification of compon¬
ents, in other words adopting different data transformation processes,
it is possible to construct information flow systems suitable for des¬
cribing a wide variety of tasks. R. F. Tomlinson (1974) adopted the
relationships shown in Figure 3 as a system context to 'Data Handling'







































System Context to 'Data Handling'
Figure 5
Activities as Network Components
The classification of components in Figure 3 are compatible with those
in Figure 2 in the sense that both networks can be used to describe the
same overall operation. The 'observations' in box 1 of Figure 3 can,
however, correspond to the observation or perception of a single man,
the collective ooservations of many people, or the collection of data
by remote sensing or measuring devices. In other words, the processes
defined in Figure 3 can be implemented in a variety of ways by the com¬
ponents defined in Figure 2. Though the design brief for an information
system can be given in the form of general components, the designer has
to realise the system in terms of physical components.
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This neans that when the system designer is faced with an existing
organisation, he has to describe the behaviour of its physical compo¬
nents in general terms before he can then return to consider new
physical components and new arrangements of these components which
will perform the same overall operations. The problem with the first
stage of this analysis is that, in the words of IV. R. Ashby (1964)
"every material object contains no less than an infinity of variables,
and therefore possible systems". Only a few of these system des¬
criptions will be useful.
Just as Figure 2 is the collapsed version of the flows of data between
the physical components of an organisation, so Figure 3 is a collapsed
version of a precedence network of the activities which make up a more
complex procedure. This form of activity network makes it possible to
select the important data or information transfers in an organisation.
It is clear that many more forms of communication between the people
in an office take place than those essential to the office's primary
activities. If a precedence network for each of an office's major
activities is set up as shown in Figure 4, then by plotting a graph
with the office personnel as nodes and using only the communications
between activities taken from the precedence network, as links, the
unnecessary forms of communication will be removed.
Both forms of network are useful. The precedence network can be re¬
structured to show the result of using new techniques. The network
showing the communication between the physical components of the orga¬
nisation can be used to schedule the timing of all the office projects
in a way that makes the optimal use of all the available facilities.
There are a wide variety of network optimising procedures which can be
20
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used once the appropriate network has been formulated but the original
choice of components is important. In the case in hand, for example,
it is no use defining a process which depends on manual techniques in a
way that requires the human ability to read and interpret drawings if











The process represented by a node in the precedence network is defined
by the relationship between the input data and the output data. Where
this transformation is suitably defined it can be carried out by machine.
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A process which has been analysed in this way into a collection of trans¬
formations coupled together in a network can often be redesigned by
starting with a different collection of basic transformations linked
together by a different network. As long as the relation between the
original input data and output data is maintained the overall process
is regarded as the same. Though the abstract process is the same,
however, and the component as a box in the precedence network will have
the same name, the component which it relates to in the network of physi¬
cal components may well be different. In such a redesign exercise, it is
often the change in the collection of physical components which imposes
the change in the available abstract transformations, which the designer
is free to use.
Conclusions
Though the first objective for the designer is to produce a working system
of transformations, the properties of the final physical system are what
determine a system's viability. Each abstract operation is carried out by
a physical component which has size, cost, and uses energy. The whole
arrangement is organised in space, and the movement of data from one node
to another takes energy and costs money. Given a basic mechanism, the
physical design-implementation must produce the best result from these
other characteristics. A variety of operation research techniques has
been developed for this purpose, ranging from rigorous mathematical
optimising techniques to less rigorous simulation procedures (H. M.
Wagner, 1972). In this chapter the basic approach to the technical
solution has been briefly discussed, in the next chapter the practical
choice between alternative technical solutions is considered in a little
more detail.
CHAPTER 2
CHOICE OF INFORMATION SYSTEM
CHOICE OF INFORMATION SYSTEM
In this chapter some of the issues are examined which will affect the
choice made among alternative 'technical® solutions. The natural
starting point for this investigation appeared to be given by con¬
sidering the relative costs of the different possible alternatives.
Assuming that the cheapest solution should be considered the best,
other things being equal, the problem becomes that of deciding what
is meant by 'other things being equal', and when they are not, finding
some criterion other than cost on which to base a choice.
It seems a reasonable claim, to say that the way in which computer-
based activities are introduced into an organisation, depends on some
direct economic advantage, or an indirect advantage such as being able
to perform tasks which could not previously be undertaken. Where a
change means the substitution of one cheaper process by another, then
the choice is simple. Where there are side effects resulting from a
new technique, then the size of the system which has to be analysed to
determine the real costs must be greater. It can be seen that this kind
of evaluation raises issues which are similar to those associated with
overspill diseconomies such as pollution. The selection of the processes
which are included within the cost analysis becomes important and may
well affect the final outcome. Similarly, the time intervals used in
costing may also affect the result, for example where a process has a
feedback effect which reduces the costs of its inputs0 The simplified
economic model which is used as a framework for this discussion can be
constructed in the following way (W. F. Sharpe, 1969).
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Cost of Alternative Schemes
Assume for a particular operation that there are many alternative ways
of carrying it out, giving different levels of production and using dif¬
ferent combinations of machine and manual labour. If the cost of the
units of manual labour is P1 per hour, and the cost of machine time
is P2 Per hour: then if T1 is the number of man hours and T2 is the
number of machine hours necessary to complete the operation for a
level of output 0, the cost of output C will be given by:
This reduction of the different processes to machine hours and man
hours, is an extension of the way in which the precedence or activity
network was collapsed down to give the physical components network. By
plotting the results for each of the alternative ways of carrying out
the process in a graph with T^ and T^ as coordinates, the different
alternatives become directly comparable.
^T2 ^kchine hours
The Technologically Efficient Combinations of ton and Machine Labour
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The alternative ways of carrying out this process represented by the
points along the line AA in Figure 1 , are referred to as the techno¬
logically efficient ways of combining man and machine labour for this
level of output Oa. The shape of this curve is idealised in this
diagram, based on the principle of diminishing marginal returns from
continuously increasing one factor of production. This is reflected
in the extreme cases at the two ends of the line AA by small changes
in the lesser factor considerably reducing the need for the predominant
factor. In practice, there is no reason to suppose that this curve
would be so well behaved.
The points above this curve in the shaded zone of Figure 1 represent
less efficient ways of carrying out the process, since there is always
an alternative combination to the left of them or below them which has
less of one of the two inputs.
From the collection of technologically efficient operations the one with
the minimum cost of production for output Oa will depend on the relative
costs of man hours to machine time. Where these costs are Pj and
respectively, the minimum cost of production can be found by the following
geometrical construction. In the diagram shown in Figure 1 construct the
series of parallel isocost line given by the relationship:
where K is given constant values starting with 0 and is increased until
one of the isocost lines passes through a point on the line AA. This
point will represent the combination of man hours and machine hours which
are needed to produce the output Oa for minimum overall costs. It will
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thereby indicate the economically efficient form for the operation when
the prices of man and machine time are and P^.
Output: Oa; Prices: P^ , P2? Minimum Cost: K3; Titres: t^,
The Economically Efficient Operation for Given Prices.
Figure 2
It can be seen from Figure 2 that if the cost of machine time should go
down in relation to the cost of man hours then the gradient of the
isocost lines will change and favour the selection of a technologically
efficient operation which uses more machine time. If the cost of
machine time should rise relative to the cost of man hours then the
reverse would take place.
By extending this form of analysis it is possible to express the changes
in the form of operation which gives the most economic results at dif¬
ferent levels of output. If the technological efficiency curves are
constructed for different levels of output, with their tangent isocost
lines for particular price levels, the result will be a diagram of the
form shown in Figure 3 , If the different levels of output are Oa, Ob,
t2
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Oc, Od then the corresponding overall costs are K1, K2, K3, K4, and the
structure of the different sized organisations needed to carry out the
operation will be represented by the points A1, A2, A3, A4.
Economically Efficient Organisations for Different Outputs
Figure 5
If the values of K and 0 in Figure 3 are plotted against each other in
a graph showing Cost against Quantity, the result will generally be of
the form shown in Figure 4. This relationship between a measure of the
output against a measure of the inputs, assuming only technologically
efficient processes are employed, is called an organisation's pro¬
duction function. If the information in the graph of Figure 4 is
expressed in terms of average costs per unit of output plotted against
the total quantity of output, the result will be that shown in Figure 5.
At some level of production given certain technological possibilities
there will be a minimum cost per unit of output, in Figure 5 shown by
MIST.
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Demand and the Effect of Choice
Though at first sight the size of organisation which can produce a unit
of output at a minimum average cost would appear to be an optimal size,
if this level of output is greater than the total demand for the product
there is little point in expanding to produce it. Depending on demand
conditions, an organisation can maximise its profits whether average
costs are increasing at a minimum, or decreasing. Where costs are
decreasing, if the relationship between demand and supply is in the
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Figure 6
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> >
Quantity of Output
Optimum Sizes of Organisations
In Figure 6, the relationship between supply and demand at different
prices for the product, is indicated in the relationship between the
TC, or total cost curve and TR, or the total revenue curve. The maximum
profit will occur where the TC curve stops moving away from the TR curve;
in the diagram this occurs at a level of output Q. At this point the
gradient of these two curves will be the same. This is shown where the
MC, or marginal cost curve cuts the MR, or marginal revenue curve. The
relation between TC and TR in Figure 6 establishes this point below the
level of production needed to give minimum average costs. In Figure 7
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The Problems of Optimal Choice
In the case of well established products, where the alternative ways of
producing them have been thoroughly explored, and where consumers are
well adjusted to the availability of the product, and demand behaviour
is well known, then possibly enough information will exist to structure
a model along these lines. Where new products are concerned this will
not be the case, and even with established products a new factor such
as automation may outdate existing information.
If established products can be produced using new techniques, the
problem becomes that of finding the cheapest way to organise a new
production process. It is in this area that operational research tech¬
niques provide powerful analytical tools. The advantage of starting
with a network model is that it can be used in a variety of theoretical
optimisation procedures related to linear programming,, H. M. Wagner
(1972) states:
"The key justification (for the use of networks) is that
the mathematical characteristics of network models are
so special that by exploiting these structural properties,
you can obtain major efficiencies in finding optimal
solutions".
The mathematics of these processes lie outside the scope of the present
study, but there seem to be several reservations which must be made
about the use of these forms of optimisation procedure in their practical
application. To start with, where a particular process is described by
one network, an alternative process may require a different network
description. Assuming that each process can be optimised using linear
programming techniques, then each process will give a convex space in
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which possible solutions may be found. The technologically efficient
organisations, as defined in Figure 1 could then lie on the surface of
the union of two zones as shown in Figure 8. it could be argued that
if network 1 and network 2 are links between the same physical components,
then the problem could be redefined so that the original network is a
complete graph of all the possible links between the components. Though
this makes it conceivable that some continuous ch-inge can be expressed
moving from the technical solution of network 1 to the solution of
network 2, it does not rule out the possibility that the eventual surface
of the technologically efficient organisations will be multi-peaked.
Two Networks Used to Define Optimal Organisation Structures
Figure 8
If an organisation has chosen method of production A then internal
changes to this organisation will be more likely than an attempt to
change to the method of production B. In other words, in practice there
will be a commitment to one or other forms of production, based on the
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attempt to improve its performance by trial and error. If the
original structure of the organisation is represented by the point ®p'
in the zone A of Figure 8 , then by improving efficiency and moving
towards the boundary of A the costs of production will be reduced. Once
on the boundary it will then be possible by incremental adjustments to
follow the boundary to the point ®x® which represents the most efficient
balance between the costs of the various inputs.
Where the surface of the solution space is not convex it is not possible
to use the standard linear programming techniques. In his Ph.D thesis,
'Random Methods for Non Convex Programming®, Peter Rogers (1966) starts
from the idea that an existing design solution is a sample from such a
solution space, and investigates the statistical problems of determining
the shape of its surface. The problem with a single sample solution is
that though it can be incrementally improved, which is equivalent to
climbing a hill in the 'response surface®, the top of this hill may
only represent a local optimal configuration, there being higher peaks
elsewhere on the surface. By taking sufficient design solutions as
starting points the probability of finding the true optimal solution
improves. One of the problems which Peter Rogers investigated was that
of finding a sampling strategy which could give a reasonable indication
of the surface's shape when dealing with many variables.
Where the problem is one of physical planning or design, such as the
layout of reservoirs, and the demand for the product - water - is
general, and its dimensions well known, and the demand is inelastic,
then optimum results may well result from minimising costs. Generally
speaking, reservations must be made when taking this approach, and even
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in this case there are complications. It is rare that a physical
product only serves one purpose. Reservoirs in water resource
studies such as those carried out by Rster Rogers are primarily
concerned with the supply of water. There are alternative functions
which can be carried out by reservoirsD In certain situations they
can provide hydro-electric pcwer, in others they can make a valuable
contribution to recreational facilities, and even more difficult to
value they can contribute to the scenic quality of tourist areas. So
when different design schemes are proposed it is not always a matter
of choosing the cheapest solution. More expensive results nay in
reality be different or modified articles, which to the design-client
or consumer represent better value for money.
Information about Optimal Products
The aim to minimise costs is only one part of the overall problem. It
is unfortunately that aspect of the problem for which information exists
prior to a design exercise being undertaken, and therefore tends to
provide an easy rationalisation to the 'non-involved* decision maker.
The choice of the consumers, reflected in the demand for a product, can
be expressed in the context of the information system concept as the
matching of products to their potential uses in other processes from a
larger system. It is thus possible to argue that if the larger system
were to be investigated the consumers' choice would belong within the
technical decisions required to set up a working network, rather than a
purely optimising decision which choice based on minimum cost would be.
However, to be able to take a design approach to the larger system, it
would be necessary to specify all the uses which would be made of the
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product in question, since in the larger context it must be regarded as
an intermediate producto It is clear that there is a practical limit
to the scale of operation to which a design approach can be taken,
primarily because the relevant information cannot be obtained.
R. A. Jenner (1966), in discussing 'optimal product determination'
argues that the principal way in which business firms obtain information
about the use of their product is by its success or failure in the market.
A firm developing new processes and new products, is on one hand giving
consumers the choice to define the type of product they want, and by
the success or failure of the product providing themselves with otherwise
non-existent information about such choices. Since success is measured
by profit, the profit motive sustains a self-regulating, or self-
designing aspect of the economic system which is beyond the scope of
detailed administrative or design control.
With the use of a Markov model to formally represent the transitions
of firms from one production process to another and from one product to
another, Jenner demonstrates that if a superior product exists, then a
steady state will eventually be reached where all firms move into its
production. The assumption on which this model is based, is that a
firm which is producing a successful product, is less likely to look
for alternative products than a less successful firm. As a steady state
is reached, the profits which are in effect what define the successful
product, will be absorbed by new firms moving into its production. This
results in a flattening of the demand curves for this product for firms
already producing it and a consequent reduction of profits to a minimum.
This sets into motion the process of searching for new superior products
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all over again.
Figures 6 and 7 suggest that once a product has become well defined,
in other words it can be assumed that each firm is producing the same
article, that an optimal size exists for the production unit. For the
three different market conditions these are Q, Q1 and Q2. It would
appear, however, from Jenner's analysis that transition should be
considered to be a more common state than that of stable products.
Even when a basic product is well established pseudo-states of transition
can be created by style and fashion changes. Because this dynamic model
expresses as the motive force behind the behaviour which it describes
the primary aims in developing and applying computer techniques - to
improve the efficiency and productivity of existing processes - it
provides a reasonable approach to the development and introduction of
computer techniques to existing organisations.
Conclusions
The use of automatic data processing can be considered at two levels.
The first where the scale of its application is amenable to design control,
the second where the aggregate effect of its general use creates changes
which are beyond this level of control. The speed at which the overall
changes occur will determine to a great extent whether these two levels
can be considered independently. In simple terms, the goal must be for
a system to pay back the investment required to implement it before it
is outdated. Where overall changes are occurring relatively quickly,
there appear to be two related strategies by which this can be achieved.
The system can be small, so that the time periods necessary for financing
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it can be short, or not very different in practice, the system can be
modular. A modular system consists of separate units acting within a
more general purpose framework which by its nature will have a longer
lifespan. It is then possible for single modules to become outdated
and be replaced, while the probability that the whole system is
rendered obsolete is considerably reduced.
It is clear that defining modules, defining products and choosing a
classification of design components, can all be regarded as similar
processes. New technology may affect the optimal grouping of components
within existing organisations and systems. The way that the necessary
readjustments are achieved, to provide a new optimal arrangement, has
been discussed where they are under direct design control. It has also
been suggested that such design solutions are subject to natural
selection within a larger context, by the action of self-regulating
forces within the economic system.
Automatic data processing already provides many profitable applications
at the level of single organisations, but it is evident that further
major changes can be expected at the level of the whole community.
Based on equilibrium concepts it is reasonable to expect these changes
to result in some form of overall advantage. Jenner's analysis shows
that at the aggregate level the route which developments will take are
based on the interaction of local decisions of choice at the level of the
individual organisation or person. The behaviour of such a dynamic
system gives no a priori reason to believe that potential, overall
benefits will be achieved. It seems quite possible that the overall
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behaviour of such a system of incremental changes could be cyclic or
even regressive.
In the next chapter, the processes of product definition as they have
taken place in the computer industry so far are discussed. This
development started with simple computing machinery and, from this
initial product, many other different products which depend on machine
use have evolved.
CHAPTER 3
PRODUCT DEFINITION IN COMPUTER-BASED SYSTEMS
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In Chapter 1 the general problem of merging computer-based facilities
with the existing processes in an organisation was discussed. Since
there are likely to be more ways than one in which such an operation
can be carried out, the second chapter examined the factors which a
system designer has to consider when making a choice between the alter¬
natives. The general ideas presented in these two chapters have been
taken as the backcloth to the work presented in the following chapters.
They provide the context within which it is possible to discuss the
efficient design or the evolution of effective computer-based information
systems.
Given the initial intention of this study to transfer information held
in drawings into machine data which was outlined in the Introduction,
the first stage of analysis was to consider the components which were
available for implementing such objectives. This posed a problem.
Since the first computing machines emerged towards the end of the 1940's
a complex hierarchy of computing facilities has developed, and a
decision had to be made on which level in this hierarchy would form the
basis for this study.
The difficulty is that basic computer technology is still changing
rapidly. Structuring principles which would have been applicable to
system design even five years ago have been superseded. Advances have
provided greater freedom in design and future advances promise to do
the same. For this reason, in this chapter the broad classification of
components which is employed in later sections, is discussed from an
historical point of view. This approach gives some basis for judging
the forms of component which can be regarded as stable, and those which
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are more likely to be transient,, The particular economic and technical
bootstrapping process from which the forms of existing facilities arose,
probably no longer apply to the kind of facilities which it is now
possible to create, and the kind of facilities which it would be
desirable to have. However, future stages in development will be
governed by the same general rules which have controlled previous
advances: developments will have to be economically viable to their
current situation to allow them to emerge from research into practical
applications.
The idea of automatic calculation can be traced back to the invention
of mechanical adding and multiplying machines,, The first developments
in what is now regarded as automatic data processing: in other words
machines which can be programmed were carried out by Babbage at the
beginning of the nineteenth century. It is the basic idea which
underlies automatic calculation which can be regarded as the most
permanent aspect of computer technology, and therefore provides a
natural starting point for the discussion in this chapter.
The word computer is applied to a variety of machines. These machines
can be divided into several classes depending on their principle of
operation. The principal division is between those machines which use
digital data and those machines which operate on analogue data. A
second classification cuts across this grouping, and divides those
machines which process data sequentially,in other words where the
operations are ordered in time, from those machines which process data
in parallel, for example, as independent operations in space. The
main stream of development has been in the production and use of
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sequential digital machines, and it is these machines which are of
primary interest in this chapter.
The Schematic Machine
Adopting the approach outlined in Chapter 1 means starting with an
abstract description of a computer as a network of transformations
which can be performed on data. There is a variety of different forms
for these abstract machines or 'automata' which have been shown to be
equivalent to the general purpose computer (Hopcroft and Ullman, 1969)*
The one described below is the one which most closely resembles the
structure of present machines.
The essential components of this machine are given in the following
list:
a) A store, or memory for holding the representation of numbers
constituting original data and created data which results from
previous calculations.
b) An arithmetic unit: a device for operating on the representation
of numbers held in the store in order to carry out arithmetic
operations and other basic operations.
c) A control unit: a device for controlling the sequence in which
the machine performs its operation on the data in store.
d) Input devices: units which enter numbers and operation codes
into the machine and create the appropriate forms of internal
representation for them.
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e) Output devices, siinilar units to the input devices except that
they convert internal forms of data into external forms, such as
typed numbers or alphabetic characters.








Computer, The Schematic Machine Abstract Components Network
Figure 1
The description of the way in which these components can interact to
carry out calculating procedures can be expressed in an activity or
precedence network. The operations involved in reading two numbers,
adding them together and then printing out the result are shown in
Figure 2.
The important property of this machine is that this sequence of
activities can be represented by a sequence of coded instructions
which can themselves be read into machine storeo The principal
operation of the control unit is to run through such a sequence of
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instructions and set into motion the actions each instruction represents
in the other components of the machine. This operation converts a
description of a procedure into its active implementation. In figure
2 the activities of different components, which are shown enclosed in
dashed lines, correspond to five of the operation codes shown in Table 1
This collection of operation codes is sufficient for a small machine to
carry out many simple arithmetic calculations. In practice, different
machines have different instruction sets and it is on the basis of the
available basic instructions that the form of primitive computer
programs depend.
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TABLE 1 Schematic Machine Instruction Set
Decimal Activity Components Nmemonic
Code Required Used Code
0 Clear and Add Arithmetic Unit CLA
1 Add Arithmetic Unit ADD
2 Subtract Arithmetic Unit SUB
3 Store Arithmetic Unit STO
4 Multiply Arithmetic Unit MLT
5 Divide Arithmetic Unit DIV
6 Read Input Unit RDS
7 Write Output Unit WRT
8 Jump Control Unit JMP
9 Jump if Negative Control Unit NJP
The simplest way of presenting the use of this instruction set is to
describe an example using the simple schematic machine. Assume that
the storage unit or memory contains 100 cells shown in Figure 3
It is necessary to identify each cell so the index number in the corner
of each cell is taken as the cell's names. For this limited size of
store only a two digit decimal number is needed to locate any cell.
The first digit gives the cell's row and the second gives the cell's
column.
Each storage cell is assumed to contain four storage elements. The
first of these is the sign digit which can represent the value 0 or 1_
as a code for + or the following three elements can each hold one of
44
PRODUCT DEFINITION IN COMPUTER-BASED SYSTEMS
00 01 02 03 04 05 06 07 08 09
10 11 1 2 13 14 15 16 17 18 1 9
20 21 22 23 24 25 26 27 28 29
30 31 32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47 48 49
50 51 52 53 54 55 56 57 58 59
60 61 62 63 64 65 66 67 68 69
70 71 72 73 74 75 76 77 78 79
80 81 82 83 84 85 86 87 88 89








Memory Unit for the Schematic Nachine
Figure 3
the decimal digits 0,1,...9. Consequently, +99 would be represented
by 0099 and -99 by 1099. In storage each of these digits must be
regarded as independent characters. It is only when they are trans¬
ferred to the control unit, or the arithmetic unit that a relationship
between them is- created. It is the assumption of this relationship
which is equivalent to giving the digit string a meaning. In this
example, there are only two forms of interpretation which are applied
to the numbers held in storage. These two interpretations are shown
in Figure 3 as the Data Format, and the Operation Code.
The operation code is the 'meaning' which is given to a number when
it is transferred from the store to the control unit. In the control
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unit, the first digit is ignored; the second is taken as a definition
of the type of operation: each digit from 0-9 corresponds to an
instruction in Table 1 . The third and fourth digits contain the row
and column indexes of the storage cell which is associated with the
operation, see Figure 3 • The number 0151, when transferred to the
control unit, will be interpreted into the operation: transfer the
contents of cell 51 and add it to the contents of the arithmetic unit.
It can be seen that if the same number in storage were transferred to
the arithmetic unit it would be interpreted as +151.
The operation of the machine depends on the behaviour of the control
unit, and the way it obtains instructions from storage. It is clear
that since any number in store could be interpreted as an instruction,
some way has to exist for the correct numbers to be selected. This
selection is carried out by a counter in the control unit which auto¬
matically increments by 1 every time an instruction is carried out.
Assuming the correct starting position, if a sequence of instructions
is placed in storage with consecutive instructions in neighbouring
cells, then the control unit will automatically run through them one at
a time.
The real paver and versatility of this device arise from the two jump
instructions: "Jump", and "Jump if Negative". These two operations
change the next instruction address in the counter of the control unit
and permit the machine to return to operation codes it has already
executed and repeat them, so allowing cyclic procedures to be implemented.
The "Jump if Negative" command is a conditional change of sequence: if
the arithmetic unit contains a negative number, then the jump
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instruction address will be substituted into the instruction counter,
if it is positive then the jump is ignored. The advantage of holding
the instruction codes in storage is that they can be modified under
program control, by treating them as arithmetic data. This makes it
possible, for example, to change the address of an instruction which
has to be repeated for a sequence of adjacent data cells in cyclic
operations.
Once a correct sequence of operations is being carried out, particularly
if there is a jump instruction at the end of it passing control back to
the first statement, it is easy enough to see how the machine maintains
its operation. The problem is how the machine is set going in the first
place. A machine with an empty store cannot be made to do anything.
The initialisation problem is of great importance since it is the
process which permits the machine to be used at all.
The simplest way in which this schematic machine can be primed is to
externally set up two values: 0601 and 0800 in the cells 00 and 02
respectively. If the instruction counter is set to 00, then when the
machine is started it will immediately carry out a read instruction
0601, placing what it reads into cell 01. It will then automatically
pass to this cell and interpret it as an instruction, after which it
will move to the jump instruction 0800 which passes control back to the
original read instruction, and so on. If the sequence of data state¬
ments and command statements fed to the machine primed in this way is
correctly ordered, then a continuous stream of programs can be processed.
To execute the program shown in Figure 2, would require the sequence
of statements given in Table 2.
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TABLE 2 Program to Add Two Numbers
Instruction Nmemonic Decimal
Sequence Code Code
01 RDS 50 0650
02 + 54 0054
03 RDS 51 0651
04 + 55 0055
05 RDS 52 0652
06 CLA 50 0050
07 RDS 53 0653
08 ADD 51 0151
09 RDS 54 0654
10 STO 70 0370
11 RDS 55 0655
12 WRT 70 0770
13 RDS 56 0656
14 jimp oo 0800
15 jmp 52 0852
In Table 2 all the odd numbered instructions are read statements
designed to enter the even number statements into a section of storage
away from the space containing the simple input program, and as far
as the required operation of adding two numbers together is concerned,
can be ignored. The actual program which will be used for this task
will be arranged in storage in the way shown in Table 2. By the time
that instruction 15 is read by the input program, this program will be
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in storage. Instruction 15 is a control instruction which passes
control from the input sequence to the beginning of the new program.
Similarly, once this program has been executed, the instruction counter
will be pointing to cell 56, and the machine will pass control back to
the input program, when it executes the command JF.IP 00. These two
jump instructions correspond to the undefined operations START and STOP
in Figure 2.







50 + 54 0054
51 + 55 0055
52 CIA 50 0050
53 ADD 51 0151
54 STO 70 0370
55 WRT 70 0770
56 JIvIP 00 0800
Implementing the Schematic Machine: Components
This example shows the nature of the basic computer. The operations
specified in this description can be carried out by hand, but there is
no real indication of the way that a physical machine can be constructed
to perform the same processes. The earliest attempts to create
machinery which could automatically carry out predefined sequences of
calculations, were made by Babbage (1791-1871). His Analytic Engine,
however, was never completed because of the construction problems which
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arose from using purely mechanical components. The first successful
machine which could automatically carry out sequences of digital
calculations was developed by Howard Aitkin in collaboration with IBM
at Harvard University (Rosen, 1969). This machine made use of a
combination of electromagnetic and nechanical components.
Aitkin's machine, theAiAomatic Sequence Controlled Calculator is
interesting because it implemented arithmetic operations using the
decimal representation of numbers shcxvn in the previous example» In
the schematic machine decimal numbers were used because they were more
intelligible to the reader than binary or other representations of
numbers. In the case of Aitkin's machine, his initial design solution
would be in terms of the classification of components which existed at
his time. Even though binary numbers were known to Francis Bacon as
codes, it was only when attempts were made to optimise the mechanisms
used to carry out the various computing operations that new products
based on the use of binary numbers came into existence.
In the Automatic Sequence Controlled Calculator, numbers were
represented by the angular rotation of wheels in banks or registers.
Each wheel could take up one of ten different positions in a full
rotation, giving the sequence of digits from 0 to 9. Each register was
an accumulator., This meant that if the setting of one wheel was turned
through the position 9 back to 0, it incremented the wheel to the left
by one place. This interpreted the process of 'carry one', and meant
that the registers could be used for the arithmetic operations of
addition and subtraction. If two registers were linked together so
that each turn of one accumulator's right hand wheel - subtracting one -
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caused a corresponding turn in the other accumulator's right hand
wheel - adding one - then, when the first accumulator reached zero,
the second would contain a number which was the sum of the two
original numbers. In the original calculator these registers were
used to store numbers and carry out the operations of additions and
subtractions but multiplication and division required a separate unit
to carry them out.
Electronic Components
Though the basic ideas required for the construction of computers can
be traced back as far as 1605, it was the post World War II development
of electronic components which made the present machines possible. The
development of computers can be divided into three stages or machine
generations with perhaps the fourth on its way, almost entirely on the
basis of the types of electronic components used in their construction.
The detailed aspects of these electronic developments lie outside the
scope of this study, except in so far as they have affected the
construction and limitations of the machines they were used to build.
The first generation of machines were based on vacuum-tube electronics,
which had been developed for use in radio and radar applications. The
Williams storage tube was used for early memory circuits, but was
developed for holding radar signals. The machines constructed using
vacuum tubes were many orders of magnitude faster than the electro¬
mechanical computers, but were limited in size by the rate of failure
of these components. Since the probability of break-down increased with
the number of vacuum tubes, the acceptable length of running time between
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break-downs set an effective upper limit to the overall size of the
machine.
The second generation of computers corresponds to the application of
transistor technology0 Although the transistor was invented in 1948,
it took several years of further research and development before it was
of practical use to the computing industry. The early transistors did
not give adequate switching speeds and it was difficult to get con¬
sistent behaviour from one transistor to another. Because of this lack
of uniformity replacement of a faulty transistor was a problem.
Either careful selection and individual testing was necessary, or
circuits which did not depend on accurate response from transistors had
to be developed. In fact, the advances in computing machinery from the
first machines such as ENIAC, had already seen major changes in circuit
design because of the need to reduce the number of vacuum tubes to a
minimum, to give better overall performance. These new circuits made
use of germanium diodes, and succeeded in reducing the number of vacuum
tubes to a level that greatly improved the reliability of the whole
machine.
The break-through in transistor design came in 1954, with the development
of the surface barrier transistor created by the Philco Corporation.
Within four years this and associated developments made the vacuum tube
obsolete for computer circuits. As soon as the transistor could replace
the vacuum tube, because the basic elements were smaller and less heat
was generated, it meant that the size of viable computers was much
greater. Several very large machines were started in this period:
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IBM's Stretch computer needed 150,000 transistors, and a little later
the CDC 6600 contained over 500,000o The size of these machines meant
that a new approach could be taken to the problem of mass data processing.
Most of the computers which remained on the market after 1965 were
classified as third generation computers. The transition from the first
generation to the second generation of machines is fairly clear-cut,
corresponding to the change from vacuum tubes to transistors. The change
between the second and third is less clear-cut. To some the advent of
the third generation meant the use of integrated circuits, to others it
reflected more the improved level of performance reached by the overall
computing system. The improvement in the performance of machines in
this period can be attributed to both causes. On one hand, there was
an increase in speed resulting from faster components such as inte¬
grated circuits and the use of thin film memory. On the other, there
was also a better organisation of the machine-software relationship.
Development of Storage Machinery
As soon as electronic devices were used to operate on data it became
necessary to find a storage medium which was reliable enough, and could
generate the appropriate data signals from storage fast enough to keep
up with them. Linked to this optimising design-problem there was a
growing demand-pressure for more storage as the potential applications
for these machines became apparent. Early proposals included the use of
magnetic drums and discs, both of which had been successfully implemented
at Manchester University and Harvard University by 1948. This extended
the volume of data which could be stored, which had been severely
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limited by the use of vacuum tube "flip-flops' and cathode ray tube
storage. 'Volume of data stored' was a complementary requirement to
'the speed of data handling', so that each of these devices remained
in use. This must be contrasted with the replacement of mercury delay-
line storage forms by the faster electronic devices when they became
available.
The major breakthrough came with the development of coincident current
magnetic core memory. This was a spin off from the Whirlwind project
in M.I.T.: the first attempt to obtain the speeds and design structure
necessary for computers to provide the 'real time' service required for
monitoring and controlling automated machine systems.
When this 'core storage' was used in conjunction with magnetic disks
or drums, employing the hierarchical storage strategies which had been
developed in Manchester University, a composite product emerged which
satisfied the demands made on data storage facilities by a wide range of
users. By using high speed core storage for immediate data access and
having secondary storage space on magnetic drums, it was possible to
create the impression that the high speed storage space was larger than
it was in fact.
Work on the automatic transfer of data between different levels of
storage started in Manchester in 1947. The magnetic drums were divided
into fixed areas or blocks called pages, which matched with similar sized
areas in the fast store called page frames. It was possible to keep in
fast storage merely those parts of the data which were currently being
used in processing, and then when data which was not in store was
required, to automatically swap in the page on which they were located.
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This system gave good results because most work was carried out on
data located in contiguous areas of storage. As a general approach,
it provided a system framework into which new devices could be intro¬
duced. As faster units came into existence they could be placed at the
top of the storage hierarchy; existing components merely being used at
a lower level in the overall system. Consequently, it is less likely
that future development in the storage forms based on integrated cir¬
cuits, or even eventually the apparently enormous potential of holo¬
graphic techniques for holding large volumes of data will affect the
general structure of this kind of system, though its overall behaviour
will slowly be upgraded,.
Developments in the Control and Processing Units
In order to describe the developments in the design of control units and
data processing units in the corresponding formative period, it is
necessary to extend the structure of the schematic machine to reflect
the use of binary data codes. Technically, this change resulted from
the use of electronic switches to give the two states 'on' and 'off®
for 0 and 1, which match with the high and low values of data signals.
If the previous decimal codes are to be replaced by binary codes, then a
storage cell containing 12 places is necessary to contain the same range
of information as the previous four place cells. For example, the
number 0178 becomes 000001011010. For the operation codes, these twelve
bits or places are divided into two fields of four and eight bits each.
The operation code is converted into a sequence of operations by using
the setting of the switches which are being used to represent the
instruction code in the control register, to redirect an activating
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signal to the appropriate components needed to implement the
instruction code's meaning. In the case of the schematic machine the
first four bits selects the operation to be performed, the following
eight bits select the value in core on which the operation is to be











which four bits can be used to switch on one of 16 alternative devices.
Using the ten operations given previously in Table 1 , as examples,
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X Output Obtains Data
J Signal ~ From Store
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Decoding Tree for Schematic Machine
Figure 6
store. It is thus possible to divide the operation code into two sub-
fields so that the first digit defines what action is to be taken in
the storage unit, as show in Figure
In Figure 6 the sequence of output signals A-H corresponds to the
sequence of operations given by the codes 0-7 in Table 1 . Each of
these is performed in the arithmetic unit and also requires some
operation to be performed in the storage unit. Outputs J and K
correspond to the jump operations which act on the number held in the
control unit counter. The way that the output I selects a value from
store is shown diagrammatically in figure 7 , and the basic operation
in executing a jump instruction is shown in Figure 8.
Even in this very diagrammatic description of the control processes
there exists a wide variety of ways that a designer could choose to
implement them as machinery. Generally speaking, the execution of an
instruction code involves a sequence of transfers of data from one
register to another. M. V. 'iVilkes (1951) coined the term micro-
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Data Access from Store
Figure 7
J-iup Instruction
Fi gu re 8
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programming for a design approach which provided a systematic way of
ordering these actions, to replace the relatively ad hoc approach taken
up to that point.
Decoding Matrix A Matrix B
Tree Current Instruction Next Instruction
Microprogramming Circuitry
Figure 9
The microprogram is held in a read only memory, in the scheme shown
in Figure 9 consisting of two diode matrices labelled A and B. The
output from matrix A is connected to gates in the arithmetic unit and
other control points in the computer. The accessing circuits for this
memory consist of a decoding tree with an associated address register.
A timing pulse T enters the decoding tree and the resulting output
from matrix A brings about the first micro-operation. The output from
matrix B is fed by way of a delay circuit to the address register
of the decoding tree, so automatically setting up the next micro-
operation.
One of the lines from matrix A to matrix 3 is shown branching. The
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direction taken by the timing pulse in this input to matrix B will be
controlled by the input from the arithmetic unit. This permits cont-
ditional choices of next instructions to be made corresponding to
'jump if negative'. In a similar way the sequence of control can be
made to depend on other states in the machine. Not only did this
provide a standard approach which could be adopted for this level of
machine architecture, it meant that the machine code formats could be
standardised into a uniform product. It can be seen from the previous
discussion that the form of a machine instruction will reflect the
structure of the circuits used to execute it. This approach made it
possible to simulate the code of one machine by microprogramming
another machine which would normally have a different instruction set.
Since it would appear that the most efficient form for instruction
codes would be the one which most directly matched a machine's internal
structure, this property was used by manufacturers to create a compatible
language for a range of different sized machines. The code reflected
the structure of the larger machine but could still be used on the
smaller machines in the same series. As an approach, however, it allows
the machine code instruction to be more versatile in that a single
instruction could take a variable time in execution, depending on found
properties in the data.
Developments of Input-Output Units
The improvements to the internal machinery of a computer accentuated
the problem of getting information into and out of the machine. Most
of the early systems depended on the use of punched cards or paper tape
for data input. It can be seen that if a read command is bound by the
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mechanical speed of a card reader, then most of the machine time will
be spent in waiting for the data to arrive.
Not surprisingly, the development of input-output facilities probably
reflects the demand pressure of machine users more directly than
developments in other aspects of the machine system. Input output
units were not considered of very great importance by the early
scientific users. On one hand, they were people trained to use mathe¬
matical notations, to whom machine codes would not represent a great
obstacle, on the other their problems tended to be computation-
intensive, requiring relatively small amounts of input data for given
amounts of calculation.
However, as other users appeared, where their goal was to carry out
relatively simple operations on large quantities of data, this situation
changed. 'Then the United States Bureau of Census ordered a Univac I,
data input and output must have been a major consideration. The Univac I,
the creation of Eckert and Mauchley, was regarded as several years ahead
ot its competitors when it was delivered in 1951 (Rosen, 1969 ). It had
a magnetic tape input unit, which could read either backwards or for¬
wards, and data was entered in blocks through buffers. The speed of
the tape reader was high, even when compared with machines of a later
date. The concept of reading data directly onto iragnetic tape from a
key-board, though it posed problems in editing and verification, took
into account the growing difference in manual and machine speeds of
operating. The magnetic tapes could be prepared off-line, in parallel
and when they were ready, their contents read into the computer
sequentially at a reasonable speed.
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In a similar way, the output to line printers and other peripherals
was improved by providing a system structure where data output from
the main processor could be stored and then fed in parallel to a
collection of units acting at a slower speed. The general system
design problem being the same as the organisation of a factory
production line using machines of different capacity and speed.
Communication between the Units
The consequence of these developments was that communication between
all the units which were being included in a single machine system
became a major problem in its own right. The introduction of the
program interrupt mechanism made it possible to efficiently organise
a system of units which were effectively running in parallel at their
own speeds, but needed to communicate with each other for certain
operations. This facility resulted from a request by Richard Turner
(Rosen) working with NACA (later NASA) and was initially incorporated
into the Remington Rand 1103. The interrupt principle, once it was
established, became the basic starting point for the design of future
computer systems. The IBM 709 system delivered in 1958, by time
sharing the central processing unit between computational requirements
and as many as six data channels, was able to offer many improvements
in the level of service provided by the input output units. Data could
be read from magnetic tape and card readers, and written back onto
magnetic tape or directly to line printers. In essence, the interrupt
led to the control unit operating on more than one level. Normal data
processing was carried out at a lower level, and the occurrence of an
interrupt automatically switched the control unit into a higher state,
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where the cause of the interrupt could be investigated and dealt
with before returning control to the lower state and the interrupted
process.
As the size of machine systems increased with the advent of transistors,
the problems of coordinating all the separate units which could be linked
together became a major problem. The LARC (Livermore Atomic Research
Corporation) computer incorporated an input-output processor, several
computing units acting in parallel, all interacting with high speed
core storage. The input-output unit was itself a stored program
computer. Though this arrangement provided a great deal of versa¬
tility, it proved difficult for systems programmers to provide a
control system which could obtain an optimal performance from the
complex hardware. Rosen states that virtually every program run could
be degraded in performance if the system programs were inadequate.
The LARC computer and the Stretch computer, another early large machine
with advanced hardware features, can both be viewed as intermediate
developments in the evolution of a new level of computer product. In
the Stretch computer the processing units were fed by 'look ahead'
units which collected and decoded several instructions ahead of the
one currently being processed, providing a stream of instructions
and operands to one or more processors at a greater rate than in a
strictly sequential system. The problem with this machine was again at
the programming level. Because it was difficult to implement a multi¬
programming system it meant that except for a relatively few large
programs, the full power of the machine was rarely in use.
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Standardisation of Products
With the development of the machine interrupt and a standardisation
of interfaces between different machine units, it became much easier
to construct machine systems on a modular basis. Other moves towards
standardisation began to appear in many areas. In 1961 IBM started
the design of their 360 series of computers. The goal was to stand¬
ardise within IBM such computer characteristics as instruction codes,
character codes, units of information and modes of arithmetic, so that
in theory at least, the same program could be run on the smaller
machines in the series as the larger machines. The success achieved
by these machines can be shown by the fact that many of the standards
established in this range were adopted by other manufacturers for
their own machines. Whether these standards can be regarded as
optimal products in any overall sense is made difficult to decide because
of the very powerful position of IBM. Compatibility of software was
becoming an important consideration for the consumer, and consequently
it could be argued that any system which worked and was adopted by the
mass of consumers, must be adopted by the rest of the industry where
it affected the form in which programs were written.
Development of Operating Systems and Languages
However, by the time that the 360 range of computers was on the market,
many aspects of computer languages and computer programming which could
affect a consumer's choice had become independent of an individual
machine's structure. This was not the case for the earliest machines.
The simple example given for the schematic machine at the beginning of
this chapter, shows the programming problem faced by early machine users.
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Even in this example the operation codes were referred to by mnemonic
names, but to permit data to be input in this character form itself
requires special provisions to be made in the design of the hardware.
The Manchester Mark I read its input in a way which favoured the direct
use of binary codes in writing programs. The EDSAC 1 computer in
Cambridge, however, was designed so that an assembler program could be
used to convert mnemonic names into the appropriate internal codes.
As machine use built up, it is not surprising that programmer con¬
venience should set the pattern for development, since demand pressure
would select the form of machine which was easiest to use. The same
pressure led to the development of composite products in the form of
subroutines and subroutine librarieso This meant that procedures which
had already been programmed could be used in new programs and con¬
sequently save a considerable amount of effort in duplication. Primi¬
tive forms of subroutine were available, even on Aitkin's Automatic
Calculator, but it was work on the EDSAC, with its automatic re¬
location facilities which made the subroutine libraries easy to use,
and established them as the basis for future programming techniques.
The work on computer-orientated languages was extended by many groups
of research workers. A. Holt and W. Turnaski ( 1958) developed a
compiler and a concept called General Programming. Their system
assumed the existence of a very general purpose subroutine library.
All new programs would be structured as if they were library programs.
A program was assembled at compile time by the selection and modification
of particular library routines. The input program provided the
information necessary for this selection and modification process.
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Subroutines in the library were organised in hierarchies so that one
ievel of routines would call routines at a lower level„ In this system
the important advance is the fact that the machine which the programmer
uses is not merely the hardware machine, but the 'extended machine' -
consisting of the whole system of hardware and software in the library,,
This definition of a system includes a wide variety of facilities and
services not available at the primitive machine level„ More important
perhaps is that the facilities are routines or modules in a general
system which can be added to and have parts replaced, so that over
time it could accumulate a wider range of procedures and could also be
updated to keep the system competitive„
The development of 'problem orientated' languages was an attempt to
make the task of the programmer simpler,, Early work in this field was
carried out by a research team in Univac working under Dr„ G. Hopper.
This group investigated a series of languages which were related to the
form in which problems would be expressed by the user, rather than the
form in which the same problem would have to be expressed to make use
of a particular machine,, Among these languages were an Algebraic
translator which later contributed to ALGOL, BO which influenced
COBOL, and the first large scale symbol manipulation program which
differentiated algebraic formulae as operations on an algebraic notation.
Following these experiments various languages which are now accepted as
established and relatively stable products were slowly evolved„
J. Backus, working for IBM, brought FORTRAN into existence. In 1958
a meeting of GAMM and ACM led to the preliminary definition of a new
international language for describing computer procedures in the ALGOL
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58 reporto In 1960 the final form of this definition was published
in the ALGOL 60 report,, In 1959 the early developments of COBOL were
initiated by CODASYL - the Committee on Data System Languages. Each
of these major languages had many teething problems to contend with
before it became fully operational0 In the case of COBOL the language
was only really accepted after the United States government refused
to purchase computing equipment from any manufacturer unless a COBOL
compiler was available with it, which was the form of demand pressure
which no manufacturer could ignore (Rosen)0
After this period programming systems or operating systems could only
get more complicated,, If an installation was to provide a variety of
user languages, then the bookkeeping and internal administration of
the overall control system had to increase. The aim became that of
providing the user with simpler procedures, and, where possible,
standardising them from one installation to another,, The program
operating system SOS - Share Operating System - developed by IBM aimed
to provide a system in which the programirer would only need to know
one user language to be able to run programs successfully. To
provide a simpler set of procedures for the user, with a wider range
of overall facilities meant that the system had to automatically handle
many of the operations previously handled by the machines operator.
The evolution of the operating system led to the machine system being
divided conceptually into two levels. This provided many practical
advantages. On one hand, it prevented the average user from being able
to interfere with the efficient way in which jobs were run. It provided
automatic traps for illegal operations, and allowed diagnostic messages
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to be provided when programs failed. On the other hand, the system
was able to organise its work load to optimise the use of the available
hardware. The task of coordinating peripheral devices could be handled
by the operating system so that the administrative tasks involved were
invisible to the user. Input-output units could consequently be made
to run independently, except for interrupt messages, and this greatly
improved efficiency where different operating speeds were involved.
Multiprogramming became a possibility, so that when one program was being
held up waiting for input or output operations to be completed, the
central processor could be allocated to another program.
The earliest forms of operating system provided a batch processing
service. All user programs were entered into a queue, and depending
on their size, priority and other information provided with the program,
they were selected by the operating system when the appropriate faci¬
lities were ready. Other possibilities were also developed. By 1959
the computer designers in Manchester in cooperation with Ferranti Ltd.
had completed the design of the Atlas system. By using automatic
paging, the system gave the user a large one level storage space.
Though this was in fact 'virtual memory', the user could write programs
as if he had sole access to a very large machine. Automatic paging
not only made storage problems easier, but also meant that program
overlays could be handled by the system.
The extension of the use of program interrupts from coordinating the
parallel operation of many peripheral devices to handling different
users working in parallel gave the time sharing system. Project RA.C
in MIT pioneered some of these developments. Each user program was
68
PRODUCT DEFINITION IN COMPUTER-BASED SYSTEMS
allocated time on the central processor unit in time slices, by the
executive system. Bearing in mind that a user, when directly con¬
nected to a machine, will on average only employ one minute of central
processor time for every hour of connect time, this facility makes the
direct interaction of man and machine into a feasible proposition,,
Time sharing provided a fundamentally new form of computer service and
led to new structures being developed in hardware layout to accommodate
it. General Electric proposed a modular structure which would permit
multiple processors to communicate with multiple memory units and
peripheral devices. They extended the paging system of Atlas to include
another level of grouping called segments„ The use of multiple proces¬
sing units accompanied by the time slicing used in time sharing, changes
the nature of the operation from being sequential to a complex mixture
of parallel and sequential processing,, The development of parallel
processing offered major increases in speed in certain situations, and
experimental machines such as the ILLIAC IV were built to investigate
its potentialo Parallel processing makes use of spatial ordering as
opposed to temporal ordering of activities but has proved difficult to
employ in a general way
Computer System Hierarchy
The development of the operating system can be viewed as a part of tie
product differentiation process,, It made the average user into a
consumer of the system programmers work, who in turn made use of the
components provided by the hardware manufacturer,, A vertical division of
a computer system into 'product levels' is given in Table 4.
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TABLE 4 Vertical Structure of a Computer System
System Components System Users
Computer Hardware Operating System Programmers
Computer Hardware plus Subsystem Programmers
Operating System
Computer Hardware plus Application Programmers
Operating System plus
High Level Languages
Computer Hardware plus Application Users
Operating System plus
High Level Languages plus
Applications Languages
Table 4 shows that one way in which the different levels can be charact¬
erised is by the language used by each set of users. Another way of
viewing the division can be shown by considering the original schematic
machine. The three line program necessary for entering other programs
can be regarded as the primitive operating system, it could in fact be
hard-wired into the machine structure. The data it receives must be
expressed in binary machine language. The program which is entered,
however, has to have two statements: the first which passes control
to the entered program, and the second which passes control back to
entering program when it is complete0 Had the entered program not
passed control back, being itself a more sophisticated executive program,
then it too could accept and administer the running of other programs.
This makes the vertical divisions in Table 4 correspond to levels of
control, where data at one level provides working processes for the
level above.
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The relationship between this collection of vertical divisions and the
horizontal divisions which are created in a modular system is interesting,,
They both reflect a functional classification, and the complete division
between the sections is the product of a conscious design choice. The
aim in creating a modular system is to retain flexibility, that is the
ability to change a system without having to scrap the whole of the
original system; it also spreads the load of risk should a component
fail. The vertical divisions on the other hand, though they also provide
versatility, do so in a different way. Each level down in the hierarchy
serves a wider range of users than a higher level. A machine language
routine can be used by all higher levels, whereas a particular appli¬
cations program will be used by a small group of people with a special
interest. Creating the vertical division means that a higher level
process can be scrapped without having to return to basic machine
principles to design and construct a new one.
Man-Machine Systems
If reference is made to the original information flow diagram in Chapter 1,
Figure 2, it will be remembered that the forms of data which flowed
between the boxes labelled 'organisation' and 'computer system' were
restricted by the forms of data which people in the organisation could
understand, in other words, interpret for meaning. It is clear that
only those people who could interpret arid use binary codes were in a
position to use the early machines. Starting from this base an increase
in the number of machine users could have resulted from three develop¬
ments. Firstly, the number of people trained to use binary codes could
have increased. Secondly, a more efficient use of the people who could
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communicate directly with the machinery was made in organisations
to act as intermediaries for other people. Thirdly, the form of
input data and output data was made more naturally acceptable to
people in general.
In the short term there was a fairly effective limit to the advance
which could be made from the first two approaches, and because of the
extensive nature of data preparation using machine codes, the third
approach was probably the only one which provided any long term potential.
The major difference in the form of simple codes used in the schematic
machine and a written instruction in English is that the former has a
fixed number of symbols whereas the latter can be of variable length.
The first advance in this direction was made in the interpretation of
arithmetic expressions of the form ® (A+B)*C+D®. Many methods were
investigated, but it was the publication of a mathematical model of
a grammar by Naom Chomsky in 1956, based on his analysis of natural
language structures which provided a general way to create formal
languages of a freer structure.
Starting with a set of basic characters as an alphabet, the problem
was to distinguish the strings of characters which were valid sentences
in the language, from those which were not, and then to interpret the
valid sentences into the appropriate sequence of actions. Since most
of the langjages of interest would contain a very large number of
sentences, the first difficulty was to represent in a relatively
compact way the valid sentences from the language. It was plainly
impossible to store all the possibilities.
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The approach which had to be adopted was to find a procedure which
could determine if an arbitrary sentence was in the language or not,
based on a limited set of rules. Another way of viewing this problem
was to find a set of rules from which all the valid sentences in the
language could be generated. It is this form of generating system
which Chomsky called a language's grammer. Hie formalised definition
of a grammar requires four basic concepts:
a) Syntactic Categories which classify different objects
b) Objects which are Terminal or Variable Symbols
c) Productions which are relationships between strings of terminal
and variable symbols showing valid forms of substitution
d) Source Symbol which is a variable from which all sentences in the
language can be derived by the appropriate substitutions of variable
symbols, governed by the rules expressed in the list of productions.
A grammar 'G' can therefore be summarised by (VR» V , P, S) where
is the set of variable symbols, V the set of terminal symbols, P
L
is the set of productions, and S is the variable symbol which acts as
a source from which all the valid sentences can be generated. Depending
on the nature of the productions it is possible to define a variety of
language types, but only some of them are possible to use for creating
simple testing procedures using computing machinery.
There are several ways in which a grammar definition can be used to
establish whether a stream of input characters can be interpreted as
a valid language sentence. The source symbol for the language can be
taken and then, by systematic substitutions using the list of pro-
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ductions an attempt can be made to match the input string. Alternatively,
the characters in the input string can be compared with the productions
and by substitution of valid alternatives an attempt can be made to
reduce the original string of characters, which must by their nature
be terminal symbols, back to the source symbol0 Once such a recog¬
nition process is successful, it establishes that the data is in an
acceptable formD
The grammar allows more than this to be achieved, however; it also
gives as a result of the recognition procedure a classification of the
input string into a collection of hierarchically ordered syntactic
categorieso It is this structuring of the input string of characters
into higher order elements which can then be used to create a stream
of machine level commands which will interpret the input data into
a sequence of actions. The first phase of this process is called
syntactic analysis, the interpretation phase is called semantic
analysis.
Shannon and Weaver ( 1969) define three levels at which the problems
of communication can be considered:
a) How accurately can the symbols of communication be transmitted:
the technical problem
b) How precisely do the transmitted symbols convey the desired meaning:
the semantic problem
c) How effectively does the received meaning affect conduct in the
required way: the effectiveness problem
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It is clear that, following the input of a statement into a computer,
its interpretation in the semantic phase is widely different from the
interpretation which a person reading the statement would make. The
machine process appears too primitive to say that the machine interprets
the meaning of the statement. However, the concept of meaning is
difficult to define. If a person wishes to find the meaning of a word
he can look it up in a dictionary. There he will find other words or
sentences which have the same meaningo This is essentially the same
procedure expressed in Figure 10.
Meaning as Data Transformations
Figure 10
At first sight there seems to be no difference between this process and
the machine operations on data structures which have been described in
the earlier parts of this chapter. However, it can be argued that if
the second data structure, in other words the new words found in the
dictionary do not have a meaning the person will be no wiser. To start
with this suggests that the process is that of associating the meaning
of one set of words to a new word, and secondly the meaning established
in this way will depend on the procedure adopted. For example, a word -
as a data structure of undefined meaning - can be given different
meanings in different languages, and for that matter different meanings
in the same language as shown by the two sentences:
"The door was heavy as lead".
"Lead him down those stairs".
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This leads to the conclusion that a word's meaning is independent
of the data structure used to represent it, and that it is something
which has not yet been defined0
G. Frege (M. Firth, 1964) considered the meaning of a word to be some
test which was associated with the word which could be used to
establish whether an unknown object could be denoted by the word or
not. The definition of a word in a dictionary will provide such a
test where the explanation is understood. This interpretation of
meaning can be successfully extended to apply to the primitive level
of direct sensory experiences. If blue light falls on the retina it
presumably creates some internal effect which can be stored. If this
effect is then associated with the word blue, then presumably any
further stimulation by blue light will create the same effecto By
comparing the new effect with the old effect it will be possible to
classify the new effect as that of blue light.
Using this idea as a starting point, it is possible to suggest that
the meanings of words used by people are a complex hierarchy of trans¬
formations which rest on primary classifications at the level of the
senses. It also suggests that, at this basic level, the meaning of a
word is very directly related to the mechanisms which convert the
external forms of sensory data into internal forms for storage. The
process is comparable with syntax analysis as the process which estab¬
lishes whether a new string of data can be called a statement in language
'G' or not. However, in this latter process, the only words which are
being allocated meanings are the names of the syntactic categories.
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The string 'CAT1 is recognised as a<name> but as a name, unless it is
associated with another recognition procedure which can, for example,
distinguish cats from other animals, has no meaning beyond those
associated with all names.
Several lines of research have resulted from this form of analysis. On
one hand, the machine system can be directly linked to its environment
by its own sensory inputs, instead of the indirect link through language
statements. A variety of different forms of machine perception are being
studied under this heading. This approach would appear to provide the
same level of primary inputs received by a human being, and perhaps
eventually provide the basis for the total range of meanings for words
which can correspond with human experience. On the other hand, there
is the problem of using the meanings of words in the reaction to language
statements. This requires, among other things, the ability to deduce
from new statements valid conclusions which can act as the basis for
future action, from already stored information0 The starting points
for this approach can be found firstly in the development of theorem
proving algorithms, and secondly in the work being carried out on the
structure of data-bases.
The initial problem in machine perception is the reduction of a
continuous stream of low level data into a coherent and consistent
pattern which corresponds to objects which exist at higher levels in
the process of perception. Early experiments in this form of analysis
were carried out by Guzmann in MIT for visual perception. The basic
input was a stream of grey levels obtained by scanning a photograph.
The first stage was to convert the grey level information into a
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series of object boundary lines by a form of spatial filtering. Once
this had been done an analysis of the junctions between these boundary
lines made it possible to construct configurations of objects in space
which could have created the original data. In general terms it would
appear that all forms of data analysis from statistical techniques
using time series to picture processing can be classified under this
approach as a form of perception. It would appear that any invariant
property of the original data could act as the basis for object
recognition at a higher level in such a process.
Minsky and Papert ( 1969) in their book 'Perceptrons' discuss the
properties of a range of retina like devices which can discern dif¬
ferent kinds of spatial properties. The operation of these machines
is closely akin to spatial filtering in geographical analysis, and in
picture processing: the randomly linked perceptron for example being
the counterpart to the random spatial sample. A series of different
approaches to the same problem is presented in the Proceedings of the
IFIP Working Conference on Graphic Languages edited by Make and
Rosenfeld.
Another approach which will eventually link up with this kind of
automatic perception, is presented in T. Winograd's study 'Understanding
Natural Languages'. Winograd develops a system which not only uses an
English language form of input and output but also which models the
meanings of the words used. The system simulates the actions of a
hand-robot where the world in which it is acting is made up from a
series of toy blocks on a table. The hand can be instructed to perform
a range of operations on the blocks, of varying complexity, some which
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can be directly carried out and some which involve preliminary
operations to make the requested action possible in terms of the
behaviour of the blocks, for example, under the action of gravity.
The system can deduce from its initial model of the world in which
it is operating the consequences of various actions by using a
deductive subsystem called PLANNER. Though this experiment is
limited in this case to a small hypothetical world, Winograd suggests
that it could be a model for other applications "which involve in¬
tegrating large amounts of knowledge into a flexible system".
The significance of this work on 'intelligent® systems is not just
that it allows a form of man-machine communication which is closer to
man-to-man communication but that such systems can create their own
view of their environment. Winograd presents the results of the
actions performed by his hand-robot in a graphic display of the hypo¬
thetical world in which it is operating. The geometrical model of the
objects in the scene serve more than to create a display. This model
provides the associated description to the names of objects which is
an important component of the meaning of these words when they are
used to instruct, or communicate with the robot. It seems relevant in
this context, that the meaning of many simple object names occur as
mental images of typical objects, rather than as a verbal description
or a dictionary definition. Though in this case the model is used to
simulate the environment, its presence would appear to be necessary
in the same form for the robot to evaluate the consequences of new
actions. To link this system to a machine system for viewing the real
world, such as a TV camera, some way must be found for creating the
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internal model used for decision making, from the raw input data;
and this links the discussion back to the parallel processing retina
like devices examined by Minsky and Papert.
The importance of parallel processing is appearing in another area of
computer applications. This is where computer networks are being set
up to serve banks, universities and other organisations which have
many machines under their control. There seem to be many natural
advantages to having data processing units distributed in different
locations rather than centralised in one place which the cost and
scarcity of early machines demanded. This can be done within a single
system because data transfers can be made through the existing
telephone network. Though these distributed machines are presently
used in a conventional way, new possibilities are emerging, as the
number of devices multiplies. The potential developments can be
illustrated by considering the schematic network which could be set up
for local government departments. Starting with the three tier system
of government, and assuming that each district has its own machine,
then the layout and linkage between these machines could be that shown
in Figure 11 . The squares represent the lowest level - the district,
the circles the regional authorities, and the star represents central
government.
Though this arrangement is very diagrammatic, it does show the massive
data collection potential of such a system. The parallel collection
and local processing of information could provide the higher levels in
the system with a continuous view of the behaviour of the total system,
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Schematic Network for a Government Information System
Figure 11
in a way that is only attempted at a primitive level by the collection
of census data0 More than this is in prospect, however, each unit in
this hierarchical network is a processing module outlined in Figure '2-
This means that data at one level can be sunnsrised and compacted
locally before it is sent to a higher level. If all units in one
data 4* to data from
level n+1
! goals











i goals from level n-1
level n-1
Basic Processor as a Module
Figure 10
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level perform the same operation it can be seen that this network is
operating as a perceptron (Papert, Minsky, 1969). The behaviour of a
particular perceptron depended on the operations and the linkage
pattern between different processors. Neither of these is restricted
in practice to the simple geometry shown in Figure 11 , or to
primitive operations since each local unit can be a full scale
computer.
Perhaps an even more interesting prospect is the reverse flow of
information. Except for very slowly changing phenomina, central
A
policies and laws have to be constructed to be applied to all local
situations. Leaving aside the idea of equal rights for all people in
front of the law, this is an administrative necessity. What the net¬
work structure permits is the equivalent in the data processing world
to the independent but accountable interpretation of policy decisions
by local government officials, but while taking account of local
knowledge is possibly able to provide a more detailed and swifter
response, based on a wider spread of information than is possible now.
The only insight into the possible advantages and disadvantages of
such an arrangement is provided by the money system. The information
being value, and the data being cash, either as currency or in the
wide variety of credit forms, it is possible for a very large system
of exchange to operate smoothly, and without any form of overall
planning to allow people to coordinate their activities to everybody's
common advantage. The disadvantage of such a system can be seen in
the way that money can localise power, and in the way that time lags
82
PRODUCT DEFINITION IN COMPUTER-BASED SYSTEMS
in the system can lead to oscillations such as the trade cycle.
Greater flexibility may create less stable behaviour in the total
system.
The latest developments in the basic technology on which computing
is based also reinforce this trend towards parallel processing. The
ability to place the major portion of computer processing units onto
a small number of silicon chips, means that the price of computers
as they have been described at the beginning of this Chapter, has been
reduced to the point where they can be mass produced for a much wider
market. Furthermore, they can be used in a redundant way so that
parallel processing becomes an economical proposition at all scales
of operation.













Classification of Computer-Based Information Systems
Figure 15.
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Figure 13 shows the extension to the set of hierarchical levels in a
Computer System given in Table 4, proposed by J. D. Aron (1973).
This classification includes the developments being made towards
'knowledgeable' systems.
Having discussed the growth in computer technology working up from the
development of the first machines to the present possibilities, the
next stage is to consider the applications of these developments in
the future. Based on the arguments in Chapter 2, the final outcome
must be left to look after itself. However, no development is
completely random, and it can be seen that though the use of the
kind of networks which have just been discussed cannot be predetermined,
they are, like the road system, an infra structure which has to be
designed and implemented based on the expected demands of the total
system. This kind of prediction poses problems which are considered
in the next Chapter.
CHAFFER 4
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In the previous Chapter an outline was given of some of the main
developments in computer technology which provide the existing
'components' from which computer based information systems may be
constructed. The evolution of new products was discussed, as new
areas of application were found and new techniques developed. The
constructional, trial and error aspect of this work was emphasised;
and it is clear that the present classification of components is not
final at any level, since the process of product differentiation
cannot be considered complete until the potential advantages offered
by computer technology have had time to work their way through the
'whole system'. In practical terms it will probably never be possible
to say when this has happened. Even the impact of a particular new
technique is hard to trace beyond the point where its immediate
applications have been considered. However, it seems reasonable to
say that even if innovations at a basic level in technology could be
halted, it would still take some time before experiments into the
applications of what is already available, cease to be productive.
In this Chapter the alternative design approach is considered. Instead
of starting with a collection of components as building blocks, this
approach starts with a 'total system' and subdivides it in an attempt
to find an appropriate arrangement and definition of its parts. It
has already been observed that this process is difficult to carry out
without being biased by existing technology. The primary function of
this approach, where the required components are unknown, is to provide
a framework in which useful applications for new processes may be
'recognised'.
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Without some recognition process it is hard to see how any useful
invention will ever be located, particularly if it is created by
accident.
The problem in taking this approach was how to define an appropriate
system to start the analysis. The difficulty was to find a system
which could be used to express the change which a new technology
would produce, while at the same time having a classification of
components which would not depend on any particular technology.
Another difficulty which is perhaps a different aspect of the same
problem, is that it is not possible to take an organisation or even
a whole industry as the context for the discussion when as fundamental
a change in technology as the adoption of automatic data processing is
being considered. It seems to be necessary to include all the
activities of a region or a nation within the system considered.
The starting point for this discussion is provided by the diagram
given in Figure 1. This is a modification of the relationships
normally expressed in an input-output matrix. The aim is to show all
the intermediate products which are dependent on a particular process
and to show the link between this process and the range of goods and
services which are consumed by individual people. It can be seen
that this diagram is an expansion of Figure 1, Chapter 1, and
represents a closed system since the collection of people who are the
consumers are the same collection of people employed in the various
production processes represented by the boxes A - F, in the diagram.
From this diagram it can be seen that the concept of new technology
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must be considered as a relative term. It suggests that, for a
particular process 'A', the number of intermediate stages which have
to be passed through before the individual consumer is affected is








Dependent Products and the Ultimate Consumer
Figure 1
For certain design operations such as designing household articles, the
designer can use his own experience as a consumer to guide his creation
of new products. Where the process is several stages removed from the
consumer, this is clearly more difficult. New forms of product created
by processes several stages removed from the individual consumer may
make it possible to completely restructure the production processes
for all the intermediate stages. The overall complexity of such a
readjustment to the system may well be beyond the control of any
external planning process because of the number of activities which
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have to be coordinated with each other. This means that these changes
have to depend on the mechanism outlined in Jenner's model to bring
them about (Chapter 2).
If the primary process 'A' is taken to be computer services then the
immediate demand for its products will be found within existing
organisations, and in the production of existing products. These uses
will be a function of the existing technology, and will not necessarily
represent the optimal use of computer services generally. There may be
potential products from 'A' which could create different intermediate
organisations between 'A' and the ultimate individual consumers. To
identify this kind of possibility requires the design analysis to be
started at the level of the consumer and then to be worked backwards
towards 'A'.
The advantage of doing this is that the general needs of people can be
taken as relatively constant whatever the nature of technology used to
supply them. These needs, if expressed generally as a need for food,
shelter, warmth and so on rather than for specific items such as bread
or butter, will not change in nature even if they change in quantity.
This system is independent of the physical environment and the demands
of this system on the physical environment can be changed to serve the
requirements of the human components of the system. It is necessary,
however, to unite these demands under a hold-all classification such
as energy - again to avoid forms of description which imply the use
of particular technologies. It is by considering the ways in which the
basic needs of people can be satisfied that provides the least restricted
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starting point for analysing the potential developments of a basic
new technology.
It has become apparent that using computers provides a way of carrying
out tasks which previously required people to read and understand
language statements. It has already been seen that the impact of
machine use in this area will affect the organisational structure of
many processes carried out by people at present. To get some general
view of the overall possibilities offered by these new techniques, it
seems to be necessary to pose a series of almost naive questions about
the nature of the service provided by machines, language and organised
behaviour to the mass of individual people.
It seems reasonable to expect that the benefits which result from the
continued development and diffusion of computer based methods will be
an extension of the benefits which people enjoy at present from the
use of languages and machines, and the acceptance of organised behaviour.
There are two components to these benefits. The first is the ahility
to obtain knowledge about what exists in the environment at present,
and what will exist in the future. The second comes from having
greater power or resources with which to take action, either to control
what is happening or to avoid its future consequences. The use of
machines greatly extends the scope for taking action by harnessing
natural energy sources; the use of languages makes it possible for a
person to obtain information from a wider area than that covered by
personal experience, and the co-operation of people in groups, among
other things, provides an insurance cover against accidents and failure
at the level of the individual.
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Probably the most significant property which these three entities have
in common is their ahility to transfer the knowledge of one generation
of people on to a following generation. This naturally leads to an
accumulation of knowledge over time, with the corresponding increase
in the inherited advantage. One aspect of this cumulative effect
depends on the processes of education and learning. Each child has
to learn to speak, people have to learn to use machines, and a major
part of formal education is designed to prepare people for roles within
an existing organisational structure.
Learning can be classified into three types for the purposes of this
argument. At the primitive level there are the trial and error methods
of gaining experience. At this level there is very little that a
second party can do to help, apart perhaps from reinforcing success
and certain aspects of the preliminary stages of learning to speak
would appearto be at this level. At the second level there is a form
of apprenticeship learning. This is necessary where a skill has to be
acquired by repetition based on imitation, or the guidance of a 'master'.
It is the third level which seems to be the most important to the
overall accumulation of knowledge. At this level the individual can
acquire knowledge indirectly about things he has never personally
experienced. The way that he can do this is intimately connected
to the nature and structure of language.
Once a person has learned to speak and even more so when he has learned
to read, he has access to more potential knowledge than he will ever
have the time to acquire from direct experience. The power of the
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language system is such that he will be able to understand this
information well enough to make practical use of it. This is the
same property which allows one person to pass on to another information
about relationships which exist in the environment which the second
person has not observed. This communication depends on a common
perception and a similar classification of the events which have already
been observed.
It is possible to regard this classification as information which has
been accumulated by the language structure. This built-in information
can be expressed as the outcome of multiple experiments of the form:
"If we agree to call these experiences by this name, are the perceived
relationships which they hold to each other consistent with the
relationships which the formal structure of the language will impose on
them?". It is the generating power of the grammar of the language when
it is linked to the classification implicit in the pattern of meanings
associated with words, which makes it possible for one person to learn
from another using less time or energy than would be necessary to
learn from first hand experience.
An experimental classification will be discarded if it produces non¬
sensical results when it is used within the everyday constructions of
natural languages. This is not quite the same thing as saying that
people will not use definitions which do not make sense, though it is
very close to it. The emphasis in the first statement is on the
extensions to the use of a classification which existing operations in
a language will automatically create. It is assumsd that there was some
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reason for setting up the classifications in the first place; in
other words, some area where its application worked. Even where a
classification is only partly successful in producing valid statements
outside the area which led to its creation, it may well be retained as
the best method of expression so far found. However, a person learning
such an incomplete scheme will have to obtain a personal experience of
\
the inconsistencies in the system of representation before his knowledge
can match that of his tutors. Apart from internal or logical in¬
consistencies in the system of representation, there is no other way
that a person learning the language can become aware of its limitations.
Any improvement in the system of representation will presumably improve
the efficiency of this education process.
The use of names in language depends on consistent patterns being
discerned in what is perceived. It would appear that any property
which was invariant, that is a relationship which did not change when
a data structure was transformed, could be considered 'an object' and
given a name. By using classifications which relate to such consistent
results from transformation operations, it appears possible to condense
the representation of information. It is this form of data reduction
which is perhaps the most general way in which theory making can be
viewed.
The ability to compact data is very closely related to the idea of
pattern. Gregory J. Chaitin, in an article - 'Randomness and
Mathematical Proof', attempting to define randomness rejects many
existing methods stating,
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"Clearly a more sensible definition of randomness is
required, one that does not contradict the intuitive
concept of a 'patternless number'."
Chaitin then says that this definition has only been possible to
formulate fairly recently, based on concepts derived from information
theory. The basic idea is that a patternless number cannot be
compacted.
"The smallest programs capable of generating a particular
series are called the minimal programs of the series; the
size of these programs, measured in bits, or binary digits,
is the complexity of the series. A series of digits is
defined as random if series' complexity approaches its size
in bits."
In contrast, the non random or 'patterned' number can be shortened by
using a generating program. In the same article Chaitin quotes an
example of this argument being used by Ray J. Solomonoff to provide a
general definition of scientific theory making. The basic scheme for
this definition is given in Figure 2.
Observations Predictions Theory Size
0101010101 01010101010101010101 I-Ten Repeats of OH 19
01010101010000000000 hFive Repeats of 01 40
Followed by Ten O'sH
Figure 2
In the example given in Figure 2 it can be seen that the direct
compaction of the observations would amount to "five repeats of 01".
Since the observations can only be a sample of the total range of
observations there are many possible extensions of this series. Of
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Of the two examples given, the simplest is the one which expresses
the pattern in the observation as 'repeat 01 n times'. This 'theory'
can be expressed in 19 characters as opposed to 40 characters used to
express the alternative theory. This example leads to the conclusion:
"The task of the scientist is to search for minimal
programs. If the data are random" - i.e. patternless,
"the minimal programs are no more concise than the
observations and no theory can be formulated".
When expressed in the bare form of the example given in Figure 2,
the concept of a theory needs to be distinguished from the direct
compaction of the available data. In this context it is reasonable
to use the term model to represent the compacted data, i.e. '5 repeats
of 01' and the term theory to express the idea that this pattern can
be extended in this case 'n repeats of 01'.
In practice, where the data are more complicated this distinction is
far more difficult to make. A detailed or more precise discussion
of the problems of theory making lie beyond the scope of this study.
What is of interest is the fact that a model or theory is able to
express in a small collection of ordered data objects the pattern in
a very much larger body of data which result from observation or
measurenent. By applying the correct procedure to the model data it
is possible to recreate the original observation data and by extending
the process it is possible to predict new observational data. Once a
pattern generating procedure has been learned and can be referenced by
a name in a language, any relationships between objects which conform
to this pattern can be learned about in a very simple way.
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The use of language is necessary to teach people to use machines.
In many cases the practical description of how to make use of a
machine to carry out a task is simpler than the description of how to
perform the same task by hand. Certainly, the description of how to
use a machine is simpler than the description of how it works, or the
description of how to build it. Consequently, the machine can be
considered to contain built-in information, and its mass production
and use can create a wider dissemination of 'knowledge' than would
exist without it.
The direct benefit from a machine would normally be regarded as the
way in which it extends a person's power to act. This is an advantage
which can be inherited in a very direct way, simply by inheriting the
machine as a physical object. This property, which depends on the
working lifespan of the machine, is reflected in economies by its
classification as a durable good. With adequate maintenance and the
replacement of damaged parts, its lifespan can be independent of the
people who designed it and even particular people who know how to use
it.
A simple physical machine* for example a lever, improves a man's power
to act, but does not take part in the choice of when and where to act.
More complex machines are able to adapt their own course of action to
achieve a specified goal. This requires some form of measuring device
which indicates whether the machine is moving towards the goal or away
from it. In overall terms, this does not change the nature of the
machine. It merely means that more complex operations can be regarded
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as a single task. The choice of when and where to act is still the
human prerogative. In the case of more complex machines the task will
be expressed in a more general way.
Extending this principle, it is possible to regard the role played by
people in an organisation as similar to that played by machines. This
implies that the choice of action is made by one person and the
implementation of the choice is carried out by another. By selecting
the appropriate description of the activity it is possible to regard
the operation of the whole of an organisation as machine-like. It is
clear that there is a limit to how far this idea can be taken. In the
case of the simple machine, the coupling between its components is
different from the coupling between the components of an organisation.
Where one person instructs another to perform a task it is only the
transfer of a goal description. The person who receives the instruction
is not impelled to carry it out as the component of a physical machine
is impelled to operate. The instruction communicated through language
can be rejected and, if it is not, the person receiving it will have to
find his own way of carrying it out.
The structure of an organisation can be inherited in much the same way
that a machine is inherited as an object. This can be done because the
structure can be defined in a way which is independent of the people
who work in the organisation. This is achieved by describing the roles
and their inter-relationships in such a way that people can be educated
to fill them. A decision-making role which requires the skills of an
engineer, for example, can be occupied by any engineer as far as many
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organisations are concerned. The role of a mother in a particular
family cannot be separated from an individual person. Where this
distinction between the roles and the people who fill them can be
made, then the structure of these roles is something which can have a
lifespan which is independent of the human lifespan. By learning to
live within an organisation, an individual obtains the advantages of
processes which may have taken generations to establish. This will
often be the cases whether the person knows how the organisation
operates or not, so it is again possible to regard the organisation as
containing built-in information.
The organisational structure of the total community has evolved so
that it contains a balanced set of roles, adequate for the support of
all the individuals within it. This balance is expressed in Figure 1
by the ultimate consumers for all goods and services being the same
group of people who produce them. It is clear that the machines,
language and organisational structure are all closely inter-related in
a functional way with this balance. On one hand the development of
language forms of communication would appear to be a necessary ante¬
cedent to the evolution of complex organisations. On the other, it
is difficult to see a purpose for language existing outside the frame¬
work of corporate action.
At first sight machines appear to be of secondary importance to this
primary system of human organisation and language. However, machines
contribute to the available energy of the system. The energy resources
of a community will clearly affect the priorities of its goals. In the
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primary system alone, this available energy is restricted to the sum
of the individuals' physical efforts. Consequently, the stock of
machinery will very much affect the necessary roles in the organisational
structure and also the priority or values given to different kinds of
activity.
The first stage in analysing the general impact of machine data
processing can thus be achieved by saying that it will result in an
increase in the active knowledge which is available within a community.
What is meant by active knowledge can be illustrated in the following
way. From an individual's point of view, there is a practical limit
to the amount of information which he can access in a given time period.
Though in a sense there is no limit to the amount of information which
can be accumulated, for example, in libraries, any individual is
limited by the amount of information he knows or can look up and
assimilate in a given time. Consequently, the information which can
be used, in other words the active information or knowledge, is, like
the body of skill, limited by the total number of trained people in
the community.
The advantage will appear where the educational resources needed to
provide a body of people trained to carry out a particular task are
reduced when people have to carry out the task by computer based
methods rather than carry out the same task manually. There will be
a net gain, even where there is not a direct reduction of this form,
if the speed of the machine makes it possible for a person to supervise
many more tasks with the same knowledge that he needed to carry out the
tasks by hand.
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At first sight the relevance this has to planning future development
is that the scale or the resolution of detail which can be controlled
in designed activities will be greater, and the point at which the lack
of information makes it necessary to rely on the self-regulating nature
of the overall system, is pushed further back. On more detailed analysis
it is not at all clear what this means in practice, since it is not
possible to estimate what the greater 'knowledge' for the average
individual will do to the overall system. This takes the discussion
into considering the effect of new media of communication. There may
be different reactions by individuals to the amount of available
information. One possible result could be that the speed at which
information becomes available merely increases the instability of the
overall system, cyclic changes such as switches in fashion and switches
in political attitudes, could speed up and the actual size of units
which could be effectively planned or designed in the 'human' environ¬
ment be kept very much the same. The complexity of the planning
operation would be increased but the overall result would only be
marginally different.
At this point the significance of distinguishing between the human
environment and the physical environment becomes clearer. The increase
in the knowledge about the physical environment will make advances in
the scale of operations which can be controlled and this area has been
the first to be exploited using computer technology. This approach
applied to the human environment raises political issues which lie
outside the scope of the present investigation, Questions such as the
rights of individuals to privacy and other rights of individuals lie at
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the heart of these problems. What has been taken as a starting point
is the idea that the amount of information which could be accessible
to individual people could be increased by using computer-based
technology. How such information is used must, to some extent, be left
to sort itself out as the result of individual choices in the manner
discussed in Chapter 2.
It is clearly possible to extend this form of analysis in many
directions. For the more specific studies presented in the remainder
of the thesis it provides a general objective. This objective is to
find ways in which information can be assimilated in a more efficient
way than is presently possible. Graphic forms of communication are
capable of holding large quantities of information in a readily
digestible form. The present restriction of their use is the time
taken to create drawings and displays even where the desired result
has been fully worked out. If appropriate drawings could be created as
swiftly as ideas can be expressed in a spoken language form, bearing
in mind the time it takes to learn to speak, then there is an outside
chance that a considerable increase in the speed and effectiveress of
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In this and following Sections, the problems of representing and
using spatial information in a computer environment are examined.
This demands a computer model to be created, using machine and
program components which can potentially produce explicit statements
about spatial relationships. Alternatively, the model may be required
to create other forms of output such as drawings and scale models to
communicate more complex spatial information to the system user.
The starting point for this investigation was a model based on the
properties of Euclidean space, since these correspond to everyday
experience and are consequently employed in producing graphic output.
Models of space are generally discussed in the context of the system
defined in Figure 1.
System Context to Spatial Models
Figure 1
Man's primitive knowledge of space is provided by the sensory inputs
of sight, hearing and touch. It must be assumed that the need to com-
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municate detailed spatial information from one person to another,
led to the development of language forms capable of expressing this
information. It is clear at a basic level, however, that the pro¬
perties of space are used to model themselves. Though the way in
which this occurs in a scale model is fairly apparent, it is easy
to overlook the fact that the formal properties of language depend
on orders of data objects arranged in time or in space.
The evolution of language structures which can express the properties
of space, or of objects in space, is presented in Jammer's book "The
Concept of Space" (1969). The first attempts to systematically define
these properties are attributed to the ancient Greeks. The early
descriptions and definitions took on a variety of forms. Some equated
space with a void, in other words a complete absence of anything; in
contrast, others regarded space as an entity which permeated the uni¬
verse, passing through solid bodies as well as places not currently
occupied by bodies. The search seemed to be for a set of concepts
which, when used as the basis for argument, in other words their
logical extension through the natural use of language, did not lead
either to contradictions or to conclusions which were incompatible
with common experience. Questions such as:
"Is space a finite or an infinite extension?"
were argued using questions of the form:
"If a man is standing on the edge of the universe
what happens when he stretches out his hand?".
This argument was the beginning of a debate which has continued as
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a central issue in the development of physics and mathematics, and
Jammer concludes in the final paragraph of his book:
"Our knowledge of large scale as well as small scale
properties of physical space is intimately related
to the progress in cosmology and microphysics,
respectively. And as long as these branches of
scientific research fail to offer satisfactory-
solutions to their fundamental questions the problem
of space will be classified as unfinished business".
If the use of spatial models in the computer environment is restricted
to a study of the system shown in Figure 2 then most of the problems
of the nature of physical space can be side-stepped. The problem
becomes that of expressing the language forms used by man to describe
spatial relationships in a machine form of data, and constructing
machine processes for manipulating this data in ways which correspond
to the external use of the language.
System Context for Spatial Models
Figure 2
Since machine perception is excluded from the initial stages of this
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study the forms of communication available for transferring spatial
information are shown in Figure 3. The computer is built to process
Communicating Spatial Information
Figure 5
language and digital data, consequently information has to be entered
in this form. Human beings can often comprehend the same information
more efficiently from other forms of data such as drawings. The
emphasis in the first stages of this work has as a result been on how
the input language forms of data may be converted into appropriate
forms of graphic output. Within this context the process which is of
interest can be expressed by the data transformations in Figure 4
DATA INPUT DATA MANIPULATION DATA OUTPUT
Operations on





The Primitive Computer Model of Space
Figure 4
The simplest and perhaps most readily used computer model of space can
be created by sampling a spatial distribution on a regular grid and
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storing the sampled values in an array. The operations which must be
carried out on this data structure can be found as standard array
accessing functions present in any high level computer languages such
as FORTRAN and ALGOL. In fact this model can be implemented using the
mechanisms at the machine levei of a computer system, because the
model corresponds to the primitive storage structure of the machine.
Its properties are that the data consists of a set of points, finite
in size, where the property of each point can be accessed by the
integral indexes of its array location. The dimension of the array
will be the dimension of the space being represented. Within a two
dimensional array it is possible to represent points, lines and area
zones. Within a three dimensional array it is also possible to
represent surfaces and volume zones.
The important aspect of this model is the direct way it relates to
some of the commoner output devices. Printing out a symbol to
represent the value stored in each array location, in a table matching
the structure of the array, will produce a primitive computer map.
The maps used in the shopping centre location model in the final
section are examples of this very direct way of obtaining graphic
output. Where this form of output is required and other forms of
spatial model are being used, then they have to first of all be
converted into this array representation.
There are two restrictions which accompany the use of this model.
The first is that there is a limit to the total size of a grid, for
the simple and practical reason that there is a limit to the amount
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Points in a Plane
Lines in a Plane
«
Zones in a Plane
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Representing Points, Lines and Zones as a Grid
Figure 5
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of storage space in a computer. This limit imposes an upper level
on the resolution of detail which can be achieved for any study area.
The higher the dimension of the model the faster this limit is reached.
The second problem arises from the way that data is assigned to the grid.
In the Boston Metropolitan Core study presented in the final section,
the values associated with points on the grid were generally averages
or maximum values taken from the zone immediately round the grid point.
The topographic height values on the other hand were point values. To
be able to relate spatial distributions in the same study area it is
important to use the same sampling grid, otherwise it is necessary to
know more about the real space from which the data are collected in
order to know the correct way to interpolate values between the
original grid values provided.
The limit imposed on the total size of a grid data set, by the amount of
available storage space, where high resolution is required can be over¬
come by a variety of different data compaction techniques. The simplest
example of these techniques can be seen in a display file created for
line printer graphics. Where neighbouring values in a row of the array
are the same, the row can be shortened by a simple packing procedure.
The string of values:
sssssbbbbbbbbbbbbbbbbbbbbccddddddddddddddddd
can be represented by:
5s,20b,2c,17d
In this form eight values are required to store 44 values. It must be
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but: 5(ab) 4 spaces
The price which has to be paid for this reduction in storage space
is that the array accessing routine cannot be used to locate a point
with this new data structure. Either the compacted data has to be
expanded into an array and then the array accessing routine used, or
the index location of the point has to be interpreted into a new storage
address which matches the new data structure before it is possible to
find the contents of a particular grid point. In both cases an extra
operation is required to provide the same output obtained from the
previous data structure.
Another form of data compaction can be achieved when storing an object
represented in the grid data structure by storing the index locations
of the points which make up the object. Taking a two dimensional space
as an example, consider the line shown in Figure 6.
s
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A Line in a Plane as a Point Set
Figure 6
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The whole array in Figure 6 would require 400 storage spaces. If
merely the indexes of the positions of the points making up the line
are stored: (1,8; 2,9; 3,10; #0. 13,20) then the storage requirement
is 26 memory cells.
When storing a point all that is needed are the two indexes of its
array location. (If the size of the grid is known this can be
reduced to one number). When representing the set of points which
make up an area zone in this manner, the area should cover less than
half the total number of cells in the grid for a reduction in the
overall storage demand to be achieved.
If the area zone is represented by its boundary points, in other words
the points making up the line which divides the total space into
regions of inside and outside, then a more substantial reduction in
storage demand will result. The way that this may be achieved is by
taking each grid point classified as either I or 0 depending on whether
it is inside the zone or outside it, and comparing it with its
neighbouring cells. If all the surrounding cells are the same as the
test cell then it can be ignored; if one of the surrounding cells is
different then the test cell's location is output with its value, in
this case I or 0.
It has already been noted that the grid based model is closely related
to the storage structure of most computers. A possible hardware
implementation of the grid based spatial model has been simulated by the
PAX system (Pfaltz, J.,1975). In this system grid maps are constructed
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at the bit level in the ma chine so that 16 words of 16 bits each can
store the array shavn in Figure 7.
d±±I±±±S
Bit Plane Representation of Aerial Zones
Figure 7
The hardware implementation means that logical operations can be carried
out on these bit patterns so that the area of overlap for two distri¬
butions can be calculated by anding the two sets of bit patterns
together as shown in Figure 8.
Pax Plane Operations
Figure 8
If each of the PAX planes shown in the example above is given a name
A, b, and C then the operation defined by the expression:
c = A. b
can be interpreted into the spatial operation illustrated in Figure 8
The important aspect of this action is that the boolean expression
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is itself a data structure which can be operated on in a meaningful way .
without necessarily having to interpret the names in the expression
into their associated bit patterns.
It is this property which makes it possible to use other algebraic
expressions as building blocks for spatial models. Given two points
in a plane it is possible to interpolate points between them on a
straight line by using the parametric equation:
x = p + k(q-p)
where x is the new point, p, q are the original points and k is a
parameter which can be set to any value between 0 and 1. When k=0 x=p,
when k=1 x=q. For values between 0 and 1, k will generate a point
between p and q on the straight line through them. This makes it
possible to use the two points p and q as the representation of this
straight line segment. The intermediate points can be calculated when¬
ever they are required. More than this the form of the equation of this
line has the properties that if two line segments cross then the
intersection point can be calculated using the relationship:
P'l + k(q1-p1) = x = p2 + m(q2-p2)
to give the value of k and m necessary to determine x. In other words,
by fitting the values of p^,q ,p2 and q2 into the appropriate procedure
in the correct order the value of x will be output. There is a variety
of algebraic forms which can be used in this way, for example the
straight line in the previous example could be expressed in the form
a.x + b.y + c = 0. In which case, to define a particular line three
numbers for the coefficients a,b,c would have to be provided. The
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intersection point of two lines defined in this way can also be found
by an operation on the ordered sets of their coefficients. In the
previous forms of compaction for line data, based on a grid, the
intersection point of two lines could only be found by reinstating the
grid. The important development in the use of line equations is that
this form can itself be used in operations to create new data.
Entities such as the coordinates of points - whether expressed as grid
indexes or in real numbers - coefficients of plane equations, and other
more complex structures become data objects in their own right when
they form the basis for higher level operations. In fact the
operations which can be carried out on different data objects can
provide a variety of classificational schemes for different spatial
models. Data objects which can be processed in the same way belonging
in the same class. The initial properties which were used to differ¬
entiate types of spatial model depended on the dimension of the
'containing space'. In Figure 9 , it can be seen that points in two
dimensional space are different from those in three dimensional space
because the coordinates used contain two and three numbers respectively.
Dimension of the Containing Space
Dimension 012 3
of the
Object Point Line Plane Volume
Figure 9
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In fact this scheme, except as a very loose classification for des¬
criptive purposes, was not found to be very useful,, There appeared
to be many other equally valid ways of dividing spatial models based
on different procedures. In the next section though the investigation
is carried out principally under the heading of volumes - three
dimensional structures within a three dimensional containing space -
because the data structures can equally well be used to define zones
in a plane as zones in three dimensional space, a better classification
seemed to be 'Zones in Space'. In terms of the data objects shown in
Figure 9 this grouping covers the elements in the main diagonal of
the table. It can be seen, however, that whatever grouping is taken
the results are not altogether satisfactory, at this level of
generalisation.
Another initial distinction which was made was between spatial data
and non-spatial data. This division was again made on the basis
that the operations which would be carried out on these two data
types, would be different. For many applications the implied idea
that the description of spatial location was independent of the
description of properties which would be associated with a location
worked very well. For a grid map the spatial component was treated
directly by matching a storage space with a point in the area being
mapped, while the property data was represented by the value stored
in this storage space. However, a blurring of this classificational
distinction appeared when the map shown in Figure 10 was considered.
In Figure 10 the hill shading which must be considered as non-
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locational data if the approach set out above is adopted, is clearly
not independent of the 'spatial' or Ideational data.
Figure 10
It seemed the only way that these ideas could be developed was to
examine in more detail the problems of programming operations on
spatial data. The initial classification was not discarded, but it
was clear that it could only act as a loose envelope in which to
conduct further study. The first stage was to examine the problems
associated with representing and using geometrical entities as data
structures. It was felt that if a better classification could be
achieved it would emerge as this technical work progressed. The
1. Map from Dissertation: Brassel, K. 1973.
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first goal was to create technical drawings. This meant starting
with data which could represent objects in space, and at the same
time be used to drive line drawing machinery. The study, presented
in the next chapter, discusses the development of programs to produce
block models of a topographic surface as line drawings.
CHAPTER 6
GEOMETRICAL OPERATIONS PRELIMINARY STUDY OBLIX
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The first exploratory study completed in 1969, which used computer
models of spatial relationships, resulted in the development of the
OBLIX routine. The original aim of this study was to extend the
graphic capability of the SYMVU program which was developed by Frank
Rens in the Laboratory for Computer Graphics in Harvard University's
Graduate School of Design. The original intention of the study was
to modify SYMVU to permit surface contours to be drawn onto block model
drawings. However, the program was difficult to adapt in the required
way because of the range of control options which it already included.
Consequently, the first stage in this study was to create a routine
for hidden-line removal in profile drawings which could also be used
with a contour generating algorithm. The advantage of starting from
first principles was that it provided a chance to examine options
available for implementing the geometrical operations which were needed
for later studies.
Profile Block Models: The Basic Principle
Figure 1
The construction of block models using profile-sections is conceptually
simple. If a three dimensional surface is cut by a set of parallel
planes and the intersection of the block with the planes is considered as
a set of cutout cards, then if these card sections are superimposed on
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each other, the one furthest away from the viewing position taken first,
the result is a physical model of the surface in two dimensions. The
hidden edges of the profiles are removed by the nearer sections being
superimposed on them as shown in Figure 1•
The first stage in the program produced these profile sections as they
would appear to the viewer. This was done by defining the boundary of
a section as it would appear projected on the picture plane. If these
boundaries were merely drawn out in their correct positions on the
picture plane, then the result without hidden line removal would be that
shown in Figure ?. The second stage of the program had to locate those
parts of the section boundaries which should be invisible and remove
them.
Profile Lines without Hidden Line Removal
Figure ?
The hidden-line removal in this case was carried out bj' processing
section boundaries in the reverse order to that adopted when overlaying
the card cutouts. The nearest polygon profile was drawn first, because
it co"io not be obscured by any other section. The next profile in
order, moving away from the viewer, was then processed. Where this new
profile line, as projected on the picture plane, lay outside the
previously drawn section boundary, it would be visible. When it crossed
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the previous profile boundary it would be hidden and therefore had to
be removed as shown in Figure 3 . Once two profiles had been drawn
in this way, the new obscuring polygon became the area covered by the
two previously drawn profiles.
Hidden Line Removal for Profile Boundary Lines
Figure 3
The problem therefore was to create an algorithm which, given two
polygons A-first and A-second, created the outputs shown in Figure A
Midden Line Removal Algorithm: Basic Principle
Figure A
There were several simplifying restrictions adopted in the first
experimental routine. To start with the profile boundary was, as in
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of data pointso The first data sets used were produced as output from
SYMAP. By taking the data values on a grid and scaling them vertically
from the horizontal plane of the grid, the grid index (row, column) and
the height value could be used as a three-dimensional coordinate. The
row and column numbers had to be appropriately scaled by a row and
column width, to create a final drawing but were adequate for internal
calculations. The grid data automatically produced parallel, plane-
section, profiles.
Profile Lines Generated from a Grid
Figure 5
A profile created in this way could be treated as a simply increasing
or decreasing height value 'y' for continuously increasing values of
x (the row position). A re-entrant curve in the x direction of the
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This property made it possible to remove the lower boundary of the
section polygons to give profile lines of the form shown in Figure 7
These lines could be regarded as sections from an infinite loop.
Simple Profiles
Figure 7.
Each polygon was converted into an open boundary line shown in Figure 7.
This meant that the profile lines could be tested from minimum x
values through to maximum x values without backtracking. The first
stage of hidden line removal became that of finding the intersection
points in two lines.
Line Intersections
Figure 8
Where there could be as many as 100 line segments in a profile line,
it is clear that if each line segment in one line had been tested
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«
for intersections with each line segment in the other line, a very
large number of useless comparisons would have been made.
The strategy used to reduce the unnecessary work in finding line




Multiple Line Crossing Problem
Figure 9.
In this diagram two lines A and B are shewn which, for simplicity,
have their two starting points p and p with the same x coordinate.
Q. i
It is clear from the diagram that line segments (p , p ) and (p , p )
a b 12
could intersect depending on the values of the y coordinates of the
four end-points of the line segments, so these two line segments will
have to be tested for an intersection point. However, pL is before pb 2
in *x' order, which means that line segment (p, , p ) may also inter-
Bt C
sect (pj, p2) depending on the y value of the coordinates. The
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It takes the first pair of line segments from each list, it then
compares the x coordinates of these line segments to see if they over¬
lap in the horizontal direction, if not it increments to the next line
segment in the list containing the segment furthest to the left (least
x coordinate) until two segments are found which do overlap. In this
example this first stage is avoided by making p and p have the saire
3. 1
x coordinate. When two segments are found which do overlap in the
horizontal direction they are tested for a line intersection. The
segment with the lesser x coordinate in its second point, that is the
leading point, is then incremented and the procedure continued. For
the example given above, the sequence of increments is shown in
Figure 10.
This procedure makes use of the fact that the consecutive x values of
coordinates in the profile increase in size.
The first implementation of this algorithm used a very primitive line
crossing subroutine. What was needed was more than the calculation of
intersection points, it was aiso necessary to keep track of which side
of the obscuring boundary the current point of a new profile was on.
If it was outside: in this case above or to the left of it, then it
would be a visible point and would have to be output, firstly to be
drawn, and secondly, to create the new obscuring zone boundary. If
it was inside, then it could be ignored. In the first experimental
program the first point of a profile was arranged to always fall
outside. This meant that from there on by counting the number of
intersections encountered, it was possible to know on which side of
the line the current profile segment lay. One crossing or an odd number
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of crossing points meant that the current point was inside; two, or
an even number of crossing points meant that it was outside. The dif¬
ficulty with this procedure was that errors were cumulative. Since at
this stage most of the errors resulted from special cases of line inter¬
section, such as the intersection occurring at the end point of one line
segment and the beginning of the next, it was necessary to improve this
method, to get reliable results for debugging.
It was from a suggestion made by D. Cohen in the Computer Science
Department of Harvard University, that this development was made. In
principle, the two end points of one line segment were used to generate
the coefficients of the line equation for the line passing through these
two points, then the two end points of the other line segment were tested
against this line to decide on which side of it they lay, see Figure 12.
■This approach resulted in a procedure wtiich was self-correcting. Where
an unresolved special case caused an error, its effect was local and
could easily be located when the resulting drawing was produced. Local
errors could still create cumulative errors when the new obscuring
polygon boundaries were created but the improvement provided enough
evidence to make the location of errors a simpler task.
+ b.y1 + a = k1
+ b.y2 + c = k2
If k = 0 point lies on the line
If k> 0 point is above the line
If k< 0 point is below the line
If (kj*k2< o) then p^ and p2 lie on
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The first stage was completed with the output shown in Figure 11
The nexc ^tage was to create the horizontal contour lines. In fact,
there were two problems to be solved at this stage. The first was
to generate the contour lines, the second was to draw surface lines
on the surface of the block model, with hidden portions of the lines
removed. It became clear fairly quickly that these two problems were
interdependent and had to be resolved together. An early experiment
which only worked for a parallel perspective projection is shown in
Figure 13 , where contour bands were created as moire patterns from
overlaying an undeformed grid of lines on the profile drawing.
Moire Patte
Figure 15
The surface contours, because they depended on the height values of the
profiles, provided a convenient example of surface lines since they
could be generated from the same data set used to generate the profile
lines. In addition, it also allowed the general problem of applying
surface lines, such as road networks to block model surfaces, to be
investigated. The countour lines are in fact the same geometrical
entities as the profile lines, in that they are the boundary lires of
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section planes cut through the block model, horizontally instead of
vertically.
Block Model from Horizontal Contour Planes
Figure 14
It can be seen in the diagram above, that the removal of the hidden
portions of contour lines could be approached in the same way as the
profile lines. By taking the contour lines nearest to the observer
first, and then processing successive layers of contour lines in order
moving away from the observer the task is that of creating successive
obscuring polygons and drawing those portions of the next level of
contour lines which fall outside them. It can be seen that in this
case there would be no way of simplifying the obscuring polygon: it
could occur as a collection of polygons at any particular level and
each polygon could be any shape, though at one level the separate
polygons would not overlap. The nearest contour level to the viewing
point would be the one which lies furthest from the base plane, that
is the highest contour level since the observer must be above the
surface looking down on it.
This approach to the creation of contour block model drawings was not
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attempted until later, when a general polygon overlay routine was
constructed. The first stage was to create contour lines from the grid
of data values used in creating the profile lines. The profile lines
could easily be constructed from this grid by simple linear inter¬
polation along a row or column. This was done by linking the vertical
lines representing the point values on the grid, with straight line
segments. The problem of creating the contour lines was more difficult
since, at a particular contour level, the contour line would generally
pass between the grid points, rather than through them.
If the original grid of data values is represented as the set of vertical
lines scaled in height to represent the values of the grid points, then
the general definition of the contour lines is the intersection of a
horizontal contour plane with some surface which is interpolated between
the data points as shown in Figure 15.
Interpolation and Contour Line Generation
Figure 15.
The position of a particular contour point could be located by simple
proportion on either of the two sets of perpendicular profile lines
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since they were made up of straight line segments.
Determining Contour Position on Profile Line
Figure 16.
The problem was to find the way to link these points on the profile to
give the correct contours. The approach adopted was to take a cell of
the grid representing the space between four data values.
Interpolation Cell
Figure I? •
The profile line segments formed straight line edges to this patch of
the surfaces and the problem was to find the simplest way of fitting a
surface between these profile edges. The most direct way to do this
was to insert a diagonal line across the cell, creating two triangular
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regions. Each of these triangles could be treated as a plane surface
and the construction of contour lines would then be the intersection
of the contour plane with these triangular patches.
Interpolation Using Triangular Patches
Figure 18.
The intersection of one of these triangular patches with the contour
plane mist result in a straight line segment which is a portion of the
contour line. Because this segment must be a straight line it means that
the boundary of each triangle can only intersect the contour plane twice.
These points can be calculated as shavn above. For a particular contour
level the only way they can occur and the way they must be linked are
shown in Figure 19.
A: Above the Contour Level
B: Below the Contour Level
Contour Line Patterns for Triangular Patches
Figure ^9 »
It is only the AB edges which are going to create contour line vertices.
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A bookkeeping procedure to correctly link these points is relatively
easy to implement. This solution was not the first one adopted, even
though it was the simplest. The reason for this was that in the earlier
experiments fairly large grid cells were used. It was found, in the
situation where the pairs of diagonally opposite cell corners had high
and low values respectively, that the linking of the contour points on
the cell boundary lines depended on the diagonal used for triangulation.
9
4
The Choice of Triangulation for a Rectangular Cell
Figure
It was felt that a symmetrical solution to this case should be developed,
rather than one based on an arbitrary choice of diagonals. Such a
solution was found by interpolating a single surface patch over the
cell. The linear interpolation used to locate the ends of contour lines
along the cell's boundary, when extended into three dimensions produces
the hyperbolic parabaloid surface. Such a surface is uniquely defired
by the four hei^it values at the corners of a square or rectangular grid
cell. What is more, the boundaries of the cell are straight line seg¬
ments which lie in this surface. The contour lay out for this form of
surface patch is shown in the diagram in Figure ?1 •
These contours are curves, being sections of a set of rectangular hyper¬
bola. Figure 21 shows the way that such a surface patch is created by
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linear interpolation in two directions:
18
Two Way Linear Interpolation
Figure ?1 .
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Where the cell size is small relative to the size of the whole block
model it was possible to approximate these contour shapes by straight
line segments. The simplest way in which this could be done was to
calculate the points on the boundary of the cell at the contour level,
as was done previously, and then link them in a pattern which was related
to the hyperbolic parabaloid. There were ten basic line configurations
which would be used for this linking process which are shown in Figure 21
I K±]
First Order Contour Patterns for a Rectangular Cell
Figure 22
Where the cell sizes were relatively large, it was possible to use more
complex pattern definitions for contour generations. For example, if
contour points were interpolated on the two cell diagonals the contour
line patterns in Figure 23 would result.
V u
\ z:
Second Order Contour Patterns for Rectangular Cells
Figure 25
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The same effect could be obtained with perhaps a simpler linking
procedure using the four triangular facets created by the two
diagonals, the height of the centre point simply being the average
value of the heights at the cell's four vertices. However, it seems
that the simpler form given in Figure 22 is sufficient to create very
smooth contours if the original data values are from a smooth surface
sampled by a fine enough grid. The example shown in Figure 24 was
generated using the first order contour patterns, from a surface cre¬
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Contour Lines for a Smooth Surface
Figure 24
In the case of the simple straight line interpolation, the shaded areas
on Figure 24 could be defined as either above or below the contour level.
This meant that the ten line configurations could represent twenty dif¬
ferent combinations of height values occurring at the cell's vertices.
By always taking the corners in the same order, the combination of a
particular set of corner values could be transformed into a pattern of
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'aboves' and 'belows' represented by 1 and 0 as shown in Figure 25
This value interpreted as a binary number could then be used as an
address to the stored linkage pattern which suited the combination
it represented.
1 2 3 4
1 0 0 1
1 1 1 0
Selecting the Appropriate Contour Pattern
Figure 25
These stored patterns were very much like variable geometry characters:
linear interpolation along the cell's boundary lines defining the actual
shape the character would take in a particular situation.
Having created a contour line segment for a cell the process could be
repeated for other cells. Since all the cells had to be processed to
ensure that all the line segments of a particular contour level had been
created, the cells were taken sequentially from each row, and the rows
were also taken in their natural order. This created an unordered col¬
lection of contour line segments when the order in which they occur in
a contour loop is considered, but this order was ideally suited to the
way the hidden line algorithm worked. It was possible to select the
order in which cells were processed to 'chase' a particular contour line
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but this is an option which was left for a later study.
Once the contour generation algorithm had been successfully implemented,
it became necessary to restructure the hidden line removal algorithm.
The contour segments for a row of data cells could be drawn in at the
same time as the new profile line, if they could be tested against the
previous obscuring polygon, but the hidden line algorithm depended on
the line incrementing strategy described above, which in turn depended
on the direction of line segments being from left to right on the
picture plane. If the projection of the data cell with contour line
segments onto the picture plane is considered it can be seen that the
new line segments are more likely to overlap in the x direction than





Contour Line-Segments, The Hidden Line Problem
Figure 96
These line segments could be compared with the obscuring polygon, but
this would have to be done in a series of distinct steps. The pointer
to the next vertex in the obscuring polygon boundary would have to be
reset for each line segment. To make the task more difficult there
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Figure 27
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was no way in which the direction of the line segments P^ P , ...
could conveniently be arranged to always be the same, in other words
that so the hidden line algorithm had to be made to work for
lines defined in any direction.
The method which was finally adopted was a modification of the previous
strategy. Because the obscuring polygon boundary still conformed to
the previous restrictions, and since only P.P of the new line segmentsA B
would affect the new obscuring polygon boundary, it was not necessary
to use a general form of polygon overlay. By treating the line seg¬
ments PAP„, P.P^j ... as a continuous line P. PnP. P_P_... it was pos-A D i 2 o
sible to use an incrementing strategy which was similar to the previous
approach but was able to handle lines in the backward direction as well
as the forward direction as shown in Figure 27.
Though it may not be altogether obvious from this limited example,
this process was also able to restrict the number of comparisons for
line intersections to a minimum. Where there are 100 or more cells in
a line it can be seen that the comparisons would be localised to the
area on the picture plans round the current line segment being tested.
Treating the separate line segments PAPg» P1P2' P3P4' *** as the
continuous line PApgPj P2P3* * * create(* the new l-i-ne segments PgP^,
P2P3> «•« These new line segments were also tested for intersections
with the obscuring polygon boundary. However, when it came to the
drawing stage these line segments merely took the pen from the end of
one line segment to the beginning of the next. They were consequently
movement commands to the plotting device which had to be carried out
with the pen 'up'. Because of the self correcting nature of the line
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crossing test, it would have been possible to avoid the line crossing
tests for these intermediate lines, merely using the incrementing
process to set up the correct set of comparisons for the lines which
would be drawn if they were visible. In the first implementation of
this algorithm it was simpler to treat all the line segments in the
same way. When it came to the drawing stage it was relatively easy
to suppress the:, intermediate lines by making every alternate pen com¬
mand a pen-up command.
After a series of test runs the first successful block model with
surface contours was produced. By specifying different angles of
viewing and using a parallel perspective projection the three quarter
view and the plan view in the following diagram were produced. The
data set used in this example was the output from one of the standard
SYMAP teaching exercises, called IVhntegna Bay. Following this il¬
lustration, the drawing of the hemisphere shows the hidden line
removal in a more convincing way. In this example the data set was
generated from the mathematical equation of a sphere.
The second block model has the contour lines drawn in as thicker lines
than the profile lines. The development to the algorithm which per¬
mitted this to be done, required each line segment to be tagged by a
name. These names could then be used to output the line segments
representing different parts of the display to separate files. Each
of these files could then be drawn in different line thickness or in
different colours. This facility led to experiments with other forms
of surface lines which could be applied to the block model displays.
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Mantegna Bay Block Model
Figure 28
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Most of these early experiments were made using data prepared by
Steinitz, Rogers and Associates in a conservation study being made
of an area in Newhampshire around Honey Hill. A part of this study
was to estimate the impact of a new dam proposed for the area. Con¬
sequently, the first series of drawings were block models of the area
showing the contour levels which would mark out the level and incidently
the extent of the water in the new reservoir. Three levels were defined
which corresponded to the expected drought, normal, and flood con¬
ditions in the reservoir.
In the previous examples the contour levels were calculated in the con¬
touring routine by dividing up the range between the maximum and minimum
heights found in the data grid set into an externally specified number of
equal interval contour bands. At this earlier stage, the aim was simply
to improve the ability of a person using the block model drawing to
locate a position shown on its surface which would accurately correspond
with a map of the same area. However, when it became necessary to draw
particular contour levels, as in the case of these water level contours,
then it became necessary to read into the routine the required contour
levels as data. This was simple enough to implement, and the examples
of it can be seen in the drawings given in Figure 31 .
The two block models show views taken from opposite ends of the valley
in which the new dam was to be built. The contour lines which show the
expected water levels can be distinguished from the remaining contour
levels because they are more closely spaced. The other contour lines
are standard equal interval contour lines at 100 ft. intervals and are
included to indicate the surface relief more accurately.
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Honey Hill, Original Size
Figure 50
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Honey Hill, Two Views of the Main Valley
Figure 51
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The plan view of the study area is also shavn, and the water level
contours can be distinguished more easily in this drawing. Each of
these drawings was produced from the same data set: a grid of height
values. In this case, these values were prepared by hand, laboriously
taken from a published topographic map, rather than the result of an
interpolation procedure as in the case of the previous examples. Once
this data set had been prepared it could be used to generate new con¬
tour maps with different contour spacing and also block model drawings
giving any specified point of view.
The next stage was to attempt an improvement in the plan view drawing.
The drawing shown in Figure 24 shows the first experiment in this process.
The profile lines were used to create a shading symbolism indicating
height. These lines were divided into sections depending on which
contour band they were traversing. Once this had been done and these
lines stored in separate files, it was possible to use different pen
sizes when they were being drawn to get the grading in tone, corres¬
ponding to increasing height. Similarly, it was possible to change the
colour used for each contour band. This experimental drawing was
created from a SYftRP data grid.
The profile lines used for hidden line removal were not divided up,
but an extra line which was colinear with each profile line was generated
for this surface symbolism. This procedure was adopted for convenience
in creating the new obscuring polygon. Though it demanded a little more
storage space and created extra computation it was a price willingly
paid for a simpler programming structure.
The division of these shading lines for each contour band was modelled
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on the process used for contour generation. In this case the pattern
of the lines was much simpler:
X - 2 £ B- A n, P.
Profile Shading Line Patterns
Figure 32.
A contour level would either fall to the left of AB, within AB or to
the right of AB. The problems arose when a line segment was steep enough
to contain more than one contour break. This possibility meant that all
shading lines had to be tested against all the contour levels. To
reduce the computation necessary in these tests it was necessary to
store the contour levels in ascending order. This meant that where
automatically generated, equal interval contour levels were to be
used with specifically defined groups of contours, the two lists had
to be merged to give a single, ordered list of levels.
Shading Line Segments for More than One Contour Band
Figure 33
Starting with such an ordered list of contour levels (PQ, P , P , P )
in Figure 33 then the lower of the two end points of line segment AB
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must be tested against these levels in order, until a level is found
greater than the value of Min(A.B). Each successive contour level is
then tested against the greater value of A or B to make sure that it
is less than or equal to Max(A.B). Each contour level which satisfies
these two tests is entered into a list of output points twice in order
to create a list of separate line segments. Each point in this list
is tagged by a name associated with the appropriate contour interval,
for later sorting. It became apparent that the contour levels used to
create this form of line shading need only be a subset of the levels
used to create the contour lines required on the final drawing. As a
result the levels defining these contour bands were entered as separate
data for this section of the routine.
It became clear at this stage that the combination of different options
which this program could provide would not always be compatible in a
simple system. This became clear in these experiments when simple but
basic changes had to be made to the order of processing, to obtain the
different forms of output. It seemed premature at this stage of
development to develop a complex control system until a wider range of
possibilities had been investigated. It was only later on in this
investigation that a system structure which could provide the user with
a flexible but not too complicated way of controlling these different
options emerged. Though a SYM\.P type of control structure was investi¬
gated, it did not appear to give the versitility required. What finally
appeared possible was a control language whose parsing and semantic
analysis could be used to set up efficient program structures necessary
for the different options.
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The two left hand diagrams on the next page show coloured shading
symbolism used on the Honey Hill data0 In these contour drawings only
three levels of shading were used. The lowest, in blue, shcxvs the area
which would be flooded by the proposed reservoir. The next level in
green shows the areas of intermediate height. The final level in brown
picks out the hill tops in the area. Colour was used rather than line
thickness to distinguish these different zones, so that the plan view
and the block model could be presented in the same form. If different
line thicknesses had been used on the block model the changes in tone
which would have resulted, would have competed with and destroyed the
tone changes which the line spacing created and which was essential in
providing the impression of plastic modelling in the surface's form.
In fact, several drawings were produced in colour before a combination
was found which was successful. It was found that the tone of the
coloured inks had to be kept the same, and it was only the 'hue' which
could be varied if the block model was to give the best results.
The two right hand diagrams and the frontpiece of this thesis show the
final set of experiments carried out on the Honey Hill data. In these two
drawings the aim was to show in the same diagram the effect that the new
reservoir would have on the existing tree population. The tree distri¬
bution was represented by a coded grid, the data points used for height
values and tree coding being the same. Each of these data points was
classified by the predominant tree type surrounding it, from aerial survey
data. The classification used in this example contained three classes:
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The first problem was to define the boundary from the grid data
of homogeneous areas defined by this classification. The area rep¬
resented by each data point was a cell in a grid formed by the lines
which were the dual graph of the grid on which the data points lay.
Another way of defining these cells was as the nearest neighbour







Data Zone Boundaries: Dual Grid to the Data Point Grid
Figure 34.
If such a cell is the neighbour of other cells with different classi¬
fications in Figure 34. P1 is neighbour to P4, P5, P7 and P9, then it
will be an isolated region, and will require the boundary lines AB, BC,
CD, DA as shown in Figure 35.
I > l i
i i i J
Zone Boundaries between Different Data Values
Figure 35.
Where two adjacent cells across a boundary have the same classification,
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no boundary line is needed between them.
So, by testing the code value for one cell with the code value of an
adjacent cell it is possible to decide whether a boundary segment needs
to be created. By carrying out this process for all data cells the
boundary lines round homogeneous regions will accumulate, correctly and
consistently: Figure 36.
T~ ~
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Accumulation of Boundary Segments
Figure 36,
Where the cells are being processed in their natural order in the matrix
of grid values, this comparison heed only be carried out for the two




Such a comparison only required two rows of the data matrix representing
the tree distribution in core storage at any one time.
However, these boundary lines had to be created in two segments since
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they lay on the surface of the block model. This was because they lay
on the dual grid to the one used in defining the boundaries of the
interpolation patches, used in the contour generation procedure, and
the relationship between the two grids is shown in Figure 38 as a
projected drawing.
Three Dimensional Relationship between the Two Grids
Figure 38
Consequently, the centre point of the patch used for interpolation is
the vertex for the 'tree' grid cell. This means that what appears on
plan as a straight line boundary for example AB crosses from one inter¬
polation patch to another. Since the line AX is parallel to the side
of the interpolation cell it will be a straight line segment even though
it lies in the hyperbolic paraboloid surface. Similarly, XB will be a
straight line segment; however, in three dimensions AX and XB will not
be the same straight line. This means that the boundary line pattern
(A) has to be created as (B)
(A) (B)
Boundary Segment Patterns for Two and Three Dimensions
Figure 39
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The three dimensional coordinates of the end points of these line
segments can be obtained from the height data natrix in the way
illustrated in Figure 40.
PI P2 P3








Calculating Vertex Coordinates by Linear Interpolation
Figure 40.
>* ll + P2 +P3 + P4)/ 4
PE " (P2 + Ps)/2





C V 5 + P6 + P9 + P8)/ 4
This, however, would require three rows of the height data matrix to be
in core at the one time. Since four line segments may well have to be
generated for each new cell, the approach shown in. Figure 41 gives a
simpler result:





H4 H3 T4 T3
Contours Zone Boundaries
Line Segments Generated within the Contour Cell
Figure 41 .
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The line segments required for boundary lines are created which occur










Accumulation of Zone Boundary Patterns
Figure 42.
This requires less storage space and the three dimensional coordinates
required for the end points of these line segments can be calculated in
the following way:
P, = (H, + U2V2
P2 = <"2 + H3)/2
P3 = (H3 + H4)/2
II 4? + lip/2
P5 = (H1 + "2 + + H4)/4
These points are
grouping.
simpler to calculate in this grouping than the previou:
The choice and linkage of these boundary lines was achieved in the same
way used for the contour lines. The basic linkage patterns shown in
Figure 43 were placed in storage.
Again, it was necessary to tag the lines for sorting into different
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output files. It became clear at this stage that these lines, unlike
the contour lines required two names, one for the value on each side of
it. Though this was implemented, it was not fully exploited until a
later stage.
Zone Boundary Pattern Generation within a Contour Cell
Figure 45.
The boundary lines of the grid zones established, the next stage as with
the contour lines which are also boundaries of zones, was to create zone
shading. This shading since it had to work graphically on the block
model as well as the plan view drawing, was created from lines co-
linear with the profile lines. In the case of the surface zone shading
where the zones are made up of rectangular grid cells, the line segnent
pattern is simpler to generate than was the case with the contour zones.
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In the diagram in Figure 44 , the shading lines fall on the boundary
lines of the contour generation cells and run through the centre of
the grid data cells. The value of the grid data for a cell in the
dual grid is used to select the shading line used for that cell. For








I L L I
3
Line Segments for Different Colour Shading
Figure 4 5.
This classification of the shading lines can be carried out using the
single row of zone shading values which corresponds to the zone grid
cells centred on line AB.
Though it is not shown in any of the examples this procedure was extended
to give a cross-hatched form of shading. This was achieved by using two
rows of the grid data; however, both these rows of data are already in
core to establish the zone boundaries, so this does not create any rew
demands on data storage space within the routine. The shading lines which
would be generated for the previous example are shown in Figure 46
1
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These lines accumulate in the way discussed previously in the pattern
shown in Figure 47.
n-TT- ^I I
Accumulation of the Line Shading Pattern
Figure 47.
Another procedure which was developed in this early work, but which was
only tested out at a later date, was a simplified form of hill shading.
The creation of shadows is almost the identical process to the defin¬
ition of hidden areas. The principal difference is the form the output
from the procedure takes. In this case a simplified hill shading
technique is discussed which is restricted by the orientation of the
grid and the direction in which the grid is processed. The direction
of illumination has to be accepted from the opposite direction to that
used in processing data. For the original experimental routine this
proved to be fairly restrictive'; however in the system structure developed
later it became possible to rearrange the data matrix and obtain a wider
variety of results0
The intention was to improve the legibility of the plan view diagrams,
but the technique also allowed shadowing to be applied to the pers¬
pective view of the block model. If a plan view of the data grid is
considered as shown in Figure 48 f then it can be seen that the
direction of illumination is the opposite to that normally used in
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Grid Based Shadow Generation
Figure 48
architectural sciagraphy,, This was along the diagonal of the grid
cells from the bottom right hand corner. Assuming parallel light rays
with an angle of incidence to the plane of the grid of alpha, the
simple section along one of these diagonals can be seen in Figure 49.
Section Through Grid Diagonal
Fig'ire 4 9.
A modulated surface gives the relationships shown in Figure 50.
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Section Through a Surface along a Grid Diagonal
Figure 50.
There are two sections to the shadow area AC. These are: the areas
of the surface which are facing away from the source of illumination -
BC, and the areas which, though facing towards the light source, have
it obscured by some intermediated obstacle - AB.
The areas which are facing away from the source of light can be easily
determined within the context of one grid cell as shown in Figure 51 .
If BB' is greater than AA'+X, then AB is facing away from the source
of illumination. The areas which have shadow cast on them are a little
more difficult to establish. The problem is simplified by having the
direction of the illumination co-linear with one of the grid diagonals,
since obscuring points for one grid point will lie along the line which
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Shadows within a Single Data Cell
Figure 51
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such as point C in the previous diagram, has to be kepto However,
once this has been done the procedure for evaluation whether a cell is
in shadow is very similar and consists of the comparison of hei$it
value So
For one diagonal section line the process consists of:
/ Direction of
^ Data Processing
Determining Extent of Cast Shadows
Figure 52.
Initialise the first shadow generating point: C = P
Take the first cell diagonal P-j P2
If P^ is greater than or equal to C-X, then the line is not in shadow0
There are three conditions which can occur for each diagonal line
segment:
Case 1
Where the whole diagonal is illuminated as in the case P]P2> ^hen t>ot^
end points of the diagonal will be greater than or equal to the corres-
pondong vertical heights of the shadow casting line, in this example C^C
159
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P2
I
C2 = C1 - X
Diagonal Illumination Case 1
Figure 53.
Case 2
Where the whole diagonal is in shadow as in the case P3P4 in which case
both end points of the diagonal will be less than the corresponding
vertical heights of the shadow line C_C..3 4
Diagonal Illumination Case 2
Figure 54.
Case 3
Where part of the diagonal is in shadow as in the case .of line PAP<-»
T" u
In this case P., C but P_> C and the point M has to be evaluated.4 4 5 5
I
C4 = C3 - X
C5 = C4 - X
Diagonal Illumination Case 3
Figure 55
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This simple procedure is possible because of the form of symbolism
used to represent the areas of shadow. Since the boundaries of the
shadows are not being defined, and since the shading lines are co-
linear with the cells diagonals, it is not possible to express fine
detail. The level of detail is related to the grid cell size in
relation to the total grid.
It is consequently possible to make simplifying assumptions when
creating the shadow shading lines. In the case of this diagonal
shading the main approximation is that the straight line segments
along the diagonals of the cells will lie on the surface interpolated
over the cell. Where the hyperbolic paraboloid patch is used this will
not be strictly true and will depend on using a large number of cells
within a drawing to make it work graphically. It must be noted,
however, that if the triangulation described above using the diagonal
along the direction of illumination is used then this procedure will
not be an approximation. However, it will still be necessary to use
sufficient grid cells for the diagonal lines to read as a reasonable
form of shading.
It is necessary in the case of diagonal illumination to store an array
of shadow generating points to be able to test the current row of
height values against previously occurring high points. This can be
compared with the use of the obscuring polygon boundary in the tests
for hidden lines. However, the choice of illumination along the
diagonal considerably simplifies the process. A simplified creation
of shadows can also be achieved where the illumination is along the rows
or the columns. The diagonal direction was originally chosen to satisfy
161
GEOMETRICAL OPERATIONS: PRELIMINARY STUDIES: OBLIX
an existing convention. Illuminating the surface from the left along
the rows results in the greatest simplification. It is no longer
necessary to store a full array of shadow generating points. Only






Hill Shading Parallel to the Grid Rows
Figure 56.
This direction of illumination has the advantage that the line segments
generated along the row will lie in the surface of the hyperbolic para¬
boloid patches with no approximation being made. This means that more
than one line for shading can be created per grid cell, and also should
row n row n
Multiple Shading Lines within a Grid Cell
Figure 57.
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it be required it is possible to define line segment boundaries to the
shadow areas along the row, by taking two rows of data as shown in
Figure 57. This can be done using a simple testing procedure„
Both the diagonal form of shading and the horizontal form can be used
on an oblique view of the block modelo Though the original intention
was merely to improve the legibility of the plan view drawing, there are
cases where surface shadows on the block model may also be useful. The
restriction on the direction of illumination means that though this
shading is a useful graphic device it is limited in the ways it can be
used to illustrate the effects of real shadows. Where correct forms
of illumination are required, then the orientation of the grid has to
be chosen to coincide with the required direction of illumination. Where
grid data points are prepared by hand as in the case of the Honey Hill
data set, this is impractical except in rare special cases where the
importance of the result warrants the time spent in preparing the new
data. Where the grid's value is defined by an interpolation procedure
which fits a surface through arbitrary data points, then it is much
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An alternative approach to making the plan view of surfaces more
legible using line drawings was proposed by Tanaka ( 1932)0 In
essence, this method consists of generating oblique contour lines,
and when these are presented in plan view the graphic effect is very
close to the use of hill shading. This method lias been successfully
implemented as a computer program by T. Peucker in the Department of
Geography in Simon Eraser University.
Though the OBLIX contouring algorithm was originally designed to
produce horizontal contour lines it is not necessary to modify it to
create this effect, if certain restrictions are accepted. The contour
line-segments .in OBLIX are created from the height values at the corners
of a grid cello These height values are assumed to lie in an ortho¬
gonal direction to the base plane of the block model. If these height
values are modified as shown in the diagram in Figure 59.
Creation of Oblique Contours
Figure 59.
and the horizontal contours created from these new height values, the
result, when presented in plan view is the same as that obtained from
oblique contour lines. The limitation of this approach results from the
possible sizes of 't ®, which depends on the angle taken foro(. If
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= 90°, it is clear that t = 00 , which cannot be catered for. There
will therefore be some angle between 45° and 90° which raises the value
of ®tf to an unmanageable size. However, it appears that the angles
between 0° and 45° give the best graphic effect, so this turns out in
practice to be a minor restriction.
Figure 60
Using the technique shown in Figure 60 , it is not necessary to consider
the three dimensional effect of the illumination to obtain a reasonable
graphic effect. Ignoring cast shadows, and assuming light rays to be
in planes parallel to the base plane, any contour line on a surface
facing the light is rendered with a thin line and conversely any contour
line which is on a surface facing away from the light is rendered with
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a thick line. This effect can be obtained by operating on the co¬
ordinates of the contour line segments. The way in which this is done
is illustrated in Figure 61 . If the contour line segments are rotated
so that the direction of illumination is parallel to one of the axes,
then the direction of the line segment can be used to classify it as a
thick or a thin line0
Line segments going left are thin.
Line segments going right are thick0
Procedure for Generating Shadowed Contours
Figure 61
Another graphic effect can be obtained using the hachuring technique.
This can also be created from cell by cell processing. Where triangular
plane facets are used to interpolate values within the cell tie technique
is easier to implement than where the hyperbolic paraboloid patch is
used. Given a cell shown in Figure G2 g it is possible to construct a
line from the centre point of the cell, along the surface of each of the
two plane facets, in the direction of maximum slope, so that the line's
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H\ ^
Generating Hachore Lines for Each Grid Cell
Figure 62
length is proportional to the steepness of the slope0 These line
segments will be spread over the map in an even distribution,, A
better effect could probably be obtained if some way of varying the
density of these line segments could also be found which was also
simple to implement. One possibility which cannot be achieved using
a cell by cell procedure is to create the hachure lines at some regular
spacing along a contour line0
Related to this technique is a method developed by D. Sheppard in
the Laboratory for Computer Graphics for indicating the drainage
basins formed by a particular terrain model. If a line is drawn in
each cell indicating the direction of maximum slope then the cumulative
effect will be a nap which shows the direction of run-off. The
boundaries of these catchment areas defined in this way cannot be deter¬
mined by the cell by cell approach. It is only in the resulting drawing
that the edge of each drainage area becomes apparent. A possible
technique for automatically locating the boundaties of these zones was
investigated, based on the relationship between peaks, pits and passes
(Warntz, 1967). However, it appeared that several passes through the
data would be necessary to implement such a procedure and consequently
it was left for development later when better system facilities had been
prepared.
167
GEOMETRICAL OPERATIONS: PRELIMINARY STUDIES: OBLIX
Another set of boundary lines which it was found possible to generate
using simple cell by cell processing developed from the work done on
the hill shading procedures. These boundary lines were the edges of the
The Graphic Effect of Profiles in Contrast with Patches
Figure 63
visible sections of a surface when it was viewed from a particular
point. To implement this idea it was found that the profile method
of generating the block model drawing had to be abandoned in favour of
a true surface representation. The difference between these two can be
seen in the diagrams in Figure 63.
Though most of the surface lines have been generated using surface
patches, the drawing has been created using profile sections. This
was done to simplify hidden line elimination. The difference between
these tw> wa}'s of creating block models appears in the creation of the
new obscuring polygon. For the second method it was necessary to update
the obscuring polygon after each new surface patch has been added to
the drawing. Figure 64 shows the procedure where triangular patches
are employed.
The obscuring polygon merely defines the current silhouette of the
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(1) (2) (3)V /
op
Updating the Obscuring Polygon Boundary for Patches
Figure 64
section of block model which has been processed. It is only when the
next row of cells have been processed that any part of this polygon
boundary which still remains in the new polygon which can be regarded
as part of the boundary of an invisible area. This means that the
obscuring polygon line segments must be tagged so that, on one hand
they are not output twice as boundary lines and, on the other, output
prematurely before they have been established as the required boundary
segments. It is also necessary to retain enough information to be able
to reconstruct the three dimensional coordinates of these boundary lines
from the picture plane coordinates used in the hidden line elimination
process. Storing the relevant sections of the obscuring polygon provides
the front section of boundary line for the hidden area. The rear section
of this line must be obtained by projecting the obscuring polygon back
onto any forward facing facet cut by it on the picture plane. Again,
the major problem is to recover the three dimensional coordinates from
the picture plane coordinates. Though this process was briefly investi¬
gated, it was not implemented for the block model program. Its most
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likely application appeared to be within two dimensional mapping
programs. The areas visible from a road, for example, could be created
by taking the union of all the areas visible from a series of positions
along the road. A similar application had already been developed (W.
Fetter, 1S65) to find those sections of proposed aircraft flight-
paths which lie outside the vision of existing radar stations. As
the various options which have been discussed in this Chapter were
added to the program originally designed to create drawings of block
models, it became clear that a more versatile control structure was
becoming necessary. This was not only to make the program simpler to
use, but also to provide a framework in which some of the facilities
not strictly related to block models, could be provided in their own
right. This development towards a system is the subject of studies





The original OBLIX program was written as a single routine. This was
not because subroutines could not have been used, but because the
program had to be made as fast as possible. As work progressed it
became apparent that there were alternative ways in which the various
processes could be carried out. Some of these alternatives, though not
very efficient for producing block models, provided other useful facili¬
ties. Inevitably, this led to the adoption of a system approach; the
aim being to provide a collection of basic processes which permitted a
wider range of overall activities to be carried out.
The first stage in this development was an extension of the uses of the
output files created by the OBLIX routine. These output files contained
line segments from boundary lines and from surface symbolism, such as
line shading. It was the boundary line segments which initially
provided the data for alternative procedures. The line segments for
zone boundaries and for contour lines were generated a row at a time
and a column at a time. When these lines were drawn out they accumu¬
lated to give the continuous boundaries shown in the Figures 1 and 2.
created from the Honey Hill data. By sorting these line segments into
order so that they could be concatenated into polygon vertex lists, a
series of further applications became possible for these data.
The primitive sorting operation to create this new data structure is
given in Figure 3. The line segments are given as coordinate pairs.
If the first coordinate of one pair is matched with a second coordinate
of another pair, it is possible to concatenate the first list to give the
second list where each coordinate only occurs once and the coordinates
































Concatenating Line Segments to Give Polygon Boundary Lines
Figure 3
Once the data were in a polygon boundary form, it was possible to make
use of a variety of procedures which had already been developed, such
as point in polygon and line shading routines. In the case of these
two operations, programs were written from first principles, again to
provide a working knowledge of the alternatives available.
A point-in-polygon routine was written originally for a different purpose,
as the principal routine in a preprocessing program to prepare data for
redistricting. The basic data for this program consisted of a file of
voters where each voter was associated with the geographical coordinate
of his place of residence. The overall aim was to define voting areas
which contained equal numbers of voters, taking into account the
existing distribution of voting preferences. Though this task was
carried out by the main programs starting from any arbitrary voting
areas, it was hoped that by starting with reasonably compact voting
areas, containing as far as possible the correct number of voters in
each, expensive running time for the main programs could be saved.
1. See Appendix B, Subroutine Chain.
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The technical problem was to provide an interactive system which allowed
approximate solutions to be prepared quickly. This reduced to the
problem of counting voters within externally defined zones. It was
found that the system operator could, by incrementally adjusting a
starting boundary network, create relatively inexpensively a range
of starting points for the more sophisticated redistricting programs
so saving the main programs from many preliminary cycles which would
otherwise be necessary before arriving at a satisfactory solution.
The point in polygon procedure which was implemented is summarised in
Figure 4 . The problem was to classify the point as either inside or
outside the polygon, given a string of coordinates defining a polygon





















If a vertical line through the test point is intersected with the
polygon boundary, then it can be seen from Figure 4 that the number of
intersections above the point can indicate whether the point lies inside
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the polygon or outside it. In fact any line through the point can be
taken but the raising of a vertical or horizontal line simplifies the
testing procedures used. The same line intersection test written for
the OBLIX hidden line algorithm was originally used, but it was found
that a variety of simplifications could be made which considerably
reduced the total routine.
Using a vertical line irakes it possible to immediately discard all line
segments where both the 'y' coordinates of their end points lie to the
left or the right of the 'y' coordinate of the test point. This auto¬
matically leaves only those line segments which cross the vertical line
through the point. If the point is then tested against these line seg¬
ments in a similar way to that used in the OBLIX line crossing routine,
it is possible to classify the intersections as lying above or below the
test point. When counting the number of intersections above the
point, an even number indicates that it is outside the polygon while an
odd result indicates that it is inside the polygon. There are compli*.
cations: a polygon vertex lying vertically above the test point creates
counting problems and, when the point actually falls on the boundary, the
result is indeterminate, but in principle this gives the basic idea.
The application of the point in polygon routine and a set of points to
zone boundary file, or a contour file makes it possible to associate a
point with other properties. For example, if a map is displayed on an
interactive display and a point is indicated on the surface of the map,
then it becomes possible for the system to print out the name of the
zone in which it lies and extra data which could not be fitted onto the
display. Similarly, in carrying out internal procedures the same kind
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of facility is often required, as shown by the previous example where
the number of people in each new zone had to be calculated. In any
such system the point in polygon routine is a fundamental requirement.
Following the point-in-polygon routine a polygon shading routine was
developed. The starting point was a line intersection routine, but
again simplifications were found to be possible. The operation was
akin to the hidden-line removal algorithm in OBLIX except that the line
segments of a shading line which lay within a polygon were required as
»
output.
A variety of different forms of shading symbolism could be built up by
overlaying grids of parallel lines with either different spacing or
different orientations.
In much the same way that the use of the vertical cutting line created
simplifications in the point-in-polygon routine, the rotation of
the polygon boundary coordinates so that each set of shading lines could
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be treated as though they were parallel to the X axis, made this routine
simpler to construct. By converting the coordinates of the polygon
boundary into units of the grid spacing it became a simple procedure
to define the end points for the shading line segments. Each shading
line coordinate would have an integral value for its 'y' coordinate, and
the corresponding 'x' value could be obtained by linear interpolation
between a boundary line segments end points. Diagrammatically, this
process is shown in Figure 6 .
Line Shading Procedure
Figure 6
For the boundary line segment AB in Figure 6 it can be seen that after
transformation the 'y1 values for its two end points will be 4„6 and 1.8
respectively. The end points of shading lines will have the integer 'y'
values between these two numbers: 2, 3, and 4, from which the corres¬
ponding !x' values can be derived.
Once the end points of the shading lines had been established, the
problem was to link up the correct end points. This was achieved by a
coordinate sorting procedure. All the end points with 9y' values of 1
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if ordered on their 'x' values, defined a single shading line. The first
point was the beginning of a line segment, the second its end, the third
the beginning of the next, and so on. Again, there were complications
encountered in implementing this simple concept. Shading lines passing
through vertex points as tangent lines to the boundary seemed to require
special treatment. However, it was found that if a consistent sense of
rotation was adopted in the order in which polygon boundary vertices
were given round the polygon, then these problems could be resolved by
using this rotational information.
The division of the shading procedure into two parts is an example of a
system decision defining two procedures which could have other uses
rather than one special purpose procedure. It was possible to construct
a built-in sorting mechanism which linked the end points of shading line
segments as they were created. If the direction of processing is giving
increasing values of ®y', as soon as this is reversed new shading line
points can be linked back to previous points in the reverse order to that
in which they were created, as shown in Figure 7 .




It was not clear at the time when this decision was made that this
division could be maintained. It seemed possible that, if shading became
a critical factor in preparing graphic output, that it might become
necessary to implement the shading algorithm in the second more direct
form. However, the definition of the intersection points of a grid with
a polygon boundary was applicable to another problem and the coordinate
sorting was a basic procedure which could be used for many other
processes.
In Chapter 6, surface lines on the block models were all generated from
grid data, but it was stated that the method used for hidden line removal
could handle other forms of surface line data, such as roads, railway
lines and irregular field boundary networks: the kind of information
typically found in maps. The problem was to project these lines up from
the base plane onto the surface of the block model. The grid inter¬
section procedure provided a quick way of doing this.




The polygon boundaries are processed in a similar way to that described
in the case of the shading algorithm, except that two orthogonal grids
are employed which match the data grid used for the surface height values.
This creates a series of line segments with end points expressed in grid
coordinates. If these line segments are then ordered to match the order
of grid-cell processing employed to create the block model - using
the coordinate sorting routine, then, while a cell is being processed,
the same procedure used for calculating the three dimensional coordi¬
nates of the contour line segments can be used to provide the three
dimensional coordinates for the polygon boundary line segment. Not only
can this procedure be used for boundary lines; it can also be used for
shading lines created on the horizontal base plane. This appeared to give
the best strategy for creating surface shading which did not naturally
fall in line with the data grid.
A further development which resulted from the work done on the line
shading algorithm was a modification to the contour generating routine.
The first version of this routine created line segments defined by the
cell patterns given in Chapter 6. From these lines segments it was im¬
possible to tell which side of the line was the higher section of the
surface. Originally, this was not considered to be a problem since it
was thought that it would be just as simple to link P1,P2 with P2,P3 as
to link P2,P1 with P2,P3. However, it was when the so called self-






Without treating the direction of the contour line segments in a con¬
sistent way in relation to the zones on either side of them, it was
not possible to prevent the polygon shown in Figure 9 A from being
formed as the sequence of points indicated in diagram B. This crossing
line created difficulties with the shading algorithm. Either of the two
forms C or D had to be ensured if the contour files were to be used for
creating shaded drawings. This was made possible by defining the pat¬
tern generation process so that the line segments would always be
moving in a consistent clockwise or anti-clockwise direction about
the higher zone. The shaded contour map of Edinburgh created by this
modified process is shown in Figure 10. This diagram also shows a
useful device which had to be employed to close all the contour loops
so that the shading algorithm could be used. A ring of data values
were placed round the original grid which were less than the minimum
value in the grid itself. The effect of these extra two columns and
rows can be seen round the edge of this diagram.
Other routines investigated which could be used with the polygon
boundary data structure, included algorithms to calculate polygon areas,
to determine polygon centroids and associated with this the centre of
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shape which could be found by either shrinking the polygon, or by
constructing the polygon skeleton shown in Figure 11
Polygon Skeleton
Figure 11
The first attempt to incorporate these procedures into a working
system was carried out in collaboration with T. C. Waugh in GIMMS
(Geographic Information Mapping and Manipulation System). The first
version of this program was created for Leyland Systems Inc., Boston,
in 1970, and its principal function was the creation of polygon maps.
The system structure used for GIMMS was based on a broad distinction
between data which was classified as spatial data - in other words, the
descriptions of zones as polygon boundaries, and data which was clas¬
sified as 'non spatial' or 'content' data, for example the number of
people who lived in a particular zone. This division could clearly
only apply to the upper levels of the system; both forms of data would
be processed by the same file handling routineso However, at the upper
level the division reflects the fact that the operations which are per¬
formed on these two forms of data are generally speaking different and
will require different routines to carry them out. The overall
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structure shown in Figure 12 provided a scheme which was broad enough
to cover most of the computer mapping facilities envisaged in the


































The data input routines were designed to convert the primitive input
from digitisers or manual encoding techniques into an internal data
structure which could act as a common base for a variety of manipulation
processes. This provided the first stage in establishing a spatial des¬
cription data-base. Test data used in the early experimental develop¬
ment of the system is shown in Figures 13 and 14.
These two sets of data were constructed to test the various system
facilities which were being developed. The first problem which had to be
overcome was entering the descriptions of the polygon boundaries. At
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first sight it would seem to be simply a matter of digitising the
boundary line of each zone as a string of coordinateso This had been
the approach adopted by early workers in this area such as Warren
Terryberry and Samuel Arms. However, the problem was that even for
relatively simple boundary lines it was impossible to match the two
occurrences of the same section of boundary between adjacent zones.
Consequently, the approach adopted was to only digitise boundary line
segments once and to indicate the two zones which they separated. This
approach was proposed by B. G. Cook in 1967 in a paper "A Computer
Representation of Plane Region Boundaries", and the dual naming of line
segments which it proposed formed the basis for parallel work carried
out on the DIME system.
The input data consequently was created as a collection of line seg¬
ments. These were subsequently sorted into polygon boundaries as
described previously for the contour line segments., The directional
convention for digitising and naming these line segments had to be
consistent. Since errors were easy to make, editing facilities were
necessary in order to correct any incorrectly defined boundaries.
Error messages could be provided, for example, where boundary line
segments were missing. One development of the editing facilities was
the capability to add more detail to an existing spatial description.,
The two data sets shown previously were designed to test this facility.
Data-set II represents a later addition to be made to Data-set I.
Naturally enough, the later data were digitised at a different scale
and procedures had to be developed to handle the subsequent book¬
keeping operation of merging the two data sets.
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Test Data Set I
Figure 15




Test Output from the GIMV5 System
Figure T5
The form of the polygons was chosen to test out the various geometrical
operations described previously, such as calculating the area of the
zones, determining their centroids, and experimenting with the-form,
of the shading algorithm. A more complex shading routine than that
described above was implemented. This was partly because it included
a section for drawing boundary lines- and partly because an attempt was
made to ensure that shading lines which were tangent to a boundary line
segment were created in the simplest possible form. This proved to be
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a valuable exercise in the use of the directional properties of the
polvgon boundary lines, but it was realised later that graphically
it irade no difference and the simpler form would have given the same
results.
Graphic output showing the successful merging of the two data sets
and the application of shading to each of the polygon zones is given
in Figure 15. The use of the system to create a map of the City of
Edinburgh is given in Figure 16.




The original work on GIMMS was aimed at the production of polygon maps.
Thus the spatial data consisted of descriptions of areas or zones. It
was clear from existing practice in cartography that it should also be
made possible to associate properties or values with line and point
locations. This meant that the next natural step in developing the
system was to extend the classification of spatial data to give the
three types: areal data, linear data and point data. It was conven¬
ient to start with this division for the same reason that spatial data
had been distinguished from content data: many of the existing pro¬
cesses for manipulating point data were different from those required
to handle areal data.
The property or value data associated with a geometrical description
also had to be examined further. The name of a zone was as much a
property of the zone as for example the population density of the zone.
However, the name of a zone is a different type of data to the population
density. Consequently, it was necessary to subdivide 'content data' into
the data classes which could be manipulated by similar processes. The
starting point for this subdivision was taken as the three levels given
by the nominal, ordinal and cardinal scales of measurement.
The way that these ideas were implemented in the GIMVB system can be
found described in greater detail in the system manual prepared by
T. C. Waugh, who continued with the design and development of the
original experimental system, linking into the original structure nany
further facilities required for the automatic preparation and compilation
of maps. The work in this Thesis on spatial models took a slightly dif¬
ferent course because interest was directed more towards finding alter-
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native ways of carrying out these basic operations, than the provision
of a finished product. From the discussion presented in Section I, it
is clear that both these approaches are essential, since the use of the
system will provide information about what is needed, while alternative
choices will eventually provide the best form for them to take.
The starting point for the next study on the geometrical descriptions
of zones arose from considering the relationship between associated
or property data and the geometrical data. In Figure 17 four mutually
exclusive zones A, B, C, and D are defined by a network of boundary
lines. If other properties are associated with these zones, so that
several neighbouring zones have the same property, it is possible to
set up an hierarchical arrangement of names related to the original
network.




Assuming that each of the zones A, B, C, and D are described by the
polygon boundary description used in GBM3, there are several ways in
which the definition of a zone F can be given. The simplest description
of F is probably as the collection of sub-zones A, B, C so that the
relationship
F = A + B + C
can be written. New composite zones can be defined as the areas with
two properties in common for example:
F.G = (A+B+C).(A+B+D)
= A + B
The boolean operators are used in these operations in the same way that
they were used in the PAX system described in Chapter 5.
An alternative approach to the definition of a composite zone such as F
is to store its boundary line. The boolean expression F.G must then be
interpreted into a new boundary description. This process is based on
the straightforward comparison of components, in this case the co¬
ordinates of vertices in the two boundary lists, as shown in Figure 18




Both these approaches to defining new zones: either as the set
operation on sets of subzones, or the creation of a new polygon
boundary from the boundaries of two or more other boundaries, can
be carried out as sequential operations on ordered lists of components
as a form of merging procedure„
As an example, the basic procedure for obtaining the intersection of
two zones expressed as an ordered list of subzones is given in
Figure 19. The corresponding procedure for merging two polygon
boundaries is more complex because of the way in which the lists have
to be set up. The first stage is a specialised form of 'sort® which
is discussed later, and which links identical points in the two files.
The process also depends on the first vertex of each list being the
smallest value in the ring of coordinate points: in the diagram this
means the point lies furthest in the left direction0 Once established
this order must be retained by the merging operation in the same way
that the order in the subzone pointer list is retained in the set inter¬
section operation shown in Figure 19. What the order permits is an
implicit use of the point in polygon test for the first point in each
polygon listo The smallest coordinate of the two initial vertices in
the two boundary lists can immediately be classified as lying outside
the other polygon0 It must be noted that the contrary statement cannot
be made about the other point0
The process depends on any intersection point between the two polygon
boundaries existing as identical coordinates in the two lists0 Consider




A + B + C
Data Structure
LIST 1 1 2 3 0
B t- D + E









I = I + 1
J = J + 1
10
OUTPUT 0
Procedure for Intersecting Two Compatible Sets of Subzones1
Figure 1 9
1. See Appendix B. Subroutine Union: ENTRY INTER.
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Intersection of Two Polygons Using Boundary Lists
Figure 20.
In case 1, P1 is the minimum coordinate and consequently lies outside
the second polygon and will not occur in the boundary line for the area
of intersection formed by the two polygons. If PI belongs to List 1,
then the rest of the points in this list may be sequentially processed
to ensure that they do not match with points in List 2: in other words
to show that there are no intersection points. In this case because
none of the coordinates in List 1 are linked to identical coordinates
in List 2, the points in List 2 can all be discarded. Having processed
all the points in List 1 the problem is to decide vfiether the second
polygon lies outside the first in other words case 1 or 2, or whether
it occurs within the first polygon as shown in case 3. In the first
two cases there -will be no region of overlap, in the third the area of
overlap will coincide with the inner polygon given by List 2.
In case 1 the second polygon will be discarded because its first co¬
ordinate lies to the right of all the coordinates in the boundary of
the other polygon, which can be established while the first polygon
list is being processed. It is therefore necessary to distinguish
case 2 from case 3. Using the first coordinate in List 2 it is possible
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to carry out a point in polygon test for this point while processing
List 1. This can be done by counting the number of times the other
boundary line crosses a vertical line through this point. The location
of the first point of List 2 - inside or outside polygon 1 - will be
established by the time that List 1 has been processed. Where, as in
this case there are no boundary intersection points this information
will be sufficient to indicate whether the boundary of polygon 2 can
be discarded as in case 2 or forms the boundary of the zone of overlap
as in case 3.
Where the boundary of two polygons cross as shown in Figure 21 then the
original sort will already have linked the occurrence of the points of
intersection in each boundary list. Processing must again start with
the minimum coordinate and proceed as before, until an intersection
point is found. The selection of the next point will then depend on
which of the two points following the intersection point in the two
boundaries lies 'inside' the other boundary. The common area to the
two polygons can be determined by following the 'coinciding' points
and the 'inside' points in the sequence in which they are found. The
whole of the polygon list containing the starting or minimum point must
be processed to< ensure that multiple zones of overlap do not exist as
shown in Figure 21b.
It became clear that there were several ways in which the definition of.
new zones could be created from the overlap of existing zones. The final
choice had to be left open until more of the system structure had been
established. The first process, which used named building blocks, was




Zones of Overlap -where Polygon Boundaries Intersect
Figure 21
in a small system. A third alternative which was examined was a modi¬
fication of the second approach,, In this case polygon boundaries were
not created directly but line segments of the new zone were output as
they were locatedo Line segments created in this way in random order,
had to be ordered and concatenated as described in Figure 3 to give
new polygon boundary lines. However, since this process is the one
adopted for creating contour lines it could well be reasonable to adopt
it for this purpose as well.
In all the cases considered so far, it has been assumed that the inter¬
section points where polygon boundaries cross, will already exist in
overlapping boundary lists of coordinates. This depends on the way
in which the original data were prepared,, It assumes that all the
possible boundary lines which might at some time be used must be over-
layed on a single base map and the resulting minimal zones be digitised
as separate polygons. Apart from this being a tedious process, it is
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in fact unlikely that the data requirements will be static enough for
this to be possible. If one set of boundary lines were changed there
would be a major redigitising and editing task to redefine the basic
zones in the data-base. A more versatile approach was to define the
boundaries of zones with a common property, as independent polygons
and then allow the system to determine whether these boundaries inter¬
sect the boundaries of other zones, when areas with multiple properties
are requested.
This was the approach adopted by Samuel Arms, and the first attempt to
create an overlay routine was based on his technique. This consisted
of taking two polygons from two networks and outputting the area of
overlap. By carrying out the pair-wise comparison of polygons in the
appropriate order, all the new sub-zones could eventually be created.
This procedure is similar to the previous boundary overlay process,
except that the new boundary intersection points have to be established
at the same time. The way that this program was designed is summarised
in Figure 22, and the use of the dual naming of line segments used in
GIMVS is also shown. The procedure was to take the boundary of one
polygon and to divide up the boundary into the sections which lay within
polygons of the second network, adding the second polygon name to the
first polygon line segment names. When this process had been completed
for all polygons the boundaries were sorted into new polygon boundaries
based on the new multiple names.
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PI P2 P3 P1
C D D D
P4 P5 P6 P4
Original Polygon Definitions
A BD BD BC BC BD
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The example shown in Figure 12 gives the test data used with this program
and the Tables below show the outputo Table 2 shows the output in line


























0 1 2 3 4 5 6 7 8 9 1011121:
Polygon A : Inside - 1, Outside - 2
Polygon B : Inside - 1, Outside - 2
Test Data Polygon Overlay Program I
Figure 23



















































































































































The first polygon overlay program was constructed so that its output
would be compatible with the GIMMS system, either providing the line
segment file shown in Table 2 , or the new polygon boundary files shown
in Table 3 . Though this exercise was technically successful the
resulting program was very slow. The general problem was the same as
that encountered when designing the hidden line algorithm in OBLIX.
Each line segment in one polygon had to be tested against all the line
segments in the second polygon file.
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Consequently there was a larger number of tests showing that lines did
not intersect than there was successfully locating crossing points.
One approach to reducing the computation of the overall process was to
reduce these negative testso This could be done by making the first
part of the test some simple process which, as a first priority, would
throw out lines which could not cross. If the data could be composed
into higher order elements which had global properties suitable for
such a test, then the preprocessing required to set up the more complex
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data structure might well result in overall reductions in the total
time of computation0 An example of this approach in tie case of poly¬
gon boundaries was provided by the creation of envelope boxes. If the
extreme coordinates of a complex polygon are found by one pass through
the data, then this box can be used to test whether a line segment is
in the neighbourhood of the polygon in one operation, instead of the
many individual line-pair tests required by a direct approach. Where
a particular line segment does cross the polygon boundary then for this
line rather more work will have to be done than using the direct method
before the intersection point is established, but this will be more than
compensated for by the time saved carrying out the other tests. The
use of global data properties in the study of hidden line removal
algorithms has been called the use of 'scene coherence'. This strategy
assumes that the probability of a direct test failing is greater than
for it to succeed; if the outcome one way or the other is of equal
probability this preprocessing becomes less productive.
It was from a more careful study of the use of box-envelopes that a
different approach to a polygon overlay program was evolved. In a
plane the simplest envelope to form was a rectangle. If the rectangle's
sides were parallel to the coordinate axes then the rectangle could be
summarised by four values: Minimum x, Maximum x, Minimum y, and
Maximum y. Such an envelope obviously depends on the relationship
between the polygon and the coordinate axes. If the polygon is
rotated relative to the axes it is possible to change the area covered








The first question posed in this examination was what elements should
be grouped together within a single envelope. On one hand it was clear
that the envelope for a straight line segment would be the same as the
end points of the line. The only difference would Ixj the interpretation
made of the four numbers. On the other the spatial coverage of the
envelope would determine to a great extent how useful it would be in
reducing line intersection tests. The coverage of the same length of
straight line in different orientations to the axes, range from zero
area to a maximum when the line is at forty-five degrees to the axes.
Similarly, the effect of grouping polygons into a single envelope is
shown in the first example of Figure 25 to create a situation where
polygon A will have to be tested against polygons B, C, and D because
the two envelopes overlap. In contrast the second example shows that
the creation of four separate envelopes would have immediately indicated
that no intersections between these polygons were possible. Somewhere
between the two extremes of taking separate envelopes for each line
segment and having a single envelope which includes all the polygons,









The starting point for developing such a strategy was found by linking
together the results of two separate studies. The first was the
solution to the restricted hidden line problem which was used in the
OBLIX routine, the second was a study where a more general approach
was taken to the hidden line removal problem. In the latter investi¬
gation, an attempt to find a simple way of locating the intersection
points in the self crossing contour line which separated front facing
surfaces from back facing surfaces, showed that it was insufficient to
merely form envelopes for closed boundary loops. It can be seen in
Figure 26 that the envelopes shown will not contribute in any way to
locating the three pairs of crossing line segments.
If these line boundaries are divided up into sections so that point
coordinates within the sections are either consistently increasing in
their x or y values or consistently decreasing, then the envelopes of
these line sections can be created from the coordinates of the
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Envelopes Created from Self Crossing Hidden Area Contcurs
Figure 26
stationary points in the line boundary. It can be seen from the
diagram in Figure 27 that this gives a small improvement in that not
all the line segments in the boundary line would have to be tested
against each other, but there are still many tests which visual
inspection would suggest were unnecessary.
Multiple Envelopes for a Self Crossing Boundary
Figure 27
A possible line of improvement came from a modification of the box
envelope. If the sections of the boundary lines between stationary
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points are examined it becomes clear that about half the area covered
by the box envelope cannot contain the line. This is because the
change in x or y coordinate values, moving from point to point within
the section, must always be either consistently positive or consistently
negative. In simple cases shown by (1) and (2) in Figure 28 this neans
that the line will fall totally to one side or the other of the box
envelopes diagonal. Even in case (3) the coverage of the line's
envelope can be considerably reduced. If two lines are introduced
parallel to the box diagonal passing through the extreme points of tie
curve then the envelope is reduced to the shaded zones within Figure 28
Reduced Envelopes
Figure 28




From Figure 29 it can be seen that the number of line crossing tests
will be reduced to two by applying the reduced envelope. However, it
is doubtful in this case whether this is an improvement since the
minimum number of values which it seemed necessary to store for these
more complex envelopes was six numbers, and in each case where they
are used in this diagram they merely replace three coordinates. It
appeared that better results might be achieved if the line sections
had contained a larger number of segments. This approach was not
taken any further because a different line of development seemed more
promising, though the basic idea was not abandoned completely as a
possible area for future development.
The definition of these complex envelopes bore some relationship to
the convex hull of a set of points. This construction was useful
where it was necessary to find the shortest route through a col¬
lection of objects, for example a path between buildings. The
convex envelope of a complicated building form is a simpler data
structure to work with than the total building description, and at
the same time it removes many of these cul-de-sac zones where the
path could not be placed but otherwise which would have to be tested
to establish this fact.
In the OBLIX hidden line routine, many unnecessary line crossing tests
were avoided by using the order in the coordinate lists of the two
lines being processed, so that line crossing tests were localised
within a vertical strip. By incrementing the lagging line coordinate
to give the next line segment to test, this vertical strip was kept












Incrementing Strategy in OBLIX
Figure 30
It was realised that this approach could be productively applied to
the self crossing contour. To do this only involved finding the 'x'
stationary points in the boundary, so that line sections were obtained
which were either consistently increasing or decreasing in the x
direction. The diagram in Figure 31 shows that this gives four
elements which could be compared together as box envelopes, and where
these overlap the line crossing tests within these envelopes could be
reduced using the OBLIX strategy. It was while this approach was being




investigated that a more general way of implementing this strategy
became apparent. If the two polygon boundaries shown in Figure 22
are considered as coordinate lists, then contiguous points in the
list will represent line segments in the boundary lines. Where
collections of these lines correspond to the kind of envelopes
which have just been discussed, this order will also be the natural
value order of the coordinates. Consequently, it is possible to
create a linked list data structure giving the value order for all
the coordinates in a relatively simple way. The result is shown






















^ Natural Value Order
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The natural order of the coordinates is used to give the line segment
linkage, the pointer order is used to give the sequence of testing„
The first point is PI. This is linked to P2 by the value order pointer.
PI is linked by its natural order to P4 so the first line segment is
P1P4. P2 is linked to PI and P5 as line segments, however both these
segments are in the same boundary as P1P4C If P2 is incremented using
the value order pointer it gives P3. P3 is linked to P6 and P8 as
line segments, so line crossing tests between these two line segments
and P1P4 must be carried out. If this process is continued then the
following line crossing tests will result:
P1P4 against P3P6 and P3P8
P2P5 against P3P6.arid P3P8
P3P6 against P4P7 and P5P9
P3P8 against P4P7 and P5P9
P4P7 against P6P10
P5P9 against P6P10 and: P8P11
P6P10 against P7P9
P7P9 against P8P11
This is a total of 13 tests in contrast with 36 tests if each line
were tested against all the line segments in the other polygon.
The operation of the program which was created to use this algorithm
for polygon overlays can be described in three stages. The first stage
was to place all the polygons which needed to be overlayed into a
single file with the format shown in Figure 33 . Each polygon consists
of the boundary points occurring in their natural boundary order, so
that points which are neighbours in the boundary are contiguous in
SYSTEM DEVELOPMENT
21 1
Polygon 1 Polygon 2 Polygon 3 1
First Coordinate
File Format for Polygon Overlay
Fj.pT! re 33
the file. The points are represented by coordinate records and the
format for these records is given in Figure 340 The first process is
to create the various pointer linkages between the coordinate records.
This structure is the one used in the first version of this program
and it may well be possible to stream-line it in the future.
x, y Vertex Coordinate
F Pointer to the next vertex in the boundary, unless it
is the last vertex in a polygon list.
B Pointer to the previous vertex in the boundary, unless
it is the first vertex in a polygon list.
N Next coordinate in the Value Order list of Coordinates.
S Coordinate Set Name.
Format to a Coordinate Record
Figure 34
The output to this first stage for the previous example would be as
1
follows:
1. See Appendix B. Subroutine CHSRT.
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Table 4 Intermediate Polygon Overlay File Example
Coordinate Record Index: x,y F B n s
1 pi 2 0 7 1
2 p4 3 1 5 1
3 p7 4 2 13 1
4 p9 5 3 10 1
5 p5 6 4 9 1
6 p2 7 5 8 1
7 p1 0 6 6 1
8 p3 9 0 14 2
9 p6 10 8 3 2
10 p10 11 9 12 2
11 p12 12 10 0 2
12 p11 13 11 11 2
13 p8 14 12 4 2
14 p3 0 13 2 2
The second stage consisted of processing this file in the way described
previously. The detailed working of this section of the program is
simplest to express as a flow chart. In Figure 35 the one or two
character names are local internal variables, the longer mnemonic








Pointer to the smallest coordinate
(x,y) from coordinate record
N for record I
F for record I
b for record I
S for record I






Line Segment Selection Algorithm for the Overlay Operation
Figure 55
This flow chart represents the line segment selection strategy.
The actual modification to the input data structure was carried out
when two line segments were found to cross within their length.
There appeared to be a variety of ways in which this could be done.
One of the possibilities was implemented and the output produced for
the two overlapping triangles is shown in the file given below them
in Figure 36 .
It can be seen that the coordinate record format is different from
that given in Figure 34 . The only new element in the record is 'R1,
the ring pointer which links identical coordinates. It was found
necessary to insert two records for each intersection point, one for
each boundary list, and these ring pointers were created to link them
together. They also linked together all the identical first and last
1. See Appendix B. Subroutine COMPR.
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points in boundary lists, and it is interesting that had ring lists
been used for boundaries, this would not have been necessary. Though
this structure provided redundant information, it made some of the
earlier experimental programming easier to carry out. It appeared
possible that at a later stage some of the duplication could be
reduced and file-space saved as a consequence.
The separation of the line segment selection routine from the line
crossing routine which modified the input data resulted in a more
versatile program structure. Though originally the aim was to overlay
one network of boundaries on another network of boundaries, it was
found that by using the appropriate set names a collection of polygons
could be overlayed simultaneously. This provided a very great improve¬
ment over the previous strategy which was based on the pair-wise
comparison of polygons. Only line-segments which have different set
names are passed to the line crossing routine, so that if two networks
are being overlayed, only two setnames are required. The mutually
exclusive zones in a network need not be tested against each other.
Where a collection of polygons is being processed, and the relative
locations of each polygon in space is not known, then a different set
name is required for each polygon.
The reason for duplicating the intersection points was to simplify
the procedure when a line segment was intersected at one of its
vertices. When this occurred, a copy of the vertex was inserted in
the list of the second boundary, and the pointer R changed in the
original vertex record. This arrangement made it possible to use this
program to link line segments from an input procedure such as that
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described for GU1M3, and to then produce polygon boundary lists
relatively quickly. Since the basic procedure is acting on line
segments it is also possible to use the process for overlaying line
files on polygon files, which had been an unresolved problem in the
Original version of GliVEVE - lines having to be represented as double
sided, or in other words zones of zero area.
The separation of the line segment selection routine from the data
manipulation routine led to a further development. If a file of
points is treated as a line and instead of working out all the inter¬
section points the vertices of the psuedo line are tested for being
below other line segments in the vertical line through them, the result
is a multiple-point in polygon-set routine. This gives the ability
to overlay a set of points on a set of polygons in one relatively
efficient operation.
The final stage of this program depends on the final data structure
required. For many operations the intermediate list structure just
described can be used as it stands. However, for storage purposes
it is convenient to compact this data structure. This can be achieved
in a variety of ways. It is possible to create boundary lists for the
smallest zones as described in Figure37 . It is possible to output
the boundaries of the originally named zones merely including the new
intersection points in the correct position in the lists, and finally,
it is possible to output sets of boundary line segments with appropri¬
ately modified names.
The reverse process to that shown in Figure 37, where boolean arrays
are used as the new names for subzones, can be taken to naming zones
218
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A . B . C . D
0 1 1 1
A . B . C D
0 0 1 1
A . B . C .
1 0 1 1
A . B . C . D
1 0 0 1
Naming Subzones Created by Polygon Overlay
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in a network. If the zones in Figure 38 are considered, there are
eight zones which would require an eight bit name if the same approach
used in Figure 37 is adopted. However, it is already known that these
zones are mutually exclusive. Consequently, only eight numbers are
needed to distinguish them; in other words, a three bit name. If the
zones in Figure 38 are sequentially numbered from 1 to 8, then tie
binary representation of these numbers can be interpreted as the





















Zone 13 Zone C
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The conclusion drawn from Figures 37 and38 , was that a more manage¬
able data base would be created if all the mutually exclusive sub-
zones which were generated by the overlay operation were given
sequential numbers as system names0 These could then be used as a
way of defining a minimum number of zones to store. All internal
spatial operations to the system could then be carried out using the
sets of subzones and the operation shown in Figure 17. The advantage
of creating minimal names is that a 32 bit word can be used to
32
reference 2 separate subzones, while only 32 basic zone files
need to be storedo
The next study on zones was the creation of Thieson polygons. As
'nearest neighbour' zones to a set of points in a plane, they naturally
follow a discussion of mutually exclusive areas, since they are by
definition a collection of non-overlapping regions. The study of these
polygons originally came from an attempt to triangulate a collection
of data points. It was realised that there were a large number of
ways in which a set of points in a plane could be triangulated. A
method was required which gave a unique triangulation, or at least
one which was repeatable even if the set of points were rotated
relative to the coordinate axes. Such a method was provided by first
of all creating the boundary network of nearest neighbour polygons and
then converting this to the dual network where the points instead of
being the centres of polygons became vertices in the network.
The relationship between the polygons and the triangulation are shown
in Figure 39. If the polygons are given the same name as the points
then if two polygons A and B have a common edge A/B then the two
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points A and B will have a link in the triangulation network. The
only problem occurs when points form the vertices of a regular polygon
such as a square. In this case the triangulation will be incomplete.
Nearest Neighbour Polygons and the Triangulation of Points
Figure 59
The problem was starting with a set of points, to construct an al¬
gorithm which could create the boundary lines of the nearest neighbour
polygons with as little excess calculation as possible. In essence
this ireant using the known geometrical properties of the bouixlary
network to the best advantage. If a set of two points is considered,
shown in Figure 40 , then the perpendicular bisector of the line joining




the two points defines the boundary of the two nearest neighbour zones.
Any point on this boundary line is equi-distant from both points A and
B. If a collection of points A to N are considered, then a point D
will create the boundary lines A/D, B/D ...N/D. From the definition of
the nearest neighbour polygon some of these boundaries will exclude
others. What can be said for the final polygon for D is that any point
inside it will lie within all these boundary lines. Consequently, the
polygon can be defined as the intersection of all the spaces on the D
sides of these lines. An attempt to create these boundaries by calcu¬
lating all such lines for each point is obviously out of the question.
After several attempts to use the known distribution of the points to
reduce the calculations necessary, the following strategy was evolved.
Stage I
Sort all the coordinates of the points into order in the same way that
the first stage of the overlay algorithm was to order the vertices.
Stage II
Start with the first two points: 1 and 2, and the existing boundary of
the study area. Create the perpendicular bisector of the line 1/2,








The next operation is to take point 3, and then process each outside
boundary line segment in turn. These line segments will have names
associating them with the point whose nearest neighbour zone they bound.
By taking the referenced point and the new point, a new line which per¬
pendicularly bisects the line linking them is constructed. All the line
segments of the polygon which is being processed, are then tested with
this line for an intersection point. If all the vertices of this polygon
lie either outside or inside the line then there will be no intersection
point and the next zone which butts onto the outer boundary line can be
processed in the same way. In Figure 42 the situation is shown where an


















Adding the Third Point
Figure 4-2.-
Once an intersection point has been found it means that the original
polygon has to be divided into two sections. The first section belongs
to the original point and the second section belongs to the new point.
In Figure 42 the first line segment to the new polygon for point 3 is
pb.pa. pa is the intersection point with the outside boundary but pb is
the intersection point with the line 1/2. This indicates that the next
polygon to be tested should be polygon 1. In this case there is in fact
no alternative, but generally this use of line names will allow the new
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boundary once its first vertex has been found on the outside boundary,
to be systematically followed from one neighbouring polygon to the next
until it again meets with the outer boundary. Figure 43shews the
final result when point 3 has been processed.
Figure 45
Once the polygon line segments for the new zone have been returned to
the outer boundary, it is merely a bookkeeping task to complete the new
polygon by inserting the necessary points from the outer boundary. For
point 3 in Figure 43 these are P2 and P3. The polygons which were cut
by the new boundary also have to be redefined in this process. This
overall strategy depends on the points being taken in their coordinate
order and the fact that the polygons formed will always be convex.
Though some time is spent in creating intermediate results which are
discarded in the final result, this process keeps the number of com¬
parisons down to an acceptable level and can be contrasted with the
original approach where all the points had to be processed for each new
polygon.
The input data used to test this program is shown in Figure 44 . It
consisted of a study area polygon boundary and a set of four points





































































































Nearest Neighbour Polygon Output Files for Test Data^
Figure 45
1. See Appendix B. Subroutine TRIAG.
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four polygon boundaries shown in Figure 46 . Each of the line seg¬
ments in these boundaries is given the dual name created from the
points it separates.
Nearest Neighbour Polygons from Test Data
Figure 46
From the file format shown in Figure 45 it can be seen that the tri-
angulation of points has been achieved at the same time that the
nearest neighbour polygons have been created. If all the neighbouring
zone names for a particular polygon, say for point 1, are taken as line
segment links, the result is a collection of triangles. The only pro¬
blem would be caused by a pattern of original points which conformed
with the vertices of a regular polygon. In this case, similar to the
triangulation of the square cells used in contouring the block models,
there will be several ways in which triangles can be formed and the
choice will be arbitrary.
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One of the applications for this triangulation process occurred in
the creation of block models. The block models shown in the previous
chapter were all generated from a regular grid of data points. There
was no reason why irregularly spaced' data points should not have been
used. The problem was how to fit a surface through the top of the
vertically scaled data values. The simplest solution was to tri¬
angulate the data points, because the projected triangles would
always give a surface made up from plane facets.
Triangulation Used to Create a Block Model
Figure 47
In Figure 47 a block model is shown generated from the points given in
Figure 39. This example shows why this form of drawing is not used. It
is virtually impossible to visualise the shape of this surface from the
distribution of triangular boundaries0 However, the contouring procedure
described in the previous chapter for triangular patches can be easily
applied to this irregular distribution of triangles, and the resulting
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contour representation will give a much more readable drawing. The
triangular prisms created by this process make it a simple task to
calculate volumes, and the projected triangles can also be used to
give surface area.
Once the file in Figure 45 has been created for a set of points, it
can be used as the base for a variety of other tasks. The inter¬
polation technique developed by Donald Shep^ard for SYMVP selects
data points in the neighbourhood of the point which is being inter¬
polated. Not only does the neighbouring polygon information associ¬
ated with a particular zone make this into a direct way of finding
these points, but it also ensures that points are selected evenly from
all directions. Because of the structure of the polygon network it is
possible to define first order neighbours, second order neighbours and
so on, while at the same time taking into account the distribution of
the points in space.
Localisation of Points Used for Interpolation
Figure 48




application, it is a reasonable approach where distributions of data
points are used many times, since the network depends solely on the
spatial relationships between the points.
Not only points, but lines can be used to generate nearest neighbour
zones. The boundary of the zone between two lines is the line which
bisects the angle created where they cross. The zone created by a
line and a point has a parabola as a boundary line. The skeleton of
shape given in Figure 11 will be seen to be the network of nearest
neighbour boundaries generated by the line segments of the original
polygon's boundary. An alternative form of representation for a poly¬
gon can be constructed by choosing a set of points which, when processed
to give nearest neighbour polygons, creates the original polygon network.
It can be seen that most of the processes described in this chapter can
be used in combinations to create a wide variety of facilities, and
that a general system structure is beginning to emerge. In Figure 50
the principal procedures which have been mentioned are loosely linked
together showing the growing complexity in the possible flows of






The names used in Figure 50 correspond to the high level description
of the operations which have been under investigation. The programs
in Appendix B give the collection of lower level procedures it was
found necessary to implement in order to carry out these operations.
SYSTEM DEVELOPMENT
231
The programs in Appendix B are part of an incomplete system which is
being developed as a research tool to continue the investigation
started in this Chapter. It has been found necessary, several times,
in the work so far presented to modify the design of this system,
so the description given in the final part of this Chapter merely
presents one stage in the work. Because the system was being
developed as a research tool, an attempt has been made to keep its
overall structure as general as possible. Though it has not been
possible for practical reasons to always take this approach, an
attempt has been made to close as few avenues for future development
as possible. For example, though this is a single user system, in
the background there has always been the idea that large data-bases
must be accessible to many more than one user.
The routines given in Appendix B can be divided into a series of
levels, hierarchically ordered in the schematic way shown in Figure 51.
Primitive Data Input and Output
Primitive Paged Filing System
Inverted Files: Ordered and Unordered









The outer two levels contain operations which could form the basis
for a very much larger system. In Appendix B the Main Program and
the Subroutines:


























provide the operations at the first level. Routines marked by an
asterisk were written by T. C. Waugh, and were taken f rom the GIMVB
program. Two forms of file are provided at the lowest level. The
first has been called 'Open' and contains files which can have more
data added to them so that they may grow in size. The second has been
called 'Closed' and contains files which are of fixed length; these
files can only be modified within their current size. The reason for
this distinction was to be able to pack small files into the sane page.
Open files are given a whole page to themselves. Open files could be
implemented without using linked list structures so that data could be
accessed directly without having to follow the file entries from the
beginning of the file. Files longer than one page even if they were
closed files, were entered as open files so that this accessing simpli¬
fication could be employed and only the page with the required entry
need be called into core storage. This paged structure was developed
from the experience gained in the GIMaS system. The data files needed
in cartography could be very large and it was necessary to restrict
the storage space in particular routines. However, the simple paging
routines used in GIMP.B were found to be inadequate for the procedure
described in this Chapter. Though the development work described
in the first part of the Chapter.was mostly carried out in the auto¬
matically paged environment of EMAS (Edinburgh Multi Access System),
which could have provided enough virtual memory to make these paged-
file programs unnecessary, they proved to be useful on two occasions.
Both the Overlay procedure and the Triangulation procedure were




and having accessible programs which could be monitored directly
simplified the diagnostic problem.
The level above this basic filing, and input-output system, creates
inverted files linked to Named entities. Operationally, these files
appear to be name sets. For example, it is possible to request the
file 'Farmers and Landowners'; where this has not been set up previously
it can be constructed by intersecting the inverted files associated
with the names 'Farmers' and 'Landowners'. The principal routine at
this level is the SUBROUTINE UNION given on page 45 in Appendix B.
However, the operation of this routine depends on the order of data
values in a file, so included at this level is .a series of Sorting
and Merging programs to create the appropriate input data for the
process. There are two data types defined at this level. The first
is the so called unordered set which is implemented as a collection
of values in numerical order.
The second is the so called ordered set or n-tuple which consists of
values in any numerical order. These ordered sets contain values in
a way that gives meaning to the position in which a value is found;
in other words, they are a formatted structure. It is within the
formatted data files that other data structures can be .created, such
as linked lists, matrices and so on, where the whole data set can be
considered as a single object. The most important ordered element so
far encountered is the coordinate record. The overlay procedure was
designed to operate on a collection of coordinate records of the end
points of boundary line segments from overlapping zones. This
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procedure was a complex operation since the coordinates were treated
at one stage as separate elements while, in the total procedure, the
file of coordinates was treated as a single object.
The level above these set operations is the first level of which the
system user is aware. This level provides a command language access
to a series of subystems. This facility has not been fully developed,
but the logic for its inclusion is that procedures can be implemented
in a variety of ways, some more general than others. When handling
large data files it is often faster to have a specially designed process
for a particular operation which does not fit within a more general
set of programs; in such a case it is useful to have the procedure
available in an alternative subsystem. New programs tend to be
developed for particular cases and then, as the processes involved are
understood, they can be made more general. Each of the processes
described in the first part of this Chapter was developed in this way,
even though it was eventually aimed to include them in one subsystem.
As the programs in Appendix B stand, there is only one subsystem
linked into the calling programs which is the volume manipulation
system described in the following Section.
It was in an attempt to link all the separate operations shown in
Figure 50, which could be used at the command language level, into
a single system with a coherent user language that led to the work
presented in the following Section. The central theme chosen for










Following the work presented in the previous Chapters, describing
two preliminary studies and a system structure which developed from
them, this section examines one aspect of such a system. The main
topic is the representation of zones in space0 The study started by
considering volumes, because many of the problems which occur in the
use and structure of two dimensional models were expected to be solved
by the simplification of techniques used in the hi^ier dimensional
spacec Added to this there was also the fact that three dimensional
models have more direct relationships with 'real space' than the
other two.
Appel (1968) breaks down the problem of 'Modelling in Three Dimensions'
into four parts: describing the object, storing the description,
producing views that are recognisable as the object, and using the
computer to generate geometric descriptions based on non-geometric
descriptions. The main advantages of using three dimensional models,
he describes as - permitting changes in the object description to be
based on functional requirements, and permitting a wider range of
graphic output forms to be automati.cally generated, than was possible
from two dimensional representations of a bodyc The main disadvantage
being that except for principal views:
"there is no simple, direct correspondence between the
object description and the display0 Traditional
languages, graphic or verbal, do not enable economic and
precise description of three dimensional solids, and there
is almost no precedent mathematics"0
Appel describes two programs written in FORTRAN which attempt this




standing polygons in space. A solid is described by a series of
polygons completely enclosing a volume. The input (object) description
is a list of cartesian coordinates that specify the vertex points of
the polygons. By using this list in different ways the bounding
polygons can be designated transparent, translucent, or opaque. The
polygon boundaries are drawn out to create an impression of the
boundary planes of material objects. To give a more realistic im¬
pression, the lines which would be hidden from the observer are
eliminated or dashed where an intervening object is transparent.
The SIGHT system stored polygon descriptions as rings of vertex co¬
ordinates and the equations of the segment lines which connect the
vertices. Simple to describe, SIGHT was somewhat cumbersome and tine
consuming to use (Appel, 1968). However, as an experimental program it
provided a tool for investigating a range of graphic processes, such
as shading line-dramngs which, later on, were implemented in the more
efficient but more complex system called LEGER.
The restrictions which SIGHT imposed on an object or scene description
were the consequence of using straight line edges, plane facets and,
the description of surface facets being limited to one external polygan,
and one internal polygon (hole). There was no attempt to provide a
linking structure for associating points with either surfaces, with
lines, or with objects; or conversely for associating surfaces with
lines or points. Such a structure would have made volume descriptions
more versatile and would have reduced the calculation time for graphic
output. A further restriction resulted from a fixed storage allocation
for polygon boundaries: 20 lines for external boundaries and 10 for
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internal boundaries. Appel comments that this arbitrary choice of
storage space proved to be inadequate: a fixed limit of this sort
was an unreasonable imposition, and an unrestricted number of line
segments should have been the goal for the design of such a data
structure.
In preparing a drawing from this description, all the lines to be
drawn are divided into short segments, and the line of sight to a
point on each segment is tested to determine if the line of sight
pierces an opaque surface. Because this basic scheme is, in effect,
a point by point process, calculation time increases with resolution
or with the minimum size of line segment. The ideal scheme for gen¬
erating graphic output would enable perfect resolution for any size
of drawing to be achieved in the same time period.
The LEGER program, based on the experience gained from the SIGHT
program, was built to provide improved facilities for input, storage,
and graphic output, along with a procedure for automatic description
generation and manipulation. These improvements meant the removal of
restrictions on the number of vertices in polygon boundary lists,
an improvement in the efficient use of storage, and a considerable
reduction in the time taken to create line drawings.
There were two modes of object description provided in LEGER: the
micro-description and the macro-description. A micro description of
an object gave all the vertices and all the lines and joined them in
the polygon boundaries of plane facets. The facets taken together
defined the volume. The micro description of two lists of the form




Table 1 contains a series of tagged vertices and their spatial co¬
ordinates. The tags did not need to be in order but the 1000 end tag
had to be present to end the file. The vertex list determined the
size of the picture. If the coordinates were changed, only the size
of the picture changed, not the basic geometrical organisation.
TABLE 1 Data Structure for Vertex Coordinates
Vertex Coordinates
Tag x y z
1 0.00 1 .00 2.00
2 1.11 8.00 0.00
3 1.22 0.00 7.00
• • • • • • • • o • • • •
•
1000
• • • • • • • • • • • •
TABLE 2 Data Structure Used for Volumes
Picture Picture Ve rtex Card
Element Structure Surface Tag Number
Surface A 1 1 3 1
1 1 4 2
1 1 5 3
1 1 6 4
1 1 0 5
End Surface 999
Surface B 1 2 5 6
• • • o
End Surface 999
Surface C 1 3 8 •
• • • •
End Surface 999
End Object 888
Surface F 2 7 9 •
• • • •




The geometric organisation of the components of the object des¬
criptions is provided in Tabie 2 which shows the arrangement of
the vertices in lines, of polygon boundaries in plane surfaces and
the surfaces which make up each object. The tags for the separate
objects and the end marker for each list of linked boundary points -
999 - is given in column 1. The end of each collection of surfaces
making up an object is indicated by the marker - 888, and the end of
the collection of objects is indicated by the marker - 777. The second
column gave the surface tags, the third column the vertex tags, and the
final column the number of the input data card. The order of these
cards was important because it defined the order in which the list of
vertices occurred) In each facet is the boundary line. The zero vertex
tag was used to close the boundary by linking back to the first vertex.
In preparing the order of these vertices, a consistent sense of rotation
round the surface boundaries had to be adopted and internal boundary
points round holes had to be ordered in the opposite direction to that
used for external boundaries.
The structure of the data in these two lists was used by the main
program to generate a storage list in the machine which contained more
explicit information about the objects used. This generated information
included: the equation of planes, the equation of lines, the surfaces*
orientation, internal and external identifications of corners, surface
to line correspondence, object to surface correspondence and the general
sense of rotation of surface boundaries. From this storage list the
program then generated a string of linked 'element-description* blocks.
This organisation provided a dense form of data packing, and allowed
the 'construction' and 'decomposition' of the picture elements. The
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advantage of 'decomposition' was to be able to tell, for example,
whether a point lay inside a particular surface. This required the
surface to be decomposed into all the line segments in its boundary.
The advantage of construction occurred when, for example, it was
necessary to determine the solid side of a surface. This required all
the faces of the objects making up its closed surface to be brought
together.
The second level of object description provided for by LEGER was the
macro-description0 This consisted of subroutines which were called
from the data input stream to copy or to manipulate previously stored
micro-descriptions. These subroutines where they created new object
descriptions from existing micro-descriptions operated on both the
lists described above. Rotation and translation routines only need
to operate on List 1 since these operations did not disturb the internal
geometrical organisation of the object.
These data structures are complex and not easy to work with, reflecting
Appel's comment that there is no direct correspondence between the
object's description and the display, or in this case the mental image
of the object being studied. The first experiments were an attempt to
find a representation which would make it easier to work with this
complex mixture of points, lines and facets. Given a faceted object
it is possible to describe the object in terms of its collection of
boundary faces. Given a plane boundary face it is possible to describe
it by its boundary line, and given a boundary line it is possible to
break this down into straight line segments each represented by its
end coordinates. UTiat was wanted was some way of unifying these
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different elements into a single structure which was, as far as
possible, self-explanatory.
The first structuring principles studied were provided by Graph
Theory. If the vertices and edges which belong to a faceted object
are considered, it is possible to create a matrix representation
showing which vertices of the object's set of vertices are linked to
form edges as shown in Figure 1.
Components of a Tetrahedron
Figure 1
The tetrahedron in Figure 1 is an example of a simple object
which can be described in terms of vertices, straight line segments,
and plane faces. The hierarchical list of these elements where each
is given an identifying tag becomes:
Object V
Faces A, B, C, D.
Edges a, b, c, d, e, f
Vertices 1, 2, 3, 4
The links between the vertices corresponding to edges can be expressed
as a graph matrix as shown in Figure 2.
243
DEFINING SIMPLE VOLUMES
1 2 3 4
1 0 1 1 1
2 1 0 1 1
3 1 1 0 1
4 1 1 1 0
Graph Matrix for a Tetrahedron
Figure 2
In the matrix in Figure 2 positions V(1,2) and V(2,1) are occupied,,
This expresses the fact that point 1 is linked to point 2, and also
that point 2 is linked to point 1. This is consistent with the two
directions of linkage which occur in the two boundaries of A, and C
if they are expressed with a consistent sense of rotation about each
face.
1 2 3 4 1 2 3 4
1 0 0 1 0 1 0 1- 0 0
2 1 0 0 0 2 0 0 0 1
3 0 1 0 0 3 0 0 0 0
4 0 0 0 0 4 1 0 0 0
Rotation Convention in Graph Matrices
Figure 3
If the graph matrices for these two faces A and C are prepared
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this directional convention for line 1/2 or 2/1 is illustrated in
Figure
This matrix form can be manipulated using boolean operations. If the
separate facet matrices are added together the result will be the
original matrix representing the total volume (Figure 4 ). These
matrices can also be multiplied togetherD If the vector representing
a vertex is multiplied by the linkage matrix, the result is a vector
representing the point to which the original point is linked. This
operation is illustrated in Figure 5.
0 0 1 0 0 0 0 0
1 0 0 0
-i-
0 0 1 0
0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 0
+ *{" —^>
0 1 0 0
0 0 0 1
0 0 0 0
1 0 0 0
0 0 0 1
0 0 0 0
1 0 0 0
0 0' 1 0
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
Matrix Addition
Figure 4_
The process shown in Figure 5 produces by a series of multiplications
a sequence of vertices in the order in which they would occur in a facet
boundary list. The boundary of a facet is the simplest form of circuit.
A circuit is any closed loop which can be formed by following the links
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p1 p2 p3 p4 P1 P2 P3 p4
(0, 1, o, 0) * 0, 1, 0, 0"
0, 0, 1, 0
1, 0, 0, 0
0, 0, 0, 0_
(0, 0, 1, 1) * "0, 1, 0, o"
0, 0, 1, 0
1, 0, 0, 0
0, 0, 0, 0_
(1, 0, 0, 0) * 0. 1, 0, 0"
0, 0, 1, 0
1, 0, 0, 0
0, 0, 0
pi p2 p3 p4
(0, 0, 1,0)
(1, 0, 0, 0)















a b c d e f
X: CI 1 0 0 0 1 1 1
Y: C2 0 1 1 1 1 0 0
C10C2 1 1 1 1 0 1 1
Figure 6
If the two circuits which represent the boundaries of areas X and Y are
represented by the vectors CI and C2 in Figure 6 then the circuit round
X and Y taken as a single area can be obtained by the operations (0,1 = 1,
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or 0,0 = 0, or 1,1 = 0) applied to each pair of corresponding edges in
the two vectors C1 and C2 to give the composite vector C10C2.
This operation on circuits can also be expressed as a similar operation
carried out on the linkage matrices as shewn in Figure 7.
Though these graph matrix operations show one way of operating on a
particular description of an object, they do not provide a way of
uniting the collection of vertices edges, and facets in a single
comprehensible form.
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 1 1 1 1
2 1 1 1 1 1 1
6 1 1 1 1
4 1 1 1 1
5 1 1 1 1 1 1
6 1 1 1 1
Merging Two Adjacent Zones
Figure 7
However, if the linkage matrix is taken and instead of using the
boolean (0,1) to indicate whether a link exists or not, the actual
edge tag is substituted for the 1, the result for the tetrahedron
becomes that shown in Figure 8.
This includes edge tags and vertex tags. However, it was found that
little use could be made of this representation. The symmetry about




1 2 3 4 B) 2 3 4
1 0 a b d 1 a b d
2 a e c f 2 c f
3 b c • e 3 e
4 d f e • ©
Using Edge Tags in a Linkage Matrix
Figure 8
to the triangular form (B), without losing information.
There is another way in which the edges can be named, which depend
on the properties of planar graphs. Each of these volumes is in
effect being described by a network of lines on its surface; for
simple volumes this by definition makes this network of lines into a
planar graph0 Such a graph lias a dual form. This shows up in there
being two ways to name an edge or link in such a graph. So far the
edges have been defined by their end points: P1P2* In the dual graph
the same line will be named by the two facets it divides from each
other for example A/B:
Both these naming strategies indicate directional characteristics of




Dual Name for a Line Segment
Figure 9
name B/A. If both these naming strategies are used in the same
matrix form, then for the tetrahedron the result can take one of the
two forms shown in Figure 10.
It can be seen that the pattern of entries in these matrices correspond
for each named vertex, with the pattern obtained in the boolean boundary
matrixes. The previous addition of the boolean boundary matrices could
be expressed in the way shown in Figure 11 •
1
1 2 3 4 A B C D
1 • A B C A • 3 1 2
2 C • A I) B 1 • 4 3
4 A D • B C ? 1 • 4
4 B C D • D 3 4 2 ®
...























This suggests that the same operations which were performed on these
boundary matrices could also be performed on tie new matrix form.
If any row of the point/area matrix in Figure 11 is taken as a
vector and multiplied by the original matrix with the rules (A.A =
A, or A.B = 0, or A.(A+B) = A.A + A.B = A) the results will be the
transformations shown in Figure 12.
(0, A, B, C) * 0, A, B, C
C, 0, A, D
A, D, 0, B
B, C, D, 0
(0, C, A, B) * fb, A,
I « O •
(C+A+B, 0, 0, 0) * [
(0, C, A, B)
(C+A+B, 0, 0, 0)





If each of these vectors is taken in the order in which it is
produced, the order of the boundary points round the facets named in
the original vector can be created as shown in ;Figure 13.
P1 P2 P3 F4 A B C D
1) 0 A B C P2 P3 14 0
1 i I
2) 0 C A B P3 14 P2 0
I 1 i
3) C+A+B 0 0 0 P1 PI PI 0
i i -I
4) 0 A B C P2 P3 P4 0
Circuits Produced by Matrix Multiplication
Figure 13
Since this example is based on the tetrahedron which is a simple and
regular Figure, the same operation was carried out on two more Figures.
Firstly a cube, and secondly a square based pyramid. In the example
given above there are several regularities which may be merely a co¬
incidence, for example vector 2 corresponds with column 1 of the matrix.
A B C D E F
A • 5 6 7 8
B 8 • 5 4 i
C 5 1 « 6 9
D 6 9 4• 7 3
E 7 8 3 • 4
F 4 1 2 3 •
Volume Matrix: The Cube
Figure 14,




point-area matrix for the cube: the dual to the matrix given above,
takes the form shown in Figure 15.
0, F, 0, B, C, 0, 0, 0"
C, 0, F, 0, 0, D, 0, 0
0, D, 0, F, 0, 0, E, 0
F, 0, E, 0, 0, 0, 0, B
B, 0, 0, 0, 0, C, 0, A
0, C, 0, 0, A, 0, D, 0
0, 0, D, 0, 0, A, 0, E
0, 0, 0, E, B, 0, A, 0
(0, F, 0, B, C, 0, 0, 0) *
(0, 0, F, 0, 0, C, 0, B) *
(0, C, 0, F, B, 0, 0, 0) *





= (0, 0, F, 0, O, C, 0, B)
= (0, C, 0, F, B, 0, 0, 0)
= (C+F+B, 0, 0, .... )
= (0, F, 0, B, C, 0, 0, 0)
Volume Matrix Multiplication for the Cube
Figure 15.
In this example it can be seen that the vector chosen (1) corresponds
to row 1 of the volume matrix. It can also be seen that the result of
the first multiply does not give a vector (2), which matches with
column 1 of the volume matrix. In fact vector 2 does not match with
any of the* row or column vectors of the volume matrix0 However,
vector 3, the result of the next multiplication does match with
column 1. The consequence of multiplying this vector with the volume
matrix follows the same pattern shown in the case of the tetrahedron.
It would appear that when this form of correspondence appears, there
are only two further multiplications before the original vector is
restored, in this case (1) or (b). However, the cube is again a
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regular figure in that all its facets have the same number of sides,
so for the next figure an example was taken which had a different
number of sides to some of its faces:
0, B, 0, E, A
E, 0, C, 0, B
0, E, 0, D, C
A, 0, E, 0, D
B, C, D, A, 0_
(E, 0, C, 0, B) *
(B, 0, 0, E, C) *
M = (B, 0, 0, E, C)
| M = (0, B+C, E, 0, 0)
(0, B+C, E, 0, 0) * j~ M ~j = (0, E, C, 0, B)
(0, E, C, 0, B) * C M 1 = ^E+B' °' °' °'
Matrix Multiplication for a Square Based Pyramid
Figure 16
If the points which have been passed through during this sequence
of multiples are laid out in a table, relating them to the facets
which they belong to, the result is shown in Figure 17.
C B E
1) P3 P5 P1
2) P5 P1 P4
3) P2 P2 P3
4) m m P2
5) P5 PI m













It can be seen that the boundary of each of these facets has been
closed: in (4) for C and B, and in (5) for E. However, unlike the
previous example, vector (5) does not match vector (1). The reason
is fairly clear when the nature of the volume is considered: facets C
and B have three sides, whereas E has four sides, consequently it will
take 13 multiples to transform vector (1) back into itself. For
present purposes it is clear that to obtain the boundary links between
points in their correct order should only require one more multiple
than the number of links in the largest facet boundary. Loops with
a smaller number of line segments can be closed when the facet name
in the vector returns to the original position held in vector 1.
These volume matrices appear to be one step towards the objective of
finding a representation which unites into a single structure the
various elements which it may be necessary to name explicitly. If
the general form of the data structure discussed by Appel is con¬
sidered it can be represented by the diagram:
Volume Facet Line Vertex Coordinate
List List List List List







The argument for a separate vertex and coordinate list is very strong.
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However, if the pointers between the separate lists indicated above
are laid out for each individual element in any one of these lists
the number of links could be very large:




















The aim in developing the matrix form was to attempt to find a way in
which the natural order in which elements were stored, could be used
to reduce the number of links which must be explicitly stated in the
form of pointers. From the matrix it is possible to obtain the end
points of a line segment since they are symmetrically placed about
the main, diagonal of the matrix. If one point is A(i,j) then the
other end of the line is A(j,i). Given an area A all the adjacent
facets will contain entries in the A row or column of the Area-point
matrix. Similarly, the points which make up the boundary of the facet
A will be the entries in these rows or columns. The operations
discussed above will give these points in the order in which they occur
in the boundary line of the area. They will also give the order in
which facets occur round any vertex on the surface. The volume tags
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will correspond to the imtrix names, the facet and point names will
be the column and row identifiers for the matrix, and the pairs of
diagonal cells will define the lines0
Having established what appeared to be a reasonable starting point,
the next stage was to investigate the operations on volumes, using
this representation. Initially, only simple volumes are considered
to keep the problem from becoming too complicated0 If the matrix
form itself is considered, it is merely an indication of the links in
a graph. The geometrical properties of the object will depend on
the actual coordinates of the points, the form and shape of the lires
and the surface facets, so here the use of straight lines and plane
facets is not essential. However, it greatly simplifies the problem
to assume this, and the study of curved forms are reserved for a
later stage.
One of the properties of the matrix representation is the consistent
way direction and rotation are treated. This makes it possible to
distinguish the inside of a volume from the outside. If the space
inside the volume is given the property 'solid' then the space outside
is'not-solid'or void. To change a matrix form from indicating solid
inside to representing solid outside corresponding to the reverse
direction Appel uses for indicating polygon boundaries of holes
simply involves transposing the matrix. So that, for a tetrahedron: .
.
y< X J- • + >* X




* 0 c X
/
X • 0 Solids and Voids
X + 0 « + 0 X e




A void surrounded by solid tends to suggest a second boundary surface,
unless the whole universe is regarded as solid. To represent a hollow
box there are two possible forms. Either the two matrices for the
independent surfaces are left as separate matrices, or they can be
merged into a single matrix. This operation seems simple minded but
it will be seen that the opposite operations; the decomposition of a
large matrix into simpler component matrices may well be a valuable
space saving operation.
Given the appropriate geometrical relationships it is possible to
merge two or more matrices to give a new matrix describing a new
volume. The first example of this process to be considered, was the
2 /-
A 1 4 3 E 7 5 8
3 B 1 2
+
5 F 6 7
1 2 C 4 8 5 G 6
4 3 2 D 7 6 8 II
->
A 1 4 3
3 B 1 0c.
1 2 p 4
4 3 2 D
E 7 5 8
5 F 6 7
8 5 G 6
7 6 8 11
Merging Two Matrices
Figure 20.







A 1 4 3
3 B 1 2
1 2 C 4
4 3 2 D
Merging Two Volumes VI and V2
Figure 21
E 5 8 7
7 F 5 6
5 6 G 8
8 7 6 H
A 1 4 3
3 B 1 o
1 2 C 4
4 O 2 d
E 5 8 7
7 F 5 6
5 6 G 8
8 7 6 11
Stage I: Merge the Two Matrices
Figure 22
If the faces E and D are mirror images so that when they are brought
together in the correct orientation point 3 matches with point 7,
point 2 with point 5 and point 4 with point 8, it is possible to merge
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these two volumes so that faces E and D become totally contained
and can consequently be removed from the matrix description.
A 1 4 V 3
3 B 1 r 2
1 2 C 4 4
"*F™ 3 2 L
1
T
1 2 4 o
1
1 3 a F 2 6
t
\y 2
r 6 G 4
4
- — - ■4 3 6 H
Stage II: Remove Internal Faces from iVfatrix
Figure 25
In merging the two tetrahedra, points 5, 8, 7 no longer exist,
becoming 2, 3, 40 In the same process rows and columns representing
facets E and D also vanish. However, if they were merely erased then
points 2, 3, 4 would only occur twice each, in the resulting matrix,
but in the accompanying volume diagram it can be seen tliat these
points are each linked to four other points. In fact these displaced
points are relocated in the new matrix by a very simple procedure:
consider point 4: it is located in V(A,D) and V(D,C) in the first
matrix and in V(D,H) and V(G,E) in the second matrix; these can be
merged using matching indices to give V(A,D)+V(E,II) >V(A,H) and
V(G,E)+V(D,C) >V(G,C). The resulting matrix becomes:
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A 1 4 3
3 B 1 2
1 2 C 4
3 F 9 6
2 6 G 4
4 3 6 H
6
New Matrix Description for Volume V1+V2
Figure 24.
It is clear that finding two tetrahedra which can be matched in this
way is very unlikely. However, by operating in a way that uses tetra¬
hedra as building blocks it is possible to define the second volume as
a reflection of the original volume in its base plane or merging plane.
The creation of a reflection volume requires two operations; firstly,
the transformation of the point coordinates which may or may not
require new tags, and secondly, transposing the original uatrix, and
the adoption of new facet names. The reason for transposing the






The direction taken round the boundary of corresponding facets is
opposite in terms of corresponding points. This building process
becomes:
a) Transpose the matrix
b) transform the coordinates of the points giving
new tags where necessary
c) rename the newly formed facets
d) merge the two matrices as described above
If this process is used to constructa more complex object from tetra-
hedra the resulting surface of this object will naturally be tri¬
angulated o In many cases this would appear to be an advantage, in
particular where plane facets are being assumed and it is necessary
to relocate one pointo For a fully triangulated surface the con¬
sequences of changing the relevant coordinate are simpleo
The volume matrix need not be modified, merely the coordinate in the
coordinate listo Where one of the facets that contains the moved point
in its boundary', has more than three sides the situation is more com¬
plex. Either a new edge has to be added, which means operating on the
volume matrix or a curved or bent surface lias to be accepted0
(Figure 27 1.




If the second strategy is adopted in order to retain plane facets
the operation on the volume matrix requires the extra edge N/A
to be created arid the new face No
Triangulate the Surface
Moving a Vertex on a Non-triangulated Surface
Figure 27.






Taking a square based pyramid as the starting volume this process can
be demonstrated in the following wayD If point 6 is to be moved, then
a new facet H must be created, as well as a new edge A/H0 The point 6
will be in the boundary of H but no longer in the boundary of A.
Consequently, locate the occurrences of 6 in the rows and columns of
A and relocate them in II in the following way:
6: V(A,G) >V(H,G)
6: V(F,A) >V(F,H)
The other points which need to be included in the boundary of H will
be the points at the other end of the lines ending in 6 which occur
in A:
V(G,A) : 4 »V(G,H)
V(A,F) : 3 »V(H,F)
However, these two points will still occur in A as the line A/H.
V(G,A) : 4 >V(H,A)
V(A,F) : 3 >V(A,H)
Diagrammatically these operations are shown in Figure 29.
The opposite procedure can be carried out in a corresponding manner.
Given the final figure from the previous example - two merged tetra-
hedra. Merging faces A and H means that line A/H will be removed and
consequently the points 3 and 4 in V(A,H) and V(H,A)„ It also means
that the face H must be removed. As before, this means relocating the
points in the row and column of H after A/lI has been discarded,, This
is done using the indexes of the location of these points in the
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A 1 4 \ \ s° / A 1 4 3
3 B 1 2 ! I 3 B 1 2
1 2 C \
f





r) * / 3 F 2 6
A J?-_. AI G_! , 2 6 G 4
-0 o 6L H 4 3 6 H






6: V(H,F)-—^ V (A, F)
Diagrammatically:
A 1 4 Fi n
;












1 9 c 4
K 2 6 t /JJ , 6 3 F 2
/ ✓





Continuing with the theme of volume construction using tetrahedra as
building blocks, the second way in which an appropriate tetrahedron
may be merged with an existing volume occurs in the following
situation:
Merging Volumes on Two Faces
Figure 61 .
As in the previous case, it will be possible to create V2 before
merging it with VI. However, there seems to be a more direct approach.
If the line 1/6 is included in the volume matrix for V1 instead of the
existing line A/H in this case 3/4, then with the correct adjustments
within the matrix, faces A and H will cease to be the internal faces
lost by the merge but will become the new faces on either side of 1/6.
Whether A/H is 1/6 or 6/1 is an arbitrary initial choice. However,
once it has been made the rest of the procedure can be carried out
automatically and can be expressed diagrammatically by the matrix
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A 4 6 1
B 1 2 3
1 2 C 4
3 F 2 6
4 2 6 G
6 1 3 H
A 1 3 6
3 a 1 2
2 C 4 1
6 3 F
-
2 6 G 4
1 4 6 H
Matrix Operation: Merging Two Volumes
Figure 52
Expressing the first of these diagrams as a sequence of operations on
the contents of matrix cells, gives the result shown in Table 4.






































In this sequence the only operation which has not been included,
because it does not depend on the value of indexes, occurs between.
2 and 30 To locate cells V(A,B) and V(H,G), it is necessary to find
which cells in the rows and columns of II and A contain the points 1
or 60
The inverse of this operation turns out to be the identical process.
In this case it would merely be applied to the substitution of the
line 1/6 by the line 3/4. However, the location of the points
1,3,4,6 in space would make the volume being added a void, so that
in effect this is equivalent to volume subtraction.
Having considered several simple operations on snail well behaved
volumes, the next question was to consider what the limitations on
this form of representation might be. The general properties which
had emerged from the operations investigated so far can be summarised
in the list:
a) Since a point can only act as one subcomponent of a facet its tag
will only occur once in any row or column.
b) In a matrix V, V(i,j) and V(j,i) are the end points of a straight
line segment, consequently the order of points in a facet row
vector-will not be the same as its column vector.
c) Both row and column vectors of a facet will contain the same set of
point tags.
d) For straight line segments a point tag will appear at least three
times in the whole matrix.
e) The occurrence of a particular point tag can be ordered using its
matrix position indexes in the following way:
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V(n,m), V(m,1), V(1,k) V(b,n)
If the row and column vectors are ordered in the appropriate way









Pattern of Entries for a Vertex
Figure 35
f) The multiplication of a row vector by the matrix will give the
next set 'of points in the respective facet boundaries.
g) The order of rotation about a face is reversed by transposing the
matrix, so that where inside/outside is established for a particular
matrix, transposing the matrix converts this to outside/inside.
h) The real rotation defined by this order in the matrix is established
by the location of the named points in space. For example the same
order p , p , p can represent both outside/inside and inside/outside,
j ^ O
as the two triangles demonstrate:




i) The rotation and translation of an object requires its points to
be transformed, but the matrix is left unaffected,
j) Single reflections of an object require both that its points be
transformed, and that the matrix be transposed.
The first difficulties with this structure appeared when it became clear
that the creation of more complex object descriptions could lead to a
breakdown in the simple relationship, necessary to use the matrix form:
that the two point or two facet composite names for a line segment would
only define one line segment.
It had been realised that the use of curved lines approximated by a
series of straight line segments would give any number of points;
however, such a line would only have two end points. It had also been
realised that a closed loop starting and ending with the same point
would create difficulties. However it was assumed that the definition
of volumes constructed from plane faces would not lead to either of








which first demonstrated the problem. The line A/B was composed of
two separate segments 1/7 and 8/3. What is more, if A and B were
planes, these would be segments from the same straight line.
This led to a re-examination of the problem of loops and line arcs to
see whether there was not some consistent way of expressing them in
this matrix form. If a loop is considered on tJie surface of a sphere







Volume Matrix for a Single Edge
Figure 36.
When two lines on a surface, linking two points are considered the
result could be expressed in the form shown in Figure 37.
B
A A 1 2
2 1 B B
Area/Vertex
1 1 A B
B A 2 2
Ve rtex/Area
Volume Matrix for Two Edges
Figure 57.
If the same approach used in Figure 37 is applied to the naming problem
which occurs in forming a volume matrix for the volume shown in Figure 35
then two columns for A and B would be necessary. If the two columns
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A A 1 8 7 5 2 5
7 3 B B 6 8 1 4
5 7 C 6
8 6 5 D
1 E 2 9
2 9 F 3
4 1 G 9
3 9 4 H
Volume Matrix Line Naming Problem
Figure 58
for A and B are regarded as anything more than a convenient way of
putting two values into one cell, then the matrix ceases to be square,,
However, if the entries in B/A and A/B are regarded as 7+3 and 1+8 in
the sense used in the matrix multiplication already described, then the
same multiplication process can be applied to this matrix to order the
points round a boundary, and to order the facets round a vertex as shown
in Figure 39.
A B c D E F G H A B C D E F G H
1. (o, 1, 0, 0, 0, o, o, 0) . o , 1+8, 7, 5, 2, 3, 0, 0~ B
7+3, o, 6, 8, 0, o, 1, 4 1
2. (o, o, 0, o o o, 1, 0) 5, 7, o, 6, 0, o, 0, 0 G
(o,
8, 6, 5, 0, 0, o, 0, 0 i
30 o, 0, 0, 1, o, o, 0) 1, o, o, 0, 0, 2, 9, 0 E
(1, 0)
2, o, o, 0, 9, o, 0, 3 i
4. 0, 0, o o s« o, o, o, 4, o, 0, 1, o, 0, 9 A
P, 3, o, 0, 0, 9, 4, 0_ I
5. (o, 1, 0, 0, 0, 0, o, 0) B
Circuit Round Vertex 1
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1 2 3 4 5 6 7 8 9 1 2 3 4 5 6 7 8 9
1. (A, 0, 0, 0, 0, 0, 0, 0, 0) . 0, E, 0, B, 0, o, A, 0, G" 1
A, 0, F, 0, 0, o, o, 0, E I
2. (0, 0, 0, 0, 0, 0, A, 0, 0) 0, A, 0, II, 0, o, o, B, F 7
G, 0, B, 0, 0, o, o, 0, II
30 (0, 0, 0, 0, A, 0, 0, 0, 0) 0, 0, 0, 0, 0, D, c, A, 0 5
0, 0, 0, 0, c, o, B, D, 0 <1
4. (0, 0, 0, 0, 0, 0, 0, A, 0) B, 0, 0, 0, A, c, o, 0, 0 8
0, 0, A, 0, D, B, o, 0, 0 1
5. (0, 0, A, 0, 0, 0, 0, 0, 0) E, F, II, G, 0, o, o, 0, 0 3
0, 0)60 (0, A, 0, 0, 0, 0, 0, 2
1
7. (A, 0, 0, 0, 0, 0, 0, 0, 0)
4
1
Circuit Round Facet A
Figure 39.
Which suggests that this form can still be used, if the storage of more
than one value in a cell can be iranaged in a convenient way. There
seem to be several approaches which can be taken to this problem. One
of these has already been mentioned, and consists of not creating
problem volumes. If the surface of the object is fully triangulated
then it is impossible for this difficulty to arise. The price which
has to be paid for taking this approach is the extra space required to
store all the extra facets. An alternative way is to triangulate merely
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2 ! 9 F 3
4 1 1 G 9
3 !




Iliis can be done by the following sequence of operations:
a) When a duplicate entry is found store it, in this case A/B:l/7,
b) Complete the remaining entries.
c) Create a new row and column for K and enter A/K with 1/7.
d) Locate 7 in B, (or 1 in B) : V(C,B):7
e) Perform the Index operations:
V(C,B):7* >0 V(C,K) >7 V(K,C)
V(B,C): 6 >0 V(B,K) >6 V(K,C) >6
A 8 7 5 2 3 1
3 B 8 1 4 6
5 C 6 7
8 6 5 D
1 E 2 9
2 9 F 3
4 1 G 9
3 9 4 II
7 1 6 K
Volume Matrix: Triangulation
Figure 41
When drawing the graph of the edges of a tetrahedron each of the diagrams
a, b, c are equally valid forms. In a the base plane is treated as though
it were a large closed surface, a section of which can be shown in the
diagram outside B, C, and D. Similarly, in b two facets B and A become
part of this surface. While c is the conventional projected drawing
showing the true geometry of the tetrahedron. It is only when a 'semi-
island® of the form b occurs, however complex its internal facets might
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be, that the line naming problem arises. The solution is to isolate
the section of the edge graph which is linked by only two lines to the
rest of the graph.
A third approach was based on the following observations:
The Naming Problem and Islands
Figure 42.
This can be done very simply when a conflict of the form: A/B:l/7 and
A/B:8/3 occurs, by swapping the appropriate points round to give A/B:l/3
and A/B:8/7. Two new faces need to be added to the matrix to represent
the back of the newly created tetrahedron: I , J, . If A/B is taken as
a b
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The Nnruing Problem and Islands
Figure 45
a) Locate points 1 and 3 in rows or columns of A and B**
b) By using indexes carry out the operations:
** V(A,F): 3-—*>0 V(l,F)——> 3
V(F,A): 2-—>0 V(F,I)-—*2
** V(E,A): 1 ——>0 V(E,I)-—1
V(A,E): 2 ——>0 V(l,E)——> 2
** V(B,G): 1 ——>0 V(J,G)——* 1
V(G,B): 4 -±0 V(G,J)——> 4
** V(H,B): 3~->0 V(H,J) —> 3
V(B,H): 4 ——*0 V(J,H)——>4
The operations marked by a double asterisk require a searching
procedure to find the cell with the given value. Once this has been




A 8 7 5
7 B 6 8
5 7 C 6
8 6 5 D
E 2 9 1
9 T?I 3 2
1 G 9 4
9 4 H 3
2 3 I 1
• "1 4 3 J
Volume Matrix Partition; Naming Problem
Figure 44.
The solution to the naming problem illustrated in Figure 43
results in a volume with two separate surfaces, which is indicated
by the way the matrix can be partitioned. Further investigation of
this solution is presented in the next chapter which discusses
volumes which require multiple surface descriptions.
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In this Chapter the matrix structure which was examined in the previous
Chapter as a way of representing simple volumes is applied to more
complex examples. The starting point for this investigation was the
'naming problem', and the way it could be removed by partitioning the
original matrix. Though this process was attractive at first sight,
there were a variety of difficulties which emerged which depended on
the geometry of the surfaces of the volume. Even though plane faces
were assumed to simplify the overall problem, it was found that the
partitioned matrix could be defining one of two physical objects.
These are shown in Figure 1 , the two views from above in diagram 1
and 2_illustrating the differences.
Two Interpretations of a Partitioned Matrix
Figure 1
Without including the coordinates of vertices in the volume description
it is not possible to decide whether the second volume is, in effect,
being subtracted from the first volume or being added to itc The










The corresponding matrices for diagram 2 would represent the solid
and void shown in Figure 3.
Second Interpretation
Figure 3.
Whether the change which partitioning the matrix produced in the volume
description was important, seemed to depend on the way in which the data
structure was to be usedo If the volume content of the object was
wanted, then it did not matter which form of description was usedo On
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in Figure 3 when preparing output drawings0 Hidden line removal
would require a specially designed procedure to remove front facing
surfaces from volumes which were voids® This problem is discussed
in greater detail in the Chapter on Graphic Models because the idea of
volume subtraction was too important to discard. It was necessary to
have voids to conveniently define a hollow box®
If the operations discussed in the previous Chapter are quickly
reviewed, it is possible to summarise them in the following way®
When describing a hollow box, it was stated that its two surfaces






This is the simplest example of a hole® An island can be expressed in
the same way, except that the two surfaces are not nested. Simple holes
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The composite matrix corresponding to either of these two situations
can be taken as the definition of a single object0 In the previous
Chapter it was on a matrix of the form V3 in Figure 4 that simplify'
ing operations were carried out to create a new matrix of simpler or
more appropriate form,, The 'whole sequence of these constructional
operations are summarised in Figure 6.
appropriate form for the matrix representation
create the line-naming problem, and this could
such a matrix by the reverse sequence shown in
Matrix Rcducation
Figure 6.
The creation of the most
of a volume was found to
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Returning to the volume shown in Figure 1 , it is attributing
'substance' to these volume descriptions which provides the distinction
between the forms 'island' and 'hole'. If a particular matrix is called
solid, in other words the directional property of 'inside' shown by
these matrices has been associated with the property solid, then the
transpose matrix, where this property is reversed, represents a void.
If the operations between matrices representing solids and voids are
illustrated in the way shown in Figure 8 , where the solids have the
lower triangle shaded, and voids the upper triangle shaded, then an
equivalence between the addition of a solid and the subtraction of a




The Addition and Subtraction of Matrices
Figure 8.
The interpretation of this addition and subtraction if it is extended
to include the addition of two solids which are defined by nested
surfaces, must be made in terms of boolean algebra, since the only
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reasonable result is a new solid.
For two nested surfaces: where surface 1 is outside surface 2
SOLID 1 + SOLID 2 > SOLID 1
SOLID 1 + VOID 2 -> SOLID 1 - SOLID 2
and for two independent surfaces:
SOLID 1 + SOLID 2 » SOLID 1 + SOLID 2
SOLID 1 + VOID 2 > SOLID 1
The implicit assumption which has been made so far in these operations
is that the two surfaces do not cut each other in space. The problem
which occurs when they do can be seen in the diagram in Figure 9.
a o r> Ia _i_n ff. (\ (y)
Double Counting
Figure 9.
Including the two surfaces of A and B in the same matrix would imply
that any operation which can be performed on A or B separately is
equally valid when carried out on the composite matrix of A+B. One of
the operations which can be carried out on A is to calculate its volume
content. If the same process were to be applied to the composite
matrix of A+B the answer would include the volume of A.B twice.
282
VOLUMES WITH MULTIPLE SURFACES
This demands an investigation of the ways in which composite matrices
can be created for volumes whose surfaces come into contact or cross.
The simplest case occurs where two volumes have co-planar faceso If
this does not occur through construction it may be necessary to cope
with it happening as a result of moving a volume from one place to
another. Where the vertices and edges do not touch or cross the






A 1 4 3
3 B 1 olU
1 2 C 4
4 5 2 D
A 5 8 7
7 E 5 6
5. 6 F 8
8 7 6 G
A 1 4 3 5 8 7
3 B 1 2
1 2 C 4
4 3 2 D
7 E 5 G
5 6 F 8
8 7 6 G
Two Volumes with a Common Face in Contact
Figure 10.
Form 'a' is preferred to form 3b® to avoid the line-naming problem.
The situation which occurs where two facets of one volume are in
contact with two facets of a second volume has already been demonstrated.
Here again the partitioned matrix is preferred to avoid the line-naming
problem.
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One, Two, and Three Face Contact
Figure 11
Even when two objects only have one plane in contact, if no constraint
is placed on the shape or positioning of the two volumes there are many
possible geometrical relationshipso Consider the simple cases shown
in Figure 12.
Volumes with a Common Face and Overlapping Edges
Figure 12.
If the description of this object is left as two separate matrices, then
there will be eight triangular faces. However, if an attempt is made to
form the composite matrix then the shaded area on surface A and the
corresponding area on surface II first of all has to be defined and
secondly removed. This involves locating the points P9 and P10
(Figure 13)0
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Points of Intersection on Edges
Figure 15.
In the ensuing manipulations of the volume data structure the line
segments 9/2, 2/10 will need to be changed from A/B and A/C to Il/B
and Ii/C and the new segment 9/10 created as H/A„ The subsequent
book-keeping will also have to set up the line segments 5/9, 10/7,
9/1, and 10/3. In simple cases this can be done using similar index
operations to those described above0 When more complex situations
occur it would seem to be a better approach to leave objects with a
common plane or common planes as separate objects.
A summary of the operations which will need to be performed if the
creation of the composite matrix is required for volumes with one or
more surfaces in contact, can be given in the following way:
Complete Islands and Holes
Figure 14.
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Complete Islands and Holes
If face A and B are merged, where A is greater than B, then all lines




If faces A and B are merged, where A is greater than B, then the tangent
point or points must be entered into the lines A/*. Facet B must be




If faces A and B are merged, where A is greater than or equal to B, then
B can be removed. The points of the boundary of B which lie on the
boundary of A where they do not already exist in the description of A
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must be added to Ac The tangent line segments with labels A/* and B/S)
must be renamed */a)0 The non-tangent sections of the boundary of B,
named B/* must be renamed A/*.
Figure 17.
Edge Intersections
Where faces A and B are merged, the number of intersection points in the
boundary of A or B will always be a multiple of 2. This is discounting
the normal problems associated with intersection counts, when a line
segment cuts a line arc at one of its vertex points. Neither face A
nor face B will be totally removed0 The intersection points PI and
P2 must be found and entered into the boundaries of both A and B0
Overlapped line segments with the labels A/* and their corresponding
segments labelled B/a) must be renamed */a), while line segments labelled
A/* and B/* which bound areas of A and B which have been lost in the
merge must be renamed B/* and A/* respectively.
Multiple Tangents and Intersections
Where there are more than two intersection points or more than one
tangent then it is possible for the merging faces to be divided into
isolated patcheso This nay well require new names to be defined.
287
VOLUMES WITH MULTIPLE SURFACES
Multiple Tangents and Intersections
Figure 18
It is not necessary for line-naming problems to occur but, on the other




The number of new names will depend on the particular case. The
number of subdivisions created by intersections and tangents can be
given by the expression
n + r
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where n is the number of intersection points and r is the number of
tangent points. Since two of these facets existed initially, the
number of new facets which have to be created can be given by the








Relationship between Tangents, Intersections and New Facets
Figure ?o
Other situations which may be affected by the desire to use component
matrices where possible over composite matrix forms have to be con¬
sidered. It is possible for two volumes to be in contact in a variety
of ways without actually intersecting. It is necessary to review these
in a systematic way to ensure that none of them creates problems. The
corresponding situation when processing polygons occurs where two loops
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have a point in common. Where polygon boundaries are created auto¬
matically as the output from other processes: as a stream of points,






The various forms of contact between volumes can be illustrated in
the following way:
Polygons with Point Contact
Figure 21.
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Different Volume Volume Contact Conditions
Figure 22.
Since closed loops with a single point are not represented in the matrix
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form, the three conditions of vertex contact will not create diffi¬
culties by themselves. The edge contacts may or may not create
difficulties depending on how they are created,, Since an edge is
represented in the dual way A/B and Pj/P2 there are two possible ways
in which an edge from one volume may affect the description of another
volume. The first is by unnecessary points appearing in the matrix. The
second is more important in that greater care is needed to make sure the
procedure's bookkeeping is correct,, In this case the edge names may be
formed from facets from both volumes.
Edge Naming where Volumes are in Edge Contact
Figure 23.
In the case shown in the diagram in Figure 23 line P-j/p,-, can he labelled
as A/C and B/D as correctly as A/B and C/D„ This result could well arise
from all the cases from 4 to 10, though in 8 and 10 it is more readily
detected and removed. The facet/facet contact has already been discussed.
Case 15 is the island or hole condition, 13, 16 and 12 the tangent situ¬
ations where 12 shows the merging of identical faces„ 11 and 14 show the
two and four boundary intersection conditions.
All these situations consider solids with external contact. Where
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B Solid
A Void
Interaction of Solid and Void
Figure 24.
internal contact and solid void combinations are considered it leads
into the problem of crossing surfaces and of volume intersection. It is
likely that edge and face coincidence will be just as important in this
case, particularly in the kind of situation shown in Figure 24.
4
VI
A 1 4 2
4 B 3 1
2 4 C 3
1 3 2 D
V2
W 5 7 6
6 X 5 8
5 8 y 7
7 6 8 z
Two Tetrahedra: Volume Intersection
Figure 25.
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Taking a simple case to start with, consider the intersection of the
tetrahedra V1 and V2 shown in Figure 25. if volume V2 penetrates
volume VI so that^point 8 lies inside VI, and line 8/5 cuts facet
A at a, line 8/6 cuts facet A at b, and line 8/7 cuts facet A at c,
then it should be possible to obtain the union or intersection of
these two volumes from this information using matrix manipulations:
The first objective is the union of V1 and V2 which is illustrated
in Figure 26.
Having formed the composite matrix VI + V2, the first stage is to
5
The Union of V1 and V2
Figure 26.
remove point 8, since it will no longer be a surface point. Where 8
occurs in this matrix, the appropriate new point from a, b, c will
have to be inserted to define the lines a/5, b/6, and c/7 as Y/X, X/Z,
and Z/Y respectively. After this the remaining operations should depend
on bookkeeping operations to give the matrix a correct structure.
The bookkeeping operation depends on the matrix property that the
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A 1 4 2
4 B 3 1
2 4 C 3
1 3 2. D
W 5 7 6
6 X//V 5 b
5 a Y 7
7 6 c Z
Replacing the Lost Vertex '8'o
Figure 27.
where Y/X has cut plane A means that the following operations are also
necessary:
V(X,A)- >-a and V(A,Y) >a
similarly:
V(X,Z) >b





where Z/Y has cut plane A
V(Y,A) >c
V(A,Z) »c
Since in this case all the new entries V(*,S) have matching entries
V(s,*) the final matrix becomes:
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A 1 4 2 b a c
4 B 3 1
2 4 C 3
1 3 2 D
W 5 7 6
a 6 X 5 b
c 5 a Y 7
b 7 6 c Z
The Complete Matrix for VI + V2
Figure 28.
In the previous example only lines from one of the volume descriptions
were cut by the other volume» If the relationship between V1 and V2 in
space had been that shown in Figure 29, then following the previous
procedure:
V(Y,X) >a
line Y/Z intersects plane A: V(X,A) »a, V(A,Y) »a
V(X,Z) >b
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line X/Z intersects plane D: V(Z,D) >b, V(D,X) >b
V(Z,Y) > c
line Z/Y intersects plane B: V(Y,B) *c, V(B,Z) >c
Once this has been done the matrix entries: V(A,X), V(Y,A), V(D,Z),
V(X,D), V(B,Y) and V(Z,B) have not been accounted for. If these
entries are ordered using the indices, the result is:
V(A,X), V(X,D) which requires V(D,A)
V(D,Z), V(Z,B) which requires V(B,D)
V(B,Y), V(Y,A) which requires V(A,B)
V(D,A), V(B,D), V(A,B) already contain the point 1. This point lies
inside V2. Apparently, this fact has been deduced without having to
test the lines of V2 against the facets of V1. The actual points which
will replace 1 still have to be calculated, but it would appear to be a
matter of finding the intersection of D/A with X, D/B with Y, and B/A
with Z. If these points are named f, e, and d respectively, then the
composite matrix for the union of V1 and V2 will be that shown in
Figure 30.
A d 4 2 f a
4 B 3 e d c
2 4 C 3
f 3 2 D b e
W 5 7 6
a f 6 X 5 b
d c 5 a Y 7
e b 7 6 c Z
Volume Matrix for VI + V2, shown in Figure 29.
Figire 30.
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If the volumes are arranged in the following way it can be seen that a
line-naming problem will arise.
4
Third Relationship of VI and V2
Figure 31 .
If the lines of V1 are tested against the facets of V2 then the problem
will become immediately apparent. However, if V2 is tested against V1
it will initially appear to be a similar case to the previous example:
V (Y ,X) *a
line X/Y intersects plane A: V(X,A) >a, V(A,Y) > a
V(X,Z) >b
line X/Z intersects plane A: V(Z,A) >-b, V(A,X) >-b
V(Z,Y) >c
line Z/Y intersects plane B: V(Y,B) >c, V(B,Z) >c
However, when sorting the unmatched cells:
V(B,Y), V(Y,A) which requires V(A,B)
V(A,Z), V(Z,B) which requires B(B,A)
This would mean that both end points of A/B would be overwritten if the
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same approach were adopted as before.
Until it was shown to be insufficient by itself, this situation was
used to indicate the existence of the naming problem. On one hand,
neither V(A,B) nor V(B,A) could be overwritten without making the matrix
incorrect. On the other, the naming problem and this situation could both
be solved by creating the new face names la and Jb. To achieve this, all
previous entries into A or B had to be transferred to la and Jb respect¬
ively. If tests for the naming problems had been carried out before
any new entries into the matrix were made, it would have saved having to
transfer these entries when new face names were found to be necessary.
If the tv/o new points required are called d and e, the composite matrix
becomes:
A 1 4 2
4 B 3 1
2 4 C 3
1 3 2 D
• i 5 7 6
6 V/V 5 b a
5 a Y 7 d c
7 6 c Z b e
b a e I d
d c e J
The Naming Problem: VI -i V2 as a Partitioned Matrix
Figure 52.
This partitioned matrix represents the two separate objects shown in the
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diagram. When the naming problem occurs simultaneously for both objects
Volumes which Correspond to the Partitioned Matrix
Figure 33.
the problem is treated in a similar way0 An example of the ray this
situation can come about is shown by the two volumes:
5
A Double Naming Problem for V1 + V2
Figure 54.
If V2 is tested against VI it will be found that line Y/Z, 7/8 cuts
face A in d, and face C in c; so creating a naming problem for Y/Z.
If new faces M:Y and N:Z are defined, then:
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V(M,N) >d
M/N cuts face A at d: V(N,A) >d, V(A,M) > d
V(N,M) >c
N/M cuts face C at c: V(M,C) >c, V(C,N) >c
This gives the unassigned cells:
V(M,A), V(A,N), V(N,C), and V(C,M)
which when they are ordered define the new point.s:
V(A,N), V(N,C) .... V(C,A): point a
V(C,M), V(M,A) .... V(A,C): point b
This identifies another naming problem so, setting up the new facet
names - I:A and J:C - the new composite matrix becomes:
A 1 4 2
4 B 3 1 V1
2 4 C 3
1 3 2 D
•
W 5 7 6
6 X 5 8 V2
5 8 Y 7
7 6 8 z
N c d a
d M b c
a d I b
V1 «V2
c b a J
Partitioned ?.iatrix for the Volumes with a Double-Naming Problem
Figure 35.
It is interesting in this example that the composite matrix has been
partitioned into three sections, each representing a tetrahedron. The
original two volumes are present in the first two submatrices, and the
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third matrix is the complement of the intersection of these two. This
is an approach which could be used to define the union of any volumes,
and is a subject which is returned to at a later stage0
These experiments have assumed that the intersection points on the
edges of the second volume are effectively defined once the intersection
points for edges of the first volume have been foundo This has been
true for the examples chosen but is not always going to be true0
Another problem to be resolved is to find out what happens to internal
points of the second volume, when there is a large number of them0 The
following example was considered to determine whether these points could
also be removed by simple matrix bookkeeping procedures.
Consider the volumes V1 and V2 orientated in the following way:
5
Figure 36.
If V2 is tested against V1 it will be found that line 5/8 cuts A at a,
6/8 cuts B at b, and 7/8 cuts D at d.
V(Y,X)' >af V(X,A) >a, V(A,Y) >a
V(Z,Y) >d, V(Y,D)' >d, V(D,Z) >d
V(X,Z) »b, V(Z,B) »b, V(B,X) >b
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Re-ordering the diagoaal cells to define the remaining points:
V(A,X), V(X,B) requires V(B,A) : e
V(D,Y), V(Y,A) requires V(A,D) : f
V(B,Z), V(Z,D) requires V(D,B) : g
Since there are no naming problems the matrix is transformed by these
entries in the following way:
A 1 4 2
4 B 3 1
2 4 C 3
1 3 2 D
17 5 7 o
6 X 5 8
5 8 Y 7
7 6 8 Z
A 1 4 f e a
e B 3 1 b F
2 4 C 3
1 g 2 D f d
IV 5 7 6
a e 6 V/V. 5 b
f d 5 a Y 7
b g 7 6 d Z
Stage I, Insert New Points
Figure 37.
It can be seen that e, f, g have replaced points 2, 5, 4 in the VI
submatrix, quite correctly when the diagram is examined. However, these
points are still represented in the final matrix. These remaining
entries need to be removed. If the column positions of the substituted
points in V1 are used to create a vector of these points, then the matrix
multiply will locate all the remaining occurrences of these points.
What this is doing is to follow the facets in the order in which they
occur round these points. It can consequently be used to systematically
remove all the entries of these points in other facet descriptions.
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= (2, 4, 0, 3) (2)
J , 8, 2, 0. = Starting Position
"0, 1, 4^ 4 " "0, 1, 0, 4"
e, 0, 3, 1 0, 0, 0, 1
(2, 4, 0. 5) 0, 0, 0, 0
.1, g, 0, 0. ^ » g» 2, 0 J
Stage II, Removing Internal Facets
Figure 58
What is not shown in this example, but which is fairly obviously going
to be true is that all the facet rows and columns which have points
deleted from them by this process, but which are not the rows containing
the original substituted points, can also be deleted. This fact can be
used to simplify this garbage collection procedure. Once the first
multiplication has been completed it simply becomes a natter of system¬
atically deleting rows and columns. This gives the final matrix for
V1+V2 shown in Figure 39.
A 1 f C a A 1 f e a
e B 1 b g e B 1 b g
f 1 g D f dV
->1
cr
<■> u f d W 5 7 G
W 5 7 6 e a 6 X 5 b
a e 6 X 5 b
■r-
i d 5 a Y 7
f d 5 a Y 7 b g 7 6 d Z
b g 7 6 d "z
Final Matrix with All Internal Facets Removed
Figure 39.
This example is not the only case where the simple procedure adopted for
the earlier examples must be extended. If the two tetrahedra V1 and V2
304
VOLUMES WITH MULTIPLE SURFACES
are related to each other as shown in Figure 40 though it is possible
Volume Relationship which Creates Difficulties
Figure 40
to carry out the first stage as before, the second stage breaks down.
If VI is tested against V2, then it will be found that line 2/4, C/A,
cuts face Z at a and also face W at b. This indicates a naming problem,
so, defining the new face names IC: C and IA: A, these points can be
entered in the usual way:
8 2
6
V(IC,IA) >a, V(IA,Z ) >a, V(Z,IC) ^a.
V (IA, IC) »b, V(IC,W) >b, V(W, IA) >b.
The Alternative Volume Relationship
Figure 41 .
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However, the next stage would give:
V(W,IC), V(IC,Z) .... V(Z,W)
V(Z,L\, V (IA ,W) .... V(W,Z)
This suggests that there is a naming problem and that line Z/>V is cut
by VI. Though in this case there will be a naming problem it cannot be
assumed that Z/W is cut or that there is a naming problem from the
information so far obtained by testing VI against V2 because the volumes
could be in the relationship shown in Figure 41.
It can be seen in this diagram that line Z/W is not cut by volume VI.
Moreover, had V2 been a square based pj'raroid in the position shown in
Figure 42 then line ZW would not exist. It is still possible to apply
Further Difficulties
Figure 42.
the same approach adopted in the previous examples to this extent: all
the edges of the facets Z and IV must now be tested against volume VI.
Consequently, the information gained in the first set of tests will still
reduce the number of tests but V2 must be tested against VI. In this
306
VOLUMES WITH MULTIPLE SURFACES
case the tests will show that: Z/Y cuts facet A at e and facet C at h,
and Y/W cuts A at f and C at g. This identifies two naming problems,
so renaming: Z:IZ, Y:IY, IV: IW:
V(IZ,IY) —~>h, V(IY,IC) ——>h, V(IC,IZ) ——
V(IY,IZ) ——>e, V(IZ,IA)——>e, V(IA,IY) ——>e
v(rY,r.v)——>g, V(IW,IC)——>g, V(IC,1Y)——^g
V(IW,IY) —— V(IY,IA)——>f, V(IA,EV) — -^f
A 1 4 2
d B 3 1
2. 4 C 3
1 3 2 D
W 5 7 6
6 X 5 8
5 8 Y 7
7 6 8 Z
IA b f e a
a IC b g h
b g TV f
f h g IX e
e a h IY
Complete Matrix
Figure 43.
which gives the final correct form to the matrix shown in Figure 43.
This example reopens several problems which had apparently been resolved.
In particular, the renaming operation is more complex than was first
thought. The issues are high-lighted by the comparison of the two
composite volumes (a) and (b):
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Variation to the Naming Problem
Figure 44.
In the case of (a) there was no alternative to the creation of the
complement of the intersection of volumes A1 and A2; whereas in (b)
there are two approaches to the way in which the renaming can be carried
out.
2 B1
Volume with Alternative Solutions to the Naming Problem
Figure 45.
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It can be seen from the diagram that lines: 1/4, 2/3, 8/12 and 7/11
will each be cut to give naming problems0 This can be solved by the
approach taken in a previous example: the creation and subtraction of
the volume of intersection of B1 and 1320 However, if the exploded




The naming problem arises for the lines B/A, A/C, G/F, arid F/J0 It can
also be seen that this has come about because facets A and F have been
divided into two separate zones. In the previous case, the situation is












VOLUMES WITH MULTIPLE SURFACES
problem in Figure 44 are subdivided in this way0 This means that in
the current case, instead of having to create all the new facets
necessary to define the intersection of B1 and B2: IA, IB, IC, IG, IF,
IJ; merely the extra zones of F and A need new names. Not only does
this resolve the naming problem, but also, it permits the composite




A a 2 1 b
1 B 4 5 d g h a
b C 6 2 3 e c f
5 3 D 6 4
2 1 6 5 E
4 c 3 IA d
h IF 8 7 9
f F e 12 11
d e c h 1 2 G 8 10
8 10 il 9 7
11 12 10 I 9
a g b 7 f 9 11 J
Volume Matrix using Alternative Naming Strategy
Figure 49.
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In this case neither the partitioned nor the unpartitioned form of
matrix seems to be intrinsically better or worse than the other.
However, when the interaction of the two volume descriptions: V1 and
V2 in Figure 50 are considered, it is clear that the creation of the
Volume Demanding the Alternative Approach
Figure 50
volume of intersection will not occur merely by renaming A and B as a
consequence of line A/B being cut twice. In this case, the second
approach to renaming must be adopted if the composite matrix for V1+V2
is to be formed. The question which this poses is how to determire,
automatically, which of the names, A or B, should be duplicated. If
all the intersection points of the edges of V1 are listed:
B/A:a, B/A:b, A/D:c, A/C:d, C/D:e
then it can be seen that edges of A are cut four times at different
points. Based on the previous discussion of tangent/intersection
counts, this indicates that it is facet A which will be subdivided
into two separate zones. If the partitioned matrix form is desired
for V1+V2 it can be obtained in the following way:
311
i.
Implementing the Alternative Approach
Figure 51 .
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line X/Z:7/8 cuts facet B at f, and facet D at g:
V(Z,X)—>f, V(X,B)—> f, V(B,Z)—»f.
V(X,Z)—>g, V(Z ,D)—»g, V(D,X)—>g.
line B/A cuts facet X at a, and facet Z at b:
V(A ,B)—>a, V(B,X)—>a, V(X,A)—>a.
V(B,A)—>b, V(A,Z)—s-b, V(Z,B)—*b.
line D/A cuts facet X at c:
V(D,A)—>c, V(A,X)—5»c, V(X,D)—->c.
line D/C cuts facet Z at e:
V(C,D)—>e, V(D,Z)—>e , V(Z,C)—?>e.
It can be seen that, in this case, not only the boundary lines of B and
D have to be tested against facets X and Z of V2, but also the boundary
lines of other facets which are adjacent to boundary lines of B and D
which cut X or Z. In this case this means facets A and C. The only
intersection point in this case is where line A/C cuts Z at d:
V(A,C)—>d, V(C,Z)->d, V(Z ,A)—*-d.
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This comparison will also indicate that point 6 is an internal point,
thus:
V(A,D):6, V(C,A):6, V(D,C):6
which gives the matrix for V1,V2 shown in Figure 52.
V3 = V1.V2
A a d 6 c b
b B a f
6 C e d
c 6 D g e
a f c X g





V3 = V1 . V2
A Fully Partitioned Matrix to solve the Naming Problem
Figure 52.
If the two original matrices for V1 and V2 are taken with the transpose
of this matrix the result is the partitioned form of V1+V2. However,
without restrictions this approach is just as likely to create naming
Naming Problem created by Intersection and Subtraction
Figure 53.
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The next problem is to consider the internal contact of volume surfaces
in the Solid/Solid situation, where the two surfaces do not form a
volume of intersection. The same basic relationships already illus¬
trated for the solid/solid external contact can be found in the solid/
void surface contacts. These situations are more difficult to draw but
the comparison is interesting:
(O
Vertex/Vertex Contact
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Facet/Facet Contact
Different Volume Void Contact Conditions
Figure 54
As nearly as possible the corresponding situations to the solid/solid
contact diagrams have been illustrated. This has been indicated by
the numbering of the figures. It is difficult to be certain that this
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is an exhaustive list since it depends on what constitutes a signi¬
ficant variation. If it is merely the effect on the individual
surface facets that is relevant then 7 and 9 become equivalent as
do 13 and 14, and 16 and 11. However, particularly in the case of 7
it is necessary to establish what happens to the vertex of the tri¬
angular opening if the line on the surface is excluded from the solid
volume-matrix. Again, it can be seen that vertex contacts can be
ignored, but that edge contacts may cause facet/facet line names to
be created incorrectly.
It is not possible to know in what form the edge contact conditions
will appear, without some knowledge of the process which led to their
creation. What can be examined at this stage, is how the different
conditions which have been illustrated will affect the matrix structure.
Taking case 5 to start with as the simplest form of edge contact in that
it does not immediately create naming problems, the following figures
correspond to the matrices in Figure 55.
V2 2
1
A 4 6 2 1
6 B 5 4
1 6 C 5 3
4 5 3 D 2




F 9 7 10
7 G 8 9
10 7 II 8
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If volume (V1-V2) is constructed so that point 1 corresponds to point 8
.and point 6 to point 9 the result could be that shown in Figure 56.
V2
A 6 1 4 2
4 B 6 5
6 5 C 3 1
2 4 5 D 3
1 3 2 E
F 6 7 10
7 G 1 6
10 7 II 1
6 1 10 I
7
Solid and Void Partitioned Matrix
Figure 56.
However, this partitioned matrix could appear in the form shown in
Figure 57.
A 6 4 2 1
4 B 6 5
5 C 3 1 6
2 4 5 D 3
1 3 2 E
F 6 7 10
6 —Tt G 1
10 7 H 1
1 6 10 I
Volume Reduction
Figure 57
Since this matrix is correctly formed, it is reasonable to assume that
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it will not create any problems in any of the matrix operations so
far discussed. However, if it is the policy to avoid the forms of
representation which lead to a cross section of the form (a) as
opposed to (b) it will be necessary to find some way of testing a
matrix to find out whether this situation exists.
Alternative Cross Sectional Boundaries
Figure 58
If the dual matrix of the volume is set up, in other words the vertex/
area as opposed to the area/vertex matrix, it can be seen that this
situation is similar to the naming problem discussed earlier. If the
dual graph is drawn, this case can be seen to correspond exactly to
the volume which created the first naming difficulties:
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Most of the remaining edge conditions create naming problems in the
area/point matrix., Resolving these problems by creating new facet
names will produce the required partitioned matrix for two separate
volumes. Condition 10, however, is similar to 5 in that the area/
point matrix will be correctly formed and the point/area matrix will
be needed to indicate the double presence of the line 1/2 in the
situation:
A 1 2 B 2
2 B —> 1 C
1 C
Figure 60.
The most efficient way of resolving these conflicts in practice
will depend, to a great extent, on the way these matrices are
implemented in a system. These matrix manipulations pose a series
of practical problems which are unrelated to the logic of their use.
The first issue which must be faced is the way in which the overall
matrix escalates in size as the number of facets increase. This and
other issues which are associated with storing and using these








In this Chapter the practical problems associated with storing and
accessing volume matrices are considered. The original motivation
which led to the development of the matrix data structure for
representing volumes was to provide a system which was easier to work
with than the complex list and ring structures which had been en¬
countered in much of the existing work in this area. Since most of
the examples which were examined in the initial stages of this work
were relatively small, the matrix could be implemented as a two-
dimensional array in any high level language. It soon became apparent,
as more complex volumes were investigated that the size of the
matrices was going to escalate to a wasteful if not unmanageable size
if this direct approach was retained. The larger the matrix, it
appeared, the more of its cells would be empty.
Eulers formula relates the number of faces, edges and vertices which
occur in the closed faceted surface of a volume in the following way:
n - m + r = 2
where n represents the number of facets
m represents the number of edges
and r represents the number of vertices.
If the Area/Vertex matrix is created then the number of cells in the
matrix will be n^, conversely the number of cells in the Vertex/Area
2
matrix will be r . The number of matrix cells used by entries defining
edges will be 2.m. Consequently, the number of empty cells in each of
2 2
the two matrix forms will be n - n - 2.m, and r - r - 2.m respectively.




will dominate and the entries will be more and more sparsely distributed.
One approach to this problem is to use one of the standard techniques
for representing sparse matrices in a more compact form (Knuth, 1968).
One of these techniques is to represent the matrix as a linked list
structure. If the matrix for a tetrahedron is expressed in this form
then its structure would be:
Next column entry
Volume Matrix as a Linked List Data Structure
Figure 1 .
In this case a 4x4 matrix with 12 entries is replaced by a linked list
structure which requires at least 36 storage places. If element (a) is
used then accessing edge A/B involves following the links along row A
until column B is found and vice versa, following the links along row B
until column A is found. If element (b) is used then line pairs are
expressed explicitly in the data structure, but for this simple example
it raises the storage space required to at least 48 words of memory.
This approach has effectively lost the original advantage of direct
access by calculating addresses from the indexes.
One advantage of this form of representation is that the di.stinction
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between two separate matrices and a single composite matrix becomes
less important. If the two volume matrices A and B are mixed up in
one matrix the result would be
A 2 4 3
3 B 2 1
2 1 C 4
4 3 1 D
E 5 7 8
8 F 5 6
5 6 G 7
7 8 5 H
A 2 4 3
E 5 7 8
3 B 2 1
8 F 5 6
2 1 C 4
5 6 G 7
4 3 1 D
7 8 6 H
Two Volume Matrices Mixed in One Matrix
Figure 2.
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It can be seen that this arrangement is in reality no different from the
linked-list structure for the two separate matrices. If the rows and
column pointer links are closed to form loops or ring structures as
shown in Figure 4.
Column or Row as a Ring Structure
Figure 4.
then it becomes relatively easy to access all the facets making up a
particular volume surface; however, they are distributed throughout a
storage space. It can be seen that in the case of the union operation
where internal facets must be removed, this can be carried out using
this structure relatively easily. The difficulties with this data
structure occur where it is necessary to relocate any section of the
data in any way other than as a single block. If pointers are
expressed as relative addresses then base-displacement accessing will
permit the whole linked structure to be moved. If any subsection of
the block needs to be moved, pointers are complicated entities to
update even if two way linked lists are used. For this reason,
alternative methods for working with these matrix forms were sought.
In representing the matrix as a linked list structure the empty cells
in the matrix are discarded,, It was from a study of the relevance of these
blank spaces that an alternative way of compacting the matrix structure in
storage was found. When two facets do not have an edge in common, then
a blank space is created in the volume matrix. One approach to removing
blank spaces could be to give the same name to collections of facets
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which are not in contact. Finding the smallest number of names which
are necessary to classify facets so that they can be distinguished
from their neighbours is usually referred to as the graph colouring
problem.
By using the blank spaces in a graph matrix it is possible to define an
algorithm which can give a greatly reduced number of facets names, and
incidentally can be used to remove the blank spaces. This procedure
has not been fully investigated so the idea is illustrated by a series
of examples. If the matrix for a cube is considered, it can be seen
that there are three pairs of blank spaces not counting the main
diagonalo These correspond to pairs of planes which do not have a
common dividing edge between them. In the case of a cube these blanks
correspond to the three pairs of opposite facets„
A 5 6 7 8 ♦
8 B 5 * 4 1
5 1 C 6 * 2
6 ❖ 2 D 7 3
7 8 * 3 E 4
* 4 1 2 3 F
A 5 6 7 8 9
8 B 5 10 4 1
5 1 C 6 11 2
6 10 2 D 7 3
7 8 11 3 E 4
9 4 1 2 3 F
Blank Spaces in the Volume Matrix of a Cube
Figure 5.
The argument is based on the idea that if the blanks are filled, then
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all the facets must have different colours since each one is in contact
with all other facets. The interpretation of what this means is shown
in the diagram above. The pairs of new points correspond to loop edges
between these facets starting and finishing with the same point. If
each of these dividing edges is removed, so making the separate, dif¬
ferently coloured facets - the same facet then the original matrix can
be reduced in the following way:
A 5 6 7 8 0
8 B 5 0 4 1
5 1 C 6 0 2
6 0 2 D 7 3
7 8 0 3 E 4
0 4 1 2 5 F
6x6
Making B and D the same colour:
A 5+7 6 8 0
8+6 B+D 5+2 4+7 1 +3
5 1+6 C 0 2
7 8+3 0 E 4
0 4+2 1 3 F










5+2 1+6 C 0
7+4 8+3 0 • E
Making E and C the same colour:
A+F 5+7 +4+2 6+1+8+3
8+6+1+3 B+D 5+2+4+7
5+2+7+4 1+6+8+3 C+E





The final result is a 3x3 matrix which corresponds with the fact that
only three colours are needed to colour the surface facets of a cube
in a way that no adjacent facets have the same colour.
1
Using a Boolean Matrix in Facet Reduction
Figure 7
This procedure can be carried out using a boolean matrix where merely
the presence or absence of a link is shown. If the same operation is
carried out for the volume shown in Figure 7 the result is a five by
five matrix showing every face linked to every face. This situation
consequently requires five colours. What is not clear is whether this
is the minimum number required. It is also not immediately apparent




number of colours. It has been postulated that only four colours are
necessary to colour a planar graph, though It has only been possible
to prove that five colours will be sufficient.
Originally this matrix form was thought to represent only planar graphs.
This was a mistake which arose from considering the planar graph to be
a network on any surface. However, on looking into the definition of
the planar graph with more care, one of its properties was found to be
that it could be projected onto the surface of a sphere (Busacker
and Saaty, 1965). The volume subtraction process which has already been
described can result in a volume with a hole through it; the surface-
of this volume though it can be represented as a matrix cannot be mapped
onto the surface of a sphere. Consequently, this matrix form, though it
can represent a network on the surface of a volume, must include a wider
class of graphs than that defined by planar graphs. In spite of this,
the dual nature of the area/point and point/area matrices seems to be
operationally valid even where the rules are stretched to include closed
loops.
A simple routine was written to test out this matrix reduction procedure.
The input data is required as an adjacency matrix where the rows and
columns correspond to facets and where two adjacent facets are indicated
by 1, and non-adjacency along an edge is indicated by 0. The flow
diagram for this algorithm is given below, where L(NN,NN) is the input
data matrix and NN is the number of facets. The output is a linked
list showing which facets have been grouped under the same colour,




















12. 13 14- 16 17 18 '9 2O
21 22 23 24 25 26 27 28
29 3o 31 32 33 34 I 35
3G 37 38 39 40 41
42 43 44 45 46






63 15 16 69,
62 77 78 ~/9 69
80 ©/ 82 83 7o
60 84 85 86 87 88 71
















Test Data For the Matrix Reduction Algorithm
Figure 9
1
The algorithm given in Figure 8 , was tested on the graph given in
Figure 9. This graph was published in the Scientific American Magazine
in this uncoloured form in an April 1st article, where it claimed that it
was the first planar graph found which needed more than four colours! It
was complex enough that first attempts to colour it by hand were unable to
disprove this claim. It consequently seemed an ideal example to test the
previous procedure. An adjacency matrix was set up for the 111 zones,
Figure 10, and this was processed to give the output list given in
Figure 10. The result indicated the need for five colours. All that
was then necessary was to find a four colour solution to this graph, and
it would be clear that the order in which blank spaces were removed would
affect the number of colours needed.
1. Scientific American Magazine, April 1975.
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1 12 21 22 41 45 61 66 81 87 101 105
2 4 22 25 42 46 62 65 82 85 102 106
5 5 23 26 43 49 63 70 83 90 103 108
4 6 24 27 44 50 64 68 84 91 104 110
5 7 25 31 45 48 65 69 85 89 105 0
6 8 26 32 46 51 66 71 86 88 106 109
7 S 27 30 47 52 67 72 87 94 107 0
8 10 28 33 48 53 68 73 88 95 108 111
9 11 29 34 49 54 69 75 89 92 109 0
10 21 30 38 50 55 70 74 90 93 1 10 0
11 22 31 35 51 56 71 76 91 96 1 1 1 0
12 14 32 36 52 57 72 77 92 97
13 15 33 37 53 58 73 78 93 98
14 16 34 39 54 61 74 79 94 99
15 17 35 40 55 59 75 81 95 100
16 18 36 41 66 60 76 82 96 101
17 19 37 44 57 64 77 83 97 102
18 28 38 42 58 62 78 80 98 107
19 29 39 43 59 63 79 84 99 103
20 23 40 47 60 67 80 86 100 104




Computer Solution to the Colouring Problem
Figure 11
The coloured version of the graph prepared from the output in Figure 10
is given above. The areas which are grouped together by the same colour
are:




18, 28, 33, 37,
101, 105.
44, 50, 55, 59, 63, 70, 74,




21 , 24, 27, 30,
93, 98, 107.
38, 42, 46, 51, 56, 60, 67,




22, 25, 31, 35,
100, 104, 110.
40, 47, 52, 57, 64, 68, 73,




29, 34, 39, 45,
102, 106, 109.
49, 54, 61, 66, 71, 76, 82,
Colour 5: 20, 23, 26, 32, 36, 41, 45, 48, 53, 58, 62, 65, 69, 75, 81,
87, 94, 99, 103, 108, 111.
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Four Colour Solution to the Colouring Problem
Figure 12
In the four coloured solution to the graph given in FigurelZthe zones
were grouped together in the following way:
Colour 1: 54, 74, 53, 48, 62, 78, 69, 40, 38, 36, 84, 86, 88, 35, 26,
24, 22, 58, 96, 98, 100, 73 , 11, 19, 8, 6, 4, 2o
Colour 2: 56, 64, 67, 49, 47, 77, 79, 46, 39, 37, 60, 85, 87, 71, 27,
25, 23, 21, 95, 97, 99, 101 , 20, 9, 7, 5, 3, 110.
Colour 3: 66, 52, 63, 76, 50, 44-, 42, 80, 82, 70, 34, 32, 50, 59, 90,
92, 94, 28, 17, 15, 13, 57, 103, 105, 1C/, 109, 111 •
Colour 4: 65, 55, 51, 75, 68, 45, 43, 61, 81, 83, 41, 33, 31, 29, 89,
91, 93, 72, 18, 16, 14, 12, 102, 104, 106, 108, 1.
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Partitioning Zones for a Four Colour Solution
Figure 13
Figure 13 illustrates the strategy adopted in finding the four-colour
solution. The idea was to partition the zones into two sets so that a
vertex which occurred at the junction of three zones could never have
these three zones in one set. The simplest way of implementing this
strategy was to start with an arbitrary zone and then form a spiral
round it. Where awkward local situations occurred they could be
solved by converting the two arms of the spiral into a pair of inter¬
locking trees. Once the two sets have been formed, then it is a simple
matter to distinguish neighbouring zones in one set by alternating the
colour from zone to zone. This limits the use of closed loops to those




The use made of this four-colour solution was to create a collection
of four by four matrices where the zone colours took the place of facet
names. This resulted in the 12321 cell storage space requirement for
the previous 111 x 111 matrix being reduced to 880 cells for 55 4 x 4
matrices (Figure 14). It seemed that there was still enough information
within these packed matrices to perform many of the operations proposed
in the Section above. However, though worth future investigation, this
line of enquiry was taken no further.
A 1 14 7
2 B 4 1
5 3 C 13
1 4 3 D
A 6 10 2
17 B 13 3
9 14 C 4
10 2 5 D
A 8 24 5
7 B 15 6
11 28 C 22
6 7 9 D
A 12 16 9
27 B 19 8
15 18 C 10
8 19 11 D
A 15 22 11
14 B 35 12
23 20 C 16
12 13 31 D
A 38 26 17
21 B 23 18
25 24 C 53
16 17 18 D
A 23 30 21
40 B 25 20
31 42 C 19
22 21 20 D
A 25 34 27
24 B 29 28
35 50 C 26
26 27 45 D
Four Colours used to Compact a Graph Matrix
Figure 14
The practical approach for the stage reached by the program system was
to use the coordinate searching and sorting procedures presented briefly
in Chapter 7. If line segments are stored in sets, each line segment
represented by the four-entry coordinate A/B, 1/2, then the same length
coordinate can be used for storing the point coordinates and plane facet
coefficients. The tests on point and plane equations create a set of




and need to be changed in an operation. These can then be called into
storage and, using the coordinate sorting operation, either transformed
into a fixed matrix structure or left as a pointer-structure which uses
sparse matrix accessing procedures. The matrix bookkeeping operations
described in the previous Chapter can then be applied in a direct way -
creating new lines and new facets where appropriate. In the next
Cnapter linking the operations which use the geometrical definition of
points and planes with their names used in a linkage structure, is
discussed more fully to show how the volume matrices may be constructed
in the first place. The work presented in this Chapter must be the
subject of further investigation when more is known of the demands
which may be made on such basic storage procedures. It is possible to
link the basic procedures described above to work done on associative
memory systems - both in hardware and in simulated software systems,






After investigating the structure and behaviour of these matrices for
a variety of volume operations, the next problem was to find a reasonably
simple way of building themc This raises another problem which has been
masked in the discussion up to this point by the use of point names
instead of coordinates„ Where plane surfaces are assumed and where
facets have more than three edges it is difficult to obtain by input
procedures such as digitising, coordinate values to natch the named
vertices but which also lie in a plane. The problem is compounded by
the fact that a particular vertex must lie in three or more planes
simultaneously. This is a practical data preparation problem which has
been investigated by Appel, and which must have been solved in one way
or another by each of the research workers in this field.
The approach which was adopted in this work is based on the use of a
cutting plane, (Wehrli, Smith, and Smith, 1970 ). By starting with a
cube which has its facets parallel to the axes planes, it is possible
to define the coordinates of its vertices accurately in a simple way.
If this cube is large enough to contain the required volume, then if
the facets of this volume are used to cut off external portions of
the original cube then the final convex volume which is required will be
left. What this means in practice is that data input is in the form
of plane coordinates rather than point coordinates. The way this can
be carried out as a matrix operation can be illustrated using the dia¬
gram in Figure 1. For each of the coordinates in the point list
calculate the value of 'k? using the coefficients of the plane equation
of H:













P1 P2 P3 P4 P5 P6 P7 P8
The Cutting Plane Principle
Figure 1 .
If k is positive, then the point will lie on one side of the plane> if
it is negative then the point will lie on the other side of the plane,
and if the value of k is zero the point will lie in the plane. If each
line segment defined by V(I,J),V(J,I) in the volume matrix is examined
then only those line segments which pierce the plane, so that the two









done by calculating the intersection point of the plane with the line
and substituting this new point for the end point which lies outside
the cutting plane. Diagrammatically, this procedure achieves the
result shown in Figure 2.
The matrix for the original volume is incomplete until the boundary
of the new facet H is defined. This can be done using a matrix book¬
keeping procedure in the following way: for each line segment examine
the relationship between k1 and k2 for the end points p1 and p2; these
can be classified by the diagram in Figure 3.
PI
k +ve 0 ~vg
+ve I IV V
P2 0 IV II /I




These relationships require the following strategy:
I. Leave both points as they are.
II. See below.
III. Remove both points.
IV. See below.
V. Calculate new point, substitute for outside point, include the
new point in Matrix row and column H.
VI. Remove both points.
Both of the conditions II ana IV raise problems associated with the
edge and point contacts already discussed. Consider the situations











Cutting Plane through Vertices
Figure 4
Neither in case (a) nor in case (b) need the lines +/0 or 0/+ be
modified in the matrix. However, in case (a) point 4 will not be
included in H, whereas in (b) this point will have to be included.
In the case of condition II the situation is even more complex and
is illustrated in Figure 5.
Cutting Plane through Edges
Figure 5.
In the case of line 5/6 in case (c) it can be left as it is; in case
(d) it must be removed. It can be seen that in the case of line segments
which give k relationships of the form +/0, 0/0 and 0/+, their treatment




must be collected together and resolved for the whole new volume
description.
In the simple case considered above the result of applying these
operations will be:
A 5 6 7 8
8 B 5 4 1
5 1 C 6 2
6 2 D 7 3
7 8 3 E 4
4 1 2 3 F
rl
1 2 3 4 5 6 7 8
+ + + + + + - +
Matrix Definition of a New Facet
Figure 6





















Final Matrix for the New Volume
Figure 7
Where zero values for points appear, as long as the other points are
all positive or all negative, then either the matrix stays as it is
or the whole volume is outside the cutting plane.
In the case of point contact the two results are shewn in Figure 8.
Total volume inside the plane. Total volume outside the plane.
A 5 6 a 8 b
8 B 5 4 1
5 1 C 6 2
6 2 D c 3 a
b 8 3 E 4 c
4 1 2 3 F
a c b II
1 2 3 4 5 6 7 8
+ + + 4* + 0 +
1 2 3 4 5 6 7 8
- - - - - - 0 —







The situation is the same in the case of edge contact, so long as all
non zero points are the same sign. However, where there are negative
and positive values among the non zero points, further action must be
taken. Consider the case of a plane cutting an edge shown in Figure 9.
1 2 3 4 5 6 7 8
+ + 0 - + + 0 -
Edge Contact
A 5 6 7
"\
8)
B 5 4 J 1
5 1 C 6 2
6 2 D *74 3
0 0 E :-o







In this matrix the -/- line: E/B, 8/4 can be deleted0 The negative
points 4 and 8 can be replaced by the new intersection points b and
a respectively, in the +/- lines0 The ~/0 lines and the 0/0 lines
can be removed but the zero point must be relocated in H in the
appropriate places.
A 5 6 7
a B 5 * 1
5 1 C 6 2
6 2 D 7 3
t>l
I ■f o
b 1 2 0 V
■al
J G
Matrix Operation for Edge Contact
Figure 10
Although a and b can be relocated in H using the same procedure des¬
cribed above, relocating the zero points depends on the removal of the
facet E, since all its vertices other than the zero points were negative,
The final result consequently is shown in Figure 11.
5 6
A 5 6 7 a
a B 5 1 b
5 1 C 6 2
6 2 D 3 7
b 1 2 17i4 3
7 a 3 h II





To be able to remove the external facets such as E, the running total
of k values for each area row or column must be kept. If this is done
after the negative values have been deleted then any total which is
equal to zero will indicate a facet which must also be deleted. The
exact way that this process is carried out depends on the way the
matrix is represented in storage but, however it is done, it is
reasonably simple to implement.
This demonstrates the use of one cutting plane. By repeating this for
each facet of a convex volume, the volume matrix for the volume can be
automatically set up. It can be seen that, by its nature, this process
cannot be used to produce a volume with re-entrant surfaces. Such a
volume can be constructed as a volume matrix by adding together the
volume matrices of simpler convex volumes.
It was the realisation that the use of the cutting plane could be
expressed as the intersection of the space on the positive side of the
cutting plane with the original matrix, that made it possible to unify
the creation of convex and re-entrant surfaced volumes by means of
boolean expressions. If the planes A, B, C, D, Ef f and G are
cutting planes, the convex volume can be defined as:
A.B.C.D.E.F.G
The addition of two such volumes can be expressed as:
(A.B.C.D.E.F.G) + (H.I.J.K.L.M)
The significant point is that this expression can be manipulated in its
own right, using the rules of boolean algebra.
The Use of Boolean Expressions to Define Volumes




Intersection and Complement " ! are often illustrated by the









Each of these operations corresponds to one of the matrix operations
which have already been discussed. Havever, where these operations have
to be performed in sequences it is possible to restructure these
sequences either for convenience in processing or to reduce the total
number of calculations which have to be performed, by applying the
rules of boolean algebra which can be summarised in the following list
of relationships:
Commutative Law: A+B = B+A
A.B = B.A
Distributive Law: A.(B+C) = (A.B)+(A.C)
A+(B.C) = (A+B)o(A+C)
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Identity Elements; A-f0 = A
A.I = A
Complementary Element: A+A® = I
A .A* = 0
Associative Laws: (A+B)+C = A+(B+C)
(A.B).C = A.(B.C)













A. (A ® +B) = A.B
(A+B)® = A'.B®
(A.B)' = A'+B®
For example, it is possible to remove all the occurrences of the union





If it is necessary to construct the volume defined by the expression:
A.B.C.D.(F+G+H+l) using cutting planes and the merging of convex
volumes then the volume definition can be rewritten as:
A.B.C.D.F +A.B.C.D.G + A.B.C.D.H + A. B.C. D.I
which requires convex volume matrices to be generated and then added
together. An alternative approach is to rewrite the expression in the
form:
A.B.C.D.(F{.G'.H'.I')®
This is the same as the volume subtraction process so this can be
rewritten:
(A.B.C.D) - (F'.G'.HM')
This expression requires two matrices to be generated, using the
cutting plane process; and the final volume to be created by sub¬
tracting these two matrices from each other. The first stage in
investigating the possibilities of using this approach was to build
a language processing program which would accept boolean expressions
and restructure them in some appropriate way.
Boolean Expression Analyser
Before considering some of the more complex possibilities it was
necessary to build a simple system which could handle boolean expressions
relating plane equations. The interpretation of the boolean operators
acting on planes can be shown in the sequence of diagrams shown in
Figure 13.
Given the coefficients of a plane equation a, b, c, d and any point
x, y, z, then the plane is defined by the set of points which give:







Boolean Interpretation of Planes
Fig-are 13.
The remaining points will give positive or negative values when their
coordinates are substituted into this equation, depending on whether they
are on one side of the plane or the other. Consequently, the space on
one side of a plane can be defined by the inequality:
0 ^ a.x + b.y + c.z + d
and this would lead to the conclusion that the complement space must be
defined by the inequality:
0 <C acx + buy + c0z + d
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This approach, however, raises practical difficulties when an attempt
is made to implement it. If the whole space is defined by:
k = a.x + b.y + c.z + d
where -00 ^ k ^ +00
then a space A can be defined as the set of points which gives 0
and conversely A' where k^ 0. This makes it possible to complement a
plane represented by the coefficients (a,b,c,d) simply by multiplying
each of these coefficients by -1 to give (~a,-b,-c,-d). It can be seen
that the consequence of this is that the set of points which lie in the
plane belongs to A and also to A', so that A.A' 0 0. This is a point
which will be returned to at a later stage, but it is sufficient to note
that this problem lias already appeared in an implicit form in the treatment
of tangent planes, edge contacts and point contacts. By establishing
the values of k: (0,+-) and (0,-) as the two logically complementary
properties of a plane, it becomes possible to define a cutting plane A
and then to create its complement A' in a simple way.
At this preliminary stage in the investigation only two language state¬
ments were considered. Firstly, an expression which would relate a name
to a plane equation or rather the coefficients of the plane equation was
needed and secondly, an expression which assigns a name to a boolean ex¬
pression using these plane names. In defining the plane descriptions
there was a variety of ways in which information could be provided to the
computer system to set up the correct plane equation coefficients0 The
method chosen was to input three point coordinates and then from these
automatically calculate the coefficients. In some ways this seems to be
defeating the purpose of using plane equations in the first place. It
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was done in this way, at this stage in the work, because most of the
data used for testing purposes had to be prepared graphically and it
was easier to extract point coordinates from the drawings than plane
equations. The form of this language statement is defined by the grammar
rules:
< Plane Defini.tion> ::=< Plane Name> , ' = ',< Expression > ,
<Expression> <Coordinate> ,<Coordinate> ,< Coordinate> ,
< Coordinate > , ')',5; '
where Coordinate is a built in phrase. The first three coordinates
are used to define the coefficients of the plane, and the fourth co¬
ordinate is used to define the orientation x of the plane, in other
words, the correct signs for the plane coefficientso For input purposes
the fourth point is selected to lie 'inside1 the plane.
The second language statement was to associate a name with a boolean
expression relating plane-names, as the definition of a volume. The
form this expression took is defined by the grammar rules:
< Volume Definition> ::==< Volume Name> ,' = ',< Expression> 1
< Expression> : : — <Phrase> , < Rest of Expression^-
< Rest of Expression> : := '+', < Expression> j < Nul>
<Phrase> : := <Operand> , < Rest of Phrase>
<Rest of Phrase> ::== 1.1, < Pnrase> | < Nul>
<Operand> : : = <Name> ) 111, < Name> 1 1 (', Expression ,')'|
111,' (1, < Expression> ,')'
Where <Name> ,<Nul> , are built in phrases.
Using these grammar rules in a 'top-down1 parser it was possible to
convert these two forms of input statement into an analysis record which
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could then be used to prepare alternative data structures as volume
descriptions, or to generate output.
The statements which these grammar rules allow to be used are illustrated
below. The accompanying diagrams show the tree structure of the
analysis records created from them.
Plane Definition Statement
Figure 14.
Using these two forms of expression, it is possible to define a set
of planes and from these planes to define a wide variety of different






H = A.B.'C.'(E.C.fA) + D
Volume Definition Statement
Figure 15,
H = A.B.'C.'(E.C.'A) + D;
I = G + E.C.F.A.'(D+'G)J
J = «•«« J
END.
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It can be seen that there are several immediate additions which can be
profitably made to this language. If the set of plane coefficients
(a,b,c,d) are expressed in direction cosine form, then it is possible
to define a plane parallel to this plane but a perpendicular distance 'h'
from it, by the coefficients (a,b,c,d+h). This makes it possible to
define a new operand in these expressions of the form (A-t9). If the
three axes planes are originally defined as A, B, and C, then all the
subsequent planes necessary for defining rectangular structures parallel
to these planes can be generated in this way.
It is only slightly more difficult to implement the plane transform*tion
of rotation, so that A*T can define a plane rotated from position A by T.
This has not been implemented in the first stages of this work because it
raises general issues in the storage policy for named entities which is
considered later. If two planes A and A*T exist in a program should the
subsequent transformation of A to A*F require A*T to be transformed to
A*t*F? (Comba, 1968). Obviously, it will depend on the situation, but
to resolve this problem explicitly in the language structure, will
require two classes of transformed plane or volume descriptions» Firstly,
those which are independent of the original elements, and secondly,
those where the relation to the original element is an important
functional aspect of the description. This issue is avoided in the
simple system by making it impossible to reuse a plane name for a new
plane name, and similarly for volume names.
A further extension which it is also not difficult to implement is to
permit volume descriptions to be created from existing volume descriptions.
This, again, is a facility which will require the permitted ways in which




be attempted, it was necessary to examine the use of these expressions
in simple situations.
The semantic stage of analysis for the plane definitions consisted of
calculating the plane equation coefficients and setting them up in a
table indexed to the plane name in a dictionary. The analysis record
created by the parsing routine, though adequate for immediate inter¬
pretation in the case of arithmetic operations, was too cumbersome to
act as a convenient storage structure for volume definitions0 The
semantic analysis of the volume definitions consisted of restructuring
the form of the analysis record tree, into a new tree structure which
was more appropriate for the behaviour of the boolean expressions.
During this change the named references to planes were replaced by
direct references to the table of plane coefficientso
The new form for volume definitions can be illustrated by the expression
in Figure 16.
V = A.B.C.(F+G+H.G.(L+F)) + N.Ms
Level











The advantage of this tree structure is that it is possible to let the
level implicitly define whether the operation is + or ., and the
operations switch alternately from level to levelo In the example
considered there were no sub-expressions of the form '(A+B) or ®(A.B).
However, even where these occur they can be reduced to the same form
by the appropriate application of De Morgan's Laws:
' (A.B) * 'A+'B
® (A+B) > 'A.'B
This expansion can be implemented in a very simple way by inserting an
extra level in the tree structure and complementing all the elements








This conversion gives a form for storing the boolean expressions which
permits the operators to be removed since they are implied by the
organisation of the data.
The end product of this restructuring procedure in the first
experimental program was a data structure shown in the diagram in
Figure 17.
The arrays for volume descriptions and for names were arranged to




Data Structure at the end of Restructing the Boolean Expression
Figure 17
to redefinition or overwriting existing definitions0 The plane
equation coefficients being of fixed length could be stored in a
two dimensional array. The Key array is used as a convenient way of
accessing these different entities by indexes. The entry in the Volume
array is demonstrated for the expression:
V = A .A + B.B + C
The entry would be 24 units long, taken in pairs:
1: 5 0 A
2: 5 10001 A
3: 10002 10002
4: 1 0 B
5: 1 10004 B
6: 10005 10005










The numbers greater than 10,000 are internal pointers; the other
numbers except for 0 are indexes to planes referenced in the Key array.













Once this structure has been set up it is available for a variety of
uses. Though its form is standardised it is probably incorrect to refer
to it as a canonical structure, since it is still possible to have two
different expressions and therefore data structures which, if they were
restructured, could be shown to be the same. One way to establish this
form of equivalence is to convert the expression to either the dis¬
junctive normal form or the conjunctive normal form (Kaye, D., 1968).




the nested expression into an un-nested expression not requiring
brackets. As has already been shown, this is one way in which the
description of a complex volume could be restructured so that the
cutting plane procedure could be used to build it as a matrix.
The tree structure which has just been described, made this task a
fairly straightforward operation, by using two routines DGTT and
PLUS to process each of the levels corresponding to their names» As
the operation passes from level to level these routines call each





is expanded to give
A.B.C.D + A.B.C.F + A.B.C.G.H
At each of the 'dot' levels the routine DOTT outputs all the names,
while at each 'plus' level the routine PLUS selects one name for output.
In either case where an element in a level is a pointer to a lower level,
a call is made to the other routineo Once a terminal symbol has been
reached at a plus level the routine PLUS returns to the level above,
whereas the DOTT routine only returns to the level above when it reaches
the end of the list at its current levelo At each plus level a pointer
has to be kept for the last element output so that on the next call the
next one can be selected. In the tree diagram this pointer is conven¬





it can be seen that two runs through the tree will give the required
output:
A.8.G.K + A.B.H.K
However, if the following expression is to be processed correctly:
A. (B+H). (C-t-D) .F
it can be seen that only one plus, sub-expression of a dot phrase, can
be incremented at one time.
This correct selection was achieved by passing an "activating signal'
down from the top of the tree, and only when an echo of this signal
returned from the bottom of the tree were any of the pointers incremented.
An echo is only generated when the activating signal reaches a terminal
element in the tree, or an incrementing operation takes a pointer to the
end of a phrase at any level. When this happens not only is an echo
generated but the pointer is reset to the beginning of the phrase. A
pointer is kept at each of the dot levels to indicate at which position
the activating signal should be passed down to lower levels. This
pointer is incremented when an echo returns from a laver. level in the
same way that is the case for the plus levels. However, if no echo
returns this pointer is reset to the first position in the phraseo
This device ensures that all the correct combinations of elements are
created. Diagrammatically, the operations for the expansion of the
expression A.(C+D).(E+F).G can be presented in the following way:
B+H C+D
to give
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Expansion of a Nested Boolean Expression
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By repeatedly calling the PLUS routine for the same tree until an
echo is returned to the top of the tree, the whole expression is
ultimately expanded.
1
Written in the IMP language these two routines are:
^ROUTINE PLUS (^INTEGERNAME N,K)
% INTEGER J
J=LIST(1,N)
%1F LIST(1,J) 10000 ^THENSTART
D0TT(LIST(1 ,J),K)













%IF ksave=0 /ctien -> near
K=0
?slf j=list(1,n) fsthen k=1
near: %IF list(1,j) 10000 %thenstart
plus(list(1,j),k)
%IF k=0 /otien list(1 ,n)=list(2,n)










Both these routines call a common routine incr which increments the
positional pointer for the activating signal represented by the parameter




K. The arrays AL and LIST are global arrays declared external to
these routines. LIST is dimensioned from 10001 to 11000 which allows
internal pointers to be distinguished from the name pointers. The
1
routine INCR is:
^ROUTINE INCR (^INTEGERNAME N,K)
LIST(1 ,N)=LIST(2,LIST(1 ,N))
K=0




Once the expanded expression had been produced, there were still
several tidying-up operations which needed to be done. In the expansion
of the expression:
(A+B). (A+C) 5- A.A + A.C + B.A + B.C
it can be seen that some of these dot phrases can be simplified.
A.A > A
to give A +A.C + B.A + B.C
It can be seen that if the whole expression is considered then:
A + A.B + A.C —^ A
because A.B and A.C are included in the space defined by A. This gives
an expression of the form:
A + B.C
Another form of simplification can be seen where the original expression
is:
(A+B).('A+B) A.'A + A.C +'A.B + B.C
But 'A.A > 0
so the final expression —> A.C + B.C + 'A.B




The simplification of the individual phrases was relatively easy to
achieve. Using the Key array and, by marking the occurrence of a
name for each phrase with a positive or negative flag, it was possible
to locate duplication. Where the name had already been used it could
subsequently be ignored. Where the complement of a name had already
occurred, then the whole phrase could be deleted.
The removal of included phrases proved to be a more difficult task.
The following process was evolved, but it was found at a later stage
that there were already more general algorithms in existence which





Data Structure for Removing Included Phrases
Figure 21 .
The first stage was to set up the array of ring pointers shown in the
diagram above. By passing through the expression once, using the Key
array, it was possible to link all the elements with the same name into
rings. Associated with each of these pointers is a reference to the
phrase in which the next occurrence of the name is to be found. The
basic principle of the ensuing operation is that if the phrase pointers
of one phrase all point to the same following phrase, then this following
phrase is redundant. The problem is to distinguish this phrase with
corresponding elements, from all the intervening phrases. This can be
done without undue searching by using the implicit order of the data
1 2 3 4 5 6 7 8 9 10 11 12 13
A B + B E + A C E + A B C
7 4 0 12 9 0 11 13 5 0 1 2 8




in the pointer array. For each phrase, increment the name-pointer
associated with the smallest phrase-pointer until one of the phrase-
pointers returns to the original phrase. Diagrammatically, this process
is shown in Figure 22.
Delete 4
Phrase 1 A B
7 4
V
7 12 11 12 1 2




12 9 1 2 5
4 3 4 (2)
A C E
11 13 5 11 13 9
4 4 2 4 4 AB + BE + ACE
Removing Included Phrases
Figure 22.
Boolean expressions are used in the analysis of switching circuits
and it was found in the analysis for the hardware display processor
presented in the last section, that this test for inclusion was part of
a more general procedure developed by Quine and McCluskey (1956) for
use in electronics. This procedure also includes the ability to reduce
the following expressions:
A.B.C + A.B.'C >A.B
The starting point for the Quine McCluskey method is the minterm list
of the function which for the expression:
A.B.C + B.C.D > A.B.C. (D+'D) + B.C.D. (A+'A)
is given by A.B.C.D.+ A.B.C.'D + 'A.B.C.D
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This is the Disjunctive Normal form referred to previously9 and because
a particular collection of minterms is a unique representation, this
expression can be represented by:
f(A,B,C,D) = m( 7,14,15)
This decimal representation of a minterm is produced by representing
A and 'A by 1 or 0 and similarly for the other names, so that A.B.C.'D
becomes 1110 which is the binary representation for 14.
The Quine McCluskey method can be demonstrated by the example using
the expression:^
f(A,B,C,D) = m(0,2,3,6,7,8,9,10,13)
The first step is to represent these minterms in their binary form as
shown in Figure 23.
1 2 3 4
r"l J-. r~l
0 A B C D 0 0 0 0 0
2 A B C D 0 0 10 1
3 A B C D 0 0 11 2
6 A B C D 0 110 2
7 A B C D 0 111 3
8 A B C D 10 0 0 1
9 A B C D 10 0 1 2
10 A B C 0 10 10 2
13 A B C D 110 1 3
Minterms
1o Decimal
2 o Name s
3. Binary




1o Example taken from Introduction to Switching Theory and Logical




0 0 0 0 0 V 0 0*0 ✓ oo*
1 0 0 10 ✓ * 0 0 0 ✓ 0 * 1 *
10 0 0 V*
*oo N/
2 0 0 11 V" 0*10 v/
0 110 V- or—o•X-
10 0 1 ✓ 1 0 0 *
10 10 ✓ o * o v'
3 0 111 v' 0*11 v'
110 1 s/ 0 1 1 * v'
4 1 *01
Ordering the Minterm List and Reducing it
Figure 24«
The next step is to classify each of the binary minterms by the number
of 1's it contains, and group them accordingly as shown in section 1 of
the Figure shown above.
The second stage is to group together the minteras which are different
in only one term, in other words the values in the four places corres¬
ponding to A,B,C,D for both minterms are the same except' for one position,,
The minterms which are combined in this way are narked with a tick to
show that they are included in a term in column 2. The combination of
1000 and 1001 gives 100*, and this is equivalent to the reduction:
A. ® 13. ®C. !D -fA.'B.'C.D >A.«B.'C
The second column can then be processed in the same way to give the
366
VOLUME MATRIX CONSTRUCTION
third column,, In this example the elements in the third column will
not combine to give a fourth column. Once this reduction is complete,
the unmarked terms represent the phrases in the restructured expression,
in this case:
SB.C.'D + A.'C.D + 5B. ®D + ®A.C
It can be seen that this expression can still be reduced and the rest
of the operation is comparable with the inclusion test already developed,,
This will remove 'B.'D.C since it is included in ®B,*D to give the
minimal form of expression:
A.'C.D + ®B.®D + *A.C
The expansion algorithm described previously does not produce minterraso
However, its output can still be processed in the same way. The phrases
in the expression:
A.B.C + B.C.D
can be modified to give the minterms:
A.B.C.D + A.B.C.*D + *A.B.C.D
However, they can also be regarded as intermediate results to the first
stage of the Quine McCluskey procedure, so long as they are expressed
with respect to the order: A,B,C,D as A.B.C.* and *.B.G.D0 Even though
the complete minimisation which this procedure produces, was not achieved,
the routines developed were adequate for the next stage of the investi¬
gation.
Once the reduced single level boolean expression could be formed auto¬
matically, the next problem was how it could be used to generate volume
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matrices. The first stage was to create the convex volumes defined by
the individual phrases in the expression. This was done using the








It was then possible to take the volume V and use it to control the
cutting plane program to generate the edges of the volume expressed
in the form A/B,pl/p2. The output from this test run is given below0
The ordering to give the line boundaries of the volume*s facets was
carried out after the line segments had been generated. The use of
the matrix data structure means that a particular line segment is only
processed once for each cutting plane. If the process were to be
carried out using polygon boundaries even if actual intersection points
were only calculated once, there is still an unpleasant bookkeeping task
locating the same line segment in the boundary of the adjacent facet.
It was in the next stage of this study that the real advantage of the
single occurrence of edge line segments really became apparent.
As has already been observed, the problem with the convex volumes
created from the phrases of an expanded boolean expression is that they




Table ] Test Output from Volume Construction Program
DATA: VOL=A.B.C.D.E.F;
PARSE
5121 1o0001 80OOOI 0o0000 0 7
5121 5.0001 120OOQ1 o0oooo 0 13
5121 7.0001 10.0001 OoOOOO 0 19
5121 3.0001 6.0001 OoOOOO 0 1
6145 3.0001 6.0(X)1 6.0000 0 31
6145 7 o0001 10.0001 6.0000 0 37
6145 5.0001 1 2o0001 6.0000 0 43
6145 1o0001 8.0001 6.0000 0 25
7169 1.0001 8.0001 6.0000 0 55
7169 5.0001 12o0001 60OOOO 0 61
7169 5.0001 12.0001 0.0000 0 67
7169 1.0001 8.0001 OoOOOO 0 49
8193 7.0001 10.0001 0.0000 0 79
8193 5.0001 12.0001 OoOOOO 0 85
8193 5.0001 12.0001 6o0000 0 91
8193 7.0001 10.0001 6.0000 0 73
9217 3.0001 6.0001 0.0000 0 103
9217 7.0001 10.0001 0.0000 0 109
9217 7.0001 10.0001 6o0000 0 115
9217 3.0001 60OOOI 6.0000 0 97
10241 3.0001 6.0001 0.0000 0 127
10241 3.0001 6.0001 6.0000 0 133
10241 1.0001 8.0001 6.0000 0 139
10241 1.0001 8.0001 0.0000 0 121
STOP 55
matrices there were two possible lines of development0 Firstly, the
overlapping regions could be removed using the matrix operations, or
some other approach based on the wire frame models of volumes. Secondly,
some approach could be developed which continued to use the properties
of the boolean expression definition.
The second approach was investigated first. The basic principle behind
this approach can be shown with the aid of the diagram in Figure 25




same relationships hold in three dimensions. Given the expression:
A.B.C + D.E.F
the geometrical realisation of this expression could be:
Two Dimensional Interpretations of a Boolean Expression
Figure 25.
If the triangle A.B.C is created first, then only those sections of




'A.D.E.F + 'B.D.E.F + 8C.D.E.F
However, it can be seen that this new collection of convex zones may
well overlap themselves so the expression has to be modified to give:
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'A.D.E.F +'B.A.D.E.F + 'C.A.B.D.E.F
so the modified expression for the whole volume becomes:
A.B.C + 'A.D.E.F + 'B.A.D.E.F + 'C.A.B.D.E.F
If the boundary lines of these zones are created for the triangles in
the diagram above the result would be:




This approach was tried out on a volume defined by the expression:
VI+V2 —> A.B.C.D.E.F + G.H.I.J.K.L
The file for the two separate convex volumes is given in the next Table.
Having done this, the modified version of the second convex volume -
V2 was created, in this case:
'A.(V2) + 'B.A.(V2) + 'C.A.B. (V2) + 'D.A.B.C.(V2) + 'E.A.B.C.D.(V2)
+ 'F.A.B.C.D.E.(V2)
In practice, all but two of these phrases were empty. The rew facets
are shown by the negative facet names in the following file.
The plan and side elevation of this volume are shown in the next
diagram. Two interpenetrating blocks at right angles to each other,
the larger block being V1 and the smaller V2. In the modification of
V2, its central portion is removed leaving a final description composed
of three mutually exclusive blocks.
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TABLE 2 Test Output from Volume Construction Program
5121 1.0001 8.0001 0.0000 0 7
5121 5.0001 12.0001 0.0000 0 13
5121 7.0001 10.0001 0.0000 0 19
5121 3.0001 6.0001 0.0000 0 1
6145 3.0001 6.0001 6.0000 0 31
6145 7.0001 10,0001 6.0000 0 37
6145 5.0001 12.0001 6.0000 0 43
6145 1.0001 8.0001 6.0000 0 25
7169 1.0001 8.0001 6.0000 0 55
7169 5.0001 12.0001 6.0000 0 61
7169 5.0001 12.0001 0.0000 0 67
7169 1.0001 8.0001 0.0000 0 49
8193 7.0001 10.0001 0.0000 0 79
8193 5.0001 12.0001 0.0000 0 85
8193 5.0001 12.0001 6.0000 0 91
8193 7.0001 10.0001 6.0000 0 73
9217 3.0001 6.0001 0.0000 0 103
9217 7.0001 10.0001 0.0000 0 109
9217 7.0001 10.0001 6.0000 0 115
9217 3.0001 6.0001 6.0000 0 97
10241 3.0001 6.0001 0.0000 0 127
10241 3.0001 6.0001 6.0000 0 133
10241 1.0001 8.0001 6.0000 0 139
10241 1.0001 8.0001 0.0000 0 121
13313 1.0000 10.0001 1.0000 0 7
13313 1.0000 10.0001 5.0000 0 13
13313 3.0000 12.0002 5.0000 0 19
13313 3.0000 12.0001 1.0000 0 1
14337 3.0000 12.0001 1.0000 0 31
14337 3.0000 12.0002 5.0000 0 37
14337 7.0001 8.0001 5.0000 0 43
14337 7.0001 8.0001 1.0000 0 25
15361 7.0001 8.0001 1.0000 0 55
15361 7.0001 8.0001 5.0000 0 61
15361 5.0001 6.0001 5.0000 0 67
15361 5.0001 6.0001 1.0000 0 49
16385 5.0001 6.0001 1.0000 0 79
16385 5.0001 6.0001 5.0000 0 85
16385 1.0000 10.0001 5.0000 0 91
1 6385 1.0000 10.0001 1.0000 0 73
1 7409 1.0000 10.0001 5.0000 0 103
17409 5.0001 6.0001 5.0000 0 109
17409 7.0001 8.0001 5.0000 0 115
17409 3.0000 12.0002 5.0000 0 97
18433 3.0000 12.0001 1.0000 0 127
18433 7.0001 8.0001 1.0000 0 133
18433 5.0001 6.0001 1.0000 0 139
1 8433 1.0000 10.0001 1.0000 0 121
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TABLE 3 Test Output from Volume Construction Program
13313 1 .0000 10o0001 1.0000 0 7
13313 1 oOOOO 10.0001 5.0000 0 13
13313 3.0000 12.0002 5.0000 0 19
13313 3.0000 12.0001 1.0000 0 1
14337 4o0001 11.0001 1 .0000 0 31
14337 3.0000 12.0001 1 .0000 0 37
14337 3.0000 12.0002 5.0000 0 43
14337 4.0001 11 .0001 5.0000 0 25
16385 2o0001 9.0001 5.0000 0 55
16385 1.0000 10.0001 5.0000 0 61
16385 1 oOOOO 10.0001 1.0000 0 67
16385 2.0001 9.0001 1.0000 0 49
17409 4.0001 11.0001 5.0000 0 79
17409 3.0000 12.0002 5oOOOO 0 85
17409 1.0000 10.0001 5.0000 0 91
17409 2.0001 9.0001 5.0000 0 73
18433 2.0001 9.0001 1.0000 0 103
18433 1.0000 10.0001 1.0000 0 109
1 8433 3.0000 12.0001 1.0000 0 115
18433 4.0001 11 .0001 1oOOOO 0 97
-7169 4.0001 11 .0001 5.0000 0 127
-7169 2.0001 9.0001 5.0000 0 133
-7169 2.0001 9.0001 1.0000 0 139
-7169 4.0001 11 .0001 1.0000 0 121
14337 6.0001 9.0001 5.0000 0 151
14337 7.0001 8.0001 5.0000 0 157
14337 7.0001 8.0001 1.0000 0 163
14337 6.0001 9.0001 1.0000 0 121
15361 7.0001 8.0001 1.0000 0 175
15361 7.0001 8.0001 5.0000 0 181
15361 7.0001 80OOOI 5.0000 0 181
15361 5.0001 6.0001 5.0000 0 187
15361 5.0001 6.0001 1.0000 0 169
16385 4.0001 7.0001 1.0000 0 199
16385 5.0001 6.0001 1.0000 0 205
16385 5.0001 60OOOI 5.0000 0 211
16385 4o0001 7.0001 5.0000 0 193
17409 4.0001 7.0001 5.0000 0 223
17409 5.0001 6.0001 5.0000 0 229
17409 7.0001 8.0001 5.0000 0 235
17409 6.0001 9.0001 5.0000 0 217
18433 6.0001 9.0001 1.0000 0 247
18433 7.0001 8.0001 1o0000 0 253
18433 5.0001 6.0001 1.0000 0 259
18433 4.0001 7 o0001 1.0000 0 241
-9217 6.0001 9.0001 1.0000 0 271
-9217 4.0001 7.0001 1.0000 0 277
-9217 4.0001 7.0001 5.0000 0 283
-9217 6.0001 9.0001 5.0000 0 265
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Diagram of Test Data
Figure 26
Though this process is completely automatic, it has obvious drawbacks.
Many of the phrases which would be processed as if they were sub-
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volumes would turn out to be empty. The number of subvolumes generated
for testing even for these two starting volumes is eight and it can be
seen that, with larger numbers of starting volumes, the number of tests
escalates at a phenominal rate. If the original convex volumes, expressed
as volume matrices, had been used, then many of these tests could have
been rejected as unnecessary by a simple envelope test on the maximum
and minimum values of the x,y,z values of the vertex coordinates.
A more direct way of using the volume matrices was found while attempting
to do something else. Following the aim to make the maximum direct use of
the boolean notation originally being used to describe the volumes, an
attempt was made to extend the notation to include the bounded area of
planes forming facets and the bounded length of lines forming edges, in a
more explicit form. This investigation could not be taken very far,
because the properties of the extended notation seemed to be ambiguous,
and a more extensive study of the formal properties of this system was
beyond the scope of the present study.
If the two triangular regions in the following diagrams are considered,
the first as a 'solid', the second as a 'void': then, if the edge which
Figure 27
divides A from 'A is expressed as 5)A then by inspecting the diagrams, it
is possible to represent the edge1of the triangle created by A as 3A.B.C,
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so that the boundaries of the two triangles P and ' P can then be
expressed by:
sp > s(a.b.c) > sa.b.c + sb.c.a + sc.a.b
s'p-—^('a+'b+'c)—>s'a.'b.®c + s'b.'c.'a + s'c.'a.»b
rfhis gives a result which is similar in form to the result of dif¬
ferentiating a vector product:
(u.v)® •—* u®.v + u.v®
(uxv)®—> u'xv + uxv®
Also, the entities sa and qa® seemed to correspond to the closures of
the sets a and ®ae However, if a represents the space 0^a.x + b.y + c
then it has already been shown that it is convenient to make 'a represent
the space 0^ a.x + b.y + c, which makes sa correspond to 0 = a0x + b.y + c.
To achieve this, it seems to be necessary to make sa = 3®a. For a
limited set of operations the following list of productions for the
extended calculus gave consistent results which corresponded to the
cutting-plane operations described above and some of the operations
carried out implicitly during the matrix manipulations:
1 a. 'a » 0
2 a+«a > I
3 s®a "> sa
4 s(a.b) > sa.b + sb.a
5 s (a+b) > sa.'b + sb.'a
6 sa.i > sa
7 sa.0 ^ 0
8 sa.a > sa
9 sa. 'a > sa
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10 'OA) y I *
11 a'(a.b) y ©(a.b)
12 ©a.b + 5)a.c > ©a.(b+c)
13 a Oa) > 0 *
14 aO(a.b)) > ©a.©b
15 a + ©a — > a
16 B + ©a y B *
These conversions are in no specific order, and it is possible to
'derive' some of them from others. Giving meaning to some of these
productions is at times difficult. The boundary of 0 or I does not
seem to make much sense0 The following conversions suggest that the
definition of such a boundary is arbitrary or undefined in this system:
4 8,9














The real difficulties seem to arise from the productions marked with an
asterisk. The justification for these conversions, if it exists, seems
to be of the order 00 + 1 = 00.
It is the consequence of this argument which has not been investigated
and on which the uses of these productions seem to rest. For example,
the intersection of two volumes with a vertex or edge in contact in the
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matrix manipulations has been regarded as empty so that V.'V~^0, but
the tests would give the result V.'V—>oN, If 5)A is regarded as
infinitesimally small in the context of A, then it can be ignored but
does this argument extend to make (16) a valid conversion? Similarly,
the entity S(SA), if compared with the double differential, should exist
but in the context of SA can be ignored. It would appear that an
operation equivalent to taking the limit in calculus is required.
Bearing these reservations in mind, the following results of direct
substitution intuitively appear to be satisfactory:










The reduction of a volume defined by the boolean expression A.B.C.D.E.F
to the matrix form would require the boundary of the volume as facets
to be defined, followed by the edges of the facets, and finally the
points representing the vertices, in other words, the definition of
'the boundary of a boundary of a boundary'. As has already been
discussed, the boundary of a boundary of A is defined to be empty.
However, the boundary of a boundary of intersecting spaces cannot be







a(SA.B + SB .A)
I
a(aA.B).* (SB.A) + a(SB.A).?(SA.B)
I






The application of this form of substitution for the boundary of a
boundary of a triangle would need to take the form:
S)(a(A.B.C))—»5)A.g)B.C + aA.aC.B + aB.aC.A




P2 ^ I ^ P3
z-7
The Boundary of the Boundary of a Triangle
Figure 28
It is clear that the ideas presented in the last few pages have not
been fully worked through. The goal of this line of development can
be illustrated by considering the OBLIX hidden line removal algorithm.
If the previous notation were effectively implemented, then this al¬







A = A + B(J)
REPEAT
Even if the ideas in the last few pages cannot be developed further,
it is clear that the two alternative ways for representing volumes
discussed in this section would be valuable in the same system. So
far the boolean expression description has been discussed in the role
of data input. In the next chapter it will be shown that there is a way
in which it can be used to create displays. Certain volume data are
easier to enter in point coordinate form and so it is necessary to
briefly consider the creation of boolean expression descriptions from
such a structure.
The volume descriptions in question have already been examined briefly
in Chapter 7, and an example is shown in Figure 47 in that chapter.
The data which results from a topographic survey are typically in the
form of point heights. If these points are triangulated, then an
approximation of the original surface is created using plane facets.
If each facet is given a name then if a three level boolean expression
is used each name need only occurs in tlie volume definition once.
An example for a simple volume is shown in Figure 29, and a simple
algorithm can be constructed to create such a description from the
set of triangles.
Conclusions
The work in this Section allowed the ideas presented in the Chapter on
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Creating a Boolean Expression from a Triangulated Surface
Figure 29.
System Development to be extended. At one level it allowed a set
theoretic data-base access language to be constructed. This has not
been investigated in detail but what appeared to be the primitive
operations were discussed briefly in Chapter 7. In such a language
the boolean expression can be used to manipulate inverted files related
to property names. If such names are extended to reference ordered
sets or relation coordinates, and a particular type is defined to
cover the geometrical objects considered in this Section then the
boolean expressions can also be used to define zones in space.
Finally, at this level it should also be possible to include the
volume matrices as a particular form of ordered set.
If further work on these ideas is successful then the boolean
expression offers to provide some useful English Language forms as
alternatives. The intersection of two or more name sets fo>~ example
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corresponds to the use of nouns in apposition:
John, the farmer ...
The set of objects referenced by 'John' when intersected with the set
of objects referenced by 'the farmer' would give the subject of this
sentence. The use of the relative clause seems to be an extension of
the same idea:
John, who was a farmer ...
In this case the who seems to act as a dummy name in apposition with
'John', and the first stage is to reduce the relative clause to give
a set corresponding to 'who'. Similarly, the relation pair stored as
a coordinate can be used in the form:
John, the father of Andrew ...
'Andrew' would initially be matched with the second element in a set
of ordered pairs called 'Father, Child'. The 'of' would act as an
operator which returns the set of Fathers matching a child called
Andrew. This set would then be intersected with the name set 'John'.
It seems that there would be several modes in which such expressions
could be interpreted. If taken as a question, then they would be
matched with information in the data base to see if they were true,
not known or false .
Is John the father of Andrew?
This stagemsnt would access and check this relationship in the data
structure. In such simple cases the information would have to be
explicitly stored for the system to be able to give any other response




functions to other sets it is possible for the system to generate
answers not explicitly defined by external statements. If the
question:
Is London in England?
is posed, then if the location of London is stored as a geographic
coordinate then a point in polygon test on the boundaries of
'England' will be able to provide the appropriate true or false
answer. It would appear that where cluster analysis has been used
to create a classification a very similar procedure should be appli¬
cable. An important aspect of including a spatial location with a
named physical object is that it seems the simplest way to provide a
unique identifier.
Though these ideas have been briefly examined they will have to be
developed in future work. There are considerable difficulties in
maintaining the internal bookkeeping for such a free structure which
have not been fully resolved. The next useful statement which v/ill
be included in the volume definition language described above will be
the RESTRICTION. If names are being used to access name sets then
with a large data-base it will become necessary to use very long
boolean expressions to denote a single object. Consequently, when
addressing operations to a data-base it will be useful to initially
define the universe of discourse, by a series of restrictions on the
meaning of names. If this is implemented in a block structured
language then the restriction takes the place of declarations. An
example of such an expression would be




Within its block this statement would restrict John to the individual
referenced by the address. At the end of the block John could again
be used generally. An alternative implementation could be constructed
round a specially defined use of the definite and the indefinite article.
This area seems to be very rich in future possibilities. However, the
next stage of this study went on to consider the alternative response
of the system to questions about location. Instead of giving a verbal
response the system could produce a diagram, map or other display which
illustrates the relationships which are required. This subject is





It is convenient to divide the data structures used to represent
information for automatic data processing into three groups. The
first covers the external forms of data used to enter information
into the machine system, the second the internal forms used in machine
processing, while the third covers the representation used to com¬
municate the results of data processing to the system users.
In the preceding chapters the primary interest was in the organisation
of the internal data, but it was impossible to discuss this subject
without using external forms of representation. For this reason many
of the issues which concern the input and output of information have
already been implicitly covered. The formalism used for entering and
manipulating volume descriptions has been described at some iength,
but the generation of graphic output needs to be examined in greater
detail. Though many illustrations were given to show the result of the
internal manipulations which were being discussed, no indication was
given how these could be produced automatically. The subject of this









Potential Graphic Model Graphic Model
Generating Graphic Output
Figure 1.
There is a wide variety of data structures which can potentially be
included in box A, in that they can be successfully converted into a
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graphic form of output. Similarly, there is a wide variety of graphic
forms which can be included in box C. Since it was difficult to consider
all the possibilities the first stage was to limit the subject to a
manageable size. It seemed reasonable to restrict the internal data
structures which would be considered to those analysed in the earlier
chapters in this Section. The contents of box C were more difficult to
restrict, but some help was provided by the limitations imposed by the
machinery available in box B to automatically create graphic output.
Most common display devices are only capable of rendering points or
lines, and to some extent this restricts the kinds of display it is easy
to produce.
It so happens that the data structures which have already been discussed
are particularly suited to be used with line drawing devices. Though
it could be argued that this was no accident, but was the result of
catering for existing output machinery, doing so would only present one
aspect of the overall problem. It is relatively easy to design a
simple machine for displaying areas directly. Consider a machine which
projects a circular area of light onto a photographic film. The
position and the radius of the disc of illuminated film could be
controlled by input data. More complex shapes could be built up by
overlaying a collection of discs with the appropriate size and position.
If the recording signal is a light beam bright enough for the photographic
film to be fully exposed from a single disc of light then the total
figure will be produced by boolean addition since: exposure + exposure =
exposure. The problem with this scheme is the form that the internal




Another problem is that having an internal data structure which can be
easily converted into a line drawing does not guarantee that the
drawing will be easy to read.
The use of parametric equations to define smooth surfaces for aircraft
and ship hulls appeared to provide a simple way of creating line
drawings. If one of the parameters is fixed then a surface line is
generated by continuously varying the other parameter (Forrest, 1968 and
Armit,1970). These lines are generally three dimensional, in that they
cannot be contained within a plane. The result is that when they are
projected onto a display plane the drawing produced can be deceptive.^*
Armit suggested that the only reliable way of displaying these surfaces
as a drawing was to generate surface contours or plane parallel profile
sections.
The ideal solution seemed to be an internal data structure which was not
only suitable for the internal manipulations necessary, but which also
made it simple to create readable graphic output. If a compromise had
to be made then its nature would depend on the application of the system.
For example, where data are obtained from a remote sensing device, and
the output is used to drive automatic cutting rrachinery, then the
economic emphasis is likely to be different from a Computer Aided Design
System. The most efficient solution is to design the data structure to
suit the principal work load. In the first case if drawings are nec¬
essary then the overhead from creating a secondary data structure for
1. See Figure 47, Chapter 7.
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display purposes could be lost in the savings produced by using a well
designed data structure for the main activity0
It is very difficult to provide rules for creating easily read drawings.
If a graphic model is initially considered to be a pattern on a plane
surface, then the graphic effects which can be used to build up the
display can be listed under three broad headings:
Two Dimensional Effects
(1) Position marks - points.
(2) Links between points - Lines.
(3) Boundary lines - a partitioned display surface.
(4) Surface character - Solid areas of colours, tone or texture.
(5) Object shape - similar and dissimilar objects.
(6) Reference grids - measurements.
Three Dimensional Effects
(7) Overlap - obscuring recognised shapes.
(8) Linear perspective - relative size of recognised objects.
(9) Aerial perspective - colour tone and texture variations.
(10) Transparency - Overlap with colour and tone variations.
(11) Illumination - shadows and tone variations.
(12) Reference Grids - Contours, relative spatial location.
(13) Surface character - reflectivity, lustre.
(14) Edge Effects - local tone and colour variations.
Movement Effects
(15) Parallax - patterns of movement consistent with perspective.
(16) Changing shape - relative movement other than parallax.
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(17) After Image - Colour and Textural effects.
(18) Optical illusions, impossible figures, figure field effects.
It can be seen tbat many of these effects are interrelated. The
problem is that it is very difficult to improve on this classification,
for example to give independent categories. When presented with a
display it is possible to respond to it as a flat two dimensional
surface and it is possible to 'look into it' and respond to three
dimensional effects. The kind of problems which can occur if only one
effect is taken into account can be illustrated in the following way.
In cartography symbols of different size are often used to indicate
different populations for towns and cities. If the radius of a circle
is made proportional to the numbers of people in each town, then two
competing effects may be produced. If the map is read two dimensionally
then the correct relative size of each town may be assessed. However,
if the map is read three dimensionally then though the rank ordering of
towns will still be correct, the tendency will be to relate the absolute
sizes of the populations to the depth of the symbol and an incorrect
impression may be given. Inconsistent or competing effects can be
useful, however; they are often employed consciously by artists and
graphic designers to give a sense of movement, and produce dynamic effects
in a static display.
In order to limit the contents of box C in Figure 1 , it was decided
to concentrate on the creation of technical drawings. On one hand,
many years of practical use have evolved conventions which reduce the
chance of ambiguity; on the other, special training in their use make it
less likely that competing effects will lead to incorrect interpretations
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being made. Starting from the volume descriptions described in previous
chapters, the first problem to be tackled was the creation of plan,
section, and simple projected drawings.
Ease
Ease of Understanding Drawings
Figure 2.
The advantage of starting with simple perspective projections is that
straight lines in three dimensional space are transformed into straight









lines in the display space. This means that a data structure where
lines are represented by their end vertices can be transformed merely
by redefining the vertex coordinates. This is a simple task to program.
The difficulty in creating a display is that all the edge lines of a
volume will be transferred to the picture plane. It consequently
becomes necessary to remove those lines and line segments which would
be obscured by intervening objects. This is the hidden line problem
and its simplest form occurs as the overlap of polygons.
The use of overlap in a display is principally a two dimensional
exercise. If the outline of an object is considered as it would appear
on a picture plane, it is a polygon. If two polygons overlap on the
picture plane, then it is merely a matter of removing the section of
the polygon boundary which is overlapped. That is the portion of the
boundary of the furthest away polygon which lies inside the other
polygon. The two alternatives for polygons A and B are shewn in
Figure 3.
A B A B A B
Overlap of Two Polygons
Figure 3
This process has already beer, discussed in the description of the OBLIX
program in the second Section.
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If the polygons are being treated as zones, for example where they may
be shaded, then the operation is a little more complex. Though the
obscuring polygon boundary will be the same, the polygpn which has been
covered will have an incomplete boundary. A new section of boundary
will have to be generated from the boundary of the other polygon. This
procedure is summarised in Figure 4.
Overlap of Polygon Zones
Figure 4.
Where more complex objects are required in a display the overlap of
outlines is not adequate to solve the hidden line problem. The
difficulty is illustrated by the interlocking volumes in Figure 5.
In this case it is not possible to classify one object as totally in





facet in this way. In this case the use of overlap depends on having
plane facets but before restricting the problem it appeared to be worth
examining the general hidden line problem where curved surfaces were
included as part of a volume's description.
Hidden Line Removal - The General Case
It is clear that it is only the surface of an opaque object which is seen.
It is also clear that in a particular direction of viewing, the nearest
surface to the eye will be the visible surface. Other surfaces will be
obscured by the first. This is taken as the simplest evidence that
light travels in straight lines, the geometrical relationships being
the same as those which govern the definition of shadows. If the
source of illumination is considered to be located at the viewing
point, then the visible portions of the object will coincide with the
illuminated portions while, conversely, the invisible portion will be
in shadow.




Shadow region —-r"",' . Source
Illuminated region
The Relationship between Shadows and Visibility
Figure 6.
An alternative statement of the hidden line problem is the projection
onto the picture plane of only those points or lines which lie within
the illuminated area of an object's surface, when the source of illumi-
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nation coincides with the viewing position. If the boundary line
between the illuminated area ana the shadow area is called the shadow
line contour, then in the simple case shown in Figure 6 this line will
also divide the areas of surface which are facing the light source from
those which are facing away from it. From the discussion of the OBLIX
hidden line removal algorithm, it is clear that this will not always be
the case. Where a collection of objects is considered then it is
possible for one object to obscure or cast a shadow on the front face
of another object. Also where a concave object is encountered, it is
possible for front facing surfaces to be in shadow. For this reason it
is useful to define the boundary which separates the front facing
surfaces from back facing surfaces and give it a different name, in
this discussion the 'hidden line contour'.
'L' Shaped Block
Figure 7
Consider the 'L' shaped block shown in Figure 7 , if the back facing
surfaces are removed then the result is that shown in Figure 8.
The second diagram in Figure 8 shows all the front facing facets
and the edges between them. The third diagram shows only the projection






Front Facing Facets for the Shaped Block
Figure 8.
two front facing surfaces have been removed. It can be seen in this
case that a simple polygon overlay procedure will produce the final
cprrected display with all the hidden lines removed. However, the
advantage of the general approach appears as soon as objects with smooth
curved surfaces are considered.
0 0 0 ® o o




In most of the early programs written for hidden line removal, the
discarding of back facets was regarded as a preprocessing task which
was carried out before the real problem of hidden line elimination was
undertaken. It can be seen that in the case of smooth unfaceted objects
this is a task which takes on a much more important role. Though the
definition of the hidden line contour does not totallj' solve the display
problem it is one step in the right direction, since the shadow line
contour when projected on the picture plane is a section of the hidden
line contour. In the case of smooth surfaced objects, even when they
are built up from surface patches, these lines may need to be constructed
since neither need already exist as edges in the original volume
description0
Properties of Hidden Line and Shadow Line Contours
The hidden line contour is the line which divides the front facing
section of an object's surface from the back facing section. It can be
seen by studying the object in Figure 8 that the front facing surface
does not have to be located in front of its adjacent back facing surfaceD













It is interesting to note that in diagram (a) the hidden line contour
if formed by a convex section of the surface, whereas in diagram (b)
the hidden line contour is formed by a concave section of the object's
surface. When an object has a concave section to its surface, then it
is possible to have a self crossing hidden-line contour:
Self Crossing Hidden Line Contour
Figure 11 .
When projected on the picture plane, the adjacent sections of surface
lying on each side of this line will appear on the same side of it.
Where this line has a directional characteristic this side will always
be the same relative to this direction.
Inside and Outside the Hidden Line Contour
Figure 12.
The surface within a single contour loop will be a single connected area.
This means that within one of these loops it should be possible to trace a
path from one section of the visible surface to another, without having
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to cross the hidden line contour
Path traced on object's surface
Linking visible points on the Volume Surface
Figure 13,
Where such a path, projected on the picture plane, does in fact have
to cross the projected contour line, it indicates that the hidden line
contour has passed from a convex section of the surface to a concave
section. The same is true in reverse, where the path from one back-
facing section to another crosses the hidden line contour on the picture
plane, there has been a switch from a concave surface to a convex surface.
Hidden Line Contour Switching Points
Figure 14.
The concave section of the hidden line contour will never be visible.
This is obvious when it is realised that this section of the line occurs
where a back face is nearer the viewer than the associated front face,
Figure 10 , so a solid section of the object will always lie between this
section of the hidden line contour and the viewer. It lias been assumed









hidden line contour projected on the picture plane will form a cusp
or sharp change of direction. For hidden line removal, the location
of these points would mean that this section of the contour line could
immediately be discarded. It would appear possible for the two




This corresponds with the situation which would result from the
sequence of operations shown in Figure 16.
Creating a Double Switching Point
Figure 16.
At such a point a ray of light from the viewing point could conceivably
pass through a point sized hole at A.
Conversion of the Hidden Line Contour to the Shadow Line Contour
Assuming the hidden line contour has been created for a single object,
where there is only one contour loop and where this loop is not self
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crossing, then the hidden line contour will be the same as the shadow line
contour. Where the shadow line contour does cross itself, there are two
principal ways in which this intersection can occur:
Intersection Points for a Hidden Line Contour
Figure 17.
The two intersections 'A' and ®B® correspond to the condition of simple
overlap. Consequently, the shadow line contour depends on whether ®a®
is dominant or ®b® is dominant. Even though, when A j.s resolved, B
will also be resolved, this situation will usually be treated as though
A and B are independent, and the hidden line contour will be examined
intersection point by intersection point. If, following the direction
of the arrow, the intersection points are found and resolved in sequence,
then it can be seen that line ®x® will be switched off at 'A' and switched
back on again at 'B®.
A




This leaves the single intersection point ®C®. It can be seen that the
straight forward processing of intersection points will not be sufficient
in this case. However, assuming that it is possible to locate the
switching points ®d® and 'e! then it is possible to remove the line
segment ®de'. This leaves a shadow line contour of the form:
Figure 19.
The two line segments which intersect at ®C®: '1® and 'm® can then be
tested to see which one lies nearer the viewer and is therefore dominant.
It can be noted in passing that the resolution of ®C® is independent of
'A' and ®B®, so that the following two results are possible:
Figure 20.
Where there are more than one contour loop in a projected scene, it is
not always possible to depend on tests for overlap carried out solely at




Three Concentric Hidden Line Contour Loops
Figure 21.
'b' and 'c' are the normal outline contours for objects B and C,
however 'a' is a secondary contour for the object C. 'a' can be
caused in two ways: firstly, it can be the result of a lump on the
surface of C, and secondly, it can be the result of a circular hole
punched through C:
Alternative Interpretations, and the Shadow Line Contour
Figure 22.
In both cases if B lies in front of C then the secondary boundary loop
of C will be obscured. It thus seems to be necessary to carry out some
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form of overlap test for all concentric loops at least once.
Hidden or Surface Line Removal
The conversion of the hidden line contour to the shadow line contour
is only part of the process normally referred to as hidden line removal.
There will often be surface lines which are important parts of the
display that do not form part of an object's edge as projected on the
display surface. If the same object discussed above is considered,
with a selection of surface lines, the resulting image projected on the
picture plane could be:
Object with Surface boundary lines
Figure 23
As has already been observed surface lines will only be visible if they
occur on a front facing surface. In the general case where the surface
is not made up of plane facets, this may be difficult to evaluate from
the projection of the object on the picture plane. In Figure 23
it can be seen that a line which passes from a front face to a back
face will create a projected line inside the hidden line contour, but
touching it at the point of transition. It is not necessary for a
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surface line which touches the hidden line contour to change its
visibility at this point of contact, but if it does change its
visibility then either it touches a contour line or, in certain
circumstances, crosses it. If sections of the surface lines which
are on the rear faces of the object in Figure 23 are removed the
result is shown in Figure 24.
Removing Surface Lines from Back Surfaces
Figure 24.
The final stage in the removai of hidden surface lines is to locate
those lines which are on front surfaces but which are obscured by
either nearer sections of the same object, or other independent objects
lying in the same line of sight. It would appear that this can be done
using a simple overlap test. The final rendering of the object shown
in Figure 24 is given in Figure 25 , What was initially a jumble of
lines has become an intelligible display.
The exact way in which operations described in the last three pages
would be implemented must depend on the data structure used for
representing curved surfaces. Since only faceted objects have been





investigation any further. Though the same strategy can be applied
to objects made up from plane surfaces, there is a variety of simpli¬
fications which can be made because the two contour lines must be made
up from existing edge lines. It is interesting to note that in the
OBLIX study, even though a very simple hidden line algorithm was used,
it was found necessary to define the shadow line contour for drawings
where the profile lines were suppressed to provide the minimum graphic
information for the surface to be intelligible.
A technique for removing hidden lines from displays of faceted objects
was developed from the polygon overlay study described in Chapter 7.
It can be seen that the output file from the overlay routine provides
sufficient information to select visible lines, and therefore to create
a display. Consider the objects shown in Figure 26.
If VI and V2 in Figure 26 are overlayed as shown in Figure 27
then if the operation were simple overlay the output information would
be the zones of overlap between differently named polygon facets. For
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Stage I: Remove Back Faces
Figure 26
a three dimensional object the coordinates not only provide the relative
location in the picture plane they also provide depth information. In
this case there appear to be at least three relationships which these
two objects could be holding to each other, from which the next stage




Possible Spatial Relationships of VI and V2
Figure 28
The simplest way to demonstrate this procedure is to use an example.
Consider facet B in volume V1. The output from the overlay routine
could be a file of the vertices of B including the intersection points
where the polygon B overlaps other polygons in the picture plane. The
overlay will have been carried out using only the x' and y' values of
the perspective coordinate x', y', z'. However the z' coordinate will
be included in the point record for each vertex. This means that when
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an intersection point is reached in the boundary of B it is possible by
following the ring pointers linking identical points - in the picture
plane - to find the z' values for all the other boundaries which intersect
B at this intersection point. If the boundary of B is nearest to the
picture plane then the intersection point may be ignored. Once the
visibility of the first point in a boundary has been found this
procedure makes it possible to extract the visible lines from the overlay
file by one pass through the data.
This procedure is similar to most of the other hidden line algorithms
which have been developed for faceted objects. It makes use of scene
coherence, implicitly during the coordinate sorting operation which
underlies the polygon overlay strategy. Other algorithms carry out
a similar operation to localise comparisons, some in the z direction
first some in the ^ direction first. In this case the choice was
already made because the routine was not originally developed for
hidden line removal. It can be seen that the provision for extra
values to be included as associated data in each coordinate record,
provided the versatility which made this extension of the polygon
overlay routine possible, by including the z coordinate.
The next stage in this investigation was to consider the use of volume
matrices as an input data structure for volume display procedures.
It was clear that the matrix could be converted into a collection of
facet boundary loops, using the multiplication procedure described at
the beginning of this section. This data could then be used in con¬
junction with the overlay routine which has just been described. In
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fact, it is not essential to presort the edges into boundary rings,
since the overlay routine will link the line segments with matching
end coordinates together, but doing so will save storage space.
There was one problem which still had to be resolved before the matrix
data structure could be used in this way. This was the occurrence of
'Voids', which could appear as part of a matrix description of an
object resulting from solutions to the naming problem. Consider the
object shown in Figure 29 and the three components which would occur
in the matrix for the object.
Figure 29.
At first sight it would appear that the intersection lines between VI
and V2 still needed to be established. In fact they have already been
found - they occur in the edges of the void M3. Consequently, all the
vertices necessary for the final display, subject to overlap tests,
exist explicitly in the data structure. All that is necessary is to
link them together to create the correct edges for the output drawing.
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Volumes Ml and M2 can be treated in the same way as the objects in
Figure 28 . The back faces can be discarded and the polygon facets
overlayed in the picture plane. If the same procedure is adopted for
the void, then diagrammatically the result would be successful in this
case, in that simple overlap tests will remove the unwanted line
sections. This operation is illustrated in Figure 30.
Polygon Overlay for Voids
Figure 30
If the volume shown in Figure 31 is represented by the matrix for a solid
and a void, then it is clear for this alternative that the edges of the
back faces of the void will be needed, to create the correct output.




It has already been observed that unless specific tests are carried
out it is not known whether a particular matrix represents a solid
or a void. The usual test depends on the sense of rotation exhibited
by the boundary points of a polygon when it is projected onto the
picture plane, and this would be reversed for a void. Consequently,
if the same test is used, then for a void, front faces would be dis¬
carded and back faces selected. Though this would solve the problem
for Figure 31 , it would create difficulties in the original case
shown in Figure 30 . Overall it appeared that there would be enough
information in the output file from a polygon overlay operation, to
create a correct display if all the facets of volumes were included
in the input file. In this context it seemed possible to limit the
selection procedure, so that it only processed front facets: only
when these were found to intersect with back facets would it be neces¬
sary to access the edges of back planes.
The Generation of Hidden Line Contours
A different line of investigation, based on the use of volume matrices
seemed worth following. This was the automatic creation of Hidden
Line Contours from the original matrix data structure. Even if it did
not provide an alternative strategy for solving the hidden line problem
it would be useful to classify the silhouette lines of a volume for
other graphic effects.
Take as an example the 'L' shaped object shown in Figure 32
If the surface facets are classified as front or back planes,
indicated by + and - in Figure 32 , then it is possible to auto-
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matically select all the line segments which lie between positive and
negative surfaces. If these line segments are chain sorted the result
will be either the boundary of the front or the boundary of back
facing areas, depending on the direction of the line, as shown in
Figure
GRAPHIC MODELS
Volume Matrix for an ' L' Shaped Block
4 5 7 8 6 9 10 1 1 2 3 4
+ve A D D D A F F G G A
-ve C C H E E E H H B B
Hidden Line Contour
Figure 35.
Where this line crosses itself as it does in the view shown in Figure 32
then the crossing point in the picture plane C will correspond to two
points on the surface of the object C1 and C2. If C1 is nearer to the
picture plane than C2, then assuming that the switching points are 8
and 6, then the shadow line contour can be created automatically to




4 5 7 C2 8 CI 9 10 1 1 2 3 4
11
Figure 34
Alternatively, if C2 is found to lie nearer to the picture plane then
the object would be displayed in the form shown in Figure 35.
4 5 7 C2 —> 6 C1 9 10 1 1 2 3 4
8
Shadow Line Contour Alternative II
Figure 35.
The problem was to locate the switching points. One approach which
gave interesting results, was to include in the volume description
an explicit classification of the angle at which facets meet at edges.
If the end points of line segments in re-entrant surfaces are tagged
by making their name negative in the volume matrix, then if they are
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selected as part of the hidden line contour it will be immediately
apparent which points are switching points. For example, in the
stream of points in Figure 36 defining a hidden line contour, the
switching points will be the first and last negative points in each
group of negative points
5 6 10 11 -7 -4 -3 -1 16 14 17 "2 "8 9 15 5
T_r_T T^T
Switching Points Switching Points
Selecting Switching Points
Figure 36
However, this approach did not solve all the problems. When a double
switching point occurs there are no line segments to indicate the
concave section. The only way to extend this principle seemed to
require facets with point contact to be represented in the matrix.
Volumes with Double Switching Points
Figure 37
An alternative test which would work for the volumes in Figure 37
is that for D, the switching point, the lines DH lie in the obtuse
angle formed by the Hidden Line Contour CDE, as shown in Figure 38





Hidden Line Contour with a Double Switching Point
Figure 58
Though the definition of the hidden line contour was relatively easy,
the subsequent conversion of this line to the shadow line contour did
not appear to be a very efficient way of solving the hidden line problem
for faceted objects. When it is realised that surface lines also have
to be tested against the shadow line contour in such a procedure, it is
clear that the overlay technique already described is the superior
approach, and it does not rule out the definition and use of the hidden
line contour, for example to emphasise the outline of an object.
What emerged from this investigation was the significance of marking
re-entrant edges. The relevance of this idea became apparent when an
attempt was made to include it in the volume matrix building operations
which have already been discussed. If a convex solid is defined then
all its vertices will be positively tagged; conversely, if the transpose
volume matrix is created to define a void then all the vertex tags
would have to be made negative. A more complex example of this idea
in practice, is shown in Figure 39 where one volume is subtracted
from another.
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Tagging Concave Surface Lines
Figure 59
Where the angles between the faces adjacent to the edges 6/7, 7/8 and
8/6 must be less than 180°, by definition, the complement must also
be less than 180°; consequently, these sides will be positive in the
final matrix. The reverse situation is shown in Figure 40 where the
new edges a/b, b/c and c/a are going to be re-entrant.
Other related situations which can give results automatically
are shown in Figure 41.
GRAPHIC MODELS
Not all the relationships between facets at edges are going to be
given automatically, independent of the geometry of the objects.
Where two volumes are merged at identical faces, then the outcome
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The Automatic Creation of Concave and Convex Edges
Figure 41
will depend on the shape of the original volumes. The link between
this process and the next stage in the work, was the realisation that
the boolean operations used in volume definition in the previous
Chapter, contained much the same information that it was possible to
include in these volume matrices by tagging vertex names. Planes
Figure 40
Concave




which were multiplied together gave convex surfaces whereas planes
which were added together gave concave surfaces. The next step in
the development was to look at the boolean form of volume description,
which was part of the double data structure proposed in the previous
Chapter, and see whether it could be usefully exploited in hidden line
removal and other graphic output operations.
Two other sources contributed to the growth of this idea. The first
was a paper by C. Jones,1971, 'A New Approach to The Hidden Line Problem',
where the author discussed the division of the 'scene space' into convex
zones. By creating a linkage tree between these spaces it was possible
to rapidly select those cells which would contribute to the display.
In a sense this was another way of representing and using the
properties of scene coherence. Its immediate application in this work
was in the representation of cellular structures, such as the rooms in
a building, as volume matrices.
If the facets of a volume are named by linking together the two volume
names on either side of the surface in question, in the same way that
lines were named by the two zones they separated, then a volume matrix
could take the form shown in Figure 42.
VO/V1 1 3 4
4 VO/V2 1 2
1 2 VD/*V3 3
3 4 2 V0/V4




Each facet occurs in two matrices when using this representation.
The use of only solid surfaces, on the basis that the voids could be
represented by the complement of these surfaces, is replaced by the
inclusion of both solids and voids in the scene description. This
makes it possible to create void descriptions that are convex as
well as solid zones which are convex. If the names of these zones
are used as the nodes in a graph, then given that the surface of one
of the voids contains the viewing position, it becomes possible to
separate those sub-volumes which it might be possible to see, from
those it would be impossible to see. This linkage is carried out on
the basis that a line of sight can only pass from a front face to a
back face. In Figure 43 this means that if the viewing point lies
in V6, then it will not be possible to see any part of V5, V2, or VI;
but if the viewing point was in V5, then only V6 would be left untested.
Figure 45
If the direct application for this technique was inside cellular
structures, its extended application was with tie subdivision of the
external space around objects, into convex cells. When this idea was
V4
V2
Graph of Volume Linkages V6
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linked with the use of boolean expressions for defining a scene, it
was realised that the list of minterms for the solid regions would
divide the solid into a convex cellular structure, while the minterms
for the complement would define convex external cells. Not all the
minterms would exist or, for that matter, would be needed but the
basic idea seemed to provide a sound starting point.
The second source which contributed to the direct use of boolean
expressions for creating displays, came from work done on hidden area
removal algorithms. This approach to creating displays was based on
the use of TV or Cathode Ray Tube rasters. The basic principle behind
the algorithms used in this display procedure is illustrated in
Figure 44.
Projection of an Object on a Raster Line
Figure 44.
A plane is taken through the raster line, and the projection of the
section cut through the object is represented in the raster line by
intensity or colour changes. The effect of many raster lines is a
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photographic shaded picture. Strictly speaking, the display is still
a line drawing, but the overall effect is of an areal display. The
nearest surface to the picture plane is again taken as the visible
surface. Normally, the volume descriptions prepared for the display
would be non-overlapping, but an interesting result is produced where
object descriptions are made to overlap. If this occurred for line
drawing data the result would be incorrect, always assuming that the
program did not fail to run. In this case a correct and consistent
picture is produced, and the result is the union of the two overlap¬
ping volumes. The reasons for this can be seen in Figure 45 , bearing
in mind that it is always the nearest surface to the picture plane
which is shown.
Section through a Raster Line
Figure 45
In this procedure, finding the minimum distance from the picture plane
corresponds with the display of the union of two surfaces. In 'Boolean
Systems' by D. Kaye,i9€8the author defines the boolean operators for





the point furthest from the origin, while the product of two points
gives the point nearest the origin. If the reverse interpretation
of the operators is made in terms of maximum and minimum distances
to the picture plane it is possible to create a display of the inter¬
section of two planes as shown in Figure 46 .
Boolean Operations for Visibility
Figure 46
This concept was initially experimented with, using the object
illustrated in diagram I in Figure 47, a section through this
object is shown in the centre diagram, and a possible volume
definition as a boolean expression is presented in diagram III. The
simple line scan method of creating a display would break down if it
were applied to this description.
The first stage was to consider the different results which would
be obtained from viewing lines cutting this object in different




Distances of Surfaces for Different Raster Points
Figure 48
The first distinction which had to be made was between an intersection
with a back surface and an intersection with a front surface. In the
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following attempt to use the boolean expression as a way of selecting
the visible surface the front intersections are considered positive
and the rear intersections negative. The first apparently successful
rules are shown applied to the four raster points a, b, c, and d from
Figure 48 , in the tables given below.
The procedure was to enter values of the intersection points into the
boolean expression in the order in which they were found, moving back
from the picture plane. The first value to be added to the expression
which created an output for the whole expression was considered to
belong to the visible surface. To start the operation it was necessary
to prime the variables associated with each of the surfaces. If the
surfaces were 'solid® then this value was 0, while when the surfaces
were of voids this value was 00.
Raster Point a
A:4
c + (A • «B) = V
0 0 0 0 00 = 0
0 0 4 0 00 = 0
0 0 4 4 00 = 0
0 4 4 4 00 = 4





+ 0 —> 4
00 —j- 4
0 —► 4
C + (A • »B) = V
0 0 0 0 00 = 0
B:-4 0 0 0 0 00 = 0 -4 + 00 —► 0
A: 3 0 0 3 0 0 = 0 3 + 0 —+ 3
A:-2 0 0 0 0 0 = 0 -2 + 3 —► 0
B: 1 0 0 0 0 1 = 0 1 + 0 —+• 0












The Visible Surface at d is C
This example was limited in size and complexity. Difficulty was
found in extending it to cover expressions which had more than one
level of nesting, for example:
V+(B.C.(A+D))
However, it has already been shown that this need not be a handicap
since an expression of the form shown above can be automatically
expanded to give:
V + B.C.A + B.C.D
In the example shown in Figure 48 the volumes were enclosed by a
single named surface. The next stage was to extend or modify the
rules so that volumes made up from intersecting planes could be
displa3'ed in this way. Consider the section through the volume
c + (A o ?B) = V
0 0 0 0 00 = 0
0 0 0 0 00 = 0
0 0 3 0 0 - 0
0 2 3 2 2 = 2
C + (A • = V
0 0 0 0 00 = 0
0 0 0 0 0 = 0
0 0 7 0 0 = 0
6 6 7 0 0 = 6
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shown in Figure 49.
Surface Visibility for Volume A.B.C.D
Figure 49
It is simple to obtain the visible plane from a concave surface,
and the visible plane from a convex surface as can be seen from
Figure 50.




It can be seen from the geometry of the plane surface that following
the intersection points of the viewing ray and the surface which gives
the minimum distance to the viewing point will define the concave
surface, and conversely following tie intersection points which give the
maximum distance to the viewing point will define the convex surface.
The difficulty is the situation shown in the previous diagram in
Figure 49 , where the viewing ray passes outside the object. In the
original example the problem was avoided since the viewing ray simply
did not intersect any of the objects surfaces. In this case all the
plane surfaces will cut the viewing ray even though no surface will be
visible. The solution to this problem was found by separating the
backface intersections from the front face intersections. The front
values are treated as described above for convex surfaces, whereas
the backfaces are treated as though they were forming a concave surface.
As long as the concave surface lay behind the convex surface then the
object was visible. Once the rear surface crossed in front of the
front surface the object ceased to exist.
Summarising the rules for displaying an object defined as a boolean
expression, where back faces are defined as giving negative distances
to the viewing point and front faces as giving position distances:
For each Convex Object Given by a Boolean Product Phrase
1. From the positive distances select the greatest, for example 'x'.
2. From the negative distances select the largest, algebraically,
for example 'y'«
3. If -y< x, then the viewing ray does not strike the object.
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4. If -y > x, then the visible surface is X, or x is passed to next
stage where there is more than one convex object.
For a Concave Surface or a Collection of Convex Objects
5. From the positive distances select the smallest, say 'z®.
6. Z is the visible surface.
These rules are more convenient than the previous rules because the
distances to planes can be processed in any order, as long as the
product phrases are evaluated before the overall summation. This
meant that a program could be written which processed the boolean
expression sequentially creating running maximum and minimum values
from which the visible surface eventually emerged.
Once it was possible to create a display from the boolean expression
the next task was to extend the input language described in the
previous Chapter, to include a display command. The form of this
command is given in Figure 51 .
DISPLAY:S,2,0,6,2,0,0,7,0,5,4,7,2,500,500;
yv ,
a b c d
a: Name of Volume File to be Displayed
b: Definition of Picture Frame
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Output created by this process can be seen in Figures 52, 53 and 54.
In the first the volume is defined as the union of two boxes and
4
a ground plane. In the second the smaller block is subtracted from
the larger and the result added to the ground plane. These three
displays were compiled from the same collection of plane definitions
1
which were entered once at the beginning of the program run.
Conclusions
In this Chapter two basic procedures for creating graphic output
from the volume descriptions analysed in earlier Chapters have been
discussed. Though the range of graphic effects which could be
employed in displays was briefly examined, only a few of them have
been used in these studies. In the case of line drawings some of
the other effects have been discussed in the Chapter on the OBLIX
program. In the case of the raster scan displays there is a much
wider scope for further development, since only the basic display
mechanism has so far been considered. The problem with this process
is that so far only its software implementation has been attempted,
and this is very slow and impractical to develop further in this form.
The advantage which the process potentially offers is the facility to
create displays directly from a volume data structure which can also
act as a convenient input language. For this reason the basic ideas
examined in this Chapter are extended in the next Section, and are
taken as the starting point for a hardware processor which might make
the operation more practical.
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HARDWARE DEVELOPMENT: A SCHEMATIC MACHINE
In the previous section most of the work was orientated towards the
development of a software system. Though on one hand this meant
starting with primitive operations established by other uses, it
provided on the other, a way of linking new operations to many general
purpose procedures which already existed. From this study several
general points emerged. Whether the data were in the complex forms
used to represent surfaces in the design of aircraft or ships, or the
relatively simpler forms employed in map making, it was possible to
define two overall classes of use. The first consisted of the analysis
of spatial properties which only required output in a printed or
language form. Properties such as surface areas, moments of inertia,
the number of people living in a particular geographical zone, or even
the construction cost for a design scheme could be calculated and
printed out without including the spatial descriptions used. This
meant that the spatial descriptions could be minimised and tailored to
suit these specific internal uses. In contrast the second form of
analysis demanded some form of graphic output in order to provide the
system user with the information which he required, and this restricted
the spatial models used to those which could also be used to create a
display file.
The system had to provide the user with a reasonably simple input
procedure. If data preparation was too complicated or time consuming
it would tend to destroy the advantages of automation. The more coircnon
place the activity being replaced the more this was likely to be true.
Where the control language related intuitively to the operations being
carried out, the simpler and more error free the use of the system could
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be. When using spatial data, this ease of use depends verj' heavily
on being able to display the information in a graphic form. However,
it was found that the input and output procedures were governed by
primitive operations using point coordinates. Though for many appli¬
cations these were suitable, it was shown in the last section that the
consequence of using this form of representation for zones in space was
that it was difficult to determine zones of overlap by any simple proce¬
dure. For geographical data the overlap of different properties in
space is expected. In physical design work, where these properties are
solid and void, the interpenetration of two solid objects is an error,
and the fact that it can happen by accident is a major problem. In
both cases it is necessary and important to define the regions of
spatial overlap, and it is an operation which occurs frequently, and
should therefore be implemented in the fastest form possible.
Boolean expressions were found to provide a relatively simple way of
expressing zones of overlap, and they could also be used as a con¬
venient way of entering spatial descriptions. However, it was a dif¬
ficult matter to visualise what a particular expression meant without
a display, though given a display it was easy to modify the spatial
relationships shown using these expressions. The problem which this
posed was that, if a language based on the boolean expressions were
used for data input, the creation of a display using point based
primitives required complex and extensive calculations. In the previous
chapter it was shown that a spatial description existing as a boolean
expression could be directly interpreted into a picture if new primitive
operations could be provided in a display processor. The implications
of providing such facilities at a hardware level are discussed more
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fully in this section.
The first stage is to summarise the basic ideas which underlie this
approach, and this can be done in the following way. The primitive
interpolation operation which is implicitly applied to a stream of
point coordinates to define a polygon boundary is replaced by a
primitive overlap operation implicit in the use of boolean expressions.
The relationship between a point coordinate and a particular line co¬
ordinate is given by the expression:
k = a.x + b.y + c
and similarly in the case of plane coordinates in three dimensional
spaces by the expression:
k = a.x + b.y + c.z + d
Where a point lies on one side of the boundary defined by the line or
plane then the value of k is positive, when it lies on the otle r side
of the boundary then k is negative.
•
The wireframe drawing for the object A.B.C.D.E.F could thus take the





In two dimensions the triangle shown in Figure 2 would be expressed
as A.B.C.
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A.B.C PI P2 P3
A Triangle
Figure 2
The overlap operation can be used to create new objects from previously
defined objects as shown in Figure 3 where new zones can be defined as








This process is simple in the sense that it intuitively relates to the
idea of adding and subtracting volumes as it occurs in practical con¬
struction and cutting operations. The manual process of drilling a hole
shown in Figure 4, can be expressed as the boolean subtraction of two
volumes.
The relationship between points and complex objects can be determined
by a form of point in polygon procedure shown diagrammatically in
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T: Inside is True
F: Inside is False
The polygon can be defined by the expression: A.B.(C+D).E.F
This expression can be expanded to give:
A.B.C.E.F + A.B.D.E.F
The two product phrases correspond to the two convex, overlapping
polygons shown in Figure 5 . if for each point p^ the value:
i nk. = a..x +b..y +c.
l in x n i
is evaluated for each line L^, then the sign of k for each side of a
convex polygon must be positive for the point to lie inside the polygon.
For a polygon made up of several overlapping convex polygons the point
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must lie within at least one, to be within the whole polygon. This
operation can be applied in exactly the same form to polyhedra to give
a point in volume text.
It was shown in the previous section that it is possible to define a
more complex operation using boolean expressions for creating pers¬
pective displays of three dimensional scenes, with hidden areas auto¬
matically removed. The distances from the picture plane at which a
particular viewing ray cuts the planes making up the volumes in a
scene can be used with the structure of the boolean expression to
indicate the visible plane at the point where the viewing ray pierces
the picture plane.
Consider the two viewing rays R1 and R2 in relation to the convex
volume A.B.C.D shown in Figure 6.
Conditions for Surface Visibility for a Convex Volume
Figure 6.
Where the distance from the picture plane to the plane A is a, and from
B is b, etc., and where, if the viewing point lies inside the plane, the
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point lies outside the plane the distance is regarded as a positive
number, then the following relationships define the visible plane:
From the positive distances select the greatest,
for example 'x';
From the negative distances select the largest
algebraically, for example 'y'»
Then if -y< x the viewing ray does not pass through the
object
If -y> x then the visible ray is X.
Where more than one convex volume is potentially visible at a parti¬
cular point on the picture plane then the surface which is at a
minimum distance from the picture plane along the viewing ray will be
the visible surface.
Each of these procedures has been simulated in software, and with the
exception of the point in volume test can be carried out faster by
methods using point-based data structures. The only advantage appears to
be the convenience of the operating language. However, this approach
provides a consistent approach to each of these operations, and though
slow each of these procedures is remarkably simple. It was this fact
and the independence of a large part of the individual processing tasks
which suggested the possibility of using a parallel processor.
Such a processor would consist of a series of modular units all capable
of carrying out the same tasks. The basic scheme for one such module is
shown in Figure 7 . The single unit is capable of carrying out the
sequential process which has just been described. The more of these
units included in a processor the faster the overall operation becomes.
Figure 7 shows the components of a machine which will carry out the
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Basic Module: Parallel Processor
Figure 7
necessary operations for creating a raster scan display, and was







(6) First Stage Selection
(7) Second Stage Selection
Creating a display is the most complicated of the series of operations
which has been described. The other processes can be carried out using
only a subset of this list of components. At this schematic stage of
development it appeared possible using a machine made up from these units
acting in parallel to carry out the following list of processes:
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Sort a List of Numbers into Order
Point in Polygon Testing
Point in Polyhedron Testing
Raster Scan Display of Polygons
Line shaded Polygon Displays
Nearest Neighbour Polygon Display
Shaded Perspective Display of Volumes
Line Drawing Display of Volumes
Plan Section Displays of Volumes
The first stage in the investigation of this schematic machine was to
examine the problems associated with the implementation of all these
operations in one device.
Matrix Multiplication
Given an array of multipliers operating in parallel, matrix multi¬
plication is merely a matter of supplying the correct values to the
appropriate multiplier and then adding together the results to give
the elements in the new matrix. An arrangement which will carry out
the matrix multiplication necessary to transform point coordinates
and plane coordinates is shown in Figure 8 . This is sufficient for
scaling, translating, rotating, and creating perspective projections.
It can be applied to data structures using both point coordinates and
plane coordinates.
Where multiple transformations are required it is often necessary to
create the resultant single transformation by multiplying together the
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w
A,B,C,D X Q
E.F.G.H Y =: R
I.J.K.L Z s
M.N.O.P w T
Matrix Multiplication for Coordinate Transformations
Figure 8
matrices representing the simple component transformations. This
requires a more complex arrangement which is in effect four groups of
the configuration shown in the previous case. Different values have
to be introduced into the vertical lines for each group.
Only elements 1 and 2 in Figure 7 are used in this operation. This
means that some mechanism for extracting the final results from between
elements 2 and 3 will have to be included. It also means that the
control structure must include appropriate switching arrangements to
isolate the operation of the first two elements from the rest of the
unit.
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A' ,B' ,C' ,D'"
E' ,F',G*,H'
I' , J', K1, L *
M'jN'JO^P'
Matrix Multiplication for Multiple Transformations
Figure 9
Sorting a List of Numbers into Order
The second operation which these units could be used for was to order
a list of numbers into either ascending or descending order. The basic
operation is to locate the largest or the smallest number and pass it to
the output device. This means that if this operation is repeated, then
in 'n' steps a list of 'n* numbers will be output in their natural order.
The original concept was for element 6 to receive two digital signals,
one horizontally from the unit in which it belongs and the second
vertically, from the units above it. The function of element 6 was to
pass down to units below it the larger of the two numbers it received
as inputs. This element also had to produce a logic signal to indicate
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whether the signal which it received from its own unit was the largest
number so far encountered. A schematic structure for an element which











\ ' > ' \ ' > / > f
Comparison Element for Sorting Numbers
Figure 10
In Figure 10 'A' represents the largest number so far found by other
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units passed down from above, and B represents the number entering
from the present unit. If the two numbers A and B are processed from
left to right, then leading zeros can be ignored: the first number to
provide a 1 being the largest number. If there is a tie, then the
first number to have a 1 where the other number has a 0 will be the
larger number. Until the superiority of one of the inputs has been
established, the output from each binary digit unit can equal either
of them since they will be identical. Once the decision has been
made, then whatever the relationship established by subsequent bit
comparisons, the output must be from the larger number. This requires
a left to right communication between the digit comparison cells. The
minimum linkage seemed to require at least two lines, C and D in
Figure 10.
As a design exercise the single cell used to compare two digits was
analysed to establish a possible configuration of and or or gates which
could be used to carry out this selection process. A Karnaugh map




00 01 11 10
AB
00 01 11 10
AB
00 01 11 10
00 0 0 0 0 00 0 0 1 • 00 0 1 1 0
01 1 0 1 1 01 1 0 1 1 01 1 1 1 1
11 1 1 1 1 11 • 0 1 • 11 0 1 1 0
10 1 1 0 1 10 0 0 1 0 10 1 1 1 1
A' = B.I) + B.C + A.Cl + A.I) + A.B
C' = B.D + C.D + B.C
D' = A.B + A.B + D
Karnaugh Map for Single Digit Comparator
Figure 1 1 .
445











A Possible Circuit for the Comparator Cell
Figure 12
Figure 12 shews a possible implementation of a circuit which will
carry out the operation defined in the Karnaugh Map in Figure 11.
If a list of values B1, B2, B3, ... is arranged in ascending order,
so that BKB2<B3 ... then though the correct maximum value will be
output at the bottom of the list as A', all the logic signals C' will
be indicating maximum values.
This makes it necessary to introduce a further element which corrects
these outputs when a new maximum supersedes an existing one. One
approach to this solution is shown in Figure 12, where an element X
receives a signal from below if a new maximum is found. The circuit
for X is shown in Figure 14.
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A E* E'
C' = C.E E' = C-tE
Locating the Register Containing the Maximum Value
Figure 13
Unit for Indicating the Maximum Value
Figure 14
The element which selects the largest of a list of values must be
designed to handle negative as well as positive integers. This
depends on the representation used for negative numbers. The original
choice because of the selection process needed in the display operation
was to use a sign bit and a positive value. An alternative is to use a
two's complement representation which simplifies certain arithmetic
operations.
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+5 0 0000101 positive number
-5 1 0000101 negative number
-5 1 1111011 negative 2's complement
Using the first representation for negative numbers meant that the
basic cell in the comparison element had to be modified so that when
it was presented with two positive numbers it selected the larger,
when presented with a positive and a negative number it selected the
*
positive number, and when presented with two negative numbers it
selected the one nearest zero. A comparison element which will carry
out this function is defined by the Karnaugh Maps in Figure 15
A sign bit comparison element must be employed with this unit to




00 01 11 10
\CD
AB\00 01 11 10
V CD
AB\ 00 01 11 10
00 0 0 0 0 00 • 0 1 • 00 0 1 ll 0
01 1 0 1 0 01 0 0 1 1 01 1 1 11 1
11 T 1 :7I 1) 11 0 0 1 © 11 0 1 1 0
10 1 1 0 0 10 1 0 1 0 10 (1 1 1 1
A' = B.C.D + C.A + A. B + B.C.D
C' = C.D.I? + B.C + C.D
D' = A.I? + A.B + D
Comparison of Both Positive and Negative Numbers
Figure 15
To enable the element defined in Figure 15 to operate correctly the
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values of C arid D have to be initialised by comparing the sign bits of
the two numbers being compared. The combination of values which C and
D can be given are:
D=0
D=1
C=1 Allow the smallest number to pass through
C-0 Allow the largest number to pass through
C=1 Allow B to pass through
C=0 Allow A to pass through




shown in Figure 16.
C' D'
nAA . AA
BIK 0 1 bb\ 0 1
1 0 0 1
1 0 1 0
0 1
1 1
AA' = BB + AA; C' = AA; D' = BB.AA + BB.AA
Sign Bit Comparison
Figure 16.
With this arrangement it was found to be possible, by changing tlie way
in which C and D depended on the sign bits to make the circuit
represented in Figure 15 select either the largest number or the
smallest number. If an extra input E is provided to the sign bit
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comparison element then when E = 1 the maximum value will be found,
while when E = 0 the minimum value will be found.
Though this arrangement can produce the ordered list of values, which
was the original aim, it can be seen that this circuit is not acting
in parallel in the sense which was originally intended. A better
solution to this part of the machine was found later when the display
operation was considered in more detail.
Point in Polygon and Point in Polyhedron Testing
It was possible t'o consider Point in Polygon testing and Point in
Polyhedron testing as the same process at this stage in the analysis.
The first step in this process was to calculate a value k for each
plane, where
and this could be done using elements 1 and 2 in each unit. The
second step of the operation depends on the sign of the values of k for
the various planes. Consider the polygon shewn in Figure 18.
Test Poly Kim
Figure 18
If the expanded expression representing this polygon A.B.C.E.F. +
A.B.D.E.F is placed in the machine by locating the corresponding plane
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coefficients in this order in consecutive units, and the values of the
point coordinate are passed down vertically from unit to unit, then the
process for testing whether this point is inside the polygon or not is


















Testing Point in Polygon
Figure 1 9
It can be seen that the two levels in the expanded boolean expression
are represented by the two levels of the selection circuit. In the
first level only those planes in a product phrase of the expression are
compared with each other. At this level all the values of k must be
positive for the point to lie within the convex polygon represented by
a product. At the second level only one value has to be positive for
the test to be successful. This operation can be achieved by selecting
the smallest value at the first level, a negative result indicating a
local failure, while at the second level the largest value must be
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selected. If a positive value exists it will be located in this way,
so indicating that the point lies within the total polygon.
In the example shown in Figure 19 the value of z and w would be 1.
It can be seen that for planes the same process can be applied, the
only difference being that instead of the coefficients a, b, c, 0
used for lines four values a, b, c, d are entered into each unit, and
a three-dimensional coordinate x, y, z, 1 is introduced vertically.
The point in polygon and the point in polyhedron tests use elements
1, 2, 6, and 7 of the unit shown in Figure 7 . This requires the
control switching to be able to by-pass elements 5, 4, and 3. Other
switching required by this operation can be seen in the separation of
the first stage comparison elements into groups corresponding to the
product phrases of the boolean expression. It can be seen that this
grouping will depend on the expression and must be set up when the
polygon or polyhedron description is entered into the machine.
Raster Scan Display of Polygons
A simple extension of the point in polygon test can be used to generate
a raster scan display of a polygon. By feeding in the coordinates of
points from a raster into the machine vertically, and displaying the two
value results: either positive or negative, as bright and dull a picture
of the polygon will result. This limits the display capability to
either one polygon or to disjoint polygons. However, if the output
value of positive and negative for a particular polygon is used to
control a switch which selects a value associated with each polygon,
then it becomes possible to create a much more useful form of display.
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This means extending the original unit to include an associated data
line as shown in Figure 20 . In this case the data line is associated
with each line or plane unit, which means that each line forming the
boundary of a particular polygon will have to be associated with the
same value. The significance of this point will become apparent when
perspective displays are considered, where this apparent redundancy
finds a useful application.
Selecting Associated Data Values
Figure 20
Line Shaded Displays of Polygons
In creating raster scan displays of polygons the different associated
data values would be converted into different intensities or different
colours. An alternative approach is to create line shading of different
types to distinguish separate polygons and represent the values within
them. This can be done by using this machine as a line clipping or
scissoring device. If a line generator is used to create a stream of
points along a line then these points can be tested using the point in
polygon operation as before, by selecting the appropriate pattern of
lines for each polygon a shaded polygon display can be created.
Nearest Neighbour Polygon Displays
As a b3'-product of the investigation into polygon displays it was found
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that nearest-neighbour polygons could be generated from a collection of
point coordinates with only a minor modification to the original layout
of a unit. Where the value displayed at a point in a display depends
on the value of the nearest data point, as in proximal mapping
techniques, then the arrangement shown in Figure 21 will automatically
generate the appropriate output. This technique again selects the










Circuit to Create Nearest Neighbour Polygons
Figure 21
If in Figure 21 point PQ is the current display point and P^ and P^
are the two data points, then the two distances from the display point
to these data points will be D1 and D2 respectively. These distances
can be calculated from the respective coordinates of the points, so that
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D1 = XI2 + XO2 + Y12 + YO2 - 2.X1.XO - 2.Y1.YO
2 2
However, both XO and YO will occur in all calculations of D so they
can be ignored. The result is the circuit shown in Figure 21 where
the unit giving the minimum value of k switches through its associated
data, and where
k = X12 + Y12 - 2.X1.XO - 2.Y1.YO
Shaded Perspective Display of Volumes
The remaining collection of applications for these units uses all the
elements outlined in Figure 7 and are related to the displaj' of
three dimensional scenes. It was on the process described in
Chapter 12 , developed to produce perspective displays that the design
of these units was based. The original process is the creation of a
raster scan display of volumes as a perspective projection, with hidden
areas removed. The basic relationships used in this operation are
shown in the diagrams in Figure 22 where sections through simple
objects are created by the plane taken through the viewing point and
the raster line, PP.
A.B A.B A+B A+B
A
P
Basic Relationships for Volume Display
Figure 22.
No Visible Surface A Surface A No Visible
Surface is Visible is Visible Surface
R Outside R Outside R Outside R Inside
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The initial problem is to determine the sizes of RM and RN at each
point in the raster line in order to decide whether RM > RN or
RM •< RN. A direct approach to this calculation is shown in Figure 23
where two planes AA and BB are compared.
Comparing Two Planes
Figure 23
In Figure 23 the following geometrical relationships hold:




RM.EP - RM.RO = RO.RE
RM - BQ. RE~
(EP-RO)
Similarly based on the Similar Triangles RLN and EKN
dm _RN ~ (EK-RL)
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Expressing these relationships using point and plane coordinates
T,, = a, .x + b,.y + c..z + d1b br b r br b
T_, = a, .x + b .y + c,.z + d





^ k2 ^ 2
a, + b + c.
b b b
= T,b/ s
- T2b / S
Since for a given raster point, RE is a constant for all planes it can
be ignored in the comparison of RM and RN.
»" =Tib/ (T2b-T,b'
The calculation of this value can be carried out for each plane by the
circuit in Figure 24








Circuit for Volume Displays
Figure 24
It is possible to initialise the value of T2 for each plane, using the
circuit shown in Figure 24 by entering the coordinate of the viewing
point, (vertically) instead of the raster point coordinates. The
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roaster point coordinates can then be entered to create the stream of
values for each picture frame, which is passed to the comparison
elements.
The comparison operation required to create a display turned out to be
more complex than was first thought. The first stage of the comparison
required both the maximum positive and the minimum negative value to be
found for each product phrase in the boolean expression defining the
scene. Two possibilities were investigated. The first employed a
third vertical comparison where only back planes of convex volumes
were compared, and the value selected in this process was then compared
with the output from a similar comparison carried out for the front
planes. The second approach attempted to extend the circuit described
previously, to handle both positive and negative comparisons using
one set of vertical comparison lines. In the final analysis these two
approaches produced very similar results.
The drawback to the original comparison technique was that the process
was sequential in that the largest value so far found was carried down
for comparison with values found further down the list. An alternative
way of carrying out this operation which increased the 'parallelness'
of the process, and consequently reduced the overall time required to
carry it out could be implemented in the following way. The bit values
from the numbers produced by each unit were wire ored together on the
bus lines. The value produced by each unit was then compared with the
value on this bus. For each unit the values were processed as before
starting with the most significant bit place and proceeding sequentially
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to the least significant place. As long as the bit value from the unit
was the same as the value on the bus line no action was taken. As soon
as they were found to be different then subsequent bit values output to
less significant lines in the bus were switched off. This operation is
shown diagrammatically in Figure 2.5.
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Comparison Alternative I
Figure 25.
In Figure 25 it can be seen that the final outcome of this comparison
is to output B as the largest value. It can be seen also, that the
speed of the process depends on the time it takes for later bus lines
to readjust to a stable value when an input value is switched off. A
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In this alternative approach the values on the first bus are left as
they are. The bit comparisons are carried out as before sequentially
from the left. However, as long as the plane-unit bit values are the
same as the corresponding bus bit values, a value of 1 is output to a
second bus, as soon as they differ then subsequent outputs to the
second bus are 0. If the same process is then carried out using the
second bus, the final output will be the largest value. Though this
appears to introduce a secondary operation, it has the advantage that
it can be pipelined.
Once it became clear that an appropriate comparison device could be
constructed, it became necessary to examine in greater detail, the
nature of the values which would be compared. In general terms this was
the problem of choosing the most efficient form of scaling and coding
for the data to be used in the process. The layout for the display
processor described in this Chapter was developed directly from the
software developed in the previous Chapter. As design work on tie
parallel implementation of the same operation advanced, it became
apparent that several simplifications were possible. These modifi¬
cations and the reasons for them are the subject of the next Chapter.
In this Chapter the primary interest is in the list of potential uses
to which this kind of processor could be applied.
The shaded perspective display of volumes can be achieved using the
circuit shown in Figure 24 along with two levels of comparison. As
the first level of comparison visible surfaces for convex volumes are
<
located, from the product phrases of the boolean expression defining
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the whole scene. At the second level competition between surfaces
of convex volumes is resolved to give the single visible surface at
a particular point in the display. The selection of the visible plane
does not indicate what the display data should be; this can vary from
the illumination of the surface calculated from the plane's orientation,
to the simple classificational coding which gives each plane a different
grey-tone or colour. This process is similar to the way in which the
parallel processor was used to switch through associated data for the
polygon displays.
Line Drawing Displays of Volumes
There are two ways in which this processor can be used to generate line
drawings of volumes. The first is akin to the process described
previously for polygon shading. Lines are created on the picture plane
but are only drawn in when the current point of the line corresponds
with a particular plane being visible. This makes it possible to create
a line shaded drawing using the same scanning procedure which has just
been described. The advantage of being able to do this is that line
drawings as a hardcopy record of photographic grey-scale displays can be
created for simple and cheap drawing devices. Edges can be drawn using
this technique, but they are more difficult than area shading lines
because they may pass outside the 'inside' section of a particular facet.
For this reason it is necessary to have edges associated with both the
facets they separate, in other words the dual naming discussed in
earlier chapters, to ensure that the edge lines are not incorrectly
masked out. Even with this precaution edges which form the outer
boundary of a volume viewed from a particular point may still present
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difficulties. To draw edges using this technique requires an edge-
based data structure to exist. This may not be possible if the input
of volume descriptions is by means of plane coordinates and boolean
expressions.
An alternative approach to the production of line drawings can be
developed, based on the comparison of neighbouring points in a raster.
This process is akin to the zone boundary definition algorithm developed
in the OBLIX routine. If a lire buffer is used to store output values,
so that not only the values in the present raster line are known but
also the previous raster line, then points lying in edge lines can be
defined by the comparison process shown in Figure 27.
Previous Line Values





If D / E or e / E then Output = 1 A Line Point
Otherwise Output = 0 Not a Line Point
Creation of Line Displays Using Raster Values
Figure 27
The effect of this procedure is shown in the diagrams in Figure 28.
This basic technique can be modified in a variety of ways, but the
basic process is the simple comparison method shown above. For
example, where a very fine raster of points is used it may prove
necessary to create a double line of points to represent a strong enough
line in the display.
463
HARDWARE DEVELOPMENT: A SCHEMATIC.MACHINE
<— <-1 <— 2 <- 2<—2 <—2
i 1 i 1 i
0 0 0 1 0 0 0
<— 1 <— 1 <— 2 <— 2 *—2
1 i I 11
0 0 0 1 1 0 0
<— 1 <—3 *—2 <—2 *—2
i i i i i
0 0 1 1 1 0 0
«— <—3*—3<—3<-2<—2 0 0 1 0 0 1 0
I I I I I
«— <—1 3«—3<—2<—2
I I I I I
0 0 0 1 0 1 0
<— <— 1 <— 1 <— 3 <— 2 <— 2
I I I I I
0 0 C 1 1 1 0
<— «—1 *—3«—3*-2«—2 0 0 0 1 0 1 0
...H.N.
The Creation of Line Displays from Grid Data
Figure 28.
Plan Section Displays of Volumes
In the previously described display techniques there are two situations
where a point in the display raster may not be representing a visible
surface. The first is where the point represents open space, in other
words the equivalent of the open sky. The second is where the point
represents the internal point of some volume. In both cases some value
must be shown on the display to indicate which of these two cases las
occurred. It is from the second of these two situations that a different
form of display can be generated. If internal points are shown as black,
and all other points are shown as white then a plan section is created.
This by itself, however, is a fairly basic form of picture. If the
complement of the boolean expression is used to create a display, then
what were 'outside' spaces will become 'inside' spaces, and vice versa.
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If instead of using associated data for each plane which describes
its surface characteristics, associated data is used which describes
the material from which the volume is made, then it is possible to
convert a view of say, the inside of a room into a cross sectional
plan which indicates the construction of the walls, furniture, etc.
At the present stage of design it would appear that this is a very
simple change to create, and it could be implemented as two modes for
the display processor to be operating within.
Conclusions
The initial analysis for each of the processes described in the list
on page 44"^shows that they could all be implemented in some form
using the original modular unit in a parallel processor. In the next
two chapters the original design ideas are investigated more carefully
and a more detailed specification begins to emerge.
CHAPTER 14
A PARALLEL DISPLAY PROCESSOR
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In this chapter the emphasis is placed on the implementation of the
display operations described in Chapter 13. In practice, this
consisted of a study of the volume displays rather than the polygon
displays because once the more complicated problems have been solved
for the former it appears to be relatively easy to then implement the
latter.
The algorithm used in Chapter 12 to create a display was based on the
value of the expression:
K = T1 / (T2-T1)
for different points on the display plane. For simple cases, this
expression gave values of K which were positive for front facing
planes, in other words where the viewing point lay 'outside' the plane;
and a negative value for K for back facing planes where the viewing
point lay 'inside' the plane. A series of special cases made the
software implementation of this process unsuitable for direct
conversion into hardware, and the first stage was to examine these
cases so that some way of avoiding them could be found.
Figure 1 shows the three cases where the simple circuit discussed
in the previous chapter will need some form of special provision to
create the acceptable output.
T1 = 0 T1 - TO T1 = TO = 0
Difficulties in the Calculation of K
Figure 1
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The simplest case occurs where T1 = 0, in which case the output:
K = 0 is not difficult to create. Where T1 = T2 the divisor becomes
zero, and the value of K must be set to the maximum number which the
linking lines can be made to hold. A similar result is required in
the case where T1 = T2 = 0. The real difficulty in these cases is to
determine the sign of K when the maximum value is being generated.
This point is returned to later.
A second line of attack was to simplify the calculation of the value
of K which was passed to the comparison processes. This appeared to
be necessary because though operations seemed few in number when
considered in the context of sequential processing, the demand for 4n
multipliers and n division units, to process n planes in a parallel
process, demanded a very large machine to handle even relatively simple
scenes.
The distance from the raster point P1 to a plane A along a viewing
ray from a viewing point p0: Da is given by the relationship
Da = c.TI / (T0-T1)
The operation of the comparison stage of the process depends on the
ordering of the values of D:
Da < Db < Dc < Dd ....
Expanding this relationship gives:
c.TIa ^ c.TI b ^ c.TI c
(T0a-T1a) (TOb-TIb) (T0c-T1c)
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TOb-T1b > TOc-TIc >
Tib Tic
TOb , ^ TOc |
Tib T1c
Tib < Tic <
TOb TOc
This means that the original calculation to produce T1/(T0-T1) can
be reduced to Tl/TO, if the various conditions which were used to
decide whether the viewing point was inside or outside a plane could
still be used in the same way.
The range of values which the entity T1/TO can take is easier to handle
than the range of values created by the previous expression.
Section Through a Raster Line
Figure 2
In a section through the picture plane PP along a raster line shown in
Figure 2 the following relationships hold. If P2 is in front of
the picture plane, in other words on the opposite side to the viewing
point, then T1 and TO give the inequality: 0<T1/T0-<1. If the sign
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of K is being used to indicate whether a plane is a front or back
plane, then it is necessary to define K by the relationship:
In this case the range of values for K, if P2 lies in front of the
picture plane, lies between -1 and +1. If P2 lies between PO and PI
on the viewing ray then: 0^ T1/T0>-00 and +00> K>-00. If P2 lies
behind the eye, PO, then the value of K will lie in the range
-1 to -00 or +1 to 400. Where the intersection of the plane and the
viewing ray moves to infinity then T1—>T0 and the value of K—*+1.
The limiting case is where the viewing ray becomes parallel to the
plane A. If the intersection point of the plane and the viewing ray
lies behind the eye then the value of K will either be greater than 1
or less than -1.
At the comparison stage, if the value of K is -1 or less, then the
raster point is inside the volume and the visible plane still has to
be established: if the value of K is +1 then the raster point lies
outside the volume, and no plane in the convex volume containing this
plane will be visible. Consequently, except for the condition where
P2 lies between P1 and PO a very simple sorting strategy results. In
the case where P2 lies between P1 and PO it is still possible for the
value of K to lie between +1 and -1 but for the plane to be invisible.
There is, however, one relationship which makes it possible to remove
this problem. When P2 lies between P1 and PO then the signs of T1 and
TO will be opposite; consequently, when this occurs, the value of K
can automatically be given the value of +1 or -1 . The sign of K is
made the same as T1. The algorithm to create K is thus:
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If (Sign(TO) = Sign (T1)) then K = T1/ Absolute(TO)
Else if (TkO) then K = -1
Else if (TKO) then K = 1
End.
The application of this procedure to all planes gives the range of
values for K shown in Figure 3
K
-00 2} 0 +1 -fQQ
Not Visible 1 Visible ' Not Visible
Value Range for K
Figure 3
Having successfully removed a subtraction from the previous process, it
was then found that each calculation of K for a plane at successive
raster points did not require the division circuit if the input data
was correctly prepared for each frame of the display. This meant that
some of the calculation for each plane could be carried out once per
frame and there was consequently more time to carry this out and it
could be done sequentially.
The input data representing a. plane have so far been in the form of a
vector (a, b, c, d) being the coefficients of the plane's equation.
These coefficients have been scaled so that the product of these
coefficients with the coordinate of a point (x, y, z) to give a.x + b.y +
c.z + d, provides the perpendicular distance from the point to the plane.
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However TO is only calculated once per frame, so the following values
need only be calculated once per frame:
A = a/ TO
B = b/ TO
C = c/ TO
D = d/ TO
Since A.x.+B.y^+C.z^+D = T1/T0, it means that the division operation
can be performed for each plane once, for each new picture displayed,
instead of once for each point on the raster. This simplifies the







v 4/ v 4*
cc -* K
Display Circuit without Division
Figure 4
The operation of the element 'CC' is to correct the output if the sign
of T1 is opposite to the sign of TO. This requires the original sign
of TO to be entered as data on the input line named E in Figure 4.
Once it had been realised that certain parts of the calculation
carried out by the original processing module need not be carried out
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further simplifications to the parallel processor became possible,
The regular spacing of the points in the display raster made it
possible to remove the multiplication operation from the display




The Relationships between Raster Points
Figure 5.
In moving from P1 to P2 the values of x^, y^, z^ are changed by a
constant increment dx, dy, dz to give x^, z2*
T1j= a.x1 + b.y^ + c.z^ + d
TV a*X2 + b*y2 + C*Z2 + d
However, the second relationship can also be expressed as
T1 = a.Cx^+dx) + b.(y1+dy) + c.(z^+dz) + d
By Subtraction:
dT = T1-J = a*dx + b.dy + c.dz
This means that within a raster row all values of T1 for each point can
be obtained by adding dT to the value of T1 for the previous point. The
value of T1 for the first point in a row can in a similar way be cal¬
culated by adding a DT to the first value in the previous row. Where
DT = a.Dx + b.Dy + c.Dz
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and Dx, Dy, Dz are the changes in the coordinates when moving from
one raster point to the one vertically below it.









As they stand these values will still require a division for each raster
point. If this approach is combined with the previous approach then









A circuit which will create the required values for K for each plane
can be constructed using a single adder as shown in Figure 6.
V=C. Y > Y+A
V+B
J. V-^ * *V
The Order in which Raster Points
are generated.
Display Circuit Based on an Adder
Figure 6.
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This process was simulated as a sequential operation using the FORTRAN
routine given below. The volumes used in this exercise are shown in
Figure 7 . To save programming effort the volume descriptions are
built into the routine as DATA statements, and the output is created
as a raster of identifying numbers. Since there are less than ten
surfaces which will be visible from any viewing point, this means the
display can use single digits for each raster point and the table of
numbers can be read as a picture.
Data Generation
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Display Generation
DO 150 L=1,1
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The first section of this program is merely an ad hoc construction to
set up the data for the second section which actually creates the
display.
This program led to the clarification of two issues. The first was
related to the removal of special cases, the second to the form of the
comparison and sorting operations. In this routine it was still
necessary to handle the case where TO = 0, or where TO was so small
that it was effectively zero, as a special case. When the situation
which demanded TO to be zero was considered in association with the
value range of K which could affect the display, and the resolution of
the display, it became clear that a uniform approach to all situations
could be set up which did not require special provision to be made for
relatively rare conditions.
Test Data for Display Simulation
Figure 7
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The second issue was concerned with the sorting operation described in
the previous chapter. A fairly complex arrangement seemed to be
necessary to provide the next visible surface, which made use of the
order of all the K values being generated by the collection of plane
units acting in parallel. In the sequential operation it was necessary
to use the simple comparison of two numbers, or the equivalent operation
of subtraction linked to a sign test. It became clear that the same
simple comparison could be carried out in the parallel processing units
because the frequency of multiple comparisons needed would be small.
This issue will be returned to later because there are obvious compli¬
cations which depend on the 'coherence' of the scenes being displayed.
These problems are relatively less important because they are concerned
with picture accuracy rather than creating an initial stable image.
In the program used to create the display shown in Figure 8 the
values of all the variables associated with the calculation of K
and the comparison operations, were held as floating point numbers.
This was done in order to avoid as far as possible the problems which
are linked with the use of very small or very large numbers when there
is a limited number 'size'. The aim in creating the limited range of
values for K between -1 and +1 was to allow a fixed point decimal
representation of numbers to be used, since this would simplify the
arithmetic operations used in the plane processor units. The effect
of using fixed point values for the display operation was to make the
process equivalent to that which would be employed using a three
dimensional grid. It is possible to rearrange the position of the
elements being displayed so that they occupy the unit cube shown in
Figure 9.
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666666600000 CO 0 00000 COO
66666660000000000000000
666666600000 CO CO 0 000000
6666666(0 00 0000 00 0 0 00 000










00000 0.0 0000000000000000 000000000000 0000 000000000000 0 00000000
000000000000000000000000000000000000000000000000000000000000
Test Output from Sequential Simulation
Figure 8
The transformation which occurs when changing from K=Tl/(TO-T1) to
K=T1/T0 changes values from the range 0 to 00 to the range 0 to 1.
This transformation is the equivalent of the perspective transformation
which is applied to point coordinates, being applied to plane co-
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R1 is parallel to R2
The Display Box
Figure 9
ordinates. Planes in the original space are transformed to planes
in the picture box shown in Figure 9 but the viewing rays which
in the original space meet at the eye, are transformed into parallel
lines perpendicular to the front face of the picture box - the
picture plane.
If the values of K and the X and Y positions of the raster point on the
picture plane are taken as the transformed coordinates of a point on a
plane, then it can be seen that the fixed point representation of these
values will lie on a regular grid within the picture box in Figure 9
Starting with a predefined picture resolution it becomes possible to
specify the accuracy with which the fixed point representation of
variables must be given, in order to represent any distinguishable
change in a plane.
When analysing this problem it is easier to start with the grid in the
picture box and then specify the variables T, dT, and DT necessary to
define a plane by the process of cumulative addition, than to start
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with the plane equation. Consider a unit cube with its sides divided
into 500 strips in three directions to give a three-dimensional grid.







Defining a Surface by Cumulative Addition
Figure 10
The problem is to define the range of sizes which the increments dT and
DT must take, in order to create different surfaces within the grid.
Consider a section shown in Figure 10 where the x increment is dT.
If T is initially 0 and dT is one unit, in other words l/500th of the
side of the unit cube, then if dT is added to T for each step taken
along the raster line PP, the line generated will lie at 45° to the
Picture Plane, as shown in diagram 2 in Figure 10 . To obtain a line
which subtends a smaller angle with the picture plane, requires a
smaller increment for dT. The limiting case must be where there is
only one step in the z direction during the whole raster scan. This
requires an increment which is 1/500 of the vertical, z unit in other
words l/250000t.h of the side of the unit cube. This requires the size
of the fixed point coordinate to be extended by 7 bits, as shown in
Figure 11.
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Word Size for Planes between 0° and 45° with the Picture Plane
Figure 11
If a 1 is added to the fifteenth place in Figure 11 then within 500
increments the carries will affect the 8th place, so stepping the
surface back by one unit. This makes it possible to handle the range
of plane positions which it is possible to represent in the range 0°
o
to 45 with the picture plane.
A similar problem occurs for planes in the range 45° to 90° with the
picture plane. Consider the situation shown in Figure 12.
Planes Steeper than 45°
Figure 12.
The problem in this case is to locate the position of the point P,
where the plane appears within the picture box. By a similar argument
to the one used above it is possible to show that another eight places
are required in front of the coordinate shown in Figure 11 if the
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same incrementing process is used to define the plane position. In
this case the plane does not exist as a visible surface where the z
coordinate is greater than the original eight bit number. The
3
maximum word size required for a picture box of resolution 500 is
shown in Figure 13.
I II
v yi Jy /
V V v
Maximum Overflow Coordinate Minimum Increment
Word Size for Planes in a Picture Box 500 units Cubed.
Figure 13.
Though the range of values which has to be stored for this level in
picture resolution requires 24 bits, the maximum range for the
incrementing values can be contained within 16 bits. If the increment
is the maximum size which can be represented by 16 bits then if the
original value of T is 0 then one increment will take the plane from
the front of picture box to the rear of the box. This gives the
nearest representation of a plane perpendicular to the picture plane
which is possible using a raster scan display, so any increase in the
size of the increment will not be registered in the display. In a
similar way the minimum value which needs to be passed to the comparison
elements is the number represented by the central group of eight bits.
The definition of the picture will be improved in certain rare
conditions if a larger number of bits is used in this comparison stage,
but this concerns the faithfulness of the internal picture to the input
data rather than its consistency.
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This completes the analysis of the first stage of the display unit,
using digital techniques. The next stage was the development of the
comparison process. The ideas behind this part of the work were
developed from attempts to modify the display operation so that it
could be carried out using analogue rather than digital circuitry.
These experiments are presented in the next chapter where an alter¬
native implementation of the operations examined in this chapter are
explored.
CHAPTER 15
PARALLEL PROCESSOR USING ANALOGUE SIGNALS
483
PARALLEL PROCESSOR USING ANALOGUE SIGNALS
The creation of a raster scan display using digital operations
required the display to be considered as a set of discrete points.
If the output device were a T.V. monitor then the display is in fact
made up from a set of lines. To create a raster line which is a
continuously varying signal means the evaluation of the functions so
far developed for discrete points as a continuous operation. To see
whether an analogue-digital process offered any advantages in carrying
out this process the operations discussed in the previous chapter were
restructured for implementation on an hybrid computer.
The problem of restructuring initially seemed to revolve round the
constraint that all analogue values had to be represented in the
voltage range -1 to +1 volts. If the input data again taken
as the plane equation coefficients (a, b, c, d), then though a, b,
and c, being direction cosines of the planes orientation, will be less
than 1 the value of d can be in the range 00 to -00. If the goal
is to create K where K=T1/T0, subject to the correction on the sign of
TO, then the value of K of interest falls in the range -1 to +1.
Consequently, if a way of creating K from the plane coefficients can
be evolved, then it would appear that tfie first stage of the display
operation can be implemented using analogue circuitry.
In figure 1 the general relationships which have to be taken into
account for a plane are shown. In diagram 1 the relationship of the
plane in space, to the picture plane, and to the viewing point are
shown. In diagram 2, vertically below, the signal K which matches
the different positions on the raster line in the picture plane is
shown for this plane.
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A
The General Relationship Between a Plane and Signal K
Figure 1
Given a plane A, a viewing point E, picture plane P and raster line RR,
Figure 1 shows the relation of the signal K with the time taken in
scanning the scene. The value at I will be zero because T1 is 0. The
value at H will be 1 because T1 = TO, since EH is parallel to AA. The
value to the left of I in the diagram will be negative. Since the sign
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of T1 and TO are opposite in this section then K is given the
corrected value of -1. To the right of H the value of K would be
greater than 1 but since for the comparison stage all values greater
than or equal to 1 are treated the same the signal can be truncated
as 1.
If a plane and its complement are considered, then the two raster line
signals will be mirror images on the time axis, as shown in Figure
Figure 2.
The 'shape' of the signal would be similar if a vertical raster line
were used. The relationship between a vertical scan and a horizontal
scan are shown in Figure 3 . The displayed plane is A, and B is the
parallel plane which passes through the viewing point E. HH represents
the horizontal raster line, W the vertical raster line, II is the
intersection of the plane A with the picture plane, and JJ is the
corresponding intersection line of the plane B with the picture
plane.
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Three Dimensional Relationship of the Signal K and Plane A
Figure 5
In Figure 3 line II is the locus of all the zero values for raster
line signals whatever their direction across the picture plane.
Similarly, the line JJ - the horizon line in perspective construction
is the locus of the +1 values for the raster line signals, where the
planes are positive relative to the viewing point. Looking at the
picture plane from E, the lines II and JJ are parallel to each other,
Figure 4.
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Assuming the plane is positive relative to the viewing point, then the
basic signal for R1 and R2 in Figure 4 will be of the form shown
in Figure 5.
Figure 5,
Such a signal is not difficult to generate. For a time tl a steady
signal of -1 volts is output. The output is then switched to an
integrator initialised to start at 0 volts and with parameters set
up to give an increase in the output voltage matching the slope G.
When the signal reaches +1 volts the output from the integrator is
limited to this value.
Since the raster lines are assumed to be parallel, the distance IH
will be constant. Moving from raster line R1 to R2 consequently
requires the size of tl to be modified by the appropriate amount. The
inadequacy of this simple scheme becomes apparent when raster lines R3
and R4 are considered. To create the correct signal for these two
lines would require tl to become negative. The picture frame has been
moved in relation to the original signal which still in theory retains
the same shape as shown in Figure 5.
It is still possible to use an integrator to generate this signal if it
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is initialised to give the value of r as its starting output. If tl
is given the value 0 then the integrator will switch on iiimediately
at the beginning of the raster line. The problem consequently becomes
that of setting up the values of tl, r, and 9 from the plane coefficients
(a, b, c, d). To simplify this problem, the eye was assumed to be at the
origin of the coordinate axes used to define the coefficients of the
plane. The direction of viewing was taken along the y axis, and the
picture plane taken parallel to the YZ axes plane, at a distance e
in front of the eye.
These relationships are shown in Figure 7 . Diagram 1 shows the
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Calculating K from Plane Coefficients
Figure 7
In Figure 7 the following relationships hold:
Line II: 0 = a.x + c.z + b.e +d
Line JJ: 0 = a.x + c.z + b.e
At point A, the intersection of line II and the X axis, z = 0
therefore the coordinate of A is ((-b.e-d)/a, 0).
At point B, the intersection of the line JJ and the X axis the
coordinate of B is ((-b.e)/a,0).
The distance between A and B along the X axis is therefore:
-b.e/a + b.e/a +d/a = d/a.
In diagram 2, for a raster line parallel to the X axis such that
z = zl, at a point P whose coordinate is (xl,zl).
The coordinate of T is ((-c.zl-b.e-d)/a, zl).
The distance from P to T is xl - (-c.zl-b.e-d)/a.
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Multiplying by a gives (a.xl + c.zl + b.e +d)/a.
The value of the K signal at T is 0, the value of the K signal at R
is 1. By simple proportion, the value at P will be TJ/TP which gives
Consequently, the value at any point (x,z) on the picture plane is
given by the expression
The value of V is only of interest in the range -1 to +1. Though the
values of a, b, and c will be less than 1, the values of x, z, e and
d will depend on the size of the picture frame and the relative
location of the plane. If the width of the picture frame is given as s_
then all these distances can be scaled by s, to give:
This means that, since the origin of the X and Z axes is at the centre
of the picture frame, the values of (x/s) and (z/s) for a square frame
will be in the range +\ to The value of (e/s) depends on the angle
which the picture frame subtends at the eye.
Kp = ( a.xl + c.zl + b.e)/d + 1
V = ( a.x + c.z + b.e)/d + 1




The Angle which the Picture Frame Subtends at the Eye
Figure 8
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Since the maximum value of 0 will rarely be greater than 45° or less
than 30°, the Cot of these angles lie between 1.0 and 1.7 respectively,
the value of e/s will usually be in the range 0.5 to 0.85. This means
that all the values in the expression can be expressed in the analogue
range of voltages except d/s.
The expression for V can be evaluated in several stages. If a, c, x/s,
z/s, b.e/s, and s/d are created digitally, then subsequent calculations
will be iiade up from the operations: two multiplies, a three number
addition, another multiply, and finally a two number addition. In
calculating a.x/s, a will be a constant during the processing for a
single picture frame, whereas x/s will vary continuously as the device
scans each consecutive raster line. This operation is very conveni¬
ently carried out using a Multiplying Digital to Analogue Converter,
(MDAC). This circuit shown schematically in Figure 9 allows the
digital constant to be continuously multiplied by a varying analogue
value.
Input Constant Fraction F
FO F1 F2 F3
VI volts v
Varying input f\ J) [/ I ;
' U U
R | 2R | 3R 14R
1 1 I I amps cA V*F
Multiplying Digital Analogue Converter
Figure 9
If the value of VI represents x, then for a single raster line VI will
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be a ramp, and for several lines will be a saw toothed signal, shown
in Figure 10 . If the value of a is set up as the digital fraction F,
then the output I is given by the relationship: I = 2F.V1/R. In other
words, the output current is proportional to the value a.x.
} Time
Signal to Create a Raster Scan
Figure 10.
A similar arrangement will give the value of c.(z/s), except that
this case, the value of z must be held constant while the x value
traversing the screen. This requires a stepped ramp as input for









Signal to Create a Series of Raster Lines
Figure 11
A circuit which will create the first stage of the calculation of V
is shown in Figure 12.
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x ramp z ramp
Calculating V Stage One
Figure 12
The next stage is to multiply the output of the first stage by s/d and
then subtract 1. At present this is assumed to be possible using
another MQAC, though the range of values s/d can take nay well create
Circuit to Calculate V Stage I and II
Figure 13
The various modifications to the input signals to create V are shown
in Figure 14.
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Figure 14 ,
The first stages of this processing unit were simulated using a hybrid
computer0 The circuit used is described in more detail in Appendix A.
The output from two simulated input conditions are shown in Figures 15.
and 16 . The three stages in the creation of V: n,m, and k are
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Figure 1 6
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labelled and can be referenced to Figure 14. The lower diagrams in
Figures 15 and 16 show the corresponding output from the machine's
plotter, the upper diagrams show a reconstruction of the relationships
between the eye, the picture plane and the displayed plane, which would
have created these signals. In Figure 15 V2G represents the
projection of the plane on the picture plane, VI represents the position
of a parallel plane which passes through the position of the eye, and PP
and E represent the picture plane and the eye respectively.
Once the signal V had been created, the next stage was to carry out the
correction procedure where the signs of T1 and TO are opposite. In such
cases the FORTRAN simulation program converted the value of V to -|.








Correction of Signal V
Figure 17
A circuit was constructed to carry out this operation and its general
structure is shown in Figure 18 . The relationship between Vin and Vout
necessary to create the modified signal is shown in the output from the
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hybrid computer shown in Simulation C in Figure 20 . The conversion










Circuit to Correct Positive Plane Signals
Figure 18
relative to the viewing pointo If the plane is in fact negative
relative to the viewing point then the signal V has to be inverted.
Initially this would be achieved using the externally controlled switch











Creating Negative Plane Signals
Figure 19
At a later stage in the design such an arrangement would have to be
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reconsidered, because if real time movement is attempted in the display,
then a positive plane may well become negative. This change would
require an internally controlled switching operation. Once the positive,
or the inverted negative signal had been created it had to then be passed
to the negative and positive sorting circuits. Since both these circuits
can be set up to seek maximum values it is possible to pass both positive
and negative signals to the positive sort, but only the negative signals
can be passed to the negative sorting circuit. This means that a
selection circuit has to be included in the input line to the negative
sort as shown in Figure 21 .
t ► ^ u to positive sort
If (t<0) u=t
Else u=-1
u to negative sort









Circuit to Select Negative Values
Figure 22
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The relationship between Vin and Vout for the circuit shown in Figure 22
is given in Figure 20 in Simulation D. The effect of using this
circuit is shown in the diagrams in Figure 23 . (a) and (b) represent
tfie two forms of input signal expressed against time, (c) and (d) show
the output signals which correspond to them and which would be passed
to the negative sorting circuit. It can be seen that signal (c)
should have been a constant value of -1 units, but it was impossible
to prevent the spike shown in the diagram from occurring,
(a) (b)
(c)
Signals Passed to the Negative Sort
Figure 23.
The first stage of this investigation was an 'additive® design exercise,
and the next stage was to review the whole arrangement. Taken as a whole
it was clear that the layout of the circuits used was not the simplest
way of obtaining the required outputs, but the experienced gained in
this exploration had defined the problem more clearly. This was to have
appropriate signals entering both the positive and negative sorting
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circuits for each plane unit. In other words when the input signal
was positive some value still had to be passed to the negative sort,
which would allow the correct outputs to be obtained from the subsequent
sorting operations. An attempt to rationalise what had been done was






Positive and Negative Signal Components
Figure 24
A simpler schematic circuit for creating these outputs is shown in
Figure 25.
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Even this alternative created difficulties0 The sudden switching from
-1 to 0 or from +1 to 0 in all the output signals except for C in
Figure 24 , was difficult to implement accurately at the high speeds
requiredo Consequently the whole procedure was re-examined at a more
basic level.
The most important simplification came from distinguishing between
positive and negative signs used to indicate front and back planes,
and positive and negative signs which resulted in the position of
the plane relative to the viewing point and raster point. In Figure 24
it can be seen that for a positive plane the positive values of V cor¬
respond to sections of the surface in front of the picture plane,
while negative values correspond to sections of the plane on the same
side of the picture plane as the eye. The difficulties which led to the
need for the correction circuit resulted from these signs being reversed
for a negative plane. In Figure 26 the intersection of three positive
or front planes are considered and the required output signal for them
shown.
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Figure 26
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^ Eye
Merging Front and Back Planes to Define an Object
Figure 28
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The three planes AA, BB, and CC in Figure 26 may be represented by
the three 'plane templates' shavn below them. The output value can
then be created from these templates by simply selecting the surface
which lies furthest in a perpendicular distance from the picture plane.
In Figure 27 the two back planes are treated in the same way except
that the templates are treated as negative. The results from these two
operations are the two signals Max(AA,BB,CC) and Max(-DD,-EE). These
two composite templates represent the front and back surfaces of a
volume of intersection of AA, BB, CC, DD, and EE. In Figure 28 the
result of overlaying them on the same side of the picture plane is
shown. If the signal for the front planes is called l and the signal
for the back planes is called m then the arithmetic sum l+m for the
values at any point on the display surface can be used to define the
visibility of the object. Where l+m is positive then the object is
visible, where l+m is negative then the object is invisible. This
approach results in a simplification of the plane unit to the arrangement
shown in Figure 29.
x/s z/s 1 S L M
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It was the circuit shown in Figure 29 which was simulated on the
hybrid computer. A brief description of this work is presented in
Appendix A, by J. Downie who built the necessary circuits. The
resulting display was limited to the intersection of two planes.
Though the display was created on a cathode ray tube, the hardcopy
given in Plate 3 was produced on a small plotting device.
+1 +1
Analogue Plane Unit: Simulation
Figure 50
The circuit used to simulate one plane unit is shown in Figure 30
The Multiplying Digital to Analogue Converters were replaced by
potentiometers so the input variables were not externally controlled
by digital values. However, the potentiometers allowed the form of
the displayed objects to be adjusted in real time, and the two examples
shown in Plate 3 are the result of two different settings for the
potentiometers.
Conclusions
Two lines of development became apparent as a result of this experiment
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using a hybrid computer. The first depended on the use of the MDAC's
and consisted of a simple way of generating the movement of objects
being displayed. The second consisted of a way of creating displays
of objects with curved surfaces, by using curved templates in the
operations shown in Figure 28.
It was assured, when this analogue section of the display processor
was being designed that the rotation and translation of the scene or
components of the scene relative to the position of the viewing point,
would be performed between f rames. This would be done by changing tie
parameters used for defining each plane. What this assumption means
in practice is that between frames, all the inputs A, B, C would
have to be recalculated even if the only change is that the viewing
point is moved to position x^,y^,z^ and that the planes are still the
same relative to the previous origin. This seemed impractical, at best
it means that if the values of A, B, C, ... are calculated during one
frame in readiness for the next, then there must be a parallel set of
storage spaces for the new parameters, while the old ones are being used,
which can be switched to the appropriate plane unit at the end of the
current frame.
The representation of a plane in this part of the machine consists of
the digital coefficients: a, b, c, d. The transformations of these
coefficients for rotation and translation of the plane about the origin
can be given by the following matrix operations:
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PARALLEL PROCESSOR USING ANALOGUE SIGNALS
Rotation about the x axis by an angle Q
[a',b',c',d^] = [a,b,c,d] 10 0 0
0 cos9 -sin9 0
0 sin9 cos9 0
0 0 0 0
that: [ a' ,b' ,c' ,d' [] = [a, cos9.b+sin9.c, cos9.c-sin9.b, d ~|
Rotation about the y axis by an angle CX








so that: [a' ,b' ,c' ,d' ] = £coscx.a-sincCc, b, sinct.a-f-cosoi,c, dj
Rotation about the z axis by an angle /3
[a'jb'.c'jd'J = [a, b,c,d] cos/3 -sin (i 0 0 "
sin/3 cos/3 0 0
0 0 1 0
0 0 0 1
so that [a^b'jc'jd1 ] = [cos/3.a+sin^.b, oo • b-sin/3
Translation of the origin by dx, d.y, dz
[a ', b', c', d 'J = [a,b,c,d] 1 0 0 dx"
0 1 0 dy
0 0 1 dz
0 0 0 1_
so that: [a',b', c^d*] = £a, b, c, d+a.dx+b.dy+c.dz^
Where a transformation is required which is a multiple of any of these
separate transformations, it can be represented by one matrix by
multiplying together the appropriate component matrixes. Each of the
transformations has an inverse created by putting -9, .. or -dx,.,
into the relevant matrix form. It can be seen that during the display
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of one frame the digital operation:
[a,,b,fc,,d'] = [a,b,c,d] .
must be performed on all the plane coefficients making up the boolean
expression model of the scene.
The form taken by the final version of the experimental machine makes
it possible to simplify this task. The first stage of this simpli¬








The original simplifying assumption which was made, was that the eye
should always be at the origin and that the picture plane be parallel
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However if the picture plane is rotated to AA; with the new viewing
direction towards D as shown in Figure 33 it is not necessary to
Figure 33
transform the plane coordinates; the same effect can be obtained by
transforming the values of the raster line coordinates. This can be
achieved using the circuits shown in Figure 54.
Extended Input Circuit to Allow Plane Rotation
Figure 54
The value of d: the perpendicular distance of the plane from the
viewing point will not change if the direction of viewing is modified.
The translation of the viewing point can be achieved by the appropriate
modification of the value of d:
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Translating the Viewing Point
Figure 55
This is the justification for the form:
(a.x + b.y + c.z)/d +1
since it permits a simple implementation of rotation and translation
with minimum intermediate calculation. The effect of translating the
ej'e position has already been calculated if it moves by distances
x'jy'jz' then the new value of d becomes: d' = a.x' + b.y* + c.z® + d
The creation of curved surfaces is discussed more fully in the next
chapter where alternative implementations of a digital display processor
are considered. The basic idea is to produce curved surface templates
in the operation shown in Figure 28. However, the principal problem
is to find a way of specifying the nature of the curve in the input data,
and then generating the curve at a fast enough rate.
CHAPTER 16
DEVELOPMENT OF THE DIGITAL PROCESSOR
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During the simulation of the analogue processor described in the previous
Chapter, new possibilities emerged which could be implemented using
digital circuitry. In this final Chapter in this section, these ideas
are briefly reviewed and the basic proposals for a digital processor
which were the conclusion of this work are presented.
The first development which was relatively simple, resulted from the
sorting process used in the analogue device. Only one line was used
for each of the two buses in comparison with the many bit lines used
in the equivalent digital operation. The output from the first stage
of sorting was decided by the comparison of the outputs from the
Maximum seeking circuits linked to the positive or front facing plane
units and the negative or back facing plane units. The final output
to the next stage was only of interest if the value was positive;
however, the original arrangement also allowed negative final results.
The negative values were only employed to decide when to inhibit the
positive outputs where the object did not exist. The same end result
could be achieved by comparing the current value on the positive bus
with all the individual outputs from the plane units holding back faces.
If any of these comparisons indicated that the object was not visible
then the output from the positive planes could be inhibited using a
single line bus. The results from negative plane comparisons with the
positive bus could be wire ored onto this bus.
Because the subvolumes represented in this first stage sort would be
convex, a relatively simple arrangement allowed the sorting operation
to be carried out, and the schematic arrangement to do this is shown
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in Figure 1 •
Figure 1
In Figure 1 B1 is the main bus for comparing output values from a
convex volume. A1 is the control bus for inhibiting output when the
viewing ray passes outside the convex volume. PUL is the Plane Unit
Latch which provides the next value to be tested for the next raster
line position. BD is the bus driver which places the maximum value on
the bus, but which can be switched off by the signal T when the unit
in inhibited from giving output: either because it is not producing
the current maximum, because it is a rear plane, or because other rear
planes are inhibiting it. CP is the comparator which compares the
value on B1 with the output of PUL. RL is a one bit latch which
defines whether the plane unit holds a front or rear plane.
516
DEVELOPMENT OF THE DIGITAL DISPLAY PROCESSOR
The relationship between the signals R, S, C and T; and the state of
the plane unit is defined as follows:
S = 0 Another Plane Unit is creating an inhibiting Signal.
S = 1 No other Plane Unit is creating an inhibiting Signal0
R = 0 Plane Unit contains a Rear Plane.
R = 1 Plane Unit contains a Front Plane.
C = 0 Plane value is less than bus value.
C = 1 Plane value is greater than or equal to bus.
T
RC V
s\ 00 01 11 10 A 0 1
0 0 0 0 0 0 0 1
1 0 0 1 0 1 1 1
T = R + C + s s = R . C
The next stage in development is to include the second comparison bus: B2,
It is also possible to use a comparator in each plane unit to link the
output of the PUL to this second bus (Figure 3 ). This will work for
most situations but there is one situation which will create difficulties.
Consider the relationship of the convex volumes shown in Figure 2.
At raster point rO all outputs from the plane units will be inhibited.
On moving to raster point rl three values, all less than the neutral
value on B2 will compete to be switched through to the second bus. Since
this will occur nominally at the same instant, and since there is no form
of intercommunication between the plane units to arbitrate between them,
517
DEVELOPMENT OF THE DIGITAL DISPLAY PROCESSOR
rO rl r2
>
Three Competing Convex Volumes
Figure 2
there seems to be no way of preventing all three values being wire
ored together on the bus B2. Except for this special case (for which
some arbitration scheme would need to be found), the arrangement in
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It was necessary to solve this special case before any further work was
carried out on the layout in Figure 3 . If more than one value was
wire ored together on bus B2, unless they were related for example in
the way that 11011 and 01011 are related, then zero values in the larger
number could create a number on the bus which would switch off all the




Both A and B are larger values than the value on the Bus; consequently,
the comparison of the Bus value with the Plane Unit value will switch
both A and B off for the next raster point. As soon as the Bus has
returned to a neutral value, both these units will switch on again - so
oscillating round an incorrect Bus value.
The solution proposed in Chapter 14, Figure 26 could be used to resolve
this problem, but it meant too many duplicate components which would
rarely be used. The problem was that a separate pair of buses had to
be provided for each bit in the comparison word. In concept the scheme
worked and could work fast enough to process raster points at the speed
required, unlike the alternative shown in Figure 25 of Chapter 14.

























Comparison of Four Numbers to Find the Smallest
Figure 4.
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The kind of circuit layout to carry out such a process is shown in
A3 B3
Pipelining the Second Comparison Stage
Figure 5
The circuitry within the box Arbitr. is relatively simple and can take
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The problem with this approach was that to cope with all the possible
combinations of eight bit values required eight levels of comparison,
each with two eight bit buses. This did not appear to be a reasonable
line to pursue. However, it suggested a way in which the alternative
strategy given in Figure 25 of Chapter 13 might be employed. Originally
this approach had been discarded because it was too slow to create the
required output in the 100 nano seconds necessary to create a 500 point
TV raster line in 52 microseconds. By pipelining the values being
passed to the bus as shown in Figure 7 it would be possible to
improve the time without the massive duplication of components used in
the previous case.
From PUL B1 B2 B3 B4 B5
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While investigating the various ways in which pipelining could be used
to improve the speed of this second comparison it was realised that if
restrictions were placed on the order in which data values were entered
into the device, then the original sequential sort proposed in Chapter 13
could be employed,, Consider the circuit layout shown in Figure 8.
It can be seen that the values corresponding to the visible plane will
be passed down from one plane unit to the next0 Once the initial
overhead-time, to pass values down this pipeline, has been taken then a
continuous stream of output will be produced at one clock pulse
intervalso






Time Relationships for the Fully Pipelined System
Figure 9
Figure 9 shows the time relationships which would be important in the
use of the fully pipelined system. If there are 10,000 units in a
sequence, for the sake of argument, then the switching on time, in other
words the time between entering the first value and having it passed to
the display unit, will be 10,000 x 100/10 ^ sees. This must be distin¬
guished from the time between displaying two different pictures. This
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interval depends on the space between the data being entered for the
first picture and the data being entered for the second picture.
This work took the initial approach as far as it could be taken without
actually building and comparing the relative performance of different
devices in a practical environment. The next general advance resulted
from a suggestion made by G. Rankine in Heriot-Watt University. In an
attempt to reduce the original concept of the plane processing unit to
a device which it might be feasible to build, the idea was to start with
the point in volume test as a means of producing a display.
Consider the raster line section through the volume shown in Figure 10
The basic process can be described in the following way.
Figure 10.
If any point is taken on the picture plane PP then it will lie inside
or outside the various planes making up the volume A. If the whole
display scene: PPHH is treated as a three-dimensional grid of points,
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and the points in lines perpendicular to the picture plane are
processed sequentially from the picture plane backwards, then the
first point to be found inside a volume will indicate a visible surface.
The inside outside relationship will depend on the relationship between
the planes defined in the boolean expression of the volume.
Because of the properties of planes and the fact that a regular grid
is being used, this can be achieved in a similar way to the proposal
in Chapter 14 f Figure 6 except that in this case there will be three
incrementing values required for K: Kx, Ky, Kz. This will demand a
basic module of the form shown in Figure 11.
A preliminary estimate of the time needed to process a new point using
this arrangement is 100 nanoseconds. Given the preliminary goal to be
able to process the whole display scene in 1/lOth second, results in a
grid resolution of 100x100x100 points. This is obviously way below the
resolution being aimed at. However, there are some immediate ways in
which the number of tests can be reduced in producing a display.
Stored values of increments
c)Kx
6Ky V







pendicular distance of the




DEVELOPMENT OF THE DIGITAL DISPLAY PROCESSOR
Kp: Value of K at the current display
point on the picture plane.
Kz: Value of K at the current point
being used in Point in Volume tests,
Modified Processor
Figure 12
A further reducation in the number of tests could result from the
following observation:
If the point P1 is taken on the picture plane grid, as shown in
Figure 13, it will lie inside A and D, but lie outside C and B.
To start with it is not necessary to continue with Z direction tests
for a particular display point once a visible surface has been located.,
However, to be able to stop at a surface and return to the picture plane
demands an extra storage element in the basic module. The new pattern of
scan lines for the previous scene is shown by the shaded area of the
section drawing in Figure 12.
H Z H
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Section through Raster Line
Figure 13
This means that Ka and Kd are negative and Kc and Kb are positive. In
processing in the z direction from PI each of these values will be movin
towards 0, which indicates that it is possible that a visible surface
will be found. However, once the processing passes through plane A,
Ka will be positive and <S Ka being positive Ka can only get larger.z
It can be seen that once this has happened there will be no possibility
that a visible plane will be found. Consequently, further tests in the
z direction can be avoidedo Applying this principle gives a scan line
pattern for the previous volume of the form shown in Figure 14.
Figure 14
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The position of the planes will have a considerable effect on the actual
amount of testing necessary;
but this could reduce to as little as:
or be as much as:
The Relationship between scan lines and an Object's Geometry
Figure 15
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This procedure depends on the values of the signs of k and Skz.
Where these are both positive then further increments in the z direction
for this plane can be stopped. If this state is indicated by a flag for
each plane unit then for a volume defined by a dot phrase all the other
plane units for this volume can be switched off as well. Thus the
logical or of these flags can control all these plane units. If the
expression is of the form (A+B)0C0D.E in other words a scene of the
form shown in Figure 16.
Concave Object
Figure 16.
then these flags can control the operation by anding the flags for A and
B and then oring the result with the flags for C, D, and E. This results
in a scan line distribution of the form shown in Figure 17
A further possibility can be demonstrated in the case of scene shown
in Figure 18.
It can be seen in the case of this simple scene that once the visible
plane A has been found that it should be possible to follow the surface
II D C H
B
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Looking into a Concave Section of an Object
Figure 18
of A until the surface of B is locatedo If, as soon as a test point is
found to lie within the volume (A+B) the next increment is taken in the
x direction, then as soon as the point tested is found to lie outside
the volume the increments are again made in the z direction it should
be possible to chase the surface in the way shown in Figure 19.
At point X the sequence passes outside A but enters B, which means that
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Stepping along a Surface
Figure 19
the stepping sequence must now be controlled by B. The obvious difference
is that the z direction increments have been reversed. This choice must
depend on the sign of SKb^. Plainly the number of tests in this pro¬
cedure are very much fewer than by scanning in the previous way0 The
question is whether this process can be used where more complex scene
descriptions are considered.
If the diagram of the scene A+B+C.D.E is constructed, then chasing
along the surface of A or B could well pass behind a volume defined by
C.D.E. However, it can also be seen that where the points on the
picture plane lie outside C.D.E in the manner described above then there
is no reason why surface following should not be adopted as shown in
Figure 20.
Each of the scan line patterns considered so far has been controlled by
the values of K on the picture plane. If the coefficients for each
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C A
A + B + C.D.E
D C
The sequence of tests could take the form:
Mixture of Surface Following and Scanning
Figure 20
plane are used in the expression
(a.x + b.y + c.z)/d + 1 = K
then the value of this plane when subtracted by 1 will give the value
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of the plane which passes through the viewing point parallel to the
original plane. This plane will define the position of the horizon line
on the picture plane. The significance of this point can be seen if the
single plane A is considered in Figure 21.
Area of the Display Plane Affected by a Plane
Figure 21.
The value of Ka at P1 will be greater than 1, and at P3 less than 0.
In the zone with K values outside the range 0 to 1, the effect of a
particular plane on the display can be ignored. The scan line patterns
for the plane and a previous object are shown in Figure 22.
Scan Line Patterns for a Plane and Simple Object
Figure 22
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This line of investigation was not taken further than this general
survey. It did not appear from the initial analysis to provide the
speed necessary for real time movement of displayed objects. However,
it led to a possible way in which curved surfaces could be included as
a display option. The surface following mechanism outlined above which
consisted of incrementing the position so that the value of K alternated
between small positive and small negative values, could be linked to a
counter which only followed the Z direction increments so keeping track
of the distance from the picture plane. This distance could then be
used to drive the two comparison circuits already discussedo The same
process can be applied to the appropriate description of a curved
surface.
The use of curved surfaces in this way poses a major problem which will
hsve to be resolved before this approach will apply to all situations.
Assume to start with that only convex curved surfaces are used, then
each curved surface can be thought of as a boolean product. Where
these are added together there is no difficulty since the form of the
expression matches the structure which has already been analysed.
Similarly, the intersection of curved objects creates no difficulties.
It is when the curved void, or volume subtraction is considered that
difficulties emerge.
The subtraction of a curved surface from a convex object requires a
three level boolean expression. It has already been realised that
three level expressions would be useful in processing volumes with
plane facets. Where planes are being processed in parallel there is a
fixed upper limit to the size of the boolean expression which can be
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(A.B..)+(E.F..)+(G.H..) (A.B..).(E.F..).(G.H..)
The Use of Curved Surfaces
Figure 25
used. Where an object with concave sections to its surface is being-
displayed, the two level boolean expression will tend to be very large.
If three levels are permitted such surfaces can be expressed in a much
more compact form. Consequently, for the parallel processing of planes
it is necessary to consider the requirements of processing this extra
level.
The sane units described above can be used to process a three level
expression, merely by permitting a limited form of sequential processing
for limited areas of the display. Consider the expression shown in
Figure 24.
Where C.D is not producing a visible surface the sub-expressions can be
ignored. As soon as C.D produce a visible surface at the dot level if
this is compared with all the back faces in the sub-expressions before
it is passed to the plus bus, and then each of the visible front faces
in the sub-expressions are similarly treated in sequence the correct
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Processing a Three-Level Boolean Expression
Figure 24
visible plane will ultimately be found0 This will mean an extra test
per sub-expression per point.
This sequential procedure even if it is only used for limited areas of
a display, will prevent the processing of a new raster point each clock
pulseo In the case of a TV raster line, 52 microseconds are taken for
the actual display, while 10 microseconds are allowed for the fly-back
time<> This gives a very small leeway in which extra processing can be
fitted. Working on 100 nanoseconds as the clock pulse period, this
means that less than 100 extra points can be processed per line, and
a buffer to store the values in one or more lines is necessary0
The expansion of plane based expressions can lead to a very great
increase in the length of the overall expression. The use of curved
surfaces does offer one improvement in this situation. A curved
surface can be represented by tv/o equivalent plane surfaces at any
raster point - a front and back surface - so all third level curved
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surfaces can be represented by sub-expressions of the form: (F+B).
The expansion of a product expression containing several sub-expressions
of this form can be achieved by the appropriate duplication of the
surfaces in the parallel processor. The advantage is that this dupli¬
cation will result in a smaller overall expression than if plane
surfaces had been used to approximate the original surface.
Because of the limitations associated with having an upper limit on
the size of the boolean expressions which can be processed in this way,
an alternative use of parallel processing was considered. If the boolean
expression is processed sequentially, but the raster points in the
display are processed in parallel it appeared that it should be possible
to create a fast display operation which had no upper limit on tie size
of scene description it could accept. Given an element which can
process the boolean expression sequentially, then by arranging these
in parallel for successive points in a raster an arrangement of
the form shown in Figure 25 becomes possible.
E
F
Parallel Processing of Raster Points
Figure 25
If the raster points are equally spaced then it should be possible to
use the result established in one section of the display for other
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sections of the display. The original idea for creating the appro¬
priate value of K for a plane at all points represented in the parallel
processor is shown in Figure 26.
Generating the Value K for a Plane at all Raster Points
Figure 26.
The problem v/ith this simple layout was the time it would take to
sequentially add DX to successive values of K. The original idea was
to generate all the values to be displayed at the same time. It is
clearly not necessary to do this since it takes time to display each
point - approximately 100 nanosecs for a TV raster line. It was
consequently possible to pipeline this arrangement to give a raster
point processing unit shown in Figure 27 . If a different form of
display device is considered where the display point is an integral
part of the processing unit creating the value to be displayed, then
the reed to create all display values simultaneously is more important.
It was while following this approach that a different solution to the
basic process shown in Figure 27 was found„
The basic problem was to enter a value K for one point in the display,
and then to calculate all the values of K for other points represented
in the parallel processor so that they are presented simultaneously
to the picture plane. This did not appear possible using the scheme
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Raster Point Unit in a Pipelined Display Processor
Figure 27
in Figure 26 without waiting for n.t seconds - where n is the number
of additions and t is the time for each addition. The goal was to
process as many plane values in each processing unit as possible in
a/50th of a second which is the refresh time for a TV monitor picture.
One way of creating the required values at each raster point in a
line is shown in Figure 28. Using a binary tree it is possible to
input a single value at the centre V, then at the first level by
adding and subtracting V/2 two intermediate values are created which
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K Values
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Binary Tree Used to Create Values on a Ramp at Raster Points
Figure 28
in turn can be used to create 4 more intermediate values, so
increasing the number of points until the required resolution is
reached. The advantage of this scheme is that the division by two
is a simple shift operation which means linking the bit lines with an
offset either one unit to the left or one unit to the right. If this
idea is carried to its logical conclusion it results in the two























Addition Tree for the Display Panel
Figure 50
To create the correct X and Y increments the additions and subtractions
have to be arranged in the way sho^vn in Figure 30. It can be seen that
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DX or DY DX/2 DX/4 DX/8
X Increments for the Display i'anel
Figure 51
the additions and subtractions will work correctly for a positive
increment but will have to be reversed for a negative increment. The
axes for the increments will have to be at 45° to the axes of the
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DX or DY DY/2 DY/4 DY/8
Y Increments for the Display Panel
Figure 52
picture frame. The way that the incrementing values are distributed
to the various adding units is shown in Figures 31 and 32.
There are practical difficulties with this approach but before consider-
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ing them it is worth while taking these ideas to their logical con¬
clusion. All that the tree described above does is to distribute the
values for each plane in parallel to all the display points on the
surface of the picture plane. At each point of the display plane there
will have to be a processing unit very much like the right hand part
of Figure 27. The incoming values for each plane can be pipelined
through this addition tree if the incrementing values are also passed
alorg a string of latches each time they are shifted to the right. If
the time for one addition is taken as 100 nanoseconds, then the number





The natural application of this approach is to create a display panel
where the display surface is integral with the display-logic circuits.
Display Panel and the Extension to the Addition Tree
Figure 33
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The use of light emitting diodes or liquid crystal might possibly be
used in such a device. The physical arrangement of such a panel is
shown in Figure 33. ,
As an abstract machine this device is very attractive. The diffi¬
culties with this initial approach, apart from a very high cost, are
the physical number of lines which are needed to input data to a
panel and the problem of integrating a display surface with the
electronics. If a single panel of the appropriate size could be
constructed, the number of input lines would not be a serious handicap
since the internal linkages could be achieved using printed circuit
techniques. The present limit on the size of silicon chips is such
that the individual panels would be very small and the problem of
linking over 100 lines from each individual panel into a higher level
in the external adding/incrementing tree becomes prohibitive.
However, the absolute speed of the device makes an alternative im¬
plementation possible which does not lose the attractive modular
features of the original idea. To create a resolution of 1000x1000
points has already been shewn to need value and increment sizes of
30 bits for the simple algorithm proposed. If these numbers instead
of being processed in parallel are processed in sequence, one bit at
a time, then it is still possible to create a very complex display.
Assume that it takes 20 nanoseconds to process a one bit addition,
then the number of planes which can be input, given a need for a
1000x1000 resolution, in 1/50th of a second will be:
1,000,000,000 „„ .
30 . 20 .50 = i0'000 Pianes*
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SR4 SR5 SR6
SR1 SR2 SR3
Plane Unit for the Sequential Processing of Numbers
Figure 54
This approach makes it possible to construct a relatively simple point
processing unit made up from six shift registers, six one bit two way
selectors and two comparison control units. In Figure 34 registers
SRI, SR2 and SR3 carry the depth information, while SR4, SR5 and SR6
carry the associated data which will be used to create the display.
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The output from SR6 at the end of processing the full boolean
expression will be used to create the appropriate intensity at a
display point. It appears that at present the use of light emitting
diodes cannot be used to create a variable intensity point value.
However, if the plane units include two more comparison cells, then
the two neighbouring display values can be compared in the manner
discussed in Chapter 13, Figure 28, and an array of LEDs, one per
point unit could be used to create line displays. Though the same
tree structure can be used to generate the values at each point unit
the previous shift and add implementation of the increments at each
level in the addition tree has to be changed when sequentially
processing values, but this does not appear to create any major
difficulties.
Further development of the proposals made in this Section are being
carried out at Heriot-Watt University in the Department of Electrical
and Electronic Engineering, under the project name of ASPECT 1.,
(A Sequential, Parallel Electronic Colour Terminal). As a con¬
clusion to this section it seems appropriate to include the system
diagram which is being used to structure this work, which is given in
Figure 35. It can be seen from this diagram that there are four
separate areas of study outlined in this proposal. The area of
primary interest will be study III. However, to make the results of
this study operational will require further thought to be given to
the problems of entering geometrical data into the system. The early
stages of the software system discussed in the previous section will have
to be developed to provide the appropriate input data for the hardware
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processor, and alternative display possibilities will have to be
considered.
Study Number Display by Area Display by Line




In this final section the task must be to bring together as many of
the different issues that have been raised in the main body of the
thesis as is possible. Perhaps the best way of doing this is to
consider the applications which can be made of this work. Some of
these were indicated in the introduction, and were taken as a starting
point to the investigation; others have arisen from the research
itself.
The applications divide themselves into two areas. The first are
linked to the original objectives and are found in the construction
and use of data bases for planning and design work where spatial
information needs to be stored. The second area of application
arises from the hardware proposals made in the previous Section and
depend on the speed at which certain display operations can be
conducted. In this Chapter a brief outline of these possibilities is
given, followed by a more speculative assessment of further development
Data Base Development for Planning and Local Government
Before considering the particular application in this area which the
work in this thesis might make possible, it is necessary to provide a
short review of the development of the Planning process in Local
Government. The Planning process can be caricatured by.the sequence
of operations:
Survey —Analysis > Plan Development > Implementation
In the early stages, the plan, or the Master Plan was regarded very
much as a static goal, even though provisions were made to review its
contents periodically, and it was primarily concerned with the develop¬
ment of the Physical Environment. As the limitations of this approach
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became clear, a more flexible policy was adopted and the paradigm of
the planning process became a cyclic procedure.
The Planning Process
Figure 1
The Plan itself was couched in more general terns and extended to
consider social and economic factors. Proposals were kept amorphous
enough to maintain a range of possibilities open for the future so
retaining necessary room to manoeuvre. Future physical developments
were only loosely defined in a 'Structure Plan'. As these ideas were
developed, hopes were formed that they could be extended to substitute
conscious - therefore intelligent - government control over many more
of the self-regulating processes in the social system which, at times,
led to unfair or socially unacceptable situations. However, this
appeared to require a monitoring program capable of handling infornation
disaggregated to the level of the individual citizen and to need a
continuous flow of feedback data to make it operational.
This goal raises difficult political questions, but long before such
objectives were in sight, practical constraints came into operation;
principally in the form of a lack of data processing power. One of the
primary ideas which lies behind the design of any control system seems
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small proportion of the energy needed to run the system itself.
Applying this principle rreant that there were inadequate resources
to either collect or process the data needed to run an effective
monitoring system.
It was in this context that the use of automatic data processing
appeared to offer a possible advance. The ability to use raw
disaggregate data and model the processes which lack of time and man¬
power previously prohibited, seemed to provide at least the beginning
of the answer to the planning dilemma.
The first use of automatic data processing in this area appeared in
the form of automated filing systems, classified as Urban Data Bankso
Following this, though to some extent in parallel, planners started
using the available machine readable data to model urban systems in an
attempt to assess the effect of changes made to these s3rstems. In 'A
Conceptual Framework for Urban Planning Models® (M. Kilbridge, R.
0'Block, P. Teplitz, January 1968) the authors summarise the more
important attempts to construct such models in the United States.
A table, taken from this paper is given in Figure 2. The earliest
use of these techniques in a practical situation, and on a large scale,
was in the Chicago Area Transportation Model (1960), and from this
start a variety of other studies followed.
By their nature, where models are used to predict future conditions,
they are being used as theories. They are being used as pattern
generating procedures which it is assumed can be extended beyond the
immediate observational data on which they were basedo Urban models
551
CONCLUSIONS
can be classified by the generating procedure adopted in this process.
In the paper !A Conceptual Framework for Urban Planning Models', the
principal types are given as (1) Growth Force Models, (2) Econometric
Models, (3) Mathematical Programming Models and (4) Other Analytic
Forms. Simulation is used as a term to denote the way in which a model
is used rather than a classification of a model type.
In use, these models came up against many practical problems, mostly
in the area of data collection. Again, the energy required to provide
the predictive data was too great to give the overall improvement which
was presumably the objective. However, the experience gained provided
an outline objective for future efforts.
One of the issues which the early work on models raised was the
relationship between the model and the modelled. If people could, by
choice or by command, conform to the behaviour required by a model
then presumably its predictions would be achieved. At one level
this is a policy which can be adopted, and is the approach which under¬
lies the basic rules and agreed code of conduct in most organisations.
At a different level where freedom of personal behaviour is required,
then this prescriptive solution cannot apply. However, there are still
patterns of behaviour which can be discerned in an aggregate view of
human systems, and as has already been observed, these patterns can be
used as theories in an alternative application of modelling. The
distinction between the two approaches seems to rest ultimately on the
size and reliability of the total system. In the first approach, if
one of the components of the system fails to meet its target, then the
activities of all the other components may be placed in jeopardy.
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The solution to this problem which is to introduce parallelism and
redundancy in a systems of independent but cooperating parts, or even
competing components, is to create something which is much more
difficult to model.
The pattern of behaviour of a large number of individuals can be such
that at an aggregate level, global relationships can be discerned which
do not change. The Gauss distribution of the velocities of gas mole¬
cules, and its relationship to global properties such as gas temperature
and pressure was one of the earliest discoveries of this kind of
relationship. Similar relationships have been found in mass human
behaviour such as the gravity model used in shopping centre location
studies. In finding such relationships in the Social Sciences the
problem seems to be the opposite to that faced by the Physical
Sciences. In the latter, the global behaviour tends to be the
starting point, and the disaggregation of possible components the
general problem. The Social Scientist in contrast faces his ultimate
'Atomic Particles' and his problem is to find useful patterns of global
behaviour.
By their nature, it would seem that global properties can only be
applied to give aggregate or average results. They can, however, be
used in certain forms of spatial analysis, where it is possible to assume
the subdivided zones in an area will behave in an average way. This
disaggregate behaviour can then form the basis for spatial interaction
models used to provide further global information which is dependent
on spatial distributions such as population, income, and raw materials,
such global information being useful in resource management and planning
553
CONCLUSIONS
at an aggregate level„ The problem with this approach appears to be
defining the "average response® of people or any other unit being
considered to the multitude of different conditions which might affect
the whole situation. This becomes a complex problem in the area of
statistics which has been excluded from this study at its present level.
One goal for this kind of statistical research would appear to be to
provide the kind of analysis carried out by Niedercorn and Bechdolt
(1969) on the Gravity Modelo They showed that, starting from the
behaviour of economic man, i.e. an individual who tries to maximise
his individual utility, it is possible to construct general equations
describing mass shopping behaviour which correspond to the empirical
findings summarised in Reilly"s Law.
Below the scale at which aggregate properties can be used it would
appear that the prescriptive approach is needed to be certain
of predefined results. In political and planning work this approach
can appear in many guises from educational policy: moulding certain
beliefs and codes of conduct into the behaviour of the individual,
to much less acceptable forms in a police state. The designer's
approach is essentially the creation of a prescriptive model and,
as outlined in the introduction, there is an upper limit to the size
of operation which can be efficiently undertaken on such principles.
The administrative difficulties of retaining effective control become
too great.
Returning to the early experiments in large-scale urban model building,
though they were not as successful as perhaps it was originally hoped
they would be, they provide a goal for future work. These experiments
can be loosely regarded as the outcome of a top-down analysis of the
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problem of applying computer techniques. The work which followed
adopted the alternative approach starting with data which could be
collected, processes which were relatively simple, goals which were
more easily attainable, working from the existing situation, 'upwards'
the aim became that of creating immediately useful techniques though,
in the back of the mind, there were still the overall objectives
expressed in the earlier work.
It was this more pragmatic approach which can be seen in the 'urban
information system' model used as a teaching device by Steinitz
and Rogers in their course 'Urbanisation and Change' initiated in the
Design School in Harvard University in 1967. The first stage in this
course was to collect from all available sources information about a
study area and to create a data base for the area disaggregated as far
as possible to a grid. The example given in Map 1 from a study carried
out in this course in 1969 shows the basic population information for the
'Metropolitan Core' of Boston. The grid used in this study is given in
Figure 3. Data was collected either disaggregated to individual cells,
or to the larger 'town areas* shown by the heavier boundaries in this
diagram. By gridding the larger collection zones, it was possible to
create average grid cell figures from the figures collected by dif¬
ferent agencies for each township.
The shopping centre allocation model shown in the flow diagram in
Figure 4 was based on population data from Census sourceso The
income distribution was created by developing a weighting factor for
each grid cell by classifying house types from aerial photographs. The





sales provided by a census survey of Shopping Centres, From this
starting point two results were desired: firstly, a method of
assessing whether the existing pattern of shopping was providing an
adequate service, or whether there were openings for further additions
in the form of new shopping centres. Secondly, obviously based on the
success in achieving the first objective, a way of allocating shopping
services for new population which resulted from either internal
redistribution, migration or internal growth..
The approach adopted was simple in the context of many shopping studies.
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shopping centres, two types of map were produced. The first, from
the point of view of the individual, shopping from a home base gave
each cell an index of the level of service provided at its location
by the existing pattern of shopping centres (Map 4). When this
primitive measure of service was weighted by the population density
of the cell and by its income, it gave a map (Map 5) of the areas
which needed more detailed analysis, with a view to providing new
shopping facilities. Tire second set of maps was constructed using the
gravity model principle to allocate people to different shopping centres.
This permitted available shopping income at a particular shopping
location to be assessed and, when a new centre was proposed, to see
the effect of locating it in a variety of different situations. In
Maps 2, 3, 4 and 5 the initial analysis of the study area is shewn.
In Maps 6, 7, 8 and 9 the same analysis is shown after locating
three new shopping centres where the previous analysis suggested a
poor level of service existed. Tire result is an improved level of
service but only two of the centres were able to attract more
available income than their initial estimated size. Thus, the third
centre was assumed not to be a viable development.
The basic system used in this study was a simple grid data-base associ¬
ated with a primitive line printer mapping package. Each model was
designed to draw information from this data base and supply new and
derived data back into it. These facilities, however, only provide an
automated accounting system to provide the maps and other documents needed
in planning decision making. The other component of the teaching exercise
was a gaming simulation of the decision-making necessary to resolve
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conflicting interests between different sectors of the whole community.
The models provided, at least potentially, a more effective way of
assessing the external interaction of decisions made within these sectors.
For resource management this was an improvement on the situation where
decisions were made only on the basis of discussion between specialists.
By providing a role-playing situation, it is possible to ensure that
different specialists are relating decisions in their own area of
expertise with that of others. The combination of gaming and model¬
ling provided both a way of using expert knowledge as effectively as
possible and, at the same time, showing the cumulative and interactive
effect of more than one point of view.
The work in this research project was initially prompted by a desire to
improve and extend the basic facilities provided in this kind of system.
The general kinds of information considered in planning can be clas¬
sified as relating to people, activities, land, or their interaction
with each other. The initial goal set for study was to represent the
properties of the physical environment as a computer model. The first
stage of this work consisted of a study of computer cartography.
However, it seemed that because of the problem of data collection, it
was necessary to start work at a much finer level of detail than is
represented in most maps and, at this scale, it became important to
represent the three-dimensional form of the land and buildings on it.
The basic assumption was that information about the physical environ¬
ment could be represented by two components: the first as a description
of the location and extent of an object - in other words, its spatial
characteristics; the second as a definition of what it is - in other
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words, the content of the space defined by the first component. The
aim was to construct the first component as a three dimensional model.
The objective was to construct the spatial description as far as
possible using existing sources of data. This approach made it
necessary to divide the problem into two parts: firstly, the creation
of the three-dimensional topographic surface; and secondly, the .
creation of objects on this surface such as roads and buildings. This
distinction was made more because of the way that topography and
building forms are represented in maps or technical drawings than
because of any intrinsic difference in the three-dimensional description
of these two elements.
Topographic Surfaces
Starting with a topographic map of an area, perhaps the simplest three-
dimensional model of the surface can be obtained by overlaying the map
with a rectangular grid and determining the height values at each grid
node. This was the procedure adopted in preparing data for the drawing
in Figure 5 . This is a very convenient form in which to hold the
data, since the height values can be stored in a table which matches
the original sampling grid. The position of a value in the table acts
as a way of defining its other two coordinates, since they are effect¬
ively the row and column numbers of its position in the table. This
table can be converted into a line printer map merely by substituting
the numbers by the appropriate symbols and printing out the table.
The same table of numbers, when used as data for a contouring program,
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can be used to generate a drawing such as that shown in Figure 5.
The contouring program assumes a simple surface linking each of the
point values round a grid cell and calculates the intersection line
between this surface patch and the previously defined contour planes.
The accumulation of these line segments, when they are drawn out, gives
the contour map. It can be seen that this model can be used to
generate any set of contour lines which might be required.
Computer generated contour map of Honey Hill, New Hampshire, U.S.A.
Figure 5
It is possible, starting with this form of surface model, to derive
two-dimensional data which can then be used with other graphic programs.
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Computer generated contour map of Edinburgh with relative height
indicated by line shading symbolism
Figure 6
In Figure 6 the contour line segments were generated in the same way as
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the previous example0 They were then sorted into order to give the
closed boundaries of the areas between the contour lines. These areas
were then shaded to indicate the relative height of each contour band,
so making it possible to tell the high areas from the low areas in the
resulting map.
Figure 6 shows the topography of Edinburgh, using six equally-spaced
contours from Oft. to 500ft., the two areas above this level being the
Pentland Hills and Arthur's Seat.
Computer generated block model from the same data used to generate Fig
Figure 7
Having the data in a three-dimensional form makes it possible to produce
projected drawings such as the block model in Figure 7. This drawing was
produced from the same data as Figure 5. In this case, the block
model was produced to study the visual impact of a new reservoir.
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However, this form of drawing has a variety of uses. For the land¬
scape architect, it allows the effect of different forms of land
grading to be assessed. One use that such drawings lave been given
is in the location of radar sites to cover the flight paths of low
flying aircraft through mountainous terrain0 Generally speaking,
this form of drawing is of most use where the location of a road or
building needs to be hidden from view, or conversely sited to get a
good view. One of its advantages over plan-views is that it is
possible to plot extra information onto the surface of the block model.
An interesting example of this was suggested for oil exploration. If
the upper surface of the oil-bearing strata is drawn in this way and
contour lines of the strata's thickness is drawn onto this surface,
then good locations to sink wells could be assessed from the final
drawing.
Surfaces with Superimposed Objects
Having briefly considered the representation of topographic surfaces
where there were no buildings or other nan-made features which need to
be included in the model, or where the scale was large enough for them
to be ignored except perhaps for surface symbols, the next stage was
to consider the models necessary within a city. Though the representation
of building structures demands techniques which are being developed for
computer-aided design work, generally the requirements are much less
detailed.
In a city nap buildings are usually shown by boundary lines and the
remaining area of the map is taken up by roads, parking areas, parks and
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other features which, generally speaking, will follow the original
topographic surface., For this reason, the approach which has been
taken was to create two models to start with, the first representing
the original topographic surface, and the second the vertical blocks
of the building forms erected as prisms on their plan boundary lines.
These two models could then be merged together automatically to give the
final model of the buildings set in their correct landscape. Although,
for some cities, the topography could be considered to be a plane
surface as far as most planning purposes are concerned, Edinburgh is
a case where this obviously could not be done.
At the scale of city maps, topography, within a built-up area, can be
approximated by plane areas more easily than for the open countryside.
For this reason, an alternative model can be used to the regular grid
of height values discussed above. A block model using plane facets
is shown in Figure 8A . The basic data for this model is a series of
point height values. Since these values are not in a grid, they must be
expressed as complete three-dimensional coordinates. These point
height values can be triangulated to give a surface made up from plane
facets as shown in the diagram.
The problem with triangulation, given a collection of points on a map,
was to choose which triangulation. To get consistent results from
this process, the triangulation program was based on a nearest neighbour
algorithm. This linked the points together in the same way, even if
the whole distribution of points was rotated to a new orientation
relative to the map frame. Once these triangles had been created, they




calculating volumes, determining drainage basins and so on.
Having created the topographic surface the next stage was to create
the prisms representing the building forms. The basic data for this
model was the polygon boundaries of the building plans in their
correct location on the base map. These outlines, which can be
created in a similar way to the polygon boundaries required for
choropleth maps, are needed with the height of the buildings' roofs
above the base plane. The prism for the building can then be generated
automatically by duplicating the plan polygon in a horizontal plane
at the height of its roof, and then linking the corresponding
vertices in the plan and roof polygons„ The result of this process
is shown in Figure 8B . The final description can be formed as a
collection of polygon boundaries so that this model is in the same
form as that of the triangulated topographic surface.
Once both models have been created, they can then be merged auto¬
matically to give the result shown in Figure 9A . Though the
model at this stage is three dimensional, it is often referred to as
a 2\ D model. If the blocked-in version of the bridge is considered,
the reason becomes apparent. Using this construction process, it is
not possible to create overhangs or, in this case, the arches of a
bridge, which is the consequence of starting with relatively simple
data.
It can be seen that to create Figure 9A from 8A and 8B means that,
where the surface facets cut each other, they have to be redefired.
Only those parts of a facet which do not fall within the solid section
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or interior of another volume are required. The reason for adopting
this two-stage operation is apparent if the problem of creating
vertical facets using the method for gene rating the topographic surface
is attempted.
Though this model is fairly crude, it need only be a starting point.
By using appropriate editing and updating procedures it is possible
to improve sections of this basic model as data becomes available or
as it becomes necessary„ In Figure 9B two possible modifications to the
building forms are shown. On the right the original block has been
edited to give a better visual representation of the building form. In
this case, the creation of arches in the bridge is primarily for visual
reasons. An alternative modification is shown on the left. The
building block has been converted into a series of open floor levels.
If all the buildings are represented in this way it becomes possible
to generate a very detailed three-dimensional land-use or floor-use
data base. This may only be worth attempting in city centres. However,
it can be seen that, from this model, many useful statistics such as
gross floor area used for shops could be calculated for any area or
sub-area in the city. Such information, v.hen used for defining clusters
of shops in shopping models would provide detailed information which,
at present, is too time-consuming to calculate. The groundscape in
this diagram has been modified to give a better visual effect. It is
possible to shade these facets in a variety of ways using a similar
technique to the one used in generating contour lines in previous
examples.
The processes needed to edit and update the basic block model were more
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complex than those needed to set it up in the first place. The
initial stages - the preparation of the data and the creation of the
drawings - could be carried out using a batch processing system.
However, it is hard to see how the editing can be done efficiently
without using some form of interactive system.
To prepare a detailed model of a city structure, even to the level
giving the main floor levels in each building, would be a fairly
major undertaking. However, once this task was done, it would not
have to be repeated. The life-span of buildings being in the range
20 to 100 years, once the original model has been set up, it would
only require the modifications resulting from new buildings and
demolitions to be made. Since planning permission is required for
new buildings, the data for such modifications should become available
automatically. In fact, it is not unreasonable to speculate that when
architects start to use computer-aided design techniques, such
submissions would be made in machine readable form.
The three-dimensional modelling of objects which was described in
Section III, though originally undertaken in the context of Urban
Systems Analysis, finds its natural application in computer-aided
design work. It was important to start the discussion of applications
in the area of City Planning because it was an investigation in
this area which showed the importance of taking a general approach to
representing information. If data structures used in Architectural
and Engineering computer-aided design work can easily and naturally
provide input data to urban systems, data-bases, then the problem
will not be one of data collection where separate people have to rework
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subjects to create data, but be one of data selection and data
compaction which can be automated.
The review of modelling, though not strictly speaking belonging in a
Chapter providing the conclusions to this research work, seemed
necessary to illustrate a difference in approach between that taken
in the initial applications of comput rs to planning problems, and the
one which is adopted in the present discussion. The belief which
guided the choice of subject was that, though the original goals of
large-scale urban models might well be attained, it will only happen
in a general way when the necessary data about human activities
become available automatically from other machine-based activities.
This requires an exploration of the way in which activities carried out
by people, which need to be coordinated or monitored, can be made self-
recording without the need for a large number of internadiate data
collectors. The present solution to this problem, which is to make it
a statutory responsibility for individuals, for example to file tax
returns, apply for licences, submit plans for planning permission,
though possibly appropriate for these applications, cannot be extended
very far. The specific activities considered from this point of view
have been the design and communication activities which use graphics.
Coinputer-Aided Design Applications
In the remaining parts of this Chapter, the applications considered
are much more directly related to the detailed work in the thesis.
As a result, they can be presented more briefly and more directly than




The application of the volume manipulation language and the different
display facilities to the designer should make it possible to create
a machine model of the object being designed, as decisions are made
rather than creating drawings. It is hard to say whether this will
save design time, though it is clear that such a process will not be
accepted if it increases the effort and time of the designer. Where
the advantage seems to lie is the greater versatility of the machine
model over the collection of drawings0 Where necessary, the machine
model can be used to provide data for many analytical processes for
which using drawings would be impractical.
In creating physical descriptions of objects as drawings, there are
many procedures which are trivial but which have to be worked out in
detail. Given the appropriate facilities, a computer-aided system
should be able to allow the designer to work with higher level
descriptions and allow the ma chine system to check and implement the
lower level work which, at present, still needs detailed attention.
In Architectural design there are many examples of this kind of work.
Checking that a final design has correct head-room for all stairways,
that all doors and windows can be opened without clashing, that all the
requirements of building codes and planning regulations are being
met, is time-consuming and rarely creates major problems if faults are
found in time. If this area of bookkeeping work can be achieved
automatically, then design effort can be given to more important
general problems.
CONCLUSIONS
Two particular applications can be developed from the work presented
in Section III for Architectural and Engineering work. The first is
the ability to build up a functional description of the relationships
in a building so that dimensions and exact locations need not be
specified until all the information necessary to do so is available.
An example of this occurs in the case of coordinating different
modular elements. Where a variety of different elements is required in
alignment,, for example tops of doors, wall-tiling, cupboard tops and
so on, and where tiles come in a variety of sizes, doors are limited
both by manufacturing standards and local bye-laws, then the datum
position can be defined as a relationship which will not be converted
into a real location until the necessary choices have been made. More
than this, as soon as a choice is made which makes a relationship
impossible to achieve, then the system can give the designer warning
of the clash.
The ability to create relational descriptions makes it possible to
create archytype solutions to standard problems. The joints in a
door frame can be defined generally, and as soon as the door frame
is dimensioned, the system can automatically create the necessary
descriptions of its components.
The second specific application appears in what Comba (1968) calls
the placement problems. When using a computer model of volumes it is
usually difficult to know whether two objects have been made to overlap.
By using the approach developed in Section III, it is possible when
locating a new element such as a pipe in a duct, to display only the
582
CONCLUSIONS
volume of overlap between the new object and the setting in which it
is being located. If nothing is shown on the display, then the
placement is successful.
It is this latter development which makes it possible to extend the
use of the hardware display processor considered in Section IV to
controlling automatic machine tools. If the volume being cut from a
block of raw material is intersected with the volume of the cutting tool,
and the result displayed, then as long as the display is empty the
cutting operation is not destroying a part of the final article. This
procedure can also be used to prevent the cutting head of the machine
from cutting other parts of the control machinery.
In each of these applications the machine has a useful model of the
extent of physical objects which it can manipulate at speed. Though
creating graphic output is an important facility, it is only necessary
where drawings are needed as a method of communication such as, for
example, to a building contractor where automatic construction is out
of the question. In the final area of applications, this form of
communication is of paramount importance and occurs where people are
interacting with information stored as machine data. Perhaps the most
important aspect of this use, based on the discussion in Chapter 4,
appears in learning and educational applications. Significantly,
these two need not be the same. When a city planner moves from one
location to another, much of the detailed knowledge of one area will
not be of any use when transferred to the new area. If there is the
appropriate access to a data base for the new area, then hopefully
some of the initial stages of learning about it will take less time
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and, if appropriately constructed, the data base will provide a
form of continuity which is independent of particular people.
The use of animated graphics for real time simulation provides a
range of applications in teaching people to coordinate complex
machinery. The aircraft pilot-training simulators save aircraft
companies from using aircraft in pilot-training, thus making them
available to carry passengers. There are two conditions which make
this form of simulation valuable. The first is where the training
has to include dangerous situations which people should not be
exposed to unless absolutely necessary. The second is where there
is no alternative, for example in the training provided to
astronauts.
Applications Employing Animated Graphics
The final areas of applications depend on the developments discussed
in Section IV which, with the advances in integrated circuit technology,
are more or less in striking range for creating real, rather than
abstract graphic systems.
The immediate application appears in creating computer animated
cartoons for T.V. displayso The use of these varies from enter¬
tainment to educational films. It appears possible to create from the
output of a T.V. camera a signal structured as a boolean expression
description of the image. This possibility has to be the subject for
future investigation. It would appear to offer a completely different
starting point for discussing the communication and use of spatial
information since the representation of the image created in a camera
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would become directly' compatible with those created by main computer
systems.
It is clear that the work which has been taken to its conclusion,
for example in computer-mapping, has already shown its usefulness.
Some of the later work depends on further development to establish its
value. The work on the display processor being continued in Keriot-
Watt University will provide answers for one aspect of this work and,
if this is successful, then its application to real situations will
eventually allow some of the other more speculative applications to
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