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Global Well-Posedness and Large-Time Behavior of 1D
Compressible Navier-Stokes System with
Density-Depending Viscosity and Vacuum in Unbounded
Domains∗
Kexin Li† Boqiang Lu¨‡ Yixuan Wang§
Abstract
We consider the Cauchy problem for one-dimensional (1D) barotropic compress-
ible Navier-Stokes equations with density-dependent viscosity and large external
force. Under a general assumption on the density-dependent viscosity, we prove
that the Cauchy problem admits a unique global strong (classical) solution for the
large initial data with vacuum. Moreover, the density is proved to be bounded from
above time-independently. As a consequence, we obtain the large time behavior of
the solution without external forces.
Keywords: 1D compressible Navier-Stokes equations; global well-posedness; large
initial data; vacuum; density-dependent viscosity.
1 Introduction and main results
The motion of a one-dimensional viscous compressible barotropic fluid is governed
by the following compressible Navier-Stokes equations:{
ρt + (ρu)x = 0,
(ρu)t + (ρu
2)x + [P (ρ)]x = [µ(ρ)ux]x + ρf.
(1.1)
Here, t ≥ 0 is time, x ∈ R = (−∞,∞) is the spatial coordinate, and ρ(x, t) ≥ 0, u(x, t)
and P (ρ) = Aργ(A > 0, γ > 1) are the fluid density, velocity and pressure, respectively.
Without loss of generality, it is assumed that A = 1. The viscosity µ(·) is a function
of the density ρ. The external force f = f(x) is a known function. We look for the
solutions (ρ, u) to the Cauchy problem for (1.1) with the initial condition
(ρ, u)|t=0 = (ρ0(x), u0(x)), for x ∈ R, (1.2)
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and the following far field behavior
u(x, t)→ 0, ρ(x, t)→ ρ˜ > 0, as |x| → ∞, (1.3)
where ρ˜ is a given positive constant.
There is huge literature on the studies of the global existence and large time behavior
of solutions to the 1D compressible Navier-Stokes equations. For constant viscosity µ
and the initial data away from vacuum, the problems are addressed by Kanel [10] for
sufficiently smooth data, and by Serre [19,20] and Hoff [6] for discontinuous initial data.
On the other hand, if µ depends on ρ and admits a positive constant lower bound, the
global well-posedness and large time behavior of solutions away from vacuum were
discussed in [1, 2, 21] and the references therein. However, when it comes to the case
that vacuum is allowed initially, as emphasized in many papers related to compressible
fluid dynamics [3, 5, 8, 9, 16, 22], the possible presence of vacuum is one of the major
difficulties in discussing the well-posedness of solutions to the compressible Navier-
Stokes equations. In the presence of vacuum, Ding-Wen-Zhu [4] considered the global
existence of classical solutions to 1D compressible Navier-Stokes equations in bounded
domains, provided that µ ∈ C2[0,∞) satisfies
0 < µ¯ ≤ µ(ρ) ≤ C(1 + P (ρ)). (1.4)
Recently, for general µ, we [17] establish not only the global existence but also the
large-time behavior for classical solutions containing vacuum to the initial boundary
value problem for 1D compressible Navier-Stokes equations. For the Cauchy problem
(1.1)–(1.3) without external force (f = 0), Ye [23] studies the global classical large
solutions under the following restriction on µ(ρ):
µ(ρ) = 1 + ρβ, 0 ≤ β < γ. (1.5)
However, both the uniform upper bound of density and the large time behavior of
solutions are not obtained in [23].
In this paper, for more general density-dependent viscosity (see (1.6)) and large exter-
nal force, we will derive the uniform upper bound of density and thus prove the global
well-posedness of strong (classical) large solutions containing vacuum to the Cauchy
problem (1.1)–(1.3). Before stating the main results, we first explain the notations and
conventions used throughout this paper. We set
Dt ,
∂
∂t
+ u
∂
∂x
, v˙ , vt + uvx.
For 1 ≤ r ≤ ∞ and k ≥ 1, we adopt the following simplified notations:
Lr = Lr(R), W k,r =W k,r(R), Hk =W k,2(R).
The first result concerns the global existence of strong solutions to the Cauchy prob-
lem (1.1)–(1.3).
Theorem 1.1 Suppose that
∫ x
−∞ f(y)dy ∈ H2 and the viscosity µ(ρ) ∈ C1[0,∞) sat-
isfies
0 < µ¯ ≤ µ(ρ) ≤ λ0
∫ ρ
1
µ(s)ds+ λ1, (1.6)
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for some constants µ¯ > 0, λ0 ≥ 0, and λ1 > 0. Let the initial data (ρ0, u0) satisfy
ρ0 ≥ 0, ρ0 − ρ˜ ∈ H1, u0 ∈ H1. (1.7)
Then, there exists a unique global strong solution (ρ, u) to the Cauchy problem (1.1)–
(1.3) satisfying for any 0 < T <∞,

ρ− ρ˜ ∈ C([0, T ];H1), ρt ∈ L∞(0, T ;L2),
u ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2),√
tu ∈ L∞(0, T ;H2), √tut ∈ L2(0, T ;H1).
(1.8)
Moreover, the density remains uniformly bounded for all time, that is
sup
0≤t<∞
‖ρ(·, t)‖L∞ <∞. (1.9)
Similar to [17, Theorem 1.2], one can obtain directly the following result which shows
that the strong solutions obtained by Theorem 1.1 become classical provided initial data
(ρ0, u0) satisfy some additional compatibility conditions.
Theorem 1.2 In addition to the conditions of Theorem 1.1, suppose that µ(ρ) ∈
C2[0,∞) and that the initial data (ρ0, u0) satisfy
(ρ0 − ρ˜, P (ρ0)− P (ρ˜)) ∈ H2, u0 ∈ H2, (1.10)
and the compatibility condition:
[µ(ρ0)u0x]x − [P (ρ0)]x = √ρ0g(x), x ∈ R, (1.11)
for a given function g ∈ L2. Then, the strong solution obtained in Theorem 1.1 becomes
classical and satisfies for any 0 < τ < T <∞,

(ρ− ρ˜, P (ρ)− P (ρ˜)) ∈ C([0, T ];H2),
u ∈ C([0, T ];H2) ∩ L2(τ, T ;H3),
ut ∈ L2(0, T ;H1),
√
tu ∈ L∞(0, T ;H3),√
tut ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2),
√
t
√
ρutt ∈ L2(0, T ;L2).
(1.12)
When there is no external force, that is f ≡ 0 in (1.1), we can obtain the large time
behavior of the strong solutions to the Cauchy problem (1.1)–(1.3).
Theorem 1.3 In addition to the conditions of Theorem 1.1, suppose that f ≡ 0. Then
the following large time behavior holds for strong solution (ρ, u) to the Cauchy problem
(1.1)–(1.3) obtained by Theorem 1.1:
lim
t→∞
(‖ρ− ρ˜‖Lp + ‖ux‖L2∩Lp) = 0, ∀ p > 2. (1.13)
Moreover, if there exists some point x0 ∈ (−∞,∞) such that ρ0(x0) = 0, the spatial
gradient of the density the unique strong solution (ρ, u) to the problem (1.1)–(1.3) has
to blow up as t→∞ in the following sense,
lim
t→∞
‖ρx(·, t)‖L2 =∞. (1.14)
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A few remarks are in order:
Remark 1.1 It should be noted here that we obtain a completely new uniform upper
bound of density (1.9), which is in sharp contrast to [4, 23] where the upper bound of
the density are time-dependent. This is crucial for studying the large time behavior of
the solutions.
Remark 1.2 We want to point out that our restriction on µ(ρ) in (1.6) is much more
general in comparison with those of [4,23] (see (1.5) and (1.4)). Here, we will list some
special cases satisfying (1.6) as follows:
• µ(ρ) = µˆ is a positive constant. Let λ0 = 0 and λ1 = µˆ. Then
λ0
∫ ρ
1
µ(s)ds+ λ1 = µˆ = µ(ρ).
• µ(ρ) = 1 + ρa for any a ≥ 0. Choosing λ0 = 1 + a and λ1 = 4 + a leads to
λ0
∫ ρ
1
µ(s)ds+ λ1 = (1 + a)ρ+ ρ
1+a + 2 ≥ 1 + ρa = µ(ρ).
• µ(ρ) = eρ. Letting λ0 = 1 and λ1 = e yields
λ0
∫ ρ
1
µ(s)ds+ λ1 = e
ρ = µ(ρ).
Hence, it is clear that the density-dependent viscosity µ(ρ) in [4,23] are all included in
our results.
Remark 1.3 To obtain the global existence of strong solutions in Theorem 1.1, we do
not need the additional compatibility condition (1.11), which is required for discussing
the global classical solutions in Theorem 1.2. Theorems 1.1–1.2 show that how the
compatibility condition (1.11) plays its role in studying the well-posedness of solutions
with initial vacuum.
Remark 1.4 It should be noted here that the solution (ρ, u) obtained in Theorem 1.1
is actually a classical one. Indeed, the Sobolev embedding theorem together with the
regularities of (ρ, u) in (1.12) shows that
(ρ, P, u) ∈ C([0, T ];C1+ 12 ), ρt ∈ C([0, T ];C
1
2 ). (1.15)
Furthermore, one can deduce from (1.12) that for any 0 < τ < T ,
u ∈ L∞(τ, T ;H3), ut ∈ L∞(τ, T ;H1) ∩ L2(τ, T ;H2),
which yields that for 1 < r < 2,
u ∈ C([τ, T ];C2,r[0, 1]), ut ∈ C([τ, T ];Cr[0, 1]). (1.16)
Hence, one can deduce from (1.15)–(1.16) that (ρ, u) is the classical solution to (1.1)–
(1.3).
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We now make some comments on the analysis of this paper. Since the local well-
posedness result of classical solutions away from vacuum is well-known (see [3] or
Lemma 2.1 below), to extend local solutions to be a global one which will eventu-
ally contain vacuum after letting the lower bound of initial density go to zero, we need
some global a priori estimates which are independent of the lower bound of density. As
mentioned in many papers (see [7, 12]), the main difficulty comes from initial vacuum,
density-dependent viscosity, large external force, and the unboundedness of the domain.
Motivated by our previous result [17], we find that the key issue is to derive both the
time-independent upper bound of the density and the time-depending derivative ones
of the solutions. Motivated by [11], we localize the problem on bounded domains and
use the method develop in our previous work [17] to get the upper bound of the density
independently of x and thus the uniform bound of density on the whole R due to the
arbitrariness of x (see Lemma 2.3). Furthermore, with the help of far field behavior
of ρ, we can bound the L2-norm of u in terms of ‖ρ1/2u‖L2 and ‖ux‖L2 (see (2.23)).
Following the methods used in [12,15], we use the material derivative u˙ instead of the
usually ut and succeed in obtaining the derivative estimates on (ρ, u). With the desired
global a priori estimates independent of the lower bound of density at hand, we can
thus prove that Theorems 1.1 and 1.2 hold for any time T > 0 which completes the
proof of Theorems 1.1 and 1.2 (see Section 3). Finally, for the case without external
force (f ≡ 0), we can establish the time-independent lower order estimates (see (4.1)
and (4.2)). Using the methods due to [9, 12] and the key time-independent a priori
estimates, we prove Theorem 1.3 in Section 4.
The rest of the paper is organized as follows. Section 2 is devoted to derive the
necessary a priori estimates on smooth solutions. Theorems 1.1 and 1.3 are proved in
Sections 3 and 4, respectively.
2 A priori estimates
First, for the initial density strictly away from vacuum, we state the following lo-
cal well-posedness theory of strong solutions, whose proof can be obtained by similar
arguments as in [3, 18].
Lemma 2.1 Let µ(ρ) ∈ C2[0,∞). Assume that f˜ ∈ H2 and the initial data (ρ0, u0)
satisfies
(ρ0 − ρ˜, P (ρ0)− P (ρ˜), u0) ∈ H2, inf
x∈R
ρ0(x) > 0,
where ρ˜ > 0 is a given constant. Then, there exists a small time T0 > 0 such that the
Cauchy problem (1.1)–(1.3) has a unique strong solution (ρ, u) on R× (0, T0] satisfying

ρ− ρ˜, P (ρ)− P (ρ˜) ∈ C([0, T0];H2),
u ∈ C([0, T0];H2) ∩ L2(0, T0;H3),
ρt ∈ C([0, T0];H1), ut ∈ C([0, T0];L2) ∩ L2(0, T0;H1).
In this section, we will establish some a priori bounds for strong solutions (ρ, u) to
the Cauchy problem (1.1)–(1.3) on R× [0, T ] whose existence is guaranteed by Lemma
2.1.
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2.1 A priori estimates(I): Time-independent a priori estimates
In this subsection, we will use the convention that C denotes a generic positive con-
stant depending on the initial data (ρ0, u0) and some known constants but independent
of both inf
x∈R
ρ0(x) and T , and use C(α) to emphasize that C depends on α.
We start with the following energy estimate for the solutions (ρ, u).
Lemma 2.2 There is a positive constant C depending on γ, µ¯, ρ˜, ‖ρ0− ρ˜‖H1 , ‖u0‖H1 ,
and ‖f˜‖H2 such that
sup
0≤t≤T
∫ +∞
−∞
(
ρu2 +G(ρ)
)
dx+
∫ T
0
∫ +∞
−∞
µ(ρ)u2xdxdt ≤ C, (2.1)
where and in what follows f˜ ,
∫ x
−∞ f(y)dx and G denotes the potential energy density
given by
G(ρ) = ρ
∫ ρ
ρ˜
P (s)− P (ρ˜)
s2
ds =
1
γ − 1
[
P (ρ)− P (ρ˜)− γρ˜γ−1(ρ− ρ˜)] . (2.2)
Proof. Multiplying (1.1)1 and (1.1)2 by G
′(ρ) and u respectively, we obtain after
using integration by parts and the far-field condition (1.3) that
d
dt
∫ +∞
−∞
(
1
2
ρu2 +G(ρ)
)
dx+
∫ +∞
−∞
µ(ρ)u2xdx =
d
dt
∫ +∞
−∞
(ρ− ρ˜)f˜ dx,
which yields
sup
0≤t≤T
∫ +∞
−∞
(
1
2
ρu2 +G(ρ)
)
dx+
∫ T
0
∫ +∞
−∞
µ(ρ)u2xdxdt
≤ C +
∫ +∞
−∞
(ρ− ρ˜)f˜ dx−
∫ +∞
−∞
(ρ0 − ρ˜)f˜dx
≤ C +
∫ +∞
−∞
(ρ− ρ˜)f˜ dx+ C‖ρ0 − ρ˜‖2L2 + C‖f˜‖2L2
≤ C +
∫
R1
(ρ− ρ˜)f˜ dx+
∫
R\R1
(ρ− ρ˜)f˜ dx,
(2.3)
with
R1 , {x ∈ R | ργ−1 ≤ γ2(ρ˜γ−1 + 1)}. (2.4)
Then, on the one hand, when 0 ≤ ρ ≤ M for some positive constant M > 0, there
are positive constants K1 and K2 depending only on ρ˜ and M such that
K1(ρ− ρ˜)2 ≤ G(ρ) ≤ K2(ρ− ρ˜)2, (2.5)
which together with Young’s inequality implies that∫
R1
|ρ− ρ˜||f˜ |dx ≤ ε‖ρ− ρ˜‖2L2(R1) + C(ε)‖f˜‖2L2(R1)
≤ Cε
∫ +∞
−∞
G(ρ)dx +C(ε).
(2.6)
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On the other hand, since ρ > ρ˜ in R \R1, we have∫
R\R1
|ρ− ρ˜||f˜ |dx ≤ 2
∫
R\R1
ρ|f˜ |dx
≤ ε
∫
R\R1
ρ
2γ−1
γ dx+ C(ε)
∫
R\R1
|f˜ | 2γ−1γ−1 dx
≤ ε
∫
R\R1
ρ
2γ−1
γ dx+ C(ε)‖f˜‖
1
γ−1
L∞(R\R1)
‖f˜‖2L2(R\R1)
≤ ε
∫ +∞
−∞
G(ρ)dx + C(ε),
(2.7)
where in the last inequality one has used the following fact:
ρ
2γ−1
γ ≤ ρ
(
1
γ
ργ−1 +
γ − 1
γ
)
≤ 1
γ − 1
(
ργ − γρ˜γ−1ρ) ≤ G(ρ), x ∈ R \R1,
due to Young’s inequality, (2.4), and (2.2).
Substituting (2.6) and (2.7) into (2.3), we obtain (2.1) after choosing ε suitably small.
This completes the proof of Lemma 2.2. ✷
Next, we derive the key uniform (in time) upper bound of the density, which is
crucial for obtaining both the derivative estimates and the large time behavior of the
solutions. This method is motivated by Kazhikhov [11].
Lemma 2.3 There is a positive constant ρ¯ depending only on γ, µ¯, ρ˜, ‖ρ0 − ρ˜‖H1 ,
‖u0‖H1 , and ‖f˜‖H2 such that
0 ≤ ρ(x, t) ≤ ρ¯, ∀ (x, t) ∈ R× [0, T ]. (2.8)
Proof. For any integer N, let x ∈ [N,N + 1]. Integrating (1.1)1 over (N,x) with
respect to x leads to
−µ(ρ)ux + P +
(∫ x
N
ρudy
)
t
+ ρu2 =
(−µ(ρ)ux + P + ρu2) (N, t) +
∫ x
N
ρfdy, (2.9)
which in particular implies(−µ(ρ)ux + P + ρu2) (N, t)
=
∫ N+1
N
(
−µ(ρ)ux + P + ρu2 +
∫ x
N
ρfdy
)
dx+
(∫ N+1
N
∫ x
N
ρudydx
)
t
≤ −
∫ N+1
N
µ(ρ)uxdx+ C +
(∫ N+1
N
∫ x
N
ρudydx
)
t
.
(2.10)
due to (2.1) and the following simple fact
∫ N+1
N
ργdx ≤ C +
∫ N+1
N
1{ργ−1≥2γρ˜γ−1}ρ
γdy
≤ C + 2(γ − 1)
∫ N+1
N
G(ρ)dy
≤ C.
(2.11)
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Denoting
F (ρ) ,
∫ ρ
1
µ(s)s−1ds,
one deduces from (1.1)1 that
DtF (ρ) = −µ(ρ)ux,
which together with (2.9) and (2.10) gives
Dt(F (ρ) + b1(t)) + P ≤ −
∫ N+1
N
µ(ρ)uxdx+ C
≤
∫ N+1
N
µ(ρ)dx
∫ N+1
N
µ(ρ)u2xdx+ C
≤ sup
x∈R
µ(ρ)
ρ+ 1
∫ N+1
N
(ρ+ 1)dx
∫ N+1
N
µ(ρ)u2xdx+ C
≤ C sup
x∈R
µ(ρ)
ρ+ 1
∫ ∞
−∞
µ(ρ)u2xdx+ C,
(2.12)
where
b1(t) ,
∫ x
N
ρudy +
∫ N+1
N
∫ x
N
ρudydx
satisfies
|b1(t)| ≤ C
∫ N+1
N
ρ|u|dy
≤ C
∫ N+1
N
ρdx+ C
∫ N+1
N
ρu2dx ≤ C1.
(2.13)
due to (2.11) and (2.1).
Since µ satisfies (1.6), it holds
sup
x∈R
µ(ρ)
ρ+ 1
≤ λ0 sup
x∈R
(
1
ρ+ 1
∫ ρ
1
µ(s)ds
)
+ λ1
≤ λ0 sup
x∈R
∫ max{ρ,1}
1
µ(s)
s
ds+ λ1,
which together with (2.12) leads to
Dt(F (ρ) + b1(t)) + P
≤ C2 + C
(
sup
x∈R
∫ max{ρ,1}
1
µ(s)
s
ds + 1
)∫ ∞
−∞
µ(ρ)u2xdx,
(2.14)
with constant C2 > 1.
Choosing a constant ν ≥ C1/γ2 such that for all ρ ≥ ν,
P (ρ)− C2 ≥ 0, (2.15)
and multiplying (2.14) by
H , (F (ρ) + b1(t)− F (ν)− C1)+, (2.16)
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we obtain after using (2.13) and (2.15) that
DtH
2 ≤CH
(
sup
x∈R
∫ max{ρ,1}
1
µ(s)
s
ds+ 1
)∫ ∞
−∞
µ(ρ)u2xdx
≤C sup
x∈R
H2
∫ +∞
−∞
µ(ρ)u2xdx+ C
∫ +∞
−∞
µ(ρ)u2xdx.
(2.17)
Integrating (2.17) over (0, t) gives that for x ∈ [N − 1, N ],
H2(x, t) ≤ C¯ + C¯
∫ t
0
sup
x∈R
H2
∫ +∞
−∞
µ(ρ)u2xdxdt, (2.18)
where C¯ is a positive constant which is independent of N . Since N is arbitrary, the
inequality (2.18) holds for all x ∈ R, that is,
sup
x∈R
H2 ≤ C + C
∫ t
0
sup
x∈R
H2
∫ +∞
−∞
µ(ρ)u2xdxdt,
which together with Gronwall’s inequality and (2.1) yields that
sup
(x,t)∈R×(0,∞)
H2 ≤ C. (2.19)
Consequently, the desired (2.8) is a direct consequence of (2.16), (2.19), and (2.13).
This finishes the proof of Lemma 2.3. ✷
With the uniform upper bound of the density (2.8) at hand, we have the following
time-independent bound on ‖ρ− ρ˜‖2L2 .
Corollary 2.4 There is a positive constant C depending on γ, µ¯, ρ˜, ‖ρ0 − ρ˜‖H1 ,
‖u0‖H1 , and ‖f˜‖H2 such that
sup
0≤t≤T
(‖ρ− ρ˜‖2L2 + ‖P (ρ)− P (ρ˜)‖2L2) ≤ C. (2.20)
Proof. It follows from (2.1) and (2.5) that
‖ρ− ρ˜‖2L2 + ‖P (ρ)− P (ρ˜)‖2L2
≤ C
∫ +∞
−∞
G(ρ)dx+ ‖(γ − 1)G(ρ) + γρ˜γ−1ρ− γρ˜γ‖2L2
≤ C
∫ +∞
−∞
G(ρ)dx ≤ C,
which completes the proof of Corollary 2.4. ✷
2.2 A priori estimates(II): Time-dependent a priori estimates
In this subsection, we now proceed to derive the derivative estimates of the strong
(ρ, u) to the Cauchy problem (1.1)–(1.3). In what follows, the constant C depends on
T but is still independent of inf
x∈R
ρ0(x).
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Lemma 2.5 There is a positive constant C depending on T , γ, µ¯, ρ˜, ‖ρ0 − ρ˜‖H1 ,
‖u0‖H1 , and ‖f˜‖H2 such that
sup
0≤t≤T
‖u‖2H1 +
∫ T
0
‖ρ1/2u˙‖2L2dt ≤ C(T ). (2.21)
Proof. First, multiplying (1.1)2 by u˙ and integrating the resulting equation by parts
yield
1
2
d
dt
∫ +∞
−∞
µ(ρ)u2xdx+
∫ +∞
−∞
ρu˙2dx
=
d
dt
(∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+
∫ +∞
−∞
ρfudx
)
− 1
2
∫ +∞
−∞
[µ(ρ) + µ′(ρ)ρ]u3xdx+ γ
∫ +∞
−∞
P (ρ)u2xdx−
∫ +∞
−∞
ρu2fxdx
≤ d
dt
(∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+
∫ +∞
−∞
ρfudx
)
+ C‖ux‖3L3 + C‖ux‖2L2 + C‖u‖L∞‖ρ1/2u‖L2‖fx‖L2
≤ d
dt
(∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+
∫ +∞
−∞
ρfudx
)
+ C‖ux‖L∞‖ux‖2L2 + C‖ux‖2L2 + C,
(2.22)
where in the last inequality one has used the following fact:
‖u‖2L2 + ‖u‖L∞ =ρ˜−1
(∫ +∞
−∞
ρu2dx+
∫ +∞
−∞
(ρ˜− ρ)u2dx
)
+ ‖u‖L∞
≤C‖ρ1/2u‖2L2 + C‖ρ− ρ˜‖L2‖u‖L2‖u‖L∞ + ‖u‖L∞
≤C‖ρ1/2u‖2L2 + C‖u‖3/2L2 ‖ux‖
1/2
L2
+ C‖u‖1/2
L2
‖ux‖1/2L2
≤C + C‖ux‖2L2 +
1
2
‖u‖2L2 .
(2.23)
due to (2.20), (2.1), and the Sobolev inequality. Furthermore, using (1.6), (2.1), (1.1)2,
and (2.20), we get
‖ux‖L∞ ≤C‖µ(ρ)ux − P (ρ) + P (ρ˜)‖L∞ + C‖P (ρ)− P (ρ˜)‖L∞
≤C‖µ(ρ)ux − [P (ρ) − P (ρ˜)]‖L2 + C‖(µ(ρ)ux − P (ρ))x‖L2 + C
≤C‖µ(ρ)ux‖L2 + C‖P (ρ)− P (ρ˜)‖L2 + C‖ρu˙‖L2 + C‖ρf‖L2 + C
≤C‖
√
µ(ρ)ux‖L2 + C‖ρ1/2u˙‖L2 + C.
(2.24)
Then, putting (2.24) into (2.22), we obtain after using Young’s inequality that
d
dt
B(t) +
1
2
∫ +∞
−∞
ρu˙2dx ≤ C + C‖
√
µ(ρ)ux‖2L2 + C‖
√
µ(ρ)ux‖4L2 , (2.25)
where
B(t) ,
1
2
∫ +∞
−∞
µ(ρ)u2xdx−
∫ +∞
−∞
[P (ρ) − P (ρ˜)]uxdx−
∫ +∞
−∞
ρfudx (2.26)
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satisfies
1
4
‖
√
µ(ρ)ux‖2L2 − C ≤ B(t) ≤ C‖
√
µ(ρ)ux‖2L2 + C. (2.27)
Indeed, it follows from (1.6), (2.1), and (2.20) that∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+
∫ +∞
−∞
ρfudx
≤ 1
4
∫ +∞
−∞
µ(ρ)u2xdx+ C‖P (ρ)− P (ρ˜)‖2L2 +C‖ρ1/2u‖L2‖f‖L2
≤ 1
4
∫ +∞
−∞
µ(ρ)u2xdx+ C,
which along with (2.26) yields (2.27).
Finally, Gronwall’s inequality combined with (2.25), (2.27), (1.6), (2.1), and (2.23)
yields (2.21) and completes the proof of Lemma 2.5. ✷
Lemma 2.6 There is a positive constant C depending on T , γ, µ¯, ρ˜, ‖ρ0 − ρ˜‖H1 ,
‖u0‖H1 , and ‖f˜‖H2 such that
sup
0≤t≤T
(‖ρx‖2L2 + ‖ρt‖2L2) ≤ C, (2.28)
Proof. Differentiating (1.1)1 with respect to x gives
ρxt + ρxxu+ 2ρxux + ρuxx = 0. (2.29)
Multiplying (2.29) by ρx and integrating the resultant equation by parts yield that
d
dt
‖ρx‖L2 ≤ C‖ux‖L∞‖ρx‖L2 + C‖uxx‖L2 , (2.30)
due to (2.8).
Then, it follows from (1.1)2 that
µ(ρ)uxx = ρu˙+ Px − ρf − µ′(ρ)ρxux,
which together with (1.6), and (2.8) yields that
‖uxx‖L2 ≤ C‖ρ1/2u˙‖L2 + C‖ρx‖L2 + C‖f‖L2 +C‖ρx‖L2‖ux‖L∞ . (2.31)
Submitting (2.31) into (2.30), one obtains after using (2.24), (2.21), and Gronwall’s
inequality
sup
0≤t≤T
‖ρx‖L2 ≤ C, (2.32)
which along with (1.1)1, (2.8), (2.23), and (2.21) leads to
‖ρt‖L2 ≤ C‖u‖L∞‖ρx‖L2 + C‖ux‖L2 ≤ C.
Combining this with (2.32) shows (2.28) and finishes the proof of Lemma 2.6. ✷
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Lemma 2.7 There is a positive constant C depending on T , γ, µ¯, ρ˜, ‖ρ0 − ρ˜‖H1 ,
‖u0‖H1 , and ‖f˜‖H2 such that
sup
0≤t≤T
σ‖uxx‖2L2 +
∫ T
0
(‖uxx‖2L2 + σ‖ut‖2H1) dt ≤ C, (2.33)
with σ(t) , min{1, t}.
Proof. First, operating ∂/∂t + (u · )x to (1.1)2 yields
ρu˙t + ρuu˙x − [µ(ρ)u˙x]x = −γ[P (ρ)ux]x − [(µ(ρ) + µ′(ρ)ρ)u2x]x + ρufx. (2.34)
Multiplying (2.34) by u˙, one gets after using (2.23), (2.24), and (2.21) that
1
2
d
dt
∫ +∞
−∞
ρ|u˙|2dx+
∫ +∞
−∞
µ(ρ)|u˙x|2dx
= γ
∫ +∞
−∞
P (ρ)uxu˙xdx+
∫ +∞
−∞
(µ(ρ) + µ′(ρ)ρ)u2xu˙xdx+
∫ +∞
−∞
ρufxu˙dx
≤ C‖u˙x‖L2 + C‖u˙x‖L2‖ux‖L∞ + C‖u‖L∞‖fx‖L2‖ρ1/2u˙‖L2
≤ 1
2
‖
√
µ(ρ)u˙x‖2L2 + C‖ρ1/2u˙‖2L2 + C.
(2.35)
Then, multiplying (2.35) by σ and integrating the resulting inequality over (0, T ),
we obtain after using (2.21) that
sup
0≤t≤T
σ
∫ +∞
−∞
ρ|u˙|2dx+
∫ T
0
σ
∫ +∞
−∞
µ(ρ)|u˙x|2dxdt ≤ C(T ), (2.36)
which along with (2.23) and (2.24) implies that
sup
0≤t≤T
σ‖ux‖2L∞ ≤ C(T ). (2.37)
Finally, it follows from direct calculations, (2.21), and (2.23) that
‖ρ1/2ut‖2L2 ≤ C‖ρ1/2u˙‖2L2 + C‖ρ‖L∞‖u‖2L∞‖ux‖2L2
≤ C‖ρ1/2u˙‖2L2 + C,
which gives
‖ut‖2H1 ≤ C
∫
|ρ˜− ρ|u2tdx+ C
∫
ρu2t dx+ C‖uxt‖2L2
≤ C‖ρ− ρ˜‖L2‖ut‖3/2L2 ‖uxt‖
1/2
L2
+ C‖ρ1/2u˙‖2L2 + C + C‖uxt‖2L2
≤ 1
2
‖ut‖2L2 + C‖ρ1/2u˙‖2L2 + C + C‖uxt‖2L2
=
1
2
‖ut‖2L2 + C‖ρ1/2u˙‖2L2 + C + ‖(u˙− uux)x‖2L2
≤ 1
2
‖ut‖2L2 + C‖ρ1/2u˙‖2L2 + C + C‖u˙x‖2L2
+ ‖ux‖2L∞‖ux‖2L2 + ‖u‖2L∞‖uxx‖2L2
≤ 1
2
‖ut‖2L2 + C‖u˙x‖2L2 +C‖ρ1/2u˙‖2L2 + C,
where in the last inequality we have used (2.23), (2.21), (2.31), (2.28), and (2.24).
Combining this, (2.31), (2.23), (2.36), and (2.37) gives (2.33). The proof of Lemma 2.6
is completed. ✷
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3 Proof of Theorem 1.1
First, for (ρ0, u0, f˜) satisfying the conditions as in Theorem 1.1, we construct the
smooth approximate data as follows:
ρδ,η0 =
ρ0 ∗ jδ + ηρ˜
1 + η
, uδ,η0 = u0 ∗ jδ, f˜ δ,η = f˜ ∗ jδ , (3.1)
where δ ∈ (0, 1), η ∈ (0, 1), and jδ(x) is the standard mollifier with width δ. It is easy
to check that
0 <
ηρ˜
1+η ≤ ρδ,η0 ≤
sup
x∈R
ρ0+ηρ˜
1+η <∞,
limδ,η→0
(
‖ρδ,η0 − ρ0‖H1 + ‖uδ,η0 − u0‖L2 + ‖f˜ δ,η − f˜‖H2
)
= 0.
(3.2)
Choosing µη ∈ C2[0,∞) satisfying limη→0 ‖µη−µ‖C1[0,M ] for anyM > 0, we consider
the Cauchy problem (1.1)-(1.3) with µ replaced by µη and the data (ρ
δ,η
0 , u
δ,η
0 , f˜
δ,η)
satisfying (3.1)–(3.2). It follows from Lemma 2.1 that there exists a unique strong
solution (ρ, u) of problem (1.1)–(1.3) on R× [0, Tδ,η]. Moreover, the estimates obtained
in Lemmas 2.2–2.6 show that the solution (ρ, u) satisfies for any 0 < T ≤ Tδ,η,
sup
0≤t≤T
(‖(ρ− ρ˜, µ(ρ)− µ(ρ˜), P (ρ) − P (ρ˜))‖H1 + ‖ρt‖L2
+‖ρu‖L2 + ‖u‖H1 +
√
t‖√ρut‖L2 +
√
t‖uxx‖L2
)
+
∫ T
0
(‖u‖2H2 + t‖uxt‖2L2) dt ≤ C¯,
(3.3)
where C¯ is independent of δ and η. Moreover, similar to [17], we can prove that there
exists some C˜ depending on δ and η such that
sup
0≤t≤T
(‖ρxx‖2L2 + ‖Pxx‖2L2 + ‖ρxt‖2L2 + ‖Pxt‖2L2 + t‖uxt‖2L2 + t‖uxxx‖2L2) ≤ C˜,
which in particular implies that

ρ− ρ˜, P (ρ)− P (ρ˜) ∈ C([0, T ];H2), u ∈ C([0, T ];H2) ∩ L2(0, T ;H3),
ut ∈ L2(0, T ;H1), t1/2u ∈ L∞(0, T ;H3),
t1/2ut ∈ L∞(0, T ;H1) ∩ L2(0, T ;H2), t1/2ρ1/2utt ∈ L2(0, T ;L2).
(3.4)
Then, we will extend the existence time Tδ,η to be infinity. Indeed, let T
∗ be the
maximal time of existence for the strong solution. Then, T ∗ ≥ Tδ,η. If T ∗ <∞, defining
(ρ∗, u∗) , (ρ, u)(x, T ∗) = lim
t→T ∗
(ρ, u)(x, t),
we can derive from (3.4) that (ρ∗, P ∗, u∗) satisfies the initial condition (1.7) at t = T ∗.
Therefore, one can take (ρ∗, u∗) as the initial data at t = T ∗ and then use the local
existence theory (Lemma 2.1) to extend the strong solution beyond the maximum
existence time T ∗. This contradicts the assumption on T ∗. Thus, T ∗ =∞.
Finally, we rewrite the global strong solutions on R × [0,∞) obtained above as
(ρδ,η, uδ,η). With the estimates (3.3) at hand, letting first δ → 0 and then η → 0, we
find that the sequence (ρδ,η, uδ,η) converges, up to the extraction of subsequences, to
some limit (ρ, u) in the obvious weak sense. Then we deduce from (3.3) that (ρ, u) is
a strong solution of (1.1)-(1.3) on R × (0, T ] (for any 0 < T < ∞) satisfying (1.8).
Moreover, the uniqueness of the strong solution (ρ, u) is guaranteed by the regularities
(1.8). For the detailed proof, please see [13]. The proof of Theorem 1.1 is completed.
✷
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4 Proof of Theorem 1.3
We will divide the proof into three steps.
Step 1. For the case of f ≡ 0 in (1.1) , we will derive some time-independent lower
order estimates of the solutions (ρ, u) obtained in Lemmas 2.5–2.7, that is
sup
0≤t≤T
(
‖u‖L2∩L∞ + ‖
√
µ(ρ)ux‖2L2
)
+
∫ T
0
‖ρ1/2u˙‖2L2dt ≤ C, (4.1)
sup
0≤t≤T
σ
(
‖ux‖2L∞ + ‖ρ1/2u˙‖2L2
)
+
∫ T
0
σ‖√µu˙x‖2L2dt ≤ C. (4.2)
First, multiplying (1.1)2 with f ≡ 0 by u˙ and integrating by parts, it follows from
the same arguments as the proof of (2.22) that
1
2
d
dt
∫ +∞
−∞
µ(ρ)u2xdx+
∫ +∞
−∞
ρu˙2dx
≤ d
dt
∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+ C‖ux‖L∞‖ux‖2L2 + C‖ux‖2L2
≤ d
dt
∫ +∞
−∞
[P (ρ)− P (ρ˜)]uxdx+ 1
2
‖ρ1/2u˙‖2L2 + C‖ux‖4L2 + C‖ux‖2L2 ,
(4.3)
where in the last inequality one has used (2.24) and Young’s inequality. Since∫ +∞
−∞
[P (ρ) − P (ρ˜)]uxdx ≤ µ¯
4
‖ux‖2L2 + ‖P (ρ)− P (ρ˜)‖2L2 ≤
µ¯
4
‖ux‖2L2 + C (4.4)
due to (2.20), the Gronwall’s inequality together with (4.4), (4.3), and (2.1) yields (4.1).
Next, operating (∂/∂t + (u · )x)u˙ to (1.1) with f ≡ 0 and integrating the resulting
equation by parts, we deduce from the same calculations as (2.34)–(2.35) that
1
2
d
dt
∫ +∞
−∞
ρ|u˙|2dx+
∫ +∞
−∞
µ(ρ)|u˙x|2dx
= γ
∫ +∞
−∞
P (ρ)uxu˙xdx+
∫ +∞
−∞
(µ(ρ) + µ′(ρ)ρ)u2xu˙xdx
≤ µ¯
2
‖u˙x‖2L2 + C‖ux‖2L2‖ρ1/2u˙‖2L2 + C‖ux‖4L2 + C‖ux‖2L2 .
(4.5)
Multiplying (4.5) by σ, one gets after using Gronwall’s inequality, (1.11), (2.1), and
(4.1) that
sup
0≤t≤T
σ‖ρ1/2u˙‖2L2 +
∫ T
0
σ‖u˙x‖2L2dt ≤ C, (4.6)
which together with (2.23), (2.24), and (4.1) implies that
sup
0≤t≤T
(‖u‖L2∩L∞ + σ‖ux‖L∞) ≤ C. (4.7)
The combination of (4.7) with (4.6) gives (4.2).
Step 2. We will show that for any p ≥ 2,
lim
t→0
‖ux‖Lp = 0. (4.8)
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First, we claim that
lim
t→∞
∫ t
t−1
(
‖ux‖2L2 +
∣∣∣∣ ddτ ‖ux‖2L2
∣∣∣∣
)
dτ = 0. (4.9)
For any t > 1 and s ∈ (t− 1, t), it holds
‖ux‖2L2(t)− ‖ux‖2L2(s) =
∫ s
t
d
dτ
‖ux‖2L2dτ ≤
∫ t
t−1
∣∣∣∣ ddτ ‖ux‖2L2
∣∣∣∣ dτ,
that is
‖ux‖2L2(t) ≤
∫ t
t−1
(
‖ux‖2L2 +
∣∣∣∣ ddτ ‖ux‖2L2
∣∣∣∣
)
dτ,
which together with (4.9) yields
lim
t→∞
‖ux‖2L2(t) = 0. (4.10)
It is easy to deduce from (4.7) that for any p > 2,
‖ux‖pLp ≤ ‖ux‖2L2‖ux‖p−2L∞ ≤ C‖ux‖2L2 , ∀ t > 1. (4.11)
The combination of (4.10) with (4.11) yields (4.8).
Now, it remains to prove (4.9). Indeed, it follows from integration by parts and (4.7)
that ∣∣∣∣ ddt‖ux‖2L2
∣∣∣∣ =
∣∣∣∣2
∫ +∞
−∞
uxuxtdx
∣∣∣∣ =
∣∣∣∣2
∫ +∞
−∞
ux (u˙x − (uux)x) dx
∣∣∣∣
=
∣∣∣∣2
∫ +∞
−∞
uxu˙xdx−
∫ +∞
−∞
u3xdx
∣∣∣∣
≤ C‖u˙x‖2L2 + C(1 + ‖ux‖L∞)‖ux‖2L2
≤ C‖u˙x‖2L2 + C‖ux‖2L2 .
Combining this, (2.1), and (4.2) yields∫ ∞
1
(
‖ux‖2L2 +
∣∣∣∣ ddt‖ux‖2L2
∣∣∣∣
)
dt ≤ C,
which yields (4.9). The proof of step 2 is completed.
Step 3. Using the methods due to [9,12], we are now in a position to prove that for
any p > 2,
lim
t→∞
‖ρ− ρ˜‖Lp = 0. (4.12)
First, we claim that ∫ ∞
0
‖ρ− ρ˜‖6L6dt ≤ C. (4.13)
It follows from integration by parts, (1.1)1, and (2.8) that
d
dt
‖ρ− ρ˜‖6L6 = 6
∫ +∞
−∞
(ρ− ρ˜)5(ρ− ρ˜)tdx
= −6
∫ +∞
−∞
(ρ− ρ˜)5(ρ− ρ˜)xudx− 6
∫ +∞
−∞
(ρ− ρ˜)5ρuxdx
≤ C‖ρ− ρ˜‖3L6‖ux‖L2 + C‖ρ− ρ˜‖3L6‖ux‖L2
≤ C‖ρ− ρ˜‖6L6 +C‖ux‖2L2 ,
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which together with (4.13) and (2.1) gives∫ ∞
0
∣∣∣∣ ddt‖ρ− ρ˜‖6L6
∣∣∣∣ dt ≤ C.
Combining this with (4.13) implies that
lim
t→∞
‖ρ− ρ˜‖L6 = 0,
which along with (2.20) and (2.8) leads to the desired (4.12).
Next, we need to prove (4.13). For
Q , µ(ρ)ux − (P (ρ)− P (ρ˜)), (4.14)
it follows from (1.1)2 with f ≡ 0 that
Qx = ρu˙,
which gives
‖Qx‖L2 = ‖ρu˙‖L2 ≤ C‖ρ1/2u˙‖L2 . (4.15)
It follows from (1.1)1 that
(ρ− ρ˜)t + (ρ− ρ˜)xu+ (ρ− ρ˜)ux + ρ˜ux = 0. (4.16)
Multiplying (4.16) by 6(ρ− ρ˜)5 and integrating by parts implies
d
dt
‖ρ− ρ˜‖6L6 + 6
∫ +∞
−∞
ρ˜(µ(ρ))−1(ρ− ρ˜)5(P (ρ)− P (ρ˜))dx
= −6
∫ +∞
−∞
ρ˜(µ(ρ))−1(ρ− ρ˜)5Qdx− 5
∫ +∞
−∞
(ρ− ρ˜)6uxdx
≤ C‖ρ− ρ˜‖5L6‖Q‖L6 + C‖ρ− ρ˜‖3L∞‖ρ− ρ˜‖3L6‖ux‖L2
≤ ε‖ρ− ρ˜‖6L6 + C(ε)‖Q‖4L2‖Qx‖2L2 + C(ε)‖ux‖2L2
≤ ε‖ρ− ρ˜‖6L6 + C(ε)‖ρ1/2u˙‖2L2 + C(ε)‖ux‖2L2 ,
(4.17)
where one has used (4.14), (1.6), (2.8), (4.15), (4.2), and (2.20). Furthermore, the
direct calculations combined with (1.6) and (2.8) show that for some 0 < α < 1,
6ρ˜(µ(ρ))−1(ρ− ρ˜)5(P (ρ) − P (ρ˜)) = 6ρ˜(µ(ρ))−1(ρ− ρ˜)6P ′(αρ+ (1− α)ρ˜)
≥ C0(ρ− ρ˜)6,
(4.18)
where the positive constant C0 depending only on γ, µ¯, ρ¯ and ρ˜. Substituting (4.18)
into (4.17) and choosing ε suitably small yield
d
dt
‖ρ− ρ˜‖6L6 + C0‖ρ− ρ˜‖6L6 ≤ C‖ρ1/2u˙‖2L2 + C‖ux‖2L2 . (4.19)
Thus, one can derive the desired (4.13) from (4.19), (2.1), (2.20), and (4.1).
Finally, noticing that
‖ρ− ρ˜‖C(R) ≤ C‖ρ− ρ˜‖3/4L6 ‖ρx‖
1/4
L2
,
the proof of (1.14) is similar as that of [14, Theorem 1.2](see also [9]). The proof of
Theorem 1.3 is finished. ✷
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