Iterative Modellpartitionierungsverfahren für die parallele Logiksimulation by Siedschlag, Thomas
Universita¨t Leipzig
Fakulta¨t fu¨r Mathematik und Informatik
Institut fu¨r Informatik
Iterative Modellpartitionierungsverfahren fu¨r die
parallele Logiksimulation
DIPLOMARBEIT
Leipzig, 17. November 1998 vorgelegt vonThomas Siedschlag
Inhaltsverzeichnis
1. Einleitung 1
2. Parallele Logiksimulation 3
2.1. Grundlagen der Logiksimulation . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2. TEXSIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3. parallelTEXSIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3. Grundlagen der Modellpartitionierung 9
3.1. Strukturelles Hardware-Modell . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2. Cones und Partitionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3. Partitionierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3.1. Min-Cut Partitionierung . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3.2. PLSIM Partitionierungsproblem . . . . . . . . . . . . . . . . . . . . 17
4. Partitionierungsalgorithmen 24
4.1. Direkte Partitionierungsverfahren . . . . . . . . . . . . . . . . . . . . . . . . 24
4.1.1. Node-Numbering Partitionierung . . . . . . . . . . . . . . . . . . . 24
4.1.2. Analytische Partitionierungsverfahren . . . . . . . . . . . . . . . . . 25
4.1.3. Mueller-Thuns . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1.4. n-BCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.1.5. MOCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.1.6. SLUCC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
4.2. Optimierungsverfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.1. Lokale Suchverfahren . . . . . . . . . . . . . . . . . . . . . . . . . 27
ii
Inhaltsverzeichnis
4.2.2. Genetische Algorithmen . . . . . . . . . . . . . . . . . . . . . . . . 30
4.2.3. Agentenkolonien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3. Hierarchische Partitionierungsstrategie . . . . . . . . . . . . . . . . . . . . . 31
5. Iterative Improvement Algorithms 33
5.1. Kernighan-Lin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2. Fiduccia-Mattheyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3. Higher Level Gains . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4. Sanchis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.5. Varianten der Algorithmen . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6. Iterative Algorithmen fu¨r PLSIM 47
6.1. ADAPTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2. MIN-CUT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.3. MIXED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.4. Tabu Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.5. Vergleich der Algorithmen . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
6.6. Hierarchische Partitionierung . . . . . . . . . . . . . . . . . . . . . . . . . . 69
6.7. Replikation von Cones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7. Fazit und Ausblick 80
Literaturverzeichnis 82
A. Funktionsbibliothek iteralg 85
B. Speed-Up Vorhersage bei iterativen Partitionierungsalgorithmen 87
C. Partitionierungsergebnisse 89
Erkla¨rung 95
iii
Abbildungsverzeichnis
2.1. Simulationsumgebung bei TEXSIM . . . . . . . . . . . . . . . . . . . . . . 5
2.2. Anzahl der integrierten Transistorfunktionen am Beispiel Intel . . . . . . . . 6
2.3. schematische Darstellung von parallelTEXSIM . . . . . . . . . . . . . . . . 7
2.4. schematische Darstellung eines geschnittenen Netzes . . . . . . . . . . . . . 8
3.1. strukturelles Hardware-Modell - schematisch . . . . . . . . . . . . . . . . . 10
3.2. Modell SIMPLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.3. Hypergraphen des Modells SIMPLE . . . . . . . . . . . . . . . . . . . . . . 15
3.4. Ablauf eines Zyklus bei parallelTEXSIM . . . . . . . . . . . . . . . . . . . 20
4.1. Suchraum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2. Bewegung in einer Endlos-Schleife . . . . . . . . . . . . . . . . . . . . . . . 28
4.3. zweistufige hierarchische Partitionierungsstrategie . . . . . . . . . . . . . . . 32
5.1. Kernighan-Lin Algorithmus . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2. Beispiel eines Passes beim Kernighan-Lin Algorithmus . . . . . . . . . . . . 36
5.3. Bucket-Struktur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.4. Fiduccia-Mattheyses Algorithmus . . . . . . . . . . . . . . . . . . . . . . . 39
5.5. Kritische Hyperkanten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.6. Algorithmus zur initialen Berechnung der Gewinn-Werte . . . . . . . . . . . 40
5.7. Algorithmus beim Aktualisieren der Gewinn-Werte . . . . . . . . . . . . . . 41
5.8. Tie-Break Szenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.9. Replikation bei einem Schaltungsmodell . . . . . . . . . . . . . . . . . . . . 45
5.10. schematische Darstellung einer zweistufigen hierarchischen Partitionierung . 46
iv
Abbildungsverzeichnis
6.1. initiale Berechnung des Anteils der ¨Uberlappungshyperkanten fu¨r den Gewinn-
Vektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2. Algorithmus beim Aktualisieren des Anteils der ¨Uberlappungshyperkanten fu¨r
den Gewinn-Vektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3. initiale Berechnung des Anteils der Ziel-Kommunikationshyperkanten fu¨r den
Gewinn-Vektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.4. initiale Berechnung des Anteils der Quell-Kommunikationshyperkanten fu¨r
den Gewinn-Vektor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.5. Algorithmus ADAPTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.6. Vergleich dreier Passes beim Partitionieren des MONET in 4 Blo¨cke . . . . . 55
6.7. Lazy Strategie beim Partitionieren des MONET in 4 Blo¨cke . . . . . . . . . 55
6.8. Lazy Strategie beim Partitionieren des PICASSO in 4 Blo¨cke . . . . . . . . . 56
6.9. Lazy Strategie beim Partitionieren des MONET in 16 Blo¨cke . . . . . . . . . 56
6.10. Lazy Strategie beim Partitionieren des PICASSO in 16 Blo¨cke . . . . . . . . 56
6.11. balancierte Partition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.12. Algorithmus MIN-CUT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
6.13. Einfluß der Balance beim Partitionieren in 4 Blo¨cke . . . . . . . . . . . . . . 60
6.14. Einfluß der Balance beim Partitionieren in 16 Blo¨cke . . . . . . . . . . . . . 61
6.15. Algorithmus MIXED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.16. Algorithmus Tabu Search . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.17. Einfluß der Tabu Dauer beim Partitionieren in 4 Blo¨cke . . . . . . . . . . . . 64
6.18. Einfluß der Tabu Dauer beim Partitionieren in 16 Blo¨cke . . . . . . . . . . . 64
6.19. Einfluß der Tabu Dauer beim Partitionieren mit Aspiration Function in 4 Blo¨cke 64
6.20. Einfluß der Tabu Dauer beim Partitionieren mit Aspiration Function in 16 Blo¨cke 65
6.21. stochastisches ¨Andern der Tabu Dauer beim Partitionieren in 4 bzw. 16 Blo¨cke 65
6.22. Einfluß der Anzahl der Iterationen auf die Partitionierung . . . . . . . . . . . 66
6.23. Verteilung der erwarteten parallelen Simulationszeit . . . . . . . . . . . . . . 70
6.24. Vorpartitionierung mit dem LINE Algorithmus bei verschiedenen Hierarchie-
stufen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.25. achtstufige hierarchische Partitionierung des Modells MONET in 15 Blo¨cke . 71
6.26. hierarchische Partitionierung des MONET in 4 Blo¨cke . . . . . . . . . . . . 72
6.27. hierarchische Partitionierung des MONET in 16 Blo¨cke . . . . . . . . . . . . 72
v
Abbildungsverzeichnis
6.28. hierarchische Partitionierung des MONET in 4 Blo¨cke mit 125 Super-Cones . 73
6.29. hierarchische Partitionierung des MONET in 16 Blo¨cke mit 125 Super-Cones 73
6.30. Anzahl der Simulationszyklen fu¨r die Partitionierung des Modells MONET in
4 Blo¨cke, ab der sich eine mehrstufige hierarchische Partitionierung lohnt . . 74
6.31. Replikation beim Modell SIMPLE . . . . . . . . . . . . . . . . . . . . . . . 75
6.32. Mehrdeutigkeit bei der Kommunikation . . . . . . . . . . . . . . . . . . . . 75
6.33. Regeln zur Auflo¨sung der Mehrdeutigkeiten bei der Kommunikation . . . . . 76
6.34. Replikation beim Modell MONET in 4 und 16 Blo¨cke mit zufa¨lligen Startpar-
titionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
6.35. Replikation beim Modell MONET in 4 und 16 Blo¨cke mit zufa¨lligen Startpar-
titionen ohne replizierte Cones . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.36. Verbesserung von ADAPTED Partitionen durch Replikation beim Modell MO-
NET in 4 und 16 Blo¨cke . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.37. Verbesserung von ADAPTED Partitionen durch Replikation beim Modell MO-
NET in 4 und 16 Blo¨cke mit anderen Bewertungsparametern . . . . . . . . . 79
B.1. erwarteter Speed-Up beim Tabu Search Algorithmus fu¨r verschiedene Zyklen-
anzahlen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
vi
Tabellenverzeichnis
2.1. Abstraktionsstufen im Logikdesign . . . . . . . . . . . . . . . . . . . . . . . 3
3.1. Bezeichnungen, Cones, ¨Uberlappungsgebiete und Kommunikationshyperkan-
ten des Modells SIMPLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2. Parameter fu¨r das Modell SIMPLE . . . . . . . . . . . . . . . . . . . . . . . 22
6.1. verwendete Schaltungsmodelle . . . . . . . . . . . . . . . . . . . . . . . . . 47
6.2. Parameter der Simulationsumgebung . . . . . . . . . . . . . . . . . . . . . . 48
6.3. Abweichungen von der erwarteten parallelen Simulationszeit . . . . . . . . . 48
6.4. Vergleich mit und ohne Tie-Break Strategie bei 250 zufa¨lligen Partitionen . . 54
6.5. Einfluß der Blockanzahl auf die Lazy Strategie . . . . . . . . . . . . . . . . 57
6.6. Vergleich mit und ohne durch MOCC erzeugte Startpartitionen bei der Parti-
tionierung des Modells MONET . . . . . . . . . . . . . . . . . . . . . . . . 67
6.7. Vergleich mit und ohne durch MOCC erzeugte Startpartitionen bei der Parti-
tionierung des Modells PICASSO . . . . . . . . . . . . . . . . . . . . . . . 67
6.8. Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell MONET . . . 68
6.9. Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell PICASSO . . 68
6.10. durchschnittliche Partitionierungszeit bei 250 bzw. 500 Super-Cones . . . . . 70
C.1. Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell MONET . . . 89
C.2. Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell MBA . . . . 90
C.3. Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell CLOCK . . . 90
C.4. Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell PICASSO . . 91
C.5. Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell MBA . . . . 91
C.6. Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell CLOCK . . . 92
vii
Tabellenverzeichnis
C.7. Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell MONET . . . 92
C.8. Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell MBA . . . . 93
C.9. Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell CLOCK . . . 93
C.10. Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell PICASSO . . 94
viii
1. Einleitung
Im heutigen Informationszeitalter steigt der Bedarf und die Anforderungen an neuer Informa-
tionstechnologie enorm. So werden zuku¨nftige VLSI-Schaltkreise bis zu 107 Transistorfunk-
tionen integrieren. Trotz dieser hohen Komplexita¨t mu¨ssen sehr kurze Entwicklungszeiten der
hochintegrierten Schaltkreise eingehalten werden.
Deshalb ist es wichtig mo¨glichst fru¨h Fehler im Design-Prozeß zu erkennen. Eine Mo¨glich-
keit bei der Verifikation des Schaltkreisentwurfes ist die Simulation von Schaltkreismodellen.
Dabei ist eine sehr wichtige Simulationsart die Logiksimulation. Der Aufwand solcher Simu-
lationen kann sehr groß werden. So kann die Simulationszeit eines Schaltkreismodells bis zu
107 mal gro¨ßer als die Zeit sein, die der reale Schaltkreis beno¨tigen wu¨rde.
Die Beschleunigung der Logiksimulation kann durch eine Parallelisierung erreicht werden,
ein mo¨glicher Ansatz ist dabei die modellinha¨rente Parallelita¨t. Dort wird das zu simulierende
Schaltungsmodell in Teilmodelle partitioniert. Die parallele Simulation erfolgt dann durch
untereinander kooperierende Simulatoren, die jeweils ein Teilmodell simulieren.
Partitionierungsprobleme spielen in der Parallelverarbeitung eine große Rolle. Dabei sucht
man fu¨r eine parallele Anwendung eine effiziente Verteilung der Arbeit auf die beteiligten Pro-
zessoren. Dies kann man dadurch erreichen, indem die Arbeit mo¨glichst gleichma¨ßig verteilt
wird. Durch die Aufteilung der Arbeit auf verschiedene Prozessoren ko¨nnen Abha¨ngigkeiten
zwischen den Prozessoren entstehen, die wa¨hrend der Ausfu¨hrung der parallelen Anwendung
zu Interprozessorkommunikationen fu¨hren. Deshalb muß die Arbeitsaufteilung so erfolgen,
daß der Kommunikationsaufwand zwischen den Prozessoren gering ist. Die Qualita¨t dieser
Partitionierungen bestimmt die Leistungsfa¨higkeit einer parallelen Anwendung. Allerdings
sind die Partitionierungsprobleme oftmals NP-vollsta¨ndig, so daß das Ermitteln der optimalen
Partition nicht praktikabel ist.
Zusammen mit dem IBM Forschungs- und Entwicklungslabor Bo¨blingen wurden an der
Universita¨t Leipzig die parallelen Logiksimulatoren parallelTEXSIM und parallelMVLSIM
entwickelt. Auch die Entwicklung und Untersuchung von Partitionierungsverfahren fu¨r die
parallele Logiksimulation erfolgt an der Universita¨t Leipzig und wird im Rahmen des DFG-
Projektes
”
Modellpartitionierung zur parallelen compilergesteuerten Logiksimulation“ gefo¨r-
dert.
Eine sehr ha¨ufig benutzte Gruppe von Partitionierungsverfahren im VLSI-Design sind die Ite-
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rative Improvement Algorithms. Diese Verfahren lo¨sen das Min-Cut Problem fu¨r Graphen
bzw. Hypergraphen. Dabei soll der Graph bzw. Hypergraph in mo¨glichst unabha¨ngige Tei-
le aufgeteilt werden. Der Ausgangspunkt bei den Iterative Improvement Algorithms ist eine
Anfangspartition, die sukzessiv durch geringfu¨gige ¨Anderungen verbessert wird. Mit diesen
Verfahren ko¨nnen sehr gute Partitionen in einer sehr geringen Zeit erzeugt werden. In dieser
Diplomarbeit wird eine Anpassung der Iterative Improvement Algorithms auf die Partitionie-
rung fu¨r die parallele Logiksimulation vorgestellt. Dabei wurden verschiedene Strategien fu¨r
eine Anpassung der Iterative Improvement Algorithms untersucht.
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Inhalt
Das na¨chste Kapitel beinhaltet eine kurze Einfu¨hrung zur Logiksimulation. Außerdem erfolgt
dort eine Vorstellung der benutzten Simulatoren. Danach werden im Kapitel 3 die Grundla-
gen der Modellpartitionierung fu¨r eine parallele Logiksimulation betrachtet. Einige mo¨gliche
Partitionierungsverfahren fu¨r die parallele Logiksimulation werden im Kapitel 4 erla¨utert. Das
Kapitel 5 widmet sich ausschließlich den Iterative Improvement Algorithms.
Im Kapitel 6 erfolgt dann eine Anpassung der Iterative Improvement Algorithms auf die pa-
rallele Logiksimulation. Im letzten Kapitel werden die Ergebnisse dieser Diplomarbeit zusam-
mengefaßt. Außerdem wird ein Ausblick auf mo¨gliche weiterfu¨hrende Arbeiten gegeben.
Eine kurze Beschreibung der Funktionsbibliothek iteralg, die das praktische Ergebnis die-
ser Diplomarbeit darstellt, erfolgt im Anhang A. Im Anhang B wird eine Verbesserung der
Speed-Up Vorhersage bei der parallelen Logiksimulation fu¨r iterative Algorithmen vorgestellt.
Anhang C listet die Tabellen einiger Partitionierungsergebnisse auf.
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2.1. Grundlagen der Logiksimulation
Die Logiksimulation ist ein wichtiger Bestandteil zur Verifikation von VLSI-Schaltkreisent-
wu¨rfen. Neben dem Erkennen von Design-Fehlern wird mit Hilfe der Simulation auch die
Einhaltung der Spezifikation des Schaltkreises u¨berpru¨ft. Der Entwurf heutiger Schaltkreise
kann durch die hohe Komplexita¨t mehrere Monate bis zu einigen Jahren beno¨tigen. Deshalb
ist ein fru¨hzeitiges Erkennen von Fehlern im Design des Schaltkreises sehr wichtig, um den
Design-Prozeß nicht unno¨tig zu verteuern.
Die benutzten Simulatoren ko¨nnen dabei Programme oder speziell angefertigte Hardware sein.
Da Hardware-Simulatoren sehr teuer und meist viel zu unflexibel sind, spielen sie bei der
Simulation von Schaltkreisen eine untergeordnete Rolle.
Beim Schaltkreisentwurf betrachtet man verschiedene Abstraktionsebenen. Die Aufteilung
reicht dabei von der untersten Ebene, den Diffussionsprozessen in kristallinen Strukturen (Pro-
zeßebene), bis hin zur Betrachtung von auf verschiedenen Prozessoren laufenden kooperieren-
den Prozessen (Systemebene) als oberste Ebene. Durch die Verringerung der Komplexita¨t auf
ho¨heren Abstraktionsstufen sinkt der Simulationsaufwand. In der Tabelle 2.1 sind die ver-
schiedenen Abstraktionsebenen beim Logikdesign aufgefu¨hrt [21].
abstraction primitives
instruction level machine instruction chips
functional level functional units (alu, cpu ...)
register transfer level register, counter, MUX
gate level gate, flipflop, memory cell
switch level ideal transistor
transistor, resistor
circuit level resistors, capacitor, current, voltage
Tabelle 2.1.: Abstraktionsstufen im Logikdesign
Bis auf die unterste Abstraktionsstufe ha¨ngen dort die Schaltungsmodelle bei der Simulation
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von diskreten Zeitwerten ab. Man spricht dann von diskreter Simulation, im Gegensatz zu
kontinuierlicher Simulation.
Zwei Abstraktionsebenen im Logikdesign sind die Register-Transfer- und die Gatter-Ebene.
Die Simulation auf diesen Stufen bezeichnet man als funktionelle Logiksimulation. Schal-
tungsmodelle auf diesen Ebenen kann man vereinfacht als Menge von Boxen und Signalen
betrachten. Die Boxen sind entweder Schaltkreiselemente mit logischer Funktion (z.B. Gat-
ter) oder mit speichernder Funktion (z.B. Latche) und ko¨nnen mehrere Ein- und Ausga¨nge
besitzen. Dagegen ko¨nnen die Signale als Verbindungen zwischen den Boxen betrachtet wer-
den. Jede Box besitzt eine Schaltfunktion, die die logischen Werte der Einga¨nge auf logische
Werte der Ausga¨nge abbildet. Die Ermittlung des Funktionswertes dieser Schaltfunktion be-
zeichnet man als Box-Evaluation. Je nach Exaktheit der Simulation existieren verschiedene
Zeitmodelle, die eine Verzo¨gerung des Anliegens der Logikwerte an den Ausga¨ngen nach der
Box-Evaluation darstellen:
zero delay Es erfolgt keine Verzo¨gerung.
unit delay Die Verzo¨gerung ist gleich dem simulierten Zeitschritt (z.B. die Zeit fu¨r einen
Zyklus).
fixed delay Es kann fu¨r jede Box eine spezifische Verzo¨gerungszeit angegeben werden.
variable delay Jede Box besitzt mehrere Verzo¨gerungszeiten, die je nach Zustand der Box
benutzt werden.
Da die Boxen untereinander verbunden sind, kann der Ausgangswert einer Box die Evaluation
einer anderen Box beeinflussen. Das heißt, eine Reihenfolge bei der Evaluierung der Boxen
ist no¨tig. Dies bezeichnet man auch als Box-Scheduling.
Wird wa¨hrend der Simulation in jedem Zeitschritt die gesamte Logik evaluiert, so nennt man
dies zeitgesteuerte (time-driven) Simulation. Dagegen gibt es die ereignisgesteuerte (event-
driven) Simulation, die dann eine Box evaluiert, wenn sich der Wert eines Einganges dieser
Box a¨ndert. Diese Wertea¨nderung bezeichnet man als Ereignis. Die ereignisgesteuerte Simu-
lation hat den Vorteil, daß man weniger Box-Evaluationen durchfu¨hren muß. Der Nachteil
dieser Simulationsart gegenu¨ber der zeitgesteuerten Simulation ist ein fu¨r die Verwaltung der
Ereignisse erforderlicher Overhead.
2.2. TEXSIM
TEXSIM ist ein firmeninterner Logiksimulator von IBM. Unter den Namen MAXSIM werden
a¨ltere Versionen kommerziell vertrieben.
Es existiert eine leistungsfa¨hige Simulationsumgebung, in die TEXSIM eingebunden ist (sie-
he Abbildung 2.1). Dort wird ausgehend von einer Schaltungsbeschreibung in einer Hardwa-
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Abbildung 2.1.: Simulationsumgebung bei TEXSIM
rebeschreibungssprache z.B. VHDL, BDL/S oder DSL/11 durch einen Compiler ein Schal-
tungsmodell erzeugt. Dieses Schaltungsmodell kann durch einen weiteren ¨Ubersetzer in ein
Simulationsmodell u¨berfu¨hrt werden. Den Programmrahmen bildet dabei die DA-DB (Design
Automation Data Base) [24], auf der Programme als Clients abgearbeitet werden. Die DA-
DB liefert dabei die grundlegende Funktionalita¨t zur Erzeugung und Bearbeitung eines Schal-
tungsmodells. TEXSIM simuliert das Simulationsmodell mit Hilfe von sogenannten Testdaten
(Testcases oder Stimuli). Die Testdaten beinhalten eine Initialisierung des Schaltungsmodells
am Anfang der Simulation. Wa¨hrend der Simulation werden dann mittels der Testdaten Wer-
tea¨nderungen hauptsa¨chlich der globalen Einga¨nge im Schaltungsmodell vorgenommen. Die
Steuerung und ¨Uberwachung des Simulators u¨bernehmen dabei Monitor-Programme. Dafu¨r
besitzt TEXSIM umfangreiche Schnittstellen, mit der man Steuerungsprogramme in C oder
REXX benutzen kann.
TEXSIM ist ein zeitgesteuerter Logiksimulator. Der Simulationsalgorithmus ist der sogenann-
te clock-cycle-Algorithmus, der zur Klasse der cycle-based-Algorithmen geho¨rt. Es wird sich
dabei auf synchrone Logik beschra¨nkt, d.h. es gibt keine asynchronen kombinatorischen Ru¨ck-
kopplungen im Schaltungsmodell.2 Beim clock-cycle-Algorithmus ist der simulierte Zeit-
schritt die Zeit zwischen zwei Clock-Signalen (Zyklus). Bis auf die hier nicht betrachteten
1BDL/S und DLS/1 sind firmeninterne Entwicklungen von IBM, eine andere Hardwarebeschreibungssprache
ist z.B. Verilog.
2Betrachtet man das Schaltungsmodell als Hypergraph G, so bedeutet synchrone Hardware, daß in jedem Kreis
von G ein speicherndes Element vorkommt (siehe auch Defintion 1).
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Optimierungen wird wa¨hrend eines Zyklus die gesamte Logik evaluiert. Fu¨r die logischen
Boxen wird ein zero-delay Zeitmodell gewa¨hlt, fu¨r die speichernden Elemente ein unit-delay.
Das Box-Scheduling erreicht man, indem die Logik in Niveaumengen zerlegt wird (Leveli-
zing). Dabei befinden sich die speichernden Elemente und die globalen Einga¨nge im ersten
Niveau. Zu ho¨heren Niveaus geho¨ren dann die Boxen, die u¨ber ihre Einga¨nge direkt nur mit
Boxen niedrigeren Niveaus verbunden sind. Die Auswertung der Logik erfolgt, indem zuerst
das unterste Niveaus evaluiert wird, danach das na¨chste Niveau usw. Da der Auswertungspro-
zeß der Logik fu¨r einen Zyklus nach Evaluierung des ho¨chsten Niveaus endet, begrenzen die
speichernden Elemente und die globalen Ausga¨nge des Schaltungsmodells diesen Auswer-
tungsprozeß.
Mit dem Logiksimulator MVLSIM existiert ein Nachfolger von TEXSIM, der sich im Grund-
prinzip nicht von TEXSIM unterscheidet. Allerdings unterstu¨tzt er die Auswertung mehrwer-
tiger Logik und kann bei bestimmten Modellen durch Optimierungen schneller simulieren.
2.3. parallelTEXSIM
Durch die rasante Entwicklung von neuen Prozessoren und anderen hoch integrierten Schalt-
kreisen werden diese immer komplexer und mu¨ssen in immer ku¨rzeren Absta¨nden entwickelt
werden. Heutige VLSI-Schaltkreise haben bis zu 106 Transistorfunktionen und man erwartet
in naher Zukunft bis zu 107 (siehe Abbildung 2.2). Dies stellt auch ho¨here Anforderungen an
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Abbildung 2.2.: Anzahl der integrierten Transistorfunktionen am Beispiel Intel
den Design-Prozeß. So versucht man einerseits Teile des Design zu automatisieren und an-
dererseits leistungsfa¨higere Design-Tools zu entwickeln. Auch die Logiksimulation muß sich
diesen Anforderungen stellen. So ko¨nnen Simulationszeiten bis zu 107 mal gro¨ßer als rea-
le Zeiten sein. Ein Ansatz zur Reduzierung dieser extremen Simulationszeiten besteht in der
Parallelisierung der Logiksimulation. Dagegen versucht man bei anderen Lo¨sungsansa¨tzen
6
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den Aufwand der Simulationen zu senken, indem die Simulationen auf abstrakteren Stufen
durchgefu¨hrt werden.
In [21] wird ein ¨Uberblick mo¨glicher Parallelisierungsansa¨tze fu¨r die Logiksimulation gege-
ben.
Mit parallelTEXSIM liegt eine parallele Version von TEXSIM vor [7], mit der eine parallele
Logiksimulation auf lose gekoppelten Prozessoren mo¨glich ist. Der Ausgangspunkt fu¨r die
Parallelisierung ist dabei die modellinha¨rente Parallelita¨t. Dazu wird das Schaltungsmodell
in mehrere Teile zerlegt. Diesen Vorgang bezeichnet man als Modellpartitionierung. Durch
kooperierende Simulator-Instanzen (Slaves) werden die einzelnen Modellteile synchron si-
muliert (siehe Abbildung 2.3). Die Synchronita¨t besteht darin, daß jede Simulator-Instanz auf
Abbildung 2.3.: schematische Darstellung von parallelTEXSIM
dem Teilmodell denselben Zeitschritt simuliert (siehe auch [21]).
Außerdem existiert ein Master, der die einzelnen Slaves steuert und kontrolliert. Der Master
verha¨lt sich nach
”
außen“ wie ein sequentieller TEXSIM.
Beim Partitionieren des Schaltungsmodells in Teilmodelle werden Signale bzw. Netze
”
ge-
schnitten“ (siehe Abbildung 2.4). Durch das Zerschneiden von Netzen mu¨ssen wa¨hrend der
Simulation die Werte dieser geschnittenen Netze von einer Simulator-Instanz zur anderen
u¨bertragen werden. Um parallelTEXSIM auch praktisch einsetzen zu ko¨nnen, bestand die
Notwendigkeit, daß der Simulationsalgorithmus der einzelnen Simulator-Instanzen wa¨hrend
eines Zyklus unvera¨ndert zum sequentiellen Simulator TEXSIM bleibt. Eine Interprozessor-
kommunikation kann deshalb nur nach Zyklusende erfolgen. Dies bedingt, wie im na¨chsten
7
2. Parallele Logiksimulation
Abbildung 2.4.: schematische Darstellung eines geschnittenen Netzes
Kapitel beschrieben wird, daß nur bestimmte Netze geschnitten werden du¨rfen. Bei der pa-
rallelen Simulation eines Zyklus evaluiert zuerst jede Simulator-Instanz die Logik des Teil-
modells. Danach werden die Werte der geschnittenen Netze, die zu einer anderen Simulator-
Instanz u¨bertragen werden mu¨ssen, aus dem Teilmodell ausgelesen und in ein Nachrichtenpa-
ket eingetragen. Anschließend erfolgt eine kollektive Interprozessorkommunikation, die die
verschiedenen Nachrichtenpakete an die jeweiligen Simulator-Instanzen verteilt. Zum Schluß
tra¨gt jede Simulator-Instanz die empfangenen Werte der geschnittenen Netze in das Teilmodell
ein.
Im praktischen Einsatz erreichte parallelTEXSIM auf einer IBM SP23 mit 12 Prozessoren
bei relevanten Modellen ein Speed-Up von etwa 5 gegenu¨ber seinem sequentiellen Vorga¨nger.
Auch fu¨r MVLSIM existiert mit parallelMVLSIM eine parallele Version. Das Grundkonzept
der Parallelisierung unterscheidet sich dabei nicht von parallelTEXSIM.
3lose-gekoppelter Parallelrechner, bestehend aus RS 6000 basierenden Rechnerknoten, die u¨ber ein Hochleis-
tungsnetzwerk, dem High Performance Switch, verbunden sind
8
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3.1. Strukturelles Hardware-Modell
In [1] wird ein strukturelles Hardware-Modell eingefu¨hrt, mit dem die Logiksimulation und
die Partitionierung formal beschrieben werden kann. Das strukturelle Hardware-Modell stellt
in abstrakter Form Schaltungsmodelle auf Register-Transfer- und Gatter-Ebene dar. Dabei gilt
als Einschra¨nkung, daß die Logik synchron getaktet sein muß.
Es besteht aus folgenden zueinander disjunkten endlichen Mengen:
 MI globale Einga¨nge
 MO globale Ausga¨nge
 ME Elemente, die kombinatorische Logik repra¨sentieren (z.B. Multiplexer)
 ML Elemente mit speichernder Funktion (z.B. Latch)
 MS Signale oder Netze, die alle vorhergehenden Elemente miteinander verbinden
Mit MB = MI [MO[ML[ME werden alle Elemente außer die Signale als Menge aller Boxen
zusammengefaßt.
Seien weiterhin die Funktionen predG(x) und succG(x) als die Funktionen bezeichnet, die die
Menge der Vorga¨nger und Nachfolger in einem beliebigen gerichteten Graph G bestimmen.
Außerdem sei die Relation MR  (MBMS)[ (MSMB) gegeben, die zum Ausdruck bringt,
daß Netze mit den entsprechenden Boxen verbunden sind. Wenn also (b1;s1) 2MR, so gibt es
eine Verbindung von der Box b1 zum Netz s1. Andererseits wenn (s2;b2) 2 MR, so existiert
eine Verbindung vom Netz s2 zur Box b2.
Definition 1 (strukturelles Hardware-Modell SHM) Sei MB;MS 6= /0. Dann wird der bipar-
tite Graph M = (MB;MS;MR) als strukturelles Hardware-Modell bezeichnet, der folgenden
Bedingungen genu¨gt.
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1. fxjx 2MB^predM(x) = /0g= MI
2. fxjx 2MB^ succM(x) = /0g= MO
3. jeder Kreis in M entha¨lt ein Element von ML
Alle Boxen, die kein Netz als Vorga¨nger bzw. Nachfolger besitzen, sind globale Einga¨nge
bzw. Ausga¨nge. Die dritte Bedingung in der Definition 1 sagt aus, daß das Modell synchron
getaktet sein muß. Abbildung 3.1 zeigt ein vereinfachtes strukturelles Hardware-Modell. Da-
bei repra¨sentieren die Pfeile Teilmengen aus MS.
Abbildung 3.1.: strukturelles Hardware-Modell - schematisch
3.2. Cones und Partitionen
Fu¨r ein besseres Versta¨ndnis der weiteren Arbeit werden in diesem Kapitel die grundlegenden
Begriffe bei der Partitionierung eines Hardware-Modells erla¨utert. Dabei wurde das in diesem
Kapitel beschriebene Vorgehen aus [1] u¨bernommen.
Der verwendete Simulator (parallelTEXSIM) arbeitet
”
zyklus-basierend“ (siehe auch Kapi-
tel 2.3), deshalb wird die gesamte Logik des Schaltungsmodells wa¨hrend eines Zyklus bis zu
den Zyklusgrenzen (speichernde Elemente) evaluiert. Eine Interprozessorkommunikation zwi-
schen den Teilmodellen findet nur nach Zyklusende statt. Das bedeutet aber, daß der Logikteil,
der die Auswertung eines speichernden Elementes beeinflußt, in die gleiche Teilmenge wie das
speichernde Element partitioniert sein muß. Deshalb werden als grundlegende Elemente bei
der Partitionierung die sogenannten Cones benutzt.
Definition 2 (fan-in Cone) Der fan-in Cone coI(x) eines Elementes x 2 MO [ME [ML ist
rekursiv durch folgende Bedingungen definiert:
1. x 2 coI(x)
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2. y 2 ME [MI ^ succM(succM(y))\ coI(x) 6= /0! y 2 coI(x)
In so einem fan-in Cone werden ausgehend von einem sogenannten Kopfelement, welches ein
Element aus MO,ML oder ME sein kann, alle logischen Elemente erfaßt, die unmittelbar mit
dem Eingang einer schon im Cone befindlichen Box verbunden sind. Alle im Cone liegenden
Elemente tragen zur Auswertung des Kopfelementes bei.
Definition 3 (Cone) Ein Cone co(x) ist ein fan-in Cone coI(x) mit x 2 MO [ML. Die zum
Modell geho¨rige Cone-Menge ist definiert durch Co(M) = fco(x)jx 2 MO[MLg. Die Anzahl
dieser Cones ist durch nc = jCo(M)j gegeben.
Als Basiselemente fu¨r die Partitionierung werden also alle fan-in Cones betrachtet, die entwe-
der von einem globalen Ausgang oder einem speichernden Element gebildet werden. Die glo-
balen Ausga¨nge werden dazugenommen, um das gesamte Schaltungsmodell mit dem Cone-
Begriff zu erfassen.
In der Praxis wird eine etwas abweichende Cone-Definition benutzt. Es werden keine Co-
nes betrachtet, die von speziellen speichernden Elemente, den Arrays, gebildet werden. Der
Grund hierfu¨r liegt an der Arbeitsweise des verwendeten Simulators. Andererseits werden
Cones, die von sogenannten Assert-Boxen1 und von Boxen, an denen Netze ha¨ngen, die kei-
ne Boxen als Ziele haben, betrachtet. Diese Hinzunahme erfolgt, um nach der Partitionierung
das Schaltungsmodell exakt repra¨sentieren zu ko¨nnen, da diese neuen Cones sonst durch die
Cone-Definition nicht erfaßt werden wu¨rden. Dies a¨ndert nichts an der Allgemeingu¨ltigkeit
der hier fu¨r die parallele Logiksimulation beschriebenen Definition der Cones.
Da reale Modelle bis zu 105 Cones besitzen ko¨nnen, ist eine direkte Verteilung der Cones
unpraktikabel. Vielmehr werden statt einzelner Cones Conemengen betrachtet (siehe Kapitel
4.3).
Definition 4 (Super-Cone bzw. Cluster) Ein Super-Cone C ist eine nichtleere Teilmenge von
Co(M), d. h. C = fc1; : : : ;clg Co(M), 1 l  nc.
Als na¨chstes werden zwei verschiedene Arten von Partitionierungen eingefu¨hrt.
Definition 5 (Partitionierung) Eine Partitionierung von U bezu¨glich V ist eine eindeutige
Abbildung Π : U !V, die jedem u 2U genau ein v 2V zuweist.
Mit U kann sowohl die Menge der Cones Co(M) oder eine zueinander disjunkte Menge von
Super-Cones bzw. Cone-Cluster gemeint sein. Die Elemente von V werden im weiteren auch
als Blo¨cke oder Prozessoren bezeichnet.
Eine andere Mo¨glichkeit der Partitionierung ist die nichtdisjunkte Aufteilung der Elemente
(Cones).
1Assert-Boxen sind spezielle Boxen, die wa¨hrend der Simulation auf bestimmte Fehlerzusta¨nde (assertion vio-
lations) reagieren.
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Definition 6 (Partitionierung mit Replikation) Eine Partitionierung mit Replikation von U
bezu¨glich V ist eine eindeutige Abbildung ΠR : U ! P(V ) n /0 , wobei P(V ) die Potenzmenge
von V ist. D.h. jedem u 2U wird mindestens ein v 2V zugewiesen.
Die Aufteilung der Cones in Blo¨cke bezeichnet man als Partition.
Wenn nicht anders angegeben, ist im weiteren beim Begriff Partitionierung die Partitionierung
ohne Replikation gemeint.
Die folgenden Begriffe ko¨nnen auf Basis der Cones oder Super-Cones dargestellt werden, bei
der Definition dieser Begriffe wird sich aber auf die Cones beschra¨nkt.
Da Teile der Logik des Schaltungsmodells zu mehreren Cones geho¨ren ko¨nnen, kommt es
beim Partitionieren in mehrere Teilmengen zur sogenannten Replikation von Logik. Das heißt,
man muß beim Simulieren diese Bereiche der Logik mehrfach auswerten. Dies tra¨gt nicht un-
wesentlich zu einem schlechteren Laufzeitverhalten des parallelen Logiksimulators bei, man
versucht daher, die Replikation von Logik zu verringern. Um Partitionen zu bewerten, beno¨tigt
man eine Abscha¨tzung, wie lange die Evaluation der Logik und das Aktualisieren der spei-
chernden Elemente auf dem Teilmodell dauert. Dies bezeichnet man als Blocklast. Um die
Blocklast und die Replikation berechnen zu ko¨nnen, abstrahiert man vom Schaltungsmodell
zu einem ¨Uberlappungshypergraphen.
Definition 7 ( ¨Uberlappungsgebiet) Sei C eine nichtleere Teilmenge von Co(M). Das ¨Uber-
lappungsgebiet ovr(C) ist die Menge derjenigen Elemente aus MB, die genau von denjenigen
Cones ci erfaßt werden, die in C enthalten sind, d. h.
ovr(C) =
\
c2C
cn
[
c02Co(M)nC
c0:
Die ¨Uberlappungsgebiete teilen die Logik des Schaltungsmodell disjunkt auf. Die Anzahl der
Cones jCj vom ¨Uberlappungsgebiet ovr(C) bezeichnet man als ¨Uberlappungsgrad. Die Cones
und ¨Uberlappungsgebiete sind die Grundbausteine des ¨Uberlappungshypergraphen.
Definition 8 ( ¨Uberlappungshypergraph) Der ungerichtete ¨Uberlappungshypergraph OHG
(V;EO) besteht aus der endlichen Menge von Knoten V = Co(M) und einer Menge von Hy-
perkanten EO  P mit P = P(Co(M))n /0 Potenzmenge ohne leere Menge von Co(M), wobei
C 2 EO genau dann gilt, wenn
1. jCj  1
2. jovr(C)j> 0.
Die Hyperkanten des ¨Uberlappungshypergraphen entsprechen gerade den ¨Uberlappungsge-
bieten. Die ¨Uberlappungshyperkanten werden mit Hilfe einer Abbildung µo : EO ! N bewer-
tet. Bewa¨hrt hat sich folgende Kantenbewertung: µo(C) = jovr(C)j 8C 2 E. Das bedeutet,
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daß µo(C) die Anzahl der Boxen angibt, die im ¨Uberlappungsgebiet liegen, welches von der
Conemenge C gebildet wird. Eine andere Kantenbewertung versucht, die Boxen differenziert
zu bewerten: µ0o = ∑b2ovr(c) f (b). Dabei soll f (b) verha¨ltnisma¨ßig angeben, wie lange ein ge-
wisser Boxtyp zur Evaluierung beno¨tigt.
Fu¨r die Interprozessorkommunikation wa¨hrend der parallelen Logiksimulation sind gerade die
Netze wichtig, die unmittelbar mit den Ausga¨ngen der speichernden Elemente verbunden sind.
Wie schon erla¨utert wurde, begrenzen gerade die speichernden Elemente den Auswertungs-
prozeß bei der parallelen Logiksimulation. Nun ko¨nnen aber Cones auf verschiedenen Pro-
zessoren partitioniert sein, dann ist es erforderlich, daß die Ausgangswerte der speichernden
Elemente auf den anderen Prozessor u¨bertragen werden. Das bedeutet, daß eine Kommunika-
tion zwischen diesen Prozessoren stattfinden muß. Diese Netze sollen nun als Basis fu¨r einen
weiteren Hypergraphen, der die Kommunikation betrachtet, benutzt werden.
Sei nun x 2 MS ein Netz. Dann kann man folgende Begriffe definieren:
 Quell-Cones oder Quell-Latche von x
QC(x) = fyjy 2 predM(x)^ y 2MLg
 Ziel-Cones von x
ZC(x) = fzjz 2Co(M)^9y(y 2 succM(x)^ y 2 z)g
Die Quell-Cones eines Netzes sind die speichernden Elemente, deren Ausga¨nge unmittelbar
mit dem Netz verbunden sind. Die Ziel-Cones sind die Cones, in denen Boxen liegen, deren
Eingang mit diesem Netz verbunden ist. Mit Hilfe dieser Begriffe kann nun der Kommunika-
tionshypergraph eingefu¨hrt werden.
Definition 9 (Kommunikationshypergraph) Der Kommunikationshypergraph CHG(V;EC)
ist ein gerichteter Hypergraph und besteht aus der endlichen Menge von Knoten V =Co(M).
Ein geordnetes Paar (CO;CI) zweier nichtleerer zueinander disjunkten Cone-Mengen CO;CI 
V und CO\CI = /0 bilden eine gerichtete Hyperkante von EC, wenn ein Netz x 2 MS existiert,
fu¨r das gilt:
1. CO = QC(x)
2. CI = ZC(x)nQC(x).
Bei realen Schaltungsmodellen besteht CO immer aus einem Element, deshalb wird im wei-
teren davon ausgegangen. Fu¨r die Kommunikationshyperkanten wird auch eine Bewertungs-
funktion µc : EC ! N angegeben. Dabei gibt µc die Anzahl der Netze x 2 MS an, die bei
gegebener Hyperkante aus EC beide Bedingungen in voriger Definition erfu¨llen.
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Abbildung 3.2.: schematische Darstellung des Modells SIMPLE, Cone von L2 schattiert
Kennung Erkla¨rung
B logische Elemente aus ME
L speichernde Elemente aus ML
N Netze aus MS
I globale Einga¨nge aus MI
O globale Ausga¨nge aus MO
Cones Boxen
L1 B1,B2,B3,L1,I1
L2 B3,B4,B5,L2,I1
O1 B3,B5,I1,O1
¨Uberlappungsgebiete Boxen
L1 L1,B1,B2
L2 L2,B4
L1,L2,O1 B3,I1
L2,O1 B5
O1 O1
Kommunikationshyperkanten Netze
L1 ! L2,O1 N2
L2 ! L1,O1 N3
L2 ! O1 N4
Tabelle 3.1.: Bezeichnungen, Cones, ¨Uberlappungsgebiete und Kommunikationshyperkanten des Mo-
dells SIMPLE
Beispiel Das Beispiel-Modell SIMPLE (siehe Abbildung 3.2) besteht nur aus wenigen Ele-
menten, zur Darstellung der eingefu¨hrten Begriffe reicht es jedoch vo¨llig aus.
Das Modell hat drei Cones bestehend aus zwei Cones, die von Latchen gebildet werden
(L1,L2) , und einem Cone, der von einem globalen Output gebildet wird (O1) (siehe Tabelle
3.1). Durch die ¨Uberlappung der Cones entstehen fu¨nf ¨Uberlappungsgebiete. Die Cones L1,L2
und O1 bilden z.B. ein ¨Uberlappungsgebiet, dem die Boxen B3 und I1 angeho¨ren. Im ¨Uber-
lappungshypergraph (siehe Abbildung 3.3) gibt es deshalb eine ¨Uberlappungshyperkante, die
von diesen Cones erzeugt wird und ein Gewicht von zwei besitzt. Wird beim Partitionieren
z.B. der Cone L2 auf einen anderen Block als die anderen Cones verteilt, so mu¨ssen die bei-
den Boxen dieses ¨Uberlappungsgebietes auf beiden Blo¨cken evaluiert werden. Das Modell
14
3. Grundlagen der Modellpartitionierung
SIMPLE besitzt drei Kommunikationshyperkanten. Von dem Cone L2 geht z.B. eine Kommu-
nikationshyperkante zu den Cones L1 und O1 aus, da das Netz N3 ausgehend vom Latch L2
zu der Box B3 fu¨hrt. Diese Box geho¨rt aber den Cones L1,L2 und O1 an. Da der Quell-Cone
von Netz N3 der Cone L2 ist, sind nur die Ziel-Cones L1 und O1 fu¨r eine Kommunikationshy-
perkante relevant. D.h. im Kommunikationshypergraphen existiert eine gerichtete Hyperkante
von L2 zu den Cones L1 und O1 mit dem Gewicht von eins. Der Netzwert von N3 muß dann
bei der Simulation u¨bertragen werden, wenn z.B. der Cone L1 auf einen anderen Block als der
Quell-Cone L2 partitioniert wird. Da das Netz N1 zu keiner Box fu¨hrt, die in einem anderen
Cone liegt als L1, ist das Netz N1 in keiner Kommunikationshyperkante.
Abbildung 3.3.: ¨Uberlappungs- und Kommunikationshypergraph des Modells SIMPLE
3.3. Partitionierung
In diesem Abschnitt wird zuerst ein klassisches Partitionierungsproblem u¨ber Hypergraphen
vorgestellt. Danach wird das Ziel der Partitionierung fu¨r die parallele Logiksimulation mit
parallelTEXSIM (PLSIM) formuliert. Es wird gezeigt, daß man dieses Ziel als Partitionie-
rungsproblem u¨ber den aus dem strukturellen Hardware-Modell abgeleiteten ¨Uberlappungs-
und Kommunikationshypergraphen darstellen kann.
3.3.1. Min-Cut Partitionierung
Ein klassisches Problem beim Partitionieren von Graphen oder Hypergraphen (bzw. Netzwer-
ken) ist das Min-Cut Problem. Dabei sollen die Knoten des Graphen oder Hypergraphen so
in mehrere Teilmengen zerlegt werden, daß die Gewichtssumme der geschnittenen Kanten,
d.h. die Kanten, zu denen Knoten geho¨ren, die in verschiedene Teilmengen partitioniert sind,
minimal ist unter Beru¨cksichtigung, daß die Knotengewichte jeder Teilmenge einer gewissen
Verteilungsfunktion (Balance) genu¨gen. Ohne Angabe dieser Balance wa¨re das Problem tri-
vial, da ein Partitionieren aller Knoten in eine Teilmenge das Optimum darstellen wu¨rde, weil
kein Netz geschnitten werden mu¨ßte.
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Definition 10 (k-faches Min-Cut Partitionierungsproblem) Mit G(V,E) sei ein ungerichte-
ter Hypergraph G(V,E) mit Bewertungsfunktionen µV : V ! N und µE : E ! N gegeben. Ge-
sucht ist eine Partitionierung Π : V !f0; : : : ;k 1g, die
1. die Cut-Size, also die Gewichtssumme der geschnittenen Hyperkanten,
cut(Π) = ∑
e2EN
µE(e) (3.1)
minimiert, wobei
EN =
n
eje 2 E ^9vO;vI 2 e
 
Π(vO) 6= Π(vI)

o
die Menge der geschnittenen Hyperkanten ist,
2. und andererseits mit 0  i  k  1 fu¨r jede Teilmenge Vi = fvjΠ(v) = ig  V, in die
partitioniert wird, folgende Balance gilt:
ric w  ∑
v2Vi
µV (v) ric+w (3.2)
wobei
c = ∑
v2V
µV (v) , 0 ri  1 und
k 1
∑
i=0
ri = 1
und fu¨r
0 w min
0 j<k
(r jc)
gilt.
Bei k= 2 spricht man von einer Bipartitionierung. Eine Bisection ist eine Bipartitionierung ei-
nes Hypergraphen mit gleichem Knotengewicht, bei der die Knotenanzahl auf beiden Blo¨cken
gleich ist (ri = 12 fu¨r alle i und w = 0).
Manchmal wird auch eine etwas andere Cut-Size definiert, die nicht nur das Gewicht jeder
einzelnen geschnittenen Kante summiert, sondern auch die Anzahl der Teilmengen, in denen
sich Knoten befinden, die mit dieser Kante verbunden sind, dazu multipliziert.
Dieses Problem ist ein kombinatorisches Optimierungsproblem, und es ist damit klar, daß es
eine Lo¨sung besitzt, sofern es u¨berhaupt Partitionen gibt, die das angegebene Balancekriterium
erfu¨llen. Aber die Min-Cut Partitionierung ist NP-vollsta¨ndig. D.h. kein Algorithmus findet die
optimale Partition in Polynomialzeit.
Es gibt eine Reihe von praktischen Anwendungen fu¨r die Min-Cut Partitionierung. So wird
z.B. beim Layout von VLSI-Schaltkreisen die Min-Cut Partitionierung bei einem Divide &
16
3. Grundlagen der Modellpartitionierung
Conquer Ansatz benutzt. Auch in der Parallelverarbeitung tritt das Min-Cut Problem auf. Ei-
nige parallele Algorithmen lassen sich z.B. durch einen gerichteten kreisfreien Graphen dar-
stellen. Jeder Knoten entspricht dabei einer auszufu¨hrenden Operation des parallelen Algo-
rithmus. Die Kanten repra¨sentieren Datenabha¨ngigkeiten zwischen diesen Operationen. Soll
dieser parallele Algorithmus auf einem Parallelrechner ausgefu¨hrt werden, mu¨ssen die Kno-
ten bzw. die Operationen auf die Prozessoren verteilt werden. Bei den geschnittenen Kan-
ten, die zu Operationen geho¨ren, die auf verschiedenen Prozessoren verteilt werden, erfolgt
wa¨hrend der Ausfu¨hrung des parallelen Algorithmus eine Interprozessorkommunikation. Das
Ziel ist nun eine gleichma¨ßige Verteilung der Operationen auf die verfu¨gbaren Prozessoren
mit mo¨glichst geringer Interprozessorkommunikation.
Fu¨r das Min-Cut Problem sind eine ganze Reihe von Algorithmen entwickelt oder andere
Optimierungsverfahren erfolgreich angewendet worden. Ein kurzer ¨Uberblick von Partitio-
nierungsalgorithmen wird in Kapitel 4 gegeben.
Betrachtet man nun die aus dem strukturellen Hardware-Modell abgeleiteten Hypergraphen,
so stellt eine Minimierung der geschnittenen Kanten beim ¨Uberlappungshypergraphen OHG
eine Minimierung der Replikation und beim Kommunikationshypergraphen CHG eine Mi-
nimierung der Kommunikation dar. Das reicht aber als Partitionierungsziel fu¨r die parallele
Logiksimulation, wie in Kapitel 3.3.2 gezeigt wird, nicht aus. Zudem sind die Verminderung
der Replikation und der Kommunikation konkurrierende Ziele. Denn es kann bei einer Verrin-
gerung der Replikation zu einer Erho¨hung der Kommunikation und umgekehrt kommen.
3.3.2. PLSIM Partitionierungsproblem
Die wichtigste Gro¨ße zur Bewertung von parallelen Applikationen gegenu¨ber sequentiellen ist
der Speed-Up, d.h. das Verha¨ltnis von sequentieller Laufzeit der Applikation zur parallelen.
Darum ist das Ziel der Partitionierung fu¨r PLSIM, den Speed-Up zu maximieren. Neben den
Simulationszeiten fu¨r die parallele und die sequentielle Logiksimulation Tpar bzw. Tseq ist
dabei auch die aufgewendete Partitionierungszeit Tpart von Bedeutung.
Definition 11 (k-faches PLSIM Partitionierungsproblem) Sei ein strukturelles Hardware-
Modell M und die daraus ableitbare Cone-Menge Co(M) gegeben. Gesucht ist eine Partitio-
nierung Π : Co(M)! P der Cone-Menge in die Menge der Prozessoren P mit k = np = jPj,
die den Speed-Up S fu¨r Z Simulationszyklen
S(M;Z;Π) =
Tseq(M;Z)
Tpar(M;Z;Π)+Tpart(M;Π)
(3.3)
maximiert.
Bei der Maximierung des Speed-Up gibt es zwei Teilziele. Einerseits muß die Partitionierung
die parallele Simulationszeit minimieren, andererseits soll die Zeit fu¨r das Partitionieren klein
gehalten werden.
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Eine andere wichtige Gro¨ße bei der Bewertung von parallelen Anwendungen ist die Effizienz.
Sie ist bei der Prozessoranzahl np gegeben durch:
E(M;Z;Π) = S(M;Z;Π)
np
. (3.4)
Die Effizienz ist das Verha¨ltnis von Speed-Up zur Anzahl der eingesetzten Prozessoren. An-
ders ausgedru¨ckt gibt die Effizienz an, mit welchem Aufwand der Speed-Up erreicht wird. Da
im DFG-Projekt meist eine statische Partitionierung, d.h. mit fest vorgegebener Prozessoran-
zahl, erfolgt, ist eine getrennte Betrachtung von Speed-Up und Effizienz nicht erforderlich,
weil eine Maximierung des Speed-Up automatisch eine Effizienzmaximierung zur Folge hat.
Viele Partitionierungsverfahren (siehe Kapitel 4) und auch die in dieser Arbeit betrachteten
iterativen Algorithmen beno¨tigen eine Bewertungsfunktion fu¨r Partitionen. Wenn man das
Partitionierungsziel von PLSIM exakt in eine Bewertungsfunktion u¨berfu¨hren will, muß man
den Speed-Up und damit die Simulationszeiten sowohl fu¨r die parallele als auch fu¨r die se-
quentielle Logiksimulation vorhersagen ko¨nnen. Dies kann, wie in [3] und [4] gezeigt wird,
ausgehend von der Funktionsweise der Simulatoren (TEXSIM bzw. parallelTEXSIM) erfol-
gen. Dabei beschra¨nkt man sich fu¨r die Berechnung der Simulationszeiten auf einen Zyklus.
Da die Simulationszeit fu¨r einen Zyklus variieren kann, obwohl TEXSIM die Logik bei jedem
Zyklus in gleicher Weise evaluiert (compiled mode), sind die so bestimmbaren Simulations-
zeiten nur Na¨herungswerte. Die Varianz in den Simulationszeiten fu¨r einen Zyklus entsteht,
da TEXSIM Optimierungen durchfu¨hren kann, bei denen Teile der Logik unter bestimmten
Umsta¨nden wa¨hrend eines Zyklus nicht evaluiert werden mu¨ssen. Andererseits ha¨ngt die Eva-
luierungszeit fu¨r bestimmte logische Elemente von ihren Eingangsbelegungen ab.
Der erwartete Speed-Up Spred fu¨r Z Zyklen kann nun wie folgt angegeben werden, wobei tseq
die Zeit fu¨r die sequentielle und tpar fu¨r die parallele Simulation bei einem Zyklus ist:
Spred(M;Z;Π) =
tseq(M)Z
tpar(M;Π)Z+Tpart(M;Π)
. (3.5)
Da man den Speed-Up maximieren will, ist PLSIM ein Optimierungsproblem u¨ber diese
Funktion.
Ist die Anzahl der Zyklen vor der Simulation unbekannt oder ist die Partitionierungszeit nicht
bestimmbar, kann man den erwarteten
”
asymptotischen“ Speed-Up S∞pred verwenden:
S∞pred(M;Π) =
tseq(M)
tpar(M;Π)
. (3.6)
Hier setzt man voraus, daß die Simulation unendlich la¨uft, also die Dauer der Partitionierung
keine Rolle spielt. In der weiteren Arbeit wird nur der erwartete asymptotische Speed-Up S∞pred
betrachtet. Eine Betrachtung des erwarteten Speed-Up Spred erfolgt fu¨r iterative Algorithmen
im Anhang B.
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Als na¨chstes soll erla¨utert werden, wie die sequentielle und die parallele Simulationszeit fu¨r
einen Zyklus bestimmt werden ko¨nnen. Dazu sei ein Hardware-Modell M, die daraus ableitba-
re Cone-Menge Co(M), der ¨Uberlappungshypergraph OHG(Co(M);EO) mit den Gewichten
µO fu¨r die ¨Uberlappungshyperkanten, der Kommunikationshypergraph CHG(Co(M);EC) mit
der Hyperkantenbewertungsfunktion µC und eine Partitionierung Π : Co(M)! P gegeben,
wobei P die Menge der Prozessoren ist.
Die sequentielle Simulationszeit tseq fu¨r einen Zyklus ist die Zeit, die fu¨r die Auswertung der
Logik und das Aktualisieren der speichernden Elemente des Gesamtmodells beno¨tigt wird.
Die parallele Simulationszeit tpar setzt sich aus den Zeiten der vier Teilschritte zusammen,
die parallelTEXSIM fu¨r jeden Prozessor p wa¨hrend der parallelen Simulation eines Zyklus
ausfu¨hrt (siehe Kapitel 2.3). Diese Teilschritte sind:
1. Zuerst wird die Auswertung der Logik und das Aktualisieren der speichernden Elemente
des Teilmodells von p durchgefu¨hrt. Die dazu no¨tige Zeitdauer wird mit t pb bezeichnet.
2. Danach liest jeder Prozessor die Netzwerte, die zu einem anderen Block u¨bertragen
werden mu¨ssen, aus dem Teilmodell aus und verpackt sie in ein Nachrichtenpaket. t po
gibt die Dauer dieses Vorganges an.
3. Als na¨chstes erfolgt eine kollektive Interprozessorkommunikation, bei der die Nachrich-
tenpakete von allen Prozessoren ausgetauscht werden. Die Zeit tcom, die dafu¨r beno¨tigt
wird, ist fu¨r alle Prozessoren gleich.
4. Zum Schluß werden die Netzwerte, die von einem anderen Block empfangen wurden,
aus dem Nachrichtenpaket ausgepackt und in das Teilmodell eingetragen. Hierfu¨r wird
die Zeit t pi beno¨tigt.
Der dritte Teilschritt fu¨hrt neben der eigentlichen Kommunikation auch die Synchronisation
aller Prozessoren durch. Dies bedeutet, wenn ein Prozessor weniger Zeit zum Evaluieren und
Auslesen bzw. Einschreiben der Netzwerte braucht, daß er dann solange warten muß, bis der
langsamste Prozessor fertig ist (siehe Abbildung 3.4). Also ist die parallele Simulationszeit
fu¨r einen Zyklus:
tpar = max
p2P
(t pb + t
p
o + t
p
i )+ tcom: (3.7)
Nun kann man tpar und tseq mit Hilfe der aus dem strukturellen Hardware-Modell abgeleiteten
¨Uberlappungs- und Kommunikationshypergraphen berechnen. Daraus folgt, daß PLSIM als
Partitionierungsproblem u¨ber Hypergraphen darstellbar ist.
Fu¨r die Berechnung von t pb ,t
p
o und t pi fu¨r die Simulationszeiten tpar und tseq beno¨tigt man die
Parameter vpb und v
p
n . Diese Parameter beschreiben einen Teil der Simulationsumgebung, der
durch die verwendeten Prozessoren charakterisiert ist. Dabei bedeutet vpb die mittlere Evalua-
tionszeit fu¨r eine Box auf dem Prozessor p. vpn ist die mittlere Zeit fu¨r das Auslesen eines
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Abbildung 3.4.: Ablauf eines Zyklus bei parallelTEXSIM
Netzwertes aus dem Teilmodell und dem ¨Ubertragen dieses Netzwertes in ein Nachrichten-
paket. Durch Simulationsla¨ufe zeigte sich, daß diese Zeit in etwa mit der Zeit u¨bereinstimmt,
die fu¨r das Auslesen eines Netzwertes aus einem Nachrichtenpaket und dem Eintragen dieses
Netzwertes in das Teilmodell beno¨tigt wird.
Da die Parameter vpb und v
p
n abha¨ngig vom Prozessortyp sind, ist die Berechnung der einzelnen
Zeiten auch fu¨r eine heterogene Umgebung mo¨glich.
Die sequentielle Simulationszeit tseq la¨sst sich danach wie folgt berechnen:
tseq = v
p
b ∑
o2EO
µo(o) = v
p
b jMBj . (3.8)
Als na¨chstes folgen die Berechnungen der Zeiten fu¨r die vier Teilschritte, aus denen sich die
parallele Simulationszeit zusammensetzt. Die Zeit fu¨r die Evaluation der Boxen t pb kann durch
die folgende Formel berechnet werden.
t pb = v
p
b ∑
o2Op
µo(o) (3.9)
wobei p 2 P und fu¨r
Op =
n
o

o 2 EO^9c
 
c 2Co(M)^ c 2 o^Π(c) = p

o
gilt. Fu¨r die Formel 3.9 ist neben dem Parameter vpb die Gewichtssumme der ¨Uberlappungs-
hyperkanten ( ¨Uberlappungsgebiete), zu denen ein Cone geho¨rt, der auf den Prozessor p parti-
tioniert ist, relevant. Das entspricht der Summe aller Boxen, die auf den Prozessor p evaluiert
werden mu¨ssen.
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Die na¨chste Gleichung beschreibt die Zeit t po .
t po = v
p
n ∑
e2Ap
µc(e)dp(e) (3.10)
wobei p 2 P und fu¨r
Ap =
n
(CO;CI)


(CO;CI) 2 EC ^9co;ci
 
fcog=CO^ ci 2CI ^Π(co) = p^Π(ci) 6= p

o
dp
 
e

= dp
 
(CO;CI)

=




n
p0 6= p 2 P

e 2 EC ^9coci
 
fcog=CO^ ci 2CI
^Π(co) = p^Π(ci) = p0

o




gilt. Fu¨r die Zeit t po wird hier die Summe aus den Produkten der Gewichte der Kommuni-
kationshyperkanten, deren Quell-Cone auf dem Prozessor p und mindestens ein Ziel-Cone
auf einen anderen Prozessor partitioniert ist, und der Anzahl der Prozessoren, auf denen ein
Ziel-Cone dieser Kommunikationshyperkanten verteilt ist, gebildet.
Die Zeit t pi ergibt sich aus:
t pi = v
p
n ∑
e2Ep
µc(e) (3.11)
wobei p 2 P und fu¨r
Ep =
n
(CO;CI)


(CO;CI) 2 EC ^9co;ci
 
fcog=CO^ ci 2CI ^Π(co) 6= p^Π(ci) = p

o
gilt. Fu¨r die Berechnung von t pi wird nur die Gewichtssumme der Kommunikationshyperkan-
ten, deren Quell-Cone auf einen anderen Prozessor als p und mindestens ein Ziel-Cone auf
den Prozessor p partitioniert ist, ermittelt.
Zur Beschreibung der Netzwerkarchitektur fu¨r die bevorzugte Simulationsumgebung einer
IBM SP 2 wurde experimentell folgender linearer Ansatz bei einer kollektiven Interprozes-
sorkommunikation bestimmt:
(vbn np+ vcn)m . (3.12)
Dabei sind vbn und vcn weitere Parameter und m die Gro¨sse der zu u¨bertragenden Nachricht in
Bits. Die Zeit fu¨r die Interprozessorkommunikation berechnet sich dann wie folgt:
tcom = (vbn  jPj+ vcn) maxp1!p2
( ∑
e2Xp1!p2
µc(e)) (3.13)
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wobei p1; p2 2 P, p1 6= p2 und fu¨r
Xp1!p2 =
n
(CO;CI)


(CO;CI) 2 EC ^9co;ci
 
fcog=CO^ ci 2CI
^Π(co) = p1^Π(ci) = p2

o
gilt. Dabei ist das Maximum der Anzahl der Netze, deren Werte zwischen zwei Prozessoren
ausgetauscht werden mu¨ssen, fu¨r den Kommunikationsaufwand entscheidend.
Beispiel Die Berechnung der erwarteten parallelen Simulationszeit soll am Beispiel SIM-
PLE (siehe Abbildungen 3.2 und 3.3 sowie Tabelle 3.1) verdeutlicht werden. Zur Berechnung
werden dazu noch die Parameter beno¨tigt, die die Simulationsumgebung beschreiben. In Ta-
belle 3.2 werden Werte fu¨r diese Parameter angegeben, die jedoch keiner realen Simulations-
umgebung entsprechen.
SIMPLE
vb vn vcn vbn
10 ns 20 ns 3 ns 3 ns
Tabelle 3.2.: Parameter fu¨r das Modell SIMPLE
Weiterhin sei eine Bipartitionierung Π : fL1;L2;O1g ! f1;2g gegeben, so daß die Cones L1
und O1 auf den Block 1 partitioniert sind und der Cone L2 auf den Block 2. Dann ergibt sich
die erwartete parallele Simulationszeit wie folgt:
t1b = 10 ns

µo
 
fL1g

+µo
 
fL1;L2;O1g

+µo
 
fL2;O1g

+µo
 
fO1g


= 10 ns (3+2+1+1)
= 70 ns
t2b = 10 ns

µo
 
fL2g

+µo
 
fL1;L2;O1g

+µo
 
fL2;O1g


= 10 ns (2+2+1)
= 50 ns
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t1o = 20 ns

µc
 
(fL1g;fL2;O1g)

d1
 
(fL1g;fL2;O1g)


= 20 ns (11)
= 20 ns
t2o = 20 ns

µc
 
(fL2g;fL1;O1g)

d2
 
(fL2g;fL1;O1g)

+
µc
 
(fL2g;fO1g)

d2
 
(fL2g;fO1g)


= 20 ns (11+11)
= 40 ns
t1i = 20 ns

µc
 
(fL2g;fL1;O1g)

+µc
 
(fL2g;fO1g)


= 20 ns (1+1)
= 40 ns
t2i = 20 ns

µc
 
(fL1g;fL2;O1g)


= 20 ns (1)
= 20 ns
Vom Block 1 nach Block 2 muß ein Netzwert u¨bertragen werden, von Block 2 nach Block 1
zwei.
tcom = (3 ns +23 ns )maxf1;2g
= 9 ns 2 = 18 ns
tpar = maxf(70 ns +20 ns +40 ns );(50 ns +40 ns +20 ns )g+18 ns
= maxf130 ns ;110 ns g+18 ns
= 130 ns +18 ns = 148 ns
Die erwartete parallele Simulationszeit fu¨r einen Zyklus betra¨gt also 148 ns.
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Zur Lo¨sung von Partitionierungsproblemen u¨ber Graphen und Hypergraphen gibt es eine Rei-
he mo¨glicher Verfahren. Im Folgenden sollen einige Lo¨sungsansa¨tze fu¨r das PLSIM und das
Min-Cut Problem na¨her beschrieben werden. Die beiden Hauptkriterien, nach denen ein Parti-
tionierungsverfahren beurteilt werden kann, sind die Qualita¨t der Partitionen und die beno¨tigte
Zeit zum Partitionieren.
Die hier vorgestellten Partitionierungsverfahren kann man in direkte Partitionierungsverfahren
und Optimierungsverfahren unterteilen. Mit den direkten Partitionierungsverfahren ko¨nnen
aus den Informationen des zu partitionierenden Graphen bzw. Hypergraphen initiale Parti-
tionen erzeugt werden. Die Optimierungsverfahren dagegen verbessern schon erzeugte Parti-
tionen.
4.1. Direkte Partitionierungsverfahren
4.1.1. Node-Numbering Partitionierung
Es gibt sehr einfache Partitionierungsalgorithmen, die auf der Information der Knotennum-
merierung des zu partitionierenden Hypergraphen G(V;E) basieren.
Die Lineare Partitionierung in k Teilmengen zerlegt die Knotenordnung (vi) in k gleich große
Teile.
Π(vi) = b
i k
jV j
c mit vi 2V und 0 < i  jV j (4.1)
Die Verfahren STEP, CHAIN und LINE [8] sind Partitionierungsalgorithmen fu¨r das PLSIM
Problem und Varianten der Linearen Partitionierung. Die erreichten Partitionierungsergeb-
nisse sind bei der Einfachheit des Algorithmus erstaunlicherweise relativ gut. Das la¨ßt sich
nur dadurch erkla¨ren, daß bei der aus der DA-DB u¨bernommenen Nummerierung der Cones,
die Cones, die sich stark u¨berlappen und auch bei der Kommunikation stark voneinander
abha¨ngen, in dieser Ordnung nahe beieinanderliegen. Die Partitionierungszeit ist bei den Node-
Numbering Partitionierungsverfahren sehr gering.
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4.1.2. Analytische Partitionierungsverfahren
Analytische Partitionierungsverfahren [17, 9] werden zur Lo¨sung des Min-Cut Problems be-
nutzt.
Bei diesen Algorithmen sind Kenntnisse aus der analytischen Geometrie eingeflossen. Sie be-
trachten Graphen, d.h. man muß Hypergraphen in Graphen u¨berfu¨hren. Das ist immer mit
einem Informationsverlust verbunden. Diese Graphen werden dann in einen geometrischen
Raum eingebettet. Die Knoten, die untereinander stark verbunden sind, liegen in diesem Raum
im Allgemeinen nahe beieinander. Nun werden Partitionen entweder direkt aus den geometri-
schen Informationen gebildet, oder es wird erst eine Knotenordnung erstellt, die dann in die
einzelnen Teilmengen zerlegt wird.
Fu¨r das PLSIM Problem wurden die analytischen Verfahren erfolgreich angepaßt [9]. Dabei
werden der ¨Uberlappungs- und Kommunikationshypergraph in Graphen u¨berfu¨hrt. Die geo-
metrische Einbettung kann mit dem ¨Uberlappungsgraph, Kommunikationsgraph oder einem
neuen Graph, der durch die Verschmelzung des ¨Uberlappungs- und Kommunikationsgraphen
entsteht, erfolgen. Die Partitionen, die mit den analytischen Verfahren erzeugt werden, sind
im Vergleich zu anderen direkten Partitionierungsalgorithmen relativ gut. Ein großer Nachteil
ist aber die zu hohe Zeit, die fu¨r das Partitionieren beno¨tigt wird.
4.1.3. Mueller-Thuns
MUELLER-THUNS entwickelte einen Algorithmus fu¨r die Fehlersimulation von VLSI-Sys-
temen [23]. Der Algorithmus partitioniert ein Schaltungsmodell auf Basis von Cones. Dabei
wird ausgehend von einem Cone-Kopf durch Tiefensuche im Schaltungsmodell zu weiteren
Cones traversiert. Die entstehenden Cone-Ketten werden anschließend durch Zerlegen auf die
einzelnen Blo¨cke verteilt. Das Ziel des Mueller-Thuns Algorithmus ist, die Kommunikation
zu minimieren.
Man kann diesen Algorithmus auch fu¨r das PLSIM Problem einsetzen [8]. Die no¨tige Par-
titionierungszeit ist dabei auch bei gro¨ßeren Modellen sehr klein. Allerdings zeigen die Par-
titionierungsergebnisse eine stark ungleichma¨ßige Verteilung bei den Simulationszeiten der
Blo¨cke.
4.1.4. n-BCC
Der n-BCC (Backward Cone Concentration) Algorithmus ist ein speziell fu¨r das PLSIM Pro-
blem entwickeltes Verfahren [1]. Dabei werden iterativ n sich u¨berlappende Cones zusammen-
gefaßt und auf den Block mit der geringsten Blocklast partitioniert. Beim n-BCC Algorithmus
soll eine mo¨glichst gleichma¨ßige Verteilung der Blocklasten bei einer geringen Replikation
erreicht werden.
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Bei den erzeugten Partitionen unterscheiden sich die Kommunikationslasten auf den einzel-
nen Blo¨cken stark. Das liegt daran, daß beim Entwickeln dieses Algorithmus der Einfluß der
Kommunikation bei der parallelen Simulation aufgrund fehlender Erfahrungen unterscha¨tzt
wurde. Weiterhin ist die Zeit fu¨r das Partitionieren bei gro¨ßeren Modellen relativ lang.
4.1.5. MOCC
Auch der MOCC (Minimum Overlap Cone Cluster) Algorithmus wurde fu¨r das PLSIM Pro-
blem entwickelt [1]. Zuerst erfolgt nach einer zu wa¨hlenden Strategie eine initiale Verteilung
eines Cones auf jeden Block. Danach werden iterativ mit Hilfe des ¨Uberlappungshypergra-
phen diejenigen noch nicht verteilten Cones bestimmt, die sich am sta¨rksten mit den Cones
u¨berlappen, die auf den Block mit der geringsten Blocklast verteilt sind. Diese noch nicht
verteilten Cones werden dann auf den Block mit der geringsten Blocklast partitioniert. Der
Algorithmus endet, wenn alle Cones verteilt wurden. Auch hier ist das Ziel einer mo¨glichst
gleichma¨ßigen Verteilung der Blocklast bei einer geringen Replikation.
Im Gegensatz zum n-BCC Algorithmus werden Partitionen erzeugt, bei denen sich die Kom-
munikationslasten der einzelnen Blo¨cke nicht stark unterscheiden. Außerdem beno¨tigt der
MOCC Algorithmus deutlich weniger Zeit fu¨r eine Partitionierung.
Um auch die Kommunikation bei der Partitionierung zu betrachten, existieren zwei weitere
Varianten des MOCC Algorithmus, bei denen die iterative Verteilung der Cones mit Hilfe des
Kommunikationshypergraphen bzw. eines neuen Hypergraphen erfolgt. Dieser neue Hyper-
graph entsteht durch eine Verschmelzung des ¨Uberlappungs- und Kommunikationshypergra-
phen. Mit diesen neuen Varianten lassen sich gute Partitionierungsergebnisse erzielen.
4.1.6. SLUCC
Mit dem SLUCC (Source Latch Unifier Cone Clustering) Algorithmus existiert ein weite-
res direktes Partitionierungsverfahren fu¨r das PLSIM Problem [8]. Bei diesem Algorithmus
wurde der Cone-Begriff erweitert, indem zusa¨tzlich fu¨r jeden Cone die Quell-Cones betrach-
tet werden. Nach einer initialen Verteilung eines Cones auf jeden Block wird abwechselnd
auf jedem Block der noch nicht verteilte Cone zugeteilt, bei dem die ¨Ubereinstimmung mit
den erweiterten Cones des Blockes am gro¨ßten ist. Der Algorithmus endet, wenn alle Cones
verteilt worden sind.
Die Partitionierungsergebnisse sind a¨hnlich gut wie beim MOCC Algorithmus. Allerdings
beno¨tigt der SLUCC Algorithmus deutlich mehr Zeit zum Partitionieren.
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4.2. Optimierungsverfahren
Die in Kapitel 3.3 beschriebenen Partitionierungsprobleme fu¨r Graphen bzw. Hypergraphen
ko¨nnen auch als Optimierungsprobleme beschrieben werden. Dabei wird ein Optimum einer
Funktion mehrerer Variablen unter Einhaltung gewisser Nebenbedingungen gesucht. Das Min-
Cut Problem (siehe Kapitel 3.3.1) kann so dargestellt werden, daß als Funktion die Anzahl der
geschnittenen Hyperkanten minimiert wird. Als Nebenbedingung muß gelten, daß die Gro¨ße
jedes Blockes in einem festgelegten Bereich (Balance) liegt.
Es gibt eine Reihe a¨hnlicher Optimierungsprobleme wie z.B. Schedulingprobleme (Travelling
Salesman Problem) oder Rucksackprobleme. Um solche Aufgaben zu lo¨sen, kann man die
unterschiedlichsten Optimierungsverfahren benutzen. Da die Probleme meist NP-vollsta¨ndig
sind, liefern die Algorithmen meist nur eine suboptimale Lo¨sung.
4.2.1. Lokale Suchverfahren
Optimierungsprobleme u¨ber Funktionen kann man als Suche in einem mehrdimensionalen
Raum (Suchraum) beschreiben. Dabei entspricht ein Punkt in diesem Raum einer bestimmten
Lo¨sung des Problems, welche durch ihre Parameter und einen Funktionswert, der optimiert
werden soll, beschrieben wird (siehe Abbildung 4.1). Beim Min-Cut Problem z.B. wa¨ren
Abbildung 4.1.: Suchraum
die Lo¨sungen die Partitionen, die Parameter die Knotenaufteilung dieser Partition und der
Funktionswert, der zu optimieren ist, die Cut-Size dieser Partition. Die lokalen Suchverfah-
ren
”
bewegen“ sich sukzessive in diesem Raum ausgehend von einer Ausgangslo¨sung zu so-
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genannten Nachbarschaftslo¨sungen. Die Nachbarschaftslo¨sungen entstehen durch definierte,
aber geringfu¨gige ¨Anderungen an den Parametern der Ausgangslo¨sung. Man bezeichnet die-
se ¨Anderungen als lokal, da Ausgangslo¨sung und Nachbarschaftslo¨sung im Suchraum nahe
beieinander liegen. Die Bewegung zu einer Nachbarschaftslo¨sung nennt man einen Zug. Glo-
bale Vera¨nderungen fu¨hren zu Lo¨sungen, die durch mehrere Zu¨ge (Weg) beschrieben werden
ko¨nnen.
Durch die Begrenzung der mo¨glichen Zu¨ge im Suchraum entstehen lokale Optima bezu¨glich
der definierten Nachbarschaft. Diese lokalen Optima haben eine große Bedeutung bei den
lokalen Suchverfahren, da das Ziel dieser Algorithmen ist, mehrere dieser lokalen Optima
in mo¨glichst kurzer Zeit zu finden. Man hofft, daß eines der gefundenen lokalen Optima
mo¨glichst nahe an das globale Optimum heranreicht. Die lokalen Suchverfahren liefern bes-
sere Resultate, wenn weniger lokale Optima existieren. Um das zu erreichen, kann man die
Nachbarschaft vergro¨ßern, d.h. man erlaubt gro¨ßere Vera¨nderungen an den Parametern bei
einem Zug. Der Nachteil ist aber, daß die Anzahl der mo¨glichen Zu¨ge und somit die Komple-
xita¨t bei der Auswahl des na¨chsten Zuges wa¨chst. Es gibt zwei unterschiedliche Strategien fu¨r
die Auswahl einer Nachbarschaftslo¨sung:
1. Deterministische Auswahl
Hier wird die beste Nachbarschaftslo¨sung deterministisch ausgewa¨hlt. Wenn eine Lo¨sung ei-
nem lokalen Optimum entspricht, existieren keine besseren Nachbarschaftslo¨sungen. Deshalb
wird dann als Nachbarschaftslo¨sung die beste Verschlechterung gewa¨hlt, um nicht in diesem
lokalen Optimum die Suche abbrechen zu mu¨ssen. Bei der deterministischen Auswahl der
besten Nachbarschaftslo¨sung kann es allerdings passieren, daß man wa¨hrend der Suche zu
schon betrachteten Lo¨sungen zuru¨ckkehrt, und sich danach in einer Endlos-Schleife bewegt.
In Abbildung 4.2 wird so eine Endlos-Schleife dargestellt. Dort wird ausgehend von der An-
Abbildung 4.2.: Bewegung in einer Endlos-Schleife
fangslo¨sung durch die Wahl der besten Nachbarschaftslo¨sung ein lokales Optimum erreicht.
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Damit man dieses lokale Optimum verlassen kann, wird danach die beste Verschlechterung
gewa¨hlt. Dadurch kehrt man allerdings wieder zu der Ausgangslo¨sung zuru¨ck. Da danach die
gleichen Zu¨ge wie am Anfang der Suche ausgefu¨hrt werden, gelangt man in eine Endlos-
Schleife. Die Algorithmen mu¨ssen also versuchen, diese Endlos-Schleifen zu vermeiden.
Als na¨chstes werden die bekanntesten lokalen Suchverfahren mit deterministischer Auswahl
der Folgelo¨sung vorgestellt.
Greedy Search Der Algorithmus gelangt schnell zu einem lokalen Optimum, indem er
iterativ immer die beste Nachbarschaftslo¨sung wa¨hlt. Da keine Verschlechterungen bei einem
Zug erlaubt sind, stoppt der Algorithmus aber bei diesem lokalen Optimum. Bei Partitionie-
rungsproblemen gibt es meist sehr viele, weniger gute lokale Optima, so daß dieses Verfahren
fu¨r diese Probleme ungeeignet ist.
Tabu Search Tabu Search wurde von GLOVER entwickelt und ist ein sehr weit verbreitetes
allgemeines Optimierungsverfahren. Eine kurze Beschreibung von Tabu Search findet man in
[27]. Auch bei diesem Algorithmus wa¨hlt man iterativ die beste Nachbarschaftslo¨sung aus.
Um zu verhindern, daß man sich in einer Endlos-Schleife bewegt, sperrt man die schon be-
trachteten Lo¨sungen fu¨r eine sogenannte Tabu Dauer. Mit sehr einfachen Mitteln kann man
das damit erreichen, indem man den inversen Zug verbietet, den man gerade ausgefu¨hrt hat.
Also z.B. fu¨r ein Partitionierungsproblem wird Knoten v von der Teilmenge A nach B ver-
schoben, dann verbietet man fu¨r eine gewisse Dauer eine Verschiebung von v von B nach
A. Allerdings kann es gu¨nstig sein, solche verbotenen Zu¨ge doch auszufu¨hren, wenn sie z.B.
zu einer Lo¨sung fu¨hren, die besser als die bisher gefundene ist. Die Funktion, die u¨ber diese
verbotenen Bewegungen entscheidet, nennt man Aspiration Function.
Die Ergebnisse vom Tabu Search ha¨ngen nicht unwesentlich von der festgelegten Tabu Dauer
ab. Wa¨hlt man sie zu klein, dann kann es passieren, daß der Algorithmus in einer Endlos-
Schleife stecken bleibt. Ist sie jedoch zu groß, schra¨nkt man den Suchraum zu sehr ein, und
bestimmte Lo¨sungen ko¨nnen dann nicht betrachtet werden. Man versucht oftmals den Algo-
rithmus mit verschiedenen Tabu-Dauern zu starten. Oder man la¨ßt stochastische Schwankun-
gen bei der Tabu Dauer zu.
In Kapitel 6.4 wird eine Adaption von Tabu Search fu¨r das PLSIM Problem untersucht.
Iterative Improvement Algorithms Obwohl diese Gruppe von Algorithmen in ihrem
Grundprinzip allgemeine Optimierungsverfahren sind, werden sie bevorzugt zur Lo¨sung des
Min-Cut Problems benutzt, da sie dort besonders effektiv arbeiten. Die Hauptvertreter die-
ser Gruppe sind die Verfahren von KERNIGHAN & LIN, FIDUCCIA & MATTHEYSES und
SANCHIS. In Kapitel 5 werden diese Algorithmen na¨her vorgestellt. Eine Adaption dieser
Verfahren auf das PLSIM Problem erfolgt dann im Kapitel 6.
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2. Stochastische Auswahl
Es wird zufa¨llig die Nachbarschaftslo¨sung ausgewa¨hlt und durch bestimmte Regeln entweder
akzeptiert oder nicht. Der Algorithmus la¨uft solange, bis keine akzeptablen Nachbarschafts-
lo¨sungen gefunden werden. Die nun aufgefu¨hrten Algorithmen unterscheiden sich gerade bei
diesen Regeln.
Random Walk Dieser Algorithmus wa¨hlt zufa¨llig eine Nachbarschaftslo¨sung aus und ak-
zeptiert diese, wenn sie nicht schlechter ist. Dadurch wird meistens sehr schnell ein lokales
Optimum ereicht, in dem der Algorithmus stoppt.
Simulated Annealing Dieser Algorithmus akzeptiert natu¨rlich ebenfalls bessere Folge-
lo¨sungen. Außerdem werden mit einer gewissen Wahrscheinlichkeit auch schlechtere Fol-
gelo¨sungen zugelassen. Der Wert dieser Wahrscheinlichkeit ist umso geringer, je schlechter
die Folgelo¨sung ist. Im Laufe des Algorithmus vermindern sich diese Wahrscheinlichkeiten,
so daß am Ende fast keine Verschlechterungen mehr mo¨glich sind.
Sintflut Algorithmus Es du¨rfen alle Bewegungen ausgefu¨hrt werden, ohne dabei einen
gewissen Wert der Bewertungsfunktion zu unterschreiten. Dieser Wert symbolisiert einen
Wasserstand, der allma¨hlich im Laufe des Algorithmus erho¨ht wird. Um nicht zu
”
ertrinken“,
werden dann nur Bewegungen ausgefu¨hrt, die zu
”
ho¨heren“ Werten fu¨hren. Der Algorithmus
endet, wenn der Wasserstand den Wert der aktuellen Lo¨sung erreicht.
Threshold-Accepting Algorithmus Bei diesem Algorithmus werden alle Folgelo¨sun-
gen akzeptiert, die entweder besser oder bis zu einer bestimmten Schwelle (threshold) schlech-
ter als die aktuelle Lo¨sung sind. Diese Schwelle wird im Laufe des Verfahrens immer weiter
verringert, so daß zum Schluß keine Verschlechterungen mehr vorkommen.
In [26] werden verschiedene dieser Strategien kombiniert, um die Schwa¨chen der einzelnen
Algorithmen zu beseitigen.
4.2.2. Genetische Algorithmen
Inspiriert durch die Natur, die durch Evolution im Laufe der Zeit immer bessere, an die Umge-
bung angepaßte (optimierte) Lebewesen hervorbrachte, versucht man, solch einen Evolutions-
prozeß in einem Computer nachzubilden. Im Gegensatz zu den lokalen Suchverfahren wird
dabei eine Menge von Lo¨sungen betrachtet. Diese Menge von Lo¨sungen, die auch Popula-
tion genannt wird, bildet durch genetische Operationen wie z.B. Mutation und Crossing-Over
Nachkommen, die anschließend mit der Optimierungsfunktion bewertet werden. Durch eine
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Selektion, die die besten Lo¨sungen auswa¨hlt, wird eine neue Population gebildet. Es gibt eine
Reihe von Strategien, wie man diese ku¨nstliche Evolution genau durchfu¨hrt.
In [2, 5] wird der erfolgreiche Einsatz der genetischen Algorithmen fu¨r das PLSIM Problem
gezeigt.
Besonders bemerkenswert bei den genetischen Algorithmen ist ihre relativ einfache Paralle-
lisierbarkeit. Dabei entwickeln sich zuna¨chst mehrere Populationen voneinander unabha¨ngig.
Mit verschiedenen Strategien tauschen diese Populationen nach einer gewissen Zeit ihre Lo¨-
sungen aus. Durch die Parallelisierung der genetischen Algorithmen kann man neben dem
Zeitgewinn bessere Ergebnisse erhalten. In [10] erfolgte eine Parallelisierung der genetischen
Algorithmen fu¨r das PLSIM Problem.
Eine andere sehr vielversprechende Strategie ist eine Kombination der genetischen Algorith-
men mit anderen Optimierungsverfahren.
4.2.3. Agentenkolonien
Einige Lebensformen (z.B. Ameisen) zeigen trotz der einfachen Fa¨higkeiten eines Einzelindi-
viduums in der Gemeinschaft ein komplexes und intelligentes Verhalten bei den unterschied-
lichsten Aufgaben (z.B. Futtersuche).
Man versucht nun solche natu¨rlichen Prozesse mit sogenannten Agentenkolonien nachzubil-
den und auch fu¨r andere Optimierungsprobleme einzusetzen. Jeder Agent einer solchen Kolo-
nie bewegt sich nach einfachen lokalen Regeln im Suchraum und hinterla¨ßt dabei
”
Spuren“,
mit Hilfe deren die Agenten untereinander in sehr einfacher Weise kommunizieren, denn auf
diese Spuren ko¨nnen andere Agenten reagieren. Obwohl jeder Agent keine Kenntnis u¨ber die
Eigenschaften und das Verhalten des Gesamtsystems besitzt, kann ein komplexes Verhalten
des Gesamtsystems durch Selbstorganisationseffekte entstehen.
In [25] wurden solche Agentenkolonien erfolgreich zur Lo¨sung des Travelling Salesman Pro-
blems angewendet.
4.3. Hierarchische Partitionierungsstrategie
Reale Schaltungsmodelle ko¨nnen bis zu 105 Cones besitzen. Diese große Coneanzahl sinnvoll
zu verteilen ist praktisch nicht mo¨glich. Deshalb wird in [1] ein mehrstufiger hierarchischer
Partitionierungsansatz bei der Partitionierung fu¨r PLSIM vorgeschlagen. Ein weiterer Grund
fu¨r eine hierarchische Partitionierung ist der enorme Zeitaufwand zur Ableitung der Hyper-
graphen aus dem Modell auf Basis der Cones, der mehrere Stunden dauern kann [11]. Ein
hierarchischer Ansatz bei Partitionierungsproblemen ist nicht neu, so erfolgt z.B. bei der Parti-
tionierungsbibliothek METIS [19] auch ein hierarchisches Vorgehen bei sehr großen Graphen
oder Hypergraphen.
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In der Praxis wird die Partitionierung in zwei Stufen durchgefu¨hrt (siehe Abbildung 4.3). In
Abbildung 4.3.: zweistufige hierarchische Partitionierungsstrategie
der ersten Stufe erfolgt die sogenannte Vorpartitionierung. Dort werden die Cones in eine
Menge von Super-Cones partitioniert. Das Ziel ist hier, mo¨glichst schnell zu partitionieren. In
dieser Stufe kommen die direkten Verfahren STEP, CHAIN, LINE und eine abgea¨nderte Va-
riante des Mueller-Thuns zum Einsatz (siehe Kapitel 4.1). Auf Basis der Super-Cones ko¨nnen
dann der ¨Uberlappungs- und Kommunikationshypergraph aus dem Modell abgeleitet werden.
Die Super-Cones werden in der zweiten Stufe auf die Blo¨cke (Prozessoren) verteilt. Es wer-
den in dieser Stufe aufwendigere direkte Verfahren eingesetzt, wie der MOCC-Algorithmus
und der SLUCC-Algorithmus. Die Partitionen dieser Verfahren ko¨nnen durch Optimierungs-
verfahren wie genetische Algorithmen und auch die in dieser Arbeit betrachteten iterativen
Verfahren anschließend verbessert werden.
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Als na¨chstes sollen spezielle Algorithmen, die sogenannten Iterative Improvement Algorithms,
vorgestellt werden, die das Min-Cut Problem fu¨r Hypergraphen lo¨sen. Dabei kann man ei-
gentlich nicht von mehreren Algorithmen reden, sondern vielmehr von einem Algorithmus,
bei dem sukzessive die Schwachstellen beseitigt worden sind.
Diese Algorithmen geho¨ren zu den lokalen Suchverfahren (siehe Kapitel 4.2.1), die eine Par-
tition, die zufa¨llig oder durch ein direktes Partitionierungsverfahren erzeugt wurde, iterativ
durch lokale Vera¨nderungen verbessert.
Wie in Kapitel 3.3.1 schon erla¨utert wurde, tritt das Min-Cut Problem beim Layout von VLSI-
Schaltkreisen auf. Darum sind die Iterative Improvement Algorithms sehr popula¨r beim VLSI-
Design.
Die hier vorgestellten Algorithmen sind in fast allen Programmbibliotheken fu¨r Hyper- bzw.
Graphpartitionierungen implementiert (z.B. METIS, Chaco [20]).
Als Partitionierungsalgorithmen fu¨r die parallele Logiksimulation sind sie ebenso kein neuer
Ansatz. MANJIKIAN [22] betrachtete - allerdings fu¨r ein asynchronen parallelen Logiksimu-
lator - je nach Anzahl der einzusetzenden Prozessoren zwei Verfahren. Das erste bei kleinerer
Blockanzahl soll die Mehrfachevaluierung bei relativer Gleichverteilung der Blocklasten ver-
ringern. Hierfu¨r wurden die iterativen Algorithmen eingesetzt. Das zweite, ein analytisches
Verfahren bei gro¨ßerer Blockanzahl soll die Kommunikation reduzieren.
5.1. Kernighan-Lin
Am Anfang der 70er Jahre stellten KERNIGHAN und LIN [12] einen Algorithmus vor, der
Graph-Bisectionen mit kleiner Cut-Size (siehe Kapitel 3.3.1 Gleichung 3.1) findet. Der Aus-
gangspunkt fu¨r den Algorithmus ist eine Bisection, diese kann zufa¨llig bestimmt werden.
Die Grundidee basiert auf dem mehrmaligen Austausch zweier Knotenmengen aus den zwei
Blo¨cken, um die Cut-Size der Bisection zu verringern und gleichzeitig nicht die Knotenanzahl
in den Blo¨cken zu a¨ndern. Dazu wird der Algorithmus in sogenannte Passes zerlegt. Wa¨hrend
eines Passes werden iterativ zwei Knoten - aus jeder der zwei Teilmengen einer - mit dem
gro¨ßten Gewinn (gain), d.h. die gro¨ßte Abnahme bzw., wenn keine Abnahme mo¨glich ist, die
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kleinste Zunahme der Cut-Size, ausgewa¨hlt und vertauscht. Danach werden diese beiden Kno-
ten fu¨r den Rest des Passes gesperrt, d.h. sie du¨rfen nicht mehr vertauscht werden. Mit dem
Sperren der Knoten nach dem Vertauschen vermeidet man mo¨gliche Endlos-Schleifen (siehe
Kapitel 4.2.1). Der Pass endet, nachdem alle Knoten vertauscht worden sind. Es wird die Parti-
tion fu¨r einen neuen Pass benutzt, bei der die Cut-Size wa¨hrend des Passes am geringsten war.
Wenn die Cut-Size dieser neuen Partition kleiner als die der Ausgangspartition vor dem Pass
ist, so wird ein neuer Pass durchgefu¨hrt, ansonsten bricht der Algorithmus ab. In der Praxis
mu¨ssen nur wenige Passes (bis zu 10) bis zum Abbruch des Algorithmus berechnet werden.
Eine Mo¨glichkeit der Berechnung der Knoten mit dem gro¨ßten Gewinn wa¨re, die Cut-Size
durch entsprechende Summation der Gewichte der geschnittenen Hyperkanten bei allen mo¨gli-
chen Zu¨gen zu berechnen. Es gibt aber eine einfachere Methode, die nur die ¨Anderung der
Cut-Size beim Vertauschen zweier Knoten bestimmt. Dazu beno¨tigt man einen diff-Wert, der
die Differenz von sogenannten externen und internen Kosten darstellt. Seien A,B die zwei
Blo¨cke der Bisection und zwei Knoten a2 A und b2 B gegeben. Weiterhin sei der ungerichte-
te Graph G(V = A[B;E) mit einer jV j jV j-Adjazenzmatrix C (cii = 0 und ci j = c ji), wobei
die Elemente der Matrix die Kantengewichte sind, beschrieben. Der diff-Wert wird nun wie
folgt definiert:
diff(a) = Ea  Ia (5.1)
mit Ea = ∑
y2B
cay und Ia = ∑
x2A
cax:
Die externen Kosten Ea vom Knoten a ist die Gewichtssumme der geschnittenen Kanten von a,
d.h. die Kanten, zu denen Knoten neben dem Knoten a geho¨ren, die in der anderen Teilmenge
B partitioniert sind. Die internen Kosten Ia ist die Gewichtssumme der nicht geschnittenen
Kanten. Dieser diff-Wert gibt an, um welchen Wert sich die Cut-Size verringert, wenn man
den Knoten auf den anderen Block verschiebt.
Der Gewinn beim Vertauschen zweier Knoten wird nun mit Hilfe dieser diff-Werte berechnet:
gain(a;b) = diff(a)+diff(b) 2cab: (5.2)
Dabei ist 2cab ein Korrekturwert, da eine mo¨gliche Verbindung der zwei Knoten untereinan-
der unvera¨ndert geschnitten bleibt. D.h. der Gewinn beim Vertauschen des Knotenpaares ist
die Summe der ¨Anderungen der Cut-Size beider Knoten unter Beru¨cksichtigung einer mo¨gli-
chen geschnittenen Verbindung zwischen diesen Knoten. Ein positiver Gewinn bedeutet eine
Abnahme, ein negativer eine Zunahme der Cut-Size.
Eine kurze Darstellung des Kernighan-Lin Algorithmus erfolgt in der Abbildung 5.1.
Wie in der Darstellung des Algorithmus schon angedeutet, ist es nicht notwendig, nach jedem
Vertauschen alle diff-Werte neu zu berechnen. Vielmehr reicht es aus, nur die diff-Werte der
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DO
berechne die diff-Werte fu¨r jeden Knoten;
FOR jV j2 mal
wa¨hle zwei noch nicht gesperrte Knoten a2A und b2B mit gain(a,b) maximal;
vertausche a und b logisch und sperre beide Knoten;
aktualisiere die diff-Werte aller Nachbarn von a und b;
fu¨hre alle Vertauschungen, die zur kleinsten Cut-Size beitragen, physisch durch;
entsperre alle Knoten;
WHILE Verbesserung der Cut-Size erfolgt
Abbildung 5.1.: Kernighan-Lin Algorithmus
Knoten neu zu berechnen, die unmittelbare Nachbarn der beiden Knoten sind. Denn der diff-
Wert ist ja die Differenz aus externen und internen Kosten. Diese summieren Gewichte von
Kanten, zu denen der Knoten geho¨rt. Daraus folgt aber, daß nur die unmittelbaren Nachbarn
Einfluß auf den diff-Wert haben. Und somit mu¨ssen nur die diff-Werte der Knoten aktualisiert
werden, die die vertauschten Knoten als Nachbarn haben.
In der Abbildung 5.2 wird ein Pass des Kernighan-Lin Algorithmus an einem Beispiel darge-
stellt. Der Graph, der partitioniert wird, besteht aus acht Knoten. In der Abbildung zerlegt die
gestrichelte Linie den Graphen in die zwei Teilmengen. Der diff-Wert eines Knotens, wenn
dieser noch nicht vertauscht wurde, wird rechts oberhalb dieses Knotens angezeigt. Außer-
dem sind die zwei Knoten, die vertauscht werden sollen, eingerahmt. Der Pass endet nach vier
Vertauschungen, und man erha¨lt die gleiche Bisection wie am Anfang des Passes. Die beste
Bisection und damit das Ergebnis des Passes wird nach zwei Vertauschungen erreicht.
Die Hauptschwachstellen dieses Algorithmus sind laut [16]:
1. Der Algorithmus setzt ein gleiches Knotengewicht fu¨r den zu partitionierenden Graphen
voraus. Man kann zwar einen Knoten mit einem bestimmten Gewicht n durch n Knoten
mit dem Gewicht eins darstellen, diese Knoten werden dann untereinander durch Kanten
verbunden, die ein sehr hohes Gewicht haben, so daß diese Knoten nicht in verschiedene
Teilmengen partitioniert werden. Der Nachteil ist aber eine gro¨ßere Menge von Knoten
und damit eine ho¨here Problemkomplexita¨t.
2. Der Algorithmus liefert nur Bisectionen. KERNIGHAN und LIN schlagen bei ungleichen
Gro¨ßen der Teilmengen, in die partitioniert werden soll, eine entsprechende Verringe-
rung der Vertauschungen bei einem Pass vor. Bei variabler Gro¨ße der Teilmenge fu¨hren
sie sogenannte Dummy-Knoten ein, d.h. Knoten, die keine Verbindungen besitzen.
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Abbildung 5.2.: Beispiel eines Passes beim Kernighan-Lin Algorithmus
3. Er behandelt nur Graphen und keine Hypergraphen. Eine Umwandlung von Hypergra-
phen zu Graphen ist zwar mo¨glich, doch ist das durch den entstehenden Informations-
verlust nicht immer sinnvoll.
4. Durch die Betrachtung aller Knotenpaare hat die Bestimmung der beiden Knoten, die
vertauscht werden sollen, eine Zeitkomplexita¨t von O(jV j2). Insgesamt erha¨lt man die
zu hohe Zeitkomplexita¨t von O(jV j3) fu¨r einen Pass. Durch Sortieren der diff-Werte
kann man, vorausgesetzt, die Kanten des Graphes haben nur positive Gewichte, die Su-
che nach dem Knotenpaar mit dem gro¨ßten Gewinn beschleunigen. Die Zeitkomplexita¨t
sinkt dann auf O(jV j2 log(jV j)).
5. Es gibt keine
”
intelligente“ Tie-Break Strategie, d.h. ein Vorgehen, wenn zwei Knoten-
paare den gleichen Gewinn besitzen.
Um Partitionen zu erhalten, die eine Zerlegung in mehrere Teilmengen vornehmen, schlagen
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KERNIGHAN und LIN vor, einerseits hierarchisch zu partitionieren, d.h. ausgehend von einer
Bipartitionierung die beiden Teilmengen durch Anwendung des Kernighan-Lin Algorithmus
wieder in zwei Teilmengen zu zerlegen. Dieses Vorgehen wiederholt man solange, bis man
die gewu¨nschte Anzahl von Teilmengen (Blo¨cke), in die partitioniert werden soll, erreicht hat.
Die Anzahl dieser Blo¨cke muß deshalb eine Potenz von zwei sein. Ein Nachteil dabei ist, daß
eine schlechte Partitionierung am Anfang sich auf alle weiteren Partitionierungen auswirkt.
Andererseits kann man bei einer gegebenen k-fachen Partition sich zwei Teilmengen beliebig
aus den k Teilmengen auswa¨hlen und fu¨r diese zwei den Algorithmus anwenden. Wenn man
keine Verbesserungen in der Cut-Size bei zwei solchen Teilmengen findet, bricht man ab.
Diese Vorgehensweise ist aber ungeeignet fu¨r Hypergraphen, da sich dort Knoten, die zur
gleichen Hyperkante geho¨ren, in mehr als zwei Teilmengen befinden ko¨nnen. Eine direkte
Partitionierung in mehrere Blo¨cke ist deshalb besser (siehe Kapitel 5.4).
5.2. Fiduccia-Mattheyses
Ausgehend vom Kernighan-Lin Algorithmus nahmen FIDUCCIA und MATTHEYSES [13] ei-
nige ¨Anderungen vor, die z.T. die aufgezeigten Schwachstellen beseitigen. Auch dieser Algo-
rithmus lo¨st das Min-Cut Problem fu¨r zwei Blo¨cke. Der Algorithmus kann keine Bisectionen,
sondern nur Bipartitionen mit einer angegebenen Balance der Knotenverteilung (siehe Kapi-
tel 3.3.1 Gleichung 3.2) zwischen den zwei Blo¨cken behandeln. Diese Balance darf nicht zu
strikt sein, d.h. die Gro¨ße der Teilmengen muß in gewissen Grenzen variabel sein (in Glei-
chung 3.2: w > 0). Mit diesem Verfahren kann man Hypergraphen mit unterschiedlichen Kno-
tengewichten partitionieren. Ein wichtiger Unterschied ist, daß wa¨hrend des Passes statt dem
Vertauschen zweier Knoten nur ein Bewegen eines Knotens von einem Block zu dem ande-
ren erfolgt. Dabei darf dieser Knoten die geforderte Balance nicht verletzen. Oft wa¨hlt man
deshalb die Balance so, daß ein Verschieben eines Knotens aus einer der beiden Teilmengen
immer mo¨glich ist.
Der Gewinn beim Verschieben eines Knotens ist nun, wenn a 2 A nach B verschoben werden
soll und der ungerichtete Hypergraph G(V;E) mit den Bewertungsfunktionen µV : V ! N und
µE : E ! N gegeben ist:
gain(a) = Ea  Ia (5.3)
wobei
Ea = ∑
e2X
µE(e) mit X = feje 2 E ^fag= e\Ag
und
Ia = ∑
e2Y
µE(e) mit Y = feje 2 E ^a 2 e^ e\B = /0g
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ist. Damit entspricht der Gewinn dem beim Kernighan-Lin Algorithmus eingefu¨hrten diff-
Wert (siehe Kapitel 5.1 Gleichung 5.1) mit der Erweiterung fu¨r Hypergraphen. Auch hier
spricht man bei Ea von externen und bei Ia von internen Kosten des Knotens a.
Diese Gewinn-Werte kann man einmal nach ihrer Bewegungsrichtung aufteilen und dann nach
ihrem Wert sortieren. Damit kann fu¨r beide Bewegungsrichtungen sofort ermittelt werden,
welcher (bzw. welche) Knoten den gro¨ßten Gewinn hat. Um dies sinnvoll zu erreichen, be-
nutzt man das sogenannte Bucket Sorting (siehe Abbildung 5.3). Dabei gibt es ein Bucket-
Abbildung 5.3.: Bucket-Struktur
Array, daß alle mo¨glichen Gewinn-Werte aufnehmen kann. Die Voraussetzung dafu¨r ist, daß
die Gewinn-Werte ganzzahlig und beschra¨nkt sind. Dies liegt hier vor, weil die Kantenge-
wichte natu¨rliche Zahlen sind. Da der Hypergraph aus endlichen Mengen besteht, sind die
Gewinn-Werte beschra¨nkt. Fu¨r jede der beiden Bewegungsrichtungen existiert ein solches
Bucket-Array. Jeder Eintrag in einem Bucket-Array zeigt auf eine doppelt verkettete Liste
von den Knoten, die diesen Gewinn-Wert besitzen. Außerdem zeigt ein spezieller Zeiger auf
einen besetzten Eintrag mit dem gro¨ßten Wert (max gain). Da zu jedem Knoten ein weiterer
Zeiger existiert, der auf den entsprechenden Eintrag dieses Knotens in der Bucket-Struktur
verweist, ist ein schnelles ¨Andern der Bucket-Struktur mo¨glich. ¨Andert sich der Gewinn eines
Knotens, dann muß er aus der doppelt verketteten Liste, die von dem Eintrag im Bucket-Array
des alten Gewinn-Wertes gebildet wird, gelo¨scht werden. Danach wird der Knoten in die Liste,
die auf den neuen Gewinn-Wert zeigt, eingetragen. Dies kann nach verschiedenen Kriterien,
z.B. nach dem LIFO- oder FIFO-Prinzip, geschehen. Hat ein Knoten ein gro¨ßeren Gewinn
als der bisher gro¨ßte Eintrag im Bucket-Array, dann muß der Zeiger (max gain), der auf den
gro¨ßten Gewinn im Bucket-Array zeigt, nach dem Eintragen des Knotens aktualisiert wer-
den. Ist nach dem Lo¨schen eines Knotens aus dem Bucket-Array der Eintrag mit dem gro¨ßten
Gewinn-Wert leer, werden solange die Eintra¨ge des Bucket Arrays nach unten abgesucht, bis
ein Eintrag besetzt ist. Dieser Eintrag ist dann der mit dem gro¨ßten Gewinn. Laut FIDUCCIA
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und MATTHEYSES wird der Max Gain-Zeiger bei La¨ufen des Algorithmus in der Praxis nicht
oft aktualisiert.
Der Fiduccia-Mattheyses Algorithmus wird in der Abbildung 5.4 dargestellt.
DO
berechne die Gewinn-Werte fu¨r jeden Knoten;
trage jeden Gewinn-Wert in das entsprechende Bucket-Array ein;
FOR jV j mal
wa¨hle einen Knoten mit dem gro¨ßten Gewinn aus einem der beiden Bucket-
Arrays aus, der nicht balance-verletzend ist;
verschiebe diesen Knoten logisch und sperre ihn;
lo¨sche den Knoten aus dem jeweiligen Bucket-Array;
aktualisiere die Gewinn-Werte und die Eintra¨ge in den Bucket-Arrays aller
Nachbarn vom Knoten;
fu¨hre alle Bewegungen, die zur kleinsten Cut-Size beitragen, physisch durch;
entsperre alle Knoten;
WHILE Verbesserung der Cut-Size erfolgt
Abbildung 5.4.: Fiduccia-Mattheyses Algorithmus
Bei der Berechnung der Gewinn-Werte mu¨ssen nicht alle Hyperkanten des jeweiligen Kno-
tens betrachtet werden. Vielmehr reicht es aus, sich auf sogenannte kritische Hyperkanten zu
beschra¨nken. Diese kritischen Hyperkanten sind dadurch gekennzeichnet, daß es mindestens
einen Knoten dieser Hyperkante gibt, der bei einer Verschiebung den Schnittzustand dieser
Hyperkante a¨ndert. Der Schnittzustand einer Hyperkante gibt an, ob diese Hyperkante ge-
schnitten ist oder nicht.
Fu¨r die Definition dieser kritischen Hyperkanten wird eine sogenannte Binding-Number βA(e)
beno¨tigt. Diese gibt an, wieviele Knoten zu dem Block A und gleichzeitig der Hyperkante e 2
E angeho¨ren. Mit der Binding-Number βA(e) wird also ausgedru¨ckt, wie stark die Hyperkante
e an den Block A
”
gebunden“ ist.
Eine Hyperkante ist dann kritisch, wenn eine Binding-Number der Hyperkante entweder gleich
1 oder 0 ist. Mit der Abbildung 5.5 soll dies na¨her erla¨utert werden. Dort sind zwei Szenarien
mit einer Hyperkante, zu der drei Knoten geho¨ren, dargestellt. Auf der linken Seite der Ab-
bildung ist ein Knoten auf den Block A und die anderen beiden Knoten auf dem Block B
partitioniert. Die Binding-Number βA(e) dieser Hyperkante e fu¨r den Block A ist dann gleich
eins, da ein Knoten dieser Hyperkante auf dem Block A partitioniert ist. Nach einem Bewegen
dieses Knotens zu dem anderen Block ist die Hyperkante nicht mehr geschnitten. Deshalb ist
39
5. Iterative Improvement Algorithms
Abbildung 5.5.: Kritische Hyperkanten
die Hyperkante kritisch. Dagegen sind auf der rechten Seite der Abbildung alle Knoten auf
dem Block B verteilt. Daraus folgt, daß die Binding-Number βA(e) dieser Hyperkante e fu¨r
den Block A gleich Null ist. Durch das Bewegen eines Knoten vom Block B zum Block A
wird die Hyperkante geschnitten. Darum ist auch hier diese Hyperkante kritisch.
Die initiale Berechnung der Gewinn-Werte ist dann relativ einfach (siehe Abbildung 5.6).
Dazu wird fu¨r jeden Knoten v 2 A u¨berpru¨ft, welche Hyperkanten e des Knotens v kritisch
FOR jeden Knoten v 2V
gain(v) 0;
F Block auf dem v partitioniert ist;
T  Block auf dem v nicht partitioniert ist;
FOR jede Hyperkante e mit v 2 e
IF βF(e) = 1 THEN
gain(v) gain(v)+µE(e);
IF βT (e) = 0 THEN
gain(v) gain(v) µE(e);
Abbildung 5.6.: Algorithmus zur initialen Berechnung der Gewinn-Werte
sind. Dabei sind nur die Fa¨lle βA(e) = 1 und βB(e) = 0 interessant. Der Fall βA(e) = 0 kann
nicht eintreten, da der Knoten v auf dem Block A partitioniert ist. Beim Fall βB(e) = 1 dagegen
kann nur der Knoten, der auf dem Block B verteilt ist, den Schnittzustand der Hyperkante e
a¨ndern.
Beim Aktualisieren der Gewinn-Werte bei einem Zug des Knotens v wird vor und nach dem
Verschieben untersucht, ob die Hyperkanten, zu denen der Knoten v geho¨rt, kritisch sind.
Nehmen wir an, der Knoten v wird vom Block F (from) zum Block T (to) verschoben. Dann
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ist vor der Verschiebung fu¨r jede Hyperkante e des Knotens zu u¨berpru¨fen, ob
βF(e) = 1, βT (e) = 0 oder βT (e) = 1
ist. Der Fall βF(e) = 0 kann nicht eintreten, da der Knoten v auf dem Block F verteilt ist. Nach
der Verschiebung mu¨ssen folgende Fa¨lle untersucht werden:
βT (e) = 1, βF(e) = 0 oder βF(e) = 1:
Auch hier gilt, daß der Fall βT (e) = 0 nicht eintreten kann, da der Knoten v auf den Block T
verschoben wird. Die Anzahl der Vergleiche kann noch reduziert werden, da der Fall βF(e)= 1
vor der Verschiebung identisch ist mit dem Fall βF(e) = 0 nach der Verschiebung. Analog ist
βT (e) = 0 vor dem Zug gleich βT (e) = 1 nach dem Zug. So reduziert sich das Aktualisieren
der Gewinn-Werte auf vier Fa¨lle, die fu¨r jede Hyperkante des verschobenen Knotens u¨berpru¨ft
werden mu¨ssen (siehe Abbildung 5.7).
F Block auf dem v partitioniert ist;
T  Block auf dem v nicht partitioniert ist;
sperre Knoten v und verschiebe ihn von Block F nach Block T ;
FOR jede Hyperkante e mit v 2 e
IF βT (e) = 0 THEN
FOR jeden nicht gesperrten Knoten v0 2 e
gain(v0) gain(v0)+µE(e);
ELSE IF βT (e) = 1 THEN
fu¨r v0 2 T;e berechne gain(v0) gain(v0) µE(e);
βF(e) βF(e) 1;
βT (e) βT (e)+1;
IF βF(e) = 0 THEN
FOR jeden nicht gesperrten Knoten v0 2 e
gain(v0) gain(v0) µE(e);
ELSE IF βF(e) = 1 THEN
fu¨r v0 2 F;e berechne gain(v0) gain(v0)+µE(e);
Abbildung 5.7.: Algorithmus beim Aktualisieren der Gewinn-Werte
Mit diesen Vera¨nderungen besitzt der Fiduccia-Mattheyses Algorithmus mit O(size(G)) eine
lineare Zeitkomplexita¨t, wobei size(G)1 die Gro¨ße des Hypergraphen ist.
1size(G) = ∑v2V ∑e2Ev µE(e) mit Ev = feje 2 E ^ v 2 eg
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5.3. Higher Level Gains
Im Laufe eines Passes kann es vorkommen, daß zwei Knotenbewegungen den gleichen Ge-
winn-Wert besitzen. In der Praxis hat sich gezeigt, daß dies sehr ha¨ufig vorkommen kann.
Um nun zu entscheiden, welche Knotenbewegung ausgefu¨hrt wird, schlug KRISHNAMURTHY
[14] die Higher Level Gains vor. In der Literatur wird bei solchen Kriterien oft von einer Tie-
Break Regel gesprochen. Die Higher Level Gains bevorzugen solche Zu¨ge, die bei zuku¨nftigen
Knotenbewegungen eine geringere Cut-Size versprechen.
Um das Problem zu veranschaulichen, betrachten wir nun die Abbildung 5.8. Dort wird ein
Abbildung 5.8.: Tie-Break Szenario
Ausschnitt aus einem ungerichteten Hypergraphen gezeigt. Die gestrichelte Linie soll die Kno-
ten in zwei Teilmengen partitionieren, also sind die Knoten v1,v2,v3 und v5 in der einen Teil-
menge, wa¨hrend sich der Knoten v4 in der anderen befindet. Wenn wir nun den Knoten v1 oder
den Knoten v2 verschieben wollten, ko¨nnten wir anhand des bisherigen Gewinn-Wertes nicht
entscheiden, welcher der Knoten zu dem anderen Block verschoben werden sollte. Denn beide
Knoten haben ein Gewinn-Wert von Null, weil sich die Anzahl der geschnittenen Hyperkanten
nicht a¨ndert. Verschiebt man allerdings zuerst den Knoten v1 und danach den Knoten v3, so
verringert sich die Cut-Size um eins. Dagegen erho¨ht sich die Cut-Size sogar um eins, wenn
zuerst der Knoten v2 und danach der Knoten v5 verschoben wird. Mit den Higher Level Gains
wird die Verschiebung des Knotens v1 besser bewertet als die Verschiebung des Knotens v2.
Auch hier wird eine Binding-Number βA(e) beno¨tigt. Diese unterscheidet sich von der im
vorigen Kapitel eingefu¨hrten Binding-Number und gibt an, wieviele nicht gesperrte Knoten
zu dem Block A und gleichzeitig der Hyperkante e 2 E angeho¨ren. Ist ein Knoten dabei, der
schon in dem Pass bewegt und somit gesperrt ist, so wird der Wert von βA(e) auf unendlich
gesetzt. Das soll zum Ausdruck bringen, daß zu dieser Hyperkante e wa¨hrend des Passes
immer ein Knoten geho¨rt, der auf dem Block A partitioniert ist.
Seien weiterhin mit φA(e) die noch nicht gesperrten Knoten der Kante e, die auf dem Block A
partitioniert sind, und mit λA(e) die gesperrten Knoten wie folgt definiert:
φA(e) =


fvjv 2 A^ v 2 e^ v ist nicht gesperrt g

 (5.4)
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λA(e) =


fvjv 2 A^ v 2 e^ v ist gesperrt g

 (5.5)
βA(e) =
 φA(e) wenn λA(e) = 0
∞ wenn λA(e)> 0

(5.6)
Die Higher Level Gains erweitern den einfachen Gewinn-Wert bei einer Bewegung eines Kno-
tens zu einem Gewinn-Vektor.
Fu¨r einen Knoten v 2 A gilt fu¨r den rth-level Gewinn-Wert:
γr(v) = ∑
e2Epos;r(v)
µE(e)  ∑
e2Eneg;r(v)
µE(e) (5.7)
wobei
Epos;r(v) =

e 2 Ejv 2 e^βA(e) = r^βB(e)> 0	
und
Eneg;r(v) =

e 2 Ejv 2 e^βA(e)> 0^βB(e) = r 1
	
ist. Der 1th-level Gewinn-Wert entspricht dabei der ¨Anderung der Cut-Size bei einer Bewe-
gung des Knotens auf den anderen Block. Die Gleichung 5.7 gibt an, um wieviel sich die Cut-
Size nach r Zu¨gen mo¨glicherweise verringert. Diese einzelnen Gewinn-Werte werden nun fu¨r
eine bestimmte Anzahl von Leveln l zu einem Gewinn-Vektor zusammengefaßt.
~γ(v) =

γ1(v);γ2(v); : : : ;γl(v)
	 (5.8)
Zwei Gewinn-Vektoren werden lexikographisch verglichen. D.h. bei zwei Knoten wird zuerst
der erste Gewinn-Wert γ1(v) verglichen. Wenn dieser bei beiden gleich ist, so wird der zweite
Gewinn-Wert γ2(v) verglichen usw.
Damit die Higher Level Gains auch eingesetzt werden ko¨nnen, sind weitere ¨Anderungen
am Algorithmus durchzufu¨hren. So muß z.B. die Bucket-Struktur gea¨ndert werden, damit
statt Gewinn-Werten komplette Gewinn-Vektoren in die Bucket-Struktur eingetragen wer-
den ko¨nnen. Auf diese ¨Anderungen kann aus Platzgru¨nden nicht eingegangen werden. Eine
ausfu¨hrliche Darstellung des Algorithmus wird in [14] gegeben.
Die Zeitkomplexita¨t vergro¨ßert sich bei der Benutzung der Higer Level Gains auf O(size(G)
l).
5.4. Sanchis
SANCHIS [15] passte den Algorithmus von Fiduccia-Mattheyses fu¨r mehrere Blo¨cke an und
griff gleichzeitig die Idee der Higher Level Gains von Krishnamurthy auf. Bei einem Zug wird
bei diesem Algorithmus ein Knoten vom Ausgangsblock zu einem anderen Block verschoben.
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Sei wieder ein Hypergraph G(V;E) mit den Bewertungsfunktionen µV und µE und eine Parti-
tionierung Π : V ! P mit np = jPj gegeben. Fu¨r die Definition des Gewinn-Vektors wird eine
zusa¨tzliche Binding-Number β0A(e) beno¨tigt. Diese gibt an, wie stark die Hyperkante e an alle
Blo¨cke mit Ausnahme des Blockes A gebunden ist.
β0i(e) = ∑
j 6=i
β j(e) (5.9)
Fu¨r einen Knoten v mit Π(v) = i gilt fu¨r den rth-level Gewinn-Wert bei einer Bewegung zum
Block k analog zur Gleichung 5.7:
γkr(v) = ∑
e2E 0pos;r;k(v)
µE(e)  ∑
e2E 0neg;r;i(v)
µE(e) (5.10)
wobei
E 0pos;r;k(v) =

e 2 Ejv 2 e^β0k(e) = r^βk(e)> 0
	
und
E 0neg;r;i(v) =

e 2 Ejv 2 e^βi(e)> 0^β0i(e) = r 1
	
ist. Auch hier werden diese Gewinn-Werte zu einem Gewinn-Vektor zusammengefaßt. Die
Anzahl der mo¨glichen Bewegungsrichtungen ist np  (np  1), und somit genauso groß, wie
die Anzahl der Bucket-Arrays, in die die Gewinn-Vektoren eingetragen werden.
Auch hier muß auf eine vollsta¨ndige Darstellung des Algorithmus, insbesondere der gea¨nder-
ten Gewinn-Wert Berechnung, verzichtet werden. In [15] erfolgt eine genaue Darstellung des
Algorithmus.
Die Zeitkomplexita¨t bei diesem Verfahren ist mindestens2 O(size(G) l np).
5.5. Varianten der Algorithmen
Die in den vorherigen Kapiteln beschriebenen Algorithmen haben eine große Verbreitung er-
langt. Darum sind auch eine Reihe von ¨Anderungen und Anpassungen fu¨r die verschiedensten
Probleme in der Praxis gemacht worden. ALPERT und KAHNG geben in [17] einen ¨Uberblick
der verschiedenen Varianten dieser Algorithmen. Es ko¨nnen hier nicht alle Varianten dieser
Algorithmen vorgestellt werden, da davon eine ganze Reihe existieren. Vielmehr soll nur auf
die ¨Anderungen eingegangen werden, die auch in dieser Arbeit betrachtet werden.
2Eine genauere Angabe der Zeitkomplexita¨t findet man in [15].
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Multi-Start Strategie Wie schon erwa¨hnt ist das Min-Cut Problem NP-vollsta¨ndig. Das
bedeutet, daß die von den Algorithmen gefundene Partition nur suboptimal ist. Weiterhin
ko¨nnen sich die Partitionierungsergebnisse bei verschiedenen Startpartitionen stark unterschei-
den. Deshalb startet man die Algorithmen mehrmals mit den unterschiedlichsten Startparti-
tionen, um eine hinreichend gute Partition zu finden. Diese Methode wird auch bei den an-
deren iterativen Algorithmen wie z.B. Simulated Annealing eingesetzt. Außerdem kann der
Einsatz von direkten Partitionierungsverfahren zum Erzeugen der Startpartitionen im Gegen-
satz zu zufa¨llig erzeugten Startpartitionen zu besseren Ergebnissen fu¨hren.
Lazy Strategie In der Praxis hat sich gezeigt, daß im Laufe eines Passes die beste Partition
immer fru¨her gefunden wird. D.h., daß alle Bewegungen von Knoten, die nach der besten
Partition erfolgen,
”
umsonst“ sind. Um Zeit zu sparen, wird versucht so wenig wie mo¨glich
solcher unnu¨tzen Bewegungen durchzufu¨hren.
Clusterbewegung Hier soll statt Bewegen eines Knotens eine Knotenmenge bewegt wer-
den. Man verspricht sich durch die gro¨ßere Bewegungsfreiheit weniger lokale Minima. Der
Nachteil ist aber die gro¨ßere Problemkomplexita¨t. Ein Beispiel sind die Helpful-Sets von
PREIS [18].
Replikation Bei einigen praxisrelevanten Problemen hat sich gezeigt, daß eine Replikation
eines Knotens durchaus sinnvoll sein kann. Denn dadurch kann auch die Cut-Size verringert
werden. In der Abbildung 5.9 wird die Replikation am Beispiel eines schematischen Schal-
tungsmodells veranschaulicht. Die gestrichelte Linie zerlegt dabei das Schaltungsmodell in
Abbildung 5.9.: Replikation bei einem Schaltungsmodell (siehe auch [17])
zwei Teilmengen. Durch die Replikation von v1 auf den anderen Block reduziert sich die Cut-
Size von zwei auf eins.
Hybride Verfahren Da die Algorithmen lokale Suchverfahren sind, ist die Gefahr sehr
groß, daß sie in einem lokalen Suboptima stoppen. Darum versucht man diese lokalen Al-
gorithmen mit globalen Verfahren zu kombinieren. Sehr ha¨ufig angewendet wird dabei die
Kombination mit genetischen Algorithmen.
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Hierarchische Partitionierung Die Iterative Improvement Algorithms beno¨tigen im Mit-
tel bei Hypergraphen mit gro¨ßerer Knotenanzahl bei einer Multi-Start Strategie mehr La¨ufe,
um gute Ergebnisse zu erhalten. Die Gru¨nde hierfu¨r liegen einerseits im gro¨ßeren Suchraum.
Andererseits wird in [16] der Standpunkt vertreten, daß bei dichteren Hypergraphen weni-
ger lokale Minima existieren. Diese sind aber potentielle Stellen, an denen der Algorithmus
stoppen ko¨nnte. Deshalb reduziert man den Hypergraphen mit geeigneten Clusteralgorithmen.
Dadurch erha¨lt man einen kleineren und dichteren Hypergraphen. Mit diesen reduzierten Hy-
pergraphen erfolgt eine initiale Partitionierung. Anschließend expandiert man den Hypergra-
phen und projeziert die schon erzeugte Partition auf diesen expandierten Hypergraphen. Diese
Partition kann dann mit einem iterativen Algorithmus verbessert werden. Die letzten beiden
Schritte ko¨nnen mehrmals wiederholt werden. In der Abbildung 5.10 wird eine zweistufige
hierarchische Partitionierung schematisch dargestellt.
Abbildung 5.10.: schematische Darstellung einer zweistufigen hierarchischen Partitionierung
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Da die im Kapitel 5 vorgestellten Algorithmen das Min-Cut Problem lo¨sen, gibt es zwei Al-
ternativen fu¨r einen Einsatz dieser Algorithmen beim PLSIM Problem:
1. Anpassung der Algorithmen auf das spezielle Partitionierungsproblem PLSIM
2. Beschreibung des PLSIM Problems als Min-Cut Problem
Die in diesem Kapitel beschriebenen Algorithmen wurden alle in ANSI C unter AIX 4.1
auf einer IBM S 595 POWERstation implementiert. Weiterhin wurden die DA-DB, eine
Partition-Library [8], die die grundlegenden Funktionen zur Behandlung der Cones bereit-
stellt, und eine Library [11], die die Hypergraphen aus dem Schaltungsmodell ableitet, be-
nutzt.
Fu¨r die Entwicklung und Untersuchung der Partitionierungsalgorithmen stellte das IBM For-
schungs- und Entwicklungslabor Bo¨blingen vier relevante Modelle zur Verfu¨gung (siehe
Tabelle 6.1). Dabei handelt es sich um Teile eines Chipsatzes (MBA, CLOCK) oder um ganze
Prozessorstrukturen (MONET, PICASSO) von a¨lteren Versionen der IBM S 390 Serie.
Schaltungsmodelle PICASSO CLOCK MBA MONET
Boxen 75930 187120 512843 2657165
Cones 19754 59189 105839 737606
Netze 100509 274781 510986 4830437
Tabelle 6.1.: verwendete Schaltungsmodelle
Als Zielhardware fu¨r die parallele Logiksimulation wird eine IBM SP 2 angenommen. Die Pa-
rameter fu¨r die Bewertungsfunktion (siehe Kapitel 3.3.2) der verwendeten Schaltungsmodelle
sind in der Tabelle 6.2 dargestellt.
Wenn nicht anders angegeben, werden alle La¨ufe der in diesem Kapitel betrachteten Algorith-
men nach einer Vorpartitionierung mit dem LINE Algorithmus (siehe Kapitel 4.1.1) in 250
Super-Cones benutzt.
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Schaltungsmodelle PICASSO CLOCK MBA MONET
vb 100 ns 100 ns 100 ns 80 ns
vn 800 ns 800 ns 800 ns 800 ns
vcn 6 ns 6 ns 6 ns 6 ns
vbn 6 ns 6 ns 6 ns 6 ns
Tabelle 6.2.: Parameter der Simulationsumgebung
6.1. ADAPTED
Um die Iterative Improvement Algorithms auf das PLSIM Problem zu adaptieren, muß man
die Gewinn-Struktur anpassen. Bei einer Bewegung eines Cones (Zug) von einem Block zu ei-
nem anderen ko¨nnen sich die einzelnen erwarteten Simulationszeiten der Blo¨cke a¨ndern. D.h.
die Gewinn-Struktur muß aus Vektoren bestehen, die die einzelnen ¨Anderungen der erwarteten
Simulationszeiten beschreiben. Dabei werden fu¨r die erwartete Simulationszeit eines Blockes
nur die Zeiten zur Evaluation der Boxen t pb und zur Behandlung der eingehenden und aus-
gehenden Netze des Blockes t pi bzw. t
p
o betrachtet (siehe Kapitel 3.3.2 die Gleichungen 3.9 -
3.11). Die Zeit fu¨r die eigentliche Kommunikation tcom kann man bei der betrachteten Simula-
tionsumgebung einer IBM SP2 vernachla¨ssigen, da die im Gegensatz zu den anderen Zeiten,
aus denen sich die erwartete parallele Simulationszeit ergibt, sehr gering ist (siehe Tabelle
6.3). Bei Vernachla¨ssigung der Kommunikation betra¨gt die Abweichung von der erwarteten
PICASSO
Super-Cones 250 500
4 Blo¨cke 0.420 % 0.408 %
8 Blo¨cke 0.416 % 0.387 %
16 Blo¨cke 0.493 % 0.432 %
MONET
Super-Cones 250 500
4 Blo¨cke 0.616 % 0.596 %
8 Blo¨cke 0.728 % 0.630 %
16 Blo¨cke 1.168 % 0.875 %
Tabelle 6.3.: durchschnittliche Abweichung von der erwarteten parallelen Simulationszeit in Prozent
bei 2500 zufa¨lligen Partitionen
parallelen Simulationszeit nur etwa 1 %.
Sei ~T alt =(T1; : : : ;Tnp) ein Vektor, der die einzelnen erwarteten Simulationszeiten jedes Blockes
beschreibt und~g= (g1; : : : ;gnp) die ¨Anderungen dieser bei einem Zug. Dann ergeben sich die
neuen erwarteten Simulationszeiten bei Ausfu¨hrung dieses Zuges wie folgt:
~T neu = ~T alt +~g: (6.1)
Den Vektor~g nennt man auch Gewinn-Vektor. Bei einer Bewegung des Cones c vom Block A
nach Block B bezeichnet man den Gewinn-Vektor mit~gA!B(c).
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Das Ziel der Partitionierung ist es, eine Partition zu finden, deren erwarteter Speed-Up maxi-
mal ist. Hier wird aber der erwartete asymptotische Speed-Up betrachtet, also die Partitionie-
rungszeit wird vernachla¨ssigt. Dann ist die Maximierung des erwarteten asymptotischen Speed-
Up gleich der Minimierung der erwarteten parallelen Simulationszeit. Die erwartete parallele
Simulationszeit entspricht aber bei Vernachla¨ssigung der Kommunikation dem Maximum der
erwarteten Simulationszeiten aller Blo¨cke (siehe Kapitel 3.3.2 Gleichung 3.7).
max(~T neu) !Min (6.2)
Genau nach diesem Kriterium wird der beste Zug bestimmt. Die Anzahl der mo¨glichen Zu¨ge
ist aber mit nc  (np  1) recht groß. D.h. es werden alle mo¨glichen Zu¨ge betrachtet, und es
wird der ausgewa¨hlt, der die erwartete parallele Simulationszeit am meisten verringert. Man
kann aber keine Ordnung der Gewinn-Vektoren finden, mit der man bei jedem Zug die beste
Bewegung auswa¨hlen kann. Dies liegt auch daran, da die neuen erwarteten Simulationszeiten
~T neu nicht nur vom Gewinn-Vektor, sondern auch von den alten erwarteten Simulationszeiten
~T alt abha¨ngen. Dies soll durch den Beweis des folgenden Satzes na¨her erla¨utert werden. Dabei
wird der Sachverhalt sehr vereinfacht dargestellt.
Satz 1 Sei ein Hardware-Modell M und eine Partitionierung Π : Co(M)! f0; : : : ;k  1g
gegeben. Weiterhin sei G die Menge aller Gewinn-Vektoren ~g. Es kann keine lineare Ordnung
(G;) geben, fu¨r die bei jeder Verteilung der Simulationszeiten ~T (Π) das kleinste Element
~gmin von (G;) die erwartete parallele Simulationszeit am meisten verringert.
Beweis: Angenommen es gebe diese Ordnung (G;). Dann kann es fu¨r ein i mit 0  i < k
einen Gewinn-Vektor~g0 geben, fu¨r den
~gmin ~g0
und
g0i < g
min
i
gilt. Wa¨hlt man nun fu¨r die Verteilung der Simulationszeiten fu¨r alle j mit 0 j < k und j 6= i
Ti max(~g0)> Tj
Dann gilt, daß
max(~T +~g0)< max(~T +~gmin)
ist. Dies ist aber ein Widerspruch, da~gmin laut Annahme die erwartete parallele Simulations-
zeit fu¨r jede Verteilung der Simulationszeiten am meisten verringern mu¨ßte. D.h. die Annahme
war falsch, und die Behauptung ist richtig. 
Die Betrachtung aller mo¨glichen Bewegungen eines Cones bei einem Zug verschlechtert na-
tu¨rlich das Laufzeitverhalten des Algorithmus erheblich. Allerdings ist der Algorithmus durch
die Benutzung der Gewinn-Vektoren im Gegensatz zu einer expliziten Berechnung der erwar-
teten parallelen Simulationszeit trotzdem praktikabel.
49
6. Iterative Algorithmen fu¨r PLSIM
Berechnung des Gewinn-Vektors Zur Berechnung des Gewinn-Vektors fu¨hren wir a¨hn-
lich wie bei den klassischen Algorithmen fu¨r jede ¨Uberlappungs- und Kommunikationshyper-
kante n eine Binding-Number βi(n) fu¨r jeden Block i ein. Der Wert von βi(n) ergibt sich aus
der Anzahl der Cones, die auf dem Block i partitioniert sind. Bei den Kommunikationshyper-
kanten werden nur die Ziel-Cones geza¨hlt. Zusa¨tzlich wird bei den Kommunikationshyper-
kanten der Quell-Block, auf den der Quell-Cone partitioniert ist, und die Anzahl der Blo¨cke,
auf denen sich mindestens ein Ziel-Cone befindet, festgehalten.
Fu¨r die Berechnung des Gewinn-Vektors werden nur die kritischen Hyperkanten betrachtet,
also die Hyperkanten, zu denen mindestens ein Cone geho¨rt, der bei einer Bewegung zu einem
anderen Block die erwartete Simulationszeit mindestens eines Blockes a¨ndert. Die Kommuni-
kationshyperkanten eines Cones werden dazu in Quell-Kommunikationshyperkanten, bei dem
der Cone der Quell-Cone ist, und in Ziel-Kommunikationshyperkanten, bei dem der Cone ein
Ziel-Cone ist, unterteilt.
Eine ¨Uberlappungshyperkante o ist kritisch, wenn fu¨r einen Block i entweder βi(o) = 1 oder
βi(o) = 0 gilt. Denn ist βi(o) gleich eins, d.h. ein Cone geho¨rt der ¨Uberlappungshyperkan-
te o an und ist auf dem Block i partitioniert, so verringert sich die Blocklast des Blockes i
beim Verschieben dieses Cones vom Block i um das Produkt aus vb und dem Gewicht der
¨Uberlappungshyperkante o. Wenn βi(o) gleich Null ist, d.h. kein Cone geho¨rt ¨Uberlappungs-
hyperkante o an und ist auf dem Block i partitioniert, dann erho¨ht sich die Blocklast des
Blockes i beim Verschieben eines Cones auf Block i um das Produkt aus vb und dem Gewicht
der ¨Uberlappungshyperkante o.
Der Algorithmus fu¨r die initiale Berechnung des Anteils der ¨Uberlappungshyperkanten fu¨r
den Gewinn-Vektor ist in der Abbildung 6.1 dargestellt.
FOR jede ¨Uberlappungshyperkante o 2 EO
FOR jeden Block p 2 P
IF βp(o) = 1 THEN
bestimme Cone c 2Co(M) mit Π(c) = p;
FOR jeden Block p0 2 P mit p0 6= p
gp!p
0
p (c) gp!p
0
p (c)  vb µO(o);
IF βp(o) = 0 THEN
FOR jeden Cone c 2Co(M);o
gΠ(c)!pp (c) g
Π(c)!p
p (c)+ vb µO(o);
Abbildung 6.1.: initiale Berechnung des Anteils der ¨Uberlappungshyperkanten fu¨r den Gewinn-Vektor
Bei der Aktualisierung des Anteils der ¨Uberlappungshyperkanten fu¨r den Gewinn-Vektor bei
einer Verschiebung eines Cones muß u¨berpru¨ft werden, ob die ¨Uberlappungshyperkante vor
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und nach dem Verschieben des Cones kritisch ist. Daraus resultieren wie bei den klassischen
Algorithmen vier Fa¨lle, die u¨berpru¨ft werden mu¨ssen (siehe Abbildung 6.2).
F Block auf dem Cone c partitioniert ist;
T  Block auf den Cone c verschoben wird;
sperre Cone c;
FOR jede ¨Uberlappungshyperkante o mit c 2 o
IF βT (o) = 0 THEN
FOR jeden nicht gesperrten Cone c0 2 o und p = Π(c0)
gp!TT (c) g
p!T
T (c)  vb µO(o);
ELSE IF βT (o) = 1 THEN
bestimme Cone c0 2 o mit Π(c0) = T
FOR jeden Block p mit p 6= T
gT!pT (c) g
T!p
T (c)+ vb µO(o);
βF(o) βF(o) 1;
βT (o) βT (o)+1;
IF βF(o) = 0 THEN
FOR jeden nicht gesperrten Cone c0 2 o und p = Π(c0)
gp!FF (c) g
p!F
F (c)+ vb µO(o);
ELSE IF βF(o) = 1 THEN
bestimme Cone c0 2 o mit Π(c0) = F
FOR jeden Block p mit p 6= F
gF!pF (c) g
F!p
F (c)  vb µO(o);
verschiebe Cone c vom Block F nach Block T ;
Abbildung 6.2.: Algorithmus beim Aktualisieren des Anteils der ¨Uberlappungshyperkanten fu¨r den
Gewinn-Vektor
Eine Ziel-Kommunikationshyperkante e ist kritisch, wenn fu¨r einen Block i ebenfalls βi(e)
entweder gleich 0 oder 1 ist. Weiterhin muß gelten, daß der Block i verschieden zum Quell-
Block von e ist. Denn ist βi(e) gleich Null und der Quell-Cone von e ist nicht auf dem Block
i partitioniert, erho¨ht sich beim Verschieben eines Ziel-Cones auf den Block i die Anzahl der
eingehenden Netze des Blockes i und die Anzahl der ausgehenden Netze des Quell-Blockes.
Das bedeutet, daß sich die erwartete Simulationszeit des Blockes i und des Quell-Blockes
um das Produkt aus vn und dem Gewicht der Kommunikationshyperkante e vergro¨ßert. Wenn
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βi(e) gleich eins und der Block i verschieden vom Quell-Block ist, dann verringert sich beim
Verschieben des Ziel-Cones, der auf dem Block i partitioniert ist, auf einen anderen Block
die Anzahl der eingehenden Netze des Blockes i und die Anzahl der ausgehenden Netze des
Quell-Blockes. Daraus folgt, daß die erwartete Simulationszeit des Blockes i und des Quell-
Blockes um das Produkt aus vn und dem Gewicht der Kommunikationshyperkante e kleiner
ist. Die Darstellung des Algorithmus fu¨r die initiale Berechnung des Anteils der Ziel-Kommu-
nikationshyperkanten fu¨r den Gewinn-Vektor erfolgt in der Abbildung 6.3.
FOR jede Kommunikationshyperkante e 2 EC
q Quell-Cone von e;
FOR jeden Block p 2 P
IF βp(e) = 1 und p 6= Π(q) THEN
bestimme Ziel-Cone c 2Co(M) mit Π(c) = p;
FOR jeden Block p0 2 P mit p0 6= p
gp!p
0
p (c) gp!p
0
p (c)  vn µE(e);
gp!p
0
Π(q) (c) g
p!p0
Π(q) (c)  vn µO(o);
IF βp(e) = 0 und p 6= Π(q) THEN
FOR jeden Ziel-Cone c 2Co(M);e
gΠ(c)!pp (c) g
Π(c)!p
p (c)+ vn µE(e);
gΠ(c)!pΠ(q) (c) g
Π(c)!p
Π(q) (c)+ vn µE(e);
Abbildung 6.3.: initiale Berechnung des Anteils der Ziel-Kommunikationshyperkanten fu¨r den
Gewinn-Vektor
Die Quell-Kommunikationshyperkanten sind dagegen immer kritisch, da jedes Verschieben
des Quell-Cones die Simulationszeiten der Blo¨cke a¨ndern kann. Ist βi(e) fu¨r eine Quell-Kom-
munikationshyperkante e gro¨ßer als Null und der Quell-Block von e ist ungleich i, dann verrin-
gert sich die Anzahl der eingehenden Netze des Blockes i beim Verschieben des Quell-Cones
auf den Block i. Wenn βi(e) ebenfalls gro¨ßer Null und der Quell-Block von e aber gleich i
ist, erho¨ht sich die Anzahl der eingehenden Netze des Blockes i beim Verschieben des Quell-
Cones vom Block i. Beim Verschieben des Quell-Cones vom Block i zum Block j verringert
sich die Anzahl der ausgehenden Netze des Blockes i um das Produkt aus Netzanzahl und der
Anzahl der vom Block i verschiedenen Blo¨cke, auf die mindestens ein Ziel-Cone partitioniert
ist. Gleichzeitig erho¨ht sich die Anzahl der ausgehenden Netze des Blockes j um das Produkt
aus Netzanzahl und der Anzahl der vom Block j verschiedenen Blo¨cke, auf die mindestens
ein Ziel-Cone partitioniert ist.
Der Algorithmus fu¨r die initiale Berechnung des Anteils der Quell-Kommunikationshyper-
kanten fu¨r den Gewinn-Vektor ist in der Abbildung 6.4 dargestellt.
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FOR jede Kommunikationshyperkante e 2 EC
q Quell-Cone von e;
FOR jeden Block p 2 P
IF βp(e)> 0 THEN
IF Π(q) = p THEN
FOR jeden Block p0 2 P mit p0 6= p
gp!p
0
p (q) gp!p
0
p (q)+ vn µE(e);
ELSE
gΠ(q)!pp (q) g
Π(q)!p
p (q)  vn µE(e);
IF Π(q) 6= p THEN
n Anzahl der Blo¨cke, auf denen mindestens ein Ziel-Cone partitioniert
ist;
IF βΠ(q)(e)> 0 THEN
n n 1
gΠ(q)!pΠ(q) (q) g
Π(q)!p
Π(q) (q) n vn µE(e);
n Anzahl der Blo¨cke, auf denen mindestens ein Ziel-Cone partitioniert
ist;
IF βp(e)> 0 THEN
n n 1
gΠ(q)!pp (q) g
Π(q)!p
p (q)+n vn µE(e);
Abbildung 6.4.: initiale Berechnung des Anteils der Quell-Kommunikationshyperkanten fu¨r den
Gewinn-Vektor
Auf eine detaillierte algorithmische Darstellung bei der Aktualisierung der Anteile der Ziel-
und Quell-Kommunikationshyperkanten fu¨r die Gewinn-Vektoren muß wegen deren Kom-
pliziertheit verzichtet werden. Die Kompliziertheit ist darin begru¨ndet, das trotz der Klassi-
fizierung in Ziel- und Quell-Kommunikationshyperkanten ein getrenntes Aktualisieren nicht
mo¨glich ist. Das heißt, daß z.B. beim Aktualisieren der Ziel-Kommunikationshyperkanten es
Fa¨lle gibt, bei denen die Gewinn-Vektoren fu¨r die Quell-Kommunikationshyperkanten aktua-
lisiert werden mu¨ssen. Der interessierte Leser sei auf den dieser Diplomarbeit beigefu¨gten
Quellcode verwiesen.
Der Algorithmus ADAPTED wird in der Abbildung 6.5 dargestellt.
Tie-Break Strategie ¨Ahnlich wie bei den Higher-Level Gains (siehe Kapitel 5.3) soll hier
untersucht werden, ob es gu¨nstig ist, neben der Senkung der erwarteten parallelen Simula-
tionszeit eine Tie-Break Regel einzufu¨hren, um zu entscheiden, welcher Zug ausgefu¨hrt wird,
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DO
berechne die Binding-Numbers fu¨r jeden Cone;
berechne die Gewinn-Vektoren fu¨r jeden Cone;
FOR nc mal
wa¨hle den besten Zug aus allen mo¨glichen Zu¨gen aus;
vollfu¨hre den Zug logisch und sperre den Cone;
aktualisiere die Binding-Numbers und Gewinn-Vektoren aller Nachbarn vom
Cone;
fu¨hre alle Bewegungen, die zur kleinsten erwarteten parallelen Simulationszeit
fu¨hren, physisch durch;
entsperre alle Cones;
WHILE Verbesserung der erwarteten parallelen Simulationszeit
Abbildung 6.5.: Algorithmus ADAPTED
wenn zwei Zu¨ge die erwartete parallele Simulationszeit um denselben Betrag verringern. Da-
bei soll diese Regel als Kriterium bei zuku¨nftigen Zu¨gen eine gro¨ßere Senkung der erwarteten
parallelen Simulationszeit versprechen. Ohne die Festlegung einer Tie-Break Regel wird der
Zug ausgefu¨hrt, der bei der Suche des besten Zuges eher gefunden wird. Der Autor entschied
sich fu¨r die Verringerung der durchschnittlichen erwarteten Simulationszeit als Zweitziel. Da-
bei zeigte sich, daß der Algorithmus mit dieser Tie-Break Strategie minimal besser ist als
ohne (siehe Tabelle 6.4). Der maximale erwartete asymptotische Speed-Up ist zwar in der
Schaltungsmodelle MONET PICASSO
Blockanzahl 4 16 4 16
Tie-Break Strategie mit ohne mit ohne mit ohne mit ohne
max. Speed-Up 3.301 3.362 9.334 9.340 1.275 1.249 1.829 1.841
Speed-Up ? 2.910 2.902 7.454 7.343 1.125 1.124 1.626 1.618
Gesamtzeit ? in s 0.640 0.680 2.600 3.080 0.590 0.790 3.770 4.030
Tabelle 6.4.: Vergleich mit und ohne Tie-Break Strategie bei 250 zufa¨lligen Partitionen
Regel gro¨ßer ohne diese Tie-Break Strategie, da aber im Mittel der erwartete asymptotische
Speed-Up mit dieser Tie-Break Strategie besser ist, steigt die Wahrscheinlichkeit, daß man mit
einer Tie-Break Strategie fu¨r einen Lauf des Algorithmus ein besseres Partitionierungsergeb-
nis erha¨lt. Weiterhin ist die Partitionierungszeit mit der Tie-Break Strategie etwas ku¨rzer, da
im Durchschnitt weniger Passes durchlaufen werden mu¨ssen.
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Lazy Strategie Im Laufe des Algorithmus wird die beste Partition innerhalb eines Passes
immer fru¨her erreicht. In der Abbildung 6.6 wird dies am Beispiel eines Laufes des Algorith-
mus ADAPTED verdeutlicht. Bei diesem Lauf wird die beste Partition im ersten Pass nach
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Abbildung 6.6.: Vergleich dreier Passes beim Partitionieren des MONET in 4 Blo¨cke
124 Zu¨gen und im dritten Pass sogar nach 39 Zu¨gen erreicht. Um den Pass zu vervollsta¨ndi-
gen, muß man danach Zu¨ge ausfu¨hren, die eigentlich unno¨tig sind. Deshalb versucht man mit
einer Lazy Strategie durch Abbruch des Passes diese unno¨tigen Zu¨ge zu vermeiden. Dabei sol-
len natu¨rlich keine großen Verluste hinsichtlich der Qualita¨t der Partitionen auftreten. Da die
Anzahl der Zu¨ge, nach denen keine Verbesserung der Partition auftritt, fu¨r verschiedene Pas-
ses und auch fu¨r verschiedene La¨ufe des Algorithmus stark schwankt, ist es besser einen Pass
abzubrechen, wenn nach einer festzulegenden Anzahl von Zu¨gen keine Verbesserung einge-
treten ist. In den Abbildungen 6.7-6.10 wird der Einfluß dieser Zuganzahl fu¨r 250 Partitionen
in 4 bzw. 16 Blo¨cke beim Partitionieren der jeweiligen Modelle dargestellt. Es zeigt sich, daß
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Abbildung 6.7.: Lazy Strategie beim Partitionieren des MONET in 4 Blo¨cke
man mit dieser Lazy Strategie ohne große Einbußen in der Qualtita¨t der Partitionen einen deut-
lichen Zeitgewinn erzielen kann. Zur Festlegung eines Wertes fu¨r die Anzahl der nicht verbes-
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Abbildung 6.8.: Lazy Strategie beim Partitionieren des PICASSO in 4 Blo¨cke
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Abbildung 6.9.: Lazy Strategie beim Partitionieren des MONET in 16 Blo¨cke
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Abbildung 6.10.: Lazy Strategie beim Partitionieren des PICASSO in 16 Blo¨cke
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sernden Zu¨ge, nach denen der Pass abgebrochen werden soll, scheint es gu¨nstig zu sein, etwa
einen Wert zwischen 40 % und 60 % der verwendeten Super-Coneanzahl zu wa¨hlen. Dabei
hat man bei gro¨ßerer Blockanzahl mit einer Lazy Strategie eine geringere Zeiteinsparung bei
der Partitionierung. Außerdem sind die Partitionierungsergebnisse bei gro¨ßerer Blockanzahl
prozentual schlechter (siehe Tabelle 6.5).
Schaltungsmodelle MONET PICASSO
Blockanzahl 4 16 4 16
Qualita¨tsverlust beim Speed-Up 0 % 0.6 % 0.3 % 1.6 %
Zeiteinsparung 27.0 % 20.6 % 35.9 % 31.0 %
Tabelle 6.5.: Einfluß der Blockanzahl auf die Lazy Strategie bei einem Wert fu¨r den Abbruch eines
Passes von 50 % der Super-Coneanzahl
6.2. MIN-CUT
Die klassischen Iterative Improvement Algorithms haben im Gegensatz zum Algorithmus
ADAPTED eine lineare Zeitkomplexita¨t. Das liegt daran, daß bei der Bestimmung des besten
Zuges beim Algorithmus ADAPTED alle mo¨glichen Zu¨ge betrachtet werden mu¨sssen. Bei
den klassischen Algorithmen dagegen kann der beste Zug aus einer sehr geringen Anzahl von
Zu¨gen ermittelt werden. Deshalb soll hier untersucht werden, ob das PLSIM Problem hinrei-
chend mit einem Min-Cut Problem beschrieben werden kann. In diesem Kapitel wird nun ein
spezielles Min-Cut Problem definiert, auf dem dann die klassischen Algorithmen angepaßt
werden ko¨nnen.
Wie im Kapitel 3.3.1 bereits erla¨utert wurde, wird beim Min-Cut Problem eine Partitionie-
rung eines Hypergraphen gesucht, bei der die Cut-Size der Partition minimal ist. Aber mit
dem ¨Uberlappungs- und Kommunikationshypergraphen gibt es zwei Cut-Sizes fu¨r die ent-
sprechenden Hypergraphen. Durch die Bewertungsfunktion fu¨r das PLSIM Problem sind die
¨Uberlappungs- und Kommunikationshyperkanten aber durch die Parameter vpb bzw. v
p
n mitein-
ander vergleichbar, so daß man die Cut-Size durch die gewichtete Summe der beiden Cut-Sizes
darstellen kann. Sei nun wieder eine Partitionierung Π : Co(M)! P bei einem Hardware-
Modell M, der ¨Uberlappungshypergraph OHG(Co(M);EO) und der Kommunikationshyper-
graph CHG(Co(M);EC) gegeben. Dann ergibt sich die Cut-Size wie folgt:
cut(Π) =
h
v
p
b  ∑
o2EO
µo(o)(distO(o) 1)
i
+
h
vpn  ∑
e2EC
µc(e)distC(e)
i
(6.3)
wobei fu¨r
distO(o) =




n
p 2 P


9c
 
c 2Co(M)^ c 2 o^Π(c) = p

o
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distC
 
e

= distC
 
(CO;CI)

=




n
p 2 P


9co;ci
 
fcog=CO^ ci 2CI ^Π(co) 6= p = Π(ci)

o




gilt. Wie man sieht, werden nicht nur die Kantengewichte der geschnittenen Kanten summiert,
sondern das Produkt aus Kantengewicht und Anzahl der Blo¨cke, in denen sich Knoten befin-
den, die zu der Kante geho¨ren. Beim ¨Uberlappungshypergraphen bedeutet das, daß, wenn eine
Hyperkante geschnitten wird, die Teillogik in verschiedenen Blo¨cken ausgewertet werden muß
(Replikation). Dabei ist es besser, wenn die Teillogik in weniger Blo¨cken evaluiert wird. ¨Ahn-
lich ist es beim Kommunikationshypergraphen, denn die Kommunikation wird gro¨ßer, wenn
ein Netzwert zu mehr Blo¨cken u¨bertragen werden muß.
Beispiel Die Berechnung der Cut-Size soll an dem Modell SIMPLE na¨her erla¨utert werden
(siehe Abbildungen 3.2 und 3.3 sowie Tabelle 3.1). Dabei werden die gleichen Parameter einer
gedachten Simulationsumgebung wie im Beispiel des Kapitels 3.3.2 verwendet (siehe Tabelle
3.2). Das Modell SIMPLE sei in drei Blo¨cke partitioniert, wobei auf jeden Block ein Cone
verteilt ist. Die Cut-Size dieser Partition berechnet sich dann wie folgt:
cut(Π) =
h
10
 
2µO(fL1;L2;O1g)+1µO(fL2;O1g)

i
+
h
20
 
2µC((fL1g;fL2;O1g))+2µC((fL2g;fL1;O1g))
+ 1µC((fL2g;fO1g))

i
=
h
10
 
22+11

i
+
h
20
 
21+21+11

i
= 150:
Auch eine Balance zwischen den einzelnen Blo¨cken kann man u¨ber die erwarteten Simu-
lationszeiten der einzelnen Blo¨cke angeben. Dabei darf die erwartete Simulationszeit eines
Blockes nicht mehr als ein bestimmter Betrag u¨ber dem Durchschnitt der erwarteten Simula-
tionszeiten aller Blo¨cke liegen (siehe Abbildung 6.11). Diese obere Schranke wird ermittelt,
indem ein festgelegter Balance-Faktor mit dem Mittelwert der erwarteten Simulationszeiten
multipliziert wird. Bei den klassischen Algorithmen wird die Balance ha¨ufig so gewa¨hlt, daß
der beste Zug einer Bewegungsrichtung nicht balance-verletzend ist. Das kann mit dieser Ba-
lance nicht gewa¨hrleistet werden, da die Bewegung eines Cones die erwarteten Simulations-
zeiten jedes Blockes senken oder erho¨hen kann. Wenn bei der Wahl des besten Zuges jede
mo¨gliche Bewegung eines Cones balance-verletzend ist, wird deshalb der Pass abgebrochen.
Um solche Abbru¨che der Passes zu vermeiden, ko¨nnte man auch eine Balance u¨ber der Co-
neanzahl der einzelnen Blo¨cke betrachten. Allerdings wa¨re diese Balance ungenau, da mit der
Anzahl der Cones eines Blockes nur in grober Na¨herung auf die erwartete Simulationszeit
geschlossen werden kann.
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Abbildung 6.11.: balancierte Partition
Die Senkung der Cut-Size entspricht in etwa der Verringerung der durchschnittlichen erwarte-
ten Simulationszeit. Da die Cut-Size den Overhead bei einer parallelen Logiksimulation durch
die Replikation und Kommunikation beschreibt, stellt die Senkung der Cut-Size der aktuellen
Partition die Verringerung der Differenz zwischen der aktuellen und der idealen durchschnitt-
lichen erwarteten Simulationszeit dar. Die ideale durchschnittliche erwartete Simulationszeit
ist dabei der Quotient aus der sequentiellen erwarteten Simulationszeit und der Anzahl der
verwendeten Prozessoren.
Die Gewinn-Struktur muß die Abnahme dieser Cut-Size bei Bewegung eines Cones zu ei-
nem anderen Block speichern. Dabei werden die entsprechenden Anteile des ¨Uberlappungs-
und Kommunikationshypergraphen an dem Gewinn-Wert getrennt berechnet. Fu¨r die Berech-
nung der Balance bei einem Zug mu¨ssen die erwarteten Simulationszeiten der Blo¨cke nach
Ausfu¨hrung des Zuges bestimmt werden. Um dies in effizienter Weise durchzufu¨hren, wird
die Gewinn-Struktur des Algorithmus ADAPTED verwendet. D.h. neben den Gewinn-Werten,
die die ¨Anderung der Cut-Size beschreiben, mu¨ssen auch die Gewinn-Vektoren, die die ¨Ande-
rungen der erwarteten Simulationszeiten der Blo¨cke darstellen, berechnet werden. Bei der Be-
stimmung des besten Zuges wird wie bei den klassischen Algorithmen mit Hilfe der Bucket-
Arrays fu¨r jede Bewegungsrichtung der Zug bestimmt, der die Cut-Size am meisten verringert.
Fu¨r jeden Zug aus dieser kleinen Menge wird gepru¨ft, ob die Balance verletzt wird. Der beste
Zug ist dann der Zug dieser Menge, der die Cut-Size am meisten verringert und nicht die Ba-
lance verletzt. Da die Cut-Size sich aus der gewichteten Summe der einzelnen Cut-Sizes der
entsprechenden Hypergraphen zusammensetzt, ko¨nnen die Gewinn-Werte große Zahlenwerte
sein. Das bedeutet aber auch, daß die Bucket-Arrays sehr groß werden ko¨nnen. Deshalb ist es
gu¨nstig, das Bucket-Array so zu verkleinern, das ein Eintrag des Bucket-Arrays statt einem
Gewinn-Wert einem Bereich aus mehreren Gewinn-Werten entspricht. Der Nachteil bei die-
sem Vorgehen ist aber, daß dann unter Umsta¨nden bei der Suche nach dem besten Zug nicht
der Zug ermittelt werden kann, der die Cut-Size am meisten verringert, sondern ein etwas
schlechterer Zug ausgewa¨hlt wird.
Der Algorithmus wird in der Abbildung 6.12 dargestellt.
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DO
berechne die Binding-Numbers fu¨r jeden Cone;
berechne die Gewinn-Vektoren zur Berechnung der erwarteten Simulationszeiten
fu¨r jeden Cone;
berechne die Gewinn-Werte zur Berechnung der Cut-Size fu¨r jeden Cone;
trage jeden Gewinn-Wert in das entsprechende Bucket-Array ein;
FOR nc mal
wa¨hle aus jedem Bucket-Array den besten Zug, d.h. mit dem gro¨ßten Gewinn-
Wert aus;
aus diesen Zu¨gen wa¨hle denjenigen aus, der die Cut-Size am meisten verrin-
gert und nicht die Balance verletzt;
vollfu¨hre den Zug logisch und sperre den Cone;
aktualisiere die Binding-Numbers, die Gewinn-Vektoren, die Gewinn-Werte
und die Bucket-Arrays aller Nachbarn vom Cone;
fu¨hre alle Bewegungen, die zur kleinsten Cut-Size fu¨hren, physisch durch;
entsperre alle Cones;
WHILE Verbesserung der Cut-Size
Abbildung 6.12.: Algorithmus MIN-CUT
Als na¨chstes soll der Einfluß des Balance-Faktors auf die Partitionierungsergebnisse unter-
sucht werden. In den Abbildungen 6.13 und 6.14 wird dieser Einfluß fu¨r 250 zufa¨llige Par-
titionen in 4 bzw. 16 Blo¨cke bei zwei verschiedenen Modellen dargestellt. Dabei mußten
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Abbildung 6.13.: Einfluß der Balance beim Partitionieren in 4 Blo¨cke
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Abbildung 6.14.: Einfluß der Balance beim Partitionieren in 16 Blo¨cke
die Ausgangspartitionen schon die jeweilige Balance erfu¨llen. Das Maximum des mittleren
erwarteten asymptotischen Speed-Up wird bei einem Balance-Faktor zwischen 1:2 und 1:3
erreicht. Bei kleineren Werten des Balance-Faktors ist die Balance viel zu streng, denn der
Algorithmus hat kaum Mo¨glichkeiten, die Cut-Size zu senken und dabei die Balance beizu-
behalten. Die Folge davon ist, daß sehr ha¨ufig ein Pass abgebrochen werden muß, da kein
Zug mehr gefunden wird, der die Balance nicht verletzt. So werden bei der Partitionierung
des Modells MONET in 16 Blo¨cke mit dem Balance-Faktor von 1:2 91% der Passes abge-
brochen. Wird der Balance-Faktor dagegen zu groß gewa¨hlt, dann werden zwar Partitionen
mit sehr geringer Cut-Size gefunden, aber die vorhergesagten Simulationszeiten der einzelnen
Blo¨cke ko¨nnen sich durch den großen Balance-Faktor stark voneinander unterscheiden. Bei
der Partitionierung des Modells MONET in 16 Blo¨cke betra¨gt die durchschnittliche Cut-Size
bei einem Balance-Faktor von 1:25 106688656 und bei 1:5 86744374. Der durchschnittliche
erwartete asymptotische Speed-Up dagegen ist bei 1:25 6:3 und bei 1:5 nur 6:1.
6.3. MIXED
Da die Balancierung beim Min-Cut Algorithmus sehr schwierig ist, und beim Algorithmus
ADAPTED die Zeitkomplexita¨t recht groß ist, wurde einfach eine Kombination aus Min-Cut
und ADAPTED entwickelt. Genauso wie beim Min-Cut Algorithmus wird bei der Bestim-
mung des besten Zuges fu¨r jede Bewegungsrichtung der Zug ausgewa¨hlt, der die beim Min-
Cut Algorithmus definierte Cut-Size (siehe Gleichung 6.3) am meisten verringert. Aus dieser
kleinen Menge von Zu¨gen wird nun im Gegensatz zum Min-Cut Algorithmus der vollzogen,
bei dem die erwartete parallele Simulationszeit am geringsten ist. Beim MIXED Algorithmus
wird also keine Balance zwischen den erwarteten Simulationszeiten der Blo¨cke betrachtet.
Der Unterschied zum Algorithmus ADAPTED besteht darin, das nicht alle, sondern nur sehr
wenige Zu¨ge bei der Bestimmung des besten Zuges beru¨cksichtigt werden mu¨ssen. Damit soll
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ein Zeitgewinn bei der Partitionierung erreicht werden.
Wie auch beim Min-Cut Algorithmus werden hier beide Gewinn-Strukturen beno¨tigt. D.h.
neben der Gewinn-Struktur zur Berechnung der Cut-Size werden auch die Gewinn-Vektoren,
die die ¨Anderungen der erwarteten Simulationszeiten der Blo¨cke beschreiben, verwendet.
Der Algorithmus wird in der Abbildung 6.15 dargestellt.
DO
berechne die Binding-Numbers fu¨r jeden Cone;
berechne die Gewinn-Vektoren zur Berechnung der erwarteten Simulationszeiten
fu¨r jeden Cone;
berechne die Gewinn-Werte zur Berechnung der Cut-Size fu¨r jeden Cone;
trage jeden Gewinn-Wert in das entsprechende Bucket-Array ein;
FOR nc mal
wa¨hle aus jedem Bucket-Array den besten Zug, d.h. mit dem gro¨ßten Gewinn-
Wert aus;
aus diesen Zu¨gen wa¨hle denjenigen aus, der die erwartete parallele Simula-
tionszeit am meisten verringert;
vollfu¨hre den Zug logisch und sperre den Cone;
aktualisiere die Binding-Numbers, die Gewinn-Vektoren, die Gewinn-Werte
und die Bucket-Arrays aller Nachbarn vom Cone;
fu¨hre alle Bewegungen, die zur kleinsten erwarteten parallelen Simulationszeit
fu¨hren, physisch durch;
entsperre alle Cones;
WHILE Verbesserung der erwarteten parallelen Simulationszeit
Abbildung 6.15.: Algorithmus MIXED
6.4. Tabu Search
In diesem Kapitel wird eine Tabu Search Variante (siehe Kapitel 4.2.1) fu¨r das PLSIM Problem
vorgestellt. Auch hier erfolgt bei einem Zug ein Verschieben eines Cones vom Ausgangsblock
zu einem anderen. Dabei wird genau wie beim Algorithmus ADAPTED der Cone verscho-
ben, der die erwartete parallele Simulationszeit am meisten verringert. Darum kann auch hier
bei der Bestimmung des besten Zuges die Gewinn-Struktur benutzt werden, die schon beim
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Algorithmus ADAPTED verwendet wurde. Der einzige Unterschied bei der Verwendung die-
ser Gewinn-Struktur besteht darin, daß beim Aktualisieren der Gewinn-Vektoren auch die
gesperrten Cones mitberu¨cksichtigt werden. Nach dem Verschieben eines Cones c vom Aus-
gangsblock A zu einem anderen Block B wird der inverse Zug, d.h. das Verschieben des Cones
c von B nach A, fu¨r eine gewisse Tabu Dauer gesperrt.
Der Tabu Search Algorithmus ist in der Abbildung 6.16 dargestellt.
beste Partition aktuelle Partition
berechne die Binding-Numbers fu¨r jeden Cone;
berechne die Gewinn-Vektoren fu¨r jeden Cone;
FOR eine festgelegte Anzahl von Iterationen
wa¨hle den besten Zug aus allen mo¨glichen nicht verbotenen Zu¨gen aus
vollfu¨hre den Zug und sperre den inversen Zug fu¨r eine gewisse Tabu Dauer;
IF aktuelle Partition besser als die beste Partition THEN
beste Partition aktuelle Partition
aktualisiere die Binding-Numbers und Gewinn-Vektoren aller Nachbarn vom ver-
schobenen Cone;
Abbildung 6.16.: Algorithmus Tabu Search
Die Tabu Dauer hat beim Tabu Search Algorithmus eine große Bedeutung, da sie die Partitio-
nierungsergebnisse stark beeinflußt. Deshalb soll nun dieser Einfluß bei verschiedenen Parti-
tionierungen untersucht werden. In den Abbildungen 6.17 und 6.18 wird fu¨r zwei verschiedene
Modelle dieser Einfluß der Tabu Dauer auf die Partitionierung von 250 Super-Cones in 4 bzw.
16 Blo¨cke bei 250 zufa¨lligen Partitionen dargestellt. Das Maximum des durchschnittlichen er-
warteten asymptotischen Speed-Up wird bei gro¨ßerer Blockanzahl mit einer deutlich ho¨heren
Tabu Dauer erreicht.
Wie in Kapitel 4.2.1 schon erwa¨hnt, wird manchmal eine Aspiration Function eingefu¨hrt, die
im Laufe des Tabu Search Algorithmus auch verbotene Zu¨ge zula¨ßt. Die nun betrachtete Aspi-
ration Function erlaubt verbotene Zu¨ge, wenn diese zu einer Partition fu¨hren, deren erwartete
parallele Simulationszeit geringer ist, als die bisher im Laufe des Algorithmus gefundene. In
den Abbildungen 6.19 und 6.20 wird gezeigt, wie sich die Ergebnisse von Tabu Search bei die-
ser Aspiration Function a¨ndern. Auch hier wurden fu¨r zwei Modelle 250 zufa¨llige Partitionen
in 4 und 16 Blo¨cke benutzt. Bei der Verwendung dieser Aspiration Function wird das Maxi-
mum des durchschnittlichen erwarteten asymptotischen Speed-Up bei ho¨heren Tabu Dauern
erreicht. Außerdem sind die Partitionierungsergebnisse im Vergleich zur Tabu Search Variante
ohne Verwendung der Aspiration Function deutlich besser.
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Abbildung 6.17.: Einfluß der Tabu Dauer beim Partitionieren in 4 Blo¨cke
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Abbildung 6.18.: Einfluß der Tabu Dauer beim Partitionieren in 16 Blo¨cke
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Abbildung 6.19.: Einfluß der Tabu Dauer beim Partitionieren mit Aspiration Function in 4 Blo¨cke
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Abbildung 6.20.: Einfluß der Tabu Dauer beim Partitionieren mit Aspiration Function in 16 Blo¨cke
Als na¨chstes soll untersucht werden, ob stochastische Schwankungen der Tabu Dauer in einem
festgelegten Bereich die Partitionierungsergebnisse verbessern ko¨nnen. Dabei tritt jede Tabu
Dauer in diesem Bereich mit gleicher Wahrscheinlichkeit auf. In der Abbildung 6.21 werden
die Ergebnisse einer Tabu Search Variante mit stochastischen Schwankungen der Tabu Dau-
er und ohne Verwendung der Aspiration Function fu¨r 250 zufa¨llige Partitionen des Modells
MONET in 4 bzw. 16 Blo¨cke bei unterschiedlicher Gro¨ße des Schwankungsbereiches dar-
gestellt. Dabei wurde fu¨r die jeweilige Partitionierung die beste Tabu Dauer gewa¨hlt (fu¨r 4
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Abbildung 6.21.: stochastisches ¨Andern der Tabu Dauer beim Partitionieren in 4 bzw. 16 Blo¨cke
Blo¨cke 225 und fu¨r 16 Blo¨cke 1650), um die die stochastischen Schwankungen erfolgten. Auf
die Partitionierungsergebnisse hat das stochastische Schwanken der Tabu Dauer allerdings
keinen Einfluß.
Bei den bisherigen Untersuchungen durchlief Tabu Search immer eine unverha¨ltnisma¨ßig ho-
he Anzahl von Iterationen. Das fu¨hrt natu¨rlich zu sehr langen Partitionierungszeiten. In der
Abbildung 6.22 wird der Einfluß der Iterationenanzahl auf die Partitionierungsergebnisse von
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Tabu Search bei 250 zufa¨lligen Partitionen des Modells MONET in 4 und 16 Blo¨cke darge-
stellt. Dabei wurde auf eine Verwendung der Aspiration Function verzichtet. Es zeigt sich,
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Abbildung 6.22.: Einfluß der Anzahl der Iterationen auf die Partitionierung
daß nur eine sehr geringe Anzahl von Iterationen no¨tig ist, um gute Partitionierungsresultate
zu erzielen. So betra¨gt bei der Partitionierung des Modells MONET in 4 Blo¨cke der durch-
schnittliche erwartete asymptotische Speed-Up nach 4000 Iterationen 2:97 und nach 32000
Iterationen 3:04. Dagegen werden fu¨r die 4000 Iterationen im Durchschnitt 0:3 Sekunden und
fu¨r die 32000 Iterationen 8:7 Sekunden beno¨tigt.
6.5. Vergleich der Algorithmen
Einfluß der Startpartition Bei den bisherigen La¨ufen wurden die iterativen Algorithmen
immer mit zufa¨llig erzeugten Anfangspartitionen gestartet. Deshalb soll hier am Beispiel des
Algorithmus ADAPTED untersucht werden, ob Anfangspartitionen, die durch andere Parti-
tionierungsverfahren ermittelt wurden, zu besseren Partitionierungsergebnissen fu¨hren. Da-
zu werden einerseits 30 Partitionen, die mit dem Algorithmus MOCC (siehe Kapitel 4.1.5)
erzeugt wurden, und andererseits 300 zufa¨llige Partitionen fu¨r zwei Modelle in 4 bzw. 16
Blo¨cke mit dem Algorithmus ADAPTED verbessert (siehe Tabellen 6.6 und 6.7). Die Par-
titionierungsergebnisse sind mit der Verwendung von Startpartitionen, die durch den MOCC
bestimmt wurden, bei dem Modell MONET deutlich besser. Außerdem ist bei der Benutzung
von MOCC Partitionen die Partitionierungszeit fu¨r einen Lauf im Mittel geringer, da weni-
ger Passes durchlaufen werden mu¨ssen. Bei dem Modell PICASSO lohnt sich dagegen eine
Verwendung solcher Startpartitionen nur bei der Partitionierung in 4 Blo¨cke. Ein Grund dafu¨r
ko¨nnte sein, daß die MOCC Partitionen bei dem relativ kleinen Modell PICASSO nicht deut-
lich besser als zufa¨llige Partitionen sind. Man kann also mit der Verwendung von sehr wenigen
Startpartitionen, die durch andere Partitionierungsverfahren ermittelt wurden, bei gro¨ßeren
Modellen sehr gute Partitionierungsergebnisse in ku¨rzerer Zeit erzielen.
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MONET in 4 Blo¨cke
mit ohne
max. Speed-Up 3.477 3.290
min. Speed-Up 3.067 2.325
Speed-Up ? 3.246 2.899
Passanzahl ? 3.8 5.8
MONET in 16 Blo¨cke
mit ohne
max. Speed-Up 9.362 9.334
min. Speed-Up 5.698 5.055
Speed-Up ? 8.317 7.368
Passanzahl ? 4.0 5.0
Tabelle 6.6.: Vergleich mit und ohne durch MOCC erzeugte Startpartitionen bei der Partitionierung des
Modells MONET
PICASSO in 4 Blo¨cke
mit ohne
max. Speed-Up 1.223 1.275
min. Speed-Up 1.085 1.037
Speed-Up ? 1.154 1.124
Passanzahl ? 6.2 6.4
PICASSO in 16 Blo¨cke
mit ohne
max. Speed-Up 1.700 1.829
min. Speed-Up 1.247 1.411
Speed-Up ? 1.508 1.613
Passanzahl ? 6.3 7.2
Tabelle 6.7.: Vergleich mit und ohne durch MOCC erzeugte Startpartitionen bei der Partitionierung des
Modells PICASSO
Fu¨r einen Vergleich der Algorithmen ADAPTED, MIN-CUT, MIXED und Tabu Search soll
ein realistisches Testszenario verwendet werden. Die Algorithmen werden bei Partitionierun-
gen verschiedener Modelle in unterschiedlichen Blockanzahlen (2-32 Blo¨cke) untersucht. Da-
bei erfolgen die Partitionierungen nach Vorpartitionierungen mit dem LINE Algorithmus in
verschiedene Super-Coneanzahlen (125, 250 und 500 Super-Cones). Jeder Algorithmus hat
dazu 15 zufa¨llige Partitionen des jeweiligen Modells zu verbessern. Als Partitionierungser-
gebnis wird dann nur die beste Partition betrachtet. Dagegen ist die Partitionierungszeit die
Gesamtzeit, die fu¨r alle 15 Partitionen beno¨tigt wird. Um aussagekra¨ftige Ergebnisse zu er-
halten, wird dieses Vorgehen 50 mal wiederholt, so daß insgesamt 750 Partitionen behandelt
werden. Bei den Algorithmen ADAPTED, MIN-CUT und MIXED wurde keine Lazy Strate-
gie verwendet. Dagegen wurde die im Kapitel 6.1 fu¨r den Algorithmus ADAPTED definierte
Tie-Break Strategie bei diesem Vergleich benutzt. Der Balance-Faktor fu¨r den MIN-CUT Al-
gorithmus betrug 1:25 fu¨r 2-16 Blo¨cke und 1:7 fu¨r 32 Blo¨cke. Alle La¨ufe des Tabu Search Al-
gorithmus erfolgten mit der Aspiration Function und durchliefen 2000 Iterationen. Zur Festle-
gung der Tabu Dauer wurde ein Verhaltnis von 0:45 zu der Anzahl der mo¨glichen Bewegungen
bei einem Zug gewa¨hlt. Die Anzahl der mo¨glichen Bewegungen betra¨gt dabei nc  (np 1).
Die Partitionierungsergebnisse des Vergleiches sind in den Tabellen 6.8 und 6.9 sowie im
Anhang C in den Tabellen C.1-C.10 dargestellt. Dabei liefert der Algorithmus ADAPTED
am ha¨ufigsten das beste Ergebnis fu¨r eine Partitionierung. Aber auch die Partitionierungser-
gebnisse der Algorithmen MIXED und Tabu Search sind gut. Beim Tabu Search sind durch
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Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.898 1.879 1.919 1.883
2 Blo¨cke Speed-Up ? 1.839 1.758 1.854 1.841
Partitionierungszeit? in s 4.920 8.070 8.100 6.570
max. Speed-Up 3.417 3.153 3.357 3.481
4 Blo¨cke Speed-Up ? 3.199 2.856 3.182 3.275
Partitionierungszeit? in s 10.280 16.040 14.040 13.380
max. Speed-Up 5.998 5.299 6.207 6.143
8 Blo¨cke Speed-Up ? 5.708 4.898 5.740 5.607
Partitionierungszeit? in s 20.240 33.910 24.670 31.080
max. Speed-Up 9.411 8.990 9.381 9.333
16 Blo¨cke Speed-Up ? 9.091 8.161 8.960 8.995
Partitionierungszeit? in s 40.110 89.940 44.590 89.470
max. Speed-Up 9.370 9.048 9.343 9.265
32 Blo¨cke Speed-Up ? 9.134 8.013 9.163 9.111
Partitionierungszeit? in s 103.030 155.600 89.530 294.510
Tabelle 6.8.: Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell MONET
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.077 1.039 1.085 1.076
2 Blo¨cke Speed-Up ? 1.052 0.949 1.068 1.064
Partitionierungszeit? in s 4.640 7.200 5.330 5.530
max. Speed-Up 1.283 1.243 1.280 1.268
4 Blo¨cke Speed-Up ? 1.215 1.152 1.236 1.217
Partitionierungszeit? in s 9.560 14.860 10.850 10.700
max. Speed-Up 1.572 1.440 1.569 1.549
8 Blo¨cke Speed-Up ? 1.522 1.379 1.520 1.501
Partitionierungszeit? in s 22.140 47.200 30.870 26.900
max. Speed-Up 1.834 1.770 1.817 1.780
16 Blo¨cke Speed-Up ? 1.763 1.711 1.713 1.720
Partitionierungszeit? in s 59.390 194.700 74.010 81.400
max. Speed-Up 1.902 1.787 1.901 1.870
32 Blo¨cke Speed-Up ? 1.837 1.765 1.820 1.808
Partitionierungszeit? in s 173.890 488.120 175.820 283.00
Tabelle 6.9.: Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell PICASSO
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eine andere Wahl der Tabu Dauer, die durch eine gro¨ßere Anzahl von Testla¨ufen bestimmt
werden ko¨nnte, sogar noch bessere Ergebnisse mo¨glich. Der Algorithmus MIXED erzeugt
unerwartet gute Partitionen. Ein Grund dafu¨r ko¨nnte sein, daß unter den Zu¨gen, die fu¨r jede
Bewegungsrichtung die Cut-Size am meisten senken, sehr ha¨ufig ein Zug dabei ist, der die
erwartete parallele Simulationszeit stark senkt. Die Partitionierungsergebnisse des MIN-CUT
Algorithmus sind dagegen weniger gut. Das liegt daran, daß das PLSIM Problem nicht hin-
reichend als Min-Cut Problem darstellbar ist. Die geringsten Partitionierungszeiten liefert im
Allgemeinen der Algorithmus ADAPTED. Erst bei hohen Super-Cone- und Blockanzahlen
sind die Algorithmen MIXED und MIN-CUT schneller. Ein Grund dafu¨r ist, daß zwar die
Suche nach dem besten Zug bei den Algorithmen MIXED und MIN-CUT deutlich schneller
ist, aber es existiert im Gegensatz zum Algorithmus ADAPTED ein ho¨herer Aufwand bei der
Behandlung der Gewinn-Strukturen. Andererseits ist die Zeit fu¨r einen Pass bei den Algo-
rithmen MIXED und MIN-CUT bei mittleren Super-Cone- und Blockanzahlen zwar geringer
als beim Algorithmus ADAPTED, aber die Anzahl der Passes ist bei diesen Algorithmen
gro¨ßer, so daß insgesamt eine la¨ngere Partitionierungszeit beno¨tigt wird. Die Partitionierungs-
zeiten fu¨r den Tabu Search Algorithmus sind ebenfalls zu hoch. Dies ko¨nnte man durch eine
geringere Anzahl von Iterationen vermeiden. Besser wa¨re allerdings ein Abbruchkriterium,
das entscheidet, wann der Tabu Search Algorithmus abgebrochen wird. Bei einigen Model-
len sind die Partitionierungsergebnisse bei geringeren Super-Coneanzahlen erstaunlicherweise
besser. Dies wird im Kapitel 6.6 na¨her untersucht. Die Partitionen werden bei kleiner Super-
Coneanzahl und wachsender Blockanzahl sogar schlechter. Daraus folgt, daß mit geringer
Super-Coneanzahl eine Partitionierung in gro¨ßere Blockanzahlen nicht sinnvoll ist.
6.6. Hierarchische Partitionierung
In Kapitel 5.5 wurde beschrieben, daß bei einer hierarchischen Partitionierung bessere Ergeb-
nisse erzielt werden ko¨nnen. Dieses hierarchische Vorgehen kann man als eine Erweiterung
der in Kapitel 4.3 vorgestellten hierarchischen Partitionierungsstrategie verstehen.
In diesem Kapitel soll am Beispiel des Algorithmus ADAPTED untersucht werden, ob so eine
hierarchische Partitionierung beim PLSIM Problem sinnvoll ist. In der Abbildung 6.23 wird
links die Verteilung der erwarteten parallelen Simulationszeit von 2500 Partitionen des Mo-
dells MONET in 4 Blo¨cke bei einer Vorpartitionierung in 250 Super-Cones und rechts in 500
Super-Cones gezeigt. Die Partitionen wurden zuerst zufa¨llig erzeugt und danach mit dem Al-
gorithmus ADAPTED verbessert. Die Verteilungen der Partitionen zeigen in guter Na¨herung
eine Normalverteilung. Das bedeutet, daß im Mittel die Partitionen signifikant schlechter als
die beste Partition sind. Dies unterstreicht nochmal die Notwendigkeit einer Multi-Start Stra-
tegie (siehe Kapitel 5.5), bei der ein iterativer Algorithmus mit mehreren Partitionen gestartet
wird, um bessere Partitionen zu erhalten. Die Verteilung bei 250 Super-Cones zeigt im Mittel
kleinere Werte fu¨r die erwartete parallele Simulationszeit. Die beste Partition wird sogar bei
250 Super-Cones erreicht. Die Anzahl der Passes und die Zeit fu¨r einen Pass ist im Mittel
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Abbildung 6.23.: Verteilung der erwarteten parallelen Simulationszeit bei 250 bzw. 500 Super-Cones
bei 500 Super-Cones deutlich gro¨ßer, so daß im Durchschnitt ein Lauf deutlich langsamer ist
(siehe Tabelle 6.10). Deshalb ist es nicht sinnvoll, den iterativen Algorithmus allein mit einer
Super-Cone Anzahl 250 500
Anzahl der Passes ? 5.6 6.8
Zeit fu¨r einen Pass ? 0.11 s 0.3 s
Gesamtzeit ? 0.616 s 2.04 s
Tabelle 6.10.: durchschnittliche Partitionierungszeit bei 250 bzw. 500 Super-Cones
gro¨ßeren Anzahl von Super-Cones zu benutzen. Allerdings sind die Partitionen bei kleinerer
Anzahl der Super-Cones nicht optimal, d.h. bei Vergro¨ßern der Super-Coneanzahl ko¨nnen die
auf die gro¨ßere Super-Coneanzahl projezierten Partitionen mit einem iterativen Algorithmus
verbessert werden. Darum ist ein hierarchisches Partitionieren ein vielversprechender Ansatz,
um noch bessere Partitionierungsergebnisse zu erhalten.
Fu¨r so eine hierarchische Partionierung beno¨tigt man ein Vorgehen, um die Hypergraphen in
jeder Stufe entsprechend zu reduzieren. Diese Reduktion kann ohne spezielle Clusteralgo-
rithmen durch entsprechende Vorpartitionierungen mit dem LINE Algorithmus (siehe Kapitel
4.1.1) und Ableitung der Hypergraphen erreicht werden. Dazu partitioniert man in der unter-
sten Stufe in eine festzulegende Super-Coneanzahl mit dem LINE Algorithmus. Bei der na¨chst
ho¨heren Hierarchiestufe partitioniert man ebenfalls mit dem LINE Algorithmus in die doppel-
te Super-Coneanzahl usw. Der LINE Algorithmus zerlegt die Indexfolge der Cones in gleich
große Bereiche, so daß bis auf die Blockgrenzen zwei benachbarte Cones in dieser Indexfolge
auf den gleichen Block partitioniert werden. Dadurch entspricht ein Super-Cone auf einer Stu-
fe zwei benachbarten Super-Cones auf der na¨chst ho¨heren Stufe (siehe Abbildung 6.24). Eine
Projektion einer Partition auf eine ho¨here Stufe ist somit sehr einfach zu realisieren. In der
Abbildung 6.25 wird das Ergebnis einer solchen hierarchischen Partitionierung am Beispiel
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Abbildung 6.24.: Vorpartitionierung mit dem LINE Algorithmus bei verschiedenen Hierarchiestufen
des Modells MONET dargestellt. Dort erfolgte eine achtstufige hierarchische Partitionierung
Abbildung 6.25.: erwarteter asymptotischer Speed-Up bei einer achtstufigen hierarchischen Partitio-
nierung des Modells MONET in 15 Blo¨cke
von 100-12800 Super-Cones in 15 Blo¨cke. Dabei wurde zuerst auf jeder Hierarchiestufe die
entsprechende Vorpartitionierung mit dem LINE Algorithmus und das Ableiten der Hypergra-
phen durchgefu¨hrt. Durch eine zufa¨llige Verteilung der 100 Super-Cones auf die 15 Blo¨cke
wurde dann eine Partition auf der untersten Hierarchiestufe erzeugt, die durch den Algorith-
mus ADAPTED verbessert werden konnte. Diese Partition wurde anschließend auf die 200
Super-Cones der na¨chst ho¨heren Hierarchiestufe projeziert. Danach erfolgte wieder eine Ver-
besserung der Partition mit dem Algorithmus ADAPTED. Dieses Vorgehen wurde bis zur
ho¨chsten Hierarchiestufe mit 12800 Super-Cones fortgesetzt. Auffa¨llig bei diesem Lauf der
hierarchischen Partitionierung ist, daß die Anzahl der Passes auch bei ho¨heren Stufen rela-
tiv beschra¨nkt ist. Damit ha¨lt sich der viel gro¨ßere Zeitverbrauch bei der Partitionierung mit
ho¨herer Super-Coneanzahl in Grenzen.
Als na¨chstes soll der Einfluß der Anzahl der Hierarchiestufen auf Partitionierungsergebnis und
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Partitionierungszeit untersucht werden. Dabei wird der Algorithmus ADAPTED zur Verbes-
serung der Partitionen auf jeder Stufe verwendet. In den Abbildungen 6.26 und 6.27 werden
die Partitionierungsergebnisse und die Partitionierungszeit fu¨r 250 zufa¨llige Partitionen des
Modells MONET mit 250 Super-Cones auf der untersten Hierarchiestufe in 4 bzw. 16 Blo¨cke
bei verschiedener Anzahl der Hierarchiestufen dargestellt. Es zeigt sich, daß bei gro¨ßerer
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Abbildung 6.26.: hierarchische Partitionierung des MONET in 4 Blo¨cke
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Abbildung 6.27.: hierarchische Partitionierung des MONET in 16 Blo¨cke
Anzahl der Hierarchiestufen der durchschnittliche erwartete asymptotische Speed-Up linear
wa¨chst. Auch das Maximum des erwarteten asymptotischen Speed-Up u¨ber alle Partitionen
hat in etwa den gleichen linearen Anstieg. Dagegen wa¨chst die Partitionierungszeit fu¨r einen
Lauf der hierarchischen Partitionierung bei gro¨ßerer Anzahl der Hierarchiestufen mindestens
polynomial.
Ein a¨hnliches Ergebnis erha¨lt man, wenn statt 250 Super-Cones 125 Super-Cones auf der
untersten Hierarchiestufe verwendet werden (siehe Abbildungen 6.28 und 6.29). Dabei zeigte
sich, daß die Partitionierungsergebnisse in 4 Blo¨cke mit 125 Super-Cones sogar besser sind.
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Abbildung 6.28.: hierarchische Partitionierung des MONET in 4 Blo¨cke mit 125 Super-Cones
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Abbildung 6.29.: hierarchische Partitionierung des MONET in 16 Blo¨cke mit 125 Super-Cones
Da die Partitionierungszeit mit gro¨ßerer Anzahl der Hierarchiestufen sta¨rker wa¨chst als der
durchschnittliche erwartete asymptotische Speed-Up, lohnt sich der Aufwand der hierarchi-
schen Partitionierung bei ho¨heren Hierarchiestufen nur, wenn auch die Anzahl der Zyklen
wa¨chst, die simuliert werden sollen (siehe auch Kapitel 3.3.2 Gleichung 3.5). In der Abbil-
dung 6.30 wird dieser Anstieg fu¨r die Anzahl der Zyklen, bei der sich eine hierarchische Par-
titionierung mit der jeweiligen Anzahl der Hierarchiestufen gegenu¨ber einer einstufigen hier-
archischen Partitionierung lohnt, bei dem Modell MONET mit 250 Super-Cones in 4 Blo¨cke
dargestellt. Dabei wird bei der Partitionierungszeit der Anteil der Vorpartitionierung und Ab-
leitung der Hypergraphen vernachla¨ssigt.
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Abbildung 6.30.: Anzahl der Simulationszyklen fu¨r die Partitionierung des Modells MONET in 4
Blo¨cke, ab der sich eine mehrstufige hierarchische Partitionierung lohnt
6.7. Replikation von Cones
Eine Replikation von Cones bei der Partitionierung kann aus verschiedenen Gru¨nden sinnvoll
sein. So z.B. ko¨nnte durch eine Mehrfachverteilung von Cones eine fehlertolerante parallele
Logiksimulation durchgefu¨hrt werden. In diesem Kapitel wird aber nur untersucht, ob sich
mit der Replikation von Cones bei der Partitionierung der erwartete Speed-Up fu¨r die paralle-
le Logiksimulation vergro¨ßern kann. Dafu¨r wurde der Algorithmus ADAPTED auf die neue
Problemstellung angepaßt.
Mit der Replikation von Cones auf mehrere Blo¨cke kann man die Kommunikation, aber nicht
die Blocklast verringern. Damit durch Replikation bessere Partitionen erzeugt werden, muß
die Verringerung der Kommunikation gro¨ßer als die Erho¨hung der Blocklast sein. Speziell ist
es nur sinnvoll, solche Cones zu replizieren, die Quellen einer Kommunikationshyperkante
sind.
In der Abbildung 6.31 wird solch ein Szenario am Modell SIMPLE (siehe Abbildungen 3.2
und 3.3 sowie Tabelle 3.1) verdeutlicht. Dort werden die Kommunikationshypergraphen vor
und nach der Replikation von L1 gezeigt. Der Bereich, der mit einem gepunkteten Rand verse-
hen worden ist, soll die Cones in zwei Teilmengen zerlegen. Ohne Replikation sind L1 und O1
in der einen Teilmenge, wa¨hrend sich L2 in der anderen befindet. Von L2 mu¨ssen zwei Netz-
werte zu dem anderen Block u¨bertragen werden und von L1 einer. Wenn man nun L1 auf den
anderen Block repliziert (L10), dann reduziert sich die Kommunikation auf die beiden Netz-
werte, die von L2 ausgehen, denn durch diese Replikation muß L1 nicht mehr den Netzwert zu
L2 u¨bertragen, da L10 diesen Netzwert liefert. Die im Bild dargestellten gestrichelten Linien
der Hyperkanten geben an, daß eine andere Verbindung existiert, die gu¨nstiger ist. Allerdings
erho¨ht sich die Blocklast bei der Replikation von L1, da bei einer parallelen Logiksimulation
die Boxen, die vom Cone L1 u¨berlappt werden, auch auf dem anderen Block evaluiert werden
mu¨ssen. Als einziger Cone ist O1 kein Quell-Cone einer Kommunikationshyperkante. Eine
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Abbildung 6.31.: Replikation beim Modell SIMPLE
Replikation von O1 auf den anderen Block (O10) wu¨rde keine Verringerung der Kommunika-
tion zur Folge haben, da die Netzwerte von den Cones L1 und L2 zu den Cones O1 und O10
u¨bertragen werden mu¨ßten.
Bei einer Partitionierung mit Replikation in mehr als zwei Blo¨cke kann es vorkommen, daß
es nicht mehr eindeutig ist, wie eine Kommunikation erfolgen soll. In der Abbildung 6.32
wird dies an einem Beispiel verdeutlicht. Dort geht vom Cone c1 eine Kommunikationshy-
Abbildung 6.32.: Mehrdeutigkeit bei der Kommunikation
perkante zum Cone c2 aus. Bei einer Partitionierung der Cones in verschiedene Blo¨cke muß
dann eine Kommunikation zwischen diesen Blo¨cken erfolgen. Wird der Cone c1 auf einen
weiteren Block repliziert, so ko¨nnen die Netzwerte der Kommunikationshyperkante entweder
vom Cone c1 oder vom Cone c01 u¨bertragen werden. Diese Mehrdeutigkeiten bei der Kom-
munikation kann man so auflo¨sen, daß der erwartete Speed-Up der Partition maximal wird.
Das entspricht aber einem neuen kombinatorischen Optimierungsproblem. Deshalb muß man
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eindeutig festlegen, wie die Kommunikation bei der Replikation erfolgen soll, insbesondere
auch dafu¨r, um den Algorithmus ADAPTED anpassen zu ko¨nnen.
Fu¨r eine np-fache Partitionierung werden nun bis zu np Kopien1 der Cones (bzw. Super-Cones)
zugelassen, die Quellen einer Kommunikationshyperkante sind. Sei im weiteren die verwen-
dete Anzahl der Kopien mit l bezeichnet. Die Auflo¨sung der Mehrdeutigkeiten bei der Kom-
munikation soll an dem Beispiel in der Abbildung 6.33 erla¨utert werden. Dort existiert wieder
Abbildung 6.33.: Regeln zur Auflo¨sung der Mehrdeutigkeiten bei der Kommunikation
eine Kommunikationshyperkante vom Cone c1 zum Cone c2. Fu¨r eine Partitionierung in vier
Blo¨cke werden nun bis zu drei Kopien dieser Cones verteilt. Da auf den Blo¨cken 1 und 2 min-
destens eine Kopie des Ziel-Cones c2, aber keine Kopie des Quell-Cones c1 partitioniert ist,
mu¨ssen die Netzwerte der Kommunikationshyperkante auf diese Blo¨cke u¨bertragen werden.
Dies kann aber entweder vom Block 3 oder vom Block 4 erfolgen, weil auf ihnen die Kopien
des Quell-Cones c1 verteilt sind. Fu¨r die Auflo¨sung dieser Mehrdeutigkeit wird nun eine Ord-
nung u¨ber die Kopien eines Cones eingefu¨hrt. Dabei hat die ho¨chste Wertigkeit das jeweilige
Original (c1 und c2) und die niedrigste die letzte Kopie (c001 und c002). Bei der Festlegung der
Kommunikation wird fu¨r die Blo¨cke 1 und 2 untersucht, welcher Ziel-Cone die ho¨chste Wer-
tigkeit besitzt. Auf dem Block 1 ist das der Ziel-Cone c2, auf dem Block 2 der Ziel-Cone c02.
Die Kommunikation muß nun von dem Block erfolgen, auf dem der Quell-Cone partitioniert
ist, der die gleiche Wertigkeit hat. Deshalb empfa¨ngt der Block 1 die Netzwerte der Kommu-
nikationshyperkante vom Block 3, da sich der Quell-Cone c1 auf diesem Block befindet. Mit
diesen Festlegungen kann a¨hnlich wie bei der Partitionierung ohne Replikation die erwartete
parallele Simulationszeit berechnet werden.
Die Anpassung des Algorithmus ADAPTED erfolgte nun so, daß wa¨hrend eines Passes alle
Kopien der Super-Cones zu einem anderen Block verschoben werden. Deshalb vergro¨ßert
sich die Anzahl der mo¨glichen Zu¨ge betra¨chtlich. Durch die vera¨nderte Bewertungsfunktion
fu¨r Partitionen mußte die Berechnung der Gewinn-Vektoren angepaßt werden. Dabei wurde
wieder die Zeit fu¨r die Interprozessorkommunikation vernachla¨ssigt.
Die Anzahl der Kopien eines Super-Cones hat einen großen Einfluß auf die Partitionierungser-
1Das Original wird im weiteren auch als Kopie betrachtet.
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gebnisse. In der Abbildung 6.34 wird dieser Einfluß fu¨r 100 zufa¨llige Partitionen des Modells
MONET in 4 und 16 Blo¨cke gezeigt. Dabei sind die Ergebnisse bei einer Partitionierung mit
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Abbildung 6.34.: Replikation beim Modell MONET in 4 und 16 Blo¨cke mit zufa¨lligen Startpartitionen
Replikation von Super-Cones im Allgemeinen schlechter als ohne Replikation. Nur bei der
Partitionierung in 16 Blo¨cke mit zwei Kopien eines Super-Cones ist der durchschnittliche er-
wartete Speed-Up besser. Außerdem werden die Partitionen bei gro¨ßerer Anzahl der Kopien
immer schlechter, da der Suchraum durch die steigende Anzahl der mo¨glichen Bewegungen
bei einem Zug komplexer wird.
Man erha¨lt a¨hnliche Resultate, wenn man fu¨r die 100 zufa¨lligen Ausgangspartitionen keine
Replikation von Super-Cones erlaubt, d.h. alle Kopien eines Super-Cones sind dann auf ei-
nem Block partitioniert. Die Partitionierungsergebnisse sind in der Abbildung 6.35 dargestellt
und zeigen einen weniger starken Abfall bei wachsender Anzahl der Kopien, da die Anzahl
der replizierten Super-Cones schon bei den zufa¨lligen Ausgangspartitionen viel geringer ist.
Weiterhin sind die Kopien der Super-Cones auf weniger Blo¨cke verteilt. Zum Beispiel besit-
zen die erzeugten Partitionen in 4 Blo¨cke mit vier Kopien eines Super-Cones bei Ausgangs-
partitionen ohne Replikation durchschnittlich 88:2 replizierte Super-Cones verteilt auf 2:28
Blo¨cke, mit Replikation 161:8 replizierte Super-Cones verteilt auf 3:14 Blo¨cke.
Als na¨chstes soll untersucht werden, ob die Partitionen, die mit anderen iterativen Algorithmen
erzeugt wurden, durch die Replikation von Super-Cones verbessert werden ko¨nnen. In der Ab-
bildung 6.36 werden die Partitionierungsergebnisse fu¨r 100 zufa¨llige, durch den Algorithmus
ADAPTED verbesserte Partitionen des Modells MONET in 4 und 16 Blo¨cke gezeigt. Man
erha¨lt durch die Replikation von Super-Cones bessere Partitionierungsresultate. Dabei reichen
zwei Kopien eines Super-Cones vo¨llig aus, da bei leicht gro¨ßerer Anzahl der Kopien die Par-
titionierungsergebnisse nur wenig besser sind. Die Partitionen werden bei weiter wachsender
Anzahl der Kopien sogar schlechter, da auch hier der Suchraum komplexer wird. Außerdem
besitzen die Partitionen wenige replizierte Super-Cones, die meist nur auf zwei Blo¨cke ver-
teilt sind. Bei der Partitionierung in 4 Blo¨cke mit vier Kopien eines Super-Cones sind z.B.
durchschnittlich 15:4 Super-Cones auf 2:03 Blo¨cke mehrfach verteilt. Die Partitionen sind bei
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Abbildung 6.35.: Replikation beim Modell MONET in 4 und 16 Blo¨cke mit zufa¨lligen Startpartitionen
ohne replizierte Cones
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Abbildung 6.36.: Verbesserung von ADAPTED Partitionen durch Replikation beim Modell MONET
in 4 und 16 Blo¨cke
gro¨ßerer Blockanzahl prozentual besser, da dann der Kommunikationsanteil bei den erwarte-
ten Simulationszeiten ho¨her ist. So betra¨gt die durchschnittliche prozentuale Steigerung des
erwarteten asymptotischen Speed-Up bei der Partitionierung in vier Blo¨cke 5:8% und in 16
Blo¨cke 8:1%.
Da die Replikation von Super-Cones nur die Kommunikation verringern kann, mu¨ßte es bei
einer ho¨heren Bewertung der Kommunikationsanteile fu¨r die Vorhersage der parallelen Simu-
lationszeit zu besseren Partitionierungsergebnissen kommen. Um diesen Einfluß untersuchen
zu ko¨nnen, wird der Bewertungsparameter vn fu¨r das Modell MONET von 800 ns auf 1200
ns gesetzt (siehe auch Tabelle 6.2). In der Abbildung 6.37 sind nun die Partitionierungser-
gebnisse bei einer Partitionierung mit Replikation fu¨r 100 zufa¨llige, durch den Algorithmus
ADAPTED verbesserte Partitionen des Modells MONET in 4 bzw. 16 Blo¨cke dargestellt. Wie
erwartet, ist die Verbesserung der Partitionen bei vera¨ndertem Bewertungsparameter prozen-
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Abbildung 6.37.: Verbesserung von ADAPTED Partitionen durch Replikation beim Modell MONET
in 4 und 16 Blo¨cke mit anderen Bewertungsparametern
tual besser. Bei der Partitionierung in vier Blo¨cke steigt der erwartete asymptotische Speed-Up
durchschnittlich um 8:3% und bei 16 Blo¨cken sogar um 13:9%.
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7. Fazit und Ausblick
In dieser Diplomarbeit wurde die erfolgreiche Anpassung der Iterative Improvement Algo-
rithms auf das PLSIM Problem durchgefu¨hrt. Dabei sind zwei Strategien fu¨r die Anpassung
betrachtet worden. Bei der ersten Strategie erfolgte eine Anpassung der Gewinn-Struktur auf
das PLSIM Problem, dagegen versuchte man bei der zweiten Strategie das PLSIM Problem
hinreichend als Min-Cut Problem zu beschreiben. Bei beiden Strategien mußten allerdings
Abstriche an die angepaßten Algorithmen hinsichtlich ihrer Leistungsfa¨higkeit gemacht wer-
den, da das PLSIM Problem verschieden zum Min-Cut Problem ist. Trotzdem u¨berzeugen die
angepaßten Algorithmen mit sehr guten Partitionierungsergebnissen und guten Laufzeiten.
Damit stellen die adaptierten Algorithmen eine echte Alternative zu den anderen Partitionie-
rungsverfahren dar, die auch das PLSIM Problem lo¨sen.
Außerdem wurde in dieser Diplomarbeit eine Erweiterung der hierarchischen Partitionierung
und die Replikation von Cones bei der Partitionierung untersucht. Dabei erreicht man mit
einer hierarchischen Partitionierung sehr gute Partitionierungsresultate. Dagegen sind die Er-
gebnisse bei der Replikation von Cones weniger gut. Aber mit dieser ersten Untersuchung
zur Replikation von Cones sollte nur gezeigt werden, daß man prinzipiell bessere Partitionen
durch die Replikation erzeugen kann.
Aufbauend auf dieser Diplomarbeit sind weiterfu¨hrende Arbeiten mo¨glich, die im Folgenden
na¨her erla¨utert werden.
Bei der Anpassung der Algorithmen auf das PLSIM Problem wurde die Gewinn-Struktur so
angepaßt, daß sie statt der ¨Anderung einer Cut-Size die ¨Anderung der erwarteten Simula-
tionszeiten jedes Blockes beschreibt. Dabei wurde der Zeitanteil fu¨r die Interprozessorkom-
munikation vernachla¨ssigt. Man ko¨nnte untersuchen, wie und mit welchem Mehraufwand die
Interprozessorkommunikation in eine Gewinn-Struktur einfließen kann.
Da die hier entwickelten Algorithmen lokale Suchverfahren sind, ko¨nnte eine Kombination
dieser Algorithmen mit den genetischen Algorithmen zu besseren Partitionierungsergebnissen
fu¨hren. Dabei wa¨re eine Mo¨glichkeit, iterative Algorithmen als genetischen Operator zu ver-
wenden. In [6] sind erste Untersuchungen bei einer Kombination mit genetischen Algorithmen
durchgefu¨hrt worden.
Jeder der adaptierten Algorithmen bewegt iterativ einen Cone vom Ausgangsblock zu ei-
nem anderen. Es existieren aber auch Varianten der Iterative Improvement Algorithms, die
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statt dem Bewegen eines Knotens Knotenmengen betrachten. Dies fu¨hrt aber zu einer gro¨ße-
ren Komplexita¨t des Suchraumes. Da diese Varianten zu besseren Partitionierungsergebnis-
sen fu¨hren ko¨nnen, ko¨nnte eine Entwicklung eines neuen Algorithmus, der Bewegungen von
Cone-Clustern durchfu¨hrt, lohnenswert sein.
Bei der Erweiterung der hierarchischen Partitionierung mit den iterativen Algorithmen wurde
zur Clusterung bzw. Reduktion der Hypergraphen der LINE Algorithmus genutzt. Deshalb
ko¨nnte man untersuchen, wie sich die Verwendung anderer Verfahren zur Reduktion auf die
Partitionierungsergebnisse auswirken.
Fu¨r die Replikation von Cones wa¨re es interessant, zu erfahren, ob eine Vorpartitionierung mit
replizierten Cones die Partitionierungsergebnisse verbessert. Weiterhin ko¨nnte man durch eine
intelligentere Auflo¨sung der Mehrdeutigkeiten bessere Partitionierungsergebnisse erhalten.
Da die iterativen Algorithmen mit der Multi-Start Strategie mehrere Partitionen verbessern,
ist eine Parallelisierung nur dann sinvoll, wenn die Anzahl der zur Verfu¨gung stehenden Pro-
zessoren gro¨ßer ist als die Anzahl der Partitionen, die fu¨r die Multi-Start Strategie verwendet
werden, denn man kann die iterativen Algorithmen mit den zu verbessernden Partitionen auf
den verschiedenen Prozessoren verteilt anwenden.
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A. Funktionsbibliothek iteralg
Die Funktionsbibliothek iteralg wurde in ANSI C entwickelt und beinhaltet die in Kapi-
tel 6 entwickelten Algorithmen. Diese Algorithmen ko¨nnen durch einfache Funktionsaufrufe
verwendetet und somit in andere Partitionierungstools eingebettet werden.
adapted
void adapted(HGRAPH graph,
int *partition,
int blknr,
VALUATION val,
double laziness)
Es wird eine Partition mit dem Algorithmus ADAPTED verbessert. Die Struktur HGRAPH
beschreibt den ¨Uberlappungs- und den Kommunikationshypergraphen eines Modells.1 So-
mit wird mit der Variable graph die zu partitionierenden ¨Uberlappungs- und Kommunika-
tionshypergraphen u¨bergeben. Der Parameter partition stellt die zu verbessernde Aus-
gangspartition dar. Die betrachtete Anzahl der Blo¨cke ist der Wert der Variable blknr. Mit
val werden die vier Bewertungsparameter angegeben, die die betrachtete Simulationsum-
gebung beschreiben. Bei dieser Funktion kann auch eine Lazy Strategie verwendet werden.
Dazu gibt die Variable laziness die Anzahl der nicht verbessernden Zu¨ge an. Der Wert
dieser Variable ist dabei das Verha¨ltnis zu der verwendeten Coneanzahl.
min cut
void min_cut(HGRAPH graph,
int *partition,
int blknr,
VALUATION val,
double laziness)
1Eine na¨here Erla¨uterung findet man in [11].
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Diese Funktion implementiert den Min-Cut Algorithmus. Die ¨Ubergabeparameter entsprechen
dabei denen der Funktion adapted.
mixed
void mixed(HGRAPH graph,
int *partition,
int blknr,
VALUATION val,
double laziness)
Mit dieser Funktion wird eine Partition mit dem MIXED Algorithmus verbessert. Auch hier
entsprechen die ¨Ubergabeparameter denen der Funktion adapted.
tabu search
void tabu_search(HGRAPH graph,
int *partition,
int blknr,
VALUATION val,
double tabu_duration,
int mode,
int iteration_number)
Verschiedene Varianten des Tabu Search Algorithmus ko¨nnen mit dieser Funktion verwendet
werden. Die ersten vier ¨Ubergabeparameter haben dieselbe Bedeutung wie bei den vorher-
gehenden Funktionen. Mit tabu duration wird die Tabu Dauer festgelegt. Dabei ist der
Wert dieses Parameters das Verha¨ltnis zu der Anzahl der mo¨glichen Bewegungen eines Cones
bei einem Zug. Die Anzahl der mo¨glichen Bewegungen bei einem Zug ist gleich dem Produkt
der um eins verminderten Blockanzahl und der Coneanzahl. Die Variable mode beschreibt die
verschiedenen mo¨glichen Varianten des Tabu Search Algorithmus:
0 normale Tabu Search Variante
1 zufa¨lliges Schwanken der Tabu Dauer
2 Tabu Search mit Aspiration Function
3 Tabu Search mit Aspiration Function und zufa¨lliges Schwanken der Tabu Dauer
Mit dem Parameter iteration number wird die Anzahl der Iterationen angegeben, die
der Tabu Search Algorithmus durchlaufen soll.
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Partitionierungsalgorithmen
Da fu¨r parallele Applikationen im Allgemeinen ein nicht unerheblicher Aufwand fu¨r die
Daten- oder Aufgabenverteilung, also fu¨r die Partitionierung, auf die einzelnen Prozessoren
entsteht, versucht man durch eine so fru¨h und genau wie mo¨gliche Vorhersage des Speed-Up
der parallelen Anwendung den Partitionierungsprozeß zu steuern. So z.B. ist eine Partitionie-
rung, bei der der Speed-Up der parallelen Anwendung kleiner als eins ist, umsonst gewesen.
Deshalb ha¨tte durch eine genaue Vorhersage des Speed-Up der Partitionierungsprozeß abge-
brochen werden ko¨nnen.
In Kapitel 3.3.2 wurde gezeigt, wie man den erwarteten asymptotischen Speed-Up (siehe Glei-
chung 3.6) bei gegebener Partitionierung eines Schaltungsmodells berechnen kann. Fu¨r eine
genauere Betrachtung des erwarteten Speed-Up (siehe Gleichung 3.5) muß auch die Parti-
tionierungszeit Tpart betrachtet werden. Die Partitionierungszeit Tpart kann man bei einem
iterativen Algorithmus wie folgt angeben:
Tpart = Tvor +Titer(i)+Tnach: (B.1)
Dabei faßt Tvor die Zeit fu¨r alle no¨tigen Schritte zusammen, die vor dem iterativen Algorithmus
ausgefu¨hrt werden. Dazu geho¨ren z.B. das Ableiten der Hypergraphen aus dem Schaltungsmo-
dell oder die Bestimmung einer initialen Partition. Die Zeit Titer gibt an, wie lange der iterative
Algorithmus fu¨r i Iterationen beno¨tigt hat. Beide Zeiten sind fu¨r einen iterativen Partitionie-
rungsalgorithmus meßbar. Bei Tnach handelt es sich um die Zeit, die fu¨r das Vorgehen nach
dem iterativen Algorithmus verstreicht. Dazu za¨hlt z.B. das Zerlegen des Schaltungsmodell
auf Grundlage der Cone-Aufteilung. Diese Zeit ist fu¨r einen iterativen Partitionierungsalgo-
rithmus nicht meßbar und muß daher von diesem Algorithmus gescha¨tzt werden.
Wenn man die Zeiten Tvor und Tnach vernachla¨ssigt, erha¨lt man eine obere Schranke fu¨r den
erwarteten Speed-Up, die natu¨rlich kleiner ist als der erwartete asymptotische Speed-Up.
In der Abbildung B.1 werden die erwarteten Speed-Up Werte fu¨r verschiedene Zyklenanzah-
len Z bei einer Partitionierung des Modells MONET in 16 Blo¨cke mit dem Tabu Search Algo-
rithmus in Abha¨ngigkeit der Iterationenanzahl dargestellt. Dort wurden bei der Bestimmung
der Partitionierungszeit die Zeiten Tvor und Tnach nicht betrachtet. Man sieht deutlich, daß bei
ku¨rzeren Simulationsla¨ufen, d.h. kleinerer Zyklenanzahl, der erwartete Speed-Up gegenu¨ber
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Abbildung B.1.: erwarteter Speed-Up beim Tabu Search Algorithmus fu¨r verschiedene Zyklenanzah-
len
dem erwarteten asymptotischen Speed-Up deutlich abfa¨llt, da sich die Partitionierungszeit fu¨r
jede Iteration erho¨ht. Das bedeutet, daß man bei la¨ngeren Simulationsla¨ufen mehr Zeit zum
Partitionieren hat. In der Abbildung ist außerdem zu erkennen, daß der maximale erwartete
Speed-Up nach wenigen hundert Iterationen erreicht wird, d.h., daß der Algorithmus an die-
ser Stelle abgebrochen werden ko¨nnte. Allerdings kann der Verlauf des erwarteten Speed-Up
wa¨hrend einer Partitionierung mit einem iterativen Algorithmus sehr viel komplizierter sein.
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Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.880 1.853 1.880 1.871
2 Blo¨cke Speed-Up ? 1.826 1.731 1.825 1.834
Partitionierungszeit? in s 1.600 2.830 2.660 4.340
max. Speed-Up 3.356 3.093 3.350 3.483
4 Blo¨cke Speed-Up ? 3.216 2.782 3.214 3.225
Partitionierungszeit? in s 3.020 5.910 5.320 8.360
max. Speed-Up 6.172 5.287 6.038 6.138
8 Blo¨cke Speed-Up ? 5.649 4.972 5.620 5.631
Partitionierungszeit? in s 5.760 13.870 9.650 18.320
max. Speed-Up 8.991 8.876 8.975 8.925
16 Blo¨cke Speed-Up ? 8.758 8.102 8.634 8.806
Partitionierungszeit? in s 11.660 44.770 18.780 48.100
max. Speed-Up 8.840 7.815 8.834 8.793
32 Blo¨cke Speed-Up ? 8.729 6.882 8.763 8.696
Partitionierungszeit? in s 27.850 99.390 40.740 163.930
Tabelle C.1.: Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell MONET
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Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.491 1.322 1.491 1.491
2 Blo¨cke Speed-Up ? 1.472 1.320 1.488 1.472
Partitionierungszeit? in s 4.690 7.400 7.020 11.350
max. Speed-Up 2.366 2.133 2.378 2.378
4 Blo¨cke Speed-Up ? 2.251 1.974 2.272 2.196
Partitionierungszeit? in s 7.560 12.140 13.760 17.290
max. Speed-Up 3.630 3.134 3.590 3.572
8 Blo¨cke Speed-Up ? 3.490 2.931 3.490 3.344
Partitionierungszeit? in s 17.010 32.820 31.020 30.060
max. Speed-Up 5.449 4.462 5.473 5.289
16 Blo¨cke Speed-Up ? 5.320 4.233 5.291 5.156
Partitionierungszeit? in s 39.540 106.600 73.280 63.730
max. Speed-Up 7.782 5.207 7.576 7.643
32 Blo¨cke Speed-Up ? 7.629 4.644 7.061 7.565
Partitionierungszeit? in s 112.820 224.560 167.630 183.79
Tabelle C.2.: Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell MBA
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.808 1.802 1.804 1.808
2 Blo¨cke Speed-Up ? 1.778 1.703 1.782 1.800
Partitionierungszeit? in s 1.04 1.62 1.48 2.950
max. Speed-Up 2.919 2.877 2.980 2.950
4 Blo¨cke Speed-Up ? 2.779 2.605 2.782 2.799
Partitionierungszeit? in s 1.74 2.42 2.30 5.810
max. Speed-Up 4.623 4.223 4.582 4.394
8 Blo¨cke Speed-Up ? 4.420 3.949 4.391 4.275
Partitionierungszeit? in s 4.12 5.80 4.98 13.600
max. Speed-Up 5.995 5.732 5.978 5.971
16 Blo¨cke Speed-Up ? 5.963 5.657 5.833 5.893
Partitionierungszeit? in s 10.18 19.75 11.60 37.580
max. Speed-Up 5.873 5.230 5.850 5.850
32 Blo¨cke Speed-Up ? 5.847 5.002 5.828 5.831
Partitionierungszeit? in s 28.95 67.430 28.49 133.520
Tabelle C.3.: Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell CLOCK
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Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.071 0.984 1.071 1.071
2 Blo¨cke Speed-Up ? 1.053 0.933 1.063 1.064
Partitionierungszeit? in s 1.630 2.760 2.260 3.520
max. Speed-Up 1.235 1.177 1.241 1.233
4 Blo¨cke Speed-Up ? 1.196 1.125 1.200 1.209
Partitionierungszeit? in s 3.630 6.420 5.370 6.620
max. Speed-Up 1.479 1.367 1.484 1.455
8 Blo¨cke Speed-Up ? 1.442 1.332 1.429 1.422
Partitionierungszeit? in s 8.710 21.660 16.070 16.490
max. Speed-Up 1.759 1.663 1.647 1.684
16 Blo¨cke Speed-Up ? 1.610 1.642 1.597 1.594
Partitionierungszeit? in s 19.880 96.010 36.310 47.270
max. Speed-Up 1.736 1.678 1.732 1.736
32 Blo¨cke Speed-Up ? 1.716 1.655 1.698 1.718
Partitionierungszeit? in s 46.890 193.450 69.850 157.690
Tabelle C.4.: Partitionierungsergebnisse bei 125 Super-Cones fu¨r das Modell PICASSO
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.536 1.520 1.536 1.524
2 Blo¨cke Speed-Up ? 1.502 1.383 1.527 1.498
Partitionierungszeit? in s 10.930 15.430 15.760 12.960
max. Speed-Up 2.499 2.155 2.465 2.490
4 Blo¨cke Speed-Up ? 2.366 2.039 2.363 2.246
Partitionierungszeit? in s 18.380 25.810 29.560 20.610
max. Speed-Up 3.809 3.225 3.778 3.610
8 Blo¨cke Speed-Up ? 3.680 3.013 3.674 3.486
Partitionierungszeit? in s 42.580 46.050 62.390 39.190
max. Speed-Up 6.045 4.963 5.994 5.736
16 Blo¨cke Speed-Up ? 5.849 4.573 5.741 5.546
Partitionierungszeit? in s 107.450 205.560 145.370 90.640
max. Speed-Up 9.222 5.381 8.051 8.756
32 Blo¨cke Speed-Up ? 8.981 4.711 7.534 8.541
Partitionierungszeit? in s 328.590 493.200 313.900 263.510
Tabelle C.5.: Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell MBA
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Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.814 1.801 1.809 1.833
2 Blo¨cke Speed-Up ? 1.776 1.707 1.765 1.783
Partitionierungszeit? in s 2.550 3.070 2.860 4.620
max. Speed-Up 2.963 2.761 2.894 2.836
4 Blo¨cke Speed-Up ? 2.777 2.541 2.752 2.676
Partitionierungszeit? in s 5.100 4.630 4.960 9.670
max. Speed-Up 4.524 4.154 4.421 4.392
8 Blo¨cke Speed-Up ? 4.373 3.761 4.228 4.164
Partitionierungszeit? in s 12.920 10.260 9.650 23.930
max. Speed-Up 6.472 5.821 6.334 6.275
16 Blo¨cke Speed-Up ? 6.284 5.335 5.902 6.105
Partitionierungszeit? in s 35.400 38.830 22.610 68.570
max. Speed-Up 6.873 5.477 6.658 6.756
32 Blo¨cke Speed-Up ? 6.742 5.195 6.341 6.666
Partitionierungszeit? in s 108.880 125.720 59.550 235.090
Tabelle C.6.: Partitionierungsergebnisse bei 250 Super-Cones fu¨r das Modell CLOCK
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.891 1.817 1.877 1.885
2 Blo¨cke Speed-Up ? 1.787 1.709 1.817 1.801
Partitionierungszeit? in s 17.130 21.740 25.860 10.210
max. Speed-Up 3.378 3.178 3.238 3.341
4 Blo¨cke Speed-Up ? 2.956 2.867 3.052 3.122
Partitionierungszeit? in s 34.080 43.670 40.510 21.660
max. Speed-Up 5.736 5.130 5.735 5.272
8 Blo¨cke Speed-Up ? 5.210 4.814 5.252 4.942
Partitionierungszeit? in s 67.640 81.870 66.180 53.850
max. Speed-Up 9.785 8.593 9.817 9.028
16 Blo¨cke Speed-Up ? 8.924 7.704 8.620 8.564
Partitionierungszeit? in s 148.160 185.340 115.080 150.760
max. Speed-Up 10.697 9.120 10.596 10.675
32 Blo¨cke Speed-Up ? 10.229 8.021 9.945 10.142
Partitionierungszeit? in s 376.880 530.810 219.330 574.790
Tabelle C.7.: Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell MONET
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C. Partitionierungsergebnisse
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.630 1.598 1.630 1.589
2 Blo¨cke Speed-Up ? 1.597 1.472 1.597 1.554
Partitionierungszeit? in s 28.690 33.350 36.900 17.290
max. Speed-Up 2.581 2.417 2.710 2.405
4 Blo¨cke Speed-Up ? 2.477 2.126 2.493 2.251
Partitionierungszeit? in s 49.370 52.470 64.230 29.140
max. Speed-Up 4.204 3.493 4.143 3.905
8 Blo¨cke Speed-Up ? 3.987 3.181 3.871 3.717
Partitionierungszeit? in s 115.610 56.780 124.030 60.580
max. Speed-Up 6.818 5.451 6.244 6.378
16 Blo¨cke Speed-Up ? 6.489 4.881 5.946 6.103
Partitionierungszeit? in s 311.470 260.000 242.070 147.220
max. Speed-Up 9.760 6.541 8.795 9.563
32 Blo¨cke Speed-Up ? 9.624 4.858 7.955 9.313
Partitionierungszeit? 791.050 998.650 540.480 477.700
Tabelle C.8.: Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell MBA
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.808 1.687 1.747 1.784
2 Blo¨cke Speed-Up ? 1.705 1.571 1.659 1.723
Partitionierungszeit? in s 6.480 5.950 5.070 7.780
max. Speed-Up 2.709 2.530 2.777 2.647
4 Blo¨cke Speed-Up ? 2.643 2.335 2.594 2.482
Partitionierungszeit? in s 14.580 8.640 9.390 17.470
max. Speed-Up 4.534 3.714 4.200 4.107
8 Blo¨cke Speed-Up ? 4.186 3.498 4.047 3.915
Partitionierungszeit? in s 41.570 17.120 18.340 45.460
max. Speed-Up 6.988 5.583 6.431 6.520
16 Blo¨cke Speed-Up ? 6.683 5.158 6.003 6.282
Partitionierungszeit? in s 123.100 64.320 45.810 128.920
max. Speed-Up 7.987 5.955 7.655 7.512
32 Blo¨cke Speed-Up ? 7.875 5.305 7.136 7.261
Partitionierungszeit? in s 468.090 174.750 132.910 540.350
Tabelle C.9.: Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell CLOCK
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C. Partitionierungsergebnisse
Algorithmen ADAPTED MIN-CUT MIXED TABU
SEARCH
max. Speed-Up 1.052 1.060 1.079 1.075
2 Blo¨cke Speed-Up ? 1.036 0.979 1.062 1.044
Partitionierungszeit? in s 12.600 18.080 13.200 9.760
max. Speed-Up 1.270 1.215 1.288 1.282
4 Blo¨cke Speed-Up ? 1.228 1.151 1.245 1.212
Partitionierungszeit? in s 29.200 31.780 24.250 19.410
max. Speed-Up 1.626 1.457 1.630 1.597
8 Blo¨cke Speed-Up ? 1.569 1.395 1.564 1.538
Partitionierungszeit? in s 65.620 95.600 60.480 49.820
max. Speed-Up 1.883 1.789 1.856 1.798
16 Blo¨cke Speed-Up ? 1.833 1.729 1.796 1.748
Partitionierungszeit? in s 195.950 371.840 153.940 145.500
max. Speed-Up 1.961 1.914 1.943 1.921
32 Blo¨cke Speed-Up ? 1.920 1.805 1.885 1.867
Partitionierungszeit? in s 644.020 928.100 397.130 517.140
Tabelle C.10.: Partitionierungsergebnisse bei 500 Super-Cones fu¨r das Modell PICASSO
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