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Engineering Design of a Multirate 
Nonlinear Controller for Robot 
Manipulators 
J. A. Tenreiro Machado and J. L. Martins de Carvalho 
A new multirate nonlinear controller for robot manipulators is described. The al­
gorithm stems from the computed torque method, but has several modifications on its 
structure, resulting in a more robust controller. 
The main philosophy behind those improvements resides on a sound engineering and 
management of the system resources. Consequently, the use of multirate sampling, 
memory tables, and predictive action arises naturally from that methodology. 
The resulting controller is easy to tune using standard industrial engineering prac­tice; 
moreover, by alleviating the computational burden its implementation is feasible with 
present day microprocessors. 
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I. INTRODUCTION
The demand for faster and more accurate robot manipulators has been
increasing in the last years. Usually, these mechanical systems with several 
links interconnected by rotational or linear joints have complex dynamic 
interactions, which make difficult the development of efficient controllers. A 
natural candidate for such a controller would be a classical linear system. 1•2 
Nevertheless, the mentioned nonlinear dynamics make it inadequate if good 
See List of symbols on page 14. 
performances are demanded. Such limitations motivated the emergence of a
new generation of nonlinear controllers, capable of meeting the robot dynamic
system requirements.3-6 In spite of these efforts, its industrial application has
been delayed due to several problems not yet fully resolved, namely:
• Some controller algorithms are prohibitive with present day commercially
available microprocessors. 7 
• There is a lack of knowhow (and the corresponding engineering "in­
tuition"), relating the nonlinear controller system performances to imper­
fect modelling, computational delays, and discrete system stability
requirements.
In this article these problems are addressed for the computed torque
nonlinear controller. Some research in this area has already been done by
Neuman,8•9 showing that better robustness is possible if the basic controller
structure is modified. The present work stems from those ideas, and attempts
to give a more systematic treatment, which results in easy to use standard
engineering development tools. In section II some limitations of the computed
torque method are analysed. Based on these conclusions, the controller is
improved through the introduction of some modifications in its structure and
by a more efficient allocation of the computational resources. Finally, m
section IV conclusions are drawn and engineering concepts are derived.
II. ON THE LIMITATIONS OF THE COMPUTED
TORQUE CONTROLLER 
Robot manipulator dynamics is modelled by a nonlinear matrix differential
equation1 0• 11 
T = J(q)q + C(q, q) + G(q). (1) 
For a six degree of freedom (DOF) manipulator, Eq. (1) is complex and
lengthy, and to derive it by hand is a formidable task. Several researchers12-15
developed computer algorithms for automatic generation of such formulae;
nevertheless, for many aspects of robot system research, the simple two or
three DOF manipulator models are sufficient, if all the required effects under
study are included.
We highlight this argument, using a 2R robot manipulator (Fig. 1) model,
without any loss of generality. In fact, the 2R manipulator dynamic model
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Figure 1. 2R robot manipulator. 
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already includes all the configuration dependent inertial, Coriolis/centripetal 
and gravitational torques that may appear in manipulators with more DOF, 
thus being adequate for our prototype manipulator. This strategy has been 
used by other researchers3• 16' 17 with parameter values similar to those used in 
the present study (Table I). 
The well known computed torque nonlinear controller4 described by the 
equations 
Commanded acceleration 
Computed torque 
Error 
Error equation 
Disturbance vector 
u(t) = qd + K1('1d -q) + K2(qd -q) 
T(t) = Jc(q)u(t) + Cc(q, q) + Gc(q) 
e(t) = qd(t)-q(t) 
e +Kie+ K2e = W(t) 
W(t) = lc(q)-
1{[J(q)-Jc(q)]q +
+ [C(q, q)-Cc(q, q)] 
+ [G(q)-Gc(q)]}
Table I. 2R robot manipulator numerical values. 
T1 = lm 
m1 =0.5 Kg 
r2 = 0.8m 
mz =0.25 Kg 
11 = 5 Kg m2 12 = 5 Kg m2 
mL= 6Kg 
(3a) 
(3b) 
(3c) 
(3d) 
(3e) 
has been proposed as an efficient method to control robot manipulator 
systems. It is also common knowledge that in general, the expected per­
formance is only guaranteed if we have an exact model, that is 
Jc(q) = J(q), Cc(q, q) = C(q, q), Gc(q) = G(q) (4) 
If these conditions are not fulfilled, a complex nonlinear system (3d, 3e) 
results. Therefore, it is somewhat difficult to analyse the resulting dynamic 
behaviour. 
As shown in Figure 2, with an exact model the system behaves like a linear 
block with transfer function 
(5) 
Nevertheless, the computer controlled system will have a nonzero controller 
computing time and nonzero sampling period, as well as imperfect modelling. 
These factors justify a more elaborate study of their implications. Rearranging 
Eqs. (3d) and (3e) we get 
Qci(s) 
K1 
Figure 2. Linear model of the computed torque system. 
(6) 
Q(s) 
(7) 
 
where 
dT = [J(q)q + C(q, q) + G(q)]- [Jc(q)q + Cc(q, q) + Gc(q)] 
is the model error. From (6) we conclude: 
• The right hand side may be viewed as the model error torque and the left
hand side as the required controller correcting torque.
• This controller correcting torque is driven by the feedback loop Jc(q), K1 , 
Kz.
• The more inaccurate the model the higher the requirements imposed to
the feedback loop.
• For digital control systems, the finite sampling frequency, does not allow a
continuous torque correction. Therefore, the discontinuous correcting
torque may result in a system performance degradation.
These conclusions clearly show the dependence of the system dynamic 
properties upon the correcting feedback loop Jc(q), K 1, K2• Nevertheless, the 
system is also required to have good performances in "time independent" 
situations, that is in steady state. Here, we have 
(8) 
and the system equations become: 
(9) 
As expected, the steady state error e •• is determined by the gravitational
model error, and is inversely proportional to K2. 
Summing up we have that the controller blocks fulfill different tasks: 
• For dynamic aspects (transients, stability etc.) the feedback loop Jc(q), K1 , 
K2, is of prime importance.
• In steady state, the gravitational model and the constant gain position
matrix (K2) are the main blocks.
Although expressions (6) and (9) are exact, they are hard to use in a 
controller design stage. In order to enable the use of standard design tech­
niques, we need to make some modifications in the control structure of Figure 
2. To accomplish a more accurate Laplace type model, we will introduce:
• A delay block (e-•T1), responsible for the computational time delay Tl.
• A second delay block (e-•T2), that approximately models the sample and
hold block. Usually, this block is modelled as
H(s) = (1 - e-•h)/(sh); h = sampling period (10)
but an elementary Taylor series expansion reveals that for "low frequen­
cies" H(s) may be approximated by 
H(s) = e-shfZ; T2 = h/2 (11) 
• The diagonal inertial matrix coefficient inaccuracy is modelled by a
nonunity gain K = l present in the direct loop.
• The nondiagonal inertial, Coriolis/centripetal and gravitational model
inaccuracy is simulated by an additive perturbing signal P(s) in the direct
loop.
• In order to study more general controller structures, the constant gain
matrices K1 and K2 are replaced by transfer functions G1(s) and G2(s),
respectively.
The resulting (decoupled) system block diagram is depicted in Figure 3, 
with: 
Q.(s) 
s 
Q(s)/Qd(s) = Ke-sTd{l + (1- e-•Td )[sG1(s) + G2(s)]/D(s)} (12a) 
Q(s)/ P(s) = e-•Td/ D(s) (12b) 
D(s) = s2 + Ke-•Td[sG1(s) + Gz(s)] (12c) 
Td = Tl+ T2 (12d) 
G2(s) 
P(s) 
Q(s) 
1/s .......... �-
+ 
Gt(s) 
+ 
Figure 3. Improved linear model of the system. 
Although using a simplified model we obtain conclusions similar to those 
obtainable from (6) and (9): the delay Td = Tl+ T2 should be as small as 
possible, gain K should be unity, and if a more robust controller is required 
G1(s) and G2(s) should be modified. 
Based on the results of this analysis, a new controller is now presented. 
111. THE MUL TIRA TE NONLINEAR CONTROLLER
Equation (12) enables a systematic study of an improved computed torque
controller; therefore, the designer may use standard control techniques much 
as: 
• Use of integral action (i.e., G2(s) = K2 + K�/s) in order to eliminate the
position steady state error (12b).
• Use of derivative action (i.e., G1(s) = K1 + Kis) so that stability is im­
proved.
• Stability analysis using (12c) and conventional criteria like the Nyquist
diagram.
Besides the referred standard improvements, a reduction in the time delay 
constant (Td = Tl+ T2), may be obtained through the use of different samp­
ling ratios18 on the controller loops: 
• The heavily time dependent lc(q), G1(s), G2(s) loop is computed at high
frequency (1/hp).
• The less critical loop Cc(q, q) + Gc (q), is computed at low frequencies
(1/ h.).
Therefore, the control computer works in a time sharing way. This aspect is 
of utmost importance, as it corresponds to a more efficient use of the system 
resources. A uniform sampling frequency would be a "waste" of computing 
power on the Cc (q, q) + Gc (q) loop, which would be more profitable at the 
lc (q), G1(s), G2(s) loop. Another important observation resides on the com­
putational burden of each block: G1(s) and G2(s) are easily computed, lc(q) 
and Gc (q) represent a medium load, Cc(q, q) is highly complex. 
In the fast computational loop lc (q) is the heavier block. Although efficient 
computational techniques are available 19-24 possible alternative calculation
methods, are the use of computer memory25-3 4 or of dedicated compiler
schemes. 3 5'36 
Computer memory has already been used for robot manipulator control. In 
the present case, this method may be viewed as another system management 
action. In fact, a few hundred kbytes are within reach of today's micro­
computers; therefore, it is imperative to take advantage of these capabilities to 
achieve new and better controller architectures. Moreover, the total table 
requirements may be optimized knowing that: 
• the memory table can be reduced by half, as inertial terms are sym­
metrical for positive and negative position values, in rotational joints;
• the number of stored coefficients of Jc(q) may be reduced from n2 to
n(n + 1)/2 because it is a symmetrical matrix;
• the dimension of the required memory is of order n - 1 because the
inertial terms are independent of the position of the first link;
• the memory table can be reduced using data compressing techniques such
as the CMAC25'26 associative memory model;
• obviously, one may use interpolations.
Other possible computational technique is the use of a dedicated compiler 
scheme. With this method the conversion of any mathematical formula1 to 
machine code, is made much more efficiently than using standard compilers. 
The resultant object code is sped-up through Binary Decision Diagrams, 37 and 
runs not only on conventional microcomputers but, furthermore, points out 
specialized parallel reduced instruction set computing machines. 
Finally, a third improvement can be implemented by a predictive action.38-42 
As good path tracking is expected, Coriolis/centripetal and gravitational terms 
can be approximately computed in advance, estimating positions and velocities 
as the planned ones. Computation between two "slow samples" is made by 
interpolation. 
Figure 4 depicts the resulting controller. Although based on an improve­
ment of the computed torque controller it has some similarities with the 
feedforward dynamics compensation scheme.43 This is not surprising because, 
as shown in Ref. 44, both control schemes are strongly related. 
The conventional computed torque algorithm is now analysed and com­
pared with the modified controller. Our design tool will be the ideal error 
equation 
(13a) 
(13b) 
for the first and second case, respectively. For a second order with critical 
damping type response the controller parameters are depicted in Table II. 
Nevertheless, as shown by the system (nonideal) characteristic Eq. (12c), the 
overall computational delay Td, may produce unstable systems; therefore, the 
Nyquist diagram was used in order to investigate system stability. For the 
referred set of parameters and K = 1, the phase margin was found to be of 72 
and 60 degrees respectively. Moreover, the Nyquist diagram also enables to 
find the relation between Td and the double pole magnitude ( Wn) 
(14) 
with f3 = 0.651 for the conventional computed torque algorithm and f3 = 0.119 
for the new controller, which were proved to be correct based on simulations 
using the exact Eqs. (2) and (3). 
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Figure 4. The new multirate nonlinear controller. 
Table II. Controller design parameters.
Controller type Computed torque Multirate 
Design equation e+ K1e+ K2e = 0 (I+ K;)e+ K1e+ K2e+ K� J e dt= 0 
s plane pole location S1.2 =-Wn S1.2 = - Wn; S3 = -awn 
K1 = (1 + K;)(2 W" + a) Diagonal coefficients K1 = 2 W"; K2 = W� K2 = (1 + K;)(W" + 2a) W" K� = (1 + K;)aW� 
Numerical values W"=4 W" = 4; a = 10; K; = 0.1 
Sampling period (sec) 0.005 hF = 0.005 for the fast loop h, = 0.16 for the slow loop 
Phase margin (degrees) 72 60 
To verify the system performances, a linear test trajectory s(t), from point (-1, 1) up to point (1, 0), was used, having a bang-bang time evolution of the type 1 ,,/s 0:5t<l
s(t)= -,,/s 1::::::1<2 
0 2 ::5 t 
s(O) = O; s(O) = 0 
The resulting position tracking error 
(15a) 
(15b) 
(16) 
is shown in Figure 5 for an overestimation (mL = 12 Kg), a correct estimation (i.e., mL = 6 Kg) and an underestimation (mL = 0 Kg) of the load mass. As noted by Refs. 8, 9, 45, the payload overestimation implies a lower error than the opposite case. This conclusion is easily inferred from Eqs. (12b) and (12c), because an overestimation of the payload corresponds to K > l: a gain increase makes the output Q(s) (Fig. 3) less sensitive to the disturbance P(s).The modified controller eliminates the steady state error and reduces the position tracking error eP ; in the simulated experiments, the maximum track­ing errors are scaled down by a factor of 35.5, 1.4, and 24.7, respectively. The simulation results depicted in Figure 5(b) confirm the assumptions drawn from Eqs. (6) and (7) in Section II. With a precise load estimation, the ultimate model error comes from the finite sampling frequency. In this case, the improvements on the lc(q), G1(s), Gz(s) loop structure are of minor influence, resulting the major performance degradation from the noncon­tinuous action of the aforementioned digital control correcting loop. If we 
(a) 
01 
Tracking 
error 0.01 
(m) 
0.001 
; 
' ' '
(b) 
Tracking 
0.0001 
0 
0.1 
error 0.01 
(m) 
0.001 
0.0001 
0 
Figure S(a,b). 
./ 
./ 
-- ., ---- ./ 
// 
by,
./ 
� 
/ 
' 
y 
" " 
a 
b 
� 
Time (sec)
" � 
\ I'- '\. 
V � 
� 
Time (sec) 
\ A 
2 3 
2 3 
(c) 
Tracking 
error 
(m) 
01 
O.oJ 
0.001 
0.0001 
0 
a ----
'
' 
I 
I 
r, 
\
\ 
\b 
'
\ 
I 
\ 
\I \1
' 
'
\ 
,/
-
I\ I "" 
' 
I ' 
I '\ ('\ 
I I \ 
\
2 3 
Time (sec) 
Figure S(c). Resulting tracking error for the test trajectory s(t). Tl = 0.0005 sec, 
hF = 0.005 sec, h, = 0.16 sec, a--computed torque controller, b--multirate controller, 
(a) for an overestimation of the payload (mL = 12 Kg), (b) for a precise estimation of
the payload (mL = 6 Kg), (c) for an underestimation of the payload (mL = 0 Kg).
choose as our figure of merit, the maximum tracking error, then it is straight­
forward to understand the results of Figure 6. 
Another point of discussion is how to design the multirate scheme, as well as 
its influence on stability and robustness. It was proved previously that for 
stability performances only the fast loop is of importance and consequently, 
from Eqs. (12d) and (14) we can find a restriction of the type 
(17) 
where Tl and (3 depend both on the software code efficiency and the 
microcomputer hardware capabilities. As far as robustness is concerned both 
sampling periods (i.e., the fast and slow loop periods hF and h.) should be as
small as possible; in the fast loop due to the fact that it corresponds to improve 
the feedback action, and in the slow loop as it implies a reduction on the 
amplitude of the perturbation signal P(s). Finally, both sampling periods are 
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Figure 6. Maximum tracking error versus sampling period for a precise load estima­
tion, using the test trajectory. Tl= 0.lhF , -------- computed torque controller, 
-- multirate controller. 
related by the expressions 
Tl+pTO::shF, O<p<l
p = hp/h. 
(18a} 
(18b) 
where p represents the percentage of computation of the slow loop, included 
in each period of the fast one. These constraints (i.e., (17) and (18)) define a 
region of possible implementation that if not achieved implies the need of a 
more powerful software/hardware controller environment. 
IV. CONCLUSION
The computed torque algorithm has been analyzed with the purpose of
giving insight on the requirements towards better nonlinear model-based 
controllers. Then a more robust controller, that is a controller capable of 
better performances in the presence of model inaccuracies, was derived. Our 
approach has also shown that it is possible to conjugate accurate results with 
continuous time models in computer controlled systems. By avoiding the 
Z-transform approach we have been able to use the well established s-plane
design methods and, consequently, capitalize our engineering intuition_ This
design philosophy provided a framework where several scheduling actions
were developed. Our concern for an efficient allocation of the computational
resources lead to several modifications in the conventional computed torque
controller, such as: multirate sampling, possible use of memory or of dedicated 
compiler schemes, and predictive action. 
As a result, a new multirate and robust controller enabling real time per­
formances with today's microcomputers was engineered. Moreover, it was 
developed a set of tuning procedures, which are compatible with pre.sent day 
industrial control practice. 
The authors would like to thank the anonymous referees for their valuable comments. 
LIST OF SYMBOLS 
n 
q 
q 
q 
J(q) 
C(q, q) 
G(q) 
T 
Jc (q) 
Cc(q, q) 
Gc(q) 
Tc 
r1 
r2 
m1 
m2 
mL 
mo = m2+ mL 
11 
12 
u(t) 
K1,K2 
W(t) 
qd 
qd 
qd 
qdf 
cidt 
number of degrees of freedom 
n vector of joint positions 
n vector of joint velocities 
n vector of joint accelerations 
positive-definite, symmetric inertial (n x n) matrix 
Coriolis/centripetal n vector torque 
gravitational n vector torque 
joint n vector torque 
computational model of the (n x n) inertial matrix 
computational model of the Coriolis/centripetal n vector 
torque 
computational model of the gravitational n vector torque 
computed joint n vector torque 
length of link 1 
length of link 2 
mass of link 1 
mass of link 2 
payload mass at the top of link 2 
total mass at the tip of link 2 
inertia of link 1 
inertia of link 2 
commanded acceleration n vector 
diagonal feedback (n x n) matrices of constant, for the velocity 
and position feedback gains, respectively 
diagonal feedback (n x n) matrices of constant, for the velocity 
derivative and position integral feedback gains, respectively 
dynamics error driving, n vector 
present sample, desired position 
present sample, desired velocity 
present sample, desired acceleration 
next future sample, desired position 
next future sample, desired velocity 
qdf next future sample, desired acceleration 
Td overall computational delay 
Tl computational delay of the fast loop 
TO computational time of the slow loop 
p percentage of computation of the slow loop, included in each 
period of the fast loop 
h sampling period 
hp sampling period of the fast loop 
h. sampling period of the slow loop 
C1 = cos(q1); C2 == cos(q2); C1 2 = cos(q1 + qz); S2 = sin(q2) 
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