Over the past few years quantum groups have shown to be powerful tools in the study of q-hypergeometric functions. They enabled proofs of identities which would have been hard to guess without quantum group theoretic motivation. As an example one can mention the papers [Ko2], [Koo5] , [Koo6] and [NM]. See also [Ko3] , [Koo3] and [N1] for surveys on the connection between quantum groups and basic hypergeometric functions and references therein.
Introduction.
Over the past few years quantum groups have shown to be powerful tools in the study of q-hypergeometric functions. They enabled proofs of identities which would have been hard to guess without quantum group theoretic motivation. As an example one can mention the papers [Ko2] , [Koo5] , [Koo6] and [NM] . See also [Ko3] , [Koo3] and [N1] for surveys on the connection between quantum groups and basic hypergeometric functions and references therein.
The purpose of this paper is to present an addition formula for so-called q-disk polynomials, using some quantum group theory. This result is a q-analogue of a result which was proved around 1970 bySapiro [S] and Koornwinder [Koo1, 2] independently. They considered the homogeneous space U (n)/U (n − 1), were U (n) denotes the group of unitary transformations of the vector space C n , and identified the corresponding zonal spherical functions as disk polynomials, in the terminology of [Koo2] . These are orthogonal polynomials in two variables whose orthogonality measure is supported by the closed unit disk in the complex plane, and which can be expressed in terms of Jacobi polynomials P (α,β) n (x) for certain integer values of the parameters α and β. The associated spherical funtions were shown to be also expressible in terms of disk polynomials, and from this an addition formula was proved for (positive) integer values of α and β. By an easy argument this identity was then extended to all complex values of α (and from this Koornwinder could even derive an addition formula for general Jacobi polynomials). And in fact the line of arguing and the results in this paper will be very similar to (part of) the q-Disk polynomials (quantum disk polynomials in the terminology of [Koo4] ) are polynomials in two non-commuting variables which are expressed by means of little q-Jacobi polynomials, and that can be understood as a q-analogue in noncommuting variables of disk polynomials. They appeared in [NYM] where Noumi, Yamada and Mimachi studied a quantum analogue of U (n)/U (n − 1), or, rather, the coordinate ring of this quantum homogeneous space. They investigated its U q (gl(n))-module structure, where U q (gl(n)) denotes the quantized universal enveloping algebra corresponding to the Lie algebra gl(n), using the somewhat more abstract theory of highest weight representations, and ended with identifying the zonal spherical functions as q-disk polynomials. This paper is organized as follows. In chapter one we recall some of the facts on compact quantum groups and quantum homogeneous spaces. In the second chapter we introduce a q-deformation Z n of the algebra of polynomials on C n and study its structure as a U q (gl(n))-module. Chapter three then deals with Z n , the q-deformed algebra of polynomials on the sphere in C n . This algebra is the same as the algebra A(K\G) of [NYM, section 4.1] . In the first two sections we introduce invariant integration on Z n and describe its irreducible decomposition as a U q (gl(n))-module. In section three we recover the zonal spherical elements as q-disk polynomials, using the invariant integral. Section four deals with the irreducible decomposition as a U q (gl(n − 1))-module and the associated spherical elements. These turn out to be expressable through q-disk polynomials as well. Finally, in the fifth section we prove the addition formula for the q-disk polynomials. In view of the previous paragraph, part of this paper (up till section 3.3) does not contain any really new results, but merely presents an alternative and somewhat more explicit approach to the problems addressed in [NYM] . The new results are contained in sections 3.4 and 3.5, where we recover the associated spherical functions and establish the addition formula. It should be noted that the definition of q-disk polynomials as polynomials in two non-commuting variables accounts for the fact that the addition formula we end up with is an identity in several non-commuting variables as well.
We end by introducing some notation which will be frequently used. Let 0 < q < 1. Write Z + for the set of non-negative integers:
For l, m ∈ Z + , 0 < q < 1, β ∈ C, a an indeterminate and λ = (λ 1 , . . . , λ n ) ∈ Z (q −m ; q) k (abq m+1 ; q) k (aq; q) k (q; q) k (qx) k .
If 0 < aq < 1 and bq < 1 they satisfy the orthogonality
(bq; q) k (q; q) k (aq) k p l p m (q k ; a, b; q) = δ l,m (q, bq; q) l (aq) l (1 − abq)(abq 2 ; q) ∞ (aq, abq; q) l (1 − abq 2l+1 )(aq; q) ∞ .
In particular, if we let 
Through the little q-Jacobi polynomials one can define the q-disk polynomials as follows (cf. [Koo4] ): Suppose we are given a complex unital * -algebra Z generated by the elements z and z * , subject to the relation
and with * -structure (z)
l,m (z, z * ; q), with α > −1 and l, m ∈ Z + , are defined to be:
Throughout this paper we will keep 0 < q < 1 fixed.
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CQG algebras.
This first chapter will be devoted to establishing some notations and to recall briefly some facts about compact quantum groups. Our language will be that of [DK] . See also [Koo7] for a more extensive treatment of this topic.
The ground field for all vector spaces under consideration will be the field C of complex numbers.
Definitions and generalities.
Let A be a Hopf algebra with comultiplication ∆ : A → A ⊗ A, counit ε : A → C and antipode S : A → A (for the theory of Hopf algebras we refer the reader to [Sw] ).
A right corepresentation of A is a pair (V, π) of a complex vector space V and a linear map π :
We also say that V is a right comodule for A. If V is finite dimensional with basis
and if we write π(e i ) = N k=1 e k ⊗ π ki , then this is equivalent to saying that the π ij satisfy ∆(π ij ) = N k=1 π ik ⊗ π kj and ε(π ij ) = δ ij . The elements π ij of A are called the matrix coefficients of this corepresentation. Furthermore, an element v of V is said to be (right) A-invariant if π(v) = v ⊗ 1. A particular example of a right corepresentation is given when V is a subspace of A such that ∆(V ) ⊂ V ⊗ A and π = ∆. In this case we will also call V a (right) coideal of A. Similar definitions can be given for left corepresentations, but we won't be needing them here. A Hopf algebra A is called a Hopf * -algebra if there exists an anti-linear involution * : A → A which turns A into a * -algebra and such that ∆ and ε are * -homomorphisms. It is not difficult to show that in this case the antipode S is invertible and satisfies S • * • S • * = id. Now suppose A is a Hopf * -algebra . A right corepresentation π : V → V ⊗ A is called unitarizable if there exists a hermitean inner product ., . on V such that π(v), π(w) = v, w 1 A for all v, w ∈ V . Here we extended the inner product ., . to a map from V ⊗ A to A by letting
If V is endowed with this inner product, then the corepresentation is called unitary and the inner product is called A-invariant. If in this setting V is finite dimensional with orthonormal basis {e i } with respect to a given inner product, then the following are equivalent:
(1 ≤ j ≤ N ). Then one can prove that the π ij (π ∈ Σ) are linearly independent and π∈Σ A π is a direct sum (see e.g. [Koo7] ; actually this is even true in the more general situation of coalgebras).
Definition : A Hopf * -algebra A is called a CQG algebra if A is spanned by the matrix coefficients of all its finite dimensional (irreducible) unitary corepresentations, i.e. if A = π∈Σ A π . The direct sum decomposition A = π∈Σ A π is often referred to as the Peter-Weyl decomposition. We should also note that with respect to ∆ we have the following irreducible decomposition of A as a right comodule
A particular class of CQG algebras is given by the finitely generated ones, called CMQG algebras. A CQG algebra A is a CMQG algebra if and only if there exists a single finite dimensional unitary corepresentation t = (t ij ) of A such that A, as an algebra, is generated by the matrix elements t ij . This corepresentation is usually referred to as the fundamental (or natural) corepresentation.
As an example of a CMQG algebra we will meet the algebra A q (n) = A q (U (n)) of regular functions on the quantum unitary group. 
Proofs of these results can be found in [Koo7] . The last result is referred to as Schur orthogonality.
Transitive coactions.
In this section we will adopt the terminology of [D] section 4.1. Let a CQG algebra A and a * -algebra Z be given. Furthermore let us assume that there exists a right * -coaction δ : Z → Z ⊗ A of A on Z. This means that on Z and ∆ on A. Then we know from [D] , Theorem 4.1.5, that Z possesses a normalized, positive definite
Moreover, the coaction δ is unitary with respect to the inner product on Z given by
Upon identifying Z with ψ(Z), we may assume that Z is a * -subalgebra and right coideal of A, and that δ = ∆ and h Z = h.
Assume there exists a Hopf * -algebra C with unital Hopf * -algebra epimorphism θ : A → C and such that for all z ∈ Z there holds
Using this mapping π, we can define a coaction δ C from C on Z by putting
be an orthonormal basis for V with respect to the inner product (1.2.1). As before we write ∆(e i ) = N k=1 e k ⊗ π ki . Unitarity of ∆ will imply that ∆ ⊠∆ := (id ⊗id ⊗m A )(id ⊗σ 23 ⊗id)(∆ ⊗∆) : V ⊗V → V ⊗V ⊗A is also a unitary coaction with respect to the inner product
e i e * i ∈ Z, then it follows from and henceζ = (id ⊗ h)∆(ζ). By the invariance of the Haar functional we get ζ = h(ζ)1 A . From this we obtain (1.2.5)
The last thing to show is that ζ 0 is C-invariant. Writing m C for the multiplication in C, one has
This proves the proposition.
Remark: Note that the element ζ does not depend on the choice of the orthonormal basis of V . Suppose the pair (A, C) forms a so-called quantum Gel'fand pair, so that in each A π there is an at most one-dimensional subspace of C-invariant elements. If the comodule structure on V is unitary and irreducible, and we consider V as a subspace of A as before, then V can be realized as some A π(r) , say A π(1) , for certain π ∈ Σ (cf. section 1.1). The invariant subspace will then be spanned by π 11 . From Theorem 1.1.2 we know that the elements
form an orthonormal basis of V . Thus, again by Theorem 1.1.2
. This remark will be of importance in section 3.5.
Then it is easily seen that
α j e j = v. In the same way it follows that T ζ (w) = 0 if w, V = 0.
We will end this section with a small lemma, needed further on. Lemma 1.2.2: Suppose A, C are two CQG-algebras with normalized Haar functionals h A , h C respectively, and such that there exists a surjective unital Hopf * -algebra homomorphism π : A → C (C is a 'subgroup' of A). Suppose furthermore that Z is a right comodule for A under δ : Z → Z ⊗ A, and assume that δ is unitary with respect to a given inner product ., . . Let V ⊂ Z be a subcomodule for the corepresentation δ C = (id ⊗ π)δ, and let a C-invariant element φ in Z be given. Now if φ is orthogonal with respect to ., . to all C-invariant elements in V , then φ is orthogonal to the whole of V .
is C-invariant and in V . Now note that the Ainvariant inner product ., . is also C-invariant: δ C (φ), δ C (ψ) = φ, ψ 1 C for all φ, ψ ∈ Z. Consequently, if φ ∈ Z is C-invariant and orthogonal to all C-invariant elements in V , and if ψ ∈ V is arbitrary then
This proves the lemma.
2. The quantized algebra of polynomials on C n .
In this chapter we will define the algebra Z n , which is a q-deformation of the involutive algebra of polynomials on C n . On this algebra we will define a * -action of U q (n), the quantized universal enveloping algebra of the unitary group U (n), as the 'differential' of a certain * -coaction of A q (n), the quantized algebra of regular functions on U (n).
2.1. Definition and structure of Z n . Define the * -algebra Z n as Z n = C z 1 , . . . , z n , w 1 , . . . , w n /I, where I is the twosided ideal generated by all elements
The * -structure on Z n is given by z * i = w i (1 ≤ 1 ≤ n). In other words, Z n is the complex involutive algebra generated by the elements z i , w i (1 ≤ i ≤ n), subject to the relations
and with involution * : Z n → Z n , z * i = w i . For q = 1 this algebra can be interpreted as the commutative involutive algebra of polynomials in the n coordinates z 1 , . . . , z n on C n and their complex conjugates.
Proposition 2.1.1: Z n has as a C-linear basis the collection
This is proved with the aid of Bergman's Diamond Lemma (see [B] ).
Remark: Similarly one can prove that Z n has a C-basis given by {w µ z λ := w
This also follows from Proposition 2.1.1 by applying the algebra isomorphism which interchanges z i and w i (1 ≤ i ≤ n) and sends q to q −1 .
For i = 1, . . . , n define the following elements in Z n :
Then we have the easily verified identities:
Lemma 2.1.2: For 1 ≤ i, k ≤ n and m ∈ Z + there holds
Proposition 2.1.3: The element Q n is central in Z n , and for the center Cent(Z n ) of Z n we have
Proof: It is easy to check that Q n commutes with all the z i and w i , and therefore that
To prove the second part of the proposition we use an induction argument. Introduce a total ordering on the basis of Z n as follows: to the basis element z λ w µ associate the sequence {λ, µ} = (|λ|+|µ|, λ n , . . . , λ 1 , µ 1 , . . . , µ n ). Now we declare z λ w µ z ρ w σ if and only if {λ, µ} ≥ {ρ, σ} with respect to the lexicographic ordering of elements in
where c = 0 and
Denote by ♮(φ) the highest order part of φ with respect to the ordering as above, so
where λ + ε i = (λ 1 , . . . , λ i + 1, . . . , λ n ). Since q is not a root of unity this yields (2.1.6) λ 1 + . . .
But combining the case i = n − 1 of (2.1.6) with (2.1.7) gives λ n = µ n . Thus
On the other hand, ♮(cQ
. This completes the proof. Remark : What we actually constantly use is the following fact: if φ ∈ Z n is a monomial which contains z i and w i exactly λ i respectively µ i times (1 ≤ i ≤ n), then φ can be written such that ♮(φ) = cz λ w µ with c = 0 and
Define the Hopf * -algebra A q (n) = A q (U (n)) as the free unital complex algebra on the generators t ij (1 ≤ i, j ≤ n), det −1 q , subject to the relations
Here R + is the R-matrix for root system A n−1 given as
and det q = det q (T ) is the so-called quantum determinant which generates the center of A q (n). It is given by
in which we let S n denote the group of permutations of the set {1, . . . , n} and l(σ) the smallest number of transpositions (i i + 1) in which σ ∈ S n can be decomposed. For the Hopf * -structure on A q (n) and further details we refer the reader to [N2] or [NYM] . A q (n) is an example of a CMQG-algebra (cf. section 1.1).
To this Hopf * -algebra corresponds a dual Hopf * -algebra , the quantized universal enveloping algebra U q (n) = U q (gl(n)) with generators q h (h ∈ P * ), e k , f k (k = 1, . . . , n−1). Here P = n i=1 Zε i is the weight lattice for gl(n) and P * = Hom(P, Z) is identified with P via the non-degenerate bilinear form ε i , ε j = δ ij . Again we refer the reader to [N2] for the exact definition and structure maps on this Hopf * -algebra . Note that in particular we define the comultiplication ∆ on the generators q h , e k and f k as (2.2.1)
The Hopf * -algebra duality between A q (n) and U q (n) is defined on the generators by
Now we have a right * -coaction of A q (n) on the generators of Z n as follows:
The map δ defined as in (2.2.3) extends to a * -algebra homomorphism on Z n and satisfies (1.1.1).
Proof : Extending δ as a * -algebra homomorphism, we only need to verify that it respects the relations (2.1.1-4). One can readily check that this is true if and only if we have the following identities in A q (n):
And this is indeed the case (see for example [Ko1] , section 2). It is now immediate that δ satisfies (1.1.1).
"Differentiating" this right coaction gives a left * -action of the quantized universal enveloping algebra U q (n):
Here the dot . denotes the action, and the X in the right-hand side should be understood as a linear functional on A q (n) induced by the Hopf * -algebra pairing ., . :
Lemma 2.2.2: (2.2.4) defines an algebra action of U q (n) on Z n , and satisfies
Note that if φ ∈ Z n is A q (n)-invariant, this will imply by definition that X.φ = ε(X)φ for all X ∈ U q (n). In this case we will say that φ is U q (n)-invariant.
Lemma 2.2.3: The element Q n is A q (n)-invariant and hence also U q (n)-invariant.
Proof : This follows immediately from (2.2.3), the fact that δ is an algebra homomorphism and the relation n k=1 t ik t * jk = δ ij 1 (see [Ko1, (2.12) 
]).
The corresponding * -action of U q (n) is given in the following proposition:
Proof: First prove, using (2.2.1 − 4) and Lemma 2.2.2, that for all h ∈ P * , 1 ≤ k ≤ n − 1, 1 ≤ i ≤ n and m ∈ Z + we have
by using induction with respect to m. From this one gets that
Combination of this with (2.2.1) will conclude the proof.
Remark: One can rewrite this last result a little when using that for all m ∈ Z + one has the identity [m]
It is actually this left-action of U q (n) that we will consider rather than the A q (n)-coaction, since it is the more easy to handle.
We have the following decomposition of Z n :
where Z n (l, m) is the subspace of Z n spanned by all elements which are homogeneous of degree l in the z k and homogeneous of degree m in the w k . Note that it makes sense to speak of homogeneous elements, since the relations (2.1.1 − 4) are homogeneous. Also note that 0 is homogeneous of any degree (l, m). It follows from Proposition 2.1.1 that Z n (l, m) has a linear basis consisting of all elements z λ w µ with the property that |λ| = l, |µ| = m. Hence the Z n (l, m) (l, m ∈ Z + ) are finite dimensional. It is easy to check that they are subcomodules of Z n under δ (and hence submodules for the action of U q (n)). Note also that Proposition 2.2.5: Suppose φ ∈ Z n (l, m) is U q (n)-invariant. Then:
with respect to the total ordering on momomials in Z n (cf. Proposition 2.1.3). As before let ♮(φ) be the highest order part of φ (so
Hence this implies that λ i = µ i for all 1 ≤ i ≤ n, and therefore l = |λ| = |µ| = m if φ = 0. This proves part (i). Next we prove (ii) using induction with respect to {λ, µ}. Suppose l = m and suppose that φ = cz λ w µ + ψ is U q (n)-invariant, but not equal to a constant times Q l n . Here ψ is a sum of terms which are smaller that z λ w µ with respect to the total ordering on monomials. As in (i) we conclude that λ = µ, so φ = cz λ w λ + ψ. We may assume cz
. This means there exists a k 0 , with 1 ≤ k 0 ≤ n − 1, such that λ k 0 = 0. But since ε(e k ) = 0 (1 ≤ k ≤ n − 1), we must have that ♮(e k .φ) = 0 for k = 1, . . . , n − 1. Hence, by Proposition 2.2.4, we get
So in particular λ k 0 = 0, yielding a contradiction. This proves part (ii), and thus the proposition.
Lemma 2.2.6: For all 1 ≤ i ≤ n and each m ∈ Z + we have
Proof: Note that w i z i = q 2 z i w i + (1 − q 2 )Q i . Now proceed by induction with respect to m.
Corollary 2.2.7: For all 1 ≤ i ≤ n and each m ∈ Z + one has
Corollary 2.2.8: For all 1 ≤ i ≤ n and all m, p ∈ Z + one has
Remark: Actually one has that c k ,
Suppose we are given the two algebras Z n and Z s with generators z i , w i (1 ≤ i ≤ n) and z i ′ , w i ′ (1 ≤ i ≤ s) respectively and suppose s < n. Then we have the following canonical embedding ι (s,n) : Z s → Z n which sends the generators z i ′ , w i ′ of Z s to the first s pairs of generators z i , w i (1 ≤ i ≤ s) of Z n , and the restriction map
which puts z i and w i equal to zero for i = 1, . . . , n − s and maps z i , w i to z i−n+s ′ , w i−n+s ′ respectively for i = n − s + 1, . . . , n. Both maps are * -algebra homomorphisms. So in particular we can view Z n−1 (l, m) as lying in Z n (l, m), using ι (n−1,n) . Furthermore, observe that for 1 ≤ p ≤ n − 1 we have a natural embedding U q (n − p) ֒→ U q (n) by identifying U q (n − p) with the subalgebra of U q (n) generated by the elements q
. In this way it is possible to speak of U q (n − p)-invariant elements in Z n . Proposition 2.2.9:
Conversely, any φ of this form is U q (n − 1)-invariant. Hence the dimension of
Proof: Using Proposition 2.1.1 and the commutation relations for the z i , w i , we see that φ can be uniquely written as
for certain p ij ∈ Z n−1 (i, j). Then the action of U q (n − 1) is on the elements p ij (cf. Proposition 2.2.4). By Proposition 2.2.5 we get that p ij = δ ij d j Q j n−1 , and thus φ = 
n , where the a k,j are just ordinary binomial coefficients. If we substitute this in φ, we obtain
Now, after applying Corollary 2.2.7 and changing the summations we obtain (2.2.5). 3. The quantized algebra of polynomials on the sphere in C n .
In this chapter we construct the quantized algebra of polynomials on the sphere S 2n−1 from the algebra Z n by putting the invariant element Q n equal to 1. Furthermore we construct an invariant functional on this algebra, give its irreducible decomposition into U q (n)-modules and recover the U q (n − 1)-invariant elements, the so-called zonal spherical functions, as q-disk polynomials. Finally we obtain an abstract addition formula for these q-disk polynomials.
Definition of Z n and invariant functional.
Consider the following projection map:
Denote the images of the generators z i , w i of Z n under π by the same symbols, and define δ on those images as in (2.2.3). This gives a well-defined coaction of A q (n) on Z n , since Q n is a trivial element for the A q (n)-coaction. So we have the following commutative diagram (3.1.1)
The algebra Z n plays the role of quantized polynomial algebra on the (2n − 1)-sphere S 2n−1 within C n , and was introduced in [RTF] . It is the same as the algebra A(K\G) of [NYM, section 4 .1].
Recall from section 1.2 that we call a linear functional h : Z n → C A q (n)-invariant if (h ⊗ id)δ(φ) = h(φ)1 for all φ ∈ Z n . This will imply, see (2.2.4), that h(X.φ) = ε(X)h(φ) for φ ∈ Z n and X ∈ U q (n). In other words, h will be U q (n)-invariant.
Proposition 3.1.1: On Z n we have a unique normalized, positive definite U q (n)-invariant functional h n : Z n → C given by
The proof of this is analogous to [NYM] Proposition 4.5, and uses Proposition 2.2.4. Remark: One can write (3.1.2) equivalently as
Lemma 3.1.2: For all α, β ∈ Z + and any continuous function f there holds
Consequently we get
(1 − q) (q; q) α (q; q) β (q; q) α+β+1 since the right-hand side in Lemma 3.1.2 just represents the q-beta integral in case f = 1:
Proposition 3.1.3: In Z n we have that span{z
. . , Q n−1 ], and for each φ = φ(Q 1 , . . . , Q n−1 ) ∈ C[Q 1 , . . . , Q n−1 ] the value of the Haar integral on φ is given by the following multiple Jackson integral:
Proof: The first statement follows from Lemma 2.1.2. Hence we only have to verify that (3.1.4) is true for any monomial z λ w λ . From Lemma 2.1.2 we get
Now substitute this into the right-hand side of (3.1.4), and use that for the general q-integral one has
Then, by successive use of Lemma 3.1.2, one checks that (3.1.4) yields the same as Proposition 3.1.4: The * -algebra homomorphism Ψ : Z n → A q (n), z k → t nk is well-defined, intertwines δ and ∆ and is injective. So we can apply the results of section 1.2 with A = A q (n) and Z = Z n .
Proof: It is straightforward to verify that Ψ is well-defined and intertwines δ and ∆. Now let us first view Ψ as a map from Z n to A(M at q (n)) ⊗ C[det q det q to hold. Suppose φ is a monomial in the elements t ij (1 ≤ i, j ≤ n) which contains a ij factors t ij (1 ≤ i, j ≤ n). Again we can arrange things in such a way that φ has leading term t A = t nn (so we use the following total ordering on the generators t ij : t ij ≺ t kl if i < k or i = k and j < l ). We know from [Ko1, Thm. 3 .1] that monomials in the t ij corresponding to different matrices are linearly independent in A(M at q (n)). Hence, since we know a linear basis for Z n , we must show that the matrix A(λ, µ), corresponding to Ψ(z λ w µ ), is different for different choices of the pair (λ, µ). For this, it suffices to look at the leading term of Ψ(z λ w µ ).
q Dîĵ, where Dîĵ is the quantum minordeterminant corresponding to the sub-matrix of the matrix (t ij ) obtained by deleting the i-th row and the j-th column. The leading term of Dîĵ is equal to a constant times t 11 . . . t j−1,j−1 t j,j+1 . .
equals a constant times det −|µ| q t A(λ,µ) , where
Here we used the short-hand notation m k = µ 1 + . . . + µ k . Obviously, different pairs (λ, µ) yield different matrices A(λ, µ), which shows the linear independence.
n k−n Remark : From this it follows that the algebra A(K\G) from [NYM, section 4.1] has no additional relations to the relations (4.9.a-d) (loc. cit.). This fact was already noted in [VS, Thm. 4.4] .
Irreducible decomposition.
With the invariant functional h n one can define an invariant inner product on Z n as follows:
This non-degenerate bilinear form then satisfies X.φ, ψ = φ, X * .ψ for all X ∈ U q (n), and all φ, ψ ∈ Z n . So in particular q h .φ, ψ = φ, q h .ψ for all h ∈ P * and all φ, ψ ∈ Z n . Put Z n (l, m) := π(Z n (l, m)), and let H n (l, m) be the orthogonal complement with respect to the inner product (3.2.1) of m) ). So we have the orthogonal direct sum decomposition
Lemma 3.2.1: The mapping π :
Proof: This is a consequence of Proposition 2.1.1 and the fact the the element Q n − 1 is not homogeneous.
From this lemma it follows that π : Z n (l, m) → Z n (l, m) is an isomorphism, and hence we obtain from Proposition 2.1.1 that
Moreover we have the decomposition
If we write H n (l, m) for the inverse image of 
Proof : It is clear, by the definition of the spaces H n (r, s), that Z n (l, m) allows the orthogonal direct sum decomposition (3.2.5). Irreducibility of the spaces
But there are, according to Proposition 2.2.9, only l ∧ m + 1 linearly independent invariant elements in the space Z n (l, m). Hence none of the spaces H n (l − k, m − k) contains a non-trivial invariant subspace.
To prove inequivalence, assume that 
. Then η 0 = 0, since not all of the ε(f * k ) are zero and the e i are linearly independent. Moreover ε(η 0 ) = ε(η) = 0. But this means that we have two linearly independent invariant elements within H n (l − k, m − k), namely ζ 0 and η 0 (linearly independent since ε(ζ 0 ) > 0 and ε(η 0 ) = 0). This gives a contradiction, hence the two spaces H n (l − k, m − k) and
Remark : Using exactly the same argument as in the proof of the previous proposition, one shows that the modules H n (l, m) are inequivalent for different choices of the pair (l, m).
From the proof of Proposition 3.2.2 we immediately obtain that each H n (l, m) contains a unique, up to constants, U q (n − 1)-invariant element. It is called a (zonal) spherical function, or just a spherical element.
Proof: Suppose first that l ′ − l = m ′ − m, and say this is non-negative. This means
are contained in the same space Z n (l ′ , m ′ ), and hence orthogonal by Proposition 3.2.2. On the other hand, if
. By invariance of the inner product we have
Since we assumed that l ′ − l = m ′ − m and since q is not a root of unity, this gives φ, ψ = 0.
Corollary 3.2.4: There is the orthogonal, irreducible decomposition into inequivalent U q (n)-modules
Proof: This now follows from the decomposition (3.2.4) together with Proposition 3.2.2 and Lemma 3.2.3 (see also the remark following Proposition 3.2.2).
Zonal spherical functions.
Let us write ψ(l, m) for a spherical element contained in H n (l, m), which is unique up to constants (see Remark after Proposition 3.2.2). Suppose now that (l, m) = (l ′ , m ′ ), and assume that l − m = l ′ − m ′ = β ≥ 0. From Proposition 2.2.9 and Lemma 2.1.2 we know that
for certain polynomials p m , p m ′ of degree m and m ′ respectively. As a consequence of the orthogonality of the spaces H n (l, m) and
(cf. Lemma 2.1.2). Now note that (3.3.1)
so we obtain from Proposition 3.1.3
But letting m and m ′ vary over Z + , these are exactly the orthogonality relations for the little q-Jacobi polynomials P (n−2,β) m (Q n−1 ; q 2 ) with upper parameters n − 2 and β. In other words, there exist constants c m ∈ C such that
Thus we obtain that in case l ≥ m a general spherical element in H n (l, m) is given Similarly one can consider the case where
for certain polynomials s l , s l ′ of degree l and l ′ respectively. In this case the orthogonality of the spaces H n (l, m) and
and thus, using (3.3.1)
Here ones uses the equalities z n Q n−1 = q −2 Q n−1 z n , Q n−1 w n = q −2 w n Q n−1 , and z
Observe that Lemma 3.1.2 gives us that
for certain d l ∈ C. In other words, the spherical elements of H n (l, m) for l ≤ m are constant multiples of
Summarizing we have
Remark : This result was already obtained in [NYM, Thm. 4.7] .
Finally we will calculate the norms of these spherical elements, since we will need them later on. First let us assume that l − m = β ≥ 0. Recall that
Similarly, in case m − l = β ≥ 0 we saw that (cf. Lemma 3.1.2)
Thus, in case m − l = β ≥ 0 we get l,m (z n , w n ; q 2 ) is given by
Remark : Note that c
l,m is not symmetric in l and m, unlike in the classical case. We remark that
m,l (z n , w n ; q 2 ).
Associated spherical functions.
Suppose we are given the * -algebra Z n−1 with generators z i ′ , w i ′ (1 ≤ i ≤ n−1) and with corresponding projection π ′ : Z n−1 → Z n−1 . Recall that we had the embedding ι (n−1,n) : Z n−1 (r, s) ֒→ Z n (r, s) (r, s ∈ Z + ). Then, using the map
Given l, m ∈ Z + and 0 ≤ r ≤ l, 0 ≤ s ≤ m, define the following elements in Z n (l, m):
Denote their restrictions in Z n (l, m) via π by the same symbols.
Proposition 3.4.1:
in which α = n − 2.
If we do, then it follows that R (n−2+r+s)
l ′ −r ′ ,m ′ −s ′ is a polynomial in Q n−1 , and hence (see Lemma 2.1.2)
Here we used the short-hand notation z n−1
n−1 . Observing that the third line is a polynomial in
, since we assumed r − s = r ′ − s ′ , we can now calculate the value of h n using (3.1.4), (3.3.1) and (3.1.5):
where in the first integral the primed elements are now considered as elements of Z n−1 . Thus (cf. Proposition 3.3.2) this becomes
which proves the proposition. 
. Their restrictions toZ n are mutually orthogonal by the previous proposition, hence they are linearly independent in Z n (l, m). Since they are all U q (n−2)-invariant, they will span the entire space of U q (n−2)-invariant elements within Z n (l, m) because of their number (cf. Proposition 2.2.10). In the same way all elements Q j n ψ(l − j, m − j; r, s) with 1 ≤ j ≤ l ∧ m and 0 ≤ r ≤ orthogonal to the whole ofZ n (l − 1, m − 1), hence belong to H n (l, m). Because of their number the second part of the proposition is also clear.
For given l, m ∈ N and 0 ≤ r ≤ l, 0 ≤ s ≤ m put
2 )H n−1 (r, s).
Lemma 3.4.3: For all 0 ≤ r ≤ l and all 0 ≤ s ≤ m we have the inclusion
Proof : As U q (n − 1)-modules there is the isomorphism H n (l, m; r, s) ∼ = H n−1 (r, s). Since H n−1 (r, s) is an irreducible U q (n − 1)-module (for it is isomorphic to the module H n−1 (r, s)), and since ψ(l, m; r, s) ∈ H n (l, m; r, s), we know that U q (n − 1).ψ(l, m; r, s) = H n (l, m; r, s) for all 0 ≤ r ≤ l and all 0 ≤ s ≤ m. On the other hand, ψ(l, m; r, s) ∈ H n (l, m) (Proposition 3.4.2), hence U q (n − 1).ψ(l, m; r, s) ⊂ H n (l, m). Thus we see that H n (l, m; r, s) ⊂ H n (l, m) for all 0 ≤ r ≤ l and all 0 ≤ s ≤ m. H n (l, m; r, s).
Proof : From the previous lemma we get that the direct sum on the right hand side is contained in H n (l, m). Counting dimensions gives the equality.
Write H n (l, m; r, s) = π(H n (l, m; r, s)). Proof : The proof of this is along the same lines as the proof of Proposition 3.4.1.
3.5 Addition formula for q-disk polynomials.
We are now at the stage where we can state the addition formula for the q-disk polynomials. For this we use the concrete realization of Z n as a * -subalgebra of A q (n) as in section 3.1. So let us identify z i = t ni , w i = t * ni . It should be noted that under this correspondence the coaction δ is merely the comultiplication ∆. Write τ for the antilinear involutive algebra automorphism * • S from A q (n) to A q (n). We know that
where ξ IJ denotes the quantum minor determinant corresponding to the two subsets I, J ⊂ {1, . . . , n} (with #(I) = #(J)). So in particular we get τ (z n ) = z n . Moreover, recall from [NYM, (3. 2)] that
in which I c denotes the complement of I in {1, . . . , n} and
where l(I; J) = #{(i, j) ∈ I × J | i > j}. Using (3.5.1) we see that S(t * nn ) = t nn , whence τ (w n ) = w n . So we conclude that τ (Q n−1 ) = Q n−1 . As observed in a remark in section 1.2 we can exhibit H n (l, m) as the row space A π(1) for certain π ∈ Σ such that π 11 = R (n−2) l,m (z n , w n ; q 2 ) (since it is easily seen that ε(R (n−2) l,m (z n , w n ; q 2 )) = 1). The basis elements {π 1i } then correspond to the elements as given in Proposition 3.4.6 with r +s = 0. By virtue of that same remark and the fact that for π ∈ Σ one has (id ⊗ τ )∆(π 11 ) = k π 1k ⊗ π 1k , we can write
where a l,m,r,s = l−r,m−s . Here we choose the orthonormal bases {g i (r, s)} for all r, s ∈ Z + in such a way that g 1 (r, s) = (c
; q 2 ) = c r (X 2 ⊗ 1)
where k, l, m, p, r, s, t, u, v ∈ Z + .
Now we can prove:
Proposition 3.5.7: The relations (3.5.6) are the only non-trivial relations among the generators of B.
Proof : Write E for the * -algebra with abstract generators X 1 , X * 1 , X 2 , X * 2 , Q and Y 1 , Y * 1 , Y 2 , Y * 2 , D and relations (3.5.6). Furthermore impose that all of the first five generators commute with all of the last five ones. The * -structure on E is given by (3.5.5). From (3.5.6) we see that E is spanned by all the monomials of the form:
2 ) p with k, l, m, p, r, s, t, u, v ∈ Z + . As before we put Q ′ = Q − X 1 X * 1 − X 2 X * 2 . There is a unique surjective * -algebra homomorphism Θ : E → B sending X 1 , X 2 , X * 2 , X * 1 , Q ′ , Y 1 , Y * 1 , Y 2 and Y * 2 to z n−1 ⊗ 1, z n ⊗ 1, w n ⊗ 1, w n−1 ⊗ 1, Q n ′ ⊗ 1, 1 ⊗ γ, 1 ⊗ γ * , 1 ⊗ δ and 1 ⊗ δ * respectively. It now easily follows from Proposition 3.5.6 that this is actually an isomorphism.
With the notation as in (3.5.4) and with the aid of Lemma 3.5.1 and Corollary 3.5.3, we can write down the effect of applying id ⊗ ρ (n,2) to (3.5.2). It reads: Then R
l,m (z n , w n , 1; q 2 ) ≡ R
l,m (z n , w n ; q 2 ).
Let us have a closer look at these polynomials R (q −m ; q) k (q α+l+1 ; q) k (q α+1 ; q) k (q; q) k (q C − AB C ) k in the respective cases l ≥ m and l ≤ m. So the polynomials are rational in q α . Hence (see also (3.3.2)) both sides of (3.5.7) are rational functions of q α . Multiplying with a suitable factor, we will obtain from (3.5.7) an identity which is polynomial in q α and holds true for α = 1, 2, . . .. But then obviously the identity is true for all α > 0. Finally, let σ : Y → Y be the automorphism that sends Y 1 to −qY * 1 , Y * 1 to −q −1 Y 1 , and fixes Y 2 and Y * 2 (which comes down to interchanging β and γ in Z 2 ). If we now apply id ⊗ σ to (3.5.7) we end up with: r in which we used the notations (3.5.8) and (3.5.9).
Remark : For α = n − 2 this is in fact an identity in Z n ⊗ Z 2 , which we can rewrite as an identity in Z n ⊗ Z 2 by putting Q = D = 1 in (3.5.10). For general α > 0 we can do something similar (the relations among the generators are then given by (3.5.6) but with Q and D equal to 1).
