AGE, METALLICITY AND ACTIVITY IN SOLAR-TYPE STARS by PACE, GIANCARLO
' l 
UNIVERSITA DEGLI STUDI DI TRIESTE 
Trieste (ITALY) 
Ph. D. THESIS in PHYSICS 
Giancarlo Pace 1:f2 
cJ 
AGE, METALLICITY AND 
ACTIVITY IN SOLAR-TYPE 
STARS 
Supervisor: Dott. Luca Pasquini 
European Southern Observatory 
Adviser: Chiar.rno Prof. Francesca Matteucci 
U niversita degli studi di Trieste 
BIB. GENERALE 
UNIV. TS 
DR066 
0066 
N.INV. :066 66 
Contents 
l Introduction 
2 Stellar parameters: luminosity and age 
2.1 Chromosphere and chromospheric activity 
2.2 The Ca II K line . . . . . 
2.3 The Wilson-Bappu effect . 
2.3.1 Abstract . . . . . . 
2.3.2 Introduction . . . . 
2.3.3 Data sample and observations 
2.3.4 Measurements and calibration 
2.3.5 Comparison with other results . 
2.3.6 Is the WBR a good distance indicator? 
2.3. 7 Applications . . . . . . . . . . 
2.3.8 Conclusions . . . . . . . . . . 
2.4 The age-activity-rotation relationship 
2.4.1 Abstract ........... . 
2.4.2 
2.4.3 
2.4.4 
2.4.5 
2.4.6 
2.4.7 
2.4.8 
Introduction . . . . . . . . . . 
Observations and data sample 
Ca II fiuxes . . . . . . . . . 
Determination of the v sin i . 
Discussion . . . . . . . . . . . 
Variability within each cluster 
Hyades vs. Praesepe, IC 4651 vs. NGC 3680, M 67 vs. Sun . 
l 
5 
5 
7 
9 
9 
11 
12 
17 
21 
23 
28 
30 
31 
31 
32 
33 
37 
45 
50 
50 
52 
2.4.9 The age-activity-rotation relationship. . . . . . . . . . . . . 54 
2.4.10 The impact of our results on the determination of ages and on 
the age of Galactic population . 56 
2.4.11 Conclusions 
3 Metallicity 
3.1 Chemical enrichment of the Galaxy 
3.2 Stellar--abundance measurements 
3.2.1 Curve of growth . . . . 
57 
61 
61 
64 
67 
11 
3.3 Our measurements .. 
3.3.1 The data set . . 
3.3.2 
3.3.3 
Data reduction 
The results . . 
3.3.4 Comparison between photometric and spectroscopic temper-
atures .............. . 
3.4 Metallicity gradient with Open Clusters. 
4 Conclusions 
4.0.1 Distance: the Wilson-Bappu effect ..... 
4.0.2 Age: the age-activity-rotation relationship . 
4.1 Metallicity . . . . . . . . . . . . . . . . . . . . . . . 
Bibliography 
Acknow ledgments 
67 
67 
69 
81 
89 
90 
93 
94 
96 
97 
99 
106 
List of Figures 
2.1 Definition of fiux intensity . . . . . . . . . . . . . . . . . . . . . . 8 
2.2 Temperature curve and characteristic features of Ca II K profiles. 10 
2.3 Some examples of bad Ca II K line profiles . 18 
2.4 Spectrum of HD 4128 . . . . . . . . . . . . . 19 
2.5 Our calibration of the Wilson-Bappu Effect 21 
2.6 Comparison between different calibrations 22 
2. 7 Comparison between W o measurements . 24 
2.8 The spectral type diagram vs O - C . . . 27 
2.9 The O- C vs. [Fe/H] diagrams . . . . . . 28 
2.10 The Wilson-Bappu effect and the giants in NGC 2808. 31 
2.11 A verage clusters Ca II K line spectra . . . . . . . 39 
2.12 HIRES spectra of the Hyades stars of our sample. . 40 
2.13 UVES spectra of the stars of our sample . . . . . . 41 
2.14 Template spectra used to detect the IS-line feature 42 
2.15 The trend of P~ with the colour . . . . . 43 
2.16 Cross-correlation function of a spectrum . . 46 
2.17 Calibration of v sin i with the FWHM . . . . 50 
2.18 v sin i vs. FWHM diagram for Hyades stars. 51 
2.19 X-Ray luminosities vs. chromospheric activity and rotation diagrams 52 
2.20 The evolution of chromospheric activity and rotation 58 
2.21 Histogram of the chromospheric-activity levels . . . . 59 
3.1 [O /Fe] vs. [Fe/H], from Matteucci & Greggio (1986) . 63 
3.2 Definition of equivalent width. . . . 65 
3.3 Curve of growth . . . . . . . . . . . . . . . . . . . . . 67 
3.4 Portion of the spectrum of KW 368 . . . . . . . . . . 69 
3. 5 Check of the parameters of the model atmosphere used. 80 
3.6 Comparison between spectra of stars with different abundances. 87 
4.1 The field about the supernova SN 1987a in the LMC. . . . . . . 96 
111 
lV 
List of Tables 
2.1 The data sample for the calibration of the Wilson-Bappu effect 13 
2.2 Results after three different sigma clipping criteria . 20 
2.3 Wo measurements at different resolutions . . . 23 
2.4 Data about the sample of the 10 stars in M67 . . . 30 
2.5 Chromospheric activity measurements. . . . . . . . 36 
2.6 Literature data used for the calibration in Figure 2.17 . 49 
2. 7 Rotational periods and velocities . . . . . . . . . . . . 49 
2.8 Spread of the Fk fiuxes within each cluster . . . . . . . 51 
2.9 X-ray fiux measurements of Praesepe and Hyades stars 53 
3 .l Originai li ne list . . . . . . . . . . . . . . . . . . 72 
3.2 Result of the solar-spectrum analysis line by line 76 
3.3 Table of the computed solar abundances . . . . . 79 
3.4 Table of the computed stellar abundances 88 
3.5 Comparison between photometric and spectroscopic temperatures 89 
v 
vi 
Chapter l 
Introd uction 
High-resolution stellar spectra have crucial importance in astronomy. Making it 
possible to discern the tiny details of the line features, they are the best means by 
which we can reliably measure stellar metallicities, as they allow us to resolve many 
lines that in lower resolution appear blended. They are also necessary when we want 
to study very narrow structures, like the chromospheric emission in the cores of deep 
Fraunhofer lines. 
We will see how a single high-resolution spectrum of a star gives us information 
not only about the metallicity of that star, but also about its age and absolute 
luminosity, and hence its distance. 
The project described here is intended to build a high-resolution high-quality 
stellar spectroscopy data set that will eventually serve as observational guidelines 
for the Galactic chemical-enrichment models. The measurements necessary for this 
purpose are of two kinds: metallicity and age of nearby stars, necessary to probe 
the age-metallicity relationship in the solar neighborhood, and metallicity in open 
clusters, necessary to measure the metallicity gradient in the Galactic disk. The 
data collected and here presented are valuable both for their own sake and as a first 
step towards the completion of a very extensive observational effort. 
N aturally the wealth of information provided by high-resolution spectroscopy 
has a price. Higher resolution means, in fact, that a detecting unit, such as a 
p ix el of a CCD, collects photons of a narrower frequency range. This means fewer 
photons, hençe lower signal-to-noise ratio, other things being equal, i.e. for the 
same object observed at the same moment with the same telescope, used in the 
same configuration with the same exposure time. 
If we do not go further than a few hundreds parsec, a good signal-to-noise ratio 
can be achieved at a visual magnitude of about 12 and a resolving power of R=60000 
already with a good 1.4-meter telescope. 
This is what Luca Pasquini did with the Couldé Auxiliary Telescope, between 
November 1988 and September 1996, at ESO, La Silla. He collected spectra at 
R=60000 with a signal--to-noise ratio ranging from "'30 to "' 100 for 119 stars in 
the solar neighborhood. The quality is quite good considering that the signal-to-
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noise numbers refer to the spectra at the bottom of the very deep Ca II K line, 
where the emission core is located. We used these data to study a tool to determine 
stellar distances: the Wilson-Bappu effect. The typical width of this core is about 
l A, so that high resolution is a necessary requirement. 
The advent of the new generation of the telescopes, the 10-meter class, made it 
possible to get spectra at a resolving power of R rv 80000 even for dwarf stars in 
open clusters as distant as M 67, at 850 Kpc. In those stars we can now look at the 
same feature used to study the Wilson--Bappu effect: the emission core of the Ca II 
K line. The equivalent width of the latter is an important tracer of chromospheric 
activity, which in turn follows the so called age-activity relationship, so that, if 
properly calibrateci, the equivalent width of the emission core of the K line can be 
used as age indicatoro The calibration can be better clone by using open clusters, 
because their age is known much more precisely than that of the field stars. 
We made such a calibration by using spectra of 35 solar-type stars in 5 open 
clusters. The spectra are obtained with the best spectrographs for astronomica! 
use: UVES at the Very Large Telescope, and HIRES at the Keck. The resolution is 
R=lOOOOO and the signal-to-noise ratio is rv 150. The clusters span a wide range of 
ages, from the young Hyades and Praesepe (0.6 Gyr) to the old M 67 ( rv 4.5 Gyr) 
through the two intermediate age clusters IC 4651 and NGC 3680 (rv 1.7 Gyr). 
These spectra were also used to measure the metallicity of the stars. In addition 
to the high quality of the spectra, the positive characteristic of these data is their 
homogeneity: the target stars are all dwarfs with colours similar to that of the Sun 
(0.51 < B - V < O. 72), allowing us to compare the measurements with the solar 
values. This is a great advantage for both the metallicity and the chromospheric 
activity measurements. The high signal-to-noise ratio and high resolution of the 
spectra make them comparable to the best spectra formerly obtained for field stars. 
FLAMES is a VLT multi-object spectrograph, able to get hundreds of spectra 
in one exposure, at a lower resolution than UVES. We aim to collect a very rich 
spectroscopic lower-resolution database with FLAMES, of open clusters at various 
ages and Galactocentric distances, for which the aforementioned VLT data set will 
be a reference calibration. 
The observational material described above and the respective measurements 
that will be presented in this thesis are only part of the data set that we want to 
build, but they provide the calibration tools necessary to complete the project. In 
reality the work can also be thought of as the completion of three calibrations, made 
in order to measure three stellar parameters: 
- absolute luminosity, hence distance, via the Wilson Bappu effect; 
- age, via the age-activity relationship; 
- metallicity, by building a metallicity scale for open clusters. 
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The first and the second calibration, are part of the generai framework of the 
research on chromospheric activity. They will be illustrateci in Chapter 2, after a 
brief description of chromosphere and chromospheric activity. 
The purpose of the second and the third calibration is to obtain both age and 
metallicity in the salar neighborhood, necessary in turn to study the chemical en-
richment of the galaxy. Our results on the age-activity relationship tell us that, 
after an abrupt decay, no evolution is seen for stars older than rv 1.5 Gyr, seriously 
constraining the limits of applicability of this relationship. However, if further inves-
tigated in the 0.6-1.5 Gyr range, it can be very useful in the study of the thin disk. 
In Chapter 3 I will introduce the chemical enrichment of the Galaxy, and explain 
the importance of coupling stellar ages and metallicities in arder to study it. The 
metallicity measurements will be presented in Chapter 3. The conclusions will be 
drawn in Chapter 4. Therein, not only will I summarise the results of our work, but 
I will also explain, for each of the three aforementioned items, how they could be 
further developed. In particular I will describe the observations necessary to do so. 
Such observations are in some cases only in the planning stages, in other cases they 
have already been successfully obtained, with the data waiting to be reduced. 
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Chapter 2 
Stellar parameters: luminosity and 
age 
In this chapter I will present two research projects: the first is the calibration of 
the Wilson-Bappu effect and the second is the study of the age-activity-rotation 
relationship. Their purpose is to build a tool for the determination of the stellar 
absolute luminosities- hence distances- and ages respectively, and they both have 
as spectral signature the emission core of the Ca II K line. The presentation of the 
two works is introduced by two brief preliminary sections: Section 2.1, in which we 
give a definition of the chromosphere, and Section 2.2, where we explain how the 
main spectral feature we are dealing with, i. e. the emission core of the Ca II K line, 
forms, and why it is a tracer of chromospheric activity. 
2.1 Chromosphere and chromospheric activity 
In every star the local gas temperature has a decreasing trend from the core, where 
nuclear reactions occur, towards the surface: the stellar photosphere, the layer where 
the visible radiation that we receive is emitted, is much cooler than the centrai re-
gion. For late-type stars, namely those stars that have a subphotospheric convective 
envelope, the presence of a strong and variable magnetic field causes non-radiative 
heating, the nature of which is so far poorly understood. There is, therefore, an 
inversion of the temperature gradient in the externallayers and a temperature min-
imum shows up. Above this minimum there are two more layers: the chromosphere 
and the corona, the latter being the outermost one. Between them sits the transition 
region, where a very steep temperature increase occurs (in the Sun this temperature 
rise is from "' 104 K to rv 106 K). 
Many phenomena due to the presence of the magnetic field take the name of 
"activity". They appear in the photosphere, in the chromosphere or in the corona. 
In order to observe most of them, high spatial resolution, achievable only in the Sun, 
is required. I am about to give a brief description of some of these phenomena, which 
will be far from exhaustive. The aim here is only to make the reader acquainted 
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with their complexity and variety. 
The most apparent sign of solar magnetic activity are the sunspots, which 
occur in the photosphere. They are regions marked by a lower temperature than 
their surroundings. The sunspots have been measured for over 300 years, allowing 
us t o uncover the cyclic nature of the solar magnetic activity. Spots are also present 
in stars other than the Sun. In the very active stars, such as BY -Draconis, RS-
Canum Venaticorum and T-Tauri stars, the rotational modulation of these features, 
i.e. their passing in and out of view, causes cyclic photometric variability, so that 
we can measure the rotational period of the star from its light curve. BY -Draconis 
stars are those that are much more active and fast rotating than the Sun, to which 
they are otherwise similar. T -Tauri stars are those that ha ve no t yet entered the 
hydrogen-burning phase, they are actually protostars. RS-Canum Venaticorum 
systems are dose binaries, formed by a primary F or G star and a secondary of type 
G or K. The high activity of these objects is due either to their young ages or to 
their binarity, which sustains the rotation and prevents magnetic braking that, by 
means of a tidal spin up. 
Faculae and filligrees are also typical features of strong magnetic fields that 
appear in the photosphere. They are located in the texture known as granulation, 
caused by rising convection cells of hot gas. While the sunspots tend to make the 
Sun look darker, the faculae make it look brighter. During a sunspot cycle the 
faculae actually win out over the sunspots and make the Sun appear slightly ( about 
0.1%) brighter a t sunspot maximum t ha t a t sunspot minimum. The filligrees are 
small bright points thought to be places where fiux tubes penetrate the photosphere. 
Activity phenomena typical of the corona are, for instance, the emission in X-ray 
domain and that of the highly ionised elements, such as Fe XIII. 
The emissions of neutral or singly-ionised abundant elements (such as Ca II H, 
K and the infrared triplet, Mg II h and k, Ha and other Balmer lines, Lya and other 
lines in the UV, Fe I lines) and in the H- continuum, spicules, plage and fiares occur 
in the chromosphere. 
An explanation of the reasons why emissions take place is included in the next 
Section. 
Flare are sudden and dramatic releases of energy through a break in the chromo-
sphere in the region of a sunspot. They can also be detected in stars, as they result 
in abrupt brightenings of chromospheric emissions. A Plage is a bright spot in the 
solar chromosphere, usually found in or near an active region such as a sunspot. 
Plage are normally only visible as spectral lines, such as H-alpha or Ca II. They 
can last for several days and mark areas of nearly vertical emerging or reconnecting 
magnetic field lines. 
In the upper chromosphere spicules can be seen: short-lived (about 5 minutes), 
narrow jets of gas. 
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2.2 The Ca II K line 
What we call hereafter "chromospheric activity" is the total amount of energy emit-
ted in the chromosphere. Its best tracer is the fiux emission in the core of the Ca II K 
line (see e.g. Bianco et aL, 1974; Linsky & Ayres, 1978), which represents, together 
with the other Ca II resonance line, the H line, about 10% of the radiative losses of 
the chromosphere. 
Only h and k emissions of Mg II contain a significantly larger fraction of chro-
mospheric losses, roughly 30 % (Linsky & Ayres, 1978), but they have wavelengths 
of 2802 and 2795 A respectively, shorter than the atmospheric cut off at 3200 A, 
therefore they can only be observed with UV-satellites. This was accomplished for 
the first time only in 1968, when the Orbiting Astronomica! Observatory-2 was put 
in orbit. Other UV-satellites have been successfully launched later on, like the 
Orbiting Astronomica! Observatory-3 (then renamed Copernicus) in 1972 and the 
International Ultraviolet Explorer in 1978. The Hubble Space Telescope had aboard 
the UV-sensitive Space Telescope Imaging Spectrograph. Nevertheless the amount 
of h and k Mg II spectra collected during such missions is not comparable with the 
wealth of data available for the H and K lines of Ca II, that are at 3933 and 3968 A 
respectively, therefore they are observable with ground-based telescopes. They are 
the deepest and widest absorption lines in the spectra of the late-type stars, and 
their core shows the characteristic double reversal profile: an emission with a centrai 
self-absorption. The emission was first discovered by Eberhard in 1900 looking at 
spectra t ha t were overexposed in the neighbour ho od of the lines ( see E ber hard & 
Schwarzschild, 1913). Ever since then, H and K lines have been widely observed in 
stars. Until present the most extensive and organic observational effort has been un-
dertaken by Olin Wilson and collaborators at the Mt. Wilson Observatory (Wilson, 
1968, 1982; Vaughan et al., 1978; Noyes et al., 1984). Among the most important 
results obtained by this group, I mention the discovery of stellar activity cycles 
similar to the solar 11-year one (Wilson, 1978; Baliunas et aL, 1995). 
We preferred to use only the K-line since the observation of the H-line is some-
what complicateci by blends, especially the one with the HE Balmer line. 
Source function and transfer equation 
Prior to explaining why the emission core forms in the chromosphere, I should spend 
a few words on the transfer equation, the equation t ha t describes the variation of the 
intensity of a light beam that travels within a material. Let us consider the energy 
~E that fiows through an area ~A, into a solid angle ~w about the direction 
perpendicular to ~A, in a time ~t and in a spectral range ~v about the frequency 
v (see Figure 2.1). The specific intensity lv is defined as: 
8 
N ormai 
Figure 2 .l: Le t us consider the energy .6.E that flows through .6.A, into the soli d angle .6.w about 
the direction perpendicular to .6.A, in a time .6.t and in a spectral range .6.v about the frequency 
v. The specific intensity Iv is defined as: Iv = lim.6.A,.6.w,.6.t,.6.v-+O .6.A.6.~~t.6.v 
Its unit of measurement is: erg · sec · cm - 2 · sterad -l. The material in which 
the light travels is capable of absorbing and emitting radiation, thus making lv vary 
along its path. The change in specific intensity, div, aver an increment of path 
length, ds, is the sum of the losses an d gains: 
w h ere kv and }v are the emission and absorption coefficients respectively. N ow we 
divide the equation by kvpds, which is dTv, Tv being what is called optical depth, 
and we obtain: 
div 
-d =-fv+Sv 
Tv 
Sv = ;~ is the so-called source function. 
Under conditions of strict thermodynamic equilibrium, we have: 
where Bv is the Planck's radiation law. Therefore there is no variation at all in the 
intensity of the radiation, which depends merely on the temperature of the material, 
and it is constant throughout. The actual conditions in the stellar interiors, below 
the photosphere, are very similar to the thermodynamic equilibrium, in that if we 
consider a region small enough, that region is characterised by a unique temperature 
T, and bot h the radiation intensity an d the source function are equal, in t ha t region, 
to Bv(T). But the very small temperature gradient, of the arder of 10-4 K cm-1, is, 
together with the convection, responsible for the energy transfer from the core, where 
the energy is produced by nuclear reactions, to the surface, where the energy escapes 
from the star in the form of photons. The condition described above is known as local 
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thermodynamic equilibrium (LTE). In the stellar atmosphere the LTE is often a valid 
assumption, for instance, as described in Chapter 3, we have measured metallicity 
by means of a code that assumes line formation in LTE conditions. The LTE is a 
valid assumption as long as the atomic transitions are dominateci by collisions, so 
that the population of the atomic levels of energy are distributed according to the 
well-known Boltzmann equation: 
Nn 9n _x.n_ _=--·e kT 
N u(T) 
When, on the contrary, spontaneous transitions are more important, upper levels 
are less populated. This happens in the regions where the core of the strong lines 
form, or where there is low density. 
Why the emission core forms 
In Figure 2.2, taken from Ayres (1979), the temperature curve in the outer atmo-
sphere is shown, and the region where the characteristic K-line features form are 
marked. The K1 minima form at the bottom ofthe chromosphere, where the temper-
ature starts t o rise. There the K -line source function, S K, is a t its local minimum. 
The temperature in the chromosphere is hotter than in the photosphere, the Source 
Function is higher than the incoming radiation. The second member of the transfer 
equation for the K line: 
dJK 
-=-IK+SK 
dTK 
is positive, contrary to what happens throughout the rest of the star, below the 
chromosphere. Therefore the radiation increases, and emission is expected. 
The reason why the self-absorption appears is that upper in the chromosphere, 
towards the transition region, the source function inverts the increasing trend, even 
though the kinetic temperature keeps rising, because the matter density decreases 
dramatically. The collisions are no longer frequent enough to populate the upper 
levels, i.e. kK decreases, hence the source function decreases too. The K2 peaks 
form where the SK has its local maximum. Then, the K3 profile dip is a mapping 
of the surface value of S K. 
2.3 The Wilson-Bappu effect 
2.3.1 Abstract 
Wilson & Bappu (1957) have shown the existence of a remarkable correlation be-
tween the width of the emission in the core of the K line of Ca II and the absolute 
visual magnitude of late-type stars. 
Here we presenta new calibration of the Wilson-Bappu effect based on a sample 
of 119 nearby stars. We use, for the first time, width measurements based on 
lO 
(a) 
K 
l ...... 
K3 / 
l ··~ 
••••••• •• 'l 
{b) 
10-4 r5o_oo 1 
l l 
Figure 2.2: From Ayres (1978). Bere are shown: the characteristic features of Ca n K profiles 
(panel (a)) and a schema tic view of the outer atmosphere (panel (b)). The soli d curve is the tem-
perature structure of an idealised mean atmosphere. The dashed curve is the temperature structure 
expected for pure radiation transfer. The dotted curve represents the frequency-independent line 
source function for K in equivalent temperature units. The quantity m* is the location of the 
initial chromospheric temperature rise, and m0 is the top of the chromosphere (Trv 8 · 10
3K). The 
points mapped respectively by the K features are also indicated. 
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high resolution and high signal-to-noise ratio CCD spectra and absolute visual 
magnitudes from the Hipparcos database. 
Our primary goal is to investigate the possibility of using the Wilson-Bappu 
effect to determine accurate distances to single stars and groups. 
The result of our calibration fitting of the Wilson-Bappu relationship is Mv = 
33.2-18.0 ·log Wo, and the determination seems free of systematic effects. The root 
mean square error of the fitting is 0.6 magnitudes. This error is mostly accounted 
for by measurement errors and intrinsic variability of Wo, but in addition a possible 
dependence on the metallicity is found, which becomes clearly noticeable for metal-
licities below [Fe/H]rv-0.4. This detection is possible because in our sample [Fe/H] 
ranges from -1.5 to 0.4. 
The Wilson-Bappu effect can be used confidently for all metallicities not lower 
than rv-0.6, including the Large Magellanic Cloud (see Section 4.0.1 fora discussion 
on the possibility of measuring the distance to the Large Magellanic Cloud with the 
Wilson-Bappu effect). While i t does no t provide accurate distances to single stars, 
it is a useful tool to determine accurate distances to clusters and aggregates, where 
a sufficient number of stars can be observed. 
We applied the Wilson-Bappu effect to published data of the open cluster M67; 
the retrieved distance modulus is of 9.65 magnitude, in very good agreement with 
the best distance estimations for this cluster, based on main sequence fitting, i.e. 
the comparison of evolutionary tracks in the H-R diagram from stellar synthetic 
models with the cluster photometry. 
Our calibration of the Wilson-Bappu effect has also been applied by other groups 
to obtain the distance to the globular cluster NGC 2808 (Cacciari et al., 2004). De-
spite the low metal content of this cluster ([Fe/H]rv-1.2.) the retrieved distance 
modulus is in good agreement with previous independent measurements, thus sug-
gesting that giant stars obey the Wilson-Bappu relationship even when extremely 
metal poor. 
2.3.2 Introduction 
Since the discovery by Wilson & Bappu (1957) of the existence of a linear relationship 
between the logarithm of the width of the Ca II emission (W o) an d the stellar 
absolute visual magnitude ( the so called Wilson-Bappu effect ) , several calibrations 
of this effect have been attempted. However the Wilson-Bappu relationship (WBR) 
has only seldom been used to determine stellar distances to single stars or aggregates. 
The reliability of past calibrations of the WBR has been limited by the lack of 
two crucial elements: 
l. Precise and accurate parallaxes for nearby stars; 
2. High quality data and objective method of measuring Wo. 
The first point has been overcome by Wallerstein et al. (1999), who produced a new 
calibration by exploiting the Hipparcos database. This work however was hampered 
by the fact that it was still based on Wo measurements provided by Wilson (1967, 
1976), performed on photographic plates. Photographic plates are not linear detec-
tors, and it is very difficult to obtain good spectra in the core of the line, which is 
in quiet stars only 5-10% of the adjacent continuum. For our calibration we have 
used Wo measurements performed on new, high quality CCD spectra, so that also 
the second point has been, for the first tin1e, properly accounted for. 
A new, reliable WBR determination is especially interesting since new detectors 
and state of the art spectrographs can now produce excellent Ca n data even for stars 
in stellar clusters and associations as distant as several kiloparsecs. For these clusters 
and associations, we could therefore apply the WBR to derive their distance. This 
possible application is the main ground of our effort to retrieve a reliable calibration 
for the WBR. 
2.3.3 Data sample and observations 
The full sample for which spectra ha ve been collected (data shown in Table 2.1) 
consists of 152 stars, but the present study is limited to stars with relative parallax 
errors smaller than 10%. We have also excluded from the originai sample known 
multiple systems (see Section 2.3.6). After this trimming, the final sample includes 
119 stars. 
All the stars but the Sun are included in the Hipparcos catalogue, from which 
trigonometric parallaxes and visual magnitudes have been taken. 
The absolute visual magnitude of the Sun has been taken from Hayes (1985). 
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Table 2.1: Our data sample. The full sample consists of 152 stars, 
33 of which have not been used in the present study, because of 
their high measurement error in the parallax (C: > 0.1) or because 
they are multiple systems. We have flagged their HD identificators 
with an asterisk. Column 1: HD ID number of the star. Column 
2: Wo in A. Column 3: accuracy qualifier for Wo, again in A. Its 
mean value is 0.036. Column 4: absolute visual magnitude using 
Hipparcos parallaxes. For the Sun we used the value given by Hayes 
(1985). Column 5: spectral type from Cayrel De Strobel Catalogue. 
When the spectral type is not available from this catalogue the data 
is taken from the Hipparcos database, and is fl.agged with a dagger. 
Column 6: mean metallicity, when available from Cayrel De Strobel 
Catalogue. Column 7: projected rotation velocity, when available 
from Gl~bocki et al. (2000). 
Star Wo [A] ~Wo [A] M v Sp.Type [Fe/H] v sin i 
SUN 0.49 0.030 4.82 G2V 0.00 1.6 
HD 203244 0.47 0.030 5.42 G5V -0.21 
HD 17051 0.62 0.030 4.22 GOV -0.04 5.7 
HD 1273* 0.5 0.030 5.03 G2V t -0.61 
HD 20407 0.41 0.042 4.82 G1V -0.55 
HD 20766 0.50 0.030 5.11 G2.5V -0.25 
HD 20630 0.53 0.030 5.03 G5Vvar 0.11 4.6 
HD 20807 0.44 0.036 4.83 G1V -0.21 
HD 20794 0.43 0.030 5.35 G8V -0.38 
HD 26491 0.50 0.058 4.54 G3V -0.23 
HD 1581 0.49 0.15 4.56 F9V -0.20 3 
HD 30495 0.55 0.030 4.87 G3V 0.11 3 
HD 32778 0.42 0.030 5.28 GOV -0.61 
HD 34721 0.60 0.032 3.98 GOV -0.25 
HD 36435 0.48 0.030 5.53 G6-G8V -0.02 4.5 
HD 39587 0.56 0.030 4.70 GOV 0.08 9.3 
HD 43834 0.51 0.036 5.05 G6V 0.01 1.8 
HD 48938 0.53 0.042 4.31 G2V -0.47 
HD 3443 0.47 0.036 4.61 K1V -0.16 2.7 
HD 53705 0.60 0.036 4.51 G3V -0.30 
HD 3795 0.46 0.030 3.86 G3-G5V -0.73 
HD 63077 0.41 0.032 4.45 GOV -0.90 
HD 3823 0.60 0.042 3.86 G1V -0.35 3 
HD 64096* 0.50 0.030 4.05 G2V t 
HD 65907 0.52 0.050 4.54 GOV -0.36 
HD 67458 0.47 0.036 4.76 G4IV-V -0.24 
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Table 2.1 cont. 
Star Wo [A] ~Wo [A] M v Sp.Type [Fe/H) v sin i 
HD 74772 0.89 0.032 -0.17 G5III -0.03 5.8 
HD 202457 0.61 0.036 4.13 G5V -0.14 
HD 202560 0.35 0.030 8.71 M1-M2V t 
HD 202628 0.55 0.030 4.87 G2V -0.14 
HD 202940* 0.6 0.030 5.20 G5V -0.38 1.2 
HD 211415 0.48 0.032 4.69 G3V -0.36 1.7 
HD 211998 0.47 0.036 2.98 A3V -1.50 
HD 212330 0.51 0.067 3.75 G3IV 0.14 1.8 
HD 212698 0.54 0.030 4.04 G3V 0.08 9.7 
HD 14412 0.40 0.042 5.81 G5V -0.53 
HD 14802 0.62 0.032 3.48 G2V 0.10 3 
HD 104304 0.55 0.036 4.99 G9IV 0.17 1.7 
HD 114613 0.56 0.030 3.29 G3V t 2.7 
HD 11695 1.02 0.030 -0.57 M4IIIt 
HD 194640 0.46 0.032 5.17 G6-G8V t 
HD 20610* 0.86 0.032 0.39 KOIII -0.07 
HD 209100 0.39 0.030 6.89 K4.5V 0.14 0.7 
HD 211038 0.56 0.032 3.64 KO-K1V 
HD 219215 1.03 0.030 0.05 M2IIIt 
HD 29503* 0.80 0.030 1.23 KOIII -0.11 
HD 35162 0.86 0.042 0.28 G8-KOII-III -0.31 
HD 36079* 0.92 0.030 -0.63 G5II -0.20 5.1 
HD 4128 0.94 0.032 -0.30 KOIII -0.01 3.3 
HD 43455 1.05 0.032 -1.55 M2.5III t 
HD 4398 0.82 0.032 0.44 G8-KOIII t 
HD 102212 1.01 0.067 -0.87 MOlli t 
HD 111028 0.72 0.036 2.40 K1III-IV -0.40 1.5 
HD 112300 1.04 0.030 -0.57 M3III -0.09 
HD 113226 0.94 0.030 0.37 G8IIIvar 0.04 2.8 
HD 114038 0.89 0.030 0.29 K1III -0.04 
HD 115202 0.66 0.030 2.26 K1IIIt 
HD 115659 0.92 0.030 -0.04 G8III -0.03 4.2 
HD 117818 0.81 0.032 0.67 KOIII -0.40 
HD 119149* 1.15 0.030 -0.70 M2III t 
HD 120477 0.90 0.032 -0.33 K5.5IIIvar -0.23 2.2 
HD 121299 0.83 0.032 0.70 K2III -0.03 
HD 123123 0.83 0.030 0.79 K2III t -0.05 
HD 124294 0.95 0.030 0.00 K2.5IIIb -0.45 
HD 125454 0.82 0.030 0.52 G8III -0.22 
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Table 2.1 cont. 
Star Wo [A] ~Wo [A] M v Sp.Type [Fe/H) v sin i 
HD 126868 0.77 0.030 1.72 G2III t 14.3 
HD 129312* 1.04 0.030 -1.37 G71Ivar -0.30 6.5 
HD 130952 0.88 0.030 0.82 G8III -0.29 
HD 133165 0.83 0.032 0.64 K0.51Ilb -0.22 
HD 136514 0.85 0.030 0.98 K3IIlvar -0.14 0.6 
HD 138716 0.68 0.032 2.30 K1IV -0.13 2.5 
HD 140573 0.88 0.030 0.87 K21Ilb 0.14 1.4 
HD 141680 0.82 0.032 0.68 G8III -0.28 1.1 
HD 145001 * 0.94 0.050 -0.37 G8III -0.26 9.9 
HD 145206* 1.00 0.032 -0.51 K4III 0.04 3.2 
HD 146051 1.12 0.030 -0.85 M0.5III 0.32 
HD 146791 0.83 0.030 0.64 G9.5IIlb -0.13 
HD 148349* 0.90 0.030 -0.71 M2t 
HD 148513* 1.10 0.036 -0.15 K4III -0.14 0.6 
HD 150416* 1.04 0.030 -0.48 G81I-III +0.04 
HD 151217 1.00 0.032 0.00 K5IIlvar -0.11 2.3 
HD 152334 0.98 0.030 0.30 K4III t 
HD 152601 0.82 0.030 0.82 K2III 0.00 
HD 161096 0.91 0.030 0.76 K2III 0.05 2.7 
HD 164349* 1.17 0.030 -1.84 K0.51Ib -0.32 
HD 165760 0.91 0.095 0.33 G8III -0.15 2.2 
HD 168723 0.67 0.030 1.84 KOIII-IV -0.10 2.6 
HD 169156* 0.77 0.030 0.82 G9IIlb -0.17 
HD 169767 0.74 0.030 1.15 G8-KOIII t 
HD 170493 0.44 0.030 6.67 K3V t 3.5 
HD 171443 0.98 0.030 . 0.21 K3III 0.09 1.8 
HD 171967* 1.10 0.032 -1.57 M2III t 
HD 173009* 1.11 0.032 -1.14 G81Ib 0.05 6.0 
HD 173764* 1.80 0.036 -2.40 G41Ia -0.15 6.5 
HD 175775* 1.07 0.030 -1.76 G8-KOII-III -0.19 
HD 176678 0.84 0.032 0.73. K11Ilvar -0.19 
HD 177565 0.51 0.030 4.98 G5IV 0.03 
HD 17970 0.44 0.050 6.01 K1V t 
HD 181391 * 0.77 0.030 1.61 G8III -0.21 2.8 
HD 182572 0.60 0.032 4.27 G8IV 0.38 2.3 
HD 183630* 1.02 0.050 -0.90 M11Ivar t 
HD 184406 0.79 0.030 1.80 K31Ilb 0.05 1.3 
HD 186791 * 1.32 0.030 -3.02 K31I 0.00 3.5 
HD 188310 0.91 0.032 0.73 G9IIlb -0.32 2 
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Table 2.1 cont. 
Star Wo [A] ~Wo [A] M v Sp.Type [Fe/H] v sin i 
HD 189319 1.13 0.030 -1.11 K5III t 
HD 190248 0.54 0.030 4.62 G7IV -0.26 
HD 190406 0.49 0.030 4.56 G1V t 5 
HD 191408 0.38 0.030 6.41 K2V t 0.1 
HD 194013 0.75 0.032 0.91 G8III--IV -0.03 l 
HD 195135 0.88 0.036 1.07 K2III 0.03 
HD 196574* 0.86 0.030 -1.04 G8III -0.13 3.7 
HD 196758 0.89 0.036 0.77 Kliii -0.12 1.8 
HD 196761 0.42 0.030 5.53 G8-KOV t 
HD 198026* 1.03 0.030 -1.24 M3IIIvar t 
HD 201381 0.73 0.032 1.00 G8III -0.15 2.8 
HD 203504 0.86 0.030 0.71 Kliii -0.14 1.2 
HD 205390 0.41 0.030 6.30 K2V t 
HD 206067 0.87 0.032 0.76 KOIII -0.17 l 
HD 206453 0.82 0.030 -0.03 G8III -0.20 
HD 206778* 1.78 0.030 -4.19 K2Ibvar -0.05 6.5 
HD 209747 1.06 0.030 0.32 K4III 0.00 2.3 
HD 209750* 2.14 0.030 -3.88 G2Ib 0.18 6.7 
HD 211931 * 0.86 0.030 1.03 AlV t 
HD 212943 0.78 0.030 1.33 KOIII -0.33 0.6 
HD 213042 0.44 0.030 6.71 K4V t 
HD 2151 0.62 0.030 3.45 G2IVvar -0.18 3 
HD 216032* 1.03 0.030 -1.28 K5II t 
HD 217357 0.33 0.030 8.33 K5-MOV t 
HD 21749 0.38 0.030 7.01 K5V t 
HD 217580 0.45 0.036 6.34 K4V t 3.6 
HD 218329 1.12 0.030 -0.43 M2IIIt 
HD 220339 0.42 0.030 6.35 K2V t 5.5 
HD 220954 0.86 0.030 0.83 Kliii -0.10 0.6 
HD 27274 0.41 0.030 7.06 K5V t 
HD 32450 0.33 0.030 8.66 MOV t 
HD 42581 0.30 0.030 9.34 l\11-M2V t 3 
HD 4747 0.46 0.030 5.78 G8-KOV t 
HD 56855* 1.76 0.030 -4.91 K3Ib t 
HD 59717* 1.05 0.030 -0.50 K5III t 
HD 68290* 0.84 0.030 0.95 KOIII -0.03 
HD 73840* 1.01 0.030 -0.56 K3III -0.21 
HD 74918* 0.73 0.030 0.11 G8III -0.20 
HD 75691 0.96 0.030 -0.01 K3III -0.11 
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Table 2.1 cont. 
Star Wo [A] ~Wo [A] M v Sp.Type [Fe/H] v sin i 
HD 78647 1.65 0.030 -3.99 K4Ib-Ilvar 0.23 8.9 
HD 81101 0.82 0.030 0.62 G6III t 
HD 82668 1.21 0.361 -1.15 K5III t 
HD 85444 0.93 0.030 -0.50 G6-G8III -0.14 2.9 
HD 90432 1.04 0.030 -1.15 K4III -0.12 
HD 93813 0.96 0.030 -0.03 KO-Klii -0.32 
HD 95272 0.90 0.030 0.44 Kliii -0.15 
HD 9540 0.50 0.030 5.52 KOV t 
HD 98430 0.89 0.030 -0.31 KOIII -0.40 1.8 
The sample has been selected in order to span a wide range of luminosities (from 
Mv ~ -5 to Mv ~ 9). 
The observations were obtained between November 1988 and September 1996, 
at ESO, La Silla, with the Coudé Echelle Spectrometer, at the focus of the Coudé 
Auxiliary Telescope. The resolution is R=60000 and the S/N ratio ranges from 
~ 30 to ~ l 00 a t the botto m of the line (for more details about the first spectra see 
Pasquini (1992) ). 
For rv 30 stars, multiple spectra were taken, and for the Sun 9 spectra are 
available. 
Spectral types and metallicities were obtained from the Cayrel de Strobel et 
al. (1997) catalogue. For the stars not included in this catalogue, spectral types 
are taken from the Hipparcos database. The projected rotation velocities are from 
Gh}bocki et al. (2000). 
2.3.4 Measurements and calibration 
W o was measured manually o n ali of the spectra. W e ha ve also developed an ID L 
macro which performs a multi Gaussian fitting to the K-line double-reversal profile, 
but it has not been used for the final computation because it has proven quite fragile 
for the correct determination of the broad line absorption profile. We are working 
on improving the method, and we may report further progress elsewhere. 
Wo has been computed as the difference in wavelength between the two points 
taken at the intensity equal to the average between those of the Kl minimum and 
K2 peak o n either si de of the emission profile ( see Figure 2.4). 
W e found that the definition of Wo which we have adopted correlates better with 
Mv than two other widths also measured: 
the difference in wavelength between Kl minima; 
the width taken at the intensity equal to the average between those of the Kl 
minima and K2 maxima. 
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Figure 2.3: Doubtful examples of Ca II K line profiles. The spectra are affected by cosmic rays, 
may be blended with interstellar absorption, which strongly influence the emission profile observed 
in HD 82668, or, as in the case of HD 102212, show a blueshifted wind. In other cases, such as in 
HD 1581, the emission is very weak. 
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Figure 2.4: Spectrum of HD 4128. Most of the spectra of our sample have a comparable quality. 
No correction for instrumental broadening was applied to Wo. The reason is 
explained in Sect.2.3.6. 
We notice that our definition of Wo differs slightly from others used in the lit-
erature. Wilson & Bappu (1957) define W as the difference in wavelength between 
the red edge and the violet edge of the emission profile. They apply to the mea-
sured value in the spectra a linear correction: Wo =W- 15 km/sec. Wilson (1959) 
kept the originai definition but applied a revised correction: 18 km/ sec instead of 
15. Lutz (1970) introduced a new definition of Wo, defining it as the width at half 
of the maximum of the emission profile. Lutz's definition is very similar to ours 
with the exception that we found the our definition easier to use in case of difficult 
spectra and more robust (see below). 
Wo measurements are subject, of course, to measurement errors. For each star we 
have computed an accuracy qualifier, .6.Wo, in the following way. For the stars with 
two or more spectra available we derived i t as the half of the difference between the 
largest and smallest measured widths. For stars with only one available spectrum, we 
measured Wo with multiple methods, and took the difference between the extrema of 
the measurements. W e then added quadratically to this value ( which in some cases 
was O) that of the Sun (0.030 A), whose Wo measurements variations are supposed 
to be caused only by the intrinsic variation of the line width and by the limit of 
the resolution power of the spectrograph. W e ha ve used .6. W o as an estimate of the 
mean error in Wa. The standard error of log Wo (where Wo is in km/sec) for each 
star, is retrieved applying the propagation of the me an error. 
Independent of the signal-to-noise ratio, for some stars it is intrinsically more 
difficult to measure Wa. This is because their spectra show asymmetric self absorp-
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tion, either produced by interstellar lines or by blueshifted winds or cosmic rays. 
Inactive, low luminosity stars will typically show shallow reversals, which are more 
difficult to measure. 
Some of the most doubtful examples and difficult cases are presented in Figure 
2.3, in order to make the reader acquainted with the spectra and the possible error 
sources. In some cases, when strong blending was present or the profile was highly 
asymmetric, we have measured Wo by doubling the value measured for the "clean" 
half of the line. Anyway, the majority of the spectra we dealt with were as good as 
the one showed in Figure 2.4. 
We have also computed the standard error on the absolute magnitude of each 
star. This error has two components: the mean error on the apparent visual magni-
tude ( which is, in most of the cases, negligible) and the error given by the uncertainty 
in the parallax, which has to be computed via the propagation of the error. 
The fit of the WBR was performed by means of the IDL routine "fitexy", which 
implements the algorithm described in Press et al. (1989). The algorithm fits a 
straight line to a set of data points by taking into account errors on both coordinates. 
We repeated the solution by rejecting stars not passing 3a-, 2.5a- or 2a-criteria. 
The results so obtained are presented in Table 2.2 
It is fundamental to note that, independent of the different sigma clipping cri-
terion used, the solutions found are extremely stable, giving the same fit to within 
la. 
We adopt in the following: Mv = 33.2-18.0 ·log Wo (Wo is in km/sec) obtained 
rejecting HD 63077 and HD 211998, with a standard deviation: O"WBR = 0.6 mag. 
The two rejected stars are the most metal poor of the sample, which we will argue 
in Sect. 2.3.6 is the most likely cause of their large residuals. 
Hereafter we indicate with M v ( K) the value of M v derived for a single star from 
its Wo via the WBR. In Figure 2.5 the log Wo vs Mv diagram is shown, with the 
error bars representing standard errors in both coordinates. The calibration line 
retrieved is also plotted. 
criterion number of stars number of final result 
rejected iterations a b O"WBR 
3a 2 2 33.2 -18.0 0.60 
2.50" 5 3 33.5 -18.3 0.56 
2a 16 9 33.6 -18.3 0.49 
O"a = 0.5 & . O"b = 0.3. 
Table 2.2: The resulting calibrations after three different sigma clipping criteria. O"WBR is the 
standard deviati o n of a single measurement. O" a an d O"b are the standard deviations of the retrieved 
parameters, respectively, a and b of l\1v = a+ b · log W0 . The stability of the solution shows the 
reliability of the \VBR as a distance indicator. 
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Figure 2.5: Our calibration of the Wilson-Bappu Effect: M v = 33.2 - 18.0 · log Wo. This 
calibration is the 30" criterion one in Table 2.2 (HD 63077 and HD 211998 are not used). The error 
bars represent standard errors in both the coordinates. 
2.3.5 Comparison with other results 
In order to evaluate the external robustness of the relationship, a comparison with 
other independent investigations is fundamental. Many attempts in the past 40 
years have been made to calibrate the WBR based on ground-based trigonomet-
ric parallaxes Wilson (1959); Hodge & Wallerstein (1966); Lutz & Kelker (1975); 
Gl~bocki & Stawikowski (1978). Wallerstein et al. (1999) (hereafter WMPG) used 
a very large sample of stars with Hipparcos parallaxes and relative measurement 
errors smaller than 20%. As already stated, their work is based on the width mea-
surements available in the literature, mostly from Wilson (1967, 1976), which suffer 
from low spectral accuracy. 
We note here that such measurements are based on the definition of W given in 
Wilson & Bappu (l 95 7), corrected for instrumental broadening as in Wilson (l 959) 
(see Sect. 2.3.4). So the quantity Wo which they adopt is not exactly the same as 
ours, although the two quantities are expected to be strongly correlateci. 
WMPG used a linear least squares fitting both not weighted and weighted only 
in absolute magnitude with E_;. As WMPG advised, using weighted least squares 
means giving more weight to the lowest part of the diagram, containing the dwarfs 
that are, on average, much closer, and therefore with smaller measurement errors on 
parallaxes. U sing the weight for both the coordinates, as we di d, do es not produce 
to the same effect, because at the same time the dwarfs also have smaller Wo, and 
so larger relative measurement errors, i. e. larger standard errors for log Wo. In 
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Figure 2.6: Comparison between the following calibrations: ours (Mv = 33.2 -18.0 · log Wo), 
the one we obtained after subtracting 5.34 km/sec to all W0 measurements and that of WMPG 
(the weighted one: Mv = 28.83 - 15.82 · log W0 ). The points referto our data, including stars 
not used in the calibration because of the uncertainty in the parallax C'; > 0.1) or because they 
are binary or multiple systems. 
Figure 2.6 we show the comparison of our calibration and the weighted calibration 
ofWMPG. 
We think that this comparison is a strong test of the reliability of the WBR. In 
fact, with the only exception of having used Hipparcos parallaxes, the two samples 
are independent: less than 40% of the stars we used in the computation are common 
to WMPG. Different stars mean different distributions in magnitudes, metallicities 
and effective temperatures. Furthermore, different spectrographs were used, differ-
ent measurements ( even based o n different definitions of W o) were performed as well 
as a different analysis. Taken at face value, our calibration and WMPG's one are in 
good agreement for all stars brighter than Mv rv2, while for dwarfs, the discrepancy 
is stronger, reaching a difference of 1.5 magnitudes at Mv rv 9. 
In order to investigate how much of this discrepancy is due to the differences in 
Wo measurements, we compared, for the 64 stars common to the two data sets, the 
Wo measurements of WMPG and ours. Actually 20 of these stars are among the 33 
not used in our WBR computation, but for the present comparison this is irrelevant. 
The two sets of measurements show, as expected, a very strong linear correlation: 
the slope of the Woour vs WowMPG linear fitting is very much closed to unity: 1.003, 
with an intercept of -5.34 km/sec (see Figure 2. 7). 
If we subtract 5.34 km/sec to our Wo measurements, we obtain a data set ho-
mogeneous to that of WMPG, and performing the fitting with the new values gives 
the following WBR: M v = 29.7- 16.3 · log W0 . This result matches very well that 
of WMPG, as i t can be seen from Figure 2.6. W e conclude that the reliability of 
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the WBR is excellent, and that the only reason for the discrepancy between the 
calibrations is the difference in the definition of W0 . 
On the other hand we notice that care is needed in measuring Wo: its definition, 
and likely the resolution of the spectra used should be the same as those of the 
calibration adopted. 
The fact that the difference between our and WMPG's measurements is about 5 
km/sec, quite similar to the projected slit width for R=60000, could suggest that the 
instrumental profile should indeed be linearly subtracted by our Wo measurements 
to obtain an instrument-free calibration. 
We do not believe that this is the case, because: 
l. Lutz (1970) has shown as the case of linear subtraction of instrumental profile 
is not the best choice; 
2. our observations of one star (HD 36069) taken at different resolutions to es-
timate this effect show that the variations observed in Wo measurements are 
not better accounted for by a linear subtraction of the instrumental profile, as 
shown from the measurements in Table 2.3. 
Resolution Wo [A] Wolincorr [A J Woguadcorr [A J 
R=110000 0.923 0.887 0.922 
R=80000 0.915 0.866 0.914 
R=60000 0.925 0.859 0.923 
R=60000 0.918 0.852 0.916 
R=40000 0.929 0.831 0.924 
R=30000 0.953 0.822 0.944 
Variance 1.8. 1o-4 5.6. 10-4 1.2. 10-4 
Table 2.3: Six Wo measurements of HD 36079, made on spectra with different resolutions, both 
corrected and not corrected for instrumental broadening subtracting linearly the projected slit 
width. The variance of data in Column 3 data is about 3 times that of Column l and, most 
importantly, the corrected W0 decreases with increasing correction. These measurements show 
that the linear subtraction of the instrumental profile is not appropriate for our data. A quadratic 
correction seems to be more justified for our data (see the last Column). 
For the sake of completeness, I also mention that the WBR is also valid for the 
k-line of the Mg n, and that the best calibration to date is the one of Cassatella 
et al. (2001), which also uses Hipparcos data and IUE spectra. Their result is: 
Mv = 34.56- 16.75 ·logW0 
2.3.6 Is the WBR a good distance indicator? 
The spread around the WBR is stili too large to consider it as a reliable distance 
indicator for single stars. The question we are now going to investigate in this Section 
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Figure 2. 7: Comparison between our measurements of W0 and those used by WMPG. 
is if the WBR is suitable to determine the distance of clusters of stars. A necessary 
condition which such clusters have to satisfy is, of course, that fora sufficient number 
of members, a high quality spectrum, showing a clear double reversal profile of the 
K-line, is available. 
The possibility of using the WBR to determine accurate cluster distances is 
strictly related to the causes of the scatter: whether or not it is due to entirely ran-
dom errors or systematic effects. Among the possible causes of scatter, we mention: 
random effects: 
- measurement errors, 
- cyclic variation in the chromospheric activity, 
- variability of some of the stars of the sample; 
· systematic effects: 
- reddening, 
- instrumental effects, 
- Lutz-Kelker effect (hereafter LKE), 
- hidden parameters, i.e. parameters other than Wo and Mv on which the 
WBR could depend. 
White & Livingston (1981) observed the chromospheric emission of the K line of 
the Sun during a whole solar cycle. They found a maximum variation of log Wo of 
about 0.05 during such a period. If we assume that most of the stars are affected 
by a variation of log Wo of the same order of magnitude, the amount of scatter 
introduced by the cyclic variation of the chromospheric activity would represent a 
relevant fraction of the spread observed in the data. Nevertheless, this variability 
25 
cannot fully explain the observed root mean square error of the WBR fitting. With 
typical uncertainties in Wo due to measurement errors and natural variations of 
the stellar line width of about 0.036 A(cfr. Table 1), this error, for stars with 
intermediate widths, say Wo= 0.8 A, accounts for about 0.35 mag of o-wBR = 0.6 
mag. Therefore, it is necessary to investigate further reasons of uncertainty in the 
determination of the WBR. 
Among possible causes of biases we should consider reddening, the LKE (Lutz 
& Kelker, 1973, hereafter LKP) instrumental effects and the presence of multiple 
systems. 
Lutz-Kelker effect 
The LKE is the bias due to the fact that a symmetric error interval [1r- o-7f, 1r + o-1rJ 
aro un d the estima t ed parallax 1T, do es no t correspond t o a symmetric error interval 
in distances aro un d ~. The inner spherical corona centered in the Sun having radii 
1r;a1r and ~, has a volume smaller t han the outer spherical corona. So, assuming 
a homogeneous space density for the stars, we expect that, for a fixed measured 
parallax, stars having a true distance greater t han ~, i. e. those in the outer corona, 
will outnumber the stars having a distance smaller t han ~. There is therefore a 
systematic trend to underestimate distances. The correction which has to be applied 
t o each star, has been calculated in LKP. It depends only o n the relative error a; . 
Our sample has been selected to include only stars with (c; ::; 0.1). Furthermore, 
out of the 119 stars, only 7 have a; exceeding 0.075. For these values the LKE is 
negligible compared with other errors involved: 0.06 mag for C: = 0.075 and 0.11 
mag for a; = 0.1 (See Table l in LKP) 
Reddening 
We have assumed that all stars have zero reddening. This assumption is justified 
by the fact that the sample stars are all within rv200 parsec. 
The most distant star, HD 43455, has a distance of 205 pc, and i t is the only one 
for which we were not able to find out a secure upper limit to the reddening. 
HD 78647 has a distance of 176 pc, and a Galactic latitude lower than 7.6°, so we 
can get a rough estimation of its reddening on the Neckel & Klare's maps (Neckel 
et al., 1980). For this star, Av does not exceed rv 0.1 mag. 
The remaining stars are within 107 pc. According to Sfeir et al. (1999) (see their 
Figure 2) the upper limit of the equivalent width of the D2 N a I line for such a 
distance is 200 mA. From this quantity we can get the Hydrogen column density 
(Welsh et al., 1994): N(H l)rv 2 · 1020 , which yields a colour excess: EB-V rv 0.03, 
or an upper limit for Av of about 0.1 mag. 
Furthermore, 100 of the 119 stars in this sample, are within 75 parsec, so they are 
in the so called Local Bubble (see e.g. Sfeir et al., 1999), and they are not affected 
by detectable extinction. 
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Multiple systems 
The presence of unrecognised rnultiple systems in the sample, gives rise to a sys-
tematic underestimation of M v ( K), because we could associate the width of the K 
line emission of one component to the magnitude of the whole system. To avoid this 
effect, we checked all the objects of our sample on the SIMBAD database and we 
have excluded all the known multiple systems. 
Instrumental effects 
The measured Wo is likely to be larger than the intrinsic one because of the broad-
ening introduced by the spectrograph. The larger the projected slit width is the 
stronger the instrumental broadening will be. We have shown in Sect. 2.3.5, by 
means of data in Table 2.3, that a linear correction for instrumental broadening (i.e. 
subtracting the projected slit width from Wo) would not be appropriate. Similar re-
sults were found by Lutz (1970), who concluded that a quadratical correction should 
be used. To minimize this effect, our calibration is based on high resolution spectra 
(the projected slit width is about 0.066 Aor 5 km/sec), and applying a quadratical 
correction even to the smallest Wo value (that of HD 42581, 0.30 A) we would ob-
tain: Wo- Wocorrected = Wo- JwJ- (0.066) 2 = 0.0074À, well below its estimated 
measurement error, i.e. .6.Wo = 0.02À. For larger values of Wo, Wo - Wocorrected 
is even smaller. Hence, the quadratical correction is negligible for all stars in our 
sample. We believe that the quadratical correction is more appropriate than the 
linear one, and it should be applied when dealing with low resolution spectra, but 
it is not certain that such a small adjustment would represent a real improvement 
when dealing with data of resolution comparable to that used in this work. 
Other causes 
Many authors searched for additional parameters on which the WBR could depend, 
finding contradictory results. Glybocki & Stawikowski (1978) proposed a corrected 
WBR with a term for the intensity of the emission that WMPG have rejected. 
Parsons (2001 ), analysing the calibration of WMPG, suggested a trend for high 
luminosity stars that our data seem not to confirm: he suggested that O - C (i.e. 
the difference between the absolute magnitude from Hipparcos parallax and the one 
retrieved by means of the WBR) increases with increasing Teff for spectral types 
earlier than rv K3, while the apposite is true for the other stars. He also concludes 
that this trend gets stronger for brighter stars. According to Figure 2.8, while we can 
draw no conclusions for late type stars, our data seem to suggest a trend apposite 
to that proposed by Parsons (2001) for spectral types earlier than rv K3. 
The most obvious hidden parameter to search for is projected rotational velocity. 
High rotational velocity can influence Wo in several ways, either because fast rotating 
stars will tend to be more active (see e.g. Cutispoto et al., 2002), or because the 
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Figure 2.8: The spectral type diagram vs O- C. The spectral types are indexed as in Parsons 
(2001): O is for GO stars, l for Gl and so on. Only luminous stars are plotted (no IV and V 
luminosity classes). 
width of the line core may be modified by the higher rotational velocity (see e.g. 
Pasquini et al., 1989). We have 53 stars far which v sin i is available, and none are 
really fast rotators, only far one object v sin i exceeds 10 km/sec. Our conclusion is 
that, among slow rotators, there is hardly any dependence of the residuals on v sin i: 
we find a correlation coefficient of 0.12 
We have finally searched far a dependence of the O - C on metallicity. Such a 
dependence can also be expected, considering that in stars having lower abundances 
the core of the line may sample different layers of the atmosphere. 
In particular we have checked whether the WBR is still valid far very metal 
poor stars. Figure 2.9 shows two O - C vs. [Fe/H] diagrams: the one on the 
left refers to all the stars with available metallicities, in the other diagram only 
stars with [Fe/H]< -0.3 are plotted. A weak but not negligible dependence of the 
WBR on metallicity does exist, and it gets much stronger for metal poor stars. The 
correlation coefficient is 0.64, and it becomes 0.82 when the 19 most metal poor 
stars are considered, as shown on the right panel of figure 2.9. 
19 stars are too few to obtain any firm quantitative conclusions. In particular, 
the O- C vs [Fe/H] relationship, to which they would point aut ( the straight line in 
right panel of Figure 2.9), should be further investigated by means of a richer sample. 
The existence of such a relationship for metal poor stars has been independently 
suggested by Dupree & Smith (1995), who studied 53 metal poor giants, none of 
which is in our sample. 
We think that the WBR should be applied very carefully to very metal poor 
stars (e. g. stars more metal poor than [Fe/H]rv-0.4) and that further metal poor 
calibrators should be observed before applying it to very metal poor clusters. 
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Figure 2.9: The O -C vs. [Fe/H] diagrams both for all stars of the sample with available 
metallicities (o n the left) an d for metal poor stars only. O n the latter is al so shown the retrieved 
regression line, which has a slope as high as 2.6L 
2.3. 7 Applications 
M 67 
After deriving the WBR, and showing that the scatter is mostiy due to random 
errors, we have the opportunity to test it on a group of stars beionging to a well 
studied open cluster. M67 Ca n spectra were published by Dupree et al. (1999) (See 
Figure 2, 3 and 4 therein) for 15 stars on the RGB and clump region, and they are 
suitabie for our anaiysis of the WBR. Andrea Dupree kindiy provided us with all 
the spectra in digitai form. 
Since M67 has been extensiveiy studied, the retrieved distance moduius can be 
compared with vaiues obtained from other authors. Carraro et al. (1996) provide a 
detailed study of M67. They derive, on the basis of the Coiour Magnitude Diagram, 
9.55 :::; (m- M)v :::; 9.65 mag. 
Montgomery et al. (1993) performed a photometric survey of the centrai re-
gion of M67. They compared their photometry with two theoreticai isochrones to 
retrieve distance moduius and age for M67. From V, B - V CMDs, they found 
(m - M)v=9.60 for both isochrones (but different ages were found), they have 
aiso used a V, V - I CMD, giving (m - M)v=9.85. Dinescu et al. (1995) found 
9. 7 :::; (m - M) v :::; 9.8 mag, obtained by Ietting EB-v varying between its upper 
(0.06 mag) and Iower (0.03 mag) Iimits. Their isochrones were constructed using 
modei atmospheres with new opacities. In Montgomery et al. (1993) other resuits 
from the literature are reported, ranging from 9.55 to 9.61. 
In summary, all distance moduius determinations for M67 are in the range 9.55:::; 
(m- M)v:::; 9.85 mag. 
M67 is a soiar metallicity cluster, so we do not need to take care of the metallicity 
effect which may affect the WBR. The Wo measurements were performed in the same 
way as for the caiibration stars, and the resuits are given in Tabie 2.4. Out of the 
15 stars of the originai sampie we have seiected a subsampie of 10, which suitabie 
spectra were avaiiabie, either for quaiity or clearness of the core reversal. In fact 
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some of the spectra do not show a clear unambiguously recognisable double reversal 
feature, so that the measurement is unreliable. We did not use the stars with the 
following Sanders ID numbers (Sanders, 1977) : 258, 989, 1074, 1316, 1279. Even 
among the l O selected stars some show a clearer pro file t han others, an d for four of 
them the measurements were more uncertain (of the order of 0.1 A) and they have 
been flagged with an asterisk in Table 2.4. 
We have to consider that M67 spectra were acquired for other purposes, and in 
particular they ha ve lower resolution and lower S /N ratio than the typical calibration 
spectra, so we expect a standard error on the single measurement higher than the 
o-wBR derived above. 
In Table 2.4 the distance modulus determinations for the single stars retrieved 
by means of the WBR are given. They range from 8.1 to 10.9 mag. The mean 
value is ""9. 7 In spite of the poorer quality of the spectra, all the deviation can be 
explained on the base of the intrinsic spread around the WBR. 
For the sake of accuracy we have also taken into account the effect of the dif-
ference in resolution between the calibration spectra an d the M67 observations ( 5 
an d 11 km/ sec respectively). A simple, quadratic correction for the difference be-
tween the two projected slit widths is applied in the sixth column of Table 2.4. The 
correction does not change the result in an appreciable way. 
When considering all stars a simple mean gives (M-m)=9.62 mag; which becomes 
9.65 when discarding the 4 most uncertain measurements. 
We expect that the standard error in our determination of the distance of M 67 
would be about: a~R "" 0.3 if we used 6 spectra of quality similar to those used for 
our calibration ( o-~67 "" 0.2 if we had 10 spectra of the same quality). 
Trying to push further this application would definitely represent a gross over 
interpretation of the data, however we find i t extremely interesting and encouraging 
that a simple application, using published data, can provide a distance modulus in 
the range between 9.5 and 9.8, in excellent agreement with completely independent 
measurements, such as those obtained with main sequence model fitting. 
NGC 2808 
In Cacciari et al. (2004) our calibration of the Wilson-Bappu effect is applied to 
study the properties of the giants in the globular cluster NGC 2808. This paper 
has for our work a particular relevance, as it compares our result, obtained with 
stars in the solar neighbourhood, therefore belonging to Population I, with data in 
a globular cluster, that is a Population II object. The authors have measured Wo for 
22 stars, using our definition of Wo. In Figure 2.10 we compare our calibration with 
their values in the M v vs. log W0 diagram. In very close agreement with Dupree 
& Smith (1995) they find that the luminosity distribution of Population II giants 
is nearly flat and mostly contained within the interval < Mv >"" -1.9 ± 0.3 mag, 
falling above the bright end of the Mv-log Wo distribution for Population I giants. 
In more detail, when they consider only the 17 stars brighter than V = 14, we 
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8anders ID Wo(A) m v Mv(K) (m-M) v (m-M) v 
no corr no corr corr 
81010 0.851 10.48 0.657 9.823 9.742 
81016* 0.700 10.30 2.184 8.116 7.996 
81074* 0.784 10.59 1.298 9.292 9.196 
81135 0.963 9.37 -0.310 9.680 9.617 
81221 0.854 10.76 0.629 10.131 10.050 
81250* 0.997 9.69 -0.581 10.271 10.212 
81479 0.868 10.55 0.502 10.048 9.970 
81553 0.970 8.74 -0.366 9.106 9.044 
8488 1.010 8.86 -0.682 9.542 9.485 
8978* 1.080 9.72 -1.206 10.926 10.876 
Mean value using all stars: 9.693 9.619 
Mean value using only unfiagged stars: 9.722 9.651 
Table 2.4: Data about the sample of the 10 stars in M67. Column 1: Sanders ID number 
of the star. The stars with doubtful measurements are fl.agged with an asterisk. Column 2: 
Wilson-Bappu width in A. Column 3: apparent visual magnitude, from Table l in Dupree et al. 
(1999) (see references therein). Column 4: absolute magnitude inferred from the WBR. Column 
5: retrieved distance modulus. Column 6: retrieved distance modulus using corrected widths: 
Wocorrected = JWJ- PSW~=30000 + PSW~=BOOOO (PSW is the projected slit width). 
have <V>= 13.55 and log < Wo >= 1.948: if we enter these values in our WBR 
we find < Mv >= -1.86 and (m- M)v = 15.41. These estimates compare very 
well, considering the errors involved, with < Mv >= -2.04 based on the distance 
modulus (m- M)v = 15.59 by Harris (1996). The metallicity of NGC 2808 is 
[Fe/H]rv-1.2. We saw in 8ection 2.3.6 that for such metal poor objects a metallicity 
effect intervenes in the WBR. The only possible explanation of the fact that the 
distance to NGC 2808 is accurately obtained by means of the WBR, is that this 
metallicity effect is weaker in bright giants than in dwarf stars. All the stars with 
metallicity below -0.4 in our calibrating sample are in fact dwarfs (see Table 2.1). 
2.3.8 Conclusions 
W e ha ve shown that the coupling of CCD high resolution, high 8 /N ratio data with 
the use of the Hipparcos parallaxes allows a good determination of the WBR. The 
root mean square error found around this relationship (0.6 magnitude) is not good 
enough to determine accurate distances to single stars, but it can be used to infer 
accurate distances of clusters or groups. This is possible because the uncertainties 
in the relationship are mostly due to random errors (measurements, cycles) and 
not from systematic effects. This implies that once one has observed a sufficient 
number of stars, n, the distance modulus standard error can be reduced to about 
0.6mag/ fo. Its extension to metal poor objects (e. g. stars with Fe/H <-0.4) would 
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Figure 2.10: The open squares show our data, the filled circles show the NGC 2808 giants listed 
in Table 5. The line is our WBR 
require extra care to fully evaluate the impact of low metallicity on the relationship, 
unless only giant stars are considered. When using our WBR in photometric parallax 
determinations, the resolution used should be comparable (within a factor rv 3) to 
that of the calibration (R=60000), to avoid large corrections, and care has to be 
exercised in measuring Wo, following the proper calibration definition. 
2.4 The age-activity-rotation relationship 
2.4.1 Abstract 
We present Ca II K line chromospheric fiuxes measured from high-resolution spec-
tra in 35 G dwarf stars of 5 open clusters to determine the age-activity-rotation 
relationship from the young Hyades and Praesepe (0.6 Gyr) to the old M 67 ( rv 
4.5 Gyr) through the two intermediate age clusters IC 4651 and NGC 3680 (rv 1.7 
Gyr). The full amplitude of the activity index within a cluster is slightly above 60 
% for all clusters but one, NGC 3680, in which only two stars were observed. As a 
comparison, the same Solar Ca II index varies by rv 40% during a solar cycle. Four 
of our clusters (Hyades and Praesepe, IC 4651 and NGC 3680) are pairs of twins 
as far as age is concerned; the Hyades have the same chromospheric-activity level 
as Praesepe, at odds with early claims based on X-ray observations. Both stars in 
NGC 3680 are indistinguishable, as far as chromospheric activity is concerned, from 
those in the coeval IC 4651. This is a validation of the existence of an age-activity 
relationship. On the other hand, the two intermediate age clusters have the same 
activity level as the much older M 67 and of the Sun. Our data therefore shows that 
a dramatic decrease in chromospheric activity takes place in solar stars between the 
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Hyades and the IC4651 age, of about l Gyr. Afterwards, activity remains virtually 
constant for more than 3 Gyr. W e have also measured v sin i for all of our stars and 
the average rotational velocity shows the same trend as the chromospheric-activity 
index. We briefiy investigate the impact of this result on the age determinations 
of field G dwarfs in the solar neighbourhood; the two main conclusions are that a 
consistent group of 'young' stars (i. e. as active as Hyades stars) is present, and t ha t 
it is virtually impossible to give accurate chromospheric ages for stars older than rv 2 
Gyr. The observed abrupt decline in activity explains very well the Vaughan-Preston 
gap. 
2.4.2 lntroduction 
Chromospheric activity is powered by rotation in the presence of a deep convective 
envelope. Because of rotation braking by a magnetised stellar wind, rotational 
velocity decreases with age, as well as activity, unless the angular momentum is 
sustained by tidal interaction, as in the case of short-period binaries. This sirnple 
picture is a t the basis of the so called age-activity-rotation relationship in solar-type 
stars and forms the paradigm of stellar activity in the last 30 years. The literature 
o n the argument is enormous an d the reader may refer t o a number of wor ks, among 
which we mention Parker's review on the solar magnetic fields (Parker, 1970). 
The present study aims at improving this picture by accurately ascertaining the 
form of the activity-age law on the basis of a new dataset. The decaying law of 
chromospheric activity is a useful tool in determining ages of field main sequence 
stars and chromospheric ages have been used to undertake detailed studies of the 
star formation rate an d chemical enrichment of the Galaxy (Rocha Pinto et al., 
2000 II,I). The latter topic will be extensively discussed in the next Chapter, but 
is important to notice here that it is a topic of outstanding relevance to which 
chromospheric ages give a decisive contribution. Our conclusions, as we will explain 
at the proper time, contradict many of the previous results, including those used to 
obtain ages, in turn used in the study of chemical enrichment. 
As explained in Section 2.2, the fiux emission in the core of the K line of Ca II 
is the most effective tracer to probe the chromospheric activity in solar-type stars. 
Indeed, we intend to use in this study the equivalent width of the line emission core, 
corrected for the underlying stellar photospheric contribution and transformed into 
fiux a t the stellar surface ( Ff<), as an index of the level of chromospheric activity 
(Pasquini et al., 1988). 
Among similar indices the most used and widely known is the Mount Wilson 
RkK, which is the fiux in the Mount Wilson photometer passband normalized to 
the stellar effective temperature Noyes et al. (1984). The apex indicates that the 
quantity is corrected for the photospheric-fiux contribution. This convention will 
be adopted throughout this Section. While the Mount Wilson index is a contrast 
index, our Ff< is an absolute fiux. If we indicate the chromospheric fiux of the H 
and K line cores at the stellar surface (erg cm-2sec-1) as F~K' and the bolometric 
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one as FBoL, then RkK is the ratio JJ:o~. 
While chromospheric activity has been widely studied in field stars (see e.g. 
Henry et al., 1996; Wilson, 1963; Pasquini et al., 1990; Pasquini, 1992), relatively 
little work has been clone on clusters, which are the perfect calibrators of the age-
activity-rotation relationship: they are in fact homogeneous samples of stars with 
well determined ages. 
Van den Berg first noticed that old open clusters are preferentially located far 
from the Galactic plane (van den Bergh, 1958). This could be due to energy pumping 
by close encounters with interstellar clouds, which eventually leads to disruption and 
from which clusters at large distances from the Galactic plane are relatively immune, 
as suggested in van den Bergh & McClure (1980), where also other explanations 
suggested in the literature are reviewed. The salar distance from the Galactic plane 
is of only about 20 pc (see e.g. Humphreys & Jeffrey, 1966). As a consequence there 
are no old clusters in the proximity of the Sun. 
This is why the originai Skumanich (1972) law was based only on l point older 
than the Hyades, which was the Sun. Only with the advent of 4-m telescopes 
and high-sensitivity instruments has it been possible to acquire Ca II spectra for 
subgiants in M 67 (Dupree et al., 1999), which is as distant as 850 pc (see e.g. 
Carrara et al., 1996). Nowadays 8-m class telescopes are sufficiently sensitive to 
allow the study of Ca II emission even in the dwarfs of distant clusters. 
Barry et al. (1987) made the most consistent attempt to cover the lack of old-
intermediate age clusters data. They built a 2-A resolution system and used it to 
observe several intermediate and old clusters. This very interesting attempt, on the 
other hand, needs to be looked at with some caution, since, for instance, the typical 
G star emission core is much larger than 2 A. Therefore a 2-A resolution is sensitive 
to other factors, such as zero point corrections and photospheric profile in addition 
to activity (see also Soderblom et al., 1991, fora discussion on Barry et al.'s data). A 
narrower, pure chromospheric-activity index based on high-resolution spectroscopy, 
such as the quoted Ff<, is much more reliable. This is the basis of the present work. 
2.4.3 Observations and data sample 
Our study is based on spectra of 35 stars in 5 open clusters and on the salar data from 
White & Livingston (1981 ). White and Livingston made a very detailed study of 
the Ca II salar K line covering the cycle 21 from the first minimum to the maximum. 
Because of differences in data analysis and reduction, their 1-A indices have to be 
multiplied by 1.11 to be homogeneous with ours. 
The Praesepe, NGC 3680, IC 4651 and M 67 observations were obtained with 
the UVES spectrograph at the VLT Kueyen telescope. The blue slit was set at O. 7 
are seconds giving a resolving power of R 1"-.J 60000 (Dekker et al., 2000). For the 
faintest stars, up to 3 consecutive 90-minute exposures were coadded, in arder to 
reach enough signal at the bottom of the deep Ca II K line which is typically less 
than 10% of the continuum in non active stars. The signal-to-noise ratio per pixel 
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at the bottom of the K line ranges from about 10 for the worst spectra in M 67 to 
about 30 for most of the spectra in Praesepe. 
The red slit was set to 0.4 are seconds, to obtain a resolution of R=100000 
The data were reduced using the UVES pipeline (Baliester et al., 2000), radiai 
velocity corrected and finaliy coadded. 
The Hyades spectra were obtained within the program of search for extra-solar 
planets among the solar-type stars of this cluster ( Cochran et al., 2002; Paulson et 
al., 2002) with HIRES at the Keck Observatory. They have a resolution similar to 
the blue UVES ones (R=60000), and a signal-to-noise ratio a t the botto m of the 
K line ranging from about 20 to about 30. The originai Hyades' sample comprises 
a large range of spectral types, and was selected to include only stars with v sin i 
lower than 15 km/sec. We have selected for the present study only the dwarfs with 
B-V colours similar to the solar one. According to Strassmeier et al. (2000) (see 
the g panel in their Figure 4), late-type stars which rotate faster than 15 km/sec are 
rare exceptions (unless we are dealing with clusters much younger than the Hyades, 
see Bouvier, 1997), therefore we do no t expect t o ha ve a strong bias towards slow 
rotators. 
Ali the Ca II data have been normalized to the 3950.5 A pseudocontinuum (Cata-
lano, 1978). 
The clusters span a wide range of ages, from the young Hyades and Praesepe (0.6 
Gyr) to the old M 67 ( 4.8 Gyr). Together with the Sun, they consti tute three pairs 
of objects at three different ages: Hyades and Praesepe, IC 4651 and NGC 3680 
(1.6 and 1.8 Gyr), and M 67 and the Sun (4.8 and 4.48 Gyr). This aliows to have a 
first check on the consistency of the age-activity-rotation relationship: if each pair 
has the same chromospheric-activity level, we wili have a strong confirmation that 
chromospheric activity is an age driven parameter. 
In addition, the comparison between Hyades and Praesepe is extremely interest-
ing, after the finding by Randich & Schmitt (1995) that the solar stars belonging 
to these clusters have different X-ray (coronai) emission, with the Hyades showing 
substantialiy higher X-ray luminosities than Praesepe (see Barrado y Navascues et 
al., 1997, an d reference therein). 
The ages of M 67, NGC 3680 and IC 4651 are taken from Carraro & Chiosi 
(1994). Hyades and Praesepe, with some differences between various authors, are 
often thought to be coeva! with ages of about 0.6 Gyr (Perryman et al., 1998; 
Mermiliiod, 1981; Alien, 1973). For the solar age we have used Guenther's work 
( 1989), based o n the age of the o l d est meteorites. 
Ali the stars observed with the VLT were chosen to be on the main sequence, 
high-probability members of the clusters and not known to be binaries at the mo-
ment of the observation. The choice was clone using as references Nordstrom et al. 
(1996) for NGC 3680, Meibom et al. (2002) for IC4651 and severa! sources for M 
67, including Latham et al. (1992) for the binary determination in this cluster. Our 
stars have colours comprised within 0.51 < (B-V) o < O. 73, closely enco1npassing 
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the solar colour which, with some variations between different authors, is evaluated 
around B-V=0.63 (see e.g. Straizis & Valiuga, 1994). We also note that the paucity 
of stars observed in NGC 3680 is imposed by the fact that, as shown by ?), this 
cluster has very few single G stars members left, most of its low mass members being 
dispersed in its lifetime. 
As far as Praesepe is concerned, out of the 7 stars observed we chose 3 stars 
detected in X-ray by Randich & Schmitt (1995) and 4 undetected, in order to 
check whether the chromospheric activity was different between the two groups, as 
expected if chromospheric and coronai activity were strongly correlateci. 
All the observed stars are summarized in Table 2.5. Star names are taken from 
Eggen (1969) for NGC 3680, Anthony Twarog et al. (1988) and Eggen (1971) for re 
4651, Sanders (1977) for M 67, Klein Wassink (1927) for Praesepe and van Bueren 
(1952) for the Hyades stars. The photometry is taken from the reference papers for 
re 4651, from ?) for NGC 3680, from Hipparcos Catalogue (ESA, 1997) for Hyades, 
from Jones & Stauffer (1991) for Praesepe, with the exception of KW 368 which is 
taken from Jones & Cudworth (1983), and from Montgomery et al. (1993) for M 
67. For Hyades no correction at all for interstellar (rS) extinction is applied (Taylor 
& Joner (2002)), and NGC 3680 colours are given already dereddened by?). B-V 
colours of Praesepe, M 67 and re 4651 had to be corrected for colour excess. We used 
E(B-V)=0.05 for M 67 ( also taken from Montgomery et al. (1993) ), E(B-V)=0.086 
for IC 4651 (Anthony Twarog & Twarog, 1987) and E(B-V)=0.02 for Praesepe 
(Taylor & Joner, 2002). The uncertainties in reddening are not at all criticai for the 
analysis performed. The photometric data retrieved from the literature are shown 
in the second and third columns of Table 2.5 (V magnitude and B-V colour index, 
respectively). The different chromospheric-activity indices are reported in Table 2.5 
from the fourth to the sixth column and explained in the caption. 
The quantity shown in the seventh Column is the Full Width Half Maximum 
(FWHM) of the cross correlation profile of the spectra. The cross correlation profiles 
were obtained as described in Melo et al. (2001): we used as template a box-shaped 
mask, suitable for solar-type stars, which was kindly provided by Claudio Melo. We 
processed the red part of the red arm UVES-spectra, all rebinned at the same step 
(0.0174087 A). The la uncertainties of the FWHMs are of about 1%. 
The rotational velocities determined by usare given in the last column. They are 
obtained from the FWHMs via the calibrations of Section 2.4.5, where we will also 
explain what a cross correlation profile is and why and how its FWHM is related to 
the rotational velocity. 
What really matters for the present purpose is the evolution of the angular 
momentum of the stars, we are therefore mostly interested in the differential v sin i 
values. 
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STAR v (B- V)o 1-A index 1-A index F' K FWHM v sini 
non ISM corr ISM corr ISM corr 
[mag] [mag] [A] [A] 106 [erg· cm -Z ·sec-1 ] [pixels] [km/sec] 
PRAESEPE 
KW49 10.65 0.59 0.219 0.219 2.10 14.95 8.57 
KW 100 10.57 0.51 0.238 0.238 3.03 20.27 13.06 
KW 326 11.20 0.56 0.220 0.220 2.35 11.54 5.15 
KW 368 11.30 0.71 0.258 0.258 1.59 10.91 4.39 
KW 392 10.78 0.51 0.231 0.231 2.92 12.09 5.77 
KW418 10.51 0.53 0.219 0.219 2.57 13.12 6.84 
HYADES 
van Bueren l 7.38 0.567 0.165 0.165 1.55 12.46 5.5 
van Bueren 2 7.78 0.617 0.208 0.208 1.78 12.65 5.5 
van Bueren 10 7.85 0.593 0.266 0.266 2.66 13.04 6.2 
van Bueren 15 8.05 0.657 0.293 0.293 2.34 12.60 5.4 
van Bueren 17 8.45 0.693 0.257 0.257 1.71 12.10 4.5 
van Bueren 18 8.05 0.640 0.279 0.279 2.36 12.46 5.4 
van Bueren 31 7.46 0.560 0.246 0.246 2.70 16.39 10.0 
van Bueren 49 8.22 0.599 0.192 0.192 1.71 11.28 2.8 
van Bueren 52 7.79 0.599 0.233 0.233 2.20 13.12 6.5 
van Bueren 65 7.41 0.537 0.187 0.187 2.04 15.42 8.8 
van Bueren 66 7.49 0.560 0.238 0.238 2.59 14.88 8.6 
van Bueren 73 7.83 0.609 0.255 0.255 2.38 13.35 6.8 
van Bueren 88 7.78 0.550 0.213 0.213 2.32 11.68 LO 
van Bueren 97 7.90 0.631 0.264 0.264 2.28 12.70 5.4 
van Bueren 11 7.72 0.578 0.146 0.146 1.25 12.55 5.3 
IC 4651 
AMC 1109 14.534 0.599 0.093 0.102 0.63 10.20 3.39 
AMC 2207 14.527 0.595 0.073 0.085 0.44 10.03 3.11 
AMC 4220 14.955 0.695 0.113 0.133 0.68 9.96 2.99 
AMC 4226 14.645 0.624 0.079 0.093 0.48 9.78 2.67 
Eggen 45 14.27 0.53 0.068 0.074 0.37 10.26 3.48 
NGC 3680 
Eggen 60 14.290 0.641 0.090 0.095 0.47 9.88 2.85 
Eggen 70 14.589 0.651 0.075 0.084 0.34 10.49 3.82 
M 67 
Sanders 746 14.380 0.659 0.091 0.108 0.56 9.45 1.96 
Sanders 1012 14.516 0.687 0.116 0.133 0.71 9.66 2.43 
Sanders 1048 14.411 0.635 0.073 0.085 0.37 9.62 2.35 
Sanders 1092 13.308 0.581 0.074 0.088 0.50 10.99 4.49 
Sanders 1255 14.486 0.616 0.086 0.105 0.63 9.80 2.71 
Sanders 1283 14.115 0.590 0.067 0.082 0.41 10.25 3.46 
Sanders 1287 14.030 0.558 0.079 0.090 0.56 10.39 3.67 
Table 2.5: The measurements of our sample stars. The names in Column l are taken from Eggen 
(1969) for NGC 3680, Anthony Twarog et al. (1988) -AMC- and Eggen (1971) for IC 4651, Sanders 
(1977) for M 67, Klein Wassink (1927) for Praesepe and van Bueren (1952) for the Hyades stars. 
The photometry is taken from the reference papers for I C 4651, from N ordstrom et al. ( 1997) for 
NGC 3680, from Hipparcos Catalogue (ESA, 1997) for Hyades, from Jones & Stauffer (1991) for 
Praesepe, with the exception of KW 368 which is taken from Jones & Cudworth (1983), and from 
Montgomery et al. (1993) for lV[ 67. Regarding chromospheric-activity indices measurements, 
there are the 1-.À indices derived from spectra either non corrected (Columns 4) or corrected 
(Columns 5) for the absorption of the IS medium. From the corrected index we have subtracted 
the photospheric contribution, which is 0.049 A, and transformed the result into fl.ux. The final 
data are in Column 6. v sin i measurements in Column 8 are taken from Paulson et al. (2003) for 
Hyades, for all the other clusters are based on the FWHMs in Column 7 via our calibrations. 
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2.4.4 Ca n fluxes 
The analysis is based on the measurement of flux in the emission core of the Ca II 
K line. This line is the most sensitive indicator of chromospheric activity, and it 
has been widely studied in a number of different environments, including the Sun 
and solar stars (Linsky & Avrett, 1970; Linsky et al., 1979; Pasquini et al., 1988; 
Pasquini, 1992; White & Livingston, 1981). In generai, the most sensitive area is 
that comprised between the line Kl minima, but those are hardly seen in low activity 
stars or in intermedia te S /N ratio spectra. 
A very useful index of the level of chromospheric activity is the area of the l-
A wide band centered o n the line core (hereafter referred t o as 1-A in d ex). This 
1-A band corresponds roughly to the separation between the K1 minima for an 
active star ( as those in Hyades or Praesepe), an d i t is about 30 % larger t han the 
K1 minima separation for a star as active as the Sun (White & Livingston, 1981; 
Pasquini, 1992). The 1-A index was measured in the spectra either uncorrected or 
corrected for IS absorption. The results are shown in the fourth and fifth column 
of Table 2.5 respectively. In addition, we recall that the F_k is a measurement of a 
contrast between the chromospheric emission an d the un der lying photospheric flux. 
Several calibrations can be used to eliminate this offset and to quantify different 
bandwidths (Linsky et al., 1979); this is widely discussed (e.g. in Pasquini et al., 
1988), and will no t be repeated h ere. 
Although our clusters are among the closest and less reddened, the Ca II lines 
could be contaminateci by the IS Ca II, a possibility that we have taken into account 
as explained later in this Section. 
We summarize the different steps required to get the final fluxes from the ob-
served spectra. 
l. Spectra normalization and rectification 
2. Subtraction of the IS line 
3. Index measurement 
4. Subtraction of the photospheric contribution 
5. Calibration in Fluxes 
The observed spectra have been normalized to the 3950.5 A pseudocontinuum, 
as clone in Catalano (1978) and then in Pasquini et al. (1988). Since the spectra 
are the result of a merging of different echelle orders, we must check that merging 
is properly made. We did this in two ways: by observing early-type stars (i.e. 
stars with no Ca II K stellar line), and by comparing the target spectra with a 
synthetic solar spectrum ( courtesy of P. Bonifacio). This comparison of observed 
with photospheric-line profiles has been largely used by us, not only to verify that 
the rectification of the spectra was properly done, but also to check that other 
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effects, such as background light, were correctly taken into account. The K line is 
very suitable for this purpose, because it is very deep, and therefore sensitive to 
small mistakes in setting the zero flux leveL In Figure 2.11 we show the average 
spectra of all the cluster stars and the solar one, all plotted over the synthetic 
solar Ca II K stellar line. The solar spectrum is taken from the UVES archive 1. 
We checked that the observed photospheric-line profiles successfully overlap after 
normalization. This is only possible because all of the stars have similar colour to 
that of the Sun. W e ha ve also checked the consistency of each observed K line profile 
with the synthetic solar K line profile. The spectra of the single stars are shown 
in Figures 2.12 and 2.13. Hyades and Praesepe stars all have photospheric profiles 
slightly enhanced with respect to the solar synthetic ones close to the core. This is 
expected, as we shall see later in this Section. 
For all clusters only one component of the IS Ca II K line falls in the stellar-
spectra region where the 1-A index is measured. In order to evaluate its contri-
bution, we have observed for each of the 3 reddened clusters a reference star with 
an easily recognisable IS component. These stars show no narrow stellar line inside 
the Ca II absorption feature either because they are fast rotators ( as in the case of 
Sanders 1082 in M 67, an Algol-type binary, and Eggen 70 in IC 4651) or because 
they are hot enough ( as in the case of Eggen 10 in NGC 3680) to present a pro-
nounced broad deep core. In Figure 2. 14, upper panels, the spectra of the quoted 
reference stars are shown. For each of them, the spectrum without the IS contribu-
tion is plotted over the originai one. The latter has been divided by the former, and 
the result is the IS contribution, which is shown in the bottom panel of Figure 2.14. 
Eggen 10 is quite hot, but this is not the case for Sanders 1082 and Eggen 70. If 
they were slightly active, their emission would partially fill in the absorption IS line. 
In this case, the IS negative contribution would be underestimated by the removal 
procedure. W e are, however, confident that our estimate is qui te robust, because 
Sanders 1082 and Eggen 70 are rather fast rotators, therefore if their chromospheric 
emission were relevant, they would be as broad as the photospheric lines an d the 
emission wings would be visible outside the IS contribution. 
Each K line spectrum of our target stars has been divided by the appropriate IS 
spectrum, and the 1-A indices measured again. The results are given in the fourth 
column of Table 2.5. In Figure 2.15 we plot the Ff-< vs. B-V before and after the 
IS-line contribution has been subtracted (respectively left and right panels). Clearly 
the effect of this subtraction, although noticeable, does not affect dramatically the 
relative emission between the different clusters, which is not surprising, given the 
low reddening of the clusters. 
Chromospheric fluxes decrease for cooler stars (see e.g. Soderblom et al., 1991). 
In Figure 2.15 such a trend is not present, with the possible exception of Praesepe 
stars. By comparing our plot with that of Soderblom et al. (1991) (see Figure 6 
therein), we do no t expect our results t o be significantly affected by the different 
1 http:/ /www.eso.org/observing/dfo/quality /UVES/pipeline/ 
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Figure 2.11: Average clusters Ca II K line spectra. The synthetic photospheric-solar model is 
super-imposed. In the bottom panel we plot the real solar spectrum, also super-imposed on its 
model. The effect of the back heating of the chromosphere is also evident outside the core. 
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Figure 2.12: HIRES spectra of the Hyades stars of our sample. 
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Figure 2.13: UVES spectra of the stars of our sample. For the stars in IC 4651, NGC 3680 and 
M 67, in each panel, the spectrum non corrected for IS line is plotted over the corrected o ne. 
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Figure 2.14: Template spectra used to detect the IS-line feature. The originai spectra (one for 
each of the 3 distant clusters) are over plotted on the supposed non contaminateci profile on the 3 
upper panels. In the lower panels the resulting IS features are shown. 
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colour distribution of the targets in the different clusters. 
We have subtracted from the 1-A indices the photospheric contribution, calcu-
lated in the synthetic photospheric-solar model. The quantity subtracted amounts 
to 0.049 A. Note that, even though this subtraction is the same for all of the stars, 
once the 1-A indices have been transformed into fluxes in the way explained later 
in this Section, the photospheric contribution becomes colour dependent, because 
the transformation into flux is colour dependent. The photospheric contribution 
we subtracted does not differ more than 20% from other approximations, e.g. the 
o ne used by N oyes et al. ( 1984), an d Dune an et aL ( 1984). The eh o ice of another 
approximation does not significantly change the result, even though it might affect 
the spread within each cluster. 
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Figure 2.15: The trend of Ff-< with the colour. In the right p an el the chromospheric activity is no t 
corrected for the IS absorption, in the left one chromospheric-activity indices regarding IC 4651, 
NGC 3680 and M 67 stars are measured on IS absorption corrected spectra. There is no remarkable 
difference between the two diagrams. A decreasing trend with colour for chromospheric-activity 
index can only be seen for Praesepe stars, since the range of colours involved is narrow. 
We have derived the chromospheric fluxes at the stellar surface transforming the 
IS corrected, photospheric subtracted equivalent widths into flux densities at the 
stellar surface (erg ·sec-1· cm-2). This was made in three steps. We first computed 
the V- R colours from the B- V ones. We used the calibration in Pasquini (1985): 
V- R = 0.618 · (B- V) 2 - 0.183 · (B- V)+ 0.375 (2.1) 
W e have then used the calibration in Pasquini et al. (1988) between the V- R colour 
and the flux at the stellar surface of the pseudo-continuum radiation at 3950.5 A: 
log F3gso.s = 8.459 - 2.833 · (V - R) (2.2) 
-
-
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W e ha ve finally multiplied the equivalent widths for F3950.5, obtaining the fiuxes in 
the sixth Column of Table 2.5. 
We need to estimate the absolute and relative accuracy of the indices and of 
the fiuxes. Actually, the relative uncertainties are the most relevant here, since we 
will ultimately compare the ratio of the fiuxes between the different clusters. The 
absolute value, although interesting, is just a normalised value for the purpose of 
the age-activity law. 
The Signal t o N oise per p ix el is no t the limiting factor of the accuracy, even 
though it is only of rv lO in the spectra of the faintest stars, because we integrated 
on l A, namely rv 48 pixels and rv 37 for HIRES spectra). For the intermediate 
age clusters and M 67, the dominant sources of error in the measurements could 
come from an incorrect treatment of the inter-order (an d scattered) light or from 
rectification problems. As we have mentioned before, we think we are rather free of 
these problems, because of the satisfactory match between the solar synthetic and 
stellar observed profiles of the K line wings (i.e. the region between rv 3920 and rv 
3950 A, outside the line core). W e ha ve first divided the photospheric spectra of all 
the stars of each cluster by their average spectrum, finding peak to peak differences 
of less than 7% in their profile ratios. We have then repeated the same comparison 
with the solar synthetic spectrum; and the differences between the stellar spectra 
and the solar model are greater. They are up to 20% for Hyades and Praesepe stars, 
while they are of up to about lO% for the other clusters. Hyades and Praesepe stars 
show exactly the same behaviour, despite that the spectra were obtained with two 
different spectrographs. The stellar spectra always have higher profiles than the 
solar model and that is true even for the Sun itself (cfr. Figure 2.11). This can 
be due to a low level of residual scattered light in the spectrograph, but the main 
reason is that the solar model we used does not include any chromospheric effect, 
which will tend to heat the higher layers of the photosphere and therefore to raise 
the photospheric profiles as well. This effect is well known at least in the Sun, where 
the differences between the quiet and plage regions arise also in the photospheric 
wings of the K line (La Bonte, 1986, see Figure l therein). 
Since the IS correction could be rather tricky, we have tried several different fits 
of the IS-line wings finding only minor variations and we estimate the error from 
a wrong computation of the IS line as negligible. It is important also to see that 
this error is the same in both absolute and relative terms and that the whole IS 
correction accounts for at most 20% of the chromospheric fiux measured. 
The errors in F~ come from three main sources: 
- the uncertainty in the equivalent width measurement, which in turn has, as 
mentioned, 1nany other causes; 
- uncertainty in the V- R vs. B- V calibration; 
- the uncertainty in the B - V colours. 
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The absolute fiux determination has an error of 30%, due to the uncertainties in 
the log F3950.5 vs. (V - R) calibration. However this affects mainly the zero point of 
our F~ measurements, and only to a much smaller extent the relative comparison. 
The two other sources of error give a contribution to the relative uncertainty ~J,k 
K 
that can be calculated on the basis of Equations 2.1 and 2.2. They are, respectively: 
~EW 
EW 
an d 
(8.05 · (B- V)- 1.19) · ~(B- V) 
The typical relative maximum error in the equivalent width measurement of the 
single spectrum is within 10%. For an error in the colour ~(B-V) = 0.04, which we 
adopt as value of the maximum error in the colour, the corresponding relative error 
in the fiux is, depending on B- V, between 12 and 18%. If we add quadratically the 
two contributions, we finally obtain a maximum error in the single star measurement 
ranging from 15 to 20%, if only relative values are concerned. 
2.4.5 Determination of the v sin i 
As stated in Section 2.4.3, we have measured the FWHM of the cross correlation 
profile for all the spectra of our sample, and the data are shown in the seventh 
column of Table 2.5. 
From a mathematical point of view the cross correlation of a spectrum is its con-
volution with a mask, i.e. a function consisting in the sum of several box functions, 
each one centered on (the rest wavelength of) an absorption line from a list. The 
choice of the lines has to suit the star type. 
Usually the term "convolution" is used in astronomy only when a spectrum is 
convolved with a single-peak function, such as a gaussian. 2 We used it here 
only to give a mathematical definition of cross correlation. The intuitive idea is 
the following: we build the mask, that is a function that has a certain value in 
correspondence of the spectral lines and is zero otherwise, we apply to this function 
a shift in wavelength ~À and we multiply the spectrum by the shifted mask. The 
result of the multiplication is an other function. Let us call i t F. There is a different 
function F for each value of ~À. The cross correlation function is the function that 
associates ~À with the integrai of the respective function F (see Figure 2.16). 
As a result the cross correlation profile contains information about many spectral 
lines of the star, but concentrateci on a single feature. In particular its width refìects 
the mean width of the spectral lines, and that is what matters for the present 
purposes. 
2For instance we have convolve the solar synthetic spectrum, that represents the "true" solar 
spectrum, with a gaussian with a proper width that represents the instrumental broadening of the 
spectrograph (the lower the resolution of the spectrograph, the larger the width of the gaussian). 
The result is the spectrum that we would actually observe. 
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Figure 2.16: Here we show three evaluations of the cross-correlation function of a spectrum. 
The three vales are the black area in each of the middle panels. When the mask and the spectrum 
match, as shown in the center panels, the function is at its minimum. 
47 
Another important characteristic of the cross correlation profile is that the posi-
tion of its di p depends on the stellar radial velocity, namely its minimum corresponds 
to the value of the shift for which the spectrum and its mask match. The technique 
was in fact introduced by Griffin (1967) in order to measure relative radial velocities 
between stars. At that time no computer program was involved, and the mask was 
not a digital one, but rather a photographic plate containing the spectrogram of 
a star of the same type of the one that had to be observed. The more exposed 
the emulsion of a plate is, the more opaque it becomes to the light. That is why 
a spectrogram can be used as a mask. The so obtained mask was placed in the 
focal plane of the spectrograph, and then the light passing through was focused and 
collected by a photometer. When the stellar spectrum was in register with the spec-
trogram of the previously observed star, i.e. the mask, the minimum of light were 
detected, as all the bright parts of the spectrum were focused on the opaque parts 
of the mask. From the position of the mask at the minimum light, where spectrum 
and mask w h ere in register, one could measure the relative radial velo city between 
the two stars. The technique has been widely used by the Geneva group with the 
CORAVEL spectrophotometer(Baranne et al., 1979). Since the advent of the CCD, 
spectrophotometers are no longer required to obtain cross correlation profiles, be-
cause spectra are in electronic format and can be cross correlateci with a computer 
program and a digital mask, as we did thanks to Claudio Melo's provision. Of course 
the precision achievable significantly improved, such that the gravitational-induced 
radial velocity variation due to planets can be detected. The effort of the same 
group that launched the CORAVEL survey led to the first discovery of an extra-
salar planet, the Jupiter-mass planet orbiting around 51 Pegasi (Mayor & Queloz, 
1995). 
Line broadening, as extensively discussed e.g. in Gray (1992), is caused by 
several effects- such as thermal motions, micro- and macro-turbulence, Stark effect, 
Zeeman effect, natural broadening, instrumental response and rotational velocity. 
We make two assumptions. The first is that the sum of these effects produces 
a Gaussian shape, which is a reasonable assumption for solar-type stars (see e.g. 
Pasquini et al., l 988). The second is t ha t the difference in broadening between the 
stars of our sample is due only to rotation, or that the quoted effects contribute 
equally to the line broadening for all the stars, which is well justified given the 
similarity in the spectral type of the targets. We can now write: 
where uccp is the sigma the cross correlation profile, provided that it is a gaussian. 
For the reasons explained above, u0 is expected not to change significantly from star 
tostar, within our sample. Since uccP and O"vsini are proportional respectively to 
the FWHM of the cross correlation profile and to v sin i, we expect v sin i to be: 
v sin i = A · V FW H M 2 - B2 (2.3) 
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where A and B, like O"Q, are constants. Using v sin i measurements from the literature 
we can calibrate A and B in the previous relationship, and then calculate v sin i for 
all the stars. We have done this using the data of Table 2.6, in particular the v sin i 
measurements in the third Column and the FWHMs in the fourth Column. 
Most of the spectra of the calibrators have been obtained in a parallel project on 
IC 4651 (Pasquini et al., 2004). The spectrum of the Sun is from the UVES archive, 
and is the same plotted in the bottom panel of Figure 2.11. For Eggen 60 we used 
the FWHM of Table 2.5, since it is one of the targets. All the spectra used for 
the calibration are taken with the same instrument (UVES) at the same resolution 
(R=lOOOOO) of our observations and the same spectral range is used to get the cross 
correlation profiles. The v sin i are taken from Meibom et al. (2002) for the stars in 
IC 4651 and from Nordstrom et al. (1996) for Eggen 60. For the Sun we adopted 2 
Km/sec. 
For the calibration we decided not to use Eggen 70 in NGC 3680, even though 
for this star v sin i is available. The reason is that the l O" error given for v sin i is 
three times larger than v sin i itself, t ha t is l km/ sec. 
The calibration is a x2 fit to the data of the Equation 2.3. The root mean square 
of the residuals of the data aro un d the fitting curve is 0.26 km/ sec, no star deviates 
more than lO% of its v sin i, and 5 out of 8 calibration stars deviate less than 2%. 
The result of the calibration is: 
v sin i= 0.72 · (FW H M 2 - 9.052) 
1
/
2 (2.4) 
The curve is plotted in Figure 2.17. 
We have used it to compute the values given in the eighth column of Table 2.5. 
We remind the eventual users that we used the spectral range 588-680 nm, a spectral 
resolution of R=lOOOOO, and a rebinning step of 0.0174 A 
We note that the small residuals from our x2-fit possibly overestimates its real 
accuracy. The reason is that our calibration is a secondary calibration, because 
also the calibrating measurements are based on the FWHM of the cross correlation 
profiles. The errors may be qui te larger in particular below v sin i rv 3 Km/ sec, 
where other causes of line broadening become more important. We underline that 
we are mainly interested in differential values of v sin i, that are as reliable as the 
root mean square of our calibration indicates. 
Only for Hyades stars could we not use this calibration, since their spectra were 
taken with another spectrograph (HIRES) at a different resolution. Anyway, all of 
the v sin i for our Hyades targets are measured in Paulson et al. (2003). In this work, 
the rotational velocities are determined by comparing five synthetic Fe I lines with 
the observed ones, therefore temperature is taken into account. In Figure 2.18 we 
plotted the diagram v sin i vs. FWHM. As for the calibration of UVES spectra, we 
computed a fit of an equation of the type of Equation 2.3 to the data points. The 
result is that only one star deviates from the fit more than 5 % of its v sin i, and 
the median deviation is of the 2%. This proves that, for targets comprised in the 
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short B-V colour range 0.51-0.73, the FWHM is virtually completely determined 
by v sin i. The presence of an outlier, namely van Bueren 88, confirms that more 
care has to be exercised in dealing with slow rotators. We will not use the outlier 
value of v sin i in the analysis of the angular momentum evolution. On the other 
hand, the overall quality of the data is evident when comparing Paulson et al. 's 
v sin i values with equatorial velocities from rotational periods. 
Radick et al. (1987) provide precise period determination of 5 of our targets. 
They used narrow band by photometry to obtain light curves of 24 Hyades mem-
bers. From the light curves i t is possible to obtain the rotational period of the stars 
because rotational modulation of photospheric features ( spots) induces photometric 
variations (see also Section 2.1). We transformed the periods into rotational veloc-
ities, and found the data in Table 2. 7. W e had to estimate the stellar radii, which 
were computed using Teff and computed bolometric luminosity. We transformed 
the B-V colours into Teff and bolometric corrections using Flower (1996), we then 
used Hipparcos parallaxes (ESA, 1997) to transform the apparent magnitudes into 
luminosities. 
STAR Cluster v sin i [krn/sec] FWHM [pixelsJ 
AT 1228 IC 4651 15.7 22.24 
Eggen 15 IC 4651 10.0 16.65 
Eggen 34 IC 4651 25.2 37.18 
Eggen 45 IC 4651 4.2 10.27 
Eggen 79 IC 4651 21.8 31.42 
Eggen 99 IC 4651 28.1 40.45 
Eggen 60 NGC 3680 1.9 9.89 
Sun 2.0 9.41 
Table 2.6: Literature data used for the calibration in Figure 2.17. The range of B-V colours is 
0.514-0.641, closely encompassing the solar one. 
van Bueren Peri od inferred v 
id. [days] [krn/sec] 
31 5.45 11.1 
52 8.05 7.4 
65 5.87 10.5 
73 7.41 7.9 
97 8.55 6.2 
Table 2. 7: Rotational periods of Hyades from Radick et al. (1987) and rotational velocities from 
them inferred. The data are collected to compare equatorial with projected rotational velocities. 
W e overplotted the rotational velocities of Table 2. 7 on the diagram in Figure 
2. 18. They are equatorial velocities, i. e. upper limits of the projected rotational 
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Figure 2.17: Calibration of v sin i with the FWHM of the cross correlation profiles of UVES 
spectra. 
velocity vsini, which is the quantity really related to the FWHM of the cross cor-
relation profile. On the other hand, the fact that rotational modulation is observed 
indicates that the inclination angle of stars cannot be too small. W e therefore expect 
rotational velocities from period determinations to be right where they are: slightly 
above the projected rotational velocities. 
2.4.6 Discussion 
We showed in the previous sections that we are able to derive chromospheric fluxes 
and rotational velocities with great accuracy for our cluster stars. We first investi-
gate the spread in the level of chromospheric activity in each cluster, which will tell 
us to which extent a single value can be used for each cluster. By comparing the pair 
of twin points we can then evaluate if chromospheric activity is a function of age for 
solar stars. Only after that will we be able to derive an age-activity relationship. 
Finally, the same is applied to rotational velocities. 
2.4. 7 Variability within each cluster 
According to the detailed study of White & Livingston (1981), the level of solar 
chromospheric activity varies of rv ±10% (from peak to peak) during the 11-year 
solar cycle. If we consider the data corrected for photospheric contribution, then the 
variation becomes of rv ±20%. Analog cycles take also piace in solar-type stars ( see 
e.g. Wilson, 1978; Baliunas et aL, 1995; Hempelmann et al., 1996; Radick et al., 1998; 
Baliunas et al., 1998). This demands some caution in deriving chromospheric ages 
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Figure 2.18: v sin i vs. FWHM diagram for Hyades stars, and the fit to the data points: v sin i = 
0.82 · ( FW H M 2 - 10. 752) 112 . Also equatorial velocities from periods of rotation are plotted. The 
latter are indicated as square symbols with the downward arrow (they are in fact upper limits for 
v sin i), while v sin i data points from Parsons et al. (2003) are indicated as triangles. 
from a single spectrum, and causes scatter around the mean chromospheric-activity 
levels observed in each cluster, i.e. at a given age. 
Giampapa et al. (2000) have shown that indeed in the old M 67 considerable 
variations are observed ifa sample large enough is acquired: they find that approxi-
mately 30% of the solar-type stars in M 67 exhibit levels of activity that are outside 
the envelope given by the solar-activity cycle. 
cluster spread stars 
PRAESEPE 59.3% 6 
HYADES 68.3% 15 
IC 4651 60.2% 5 
NGC 3680 31.2% 2 
M 67 62.4% 7 
SUN 43.7% 
Table 2.8: Peak to peak spread of the Ff< fluxes within each cluster, expressed in percentage of 
the related mean value. The spread of the solar data is the variation during the solar cycle 21. 
As shown in Table 2.8, all clusters but NGC 3680 (in which only two stars 
are observed) have a peak to peak spread slightly exceeding ±30% of the mean 
chromospheric-activity level. For young clusters such as the Hyades and Praesepe 
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we expect that part of this variation is due to the superposition of long and short-
term variability, the last induced by rotation. Another huge cause of chromospheric 
variability in young stars is flaring activity. For M 67, however, for which we expect 
the members to behave much like the Sun, the scatter is 1.4 times larger than the 
variations during a solar cycle. This means that an additional spread of ± 24 % 
has to be explained. For M 67, whose mean B- V colour is 0.62, the measurement 
maximum errors are of about the ± 18 %. This may indicate that cycles similar 
to the 11-year solar cycle do not fully account for the dispersion of the data, with 
interesting implications for the study of the Earth-Sun system. Admittedly, we ha ve 
observed each star only once ( three consecutive times for the fainter stars); rather, 
we assume that the stars in our sample have been observed at only one phase of 
their long-term activity, which is likely different from star to star. This implies, 
for instance, that possible star to star differences may cause additional noise in our 
results. W e think, however, that our procedure of overlapping the photospheric 
profiles eliminates most of the observational uncertainties. Before inferring firm 
conclusions, more data have to be collected. 
2.4.8 Hyades vs. Praesepe, IC 4651 vs. NGC 3680, M 67 
vs. Sun 
40 l l l 40 l l ì l l 
o o PRAESEPE o o PRAESEPE 
30r- - 30 f-. 
+ HYADES + HYADES 
o ~ lll 
O) O) 
,m 201- ,m 20 r-
o o 
+ + x x 
....J + + ....J ++ 
+ + 
+ + + + + ++ 
+ 
10'- + o 10 o + 
+ + + + 
+ + o + 
o 
1 o 1 o ++1 1 
l l l o l l l l l 
1.5 2.0 2.5 3.0 8 10 12 
Fl 
K 
[10 6 erg cm ·2 sec ·'l v sin i [km/sec] 
Figure 2.19: X-Ray luminosities vs. chromospheric activity and rotation diagrams. In neither 
of those c an a trend be clear ly seen. 
The Hyades and Praesepe clusters are particularly relevant because they have 
been studied also in the X-ray (Randich & Schmitt, 1995). It is at least reasonable 
t o assume t ha t the X -ray emission (i. e. coronai activity) and the chromospheric 
activity are not completely independent, since they are both related to rotation and 
magnetic field (see e.g. Bruevich et al., 2001, and references therein), but in Randich 
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STAR Lx 
[1028 erg/sec] 
PRAESEPE 
KW 49 non det. 
KW 100 6 
KW 326 3.20 
KW 368 34 
KW 392 10 
KW 418 non det. 
HYADES 
van Bueren l 3.7 
van Bueren 2 15.1 
van Bueren 10 5.8 
van Bueren 15 12.9 
van Bueren 17 11.6 
van Bueren 18 15.4 
van Bueren 31 11.6 
van Bueren 49 7.0 
van Bueren 52 10.8 
van Bueren 65 10.7 
van Bueren 66 17.1 
van Bueren 73 11.2 
van Bueren 88 
van Bueren 97 7.7 
van Bueren 118 5.3 
Table 2.9: X-ray flux measurements of Praesepe and Hyades stars. All of them but one refer 
to the ROSAT detection in the band 0.1-2.0 keV. KW 326 was not detected by ROSAT. Its 
measurement, which refers to the same band, has been performed with XMM-Newton satellite. 
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& Schmitt (1995) the two coeval clusters were found to have substantially different 
levels of X-ray emission (Randich & Schmitt, 1995). This early result has been 
recently revised by Franciosini et al. ( 2003), w ho fin d t ha t Praesepe stars ha ve the 
same level of X -ray activity as Hyades if the centrai field is considered. 
Our data confirm that Praesepe and Hyades stars span the same ranges of 
chromospheric-activity levels and v sin i values, even though our Praesepe stars ha ve 
a mean X-ray luminosity significantly lower than the Hyades ones (less than a half). 
In Figure 2.19 the Lx vs. v sin i (right panel) and the Lx vs. F~ diagram (left 
panel) are shown for both clusters. Lx measurements are taken from from Stern 
et al. (1995) for the Hyades, and Randich & Schmitt (1995) for Praesepe members, 
but KW 326, which is given in Franciosini et aL (2003) 
In both panels the spread is high and no real relationship is observed. In spite of 
the aforementioned possible discrepancy between X -ray emission an d chromospheric 
activity, a significant correlation likely exists. The fact that it is not seen in Figure 
2.19 could be due to the activity variability, since the optical and X-ray observations 
are not simultaneous. 
When focusing o n the other coeval clusters we notice in Table 2. 5 t ha t the activity 
and rotation values for IC 4651 and NGC 3680 are, as in the in the case of Praesepe 
and Hyades, indistinguishable. Only two stars were observed in NGC 3680, therefore 
its average chromospheric-activity and rotation levels cannot be considered accurate. 
Nevertheless it is very significant that both NGC 3680 stars have values similar to 
those of IC 4651. This result is particularly important because, as we shall see in 
the following, these clusters show a novel behaviour with respect of what thought 
so far. 
Finally, given the excellent agreement between the mean M 67 activity values 
and the Sun, we can conclude that all our coeval points show very consistent average 
values, therefore the level of chromospheric activity is an age driven parameter. 
The v sin i for M 67 is slightly larger t han the salar o ne ( rv 3 km/ sec, see Section 
2.4.5); we do not consider this at the moment as a significant discrepancy, but it 
would be interesting to verify that M 67 cluster stars rotates indeed slightly faster 
than the Sun. 
· 2.4.9 The age-activity-rotation relationship. 
When the stars of about l M8 reach the ZAMS, they show a high dispersion in 
rotational velocity, and therefore in chromospheric-activity levels, as a result of 
their different Pre Main Sequence histories (see e.g. Bouvier, 1997). But at 600 
Myr, i.e. the youngest age we are dealing with in the present study, the magnetic 
braking mechanism already made the rotational velocity uniform. So, for each of 
our clusters, rotational velocity and chromospheric activity are expected to be all of 
the same arder of magnitude (see Section 2.4. 7). The evolution of these quantities, 
as it results from our data, is shown in the two panels of Figure 2.20. It is very 
important to bear in mind that in this Figure the bars are not error bars, but they 
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represent the peak to peak spread within the clusters, i.e., the difference between 
the maximum and the minimum cluster values, and the points are the mean values. 
As expected, chromospheric activity and rotation show the same decaying trend. 
Surprisingly, however, the intermediate age clusters re 4651 and NGe 3680 have 
the same level of activity and rotation as the older M 67 and the Sun. W e recall that 
these two data points are based on measurements of 7 stars, two in NGe 3680 and 
5 in re 4651, none of which shows a chromospheric activity above the most active 
star in M 67, i.e., the activity distribution of the 7 intermediate age stars and that 
of the 7 M 67 stars are virtually equal. 
This means that an abrupt decay of chromospheric activity occurs between 
Hyades' age and 1.5 Gyr, after which a very slow decline follows, if any. Three 
power law decay laws are plotted over the data points of Figure 2.20: the two more 
gentle slopes represent the t- 1/ 2 and t-2/ 3 laws proposed respectively by Skumanich 
(1972) and Soderblom et al. (1991), scaled to best match our data points. 
The intermediate age clusters are clearly not consistent with any of the laws so 
far suggested; they have an activity levellower more than a factor 2. If the exponent 
of the power la w is left as a free parameter, we fin d t ha t the points are best fitted 
by the third curve plotted on the Fk vs. age diagram, namely FK = 0.5 · t-2·5 + 0.5, 
where Fk is in uni t of 106·erg·cm-2·sec-1, and the age is expressed in Gyr. Note that 
neither a different zero point, nor different assumptions on the age of the clusters 
would change our conclusion, since activity keeps constant for a time interval, the 
one between the intermediate age clusters and M 67, that under no acceptable 
assumptions can be shorter than 2 Gyr. Similar results are also claimed by Rodrigues 
et al. (2003). 
Figure 2.20 recalls what is observed among field stars: the so-called Vaughan-
Preston gap, i.e. the lack of nearby stars with a level of chromospheric activity 
intermediate between Hyades' and the Sun (Vaughan & Preston, 1980). With our 
results this gap has a quite natural explanation: the decline in activity is so abrupt 
to be almost a discontinuity, and only stars with ages in the range between 0.6-1.5 
Gyr may fall in it. 
As mentioned above, the previous most systematic attempt to study chromo-
spheric activity in stars belonging to open clusters has been made by Barry et al. 
(1987), who obtained results quite different from ours. Some major discrepancy may 
exist in the measurement of the activity index. For instance, in Barry et al. (1987), 
the ratio between the chromospheric fluxes in the Hyades and in M 67 stars or in 
the Sun, is only rv 2.2, while for us is larger than 4. We find a similar ratio (~ 
2.4) if our index includes the photospheric contribution which represents a fraction 
of the 1-A index much larger for M 67 than for Hyades stars. In Figure 2.20 the 
difference between ours and Barry et al. 's data is apparent. Given the large scatter 
of fluxes observed in each cluster, we cannot, however, exclude that the discrepancy 
is due to differences in the sample observed. We tend to consider this possibility 
unlikely, considering the large number of stars observed. Barry et aL have observed 
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13 stars in the Hyades and 16 in M 67 and we have observed 15 stars in Hyades 
and 7 in M 67. These authors measure also a chromospheric-activity index for the 
intermediate age cluster NGC 752 only 1.4 times lower than the Hyades and 1.5 
times bigger than M 67; this would imply a level of chromospheric activity in the 
middle between the Hyades and the old stars plateau, right in the Vaughan-Preston 
gap. Carraro & Chiosi (1994), so far used as age reference, evaluate the age of NGC 
752 comparable, but slightly younger than IC 4651 (1.5 vs. 1.6 Gyr). 
Before going into speculations about the difference between our and Barry et 
al. 's results, the NGC 752 chromospheric-activity level should be proven by means 
of high-resolution spectroscopy in solar analogs. 
2.4.10 The impact of our results on the determination of 
ages and on the age of Galactic population 
According to the picture we have drawn in the last Section, stars can be divided in 
three groups on the basis of their chromospheric-activity levels: 
- the youngest stars, with Ff< 2:: 1.2 · 106 erg cm-2 sec- 1 
- the stars with Ff< between rv 0.7 and rvl.2 erg cm-2 sec-1 
- the oldest stars, with Ff< ~ 0.7 · 106 erg cm-2 sec-1 
Among our target stars, those in Praesepe and Hyades belong the first group, 
all the others to the third one. Let us call the upper age limit of the first ensemble 
t1 and the lower age limit of second t2. We don't know the exact values of t1 and 
t2. We only know that 0.6 Gyr < h < t2 < 1.6 Gyr. 
In Figure 2.21 we plot the histogram for 44 solar--type stars (spectral type be-
tween GO and G5) in the solar neighbourhood taken from Pasquini (1992). The 
numbers of stars belonging to each group are respectively: 8, 4 and 34. The result 
confirms w ha t expected: most of the stars ha ve an age o l der t han t2, much less 
are younger than t1, less than 10% have ages between t1 and t2, i.e. those in the 
Vaughan-Preston gap. In addition, the standard deviation of the Ff< values of the 
34 less active stars in the sample of Pasquini (1992) is very similar to that of the 14 
targets belonging to the three intermediate age and old clusters IC 4651, NGC 3680 
and M 67: 0.12 ·106 erg cm-2 sec-1. Unfortunately our results indicate that an ac-
curate age determination based on chromospheric activity may not be obtained for 
stars older than rv 1.5 Gyr. Once t1 and t2 are determined precisely, much could be 
said about the recent Star Formation History in the solar neighbourhood, provided 
that initial conditions do not dominate the fast decline of chromospheric activity 
occurring between t1 and t2. 
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2.4.11 Conclusions 
We have studied the evolution of chromospheric activity and rotation in solar--type 
stars by analysing VLT and KECK high-resolution spectra of 35 stars belonging to 
5 open clusters and published salar data. As a measure of chromospheric activity we 
have used Ff<, i.e. the equivalent width of the Ca II K line emission core corrected 
for photospheric contribution and transformed into fiux at the stellar surface. Our 
data set can be divided in three age bins: 6 Praesepe stars and 15 Hyades stars at 
0.6 Gyr; 5 IC 4651 stars and 2 stars in NGC 3680, a t about l. 7 Gyr; and finally 7 M 
67 stars and the Sun, at about 4.5 Gyr. We undertook the present research mainly 
to ascertain a decay law which allows measuring chromospheric ages in field stars. 
We have found that stars within each age bin show indeed the same mean level of 
chromospheric activity, confirming that it is possible to search for a chromospheric 
activity-age relationship. Stars in the youngest bin have chromospheric fiuxes rang-
ing between 1.2 and 2.8 ·106 erg ·cm-2·sec-1. All the other stars have values ranging 
between 0.3 and 0.7 ·106 erg·cm-2·sec-1 . The most important result is that there is 
no difference in the distribution of chromospheric-activity levels between the inter-
mediate and the oldest age bin, even though difference of ages of the two bins is as 
large as rv 3 Gyr. We obtain a very similar conclusion about the angular momentum 
evolution, with the only difference that the gap between the youngest bin and the 
others is less pronounced. A fast decay of chromospheric activity occurs roughly 
between 0.6 and 1.5 Gyr of Main Sequence lifetime, after which a kind of plateau 
appears. 
N o power la w so far proposed c an fit our data. The best match curve we com-
puted, namely Ff< = 0.5 · t- 2·4 + 0.4, where Ff< is in unit of 106 erg·cm-2·sec-l, and 
the age is expressed in Gyr, can reproduce this trend. 
Coupling this trend with the observational fact that in each of the clusters ob-
served the star to star activity level vary almost by a factor 2, our results indicate 
that the determination of chromospheric ages for field stars older than rv 1.5 Gyr is 
extremely challenging, or even potentially misleading, in particular if only one or a 
few activity measurements are available. 
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Figure 2.20: The evolution of chromospheric activity (measured by F~ corrected for IS ab-
sorption, upper panel) and rotation (lower panel) with age. Here the vertical bars represent the 
whole spread of the ordinate data within the cluster. The points are the mean values. For both 
quantities the surprising result is that the intermediate age clusters show the same level of chro-
mospheric activity and mean rotational velocity of M 67 and the Sun. Since, as remarked, the 
bars are not error bars but peak to peak spreads, their position attests that the activity dis-
tribution of the 7 intermediate age stars and that of the 7 M 67 stars are virtually equal. For 
both diagrams we tried to fit three power laws, as indicated in the figure. -2/3 and -1/2 are 
the exponent values suggested respectively by Barry et al. (1987) and Skumanich (1972). As 
can be seen, they do not fit our data. By minimizing the x2 we find, for the free parameters: 
a1 = -0.38,bi = 1.79,a2 = -0.79,b2 = 2.24,a3 = 0.47,b3 = 0.43,exp = 2.79,ci = 0.71,di 
4.20, c2 = -0.05, d2 = 5.00, c3 = 2.23, d3 = 2.35, exp1 = 1.47. 
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Chapter 3 
Metallicity 
In this chapter I am going to present the metallicity measurements from high reso-
lution spectra in solar-type stars belonging to open clusters. These measurements 
are intended to provide a calibration fora larger sample of lower-resolution spectra, 
which will eventually lead to an accurate determination of the metallicity gradient 
of the Galactic disk. The metallicity gradient is one of the most important obser-
vational constraints for the models of Galactic chemical evolution, which is a topic 
of major astronomica! relevance and will be briefiy introduced in Section 3.1. The 
task of measuring stellar metallicities is also of great interest in its own right, as it 
requires stellar atmosphere modeling, data from atomic physics and careful spectral 
analysis. I shall review this topic in Section 3.2. In Section 3.3 I will discuss the 
results of my measurements, and in Section 3.4 I will explain why open clusters 
are the most appropriate objects for the determination of the metallicity gradient 
of the disk, and I will describe the steps still required in order to achieve such a 
determination. 
3.1 Chemical enrichment of the Galaxy 
Of all the elements present in the Universe, the Big-Bang nucleosynthesis produced 
only the light ones, mostly hydrogen and helium, which are still overwhelmingly 
predominant, and traces of lithium (7 Li). Beryllium, boron and more lithium (6 Li) 
are produced in a-a fusions and spallation reactions between protons, a-particles 
an d, mainly, nuclei of carbon, nitrogen an d oxygen a t high energies (Reeves et al., 
1970). All the other elements are generateci in the core of the stars, as a result 
of the nuclear reactions that occur therein, and then released in the interstellar 
medium (ISM) during the supernovae-explosion event. Mass-loss through powerful 
stellar winds can play a non-negligible role in polluting the ISM during a particular 
peri od of the life t ime of low- and intermediate-mass stars (M ~ 8M0 ) namely 
the evolutionary stage called asymptotic giant branch (AGB) phase (see e.g. Porti-
nari et al., 1998; Marigo, 2001). As a consequence the interstellar environment is 
continuously enriched by the stellar nucleosynthesis products. This material later 
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combines into new stars, which will then have enhanced abundances of these heavier 
elements. There is a continuai process of Galactic chemical enrichment in which the 
ISM accepts altered materia! from evolved stars and recycles it into newborn stars. 
Before the late 60s the ISM was thought to be well mixed, and all the elements 
were believed to scale together, giving rise to a smooth age-metallicity relation-
ship. We now know that the formation process in our Galaxy as well as in the 
external galaxies is much more complicateci, and the existence of a dependence of 
the metallicity on age could not be undoubtedly evidenced on an observational basis. 
Different elements pollute the ISM at different rates and periods. For instances a 
elements, i.e. those produced by an a particle capture, such as oxygen, neon, magne-
sium, silicon, calcium and titanium, are produced by massive short-lived stars which 
eventually explode as type II supernovae, while iron is mostly expelled by type la 
supernovae, which have long-lived progenitors. What, however, has emerged from 
numerous surveys among the Galactic plane is the presence of a metallicity gradient, 
i.e. a decreasing trend of metallicity with increasing Galactocentric distances (see 
e.g. Janes, 1979; Shaver et al., 1983; Friel & Janes, 1993; Andrievsky et al., 2004). 
Models that describe the chemical evolution of the Galaxy either deal with the 
salar neighbourhood or with the whole Galactic disk. Of course the latter approach 
is more appropriate, but also the former can reproduce important observational 
features and can be helpful in understanding basic properties of the Galactic enrich-
ment. For instance Matteucci & Tornanmbé (1985); Matteucci & Greggio (1986) 
were successful in reproducing the trend of the diagram [O /Fe] vs. [Fe /H] .1 As can 
be seen in Figure 3.1, such a trend is slowly decreasing until [Fe/H]rv -1, when it 
steepens. The reason for this is t ha t stars with metalli city lower t han [Fe /H] rv -1 
have formed out of gas not yet polluted by the type la supernovae, because type 
la supernovae have long-living progenitors. The iron content has to be thought of 
as an age tracer. The stars formed after the steepening of the slope of the curve in 
Figure 3.1, i.e. those with metallicity higher than about -1 dex, formed out of gas 
enriched by both type la and type II supernovae. The contribution of the former 
accelerates the iron enrichment, while that of the a elements, here represented by 
the oxygen, remains constant, thus making the decrease of [O /Fe] more rapid. 
Simple, closed-box models for the evolution of the salar neighbourhood, namely 
those models that treat the solar vicinity independently from the rest of the Galaxy, 
fail to reproduce the observations in that they predict too many low-metallicity 
stars among the old G dwarfs. This problem, one of the most persistent in Galactic 
astronomy, is known as the G-dwarf problem. It was already noticed by van den 
Bergh (1962) that, ifa closed-box model had to be chosen, the observed distribution 
of metallicities in the solar neighbourhood could only be explained by assuming that 
the rate of creation of the metals in the Galaxy have decreased much more rapidly 
than the rate of star formation, which is a non-realistic assumption. The G-dwarf 
1The quantities [O /Fe] and [Fe/H] measure the ratio of abundances between oxygen and iron 
and iron and hydrogen. A precise definition will be given in Section 3.2. 
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Figure 3.1: Relative abundances of oxygen and iron from Matteucci & Greggio (1986). The 
curve labelled "a" represents the best model with iron contributed from both type la and type II 
supernovae. Curve "b" represents the same model but with only type la supernovae contributing 
to the iron enrichment. The data points are from two different sources, each one indicated with 
a different symbol: the circles refer to Clegg et al. (1981) and the triangles refer to Sneden at al. 
(1979). 
problem could in principle have two explanations: 
the "missing" metal poor stars do actually exist, but they have not been found 
due to some selection criteria; 
the closed-box model is not adequate to describe the solar neighbourhood. 
An extensive survey of the solar neighbourhood, with new determinations of age and 
metallicities fora large and unbiased sample has been undertaken by the Geneva and 
Copenhagen groups. The early results of the survey ( Jorgensen, 2000), recently con-
firmed by N ordstrom et al. ( 2004), point out the absence of any previously undiscov-
ered metal-poor population, thus confirming that closed-box models are obsolete. 
The metallicity distribution of long-lived stars remains a fundamental constraint for 
any of its successors. 
Models that study the evolution of the disk as a whole have also been developed. 
Matteucci & François (1989) assume that the disc forms by accretion of primordial 
material coming from outside with a time-scale which is a function of the Galac-
tocentric distance. The model has been more recently updated (Chiappini et al., 
1997) and it now assumes two-infall episodes: the first formed the halo and part of 
the thick disk, the second gave rise to the thin disk. 
Precise determinations of the Galactic gradient are important guidelilnes for the 
models that describe the formation of the Galaxy and its chemical enrichment. The 
measurements presented in this thesis are the first steps of an accurate gradient 
determination (see Section 3.4). 
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3.2 Stellar-abundance measurements 
In this Section I shall highlight how we can infer the chemical content of a stellar 
atmosphere by studying its spectrum. The topic has been extensively treated in a 
number of works. Particularly worth mentioning is Gray (1992), to which we point 
the reader for a complete, detailed analytical discussion. 
The quantity we need to measure from the stellar spectrum in order to be able 
to proceed with our abundance determination is the equivalent width of the lines, 
namely the area enclosed between the continuum of the spectrum and the line, 
divided by the continuum, as shown in Figure 3.2. This quantity measures the total 
flux removed by the whole line. 
The first step that has to be taken is the identification of spectrallines, for which 
one needs a suitable line list, from laboratory measurements. The line list we used 
is shown in Table 3.1. Line profiles have to be found, correctly fitted, their central 
wavelength has to be measured and the list has to be queried in order to check 
whether or not the line is included in the list. If the line is identified indeed, its 
equivalent width is then measured and stored for the abundance measurement. This 
task is usually performed by fitting the lines with a gaussian, which is a straight-
forward and correct procedure only if the line is not blended with other lines and 
if the signal-to-noise ratio is high enough. Blended lines could be simultaneously 
measured by means of a multigaussian fit, but the result is subject in this case to 
enormous uncertainty because of the many free parameters involved. That is why 
high-resolution, by allowing us to resolve many lines that in lower-resolution ap-
pear blended, significantly improves the precision of the measurements. In any case, 
sometimes lines happen to be even closer than their natural width, and in some 
cases one of the lines is too weak to be detected but strong enough to make the 
equivalent-width measurement inaccurate. This could be an important source of 
errors. Confusion with incorrectly recognised and removed telluric lines is another 
possible cause of errors. I shall describe in detail how we performed the spectral 
analysis in Section 3.3.2. 
The rest of the chemical analysis of stellar atmospheres has to rely on indepen-
dent measurements of atomic parameters and on model atmospheres, which in turn 
need an evaluation of temperature, gravity and microturbolence velocity. 
An inappropriate choice of the effective temperature for the model photosphere 
can lead t o spurious abundances. If we had to rely on temperatures inferred from the 
photometry, we would incur significant errors (see Section 3.3.4). By automatically 
measuring abundances for many tentati ve choices of the stellar parameters ( which 
are effective temperature Tef f, surface gravity, expressed in logarithmic value, 1og G 
and microturbolence velocity ç) in order to eventually choose the best one, I limited 
this problem, achieving a reasonably robust determination of the stellar parameters 
(see Section 3.3.2). 
The abundance-measurement results always depend on the atomic constants 
that we use, particularly on the oscillator strengths, indicated with an "!", which 
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Figure 3.2: The equivalent width of aline. In the Figure the quantity is labelled EW, namely 
the width of the rectangle whose area is equal to that comprised between the continuum and the 
line and whose height is the continuum. It is measured in A. 
is typical of a given transition. Its uncertainty causes many limitations in practical 
analysis. 
Differential analysis, that is a comparison between stars aimed at obtaining the 
ratio between their abundances, partly overcomes this problem, as the oscillator 
strengths cancel each other out. In order to apply the differential approach stars of 
similar temperature have to be analysed. The metallicities are usually expressed as 
abundance ratios with the solar values. For instance [Ell /El2] is the logarithm of 
the abundance ratio between the elements Ell and El2, minus the same quantity in 
the Sun: 
[Ell/El2]=1og Ell* -log El2*-(log El10 -log El20 ) 
where the symbol "*" represents the star value, and the "8" the solar one. The 
element abundance of a generic element El is usually measured as [El/H]. The great 
advantage of our sample is that is composed of stars all similar to the Sun, so that 
the values of [El/H] are both precise and accurate (see Section 3.3). 
The equation that we use to compute stellar abundances is: 
(w) ( rre
2 
Nr N H ) X 
log I = log mc2 N E u (T) + log A + log (g f À) - kT - log Kv (3.1) 
w is the the equivalent width of the line, À is its wavelength: the left member can 
be measured directly on the stellar spectrum. 
The first logarithmic term between brackets of the right member includes several 
parameters typical of the ion responsible of the formation of the line: m is its mass, 
u (T) is its partition function, Nr /N is the fraction of ions in its particular ionisation 
stage (Nr ), namely the rth, with respect to the abundance of the whole species (N). 
Then we ha ve the abundance of hydrogen N H. This term is the same for all the lines 
of the same ion. It depends on both the stellar temperature and gravity, which affect 
the ratio Nr /N through the Saha equation, as we will see soon. The temperature 
T, of course, also affects the partition function. 
A is the abundance of the element with respect to hydrogen, Le. the quantity 
we want t o measure: N/ N H 
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f is the aforementioned oscillator strength and g is the statistica! weight of the 
lower level of the transition (if the line observed is an absorption line, as in most of 
the cases in the stellar spectrum), it is not to be confused with the stellar gravity, 
only implicitly present in Equation 3.1. log (g f À) is a value that has to be previously 
known, usually by laboratory measurements. The line list used for the identification 
task also has to provi de, in addition to the wavelength, the log (g f) values. The 
ones we used are shown in Column 4 of Table 3.1. 
x is the excitation potential of the lower level of the transition. Also these values 
ha ve to be previously known. In our list ( again, see Table 3.1) they are shown in 
Column 3. 
!{;v is the continuous absorption coefficient at the wavelength of the line. It is the 
sum of the absorption resulting from many physical processes, such as: 
bound-free and free-free transitions of hydrogen, including molecular hydrogen 
and the the negative hydrogen ion, helium, including the negative helium ion, 
metals and molecular ions (CN-, C2 and H20-); 
free-electron scattering; 
line opacity, when cumulative effect of many lines behave like continuous opacity. 
All of these processes contribute to the total absorption coefficient in a way that 
strongly depends on temperature and gravity. Some contributors show up only in 
certain type of stars. CN-, C2 and H2o-, for instance, are only important in very 
late-type stars, helium in the hottest stars. The evaluation of !{;v comes from the 
model atmosphere. 
The derivation of Equation 3.1 is beyond the purposes of this thesis. Here it is 
only important tostate that the main assumption under which it is obtained is the 
Local Thermodynamic Equilibrium (LTE). I have already given a definition of LTE 
in Section 2.2 and will not, therefore, repeat it. 
Un der this condition the abundance ratios of ions of the same species a t different 
ionisation stages are governed by the Saha equation. The fraction of ions r time 
ionised with respect to the total is given by: 
~ = ~ ~ = ~ (fi:.~l) 
i=O z i=O j=l J 
w h ere: 
3 5 
Ni +l P. (27rme) 2 (kT) 2 2ui+l (T) -(!.i..) 
e= e kT 
Ni h3 Ui(T) 
Pe is the electrons pressure, me the electron mass and Ii the ionisation potential of 
the ion i times ionised. All the parameters are constant typical of the ion and are 
known or easily calculated once we know temperature and gravity of the atmosphere. 
To sum up: we have a relationship between A, that is the quantity we want 
to measure, w, the quantity that we ha ve measured in the spectral analysis, and 
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Figure 3. 3: Schema tic view of a curve of growth. 
other parameters that are all known if a model atmosphere is available: A can be 
determined. 
3.2.1 Curve of growth 
A curve of growth is a log-log plot of equivalent width versus abundance. As 
we sa w above, all the terms of the second member of Equation 3.1 but log A are 
either previously known or computed once a model atmosphere is chosen. We could 
therefore draw a graph in the diagram log X vs. log A. It will ha ve the shape shown 
in Figure 3.3. 
As can be seen, only for weak lines is the graph linear. Then the line tends t o 
"saturate", namely after a certain value, that depends on the element considered, 
barely any increase of equivalent width can be seen for increasing abundances. If 
our measurement falls in this plateau, the resulting abundance measurement will be 
very imprecise, because a small uncertainty in equivalent width will translate into 
a huge uncertainty in abundance. This is the reason why an upper limit should 
be chosen to the equivalent width of the lines that we want to use in the chemical 
analysis. 
Another reason to favour weak lines is that they are formed deeper in the atmo-
sphere, where the LTE assumption, the only one so far adopted, is closer to the real 
physical condition of the atmosphere (see Section 2.2). 
3.3 Our measurements 
3.3.1 The data set 
We used the same star sample described in Section 2.4.3, with the exception of 
Hyades stars: two stars in NGC 3680, five in IC 4651, six in the Praesepe and seven 
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in M 67. We should remember that the spectra are taken with VLT-UVES, at a 
high-resolution (R=100000), and with high signal-to-noise ratio (S/N rv 150), and 
that the targets are chosen to be solar-type stars, with B - V colours in the range 
0.51-0. 72, closely encompassing the solar one. Also the range of metallicities that 
our clusters span, as we will see, is qui te small. None of the clusters has a metallicity 
that differs from the solar one more than rv 0.2 dex. The chemical gradient of the 
Galaxy is very limited, for instance Friel & Janes (1993) give -0.09 ± 0.02 dex 
kpc-1 ). Therefore hardly any effect can be seen within the relatively small region 
that includes our four clusters. If, on the one hand, high-resolution spectroscopy 
allows us to achieve precisions that are not possible by other means, on the other 
hand it is very time-consuming. A sample of clusters large enough for our eventual 
purpose (i. e. the evaluation of the Galactic-disk chemical gradient) can only be 
collected with multi-object spectroscopy at a lower resolution. The measurements 
will be therefore subject to larger errors, including systematics, which will be reduced 
by calibrating the lower-resolution measurements with the dataset here presented. 
Observational campaigns aimed at using multi-object spectroscopy to measure 
metallicity in a large sample of open clusters is already in progress at the Euro-
pean Southern Observatory (by a large collaboration led by Sofia Randich), and 
high-resolution spectroscopic observations of cluster stars using single object spec-
trographs ha ve already been collected for several years ( e.g. the extensive photo-
metric and spectroscopic program o n open clusters by the Bologna group). W e will 
enrich the data collected in the aforementioned efforts, and agreements for eventual 
collaborations have been made. 
In figure 3.4 I show an exam p le of a portion of spectrum of KW 368 in the 
Praesepe. 
The homogeneity of the sample is a great advantage for the metallicity mea-
surements, for several reasons. By having a sample of similar stars true differential 
analysis can be performed, which is the most accurate, as the non-LTE effects and 
the errors in the determination of the line oscillator strength cancel out. Then our 
stars are similar to the sun, which, for obvious reasons, is the reference of ali the 
metallicity measurements. I measured stellar abundances only from lines also used 
for the solar--metallicity measurements. On top of that non evolved late-type stars 
are those that suffer less from non LTE problems, because their atmospheres are 
more dense and not extremely hot, hence the transitions are collision dominateci. If 
the goal is to provide clues to our understanding of the chemical enrichment of the 
Galaxy, there is one more good reason to prefer dwarf stars: under no circumstances 
the chemical composition of their atmosphere can be different from that of the gas 
out of which they formed. In red giants it happens in fact that the abundance of 
carbon and nitrogen have changed because the convective envelope has penetrated 
into the layers in which the carbon has been transformed into nitrogen (by means of 
the nuclear reaction of the so called CNO cycle), thus mixing the superficial abun-
dances. This process is called dredge-up. Before the star evolves out of the main 
69 
1.2 
Fel N il M n l Mnl Fel 
o .o '------'-----'----'--'---'-------L--'-'--'--'-----'------'--'--'-'-L_____l_.,._---'----'--'---'--'---'-"---'-----'------'-----'-__._'---'----' 
6000 6005 6010 6015 6020 6025 6030 
wavelenght [AA] 
Figure 3.4: Portion of the spectrum of KW 368, shown as example to illustrate the quality of 
the data. 
sequence, i.e. until it burns hydrogen in its core, neither dredge-up nor any other 
process that could bring the elements produced by nuclear reaction up to the sur-
face occurs during the main-sequence phase. The atmosphere has therefore the very 
same composition of the protostellar cloud, with the possible exceptions of lithium 
and beryllium. 2 
Only the advent of the new generation of telescopes, such as the VLT, made the 
observation of dwarf stars feasible up to several Kpc even at high resolution, offering 
us an unprecedented opportunity. 
3.3.2 Data reduction 
The code for the spectral and chemical analysis is a courtesy of Patrick François. It 
includes packages for the spectral analysis and for the final metallicity measurement. 
I wrote the automatic procedure that runs the code several times. Each time the 
2These light elements undergo nuclear reactions already at few million degrees. Stellar standard 
evolutionary models predict no variation in the atmospheric abundance of lithium and beryllium 
for dwarf stars, but the depletion of these elements is observed indeed, and is a greatly debated 
astronomica! topic (see e.g. Pasquini, 2000; Sestito et al., 2003). Rotational mixing is the mecha-
nism usually invoked to explain the depletion, it makes the atmosphere mix with the layers below, 
in which lithium and beryllium are destroyed, therefore the atmospheric content of these elements 
is diluted. 
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procedure assumes different values of stellar parameters (temperature, gravity and 
the microturbolence velocity) and computes a quantity characterising the correctness 
of the choice, as will be better explained below. 
Spectral analysis 
The spectral analysis requires an atomic line list and is made in three steps: 
· recognition, fitting and equivalent width measurement of the line profiles; 
selection of the properly fitted profiles; 
identification of the lines. 
The second step is made by hands, the first and the last are automatic. Once 
the first two tasks are accomplished, an atomic line list is needed to associate every 
recognised line to an atomic transition. I used the line list provided by Luca Pasquini 
(Pancino et al., 2002) t ha t contains three hundred an d three lines. I first used i t to 
analyse the solar spectrum. After a careful check, I kept only the good lines, namely 
those: 
that were not blended with other lines; 
that were properly recognised and fitted with a gaussian; 
that gave rise to reasonable metallicity measurements, i.e. within 3o- from the 
mean value; 
whose equivalent widths were within the range 5-130 mA. 
The last condition is important to avoid systematic errors in the analysis. Lines that 
are too weak have to be excluded because their equivalent width measurements are 
strongly affected by the noise. The lower limit of equivalent width depends on the 
quality of the spectra: the better the latter is, the further we can go in considering 
weak lines. 5 mA is a very low boundary limit. We could go that weak because 
we are dealing with a solar spectrum taken with one of the largest telescopes in 
the world. In fact, apart from the equivalent width-measuring problem, weak lines 
give the most ~eliable results, for the reasons explained in Section 3.2.1. Therefore 
we have also to put an upper limit: very strong lines are formed in conditions that 
significantly depart from LTE (see the introduction on source function and transfer 
equation in Section 2.3), which is assumed by our codes. The upper limit depends 
on the element we are considering. 130 mAis an appropriate value for the iron. 
Among all of the other elements, there is only one line measured in the sun with 
equivalent width larger than 85 A: the Ca I line at 6494 A, with an equivalent of 
125 mA. 
In Tables 3.1 and 3.2 we show the originalline list used to recognise the spectral 
transitions and the results line by line of the solar analysis respectively. The element 
abundances inferred from the values in the Table 3.2 are then shown in Table 3.3.2 
To analyse the stellar spectra we did not use the whole originai line list, but only 
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the lines successfully measured on the sun, i.e. those shown in Table 3.2. If this, 
on the one hand, is likely to exclude some lines that could be properly measured in 
some stars and not in the sun, on the other hand it makes the measurement more 
reliable. The measures are in fact differential with respect to the sun, and by using 
the same lines we make sure that errors on oscillator-strength determination cancel 
out, at least partially. 
Some lines successfully measured on the sun do not compare in Table 3.2 and 
have not been included in the finalline list because after a first run of measurements 
in the clusters' stars they turned out to give rise to spurious abundances in more 
than one star. The problem, in this case, could possibly be the contamination with 
telluric lines, namely those formed in the Earth's atmosphere. 
Table 3 .l: Complete line list used to analyse the solar spectrum. 
À [A] El X loggf 
6300.30 OI 0.00 -9.78 
6363.77 OI 0.02 -10.26 
6039.7 4 VI 1.06 -0.65 
6081.45 VI 1.05 -0.58 
6090.22 VI 1.08 -0.06 
6111.65 VI 1.04 -0.72 
6119.53 VI 1.06 -0.32 
6128.33 VI 1.05 -2.30 
6135.07 VI 1.35 -t. 79 
6135.37 VI 1.05 -0.75 
6150.15 VI 0.30 -l. 79 
6199.19 VI 0.29 -1.29 
6224.51 VI 0.29 -2.01 
6233.20 VI 0.28 -2.07 
6251.82 VI 0.29 -1.30 
6274.66 VI 0.27 -1.67 
6285.17 VI 0.28 -1.51 
6292.82 VI 0.29 -1.4 7 
6357.29 VI 1.85 -0.91 
6452.32 VI 1.19 -1.21 
6504.19 VI 1.18 -1.23 
6543.51 VI 1.19 -1.66 
6531.41 VI 1.22 -0.84 
6785.01 VI 1.05 -1.85 
6023.41 YI 0.00 -2.02 
6138.44 YI 0.07 -1.86 
6222.59 YI 0.00 -1.69 
6402.01 YI 0.07 -2.18 
6435.01 YI 0.07 -0.83 
6793.70 YI 0.07 -1.82 
6613.73 YII l. 75 -1.27 
6795.41 YII 1.74 -1.19 
6696.03 Ali 3.14 -1.50 
6698.67 Ali 3.14 -1.95 
5853.69 Bali 0.60 -1.01 
6141.73 Bali O. 70 -0.08 
6496.91 Bali 0.60 -0.38 
5867.56 Cal 2.93 -1.61 
6102.72 C al 1.88 -0.86 
À [A] El X loggf 
6134.59 Zrl 0.00 -1.28 
6140.54 Zrl 0.52 -1.41 
6143.25 Zrl 0.07 -1.10 
6192.95 Zrl 0.54 -2.07 
6762.40 Zrl 0.00 -1.18 
6100.12 Zrii 1.76 -1.50 
6106.56 Zrii 1.76 -1.50 
6419.94 Fel 4. 73 -0.25 
6421.35 Fel 2.28 -2.03 
6430.86 Fel 2.18 -2.01 
6469.21 Fel 4.83 -0.77 
6475.63 Fel 2.56 -2.94 
6481.88 Fel 2.28 -2.98 
6494.99 Fel 2.40 -1.27 
6533.93 Fel 4.56 -1.45 
6546.25 Fel 2. 75 -1.54 
6546.97 Fel 2.75 -1.54 
6556.81 Fel 4. 79 -l. 72 
6569.22 Fel 4. 73 -0.38 
6571.18 Fel 4.29 -2.95 
6574.25 Fel 0.99 -5.02 
6575.04 Fel 2.59 -2.71 
6581.21 Fel 1.48 -4.85 
6591.31 Fel 4.59 -2.00 
6593.87 Fel 2.43 -2.42 
6597.56 Fel 4.80 -1.06 
6608.04 Fel 2.28 -4.03 
6609.12 Fel 2.56 -2.69 
6627.54 Fel 4.55 -1.68 
6678.00 Fel 2.69 -1.42 
6703.58 Fel 2.76 -3.16 
6704.50 Fel 4.20 -2.59 
6705.11 Fel 4.61 -1.06 
6710.32 Fel 1.48 -4.88 
6713.77 Fel 4.80 -1.60 
6715.39 Fel 4.59 -1.54 
6716.25 Fel 4.56 -1.85 
6725.35 Fel 4.10 -2.30 
6726.67 Fel 4.59 -1.09 
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Table 3.1 cont. 
À [A] El x loggf À [A] El x loggf 
6122.23 C al 1.88 -0.39 6733.15 Fel 4.64 -1.58 
6161.30 C al 2.52 -1.29 6739.52 Fel 1.56 -4.80 
6166.44 C al 2.52 -1.16 6750.16 Fel 2.42 -2.59 
6169.04 C al 2.52 -0.80 6752.72 Fel 4.64 -1.26 
6169.56 C al 2.52 -0.53 6806.85 Fel 2.73 -3.20 
6455.61 C al 2.52 -1.42 6810.26 Fel 4.60 -1.11 
6493.79 C al 2.52 -0.32 6820.37 Fel 4.64 -1.31 
6499.65 C al 2.52 -0.81 6837.02 Fel 4.59 -1.80 
6508.84 C al 2.52 -2.41 6839.84 Fel 2.56 -3.38 
6043.40 Celi 1.21 -0.43 6841.34 Fel 4.61 -0.73 
6051.82 Celi 0.23 -2.50 6842.69 Fel 4.64 -1.22 
6117.00 Col 1.78 -2.49 6843.66 Fel 3.65 -0.86 
6189.00 Col 1.71 -2.45 6851.66 Fel 1.60 -5.25 
6282.60 Col 1.74 -2.17 6855.72 Fel 4.39 -1.75 
6678.85 Col 1.96 -2.68 6857.24 Fel 4.08 -2.16 
6330.10 Cri 0.94 -2.91 6858.15 Fel 4.61 -1.06 
6362.88 Cri 0.94 -2.70 5991.36 Fell 3.15 -3.557 
6645.13 Eull 1.38 0.20 6084.09 Fell 3.19 -3.808 
5806.72 Fel 4.61 -1.05 6149.24 Fell 3.88 -2.724 
5814.81 Fel 4.28 -1.97 6247.56 Fell 3.89 -2.329 
5835.10 Fel 4.26 -2.37 6416.92 Fell 3.89 -2.740 
5853.16 Fel 1.48 -5.13 6432.68 Fell 2.89 -3.708 
5855.09 Fel 4.60 -1.76 6456.39 Fell 3.90 -2.075 
5856.08 Fel 4.29 -1.64 6516.08 Fell 2.89 -3.450 
5858.78 Fel 4.22 -2.26 6320.43 L ali 0.17 -1.61 
5858.79 Fel 4.22 -2.20 6390.49 L ali 0.32 -1.39 
5859.60 Fel 4.55 -0.60 6774.27 L ali 0.13 -1.82 
5861.11 Fel 4.28 -2.45 6707.80 Li l 0.00 0.17 
5862.37 Fel 4.55 -0.39 6318.72 Mgl 5.11 -1.97 
5881.28 Fel 4.60 -1.84 6319.24 Mgl 5.11 -2.215 
5902.48 Fel 4.59 -1.81 6319.49 Mgl 5.11 -2.43 
5905.69 Fel 4.65 -0.73 6765.45 Mgl 5.75 -1.94 
5916.26 Fel 2.45 -2.99 6799.00 Mgl 5.75 -1.56 
5927.79 Fel 4.65 -1.09 6013.50 M n l 3.07 -0.25 
5927.80 Fel 4.65 -1.09 6021.80 M n l 3.07 0.04 
5929.67 Fel 4.55 -1.39 6154.23 N al 2.10 -1.53 
5930.19 Fel 4.65 -0.23 6160.75 N al 2.10 -1.23 
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Table 3.1 cont. 
À [A] El X loggf 
5934.67 Fei 3.93 -1.17 
5952.73 Fei 3.98 -1.44 
5956.71 Fei 0.86 -4.61 
5969.58 Fei 4.28 -2.73 
5983.69 Fei 4.55 -0.78 
5987.07 Fei 4.79 -0.15 
6003.02 Fei 3.88 -1.12 
6012.77 Fei 4.56 -4.2 
6024.05 Fei 4.55 -0.11 
6027.06 Fei 4.07 -1.09 
6054.08 Fei 4.37 -2.33 
6056.01 Fei 4. 73 -0.46 
6065.49 Fei 2.61 -1.53 
6078.50 Fei 4. 79 -0.40 
6079.00 Fei 4.65 -1.13 
6082.72 Fei 2.22 -3.57 
6093.67 Fei 4.60 -1.51 
6094.36 Fei 4.65 -1.94 
6096.66 Fei 3.98 -1.93 
6105.15 Fei 4.54 -2.07 
6120.24 Fei 0.91 -5.95 
6137.70 Fei 2.59 -1.40 
6151.62 Fei 2.18 -3.30 
6157.73 Fei 4.08 -1.25 
6159.38 Fei 4.61 -1.85 
6165.36 Fei 
6173.34 Fei 
6180.21 Fei 
6187.99 Fei 
6188.02 Fei 
6200.32 Fei 
6212.07 Fei 
6213.44 Fei 
6219.29 Fei 
6220.78 Fei 
6226.73 Fei 
6229.23 Fei 
4.14 -1.55 
2.22 -2.88 
2.73 -2.65 
3.94 -1.72 
3.94 -1.72 
2.61 -2.44 
4.37 -2.69 
2.22 -2.49 
2.20 -2.43 
3.88 -2.46 
3.88 -2.20 
2.84 -2.97 
El X loggf 
5846.99 Nii 1.68 -3.21 
6007.32 Nii 1.68 -3.34 
6111.07 Nii 4.09 -0.87 
6128.97 Nii 1.68 -3.33 
6175.37 Nii 4.09 -0.53 
6176.81 Nii 4.09 -0.53 
6327.60 Nii 1.68 -3.15 
6339.12 Nii 4.15 -0.55 
6350.50 Nii 4.16 -1.81 
6366.49 Nii 4.17 -0.95 
6482.80 Nii 1.94 -2.63 
6532.87 Nii 1.94 -3.39 
6586.32 Nii 1.95 -2.81 
6643.64 Nii 1.68 -2.30 
6767.77 N ii 1.83 -2.17 
6772.32 Nii 3.66 -0.99 
6210.67 Sci 0.00 -1.57 
6305.67 Sci 0.02 -1.24 
6245.62 Scii 1.51 -0.97 
6604.60 Scii 1.36 -1.31 
5948.55 Sii 5.08 -1.23 
6142.48 Sii 5.62 -1.51 
6145.08 Sii 5.62 -1.43 
6155.14 Sii 5.62 -0.80 
6237.33 Sii 5.61 -1.02 
6243.82 Sii 
6721.84 Sii 
5804.27 Tii 
5866.45 Tii 
5880.27 Tii 
5899.30 Tii 
5903.32 Tii 
5906.45 Tii 
5918.54 Tii 
5922.11 Tii 
5937.81 Tii 
5941.75 Tii 
5.61 -1.32 
5.86 -1.17 
3.34 0.71 
1.07 -0.84 
1.05 -2.05 
1.05 -1.15 
1.07 -2.15 
1.46 -1.61 
1.07 -1.47 
1.05 -1.47 
1.07 -1.89 
1.05 -1.52 
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Table 3.1 cont. 
-\[A] El x loggf -\[A] El x loggf 
6240.65 Fel 2.22 -3.21 5953.16 T il 1.89 -0.33 
6246.32 Fel 3.60 -0.96 5965.83 T il 1.88 -0.41 
6246.33 Fel 3.60 -0.88 5978.54 T il 1.87 -0.50 
6252.57 Fel 2.4 -1.69 6064.63 T il 1.05 -1.94 
6254.25 Fel 2.28 -2.44 6085.23 T il 1.05 -1.35 
6265.14 Fel 2.18 -2.53 6091.17 T il 2.27 -0.42 
6270.23 Fel 2.86 -2.61 6092.80 T il 1.89 -1.38 
6271.28 Fel 3.32 -2.81 6098.69 T il 3.06 -0.01 
6290.55 Fel 2.59 -4.34 6126.22 T il 1.07 -1.42 
6297.80 Fel 2.22 -2.74 6220.50 T il 2.68 -0.14 
6301.51 Fel 3.65 -0.60 6258.10 T il 1.44 -0.36 
6303.46 Fel 4.32 -2.67 6258.71 T il 1.44 -0.36 
6307.85 Fel 3.64 -3.27 6261.10 T il 1.43 -0.48 
6311.50 Fel 2.83 -3.22 6303.76 T il 1.44 -1.57 
6315.31 Fel 4.14 -1.23 6312.24 T il 1.46 -1.55 
6315.81 Fel 4.08 -1.71 6336.10 T il 1.44 -1.74 
6322.69 Fel 2.59 -2.43 6508.12 T il 1.43 -2.05 
6330.84 Fel 4.73 -1.74 6554.22 T il 1.44 -1.22 
6335.34 Fel 2.20 -2.18 6556.06 T il 1.46 -1.08 
6336.83 Fel 3.69 -1.05 6599.13 T il 0.90 -2.09 
6344.16 Fel 2.43 -2.92 6743.12 T il 0.90 -1.63 
6353.85 Fel 0.91 -6.36 6219.94 Till 2.06 -2.82 
6380.75 Fel 4.19 -1.38 6491.56 T ili 2.06 -l. 793 
6392.54 Fel 2.28 -4.03 6559.59 Till 2.05 -2.190 
6393.61 Fel 2.43 -1.58 6606.95 Ti l l 2.06 -2.790 
6408.03 Fel 3.69 -1.00 6680.13 Till 3.09 -1.86 
6411.11 Fel 4.73 -2.21 6717.79 Till 3.12 -1.80 
6114.85 Zrll 1.67 -1.40 6785.21 Ti l l 3.12 -1.71 
6411.66 Fel 3.65 -0.72 6062.90 Zrl 0.07 -2.18 
6127.48 Zrl 0.15 -1.06 6124.87 Zrl 0.52 -1.94 
Table 3.2: Result of the solar-spectrum analysis. Ali the lines 
shown here have been recognised on the solar-spectrum, success-
fully fitted with a gaussian, i.e. they are not blended or have pe-
culiar features, and they give as result reasonable values. 
À El EW [mA] El/H [El/H] 
6039.74 VI 11.21 3.83 -0.17 
6090.22 VI 32.61 3.88 -0.12 
6111.65 VI 11.41 3.89 -0.11 
6135.37 VI 8.21 3.76 -0.24 
6199.19 VI 14.62 3.83 -0.17 
6251.82 VI 14.52 3.84 -0.16 
6274.66 VI 8.52 3.92 -0.08 
6285.17 VI 9.12 3.80 -0.20 
6531.41 VI 6.21 3.87 -0.13 
6698.67 Ali 21.20 6.53 0.06 
5853.69 Bali 63.91 2.40 0.27 
5867.56 C al 24.00 6.32 -0.04 
6166.44 C al 67.30 6.35 -0.01 
6455.61 C al 54.60 6.36 0.00 
6493.79 C al 125.20 6.39 0.03 
6499.65 C al 84.80 6.31 -0.05 
6189.00 Col 10.61 5.04 0.12 
6282.60 Col 27.91 5.33 0.41 
6330.10 Cri 26.91 5.64 -0.03 
5855.09 Fel 20.90 7.62 0.14 
5856.08 Fel 32.80 7.51 0.03 
5858.78 Fel 12.10 7.47 -0.01 
5859.60 Fel 74.50 7.53 0.05 
5861.11 Fel 7.80 7.49 0.01 
5862.37 Fel 87.70 7.53 0.05 
5905.69 Fel 58.30 7.45 -0.03 
5916.26 Fel 54.11 7.54 0.06 
5927.79 Fel 41.40 7.48 0.00 
5929.67 Fel 37.00 7.59 0.11 
5934.67 Fel 72.10 7.52 0.04 
5956.71 Fel 51.92 7.52 0.04 
5983.69 Fel 67.30 7.58 0.10 
6003.02 Fel 86.10 7.68 0.20 
6024.05 Fel 110.70 7.56 0.08 
6027.06 Fel 62.30 7.37 -0.11 
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Table 3.2 cont. 
À El EW[mA] El/H [El/H] 
6065.49 Fel 117.71 7.47 -0.01 
6096.66 Fel 37.10 7.59 0.11 
6105.15 Fel 11.20 7.54 0.06 
6151.62 Fel 49.11 7.46 -0.02 
6157.73 Fel 62.30 7.53 0.05 
6159.38 Fel 13.50 7.48 0.00 
6165.36 Fel 42.80 7.49 0.01 
6173.34 Fel 69.31 7.53 0.05 
6187.99 Fel 46.00 7.53 0.05 
6213.44 Fel 83.91 7.46 -0.02 
6220.78 Fel 17.20 7.52 0.04 
6226.73 Fel 28.90 7.57 0.09 
6229.23 Fel 39.71 7.57 0.09 
6240.65 Fel 48.41 7.39 -0.09 
6246.32 Fel 117.30 7.73 0.25 
6252.57 Fel 119.41 7.45 -0.03 
6265.14 Fel 86.71 7.51 0.03 
6270.23 Fel 54.31 7.55 0.07 
6322.69 Fel 73.91 7.53 0.05 
6336.83 Fel 107.00 7.76 0.28 
6344.16 Fel 58.21 7.52 0.04 
6411.66 Fel 129.70 7.66 0.18 
6430.86 Fel 111.91 7.44 -0.04 
6469.21 Fel 61.10 7.69 0.21 
6481.88 Fel 63.71 7.54 0.06 
6546.25 Fel 105.11 7.37 -0.11 
6593.87 Fel 85.71 7.60 0.12 
6597.56 Fel 43.70 7.62 0.14 
6608.04 Fel 17.11 7.50 0.02 
6609.12 Fel 68.41 7.62 0.14 
6627.54 Fel 29.50 7.70 0.22 
6678.00 Fel 129.41 7.53 0.05 
6703.58 Fel 37.01 7.60 0.12 
6704.50 Fel 6.30 7.43 -0.05 
6705.11 Fel 47.30 7.51 0.03 
5991.36 Feii 29.92 7.49 0.01 
6084.09 Feii 21.52 7.54 0.06 
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Table 3.2 cont. 
À El EW[mA] El/H [El/H] 
6149.24 Feii 36.01 7.51 0.03 
6416.92 Feii 39.81 7.63 0.15 
6432.68 Feii 41.32 7.66 0.18 
6456.39 Feii 61.01 7.48 0.00 
6013.50 Mni 87.90 5.77 0.32 
6021.80 Mni 96.10 5.63 0.18 
6154.23 N ai 36.00 6.24 -0.09 
6160.75 N ai 53.50 6.24 -0.09 
6007.32 N ii 26.21 6.24 -0.01 
6111.07 N ii 33.30 6.28 0.03 
6128.97 N ii 27.61 6.26 0.01 
6175.37 N ii 51.30 6.33 0.08 
6327.60 N ii 38.21 6.31 0.06 
6366.49 N ii 30.10 6.35 0.10 
6532.87 N ii 15.61 6.22 -0.03 
6604.60 Scii 37.22 3.32 0.22 
5948.55 Sii 83.99 7.64 0.09 
6155.14 Sii 83.89 7.60 0.05 
5866.45 T ii 47.91 4.98 -0.04 
5922.11 T ii 19.11 4.93 -0.09 
5978.54 T ii 23.31 4.88 -0.14 
6258.10 T ii 49.91 4.89 -0.13 
6261.10 T ii 50.51 5.02 0.00 
6491.56 Tiii 42.92 5.01 -0.01 
6680.13 T iii 8.91 5.06 0.04 
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El [El/H] Number (}" 
of lines 
VI -0.153 9 0.048 
Ali 0.06 l 
Bali 0.27 l 
C ai -0.014 5 0.032 
Coi 0.265 2 
Cri -0.030 l 
Fei 0.058 51 0.085 
Feii 0.072 6 0.076 
Mni 0.250 2 
N ai -0.090 2 
N ii -0.029 7 0.05 
Scii 0.220 l 
Sii 0.070 2 
T ii -0.080 5 0.05 
Tiii 0.015 2 
Table 3.3: Table of the computed solar abundances. The values are given differ-
entially with respect to those published by Grevesse and Sauval (2000). Fei and 
Feii abundances differ for only 0.014 dex. The ionisation equilibrium is successfully 
achieved. 
Chemical analysis 
After the spectral analysis is performed we have a list of lines with measured equiv-
alent width and for which the atomic transition has been identified. The next step 
is to obtain metallicities from these data. 
The code calculates the abundances by means of OSMARCS LTE model atmo-
sphere Edvardsson et al. (1993). Temperature, gravity and microturbolence velocity 
have to be input to the program. This is made in an automatic way for a broad 
grid of values chosen on a photometric basis. Those that best reproduce excitation 
and ionisation equilibria are selected and used, namely when no significative trend 
of the computed abundances is seen, neither versus the excitation potential of the 
line nor versus its equivalent width, and for which the abundances obtained with 
lines of different ionisation stages of the same species give equal results within the 
errors. The steps of the grid values are 50 K for the temperature and 0.1 for log G 
an d ç. This check is made with iron lines, we ha ve in fact a t least thirty Fe I lines 
in each star, and six Fe II lines. The result is quite satisfactory, as can be seen in 
Figure 3.5. 
Once the stellar parameters are determined from Fe and Fe II lines, they are 
given in input to the code to measure abundances for all the lines. 
All the necessary steps are run first for the sun, whose measurements are taken 
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Figure 3. 5: Check of the parameters of the m o del atmosphere used. O n the left si de data about 
the sun are shown, on the right those concerning KW 100 in Praesepe, taken as examples of stellar 
analysis. The input parameters used for the sun are the well known solar data, truncated according 
to the precision adopted: Tef 1 = 5800 K an d log G = 4.4. Only the microturbolence is left as 
a free parameter, and chosen in order to obtain the flattest trends and the minimum difference 
between Fe I and Fe II measurements, the choice being ç = 1.1 km sec- 1 . In each side we show 
four plots: abundance vs. equivalent width and abundance vs. excitation potential, either for the 
Fe I ( on the top) or for the Fe II lines. In the plot o n the bottom panels, the difference between 
the abundances obtained from Fe I and Fe II lines is also shown. 
as reference values for all the others. Then for all the other stars. 
H ere follows a description of how we calculated photometric temperatures, which 
are necessary to chose the values to be set in the grid of input guesses for the code. 
We used V magnitudes from the same sources used in the study on the age-activity-
relationship ( see Sectiondata), J ,H and K magnitude from the 2 MASS catalogue 3 , 
Carpenter (2001) to transform the 2 MASS photometry into ESO's one, and then 
Alonso et al (1994) to transform ESO photometry into TCS photometry (that of 
the 1.54-meter Carlos Sanchez Telescope, Observatorio de Teide, Tenerife). Thus 
we obtained V - K colours, that had to be corrected for extinction. We used 
EB-V excesses, again from the same sources used in Section 2.4.3 and from Anthony 
Twarog & Twarog (2004) for NGC 3680 and then we transformed these values into 
Ev -K by means of the relationship in Rieke & Lebofsky (1985). From corrected 
V- Ks, we calculated effective temperatures following Alonso et al (1996). 
3http:/ /pegasus.phast.umass.edu/ 
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As the temperature of our stars does not differ greatly from that of the Sun, 
and they are all dwarfs, we expect them to have very similar gravities. However we 
wanted to check this and we have computed log G using solar metallicity isochrones. 
Girardi et al. (2000) provides a table, in which the following quantities relative to 
the modelled star are shown: age, initial and current masses, luminosity, effective 
temperature, gravity and the inferred photometric parameters. For several values 
of the initial mass, the evolution of the star parameters is followed. For every given 
star of our sample we have searched in the table for the set of parameters, namely 
the row of the table, for which the temperature was closer to the stellar one, the 
mass about solar at the age of the age cluster (for the references for the latter value, 
see once again Section 2.4.3). In other words we have looked at non-evolved model, 
i.e. a set of parameters, with the stellar temperature and age as dose as possible 
to that of the analysed star. The value of log G is taken from the set of parameters 
found. We have clone this assuming for the stellar effective temperature both the 
photometric and the spectroscopic one, obtaining log G1 and log G2 respectively. 
The range of results, as expected, is very narrow, an d as we need only a two-digit 
precision the values can only be either 4.4 or 4.5 (see Table 3.3.3). 
3.3.3 The results 
Our results are summarised in Table 3.3.3. 
When there are more t han two lines, the standard deviations of the measurements 
for a given element made on the different lines ( O"Ez) are indicated, and their values 
are shown in the column to the right of that of the mean values. When only two 
lines are present, we show in that column the difference between the two values. 
Also the standard deviations of the stellar abundances within a given cluster are 
indicated. For NGC 3680, which has only two stars of our sample, the difference 
between the values in such stars is taken as an indicator of the random errors. The 
values are written in the same columns as O"Ez, in the header row of each cluster. 
We call these quantities O"Cluster-El· We discuss the results for the sun and then 
cluster by cluster. 
The sun 
In the first two rows we find the solar measurements, i.e. the reference values. In 
the first row there are our measurements, in the second one there are the data 
from Grevesse & Sauval (2000), used by us as reference values. For the Iron the 
agreement is within l O"Fe· Nevertheless the difference between the two values is 
significant: 0.06 dex. The agreement is very good for calcium, titanium and nickel: 
the difference between the measurement in Grevesse & Sauval (2000) and ours is 
less than 0.03 dex, and is acceptable for sodium and manganese, considering that 
we have only two lines for these elements. 
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We shall consider the difference as a zero-point correction. All the stellar mea-
surements of [El/H], i. e. the abundance values considered differentially with respect 
to the sun, will be computed using our salar values, in arder to compensate the 
errors in the log gf values. 
NGC 3680 
We have two stars in NGC 3680, and they give results in fair, good or excellent 
agreement for every element but Sodium. The discrepancy for the latter is quite 
large, 0.2 dex, and it is probably due to AHTC 1009, whose lines give abundances 
that differ by 0.19 dex between each other. The mean value shown on the table 
is that of Eggen 70, ·even though it has to be considered with some caution. The 
similarity in the two results for iron ( -0.056 and -0.063 dex) and nickel ( -0.059 and 
-0.061 dex), i.e. the elements for which more transitions are detected, is remarkable. 
IC 4651 
In this cluster the star Eggen 45 turns out to have a suspicious discrepancy between 
photometric and spectroscopic temperature, as discussed in Section 3.3.4. For this 
reason we computed the mean cluster values both taking and not taking into account 
Eggen 45, even though the differences between the two computations are not really 
significative. The highest abundance-measurement dispersion is that of manganese 
(aiC4651-Mn= 0.11 dex). All the other values of aiC4651-El are within 0.06 dex. 
Particularly good is the agreement between the sodium abundance measurements 
(aiC4651-Na = 0.02 dex). But we have to notice that the difference between the 
sodium-abundance measurements resulting from each of the two recognised lines, 
i.e. aNa, is as high as 0.1 and 0.16 dex in AMC 2207 and AMC 4226 respectively. 
Therefore the extremely low value of aiC4651-Na may overestimate the precision of 
the result. 
Praesepe 
The results about Praesepe are characterised by the very high metal content obtained 
([Fe/H]=0.22 dex) and by the good agreement between photometric and spectro-
scopic data (see Section 3.3.4). The values of aPraesepe-El are within 0.08 dex. Only 
for manganese, again, the dispersion is somewhat higher (aPraesepe-Mn=O.ll). KW 
49 is the only star which is often about 2 aPraesepe-El lower than the mean clus-
ter value (all the other measurements are mostly within l a, always within 1.5 a). 
Anyway, the sodium value is the only one with doubtful validity, as the abundances 
inferred from the two lines differ by 0.36 dex. It is worth noting that far KW 49 we 
had to take a very high value for ç, namely 1.4 km/ sec. 
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M 67 
Also in this cluster there is a star whose photometric temperature departs signif-
icantly from the spectroscopic value. As for Eggen 45 in IC 4651, the results are 
given either taking or not taking it into account, and more will be said below, in 
Section 3.3.4. 
The cluster abundances are slightly subsolar, but the difference with the solar 
value is less than the errors. 
Apart from Sanders 1012, there are four other measurements that cannot be con-
sidered to be as reliable as the others, namely the sodium abundance of Sanders 1287 
and the manganese abundances of Sanders 1092, Sanders 1255 and again Sanders 
1287. We must remember that both sodium and manganese have only two recog-
nised lines. In the four aforementioned cases, the abundances calculated with the 
two lines differ between each other several times more than in the other stars, there-
fore only the most reliable results are taken. The mean abundances for these less 
reliable measurements differ in fact significantly from the others. All of the others 
measurements are always within l. 7 a M67 _El· 
Errors 
Possible sources of systematic errors are wrong estimations of log g f values and 
failures of the model atmosphere. The sample is chosen, as already underlined, in 
order to minimise these effects, that should at least partly compensate for in the 
differential analysis with the sun. W e ha ve t o notice anyway, t ha t errors o n log g f 
could be of the order of a few tens percent, an d in these cases the abundance inferred 
from the transition is spurious ( unless the equivalent width of the line is the same 
in the star and in the sun, thus leading to the correct deduction that: [El/H]=O, 
where El is the element responsible of the transition). Estimations of abundances 
of elements for which many transitions are detected, in our case iron and nickel, 
are reliable and quite dependable. When only few lines are available, some caution 
has to be exercised. That is one important reason, among many others, why open 
clusters are the perfect tool to measure metallicities: their stars are supposed to 
have the same chemical content, therefore metallicity measurements in different stars 
belonging to the same cluster are independent measurements of the same quantity, 
i.e. the metallicity of the cluster. 
Evaluations of the stellar parameters (Tef f, log G and ç) could also present some 
systematic bias, but these estimations prove to be quite robust if we look at the 
solar values. In the left panel of Figure 3.5 the linear fit of the diagrams abundance 
vs. equivalent width and abundance vs. excitation potential is shown. Only one 
parameter out of three is left free, namely the microturbolence velocity. The other 
two parameters are well known in the sun by means of independent methods. As 
can be seen the slope of both of the fits is quitey fìat, considering the spread of 
the data points about it, and the agreement between Fe I and Fell abundances 
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is reasonably good, thus suggesting that the method of imposing excitation and 
ionisation equilibria gives accurate results. 
N evertheless, random errors coming from the uncertainties the steliar parameters 
can be weli evaluated, as we have recorded iron abundance measurements forali the 
values of the parameters included in the grid of guesses given in input to the code. 
The goodness of the set of parameters has been quantified by means of a parameter, 
that we cali "Q", computed as the sum of the absolute value of three terms: 
the slope of the fit of the diagram iron abundance vs. excitation potential, times 
the range in values of the excitation potential; 
the slope of the fit of the diagram iron abundance vs. equivalent width, times 
the range in values of the equivalent width; 
· the difference between iron abundances calculated by means of Fe I and Feii lines 
respectively. 
For each metallicity measurement made for any given choice of stellar parameters 
(i. e. for any combination of values of Tef 1, log G and ç of the grid of guesses 
automatically given in input to the code) a value of Q is calculated, also for the wrong 
choices of parameters. This allows us to estimate the error due to the uncertainty 
in the parameters. We notice that Q is expressed in dex, as the abundances. It 
is in fact meant to be an evaluation of the maximum error of the iron abundance 
measurement. In other words: we have calculated how wrong we are when we 
measure the metallicity with the wrong parameters. Let us consider the ensemble 
of a set of parameters for which Q < 1.5CTFe (the quantity CTFe is defined at the 
beginning of this Section). The set of parameters belonging t o this ensemble are ali 
those that could reasonably be chosen. Therefore the peak to peak spread of the 
iron abundances calculated by choosing one of these sets of parameters has to be 
considered the maximum error arising from the error in the stellar parameters. We 
find that this error is in most of the cases not larger than 0.06 dex, and never larger 
t han O .l de x. 
We decided to use this empirica! approach in evaluating the errors because the 
parameters are not independent of o ne another, but their mutuai relationship cannot 
be easily expressed in analytical form. A formai error treatment would be either 
non correct or too complex, and in any case our numerica! value of 0.06 dex for the 
maximum error can be trusted. 
Comparison with published data 
Anthony Twarog & Twarog (2004) found for NGC 3680 [Fe/H]=-0.14±0.03, thus 
corroborating the result found by Pasquini et al. (2001): [Fe/H]=-0.17±0.12. The 
former analysis is based o n CCD photometry o n the intermedia te-band uvbyCaH;3, 
the latter o n high dispersion UVES spectra of single giants (a subsample of the 
stars therein studied to follow the lithium evolution along the colour-magnitude 
diagram). 
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Friel et al. (2002) published radial velocities and metallicities for a sample of 39 
clusters older than the Hyades. They used spectra at a resolution of 4 A FWHM. 
We have two clusters included in their target list: M 67 and NGC 3680, for which 
they give [Fe/H]=-0.15 and -0.19 dex respectively, with a standard error of 0.05 dex 
for both. They had 25 stars in M67 and 7 in NGC 3680. In both cases the difference 
between the clusters is within lO", NGC 3680 being more metal poor. 
We can conclude that the value given in ?), namely[Fe/H]=+O.ll, based on 
uvby/3 photometry, has been ruled out. 
Our metallicity for NGC 3680 is about rvO.l dex above that given in the recent 
works, though still subsolar: -0.06 dex. In the case of M 67, as we will soon see, 
other results in the literature are closer to our value than to that of Friel et al. 
(2002), contrary to what we have just said about NGC 3680. 
Also for IC 4651 several published metallicities are available. 
Pasquini et al. (2004) also based their findings on UVES spectra. They ob-
served twenty stars, including both dwarfs and giants. A particular effort was made 
to sample the region around the turn off. They measured an iron abundance of 
[Fe/H]=0.10±0.03, in excellent agreement with ours. They have measured abun-
dances of all the elements as us except for manganese. The results they obtain 
for main sequence stars are: [Ca/H]=0.15, [Ti/H]=0.19, [Ni/H]=0.12, [Na/H]=0.02. 
The difference with our measurements are of: 0.05, 0.07, 0.02 and -0.05 dex respec-
tively. The agreement is fair. 
Another very recent study on IC 4651 has been clone by Carretta et al. (2004). 
They observed 4 clump stars (i. e. stars t ha t are burning helium in their core) 
with the high-resolution spectrograph FEROS at the focus of the ESO 1.5-meter 
telescope, and they found [Fe/H]=O.ll±O.Ol. Also in this case the agreement is very 
go od. 
Meibom et al. (2002) also found that [Fe/H] 0.1 dex. Their result is based on 
uv by j3 photometry. 
Tautvai§iene et al. (2000) have obtained for M 67 [Fe/H]=-0.03±0.03 by analysing 
evolved stars, among which also helium core-burning stars of the clump. Hobbs & 
Thorburn (1991) found [Fe/H]=-0.04±0.12. A very similar value, i.e. [Fe/H]=-0.05, 
has been found using calibrations of the ultraviolet excess at (B - V)o=0.06 as a 
function of [Fe/H] (Montgomery et al., 1993). Friel & Boesgaard (1992) collected 
spectra at a resolution of 0.25 A for three M 67 dwarf stars, with [Fe/H] values of 
-0.07, 0.05 and 0.03. These results all agree at least reasonably with our -0.02. 
Previous studies of PRAESEPE's metallicity give metallicities either barely 
supersolar or sensibly supersolar. Our result belongs to the latter group. Boesgaard 
& Budge (1988) used high resolution spectra (0.1-0.2 A) of five F dwarfs and one 
spectroscopic binary taken at the Palomar 5-meter Hale telescope, and they ob-
tain +0.13±0.07. Boesgaard (1989) reanalysed three of the five Praesepe F dwarfs 
spectra presented in Boesgaard & Budge (1988), selecting those with low rotational 
velocities and well determined temperatures. They found [Fe/H] values of: 0.033, 
0.106 and 0.147, thus leading to a reviewed mean cluster metallicity of 0.092±0.067. 
Friel & Boesgaard (1992) also measured Praesepe's mean metallicity. Their result 
is [Fe/H]=0.038±0.039. They had two stars in common with Boesgaard (1989), for 
which the result agreed very well (0.033 and 0.016 dex of difference in the mea-
surements). The disagreement with our "0.22" is quite apparent in this case. On 
the contrary, the analysis of 3 A-type stars in Praesepe by means of spectra at a 
resolution of R=34000 led to the values for [Fe/H] of: -0.05, 0.27, 0.19 (Hui-Bon-
Hoa & Alecian, 1998). Also metallicities obtained with narrow-band photometry by 
Mare Pinsonneault (private communication) favour the "sensibly-supersolar" value 
for Praesepe. 
As the measurements we have just shown come from the spectra, the most 
convincing evidence that Praesepe is really significantly supersolar are the spec-
tra themselves. In Figure 3.6 we compare a narrow portion of spectrum of KW 
368 in Praesepe with Sanders 746 in M 67 (left Panel) and with AMC 4226 in IC 
4651. The stars all have very similar temperatures (5700 or 5800 K) and photomet-
ric and spectroscopic temperatures are always in an agreement better than 100K. 
The difference in metal content between the star in M 67 and that in Praesepe is 
already apparent at first glance. The other two stars have much closer metallicity 
measurements, KW 368 being 0.03 dex more iron rich. In spite of that we can see 
that the amount of photons subtracted from the iron lines from the continuum is 
larger in KW 368 for a quantity that cannot be attributed to measurement errors 
in the equivalent width. Possibly more convincing is the fact that every ~ingle iron 
line recognised both in KW 368 and in AMC 4226 has an equivalent width larger 
in Praesepe star. 
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Figure 3.6: Comparison between spectra of stars with different abundances. KW 368 in Praesepe 
is the most metal-rich star. In the left panel its spectrum is compared with that of the subsolar 
Sanders 746 in M67, and in the right panel with AMC 4226 in IC 4651, whose metallicity is only 
slightly lower than that of KW 368. It can be seen that iron lines in KW 368 and AMC 4226 
have more or less the same depth, but KW 368 has more broadened lines. Anyway the comparison 
is more convincing if we notice that all of the iron lines recognised in both stars have equivalent 
width larger in KW 368. The difference of 0.028 between the two stars is real. 
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Table 3.4: Table of the computed abundances: Fe, Ca, Ti, Ni, Na and Mn. All from the neutral-element lines. Beside the mean abundances, their standard deviations 
are indicated. In the first two rows our salar abundance is compared with that of Grevesse and Sauval (2000). In the header of each cluster the standard deviation refers 
to the different stellar values within the cluster, in the other rows the standard deviations refer to the measurements made on the different lines. When only two lines are 
identified far a given element, the difference, rather than the standard deviation, is shown. Similarly the standard deviation of NGC 3680 is actually the difference between 
the abundances of the two members. M 67 and IC 4651 abundances are computed both including and non including Sanders 1012 and Eggen 45 respectively, which have a 
suspicious discrepancy between photometric and spectroscopic temperatures. The values flagged with an asterisk need further explanation: The sodium abundance in KW 
49 is not reliable, as the values from the two lines differ far 0.36 dex, therefore it not used to compute the mean cluster sodium abundance. Far the same reason we discarded 
the sodium and manganese abundances of Sanders 1287, and the manganese abundances of Sanders 1255 and Sanders 1092. 
00 
00 
STAR PHOTOMETRY COMPUTED SPECTROSCOPIC 
2MASS Johnson VALUES VALUES 
J H Ks v Teff logG1 logG2 Teff logG ç 
NGC 3680 
AHTC 1009 13.094 12.813 12.730 14.290 5912 4.4 4.4 5950 4.3 1.1 
Eggen 70 13.471 13.157 13.088 14.589 6006 4.4 4.3 6250 4.5 1.3 
re 4651 
AMC 1109 13.153 12.805 12.773 14.534 5711 4.5 4.4 6000 4.4 1.1 
AMC 2207 13.210 12.931 12.831 14.527 5810 4.5 4.4 6100 4.4 l. O 
AMC 4220 13.551 13.215 13.088 14.955 5582 4.5 4.5 5800 4.4 0.8 
AMC 4226 13.303 12.966 12.909 14.645 5747 4.5 4.5 5800 4.3 0.8 
Eggen 45 12.961 12.657 12.617 14.27 5881 4.5 4.3 6300 4.5 1.5 
PRAESEPE 
KW49 9.591 9.330 9.276 10.65 6045 4.4 4.4 6150 4.5 1.4 
KW 100 9.463 9.242 9.182 10.57 6025 4.4 4.4 6150 4.5 1.1 
KW 326 10.091 9.784 9.706 11.20 5846 4.5 4.5 5700 4.5 0.9 
KW368 10.183 9.825 9.753 11.30 5760 4.5 4.5 5700 4.5 1.2 
KW392 9.659 9.396 9.329 10.78 5918 4.4 4.4 6150 4.4 1.3 
KW 418 9.463 9.227 9.142 10.51 6054 4.4 4.4 6250 4.5 1.2 
M 67 
Sand 746 13.058 12.746 12.628 14.380 5603 4.5 4.4 5700 4.5 0.7 
Sand 1012 13.054 12.695 12.594 14.516 5389 4.5 4.4 5850 4.5 LO 
Sand 1048 13.189 12.856 12.804 14.411 5792 4.4 4.3 5950 4.5 LO 
Sand 1092 13.189 12.856 12.804 13.308 5973 4.4 4.3 6050 4.2 1.1 
Sand 1255 13.216 12.921 12.844 14.486 5739 4.4 4.4 5850 4.4 1.1 
Sand 1283 12.926 12.630 12.599 14.115 5942 4.4 4.3 6050 4.5 l. O 
Sand 1287 12.835 12.503 12.442 14.030 5821 4.4 4.3 6050 4.3 l. O 
Table 3.5: Comparison between spectroscopic values and computed values, i.e. photometric 
tempera tures, gravities computed assuming either photometric tempera tures (log G1, in the seventh 
Column) or spectroscopic ones (log G2, in the eighth Column). The infrared colours are taken from 
the 2MASS catalogue. The Johnson V magnitudes as in Chapter 2. 
3.3.4 Comparison between photometric and spectroscopic 
temperatures 
In Table 3.3.3 we show the photometry, the parameters calculated on its basis and 
those calculated on spectroscopic basis. The mean Tspect- Tphot values are 141, 254, 
75 and 169 K for NGe 3680, re 4651, Praesepe and M 67 respectively. Only in 
Praesepe the photometric temperature is not always lower than the spectroscopic 
one, i.e. Tspect - Tphot is not always positive. There are four gross mismatches, i.e. 
disagreements greater than 250 K, three in re 4651 and one in M 67. The metallicity 
found for the discrepant star in M 67 , namely Sanders 1012, is the lowest in the 
cluster. In spite of this there is no way to achieve the excitation and ionisation 
equilibria assuming for Sanders 1012 sensibly lower temperatures. The nature of 
this star has to be further investigated by means of additional observation, as it 
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may be a binary star. However, i t is very likely that its measured metalli city is 
not representative of the cluster's value. When discarding its value the agreement 
between spectroscopic and photometric temperatures becomes good: 110 K of mean 
difference. We have to notice that a discrepancy of the order of hundreds of Kelvin 
is usually obtained in literature, and that the step in temperature between the input 
values of the grid is of 50 K. 
A good agreement between photometric and spectroscopic temperatures is found 
in the two clusters with the best photometry, i.e. Praesepe and M 67. Furthermore, 
the weakest bias towards cooler photometric temperatures is that of Praesepe, which 
has a very low extinction. This suggests either that the transformation of EB-v 
in t o E v_ K leads t o an d underestimation of the second quantity or t ha t the colour 
excesses of IC 4651, NGC 3680 and M 67 are overestimated. In fact, if we used, 
for instance, the EB-v value of Nissen (1988) for NGC 3680 (0.46 mag) instead of 
Anthony Twarog & Twarog (2004), according to whom EB-V = 0.6, the photomet-
ric temperatures would be 50 K lower than those in Table 3.3.3. The accuracy in 
choosing the spectroscopic parameters is out of the question, as witnessed by the 
examples in figure 3.5 (which do not constitute an exception). Furthermore there 
is no correlation between Tspect - Tphot and spectroscopic temperature far from the 
photometric one does not necessarily lead to wrong metallicity measurements, the 
case of Sanders 1012 is just an exception, possibly due to the fact that this star is 
a non-recognised binary. 
An important source of error could also reside in the colour-colour calibrations, 
in the colour-temperature one and in the reddening estimation. 
The only case other than Sanders 1012 in which these errors cannot explain the 
mismatch between photometric and spectroscopic derivation is Eggen 45 in IC 4651, 
even though also in this case an underestimation of the reddening could explain part 
of the 420 K of difference, as the other stars also have photometric temperatures 
sensibly lower than the spectroscopic ones. In Table 3.3.3 the mean clusters values 
of M 67 and IC 4651 are given both with and without taking into account Sanders 
7 46 and Eggen 45 respectively. 
3.4 Metallicity gradient with Open Clusters 
The last decade has seen significant progress in our understanding of the chemical 
evolution of the Galaxy, both on the theoretical side, with new models that assume 
two main infall episodes for the formation of the halo-thick disk and thin disk 
respectively (Chiappini et al., 1997), and on the observational side, thanks to the 
performances achieved by the new-generation telescopes (VLT and Keck) and to the 
possibility of the multi-object spectroscopy (see e.g. Carretta et al., 2004; Pasquini 
et al., 2004, for some most recent and important observational achievements). 
T h ere are, however, several issues t ha t still need t o be better understood. O ne of 
the important longstanding questions concerns the evolution of the chemical abun-
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dance gradient in the Galactic disk. HII regions and B stars can certainly provide 
important information about the chemical content of the Galactic disk, but they can 
only trace the recent history, as they are very young objects. In addition they are 
rare. On the contrary Galactic open clusters probably represent the best tool for 
understanding whether and how the gradient slope changes with time, as they have 
formed at all epochs. Their distances are more accurate and less subject to observa-
tional biases with respect to any other object. Furthermore they provide a sample 
of coeval stars that formed from the same material, which means, in particular for 
main-sequence stars, that they have the same atmospheric chemical composition. 
As a result, a metallicity determination for an open cluster can be made through 
several stellar spectra. By looking at our data in Table 3.3.3 we can figure out how 
important it could be: if we relied only on Sanders 1012 for our metallicity mea-
surement of M 67, or on KW 49 for that of Praesepe, or on Eggen 45 for IC 4651, 
we would find a result about 0.1 dex lower. Open clusters are therefore preferable 
to measure the metallicity gradient of the Galactic disk. Of course a large sample 
is required, spanning as broad a range of Galactocentric distances as possible. 
Such a sample can only be collected with a multi-object facilities like FLAMES 
at the VLT, as the project would otherwise be too much time consuming. The 
multi-object facility can only provide lower-resolution spectra so that a subsample 
of high-resolution spectra, like the one here presented, could provide calibration 
metallicities for the larger sample. 
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Chapter 4 
Co nel usions 
The work presented here has been undertaken to obtain a high-quality set of mea-
surements intended to eventually serve as observational guidelines for the Galactic-
disk chemical-enrichment models. It has t o be stressed, however, t ha t for this 
purpose the data so far collected and analysed represent only the very first steps. 
Age is a fundamental parameter for our objective, and chrornospheric activity was 
thought to be its most promising tracer. The interest in chromospheric activity has 
led us to the study of the Wilson-Bappu effect, which is not so obviously connected 
to the final goal of this thesis. It provides indeed a very robust tool to determine the 
distance to stars in clusters and associations, so that it could be used in principle 
to measure Galactocentric distances of open clusters, which we need to measure 
the metallicity gradient of the Galactic disk. In order to do so, we would need 
anyway extinction determinations, only possible when good photometric studies are 
available for a given cluster. But photometric studies also provide good distance 
estimations, thus making the application of the Wilson-Bappu effect redundant. 
The Wilson-Bappu effect could be, however, a very useful tool to determine the 
distance to the Large Magellanic Cloud (LMC), as generally discussed below. 
The results of the measurements that we ha ve shown in the previous chapters are 
only part of the data set that we pian to draw up, but they provide the calibration 
tools necessary to complete the project. Our purpose was to eventually collect two 
kinds of data: metallicity an d ( chromospheric ages) of nearby stars and metallicity 
fora very large sample of open clusters. While for the latter purpose the first steps 
are done, i. e. we already performed metallicity measurements on a high-quality data 
set that will be used as calibration for a larger sample taken at a lower resolution, 
and we only need to collect further data, the former task is slightly more problematic, 
as the results we found about the evolution of chromospheric activity show that it 
can only be used as age indicator up to rv 1.5 Gyr, as explained in Section 4.0.2. 
The work is subdivided into three parts, aimed at measuring three fundamental 
stellar parameters: distance, age and metallicity. In the following Sections I will 
summarise, for each project, the results obtained and their possible application, 
also focusing on what stili remains to be clone. 
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4.0.1 Distance: the Wilson-Bappu effect 
The tool developed to determine the distance is the Wilson--Bappu effect, that relates 
Wo, the width of the emission core of the Ca II K line, to the absolute visual 
magnitude of the star. We calibrateci the Wilson-Bappu relationship by observing 
119 stars in the solar neighbourhood, obtaining 
M v = 33.2 - 18.0 · log Wo 
If on the one hand Wallerstein et al. (1999) had already achieved very good accu-
racy by exploiting the sample of spectra collected during the very extensive Mount 
Wilson survey, on the other hand those spectra were acquired with photographic 
plates, t ha t are non linear, much less sensi t i ve t han electronic devises and therefore 
no longer used nowadays for astronomica! purposes. As our goal is to collect spectra 
of distant stars in clusters and associations and apply the WBR to evaluate their 
Mv, these spectra have to be similar to those used to calibrate the WBR, and the 
way Wo is measured has to be the same. That is the grounds fora new effort. The 
comparison of our measurements with those used by Wallerstein et al. (1999) for 
the stars we have in common proves, in fact, that, although the relation between 
the two width measurements is quite linear, there is an offset between the two sets 
of values. 
In addition to the analytical result, we have drawn four important conclusions: 
the WBR is confirmed to be valid fora huge range of absolute magnitudes; 
it is free of metallicity effects at least for [Fe/H] > -0.6, and for giant stars the 
existence itself of such an effect could not be detected; 
· the standard deviation around the relationship is as large as awBR =0.6 mag, 
so that the WBR cannot be applied to obtain accurate distance to single 
stars; it becomes, nevertheless, a precious tool when dealing with groups and 
associations of stars, for which several (let us say n) distance measurements 
can be done, since the error will be in this case 0.6/ fo; 
when used to obtain the distance to M 67 and to NGC 2808, the WBR gives results 
in good agreement with other independent evaluations, the employment of the 
WBR to measure the distance to the LMC is therefore a good opportunity 
(we recall that the metallicity of the young population of the LMC is [Fe/HJ~ 
-0.3). 
An opportunity: the distance to the LMC with the WBR 
The extragalactic distance scale is one of the key problems in modern astronomy, 
and the distance to the LMC is the primary stage of its determination: the Cepheid 
extragalactic distance scale is ti ed t o the LM C distance, any error in the determina-
tion of the distance t o the LM C propagates directly t o the cosmologica! distances. 
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It is well known how many studies have been undertaken in order to deter-
mine this fundamental quantity and how controversia! the results are. Sometimes 
even the very same methods lead to different conclusions, depending on the author. 
The estima t es of the distance t o the LM C c an be divi d ed in t o two main groups: 
the short distance scale, (m-M)~MC rv18.2-18.3, and the long distance scale, (m-
M)~MC "'18.5-18. 7. Among the large amount of literature on the topic, I will just 
mention, for the former group of evaluations, Maloney et al. (2001), who used the 
eclipsing binaries in the LMC, and for the latter Panagia (1998), who studied the 
light echoes of the supernova SN 1987 A. 
In order to solve this dichotomy a distance estimate free of systematic effects is 
needed, which can be provided by the Wilson-Bappu Relationship (WBR). 
The method does not admittedly claim an unprecedented accuracy ( of the order 
of 0.1 mag or better), but its relevance resides in two main aspects: 
- it is free of systematic effects, as has been proved herein; 
- its application is simple and straightforward, and, as the calibration presented 
in this thesis is available, it further requires only the measurement of the 
reddening. 
An excellent opportunity for its application is provided by the explosion of the 
supernova SN 1987 A in the LMC. Romaniello et al. (2000) produced a study on this 
supernova that also gives an accurate reddening evaluation for many stars in the 
field about it. 
A multi-object spectroscope at the focus of a last-generation telescope should be 
used to take, with a single exposure, about a hundred spectra. This is possible, for 
instance, with FLAMES-GIRAFFE at the focus of the Kuyen telescope of the VLT. 
W e could get Ca II K line spectra of giant stars in the LMC, in the field around the 
SN 1987 A. The time-exposure calculation of the FLAMES-GIRAFFE instrument, 
made with the tool available in the ESO website 1 , states that, in order to have 
enough signal-to-noise ratio at the bottom of the K line, we need a total of about 
15 hours. We could divide such observations into about ten different exposures. 
By comparing the cross correlation profile of the different spectra of the same 
star, we would be able to detect the binaries, and to clean our sample. The Wilson-
Bappu effect is in fact valid only for single stars. 
The initial sample could have as much as "' 120 giants (see Figure 4.1, taken 
from Romaniello et al. (2000)) selected in the LMC to avoid the AGB stars. After 
having removed the multiple systems, provided that the binary fraction is "' 90% 
(Romani & Weinberg, 1991) we will keep more than 100 stars. It would be therefore 
possible to obtain more than 100 estimates of the distance modulus of the LMC. 
Since O"WBR is 0.6 mag, and we could be able to have more than 100 independent 
evaluations of the distance modulus, the estimateci error of the final is lower than 
O"WBR/JIOO = 0.06 mag, thus matching our goal. 
1 http:/ /www.eso.org/observingjetc/ 
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Figure 4.1: Colour-Magnitude diagram of the field about the supernova SN 1987a, taken from 
Romaniello et aL (2000). The target stars that we would propose are those within the circle. 
Our targets are luminous giants, whose Ca II K line emission core is a well 
pronounced feature. A signal-to--noise ratio of 25 will be enough to get reliable 
width measurements. That is why the programme could be carried out with a 
reasonable time demand. 
4.0.2 Age: the age-activity-rotation relationship 
The physical parameter we studied to trace stellar ages is the chromospheric activity. 
Together with the rotation it declines during the main-sequence life time of a star. 
We followed this fading trend by observing stars at three different ages: r-v 0.6 Gyr, 
rv 1.7 Gyr, r-v 4.5 Gyr. The ages are well known because the stars belong to five well-
studied open clusters (Hyades, Praesepe, IC 4651, NGC 3680, M67). We also used 
published solar data. Ever since its first determination by Skumanich in 1972, the 
age-activity law has always been thought to be a smooth power law. Our findings 
were very surprising: the level of chromospheric activity at intermediate ages is the 
same as that of solar activity. If an age-activity does exist, which seems to be the 
case, this can only mean that chromospheric activity falls steeply in the age range 
between r-v 0.6 and r-v l. 7 Gyr, and then i t remains constant. The existence of an 
age-activity relationship is confirmed by the fact that coeval stars have the same 
level of chromospheric activity, to the extent allowed by the measurement errors and 
cyclic variations. 
We have undertaken this project in order to develop a tool to measure stellar 
ages, which would be of great importance since age determinations of field stars are 
stili affected by enormous errors. Our result puts a severe limit on the applicability 
97 
of chromospheric activity as age-tracer, as we found that it can only be used up to 
a maximum of 1"..1 1.5 Gyr. On the other hand it could still be a powerful tool if we 
want to investigate the young stars of the thin disk. But before doing so a more 
complete calibration of the age-activity relationship is necessary, in particular data 
are required about stars which are less active than Hyades stars, but the activity of 
which has not yet dropped to solar levels. For this purpose we asked and obtained 
time to use UVES spectrograph at the Kuyen Telescope of the VLT. Spectra of 
twelve solar-type dwarfs in the two open clusters re 4756 and NGe 5822 have 
already been taken, and need only to be reduced. The two clusters have ages of 1"..1 
0.9 and rv 1.3 Gyr respectively, right between Hyades and re 4651 ages. 
Another important unresolved issue is the cyclic variation of the stellar chromo-
spheric activity. We see a large spread of chromospheric activity levels in a given 
cluster, i.e. at a given age. Is all this spread explained only by measurements errors 
an d cyclic variability or, conversely, are t h ere also some variations in the time aver-
aged levels of chromospheric activity of coeval stars? In other words: to what extent 
is the time-averaged stellar chromospheric activity level determined by the age of 
the star? We know for the Sun that on top of the 11-year cycle longer-timescale 
variations occur, t ha t gave rise t o the Maunder minimum, i. e. the peri od roughly 
between 1645 and 1720 in which the Sun had a very low activity. To what extent 
can we consider the Sun t o be "typical" ( with respect t o its activity) compared t o 
other G-type stars? How frequently are stars found to be in a Maunder-minimum 
phase? To answer these questions definitively a great, further observational effort 
is required. One needs to follow several stars belonging to the same cluster with 
many observations repeated over a long enough time. In fact, observations of chro-
mospheric variability require at least a decade to reveal variations with a timescale 
similar to the 11-year solar cycle (Baliunas et al., 1995). The latter topic is a very 
important one, as the behaviour of the solar analogs at various ages from the point 
of view of activity, activity-cycles and longer-timescale variations could also help 
us to understand (and possibly model) the magnetic history of the Sun. 
4.1 Metallicity 
We have measured metallicity in twenty solar-type stars in four open clusters: Prae-
sepe, NGe 3680, re 4651 and M 67, i.e. the same sample of stars used to study 
the age-activity-rotation relationship with the exception of Hyades stars. Thanks 
to its homogeneity the sample is very appropriate for the metallicity measurements, 
as it allows a direct comparison of the stellar measurements with the solar values. 
[M/H] determinations are therefore quite free from systematics, such as errors on 
the oscillator strengths, because they cancel out when subtracting the solar from 
the stellar abundances. 
The stellar parameters, T ef f, log g an d Vturb, are chosen from a very br o ad grid 
of values in order to reproduce excitation and ionisation equilibria, so that their 
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evaluation does not depend on the photometry, hence it is not affected by errors 
in the reddening of the clusters and in the colour-colour and colour-temperature 
calibrations. 
The results are quite reliable especially for the iron, since they are based on a 
number of Fe I lines that ranges from thirty-one to forty-two. 
An open clusters' metallicity scale to measure the disk gradient 
Our goal is to measure the metallicity gradient of the Galactic disk by means of a 
much larger sample of spectra of stars in open clusters spanning a large range of 
Galactocentric distances. We want to collect such a spectroscopic database with the 
UVES--FLAMES multi-object facility at the VLT. The metallicity measurements 
will be performed on the spectra taken with the FLAMES configuration, hence at a 
lower resolution, will be calibrateci by means of the high-quality dataset presented 
in this thesis. The latter will be enriched when the twelve aforementioned spectra of 
stars in IC 4 756 and NGC 5822 are analysed and their metallicity will be measured. 
The measurement of metallicity gradient is important in that it provides obser-
vational constraints on the models that describe the evolution of the Galactic disk. 
We are particularly interested in comparing our results with the models developed 
by Matteucci and collaborators. 
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