In this paper, we propose a fuzzy case-based reasoning system, using a case-based reasoning (CBR) system that learns from experience to solve problems. Different from a traditional case-based reasoning system that uses crisp cases, our system works with fuzzy ones. Specifically, we change a crisp case into a fuzzy one by fuzzifying each crisp case element (feature), according to the maximum degree principle. Thus, we add the "vague" concept into a case-based reasoning system. It is these somewhat vague inputs that make the outcomes of the prediction more meaningful and accurate, which illustrates that it is not necessarily helpful when we always create accurate predictive relations through crisp cases. Finally, we prove this and apply this model to practical weather forecasting, and experiments show that using fuzzy cases can make some prediction results more accurate than using crisp cases.
Introduction
Case-based reasoning systems [1] [2] [3] are important in the machine learning field. They have been broadly used in the process of solving new problems based on the solutions of similar past problems. Case-based reasoning is a prominent kind of analogy making [4] [5] [6] .
A fuzzy concept is widely understood by scientists as a concept for which the boundaries of application vary according to specific context or conditions, instead of being fixed [7, 8] . This means the concept is vague in some way, lacking a fixed, precise meaning [9, 10] . Some scientists have claimed that there is no fuzzy concept in the world. For example, Rudolf E. Kálmán stated in 1972 that fuzzy concepts did not exist since they were not scientific concepts [11, 12] . This suggestion was based on an idea that a scientific concept should be clear and precise. However, there is no general agreement on how a scientific concept should be defined, and scientists quite often use imprecise analogies in their models to help understand an issue.
Over the last decade, a great deal of attention has been devoted to the use of case-based reasoning systems [13] [14] [15] . Scientists sometimes found that the exact inputs of a case-based reasoning system for predictions lead to inaccuracy in the prediction outputs [16] [17] [18] . In view of this, we consider the use of fuzzy cases as a point forecast for load. Traditionally, a case-based reasoning system used crisp cases as its inputs to output crisp results. In this paper, we use fuzzy cases as its inputs and predict fuzzy outputs instead. Our fuzzy case-based reasoning system could produce a fuzzy output according to the fuzzy inputs by using the algorithm we proposed in this paper. We use this approach in weather forecasting as a test, and a proof is given.
The organization of this paper is as follows. In Section 2, we briefly introduce the preliminaries of the paper: case-based reasoning and fuzzy logic theory. Section 3 presents how to use fuzzy case-based reasoning methods to express fuzzy sets and use them in prediction problem. Section 4 is the discussion and the experiments. Finally, the conclusion (Section 5) is given.
Preliminaries

Case-Based Reasoning System
Machine learning is a field of study that gives computers the ability to learn from and make predictions on data without being explicitly programmed. Such algorithms operate by building a model from example inputs in order to make data-driven predictions or decisions expressed as outputs, rather than following strictly static program instructions. Case-based reasoning, as one of the most important machine learning algorithms, has been widely studied. A case-based reasoner uses old experiences or cases to suggest solutions to new problems, to point out potential problems, to interpret a new situation and make predictions on what might happen, or to create arguments to measure the conclusion [19, 20] . Among machine learning algorithms, case-based reasoning (CBR) has a higher flexibility and requires less maintenance effort. Also, it could improve problem solving performance through reuse, improve over time and adapt to changes in the environment as well. Most important of all, it has a higher user acceptance. In total, CBR is a worthy topic to research. The CBR working process is shown in Figure 1 .
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Fuzzy Logic-Membership Function
We introduce fuzzy logic to our paper to illustrate that it is not always good when we unlimitedly describe the world more and more accurately. A case based reasoning system or other machine learning methods have the ability to learn from and make predictions about data without being explicitly programmed. "Data" here means crisp data and using these data to learn and make predictions sometimes leads to unsatisfactory results. To improve their performance we introduce fuzzy logic theory, where the membership function is a key concept.
In crisp set theory, the membership of a value in a set is a binary value; that is, a value either is a member of the set or it is not. Fuzzy set theory [23, 24] introduces the idea that a value can be partially in the set and partially outside the set, simultaneously. This is accomplished by defining a membership function that describes the degree of membership [25, 26] in the set for each value.
Both crisp set and fuzzy set can be represented by a membership function. Membership functions can take many forms, but there are some common examples that appear in real applications. A membership function can be chosen by the user according to their experience or can be decided by machine learning methods, and it can be represented as curves, where the x-axis represents values from the universe and the y-axis represents the membership degree. A membership function of a crisp set should be like a clock signal since its y-axis values are 0 or 1; a membership function of a fuzzy set may be triangular, trapezoidal, and so on.
Fuzzy Case-Based Reasoning System
We firstly give an overview of a fuzzy case-based reasoning system in Section 3.1. The first and most important step for a fuzzy case-based reasoning system is to transform the crisp cases to fuzzy ones. In Section 3.2, we mainly focus on this step. In Section 3.3, we give a total description of the working procedure of this system; in Section 3.4, we prove the correctness of this system.
Introduction
We may notice that fuzzy case-based reasoning system is a kind of fuzzy expert system, but differs from them significantly. Previous fuzzy expert systems make use of "fuzzy inference", formulating the Appl. Sci. 2016, 6, 189 4 of 14 mapping from a given crisp input to a crisp output using fuzzy logic. The process of fuzzy inference involves all of the pieces that are described in Membership Functions, Logical Operations, and If-Then Rules. This section describes the steps of a fuzzy expert system and uses the example of the two-input, one-output, three-rule problem. The basic structure of this example is shown in the following diagram, Figure 2a . From Figure 2a , we see that the inputs of a fuzzy expert system are crisp and the outputs are also crisp; in intermediate layers, fuzzy logic is used for predicting the outcomes given an input set based on the background knowledge-fuzzy rules and the membership functions. Our fuzzy case-based reasoning system is shown in Figure 2b . From Figure 2b , we first transfer the crisp inputs into fuzzy ones. Assume input 1 (Atmosphere Pressure) is "Lower" and input 2 (Wind Force) is "Breeze", according to the case base created in advance, then the output (Precipitation) is "Heavy", which is a fuzzy output. fuzzy inference involves all of the pieces that are described in Membership Functions, Logical Operations, and If-Then Rules. This section describes the steps of a fuzzy expert system and uses the example of the two-input, one-output, three-rule problem. The basic structure of this example is shown in the following diagram, Figure 2a . From Figure 2a , we see that the inputs of a fuzzy expert system are crisp and the outputs are also crisp; in intermediate layers, fuzzy logic is used for predicting the outcomes given an input set based on the background knowledge-fuzzy rules and the membership functions. Our fuzzy case-based reasoning system is shown in Figure 2b . From Figure 2b , we first transfer the crisp inputs into fuzzy ones. Assume input 1 (Atmosphere Pressure) is "Lower" and input 2 (Wind Force) is "Breeze", according to the case base created in advance, then the output (Precipitation) is "Heavy", which is a fuzzy output. The most important reason for changing crisp cases into fuzzy ones is that the prediction results may get better with the fuzzication process. It is well known that the need for accurate prediction is apparent when considering the benefits that it has. However, experiments show that the accurate crisp patterns make some accurate prediction results useless and meaningless. We also add the "vague" concept into the pattern reduction problem. It is somewhat vague inputs that make the outcomes of prediction more meaningful and accurate.
Some would say that this better prediction accuracy might be achieved by sacrificing the output precision, and sometimes that is the case. The disadvantage of this system is that it can increase the prediction accuracy, but must sacrifice the precision.
Sometimes, however, this is not the case. Experiments and the proof show that with the output precision unchanged (only change the inputs fuzzification), the prediction accuracy can still be increased. These phenomena can be intuitively understood because fuzzy ones may solve a problem better than a more accurate one. Sometimes, several elements together take effect, and if we divide them then we will not be able to get desired results.
Transfer Crisp Cases to Fuzzy Ones
Susan Haack once claimed that a many-valued logic requires neither intermediate terms between true and false, nor a rejection of bivalence. Her suggestion was that the intermediate terms (i.e., the gradations of truth) can always be restated as conditional if-then statements, and by implication, that fuzzy logic is fully reducible to binary true-or-false logic. This interpretation of a long sequence of if-then statements is often enormously less efficient than membership functions, although they have the same meaning to represent a fuzzy set [27] [28] [29] [30] [31] . However, this point is obviously of great importance for computer programmers.
In our paper, we change Susan Haack's idea to represent a fuzzy set by a long sequence of if-then statements. Specifically, an interval is the "if" part of a "if-then" statement, and the positive integer is the "then part" of it. An example is given in Figure 3 . Usually, different fuzzy sets are represented by different membership functions shown in Figure 3 , for example shown as y 1 and y 2 , correspondingly match with "Small" and "Large". In real ideal circumstance, there is no overlapping between the original domain(x), but sometimes in real world, y 1 and y 2 share the same domain (shown in Figure 3 ), and given a crisp number c that partially belongs to Small and partially belongs to Large, which fuzzy set should c belong to? According to the maximum degree principle, c belongs to the fuzzy set Small since y 2 (c) > y 1 (c). Thus, we fuzzify one premise of a case by interpreting an interval as a number. If one premise of a case falls within an interval, we set it to a numerical value. From the Figure 3 , if a premise is between 0 and a, y 2 (c) > y 1 (c), we set the interval value to Number_1; if the premise is between a and b, y 2 (c) > y 1 (c), we set the interval value to Number_2. Now we fuzzify a case by fuzzifying each compositive element (premise) using the interval transfer method mentioned above. Thus, each element is transferred to a fuzzy set denoted by a crisp positive integer. The most important reason for changing crisp cases into fuzzy ones is that the prediction results may get better with the fuzzication process. It is well known that the need for accurate prediction is apparent when considering the benefits that it has. However, experiments show that the accurate crisp patterns make some accurate prediction results useless and meaningless. We also add the "vague" concept into the pattern reduction problem. It is somewhat vague inputs that make the outcomes of prediction more meaningful and accurate.
In our paper, we change Susan Haack's idea to represent a fuzzy set by a long sequence of ifthen statements. Specifically, an interval is the "if" part of a "if-then" statement, and the positive integer is the "then part" of it. An example is given in Figure 3 . Usually, different fuzzy sets are represented by different membership functions shown in Figure 3 , for example shown as y1 and y2, correspondingly match with "Small" and "Large". In real ideal circumstance, there is no overlapping between the original domain(x), but sometimes in real world, y1 and y2 share the same domain (shown in Figure 3 ), and given a crisp number c that partially belongs to Small and partially belongs to Large, which fuzzy set should c belong to? According to the maximum degree principle, c belongs to the fuzzy set Small since y2(c) > y1(c). Thus, we fuzzify one premise of a case by interpreting an interval as a number. If one premise of a case falls within an interval, we set it to a numerical value. From the Figure 3 , if a premise is between 0 and a, y2(c) > y1(c), we set the interval value to Number_1; if the premise is between a and b, y2(c) > y1(c), we set the interval value to Number_2. Now we fuzzify a case by fuzzifying each compositive element (premise) using the interval transfer method mentioned above. Thus, each element is transferred to a fuzzy set denoted by a crisp positive integer. In real circumstance, a case in case-based reasoning is complicated and can be represented in various forms. Traditional approaches can be classified into three main categories: feature vector representations, structured representations, and textual representations. More sophisticated approaches make use of hierarchical representations. For particular tasks such as designing and planning, highly specific representations have been developed. Developments have been made in the process of refining in case-based reasoning as shown above. However, in this paper, we take the opposite direction and reduce the complexity of cases and their total number (different case elements may be transferred to the same number and correspondingly previous different cases are changed to the same). Most important of all, the prediction results may get better with the fuzzification process.
Fuzzy Case-Based Algorithm
The fuzzy case-based algorithm is the algorithm executed in the fuzzy case-based reasoning system and symbols used are shown in Table 2 .
/* we assume that there are r fuzzy cases (rules) in the base with the same structure and each case is composed of n fuzzy premises (features) in each case and one fuzzy output.*/ /* "restricted domain" means the reasonable range of the output. If we hope to restrict the range of the output to {1, 2, 3, 4, 5}, the restricted domain is {1, 2, 3, 4, 5}. β is a threshold to control the similarity degree of the output and the element of the restricted domain.*/ Definition 3.2: let Correctp be number of correct predictions and let overall number of predictions be Totalp. The hitting rate Hitrate is defined as:
Analysis and Proof
The fuzzification process of case elements can be understood as the process of merging on adjacent intervals.
Assume that there are two fuzzy cases with only one input and one output: c 1 and c 2 are crisp numbers of two adjacent intervals, or in other words, the index numbers of two adjacent fuzzy sets; high_pro{e 1 , e 2 , . . . , e n } means that the events to occur with a high possibility given a specific input, for example "1" or "2"; te 1 , te 2 , . . . , te n is the occurring times of events e 1 to e n in the case base given the same input.
case(1) and case(2) can be expressed as follows: case(1): if x 1 = c 1 , y 1 = high_pro{e 1 , e 2 , . . . , e n } 1 case(2): if x 1 = c 2 , y 2 = high_pro{e 1 , e 2 , . . . , e n } 2 . If max{te 1 , te 2 , . . . , te n } 1 = te i and max{te 1 , te 2 , . . . , te n } 2 = te j , then high_pro{e 1 , e 2 , . . . , e n } 1 = e i and high_pro{e 1 , e 2 , . . . , e n } 1 = e j . Before merge, case(1): if x 1 = c 1 , y 1 = high_pro{e 1 , e 2 , . . . , e n } 1 = e i case (2) : if x 1 = c 2 , y 2 = high_pro{e 1 , e 2 , . . . , e n } 2 = e j .
(1) if case(1) and case(2) are fit for the new coming case(the case-based reasoning system can predict the correct value for the new coming case), the predicted value and the expected value should be:
After merging, c 12 Ñ e i or e j prediction accuracy would decrease, except e i = e j since the prediction accuracy won't change in this case.
(2) if case(1) and case(2) are not fit for the new coming rule(the case-based reasoning system cannot predict the correct value for the new coming case), assume the expected value is shown as below: te 12 ) , . . . , (te n1 + te n2 )} = (te w1 + te w2 ), then high_pro{e 1 , e 2 , . . . , e n } 12 = e w , the prediction accuracy would increase after merge; if max{(te 11 + te 12 ), . . . , (te n1 + te n2 )} = (te p1 + te p2 ), then high_pro{e 1 , e 2 , . . . , e n } 12 = e p , the prediction accuracy would increase after merge; if e w = e p , the prediction accuracy would also increase after merge. Atmospheric pressure falls into four fuzzy sets in Table 3 ; relative humidity falls into four fuzzy sets shown in Table 4 ; dry and wet bulb temperature falls into six fuzzy sets shown in Table 5 ; wind force falls into 5 levels (fuzzy sets) shown in Table 6 ; precipitation falls into five fuzzy sets shown in Table 7 . In order to test, numbers from 0 to 4 inclusively is given to represent Light rain, Moderate rain, Heavy rain, Rainstorm and Heavy rainstorm respectively. In Section 4.2, we keep the original fuzzy classification of fuzzy outputs unchanged. Thus, we maintain the precision and show a change in prediction accuracy with the change in fuzzy classification of fuzzy inputs.
Experiments and Discussion
Working sample: We give a simple example to show how to work with a fuzzy case-based reasoning system. Assume the original case base contains four cases with four inputs and one output as shown below: Then, the system finds the nearest case is number 2, and generates output according to it, which should be "0". 
Comparison between a Fuzzy Case-Based Reasoning System and Other Prediction Models
We conducted experiments to compare a fuzzy case-based reasoning system with a fuzzy expert system and case-based reasoning system. According to Tables 3-7 above, we make up the membership functions for these four inputs and one output, shown in Figure 4 . Fuzzy rules are created based on previous old crisp cases through the fuzzification process. 
We conducted experiments to compare a fuzzy case-based reasoning system with a fuzzy expert system and case-based reasoning system. According to Tables 3-7 above, we make up the membership functions for these four inputs and one output, shown in Figure 4 . Fuzzy rules are created based on previous old crisp cases through the fuzzification process. Both CBR and FCBR (Fuzzy case-based reasoning system) are machine learning prediction methods: CBR works with crisp cases and FCBR works with fuzzy ones. The fuzzy expert system differs from the two above largely since it is not a machine learning prediction method but a mathematical one. Experimental results (Figures 5 and 6) show that FCBR has a higher hitting rate than its relatives CBR and the fuzzy expert system, and the fuzzy expert system shows its worst performance among these three. The main reason is shown below. Both CBR and FCBR (Fuzzy case-based reasoning system) are machine learning prediction methods: CBR works with crisp cases and FCBR works with fuzzy ones. The fuzzy expert system differs from the two above largely since it is not a machine learning prediction method but a mathematical one. Experimental results (Figures 5 and 6) show that FCBR has a higher hitting rate than its relatives CBR and the fuzzy expert system, and the fuzzy expert system shows its worst performance among these three. The main reason is shown below.
(a) (b) Practical weather prediction is very complicated and the fuzzy expert system is a comparatively simpler and linear mathematical prediction model, so it cannot predict future states very well. To solve this, a lot of work has been put into improving the fuzzy expert system, such as combining it with neural networks since machine learning models are non-linear and can predict complex relationships.
Changes in Prediction with Changes in Fuzzy Classification
This section is meant to specify that the increment of prediction accuracy may or may not be achieved by sacrificing the prediction precision. Correspondingly, the advantage of this system is that it can increase prediction accuracy without sacrificing precision in an ideal situation, and the disadvantage is that it may sometimes sacrifice precision. From CBR to FCBR(1), there are both 
Both CBR and FCBR (Fuzzy case-based reasoning system) are machine learning prediction methods: CBR works with crisp cases and FCBR works with fuzzy ones. The fuzzy expert system differs from the two above largely since it is not a machine learning prediction method but a mathematical one. Experimental results (Figures 5 and 6) show that FCBR has a higher hitting rate than its relatives CBR and the fuzzy expert system, and the fuzzy expert system shows its worst performance among these three. The main reason is shown below.
This section is meant to specify that the increment of prediction accuracy may or may not be achieved by sacrificing the prediction precision. Correspondingly, the advantage of this system is that it can increase prediction accuracy without sacrificing precision in an ideal situation, and the disadvantage is that it may sometimes sacrifice precision. From CBR to FCBR(1), there are both Practical weather prediction is very complicated and the fuzzy expert system is a comparatively simpler and linear mathematical prediction model, so it cannot predict future states very well. To solve this, a lot of work has been put into improving the fuzzy expert system, such as combining it with neural networks since machine learning models are non-linear and can predict complex relationships.
This section is meant to specify that the increment of prediction accuracy may or may not be achieved by sacrificing the prediction precision. Correspondingly, the advantage of this system is that it can increase prediction accuracy without sacrificing precision in an ideal situation, and the disadvantage is that it may sometimes sacrifice precision. From CBR to FCBR(1), there are both increment and sacrifice; from FCBR(1) to FCBR(2), there is no increment and no sacrifice; from FCBR(1) to FCBR(2), there is increment and no sacrifice.
Analysis: From the context above, we change Susan Haack's idea to represent fuzzy sets as "if-then" statements. In other words, an interval can be expressed as a fuzzy set. Because of this, different intervals match with different fuzzy set and fuzzification process can be treated as the process of interval merge.
FCBR starts with the original fuzzy classification and experiment shows results in Table 8 as FCBR (1) and in Figure 7 . Then, we change fuzzy classification of atmosphere pressure from Moderate, Slightly Lower, Lower and Lowest into three classes: Moderate, Lower and Lowest. In other words, we merge Moderate and Lower slightly, which show in Table 9 . Next, we merge dry and wet bulb temperature Lower and Slightly Lower into Lower according to Table 10 . We clearly see that merge Slightly Lower and Lower does not influence the prediction results since Slightly Lower and Lower have the same effects on the prediction results: both of them are sensitive or non-sensitive to the precipitation. However, when we change dry and wet bulb temperature, the hitting rate is increased since one of them is sensitive and the other is non-sensitive and through merging the effect of non-sensitivity is reduced.
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1. CBR methods are used to predict the exact accumulative precipitation for weather forecasting, but lead to the inaccuracy of the prediction outputs. Hitting rate is 0, which means that the rate of prediction accuracy is 0. From Figure 7 , we see that predicted results cannot reflect the change of actual precipitation. 2. FCBR(1) is our fuzzified CBR system under our first classification method, which is not good enough to predict the fuzzy output but still gets an 0.28 increment on hitting rate. 3. FCBR(2) there is no change in results after a merging of atmospheric pressure classification. This means that increasing the degree of fuzzification may do not work. Table 8 shows that the FCBR(3) is a relative stable model since the errors fall between an interval between −3 to 3 level and its hitting rate and the average error are the best of the four methods. Table 8 indicates:
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CBR methods are used to predict the exact accumulative precipitation for weather forecasting, but lead to the inaccuracy of the prediction outputs. Hitting rate is 0, which means that the rate of prediction accuracy is 0. From Figure 7 , we see that predicted results cannot reflect the change of actual precipitation.
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FCBR(1) is our fuzzified CBR system under our first classification method, which is not good enough to predict the fuzzy output but still gets an 0.28 increment on hitting rate. 3.
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Conclusions
A case-based reasoning system is a kind of supervised learning: The computer is presented with example inputs and desired outputs (given by a "teacher"), and the goal is to learn a general rule that maps inputs to outputs. When we use case-based reasoning system to predict future conditions, the 
A case-based reasoning system is a kind of supervised learning: The computer is presented with example inputs and desired outputs (given by a "teacher"), and the goal is to learn a general rule that maps inputs to outputs. When we use case-based reasoning system to predict future conditions, the first task is to record the old cases, which we call the learning process. Although we do not know the exact relationship, such as "y = ax + b", we still can get prediction results according to the old cases, in other words, the maps, after the process of training. In our paper, we change the crisp inputs of the case-based reasoning system into fuzzy ones and establish a proof to show the correctness of this method. Finally, we make use of this fuzzy case-based reasoning system to predict weather conditions and get a better result than the traditional case-based reasoning.
A case-based reasoning system can reduce the prediction error, increase the hitting rate greatly, and decrease complexity and running time. As we know, weather forecasting methods are often comprehensive since a single method or model may not be able to get good results, but only our model could reduce the prediction error by a large amount. Not only may our models combine other prediction methods together to produce better prediction results, but they can also be used in forecasting other meteorological elements. However, space is lacking for a detailed description of it.
