Algebraic cycles and motivic iterated integrals II by Jafari, Amir
ar
X
iv
:0
80
6.
46
37
v1
  [
ma
th.
AG
]  
30
 Ju
n 2
00
8
ALGEBRAIC CYCLES AND MOTIVIC ITERATED INTEGRALS
II
AMIR JAFARI
Abstract. This is a sequel to [FJ]. It will give a more natural framework for
constructing elements in the Hopf algebra χF of framed mixed Tate motives
according to Bloch and Krˇizˇ [BK]. This framework allows us to extend the re-
sults of [FJ] to interpret all multiple zeta values (including the divergent ones)
and the multiple polylogarithms in one variable as elements of χF . It implies
that the pro-unipotent completion of the torsor of paths on P1 − {0, 1,∞},
is a mixed Tate motive in the sense of [BK]. Also It allows us to interpret
the multiple logarithm Li1,...,1(z1, . . . , zn) as an element of χF as long as the
products of consecutive zi’s are not 1.
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1. Introduction
The category MTM(F ) of mixed Tate motives over a field F is supposed to
be a Tannakian category with a special invertible object Q(1). Let Q(−1) =
Hom(Q,Q(1)). The simple objects of this category are the mutually distinct el-
ements Q(n) = ⊗|n|Q(n/|n|) and Q(0) = Q. If we define the weight of Q(n) to be
−2n, then any object of this category has a canonical increasing (weight) filtration
such that gr−2n+1 = 0 and gr−2n is a direct sum of Q(n)’s. One should also have
the following relation with K-theory of F :
Exti(Q(0),Q(n)) = grnγK2n−i(F )Q.
Furthermore if F can be embedded inside the field of complex numbers C, there
should be a Hodge realization tensor functor from MTM(F ) to the category of
mixed Hodge-Tate structures. Q(1) will correspond to the Hodge structure of
H2(P
1) or equivalently H1(P
1\{0,∞}). Also when F has a characteristic prime
to a prime number ℓ and contains only finitely many ℓth power roots of 1, there
should be an ℓ-adic realization tensor functor from MTM(F ) to the category of
1
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mixed Tate ℓ-adic representations of the absolute Galois group GF = Gal(F/F ).
Q(1) will correspond to the action of GF on
Q⊗ lim
←
µℓn(F¯ ) = Qℓ(1).
The existence of this category in this generality is still conjectural. However if
the field F satisfies Beilinson-Soule´ conjecture stating:
grnγK2n−i(F )Q = 0 for i ≤ 0 (except when i = n = 0)
such a category can be constructed as the heart of a canonical t-structure on the
triangulated subcategory of mixed motives over F (constructed independently by
Voevodsky, Levine and Hanamura) generated by Q(n)’s. It is known for example
thanks to Borel that a number field satisfies this conjecture.
Bloch and Krˇizˇ in [BK] proposed a different approach. Using algebraic cycles in

n
F = (P
1
F \{1})
n whose support meets all the faces (defined by setting some of the
coordinates = 0 or ∞) properly, they constructed a graded Hopf algebra that they
proposed to be the Hopf algebra of framed mixed Tate motives.
Let Cycler(n) be admissible cycles of codimension r in nF . The permutation
group Σn and the group (Z/2Z)
n act on nF . So we have an action of Gn =
Σn ⋊ (Z/2Z)
n on Cycler(n). Let
Nn(r) = Alt(Cycler(2r − n)⊗Q)
where
Alt =
1
|G2r−n|
∑
τ∈G2r−n
sgn(τ)τ.
The sign of an element (σ, ǫ1, . . . , ǫn) where σ ∈ Σn and ǫi = ±1 is defined to be
sgn(σ)ǫ1 . . . ǫn. The external product followed by Alt defines a product
Nn(r) ⊗Nm(s) −→ Nn+m(r + s)
that is graded commutative with respect to the upper grading. Also we have a
differential:
d : Nn(r) −→ Nn+1(r)
Z 7→
2r−n∑
i=1
(−1)i−1(Z|xi=0 − Z|xi=∞).
These structures make N = ⊕Nn(r) into a graded differential algebra (DGA) with
Adams grading. The seminal works of Bloch and Levine on higher Chow groups
imply that:
Hi(N (n)•) = grnγK2n−i(F )Q.
Hence the conjecture of Beilinson-Soule´ briefed above is equivalent to the fact that
N is cohomologically connected.
The bar construction, invented by Eilenberg-MacLane and Adams, to any DGA
A associates a new DGA B(A) with a coproduct. This construction is reminded in
appendix A.
The proposed Hopf algebra of framed mixed Tate motives is then
χF = H
0B(NF ).
In [BK] the realization morphisms from χF to the Hopf algebras of framed
mixed Hoge-Tate structures and framed mixed l-adic representations of GF are
constructed.
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The category of mixed Tate motives over F is defined to be the graded co-modules
over χF .
A rich source for constructing mixed motives is the unipotent completion of the
fundamental group or the torsor of paths of smooth algebraic varieties. For any
smooth variety X and a, b ∈ X , the truncated torsor of paths ΠN (X, a, b) is defined
by:
Q[π(X, a, b)]
IN+1a Q[π(X, a, b)]
.
Here Ia is the augmentation ideal Ker(Q[π1(X, a)] −→ Q) (We are viewing X as
a complex manifold by taking its points over C, however there is an algebraic way
to define these objects). According to Morgan and Hain this space has a natural
mixed Hodge structure, in fact Hain and Zucker showed that ΠN (X, a, b) defines
a good unipotent variation of mixed Hodge structures on X ×X . Therefore even
for a and b in a smooth compactification X¯ of X and not in X , one can take limit
mixed Hodge structure to define the truncated torsor of paths from a to b. It’s easy
to see that gr0Π
N = Q(0). Assuming W−4H2(X) = 0, one can show
gr−2NΠ
N (X, a, b) = ⊗NW−2H1(X)
(Here equality means a canonical isomorphism.) Therefore if one has non-vanishing
holomorphic functions f1, . . . , fN on X , we get a morphism:
f1∗ ⊗ · · · ⊗ fN∗ : ⊗
NW−2H1(X) −→ ⊗
NW−2H1(P
1\{0,∞}) = Q(N).
Hence we get a framed mixed Hodge structure with the canonical frame gr0Π
N =
Q(0) and the frame:
f1∗ ⊗ · · · ⊗ fN∗ : gr−2NΠ
N −→ Q(N).
This is the Hodge theoretic version of the Iterated integral:∫ b
a
df1
f1
◦ · · · ◦
dfN
fN
.
For convenience of the reader we recall here the definition of such integrals. Let
M be a manifold and ω1, . . . , ωn smooth 1-forms on M . For any path γ : [0, 1] −→
M , let γ∗ωi = fi(t)dt, then:∫
γ
ω1 ◦ · · · ◦ ωn =
∫
0≤t1≤···≤tn≤1
f1(t1) . . . fn(tn)dt1 . . . dtn.
The framed mixed Hodge structure defined above, being of geometric origin,
should have an upgrade to a framed mixed motive. If one assumes that for a smooth
compactification X¯ of X , H1(X¯) = 0, then it is shown that ΠN (X, a, b) carries a
mixed Hodge-Tate structure and therefore we expect to have an upgrade to a framed
mixed Tate motive and therefore an element IX(a; f1, . . . , fN ; b) ∈ H
0B(N ).
Our goal in this article is to carry out this problem for the case X = P1\{0, 1,∞}
completely and therefore giving motivic interpretation of the multiple zeta values:
ζ(n1, . . . , nk) =
∑
0<m1<···<mk
1
mn11 . . .m
nk
k
and more generally a motivic interpretation of the multiple polylogarithms in one
variable:
Lin1,...,nk(z) =
∑
0<m1<···<mk
zmk
mn11 . . .m
nk
k
.
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As they can be written as iterated integrals on P1\{0, 1,∞}:∫ z
0
dt
1− t
◦
dt
t
◦ · · · ◦
dt
t︸ ︷︷ ︸
n1
◦ · · · ◦
dt
1− t
◦
dt
t
◦ · · · ◦
dt
t︸ ︷︷ ︸
nk
.
Unfortunately since some of the cycle constructions are not admissible we are
unable to treat the more general case for the multi-variable multiple polylogarithms:
Lin1,...,nk(z1, . . . , zk) =
∑
0<m1<···<mk
zm11 . . . z
mk
k
mn11 . . .m
nk
k
which also has an iterated integral definition (assuming zi 6= 0):∫ 1
0
dt
a1 − t
◦
dt
t
◦ · · · ◦
dt
t︸ ︷︷ ︸
n1
◦ · · · ◦
dt
ak − t
◦
dt
t
◦ · · · ◦
dt
t︸ ︷︷ ︸
nk
.
with ai = (zizi+1 . . . zk)
−1. However we can give a motivic interpretation of the
iterated integral: ∫ an+1
a0
dt
t− a1
◦ · · · ◦
dt
t− an
in the following cases:
(1) There is an element a in F such that ai = aj for i 6= j implies ai = a. We
call such a sequence a-generic.
(2) For i = 1, . . . , n, we have ai 6= ai+1. We call such a sequence sequentially
distinct.
(3) There are two distinct elements α and β such that ai ∈ {α, β} for i =
1, . . . , n. We call such a sequence binary.
For example the second condition allows us to give an element in H0B(N ) that
corresponds to the multiple logarithm Li1,...,1(z1, . . . , zk) with the assumption that
for any m ≤ n:
∏n
i=m zi 6= 1. With the more restrictive assumption on zi’s which
demands
∏
i∈I zi 6= 1 for any subset I of {1, . . . , k} the first condition can be used
to construct an element in H0B(N ) that corresponds to the multi-variable multiple
polylogarithm Lin1,...,nk(z1, . . . , zk).
Remark 1.1. In our joint work with Furusho, we treated the case of 0-generic
sequences in the above terminology. This article is written so that it will redo the
results of [FJ] in a more transparent framework and extend them to cover more
cases. Therefore there are some major overlaps; the author has decided to keep
them for the sake of convenience for the reader. The language of trees, which
was also used by Gangl, Goncharov and Levin in [GGL], has been replaced by the
combinatorial DGA introduced in section 2. It has to be stressed that the existence
of this paper and [FJ] owe a great deal to [GGL].
2. A Combinatorial Differential Graded Algebra
Let S be a set and CS the graded commutative algebra with unit, freely generated
by symbols:
(a0; a1, a2, . . . , an; an+1)
of degree 1 and Adams grading n where ai ∈ S and n > 0.
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Definition 2.1. A 2-cut of A = (a0; a1, . . . , an; an+1) is an ordered pair
(a0; . . . , ai−1, ai, aj+1, aj+2, . . . ; an+1), (ai; ai+1, . . . ; aj; aj+1)
for a choice 0 ≤ i < j ≤ n , (i, j) 6= (0, n).
Similarly a k-cut is an ordered k-tuple obtained from a (k− 1)-cut A1, . . . , Ak−1
by replacing one of the Ai’s with a 2-cut A
′
i and A
′′
i . We also define a 1-cut of A
to be just A. Note that a cut should be regarded in terms of the indices and not
the elements. So two 2-cuts that correspond to two different choices for i < j are
considered to be different even if their realized pairs are identical.
Define the differential on CS for a generator A = (a0; a1, . . . , an; an+1) to be
dA = −
∑
A′A′′
where the sum is over all 2-cuts of A.
Lemma 2.2. d2 = 0.
Proof. Let A′ = (a0, . . . , ai, aj+1, . . . , an+1), A
′′ = (ai; . . . ; aj+1) be a 2-cut of A.
A 2-cut A′1, A
′
2 of A
′ is said to be joint with A′′ if A′2, A
′′ is a 2-cut of a subsequence
A3 = (ak; ak+1, . . . ; al+1) of A. otherwise we call (A
′
1, A
′′
2 ) disjoint from A
′′. Now
ddA =
∑
A′1A
′
2A
′′ −
∑
A′A′′1A
′′
2 .
The terms in this sum cancel each other as follows. If A′1, A
′
2 is disjoint from A
′′
then can consider removing A′2 from A first and then remove A
′′ from the remaining
of A, we will get A′1A
′′A′2 that cancels A
′
1A
′
2A
′′ due to graded commutativity of
CS. If the cut is joint and A′2, A
′′ is a 2-cut of A3 as above, we can remove A3 from
A first and we get the term A′1A3 and then cut A3 into A
′
2 and A
′′, this cancels
A′1A
′
2A
′′ since it appears with a negative sum in the formula above for d2. A similar
argument for terms of the form A′A′′1A
′′
2 finishes the proof. 
Definition 2.3. Associated to a generatorA = (a0; a1, . . . , an; an+1) define T (A) ∈
B(CS)0 by:
T (A) =
∑
[A1| . . . |Ak]
where the sum is over all cuts of A (including 1-cut).
Lemma 2.4. For A = (a0; a1, . . . , an; an+1), d(T (A)) = 0. Therefore T (A) ∈
H0B(CS)(n) ⊆ B(CS)0.
Proof. This follows once we observe:
dext(
∑
k-cuts
[A1| . . . |Ak]) + dint(
∑
(k + 1)-cuts
[A1| . . . |Ak+1]) = 0.

We will need the following lemma in section 4.
Lemma 2.5. For A = (a0, a1, . . . , an; an+1) let CA be the sub DGA of CS generated
by A1, . . . , Ak for all cuts of A. Then H
0B(CA) is generated by T (Ai)’s as an
algebra.
Proof. It can be proved via a counting argument. Details are left to the reader.

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Proposition 2.6. The coproduct of T (A) is given by:
1⊗ T (A) + T (A)⊗ 1 +
∑
T (A1)⊗ T (A2) · · ·T (Ak)
where the sum is over all elementary k-cuts of A for k > 1. An elementary k-cut
A1, . . . , Ak is a cut with the property that each Ai for i > 1 is formed of consecutive
elements, i.e. for some l ≥ 0 andm > 1 it is of the form (al; al+1, . . . , al+m−1; al+m).
Remark 2.7. This formula is analogous to Goncharov’s formula for the coproduct
of the framed mixed Hodge-Tate structure associated to iterated integrals in [G],
theorem 6.1.
Proof. By definition of coproduct
∆T (A) = 1⊗ T (A) + T (A)⊗ 1 +
∑
[B1| . . . |Bm]⊗ [Bm+1| . . . |Bl]
where the sum is over all l-cuts of A with l > 1 and 0 < m < l. Fix an elementary
k-cut c = (A1, . . . , Ak) of A. A term [B1| . . . |Bm] ⊗ [Bm+1| . . . |Bl] is said to be
of type c is B1, . . . , Bm is an m-cut of A1. This relation partitions the terms of
the above sum into groups indexed by elementary cuts of A. If [B1| . . . |Bm] ⊗
[Bm+1| . . . |Bl] is of type c = (A1, . . . , Ak) then obviously Bm+1, . . . , Bl is a shuffle
permutation of cuts of A2, . . . , Ak and therefore the sum of terms of type c gives
T (A1)⊗ T (A2) · · ·T (Ak). 
Let C˜S be a quotient of CS by the following two types of relations:
(1) (a0; a1, . . . , an; an+1) + (an+1, a1, . . . , an; an+2) = (a0; a1, . . . , an; an+2).
(2)
∑
σ∈Σn,m
(a0; aσ(1), . . . , aσ(n+m); an+m+1) = 0.
(3) (a0; a1, . . . , an; an+1) = (−1)n(an+1; an, . . . , a1; a0).
Here Σn,m is the subgroup of (n,m) shuffles in Σn+m consisting of those elements
σ such that: σ−1(1) < · · · < σ−1(n) and σ−1(n + 1) < · · · < σ−1(n + m). The
ideal generated by these elements is both homogeneous and is stable under the
differential and therefore C˜S is a DGA. Let T˜ (A) ∈ B(C˜S) be the image of T (A).
Proposition 2.8. We have the following relations for T˜ (A):
n∑
i=0
T˜ (a0; a1, . . . , ai; an+1)T˜ (an+1; ai+1, . . . , an; an+2) = T˜ (a0; a1, . . . , an; an+2)
T˜ (a0; a1, . . . , an; an+m+1)T˜ (a0; an+1, . . . , an+m; an+m+1) =∑
σ∈Σn,m
T˜ (a0; aσ(1), . . . , aσ(n+m); an+m+1)
T˜ (a0; a1, . . . , an; an+1) = (−1)
nT˜ (an+1; an, . . . , a1; a0)
For the first relation, we let T (a0; an+1) = T (an+1; an+2) = 1.
Remark 2.9. These formulae are analogous to the path composition and shuffle
product relation for iterated integrals.
Proof. To prove the first relation, let A = (a0; . . . ; an+2), B
i = (a0; a1, . . . , ai; an+1)
and Ci = (an+1; ai+1, . . . , an; an+2). Let A1, . . . , Am be a cut of A such that
A1 = Ai1 , . . . , Aik end with an+2. One can replace Aij = (al; . . . ; an+2) by the
sum A′ij + A
′′
ij
where A′ij = (al; . . . ; an+1) and A
′′
ij
= (an+1; . . . ; an+2). Therefore
[A1| . . . |Ak] can be written as:
[A′i1 | . . . | . . . |A
′
ik−1
| . . . |A′ik |Aik+1| . . . |Am]+
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k∑
l=1
[A′i1 | . . . | . . . |A
′
il−1
| . . . |A′′il |Ail+1| . . . |Am]
If A′′il = (an+1; ai+1, . . . ; an+2), this element belongs to a term in T (B
i)T (Ci).
This way we get a 1-1 correspondence between the terms in T (A) and the terms in∑n
i=0 T (B
i)T (Ci).
To prove the second relation, observe that the right hand side can be written as:∑
k
[A1|A2| . . . |Ak]
where (A1, . . . , Ak) runs through all k-cuts of A = (a0; aσ(1), . . . , aσ(n+m), an+m+1)
for some σ ∈ Σn,m. If Ai = (ai0 ; ai1 , . . . , ail ; ail+1) we let the support of Ai be the
set {i1, . . . , il}. We say Ai is mixed if its support has both elements ≤ n and > n.
We say Ai is sequential if there is a σ ∈ Σn,m and a subsequence A′i, such that
(A′i, Ai) (in this order) is a 2-cut of (a0; aσ(1), . . . , aσ(n+m); an+m+1). Note that the
last piece Ak of a k-cut of (a0; aσ(1), . . . , aσ(n+m); an+m+1) is always sequential. If
Ak is mixed and we sum over all shuffles of its support {i1, . . . , il} of elements ≤ n
and > n, leaving all other indices fixed, we find out that the terms [A1| . . . |Ak]
corresponding to this cut, will cancel. So Ak is pure, i.e.
Ak = (ap; ai, ai+1, . . . , ai+j−1; aq)
where (i, i + 1, . . . , i + j − 1) are either all ≤ n or all > n. Assume they are all
≤ n. I claim that we can also assume without loss of generality that p = i− 1 and
q = i+ j if i+ j ≤ n or q = m+ n+ 1 if i+ j = n+ 1, without changing the other
pieces A1, . . . , Ak−1. We give the arguments for p, the other index has a similar
reasoning. If p 6= i − 1 then it has to be bigger than n so we can swap ap with
ai, . . . , ai+j−1. Now the index before p is either i− 1 or p− 1. In the first case by
removing ai, . . . , ai+j−1 and doing the same cuts as before from the new sequence
we get:
A1, . . . , Ak−1, (ai−1; ai, . . . , ai+j−1; ap)
But by the first type relations we have:
(ai−1; ai, . . . , ai+j−1; ap) + (ap, ai . . . , ai+j−1; aq) = (ai−1; ai, . . . , ai+j−1; aq)
and so we have changed p to i − 1 without changing the rest of the cut. In the
second case we can replace Ak with (ap−1; ai, . . . , ai+j−1; aq) and we can repeat
the argument by decreasing p until we get to i − 1. Now we pick Ak−1; a similar
argument shows that if its support is mixed then after summing over all the shuffles
fixing the rest of the indices it will be canceled. And if it is pure, we can assume
that its two ends are also in the same range. Continuing this way we can replace
the terms in the right hand side with the terms in the left hand side. A neater
argument can be given by an induction on n+m.
The last relation is easy, and its proof is omitted. 
Remark 2.10. It is interesting to observe that for proving the path composition we
only used the first type relations and naively one expects that for the shuffle relation
we only need the second type relations. However our proof uses both relations in
order to prove the shuffle relation.
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We need the following lemma to deal with divergent iterated integrals∫ an+1
a0
dt
t− a1
◦ · · · ◦
dt
t− an
where a0 = a1 or an = an+1.
Lemma 2.11. The image of T˜ : C˜S → B(CS)
0 is generated by T˜ (a0; a1, . . . , an; an+1)
with a0 6= a1 and an 6= an+1 (by analogy we call these elements convergent) and
T˜ (b0; b0; b1).
Proof. Note that the shuffle relation implies:
T˜ (a0; a1, a1, . . . , a1︸ ︷︷ ︸
n
; an+1) =
1
n!
(T˜ (a0; a1; an+1))
n
We prove the lemma for the following type elements by an induction on i+ j:
T˜ (a0; a0, . . . , a0︸ ︷︷ ︸
i
, ai+1, . . . , an−j , an+1, . . . , an+1︸ ︷︷ ︸
j
; an+1)
where ai+1 6= a0 and an−j 6= an+1, we may also assume a0 6= an+1. Consider the
product:
T˜ (a0; a0, . . . , a0︸ ︷︷ ︸
i
; an+1)T˜ (a0; ai+1, . . . , an−j ; an+1)T˜ (a0; an+1, . . . , an+1︸ ︷︷ ︸
j
; an+1)
By shuffle relation it is a linear sum of elements of the form T˜ (A), including the
above term. Now notice that other than that term all the other terms by induction
hypothesis can be written in terms of the convergent elements. 
Let us define an ind-pro-object ΠC(S, a, b) for a, b ∈ S′ with S ⊆ S′, in the
category of graded H0B(CS,S′) comodule. Here CS,S′ is the sub algebra of CS′
generated by
(a0; a1, . . . , an; an+1) such that ai ∈ S i = 1, . . . , n.
When S is a finite subset of a field F , this will be a combinatorial analogue of the
motivic torsor of paths Πuni(A1\S, a, b).
A graded H0B(CS,S′) comodule is a graded Q-vector space V and a graded linear
map ν : V → V ⊗H0B(CS,S′) such that:
(id⊗∆) ◦ ν = (ν ⊗ id) ◦ ν
(id⊗ ǫ) ◦ ν = id
Definition 2.12. The ind-pro-object ΠC(S, a, b) is the graded Q-vector spaces
of non-commuting power series with variables Xs, one for each element of S,
Q〈〈Xs〉〉s∈S . This is an ind-object with respect to S and a pro-object with respect
to the polynomial degree or Adams grading. The grading is obtained by giving each
Xs weight 2. For a sequence A = (a; a1, . . . , an; b) ∈ CS,S′ let XA = Xa1 . . . Xan .
Define:
ν : ΠC(S, a, b) −→ ΠC(S, a, b)⊗B(CS,S′)
0
XA 7→
∑
XA1 ⊗ [A2| · · · |Ak]
where we sum over all cuts of A
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If we let the graded Adams piece H0B(CS,S′)(r) to have weight 2r, it is readily
checked that above map is a graded linear map.
Proposition 2.13. ΠC(S, a, b) is an ind-pro-object in the category of graded H0B(CS,S′)
comodules. In particular ν factors through ΠC(S, a, b)⊗H0B(CS,S′). If we make the
construction with C˜S, instead of CS, there is a natural (path composition) morphism:
ΠC(S, a, b)⊗ΠC(S, b, c) −→ ΠC(S, a, c)
in the category of ind-pro graded H0B(C˜S,S′) comodules.
Proof. The coaction can be written as:
XA 7→
∑
XA1 ⊗ T (A2) · · ·T (Ak)
where we sum over all elementary cuts of A. The rest follows directly from coprod-
uct formula and path composition. 
3. The Cycle map
Let F be a field. Our goal is to construct a natural map of DGA’s:
ρ : CF −→ NF .
This induces a map
ρ : H0B(CF ) −→ H
0B(NF )
Definition 3.1. For A = (a0; a1, . . . , an; an+1) ∈ CF , relative to ρ we define the
motivic integral Iρ(A) ∈ H
0B(NF ) by ρ(T˜ (A)).
Remark 3.2. Since
∫ a
a
ω = 0, we expect to have ρ(a0; a1, . . . , an; a0) = 0. There-
fore we will replace CF with its quotient by the ideal generated by (a0; a1, . . . , an; a0).
We confine ourself to construct ρ on one of the following three sub-DGA’s of CF :
(1) The sub-DGA CaF of a-generic elements is generated by:
(a0; a1, . . . , an; an+1) such that ai = aj and i 6= j ⇒ ai = a.
(2) The sub-DGA C1F of sequentially distinct elements
1 is generated by:
(a0; a1, . . . , an; an+1) such that ai 6= ai+1 for i = 1, . . . , n.
(3) The sub-DGA C2F of binary elements is generated by:
(a0; a1, . . . , an; an+1) such that ai ∈ {0, 1} for i = 1, . . . , n.
The technical definition that follows, is needed for the Hodge realization. We want
to construct cycles over the field F (s1, . . . , sk). For fixed base points a0 and an+1,
there is a (partially defined) map:
δ : NF (s1,...,sk) −→ NF (s1,...,sk−1)
(δZ)(s1, . . . , sk−1) = Z(a0, s1, . . . , sk−1)− Z(s1, s1, . . . , sk−1) + . . .
+(−1)k−1Z(s1, . . . , sk−2, sk−1, sk−1) + (−1)
kZ(s1, . . . , sk−1, an+1)
We say partially defined because the terms of this sum should be admissible. The
cycles that we construct have very simple (in fact linear) coefficients in terms of
si’s and so these specializations are sensible.
1Note that if A is sequentially distinct and A′, A′′ is a 2-cut, then A′ might not be sequentially
distinct, however in this case A′′ = (a; . . . ; a), an element that is set to be zero, so C1F is really a
sub-DGA.
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Definition 3.3. An integration theory on a sub-DGA C′F of CF , is a sequence of
algebra morphism (not DGA) for k ≥ 1:
ρk : C
′
F −→ NF (s1,...,sk)[k − 1]
where the bracket denotes a shift in the cohomological degree. i.e. if A ∈ C
′1
F (n)
then ρk(A) ∈ N kF (s1,...,sk)(n), is a codimension n cycle inside 
2n−k. Let A =
(a0; a1, . . . , an; an+1) ∈ C′F . The following properties should hold:
(1) ρk(A) = 0 for k > n.
(2) ρn(A) = Alt(c1(s1− a1), . . . , cn(sn− an))
2 for some non-zero constants ci’s
that might depend on A.
(3) The differential of ρk is:
dρk(A) = −δρk+1(A) + (−1)
k
∑
2-cuts of A
ρk(A
′)δρ1(A
′′)
Implicit in this definition is admissibility of the cycles ρk(A) and δρk(A)
for (k, n) 6= (1, 1). The case δρ1(a0; a1; a2) needs special definition when
a0 = a1 or a1 = a2.
Lemma 3.4. The differential of δρk(A) is given by:
d(δρk(A)) = (−1)
k
∑
2−cutsofA
δρk(A
′)δρ1(A
′′).
Proof. Take boundary of both sides of equation in condition (3). Use the
evident facts that δd = dδ and δ2 = 0 and δ(aδb) = (δa)(δb). 
Remark 3.5. According to lemma 3.4 the map ρ := δρ1 : C′F −→ N is a morphism
of DGA’s. So if we have an integration theory we have an associated motivic integral
in H0B(N ). In the next section we show that it has the right Hodge realization,
regardless of the integration theory used.
Definition 3.6. An integration theory is called base point free, if ρk(a0; . . . ; an+1)
is independent of a0 and an+1. So for such theories we sometimes use the notation
ρk(a1, . . . , an). An integration theory is called permuting if it is base point free and
for all n,m > 0: ∑
σ∈Σn,m
ρ1(aσ(1), . . . , aσ(n+m)) = 0
ρ1(a1, a2, . . . , an) = (−1)
n−1ρ1(an, an−1, . . . , a1)
If we have a permuting theory the corresponding ρ : CF −→ N factors through
C˜F , and hence its motivic integrals I(A) satisfy the shuffle, path composition and
inversion relations similar to those in proposition 2.8.
The construction of an integration theory is achieved inductively.
ρˆ1(a1)(s1) =
{
Alt(1− s1
a1
) if a1 6= 0
Alt(s1) if a1 = 0
2All is needed for the next section is:
R
η1
dz1
z1
∧ · · · ∧ dzn
zn
=
R
γ
dt
t−a1
◦ · · · ◦ dt
t−an
where η1 is
the topological cycle obtained from ρ1(A) by replacing si’s with γ(si)’s with 0 ≤ s1 · · · ≤ sn ≤ 1
for a path γ from a0 to an+1 in C− {a1, . . . , an}.
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We also let :
Sp|s1=a0 ρˆ1(a1)(s1) =
{
ρˆ1(a1)(a0) if a0 6= a1
ρˆ1(a1)(1 + a0) if a0 = a1
This specialization is used to regularize divergent integrals. They reflect the fact
that with the standard tangential base point at 0 one should define
∫ 1
0
dz
z
to be
zero. For any integration theory the most important part is a definition for ρ1(A),
for A = (a0; a1, . . . , an; an+1). In fact if we let Ai = (a0; a1, . . . , ai; ai+1) and
A′i = (ai; ai+1, . . . , an; an+1), we can define ρk inductively:
ρk(A)(s1, . . . , sk) =
n−k+1∑
i=1
ρ1(Ai)(s1) · ρk−1(A
′
i)(s2, . . . , sk)
Lemma 3.7. If ρ1(A) satisfies dρ1(A) = −δρ2(A) −
∑
ρ1(A
′)δρ1(A
′′), with ρk’s
defined as above in terms of ρ1 for all A of depth < n. Then we have
dρk(A) = −δρk+1(A) + (−1)
k
∑
ρk(A
′)δρ1(A
′′)
for all A of depth < n+ k − 1.
Proof. By definition:
dρk(A) =
m−k+1∑
i=1
dρ1(Ai) · ρk−1(A
′
i)− ρ1(Ai) · dρk−1(A
′
i)
where m is the depth of A, if m < n+ k − 1 then i < n so we can use:
dρ1(Ai) = −δρ2(Ai)−
∑
2-cuts of Ai
ρ1(Ai1)δρ1(Ai2)
and inductively:
dρk−1(A
′
i) = −δρk(A
′
i)−
∑
2-cuts of A′i
ρk−1(A
′
i1)δρ1(A
′
i2)
so dρk(A) is the sum of the following two terms:∑
−δρ2(Ai) · ρk−1(A
′
i) + ρ1(Ai) · δρk(A
′
i)
(−1)k
∑
i
(∑
ρ1(Ai1)ρk−1(A
′
i)δρ1(Ai2) +
∑
ρ1(Ai)ρk−1(A
′
i1)δ1ρ(A
′
i2)
)
One can check that by definition of ρk and fixing Ai2 or A
′
i2 and letting i vary that
the second sum is just
(−1)k
∑
2-cuts of A
ρk(A
′)δρ1(A
′′)
For the first sum if we neglect the two terms ρ2(Ai)(s, ai+1) and ρk(A
′
i)(ai, s1, . . . , sk−1)
we get −δρk+1(A), now one sees immediately that these two terms when summed
over i cancel each other. 
Let
ρ1(a0; a1; a2)(s) =


ρˆ1(a1 − a)(s− a) for a-generic case
ρˆ1(a1 − a0)(s− a0) for sequentially distinct case
ρˆ1(a1)(s) for binary case
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Note that the first and last case are base point independent. These come with their
specialization coming from ρˆ1. We set:
ρ(a0; a1; a2) := δρ1 := Sp|s=a0ρ1(a0; a1; a2)(s)− Sp|s=a2ρ1(a0; a1; a2)(s).
To define ρ1(A) for n > 1, we assume that we have defined ρ1 for all elements of
depth < n so we have a definition of ρk for all elements of depth < n+ k − 1. For
the a-generic and the sequentially distinct case, let:
ρ1(A)(s) = Alt
(
s− t
c− t
, ρ2(t, t)
)
where c = a in the a-generic case and c = a0 for the sequentially distinct case.
Here we let t vary. In fact inductively one sees that ρ1(A) has n − 1 of these
internal variables, i.e., the way ρ1 is defined gives us a (formal) linear combination
of rational functions over F (s):
φi : (P
1)n−1 −→ (P1)2n−1.
The cycle is the locus of these functions, intersected with 2n−1. More precisely
we take the pull-back of these function under the inclusion 2n−1 →֒ (P1)2n−1 to
get
φ′i : Xi −→ 
2n−1 Xi = (P
1)n−1 ×(P1)2n−1 
2n−1
These maps are proper so we have push forward φ′i∗ for cycles and the cycle is:
ρ1(A) =
∑
i
φ′i∗(Xi).
The definition for the binary case is more involved. One sees immediately that
ρ1 is base point dependent (in fact just the initial base point) for the sequentially
distinct case and it is base point independent for the a-generic case.
Proposition 3.8. The morphisms ρk define an integration theory for a-generic and
sequentially distinct sub algebras . For a-generic the theory is permuting, hence we
have shuffle, path composition and inversion relations for Iρ.
Proof. Assume ρ1(A) is admissible and satisfies
dρ1(A) = −δρ2(A) −
∑
ρ1(A
′)δρ1(A
′′).
for A of depth < n. By lemma 3.7 for A of depth n we have:
dρ2(A) = −δρ3(A) +
∑
ρ2(A
′)δρ1(A
′′)
but if we specialize at (t, t) we can replace−δρ3(t, t) with −ρ3(a0, t, t)+ρ3(t, t, an+1)
Assuming the admissibility, differential of ρ1(A) = (
s−t
c−t , ρ2(A)(t, t)) is:
ρ2(s, s)+(
s− t
c− t
, ρ3(a0, t, t))−(
s− t
c− t
, ρ3(t, t, an+1))−(
s− t
c− t
,
∑
ρ2(A
′)(t, t)δρ1(A
′′))
The first term is by t = s for the first coordinate, also when t = c the second
factor becomes empty, This is because ρ2(A)(c, c) has at least one coordinate which
is 1. The change in sign happens since the coordinates of ρ2 are shifted by 1 in
the definition of ρ1. Now if we use the definitions we see that this is exactly the
formula we wanted to prove for dρ1. It is left to check that ρ1(A) is admissible,
i.e. its intersection with any face F of 2n−1 is either empty or is of codimension
n. First let’s prove inductively that the intersection of ρ1 ∩ F is empty of we
set s = c (c is a0 for sequentially distinct and is a for the generic). Recall that
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ρ1(A)(s) = Alt(
s−t
c−t , ρ2(A)(t, t)). It is enough to prove this claim before alteration.
If F contains z1 =∞ then we have to set t = c in ρ2(A)(t, t) which by induction will
give empty. If the face doesn’t contain z1 = 0 then
s−t
c−t survives after intersection
and if we let s = c it is 1 so the intersection with m is empty. Finally if it does
have z1 = 0 we have to take the intersection ρ2(s, s) which is
∑
ρ1(Ai)(s)ρ1(A
′
i)(s)
and by induction this becomes empty if we set s = c. Next we show that the
intersection of ρ1 with any face zi = ∞ is empty. We did the case z1 = ∞ before.
For other cases we have to take the intersection of ρ2(t, t) with an infinite face, if
this is non-empty by induction we need to have t = ∞ which makes s−t
c−t to be 1.
The best way to prove the admissibility in general is to use the language of trees.
We refer the reader to [FJ] or [GGL] for this. For a rooted tree T (not necessarily
binary) with leaves labeled with a1, . . . , an and E edges, define a subvariety of 
E
by:
ρT1 (A)(s) = (
s− t
c− t
, ρT11 (supp(T1))(t), . . . , ρ
Tk
1 (supp(Tk))(t))
where T1, T2, . . . , Tk are the children sub-trees of the root from left to right. And if
Ti has leaves labeled with aj , aj+1, . . . , am then supp(Ti) = (aj−1; aj , . . . , am; am+1).
It is observed readily that:
ρ1(A)(s) =
∑
ρT1 (A)(s)
where we sum over the binary trees with leaves labeled at a1, . . . , an. Now note
that the intersection of ρT (A) with zi = 0 where the coordinate corresponds to an
internal edge e of T gives ρT
′
1 (s) where T
′ is obtained from T by contracting e. And
its intersection with zi = 0 corresponding to a leaf labeled at ai and with its sibling
sub-trees T1, . . . , Tk corresponds to
±ρT
′
1 (supp(T
′))(s)ρT1 (supp(T1))(ai) . . . ρ
Tk
1 (supp(Tk))(ai).
where T ′ is obtained from T by contracting the leaf with label ai and cutting off
all its siblings and labeling the new made leaf by ai. So if we want to use induction
on the number of edges, we only need to show that the case where one of the Ti’s
above is a leaf with label at ai will give an empty cycle. In the case of a-generic
we need to have ai = a and in this case at least one other Ti gives 1 if we replace
its s variable with a (note that if all Ti’s are leaves with labels at a the alteration
will kill this term.) for the sequentially distinct case, the sibling T1 to the right of
the contracted leaf at ai has its support of the form (ai; ai+1, . . . ; am+1) and hence
ρT11 (supp(T1))(ai) is empty inside 
l. This finishes the admissibility condition.
The fact that the integration theory on a-generic elements is permuting is left to
the reader. 
Now we deal with the binary case. We have to define ρ1(a0; a1, . . . , an; an+1),
but since the theory that we will construct is base point independent, we write
ρ1(A) for A = (a1, . . . , an). We need axillary cycles ρ
ǫ
1(A) and ρ
ǫ
1(Ai|A
′
i) for ǫ = 0
or 1 and Ai = (a1, . . . , ai), A
′
i = (ai+1, . . . , an). The definitions are inductive. First
we give the special and simple case of n = 2:
ρǫ1(A) = ρ
ǫ
1(A1|A
′
1) =
1
2
(
s− t
ǫ− t
, ρ1(a1)(t), ρ1(a2)(t)
)
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Note that by alteration this term is zero when a1 = a2. To make our formulation
more compact, we also set:
ρǫ1(a)(s) = |ǫ− a|ρ1(a)(s) =


0 if a = ǫ
Alt(s) if 0 = a 6= ǫ
Alt(1 − s) if 1 = a 6= ǫ
Remind that 0 is the empty cycle and not zero as a function. Now the case n > 2:
ρǫ1(A) = Alt
n−1∑
i=1
ρǫ1(Ai|A
′
i)− ρ
ǫ
1(A
′
i|Ai)
ρǫ1(Ai|A
′
i) =
(
s− t
ǫ− t
, ρ11(Ai)(t), ρ
0
1(A
′
i)(t)
)
+ δi
(
t− s
ǫ− t
, ρ11(Ai)(t), ρ
0
1(A
′
i)(s)
)
+ δi
(
t− s
ǫ− t
, ρ01(Ai)(t), ρ
1
1(A
′
i)(s)
)
where δi = −
1
2 if i 6= 1 and n− 1 and δ1 = 0, δn−1 = −1 (remind that n > 2). Now
for A = (a1, . . . , an) let:
ρ1(A)(s) = ρ
0
1(A)(s) + ρ
1
1(A)(s)
ρk(A)(s1, . . . , sk) =
n−k+1∑
i=1
ρ1(Ai)(s1)ρk−1(A
′
i)(s2, . . . , sk).
Proposition 3.9. The morphisms ρk defined above, form a permuting integration
theory on the binary subalgebra C2F , generated by (a0; a1, . . . , an; an+1) with ai ∈
{0, 1} for i = 1, . . . , n.
Remark 3.10. One can easily modify this construction to work for binary elements
(a0; . . . ; an+1) with ai ∈ {α0, α1} for two fixed distinct elements α0, α1 ∈ F . The
starting point would be:
ρ1(a)(s) =
{
s−a
α0−a
if a 6= α0
s−a
α1−a
if a = α0
Now similarly we define ρ01 and ρ
1
1. Where instead of ǫ, we have αǫ.
Proof. According to lemma 3.7 all we need to do is to check ρ1 is admissible
and satisfies
dρ1 = −δρ2 −
∑
2-cuts of A
ρ1(A
′)δρ1(A
′′)
The admissibility follows from the following observation:
The intersection F ∩ ρǫ1(A)(s) of ρ
ǫ
1 with any face of 
2n−1 is empty if we set
s = ǫ. Note that this is stronger than just saying ρǫ1(ǫ) is empty, which in fact
is obvious since the first coordinate becomes 1. this stronger version follows since
each component has both ρ01 and ρ
1
1, if we intersect with z1 = 0 to kill the obvious
coordinate giving 1 we still have persisting coordinates that gives 1, now regardless
of ǫ. If we intersect with z1 = ∞ we get the two terms ρ11(Ai)(ǫ)ρ
0
1(A
′
i)(s) and
ρ01(Ai)(ǫ)ρ
1
1(A
′
i)(s). Now if ǫ = 0 the second component is empty by induction
and now for the first component we can use inductive hypothesis to show any
intersection with a face becomes empty if we set s = 0, the case ǫ = 1 is similar.
This will imply the admissibility.
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Now again as before the definition can be restated in terms of rooted binary
trees with leaves at a1, . . . , an. Such a tree gives a partition of this set into Ai and
A′i (left and right child labels). And to define ρ1 or ρ
ǫ
1 we need this partition. In
fact for a binary tree T with left and right subtrees L and R we define:
ρǫ1(T ) =
(
s− t
ǫ− t
, ρ11(L)(t), ρ
0
1(R)(t)
)
+ δi
(
t− s
ǫ− t
, ρ11(L)(t), ρ
0
1(R)(s)
)
+ δi
(
t− s
ǫ− t
, ρ01(L)(t), ρ
1
1(R)(s)
)
+
(
s− t
ǫ− t
, ρ01(L)(t), ρ
1
1(R)(t)
)
+ δn−i
(
t− s
ǫ− t
, ρ01(L)(s), ρ
1
1(R)(t)
)
+ δn−i
(
t− s
ǫ− t
, ρ11(L)(s), ρ
0
1(R)(t)
)
with δi as before with i being the number of leaves of R. With this definition we
can write:
ρǫ1(A) =
∑
ρǫ1(T )
where we sum over all binary trees with leaves labeled with A = (a1, . . . , an). Now
take an edge e of one of these binary trees T , it corresponds to a coordinate ze
of ρǫ1(A). If it is not a leaf, in 6 different ways i.e. one of the 6 terms above.
If one or both subtrees of this edge are leaves some of these 6 cases are empty.
To manage these different choices we put an extra decoration on our binary trees.
Namely we decorate each edge (excluding the leaves) with a number 1 through 6,
corresponding to the above 6 terms in the order they are written. Now if (T, decT )
is such a decorated tree with root decorated by 1 ≤ j ≤ 6, we let ρǫ1(T, decT ) be
the j’th term of the above expression, where L and R get their decorations from
T . We can rewrite the above formula this time with decorated binary trees:
ρǫ1(A) =
∑
ρǫ1(T, decT )
The 0-special edges of a decorated binary tree are the internal edge connected to the
left of the root with the root decoration of 2 or 3 and the internal edge connected to
the right of the root with the root decoration of 5 or 6 and the root itself. Similarly
the ∞-special edges are the internal ones connected to a leaf with a decoration of
2, 3, 5 or 6.
We want to show that there is an involution (T, decT , e, α) ↔ (T ′, decT ′ , e′, α′)
between quadruples a binary tree (with leaves at a1, . . . , an) , its decoration, an edge
e and α = 0 or∞ such that with the right sign (dictated by the differential on cycles)
ρǫ1(T, decT )|ze=α cancels ρ
ǫ
1(T
′, decT ′)|ze′=α′ , with the exclusion of (T, decT , e, α)
where e is an α-special edge. This is done by considering different cases.
To calculate dρǫ(A) we only need to consider ρǫ(T, decT )|ze=α with e being an
α-special edge for α = 0 or∞. So we have the following cases. For ease of notation
we right Lǫ for ρǫ1(L, decL)(s) and similarly for R.
(1) e is the root with decoration 1:
ρǫ1(T, decT )|ze=0 = L
1R0.
(2) e is the root with decoration 4:
ρǫ1(T, decT )|ze=0 = L
0R1.
(3) e is the root with decoration 2 or 6 (note that δi + δn−i = 1):
ρǫ1(T, decT )|ze=0 + ρ
ǫ(T, dec′T )|ze=0 = −L
1R0.
16 AMIR JAFARI
where decT and dec
′
T are identical except at the root, one with decoration
2 and one with decoration 6.
(4) e is the root with decoration 3 or 5:
ρǫ1(T, decT )|ze=0 + ρ
ǫ
1(T, dec
′
T )|ze=0 = −L
0R1.
(5) e is to the left (or right) of the root with the root decoration 2 (or 6):
−ρ01(T, decT )|ze=0 + ρ
0
1(T, dec
′
T )|ze=0 = L
0R0.
−ρ11(T, decT )|ze=0 + ρ
1
1(T, dec
′
T )|ze=0 =− δiL
1R0 − δn−iL
0R1
(6) e is to the left (or right) of the root with the root decoration 3 (or 5):
−ρ11(T, decT )|ze=0 + ρ
1
1(T, dec
′
T )|ze=0 = L
1R1
−ρ01(T, decT )|ze=0 + ρ
0
1(T, dec
′
T )|ze=0 =− δiL
0R1 − δn−iL
1R0
Adding all these terms will give us L0R0+L1R0+L1R1+L0R1 or (L0+L1)(R0+R1)
when we sum over all decorated trees this gives ρ2(A)(s, s), which is a term in
−δρ2(A). The other terms in the formula:
dρ1(A) = −δρ2(A) +
∑
ρ1(A
′)δρ1(A
′′)
come from ∞-special edges.
(1) The edge e has a right child which is a leaf at ai+1 and and a left child
which is a tree T ′ with labels Ai = (a1, . . . , ai), as shown below, with a
decoration of 2 or 3 then:
ρǫ1(T, decT )|ze=∞ + ρ
ǫ
1(T, dec
′
T )|ze=∞ = −ρ1(T
′, decT ′)(ai+1)ρ
ǫ
1(T
′′, decT ′′)(s)
where T ′′ is the tree obtained from T by removing the leaf ai+1 and its
sibling subtree T ′ and labeling the newly made leaf by ai+1.
B07162534
•
•










C(/).*-+,
//
//
//
//
//
//
Ai8?9>:=;<



•
//
//
//
ai+1
If we add the trivial term
−ρ1(T
′, decT ′)(a0)ρ
ǫ
1(T
′′, decT ′′)(s) + ρ1(T
′, decT ′)(a0)ρ
ǫ
1(T
′′, decT ′′)(s)
and add over all possible cases of this form we get the term
−ρ2(A)(a0, s)−
∑
i
ρ1(ai+1, . . . , an)δρ1(a0; a1, . . . , ai; ai+1)
(2) The edge e has a left child which is a leaf at ai and a right child which is a
tree T ′ with labels A′i = (ai+1, . . . , an) and decoration 4 or 5.
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A calculation similar to the above case gives:
−ρ2(A)(s, an+1)−
∑
i
ρ1(a1, . . . , ai)δρ1(ai; ai+1, . . . , an; an+1)
(3) One sees that the following two types of ∞-special edges with Ai,j =
(ai+1, . . . , aj) will give the rest of the differential:
−
∑
ρ1(A
′)δρ1(A
′′)
where we sum over 2-cuts A′, A′′ of (a0; . . . ; an+1) such that the initial and
final point of A′′ are ai and aj+1 with 0 < i < j < n.
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The proposition is proved. 
In definition 2.12 we defined an ind-pro object ΠC(S, a, b) for a given set S ⊆ S′
and a co-action:
ν : ΠC(S, a, b) −→ ΠC(S, a, b)⊗H0B(C˜S,S′)
Now for S = {0, 1} and S′ = {0, 1, a, b} we have a map from C˜S,S′ to N so we get
a map
ΠC(S, a, b) −→ ΠC(S, a, b)⊗H0B(N )
XA 7→
∑
XA1 ⊗ Iρ(A2) · · · Iρ(Ak)
where we sum over all elementary cuts of A. Which makes ΠC(S, a, b) = Q〈〈X0, X1〉〉
into a comodule over H0B(N ) .
Definition 3.11. The motivic torsor of paths on P1 − {0, 1,∞} from a to b is the
above co-module over H0B(N ). It is denoted by ΠMot(P1 − {0, 1,∞}; a, b).
In the next section we show that its Hodge realization is the canonical Hodge
structure on the unipotent completion of the torsor of paths. (see appendix B for
a review of it)
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4. Hodge Realization of the Motivic Iterated Integrals
As in definition 3.3, let {ρk} be an integration theory, and I(A) its relative
motivic iterated integral. In this section we show that the Hodge realization of I(A)
is the canonical framed MHTS IH(A)(refer to definition B.7) for iterated integrals.
Given A = (a0; a1, . . . , an; an+1), let N ′ be the sub algebra of N generated by
ρ(Ai)’s for all cuts A1, . . . , Ak of A. We want to define a sub-DGA D′ of topological
cycles that satisfies the condition of the definition B.4 in appendix B. To do this
we need to define some intermediate topological cycles. Their definition depends
on a choice of a path γ with interior in C − {a1, . . . , an} from the tangential base
point a0 to the tangential base point an+1.
For 1 ≤ i ≤ n define a topological cycles ηi(A) inside 
2n−i
C with (real) dimension
2n− i by:
ηi(A) = ρi(A)(γ(s1), . . . , γ(si))
where sk’s vary in the simplex 0 ≤ s1 ≤ · · · ≤ si ≤ 1.
Let Γ be a small disk around zero in C with its canonical orientation, i.e.
∫
δΓ
dz
z
=
2πi. We define:
τi(A) = (−1)
iδηi(A) · Γ · (δΓ)
i−1 + ηi(A) · (δΓ)
i
where · denotes the usual alternating product (i.e. we take the usual external
product to obtain a cycle inside 2n and then take the alteration with respect to
the action of the group Σ2n ⋊ (Z/2Z)
2n). And δ denotes the topological boundary
defined for a cycle f(s1, . . . , sn) by:
(δf)(s1, . . . sn−1) = f(0, s1, s2, . . . , sn−1)− f(s1, s1, s2, . . . , sn−1) + · · ·
· · ·+ (−1)n−1f(s1, . . . , sn−1, sn−1) + (−1)
nf(s1, . . . , sn−1, 1).
Finally denote
ξγ(A) =
n∑
k=1
τk(A).
Note that ξγ(A) ∈ D˜0(n), i.e. it is a topological cycle inside 2nC of (real) dimension
2n. We will denote the corresponding element in the following homological version
of D˜ also by the same notation.
D0(n) = Alt lim−→H2n(S ∪ J
2n,J 2n)
(where J 2n is the union of all the codimension 1 hyper planes of (P1)2n obtained
by letting one coordinate equal to 1. The limit is taken over certain admissible
subsets of C2n of (real) dimension 2n.)
We define D′ to be the sub DGA of topological (homological) cycles generated
by σ(ρ(Ai)) and ξγ(Ai) where A1, . . . , An is any cut of A and σ : N −→ D is the
underlying topological cycle (i.e. the fundamental class). In fact one can take the
algebra generated by these elements. It will automatically be a DGA because of
the following proposition:
Proposition 4.1. The differential of ξγ(A) is given by the formula
σ(ρ(A)) +
∑
ξγ(A
′)σ(ρ(A′′))
where we sum over all 2-cuts (A′, A′′) of A.
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Proof. Since ηk were defined in terms of ρi’s, they satisfy:
dηk(A) = −δηk+1(A) + (−1)
k
∑
ηk(A
′)σ(ρ(A′′))
d(δηk(A)) = (−1)
k
∑
δηk(A
′)σ(ρ(A′′))
Hence:
dτk(A) =(−1)
kd(δηk(A) · Γ · δΓ
k−1) + dηk(A) · δΓ
k
=(−1)kd(δηk(A)) · Γ · δΓ
k−1 − δηk(A)d(Γ)δΓ
k−1 + dηk(A) · δΓ
k
=
∑
2-cuts of A
{
δηk(A
′)σ(ρ(A′′)) · Γ · δΓk−1 + (−1)kηk(A
′)σ(ρ(A′′)) · δΓk
}
+ δηk(A) · δΓ
k−1 − δηk+1(A) · δΓ
k
=
∑
2-cuts of A
{
(−1)kδηk(A
′) · Γ · δΓk−1 + ηk(A
′) · δΓk
}
· σ(ρ(A′′))
+ δηk(A) · δΓ
k−1 − δηk+1(A) · δΓ
k
=δηk(A) · δΓ
k−1 − δηk+1(A) · δΓ
k +
∑
2-cuts of A
τk(A
′)σ(ρ(A′′))
Summing over k we get:
dξγ(A) = δη1(A) +
∑
2-cuts of A
ξγ(A
′) · σ(ρ(A′′))
but since δη1(A) = σ(ρ(A)) the proposition is proved. 
Finally our last piece of data, is a construction of certain element Zγ(A) ∈
H0B(D′,N ′).
Definition 4.2. Define Zγ(A) ∈ H
0B(D′,N ′)0 by∑
1⊗ [ρ(A1)| . . . |ρ(Ak)] +
∑
ξγ(A1)[ρ(A2)| . . . |ρ(Ak)]
where the sums are over all cuts of A.
Lemma 4.3. dZγ(A) = 0, hence it defines an element of H
0B(D′,N ′) denoted by
the same notation.
Proof. The first sum in Zγ is in fact 1 ⊗ I(A). Since dI(A) = 0 as an element
of B(N ′)0, the only contribution of the differential for this term is
−
∑
σ(ρ(A1))⊗ [ρ(A2)| · · · |ρ(Ak)].
The external differential of each summand of the second sum is
d(ξγ(A1))⊗ [ρ(A2)| · · · |ρ(Ak)]−
n∑
i=2
ξγ(A) ⊗ [ρ(A1)| · · · |dρ(Ai)| · · · |ρ(Ak)]
Since dξγ(A1) = σ(ρ(A1)) +
∑
ξγ(A
′
1)σ(ρ(A
′′
1 )) and dρ(Ai) = −
∑
ρ(A′i)ρ(A
′′
i ),
adding the above two terms gives us:∑
2-cuts of A1
ξγ(A
′
1)σ(ρ(A
′′
1 ))⊗ [ρ(A2)| · · · |ρ(Ak)]
+
n∑
i=2
ξγ(A)⊗ [ρ(A1)| · · · |
∑
ρ(A′i)ρ(A
′′
i )| · · · |ρ(Ak)]
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If we only sum this over k-cuts of A, it will be canceled by the internal differential
of ∑
(k + 1)-cuts
ξγ(A1)⊗ [ρ(A2)| · · · |ρ(Ak+1)].

Lemma 4.4. Assume a0 6= a1 and an 6= an+1. Under the map (see lemma B.5)
Λ : H0B(D′,N ′) −→ H0B(N ′)⊗ C
Zγ(A) maps to
I(A) +
∑(∫
γ
ωA1
)
[ρ(A2)| · · · |ρ(Ak)]
where the sum is taken over all cuts A1, . . . , Ak of A, and if A1 = (a0; ai1 , . . . , aim ; an+1)
ωA1 = (2πi)
−m dt
t− ai1
◦ · · · ◦
dt
t− aim
.
Proof. It is enough to show that
λ(ξγ(A1)) = x
m
∫
γ
ωA1 .
where m = deg(A1). To show this, first observe that if i < m∫
ηi(A1)
dz1
z1
∧ · · · ∧
dz2m−i
z2m−i
= 0
This is so, since at least two components have the same parameter, and the alter-
nation will kill them. By a similar argument we can, replace ηi(A) with δηi and
this time we can even include i = m.(This is the only place that one needs to look
inside the machinery of integration theory). So the only term in ξγ(A1) that gives
a nonzero contribution is ηm(A1) · (δΓ)m. Since
∫
δΓ
dz
z
= 2πi we get:
λ(ξγ(A1)) = x
m(2πi)−m
∫
ηm(A1)
dz1
z1
∧ · · · ∧
dzm
zm
.
It is left to check that:∫
ηm(A1)
dz1
z1
∧ · · · ∧
dzm
zm
=
∫
γ
dt
t− ai1
◦ · · · ◦
dt
t− aim
But ηm(A1) is the cycle
Alt(c1(γ(s1)− ai1), . . . , cm(γ(sm)− aim))
where 0 ≤ s1 · · · ≤ sm ≤ 1 and the constants ci depend on our integration theory.
However since the form dz1
z1
∧ · · · ∧ dzm
zm
is invariant under the action of (C∗)m and
is alternating under the action of (Z/2)m⋊Σm, we get the iterated integral on the
right, by definition.
Finally let us show that the formula for Λ(Zγ(A)) which a priory is in B(N )⊗C,
is in fact inside H0B(N ) ⊗ C. This is not needed because Λ is map of differential
graded vector spaces, however it is not hard to see it directly. In fact if one fixes
A1 = (a0; ai1 , . . . , aim ; an+1) then A2, . . . , Ak are a shuffle of cuts for (a0; . . . ; ai1),
(ai1 ; . . . ; ai2), . . . , (aim ; . . . ; an+1) and so the formula can be written as:
I(A) +
∑(∫
γ
ωA1
)
I(A2) · · · I(Ak)
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where this time we only sum over elementary cuts of A. 
Lemma 4.5. If a0 6= a1 and an 6= an+1, the pair (N ′,D′) satisfies the conditions
in definition B.4 of appendix B.
Proof. Condition (1) follows from lemma 2.5. Condition (2) is trivial by defi-
nitions. Condition (3) follows from the calculations of the previous lemma. Condi-
tions (4) and (6) are left to the reader to verify. To check condition (5) we need to
show that τ∗(I(Ai)) = 0 where Ai is a cut component of A. However:
Zγ(Ai) = 1⊗ I(Ai) +
∑
ξγ(Ai1)[ρ(Ai2)| . . . |ρ(Aik)]
(summing over all cuts of Ai) has differential zero and d(1⊗ I(Ai)) = −τ(I(Ai)) so
τ(I(Ai)) = d(
∑
ξγ(Ai1)[ρ(Ai2)| . . . |ρ(Aik)]).

Theorem 4.6. Let A = (a0; a1, . . . , an; an+1). The Hodge realization of I(A) is
IH(A).
Proof. According to the lemma 2.11 for a permuting integration theory we can
assume, a0 6= a1 and an 6= an+1. Recall the MHTS’s Π
n(A1−{a1, . . . , an}; a0, an+1)
and H(N ′, n)[n] of appendix B. Their (−2k)-de Rham graded pieces are homoge-
neous degree k elements of Q〈〈Xai〉〉 and H
0B(N ′)(n − k) respectively. We define
the following map from the first space to the second:
Xb1 · · ·Xbk 7→
∑
[ρ(A2)| · · · |ρ(Am)]
where we sum over all cuts A1, . . . , Am of A such that A1 = (a0; b1, . . . , bk; an+1). If
there are no such cuts the value is zero and if m = 1, the value is 1. Using the same
ideas as in the lemma 4.4, one can see that this in fact lands in H0B(N ′)(n−k). It
maps 1 to I(A). It also maps Xa1 . . .Xan to 1, while mapping any other monomial
of degree n to zero. Hence it does respect the frames of IH(A) and RealMHTS(I(A)).
It remains to show that it is a morphism of MHTS’s. i.e. it maps the Betti subspace
of C〈〈Xai〉〉 defined by the image of
Φ : ΠN (X, a0, an+1) −→ C〈〈Xai〉〉
γ 7→ 1 +
∑
bi∈{a1,...,an}
(2πi)−k(
∫
γ
dt
t− b1
◦ · · · ◦
dt
t− bk
)Xb1 . . .Xbk
to the Betti subspace of H0B(N ′)⊗C defined by the image of the map Λ of lemma
B.5. Observe that under the map defined between the two structures above, Φ(γ)
maps to
I(A) +
∑
(
∫
γ
ωA1)[ρ(A2)| . . . |ρ(Am)].
where we sum over all cuts of A. This is Λ(Zγ(A)) and therefore is inside the Betti
subspace of H(N ′, n). 
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Appendix A. Bar Construction
In this section we recall the basic definitions of bar construction. We follow the
exposition of Hain and Zucker [HZ]. It differs from [BK] in certain signs.
A differential graded algebra (DGA for short) over a field F is a graded vector
space over F :
A =
⊕
n∈Z
An
with an associative multiplication and linear maps:
d : An −→ An+1
such that d ◦ d = 0. For a ∈ An and b ∈ Am, a · b ∈ An+m and:
d(a · b) = (da) · b+ (−1)na · (db).
An augmentation for A is an onto map ǫ : A −→ F of DGA’s, where F is the trivial
DGA, concentrated in degree 0. If we assume that A has a unit, we also require
that ǫ(1) = 1.
A (right) module over A is a graded vector spaceM = ⊕nMn with a differential
d :Mn −→Mn+1 and an action:
M⊗A −→M
such that:
(1) For m ∈ M and a, b ∈ A, (ma)b = m(ab).
(2) If A has a unit the m · 1 = m.
(3) For m ∈ Mn and a ∈ Am, am ∈Mn+m and
d(ma) = (dm)a+ (−1)nm(da).
One can similarly define a left A module. We now give the details of the bar
construction. Let A be an augmented DGA and A+ be the kernel of the augmen-
tation. Let M be a right A module. The bar construction assigns a differential
graded vector space B(M,A) to this data as follows. As a graded vector space it
is:
M⊗F T (A
+[1]).
Here T (A+[1]) is the tensor algebra over the shifted graded vector space A+[1].
Hence the degree of a homogeneous element m⊗ a1 ⊗ · · · ⊗ ar is
deg(m) + deg(a1) + · · ·+ deg(ar)− r.
Often we use the bar notation: m⊗ [a1| . . . |ar] for such an element. There are two
differential on this space, the external differential denoted by dext and the internal
differential denoted by dint. They are defined by the following formulae:
dext(m⊗ [a1| . . . |ar]) =dm⊗ [a1| . . . |ar]
+
r∑
i=1
Jm⊗ [Ja1| . . . |Jai−1|dai|ai+1| . . . |ar],
dint(m⊗ [a1| . . . |ar]) =(Jm · a1)⊗ [a2| . . . |ar]
+
r−1∑
i=1
Jm⊗ [Ja1| . . . |Jai−1|Jai · ai+1| . . . |ar].
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the operation J is given by J(a) = (−1)deg(a)−1a on the homogeneous elements.
Note that deg(a) − 1 is the degree of a in the shifted complex A[1]. If M = F
is the trivial DGA, instead of B(F,A) we write B(A) and we write [a1| . . . |ak] for
1⊗ [a1| . . . |ak].
There is a coproduct on B(A) (where the empty tensor is 1 by convention):
∆([a1| . . . |ar]) =
r∑
s=0
[a1| . . . |as]⊗ [as+1| . . . |ar].
Up to this point all the constructions work for a DGA which is not necessarily
commutative. The product is defined only when both M and A are commutative
DGA’s (i.e. ab = (−1)nmba for a ∈ An and b ∈ Am) by the shuffle:
m⊗ [a1| . . . |ar] ·m
′ ⊗ [ar+1| . . . |ar+s] :=
∑
sgna(σ)(m ·m
′)⊗ [aσ(1)| . . . |aσ(r+s)]
where σ runs over the (r, s)-shuffles and the sign is obtained by giving ai’s weights
deg(ai) − 1. For example if all ai’s are of odd weights then all the signs are plus.
These definitions make B(A) into a Hopf algebra where A is a commutative DGA.
Appendix B. Mixed Hodge-Tate Structures
We recall a definition for the mixed Hodge-Tate structures (MHTS for short)
below:
Definition B.1. A MHTS H is a finite dimensional 2Z-graded Q-vector space
HdR = ⊕nH2n together with a Q-subspace HB of HdR ⊗ C such that
3 for all m:
Im

HB ∩ (⊕
n≤m
H2n ⊗ C)
Proj
−→ H2m ⊗ C

 = H2m.
A morphism f is a graded morphism fdR from HdR to H
′
dR such that fdR ⊗ 1 :
HdR ⊗ C −→ H ′dR ⊗ C sends HB to H
′
B, this induced map is denoted by fB.
Remark B.2. If H = (HdR, HB) is a MHTS as above, the shifted structure H [n]
is given by
H [n]dR =
⊕
k
H [n]2k
H [n]2k = H2k+2n
and the same HB.
Our two basic examples of such structures are the truncated torsor of paths on
X = A1\{a1, . . . , an}
ΠN (X ; a0, an+1)
and the space H0B(N ′) for certain sub-DGA’s N ′ of N . Let us recall the construc-
tion of MHTS on these two spaces. For the first one we follow [G] §5 and for the
second one we follow [BK] §8.
3It is more conventional to replace the right hand side with (2pii)−mH2m, however our defini-
tion is equivalent and make our constructions a little easier.
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Assume that a1, . . . , an are distinct. Let H−2m be the space of homogeneous
polynomials of degree m on non-commuting variables X1, . . . , Xn with coefficients
in Q. This is a space of dimension mn for m > 0 and 1 for m = 0 over Q. Let
HdR =
⊕
0≤m≤N
H−2m.
Let ωi := (2πi)
−1d log(t − ai). Any path γ : [0, 1] −→ X from a0 to an+1 defines
an element of HdR ⊗ C by the Feynman-Dyson formula:
Φ(γ) =
∑(∫
γ
ωi1 ◦ · · · ◦ ωik
)
Xi1 . . .Xik
where we sum over all (i1, . . . , ik) for 0 ≤ k ≤ N and ij ∈ {1, . . . , n}. One can
show that this element depends only on homotopy class of γ as a path from a0
to an+1 in X , and if we extend Φ by linearity to Q[π(X ; a0, an+1)] it vanishes on
IN+1a0 Q[π(X ; a0, an+1)]. Ia0 is the augmentation ideal Ker(Q[π1(X ; a0)] −→ Q).
Hence we get a map
Φ : ΠN (X ; a0, an+1) −→ HdR ⊗ C.
Its image is the Betti subspace HB .
If a0 or an+1 are in {a1, . . . , an} one needs to consider tangential base point and
regularization of the iterated integrals as follows. Identify the tangent space at each
point of C with C and as the tangential base point at a, take the unit tangent vector
1. Now by a path from a0 to an+1 we mean a differentiable map γ : [0, 1] −→ C
such that γ(0) = a0, γ(1) = an+1, γ
′(0) = γ′(1) = 1 and γ restricted to the open
interval (0, 1) maps to C−{a1, . . . , an}. The regularized iterated integral is defined
as follows. Let γ∗ωi = fi(t)dt, then the integral∫
ǫ≤t1≤···≤tk≤1−ǫ
fi1(t1) . . . fik(tk)dt1 . . . dtk
can be written as
∑m
i=1 cm(ǫ) log
i ǫ where cm are holomorphic around 0. The reg-
ularized value is c0(0).
Lemma B.3. For a given N , the 2Z-graded vector space
HdR = ⊕k≤NH−2k
where H−2k is the space of homogeneous polynomials of degree k on non-commuting
variables X1, . . . , Xn with coefficients in Q, together with the Q subspace HB of
HdR ⊗ C defined by:
Im(Φ : ΠN (X ; a0, an+1) −→ HdR ⊗ C)
is a MHTS. It is also denoted by ΠN (X ; a0, an+1).
Now we recall the MHTS defined in [BK] on H0B(N ′) for certain sub-DGA’s N ′
of N .
Let an admissible topological cycle of (real) codimension 2r in nC be a linear
sum of admissible subsets of nC which are a union of smooth singular simplices of
(real) codimension 2r and disjoint interiors. Admissible means that the intersection
with any face of n is either empty is also a union of singular simplices of real
codimension 2r and disjoint interiors. This group is denoted by TCycler(n). Let
D˜n(r) = Alt(TCycler(2r − n)⊗Q)
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A similar constructions to N , will make D˜ = ⊕D˜n(r) into a DGA with a natural
morphism:
σ : N −→ D˜
that assigns the underlying topological cycle to an algebraic cycle. We would like
to consider these topological cycles up to homology. i.e. If for Z ∈ D˜0(n) we have
dZ = 0, we want it to be equivalent to (δΓ)2n, where Γ is a small disk around zero
in C and δ is the boundary. This is done in more details in [BK]. But the idea is
to consider
Dn(r) := Alt lim
−→
H2r−2n(S ∪ J
2r−n,J 2r−n)
where J n is the union of all the codimension 1 hyper planes of (P1)n obtained by
letting one coordinate equal to 1. The limit is taken over all admissible subset S
in C2r−n of (real) codimension 2r. This has a natural structure of DGA (refer to
[BK], §8).
Definition B.4. A pair of a sub-DGA N ′ of N and a sub-DGA D′ of D is called
admissible if:
(1) Each space H0B(N ′)(r) is finite dimensional Q-vector space.
(2) The map σ maps N ′ to D′.
(3) Let C[x] be a DGA concentrated in degree zero with Adams grading given
by powers of x and zero differential. Define λ : D′ −→ C[x] to be zero on
(D′)n(r) for n 6= 0 and for c ∈ (D′)0(r) , i.e. an admissible topological cycle
in 2r of real dimension r:
λ(c) =
(
(2πi)−2r
∫
c
dz1
z1
∧ · · · ∧
dz2r
z2r
)
xr
We will assume that λ is a well-defined morphism of DGA’s. We call λ the
period map.
(4) The map λ : H0(D′) −→ H0(C[x]) = C[x] defines an isomorphism H0(D′) =
Q[x]. (This condition is missing from [BK], however is needed if one wants
to prove that the following structure is a MHTS)
(5) Let τ : B(N ′)→ B(D′,N ′)[1] (bracket denotes the shift in the degrees) be
given by:
[a1| . . . |ar] 7→ σ(a1)⊗ [a2| . . . |an].
It can easily be seen that this is a map of differential vector spaces so it
induces:
τ∗ : H0B(N ′) −→ H1B(D′,N ′).
We will assume that this map is zero.
(6) There is one more condition that is technical and we refer the reader to
page 597 of [BK] for its statement.
Define
Λ : H0B(D′,N ′) −→ H0B(N ′)⊗ C
via the period map followed by evaluation at x = 1: D′
λ
−→ C[x]
x=1
−→ C.
Lemma B.5. For a given n, the 2Z-graded vector space:
HdR = ⊕r≤nH2r, H2r = H
0B(N ′)(r)
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together with the Q-subspace HB of HdR ⊗ C given by:
Im(Λ : ⊕r≤nH
0B(D′,N ′)(r) −→ ⊕r≤nH
0B(N ′)(r) ⊗ C)
is a MHTS. We denote this MHTS by H(N ′, n)
The category of MHTS’s is a neutral Tannakian category with a fiber functor
given by sending H to HdR. The general formalism of Tannakian categories imply
that this category is equivalent to the category of graded comodules over a certain
Hopf algebra. Beilinson observed that this Hopf algebra can be described using
framed MHTS. An n-framed MHTS is a MHTS, H together with elements v ∈
H0 and vˆ ∈ Hom(H−2n,Q). Two n-framed MHTS’s, (H, v, vˆ) and (H ′, v′, vˆ′) are
equivalent if there is a morphism f : H −→ H ′ such that fdR,0(v) = v′ and
vˆ′ ◦ fdR,−2n = vˆ. This generates an equivalence relation, whose classes is denoted
by χMHTS(n). The space χMHTS = ⊕n≥0χMHTS(n) has a natural structure of a
Hopf algebra. The realization functor
RealMHTS : H
0B(N ) −→ χMHTS
as a morphism of Hopf algebras has been defined in section 7 of [BK]. It is very
complicated, however a more accessible definition at least for a sub-DGA, N ′ and
a relative sub-DGA D′ satisfying the above assumptions is also given.
Definition B.6. The Hodge realization map RealMHTS : H
0B(N ′) −→ χMHTS
is given by sending a ∈ H0B(N ′)(n) to the shifted MHTS H(N ′, n)[n] (ref. to the
remark B.2) with the following frames:
a ∈ H0B(N ′)(n) = H(N ′, n)[n]0
ǫ ∈ Hom(H0B(N ′)(0),Q) = Hom(H(N ′, n)[n]−2n,Q)
where ǫ is the augmentation.
Another important class of framed MHTS are associated to the iterated integrals.
Definition B.7. For a sequence (a0; a1, . . . , an; an+1) of elements of C, the framed
MHTS IH(a0; a1, . . . , an; an+1) is defined by the MHTSH = Π
n(C−{a1, . . . , an}; a0, an+1)
with frames given by
1 ∈ H0 = Q
(Xa1 · · ·Xan)
′ ∈ Hom(H−2n,Q) = Hom(Q〈〈Xai〉〉deg=n,Q)
where (Xa1 · · ·Xan)
′ is a morphism that sends Xa1 · · ·Xan to 1 and any other
monomial Xb1 · · ·Xbn with bi ∈ {a1, . . . , an} to zero.
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