A classical scheme for multiplying polynomials is given by the Cauchy product formula. Faster methods for computing this product have been developed using circular convolution and fast Fourier transform algorithms. From the numerical point of view the Chebyshev expansion of polynomials is preferred to the monomial form.
INTRODUCTION
In order to compute the product of two polynomials of degree n given in monomial form the Cauchy product formula can be used. The number of real multiplications is 8(n2>. Using the fast multiplication of polynomials in monomial form (based on circular convolution and fast Fourier transforms) we can realize this product with only @(n log n) real multiplications (see [I, 21) .
From a point of view of numerical analysis polynomials in Chebyshev form are more stable than polynomials in monomial form. Therefore polynomials in Chebyshev form are often used in numerical analysis, especially in spectral and collocation methods (see [3, 41) .
In the following we describe a new method of fast polynomial multiplication in Chebyshev form by using a new convolution related to the type I discrete cosine transform (DCT-I) defined by formulas (3.2)-(3.3). Note that for the integration and differentiation of polynomials in Chebyshev form algorithms of linear complexity are known (see [3, p. 68; 5, p. I34 4) .
Very often the Clenshaw algorithm is used for the evaluation of polynomials in Chebyshev form see [6, 4, 5, Ilf' -phllm < (2 + Zlog N)inf{llf' -911m : 9 E III,_,).
For an error estimate in a weighted Sobolev norm see [3, p. 295 fl. An important application of polynomial multiplication in the form described here occurs when Gale&in-Petrov methods are used (see [3, 41) . We remark that our method can be easily adapted to polynomial division which arises in rational approximation (see [4] ).
Similar to the known fast multiplication algorithms for polynomials in monomial representation, which lead to circular convolutions and circulant matrices, our approach induces a new type of convolution and circulant matrices related to the DCT-I.
The introduced-convolution is a modification of both circular convolution and cross correlation. We give a computation scheme for the convolution based on fast DCT-I algorithms, which we also derive. The outline of our paper is as follows. In Section 2 we describe a direct multiplication scheme for polynomials in Chebyshev form, which needs 8(n2> real multiplications for two polynomials of degree n. Based on evaluation and interpolation schemes for polynomials in Chebyshev form on the grid G, with N > 2n + 1 we derive in Section 3 an identity for the coefficients of the product of two polynomials of degree n involving the DCT-I. If we use fast DCT-I algorithms, then only B(n log n) multiplications are necessary to compute the polynomial product. In Section 4 we use this result for the definition of a convolution 4 related to DCT-I.
We discuss the close connection between the convolution :, the circular convolution and cross correlation.
Note that : has all the usual properties of a product operation. Section 5 is devoted to shifts and circulant matrices induced in a natural way by :. We derive properties of these circulant matrices, especially a diagonalization property with respect to DCT-I. In Section 6 we outline a fast algorithm for DCT-I of length N + 1, where N is a power of 2. Applying the divide-and-conquer technique the DCT-I of length N + 1 can be recursively reduced to DCT-I and type III DCT (see formula (6.2)) of half length. Finally, we extend the previous concept to the multiplication of bivariate polynomials in Chebyshev form. We change the order of summation in the following way:
I=2 k=l k=l
This completes the proof.
In order to evaluate a polynomial p, given by (2.4) on the grid G, := {tr) := c0s(/47r/N)+=0,...,N} (3-l) with N > n + 1, we have to compute the expressions
, N).
This can be written in matrix form as p = Clva, This illustrates that the polynomial interpolation problem with knot grid (3.1)
can also be solved with DCT-I(N + 1). As we show in Section 6, the DCT-I( N + 1) can be efficiently evaluated by fast algorithms if N is a power of 2. Applying these ideas, we compute the product of poIynomiaIs + i bkTk Comparing with the direct computation in Proposition 2.1, the main advantage of the above transform method is the lower arithmetic complexity. In order to compute a product of two polynomials of degree n by Proposition 2.1 directly, we need B(n") real multiplications. If we use fast DCT-I( N + 1) algorithms, where N > 2n + 1 is a power of 2, then 8( N log N) real multiplications are sufficient to compute the product of two polynomials of degree n.
CONVOLUTION RELATED TO DCT-I
Bti_efly we recall the circular convolution property of the discrete Fourier 
Proof.
From (5.6) and from the commutativity of 4 it follows that (i) holds. Using (i) and the bilinearity of i we obtain (ii) and (iii). Next we show the diagonalization property (iv). By (4.4), we have
Using (i) we get
which is by (3.6) equivalent to (iv). By (iv), circ , a is invertible iff diag i is invertible. This is the case iff all diagonal entries a^, are nonzero. By the associativity of : we have This leads to the first step of our radix 2 algorithm:
Input: N, = 2' (t E N \ {l}), hj E lF8 (j = 0,. . . , N, -1).
Step 1 
MULTIPLICATION OF BIVARIATE POLYNOMIALS IN CHEBYSHEV FORM
Now we extend the previous concept to bivariate polynomials. Let p,,, be a given bivariate polynomial in Chebyshev form (7.1) where N > n + 1.
The values of p,,, ,1 at the bivariate grid G, X G,, where G, is defined by (3.1) can be written in matrix form as P = CLA (C;)T (7.2) with p := ( Pn. "( q? P))% "=()' A := ("k,,) ,".,=, (7.3) where ak , := 0 for k > n or 1 > n. The matrix CL is given in (3.3) . Note that the right-hand side of (7.2) is the bivar-iate DCT and by (7.7) R = PoQ (7.9)
where 0 denotes the elementwise product of matrices. Inserting (7.8) into (7.9) we get C;C(C$)' = (C;A(C;,)')+;B(C;)').
By (3.6) we obtain the following result:
PROPOSITION 7.1. Let N 2 2 n + 1. Let p,,, n and qn, n be given hivariate polynomials in Chebyshev form (7.1) and (7. 51, respectively. Then the product r2n 2n = P, .q,,. P ossesses cients ck, l given by ' the Chebyshev form (7.6) with coefi-C = $C:((C;A(C.)T)+:B(C~)T))(c;)T. (7.10) Note that (7.10) can be used as a definition for a bivariate convolution C = A i B related to the bivariate DCT-I(( N + 1) X (N + 1)).
CONCLUSION
Polynomials of high degree restricted on [ -1, 11 can be numerically stable evaluated if they are represented in Chebyshev form. In this setting the problem naturally arises to form products of such polynomials. Standard trigonometric identities yield formulas for the product of two Chebyshev polynomials and thus of Chebyshev expansions. We have given an alternative approach using fast algorithms of discrete cosine transforms which improves significantly the operation count for computing polynomial products. The approach yields a variant of the convolution operation and of circulant matrices, whose properties we have investigated.
As we have shown the approach can be easily extended to cover bivariate polynomials.
