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ABSTRACT
In this thesis we study hidden symmetries within the framework of string theory. Symmetries
play a very important role in physics: they lead to drastic simplifications, which allow one
to compute various physical quantities without relying on perturbative techniques.
There are two kinds of hidden symmetries investigated in this work: the first type is
associated with dynamics of quantum fields and the second type is related to integrability
of strings on various backgrounds. Integrability is a remarkable property of some theories
that allows one to determine all dynamical properties of the system using purely analytical
methods. The goals of this thesis are twofold: extension of hidden symmetries known in
General Relativity to stringy backgrounds in higher dimensions and construction of new
integrable string theories.
In the context of the first goal we study hidden symmetries of stringy backgrounds,
with and without supersymmetry. For supersymmetric geometries produced by D–branes
we identify the backgrounds with solvable equations for geodesics, which can potentially give
rise to integrable string theories. Relaxing the requirement of supersymmetry, we also study
charged black holes in higher dimensions and identify their hidden symmetries encoded in so–
called Killing(-Yano) tensors. We construct the explicit form of the Killing(-Yano) tensors for
the charged rotating black hole in arbitrary number of dimensions, study behavior of such
tensors under string dualities, and use the analysis of hidden symmetries to explain why
exact solutions for black rings (black holes with non-spherical event horizons) in more than
five dimensions remain elusive. As a byproduct we identify the standard parameterization
of AdSp × Sq backgrounds with elliptic coordinates on a flat base.
The second goal of this work is construction of new integrable string theories by apply-
ing continuous deformations of known examples. We use the recent developments called
(generalized) λ-deformation to construct new integrable backgrounds depending on several
continuous parameters and study analytical properties of the such deformations.
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chapter 1
OUTLINE
1
String theory unifies the two biggest challenges of fundamental physics, quantum gravity
and theory of strong interactions, in context of gauge/gravity duality. A lot of insights to
these problems were and still are being extracted by studying black holes. Another important
tool, which has played the key role in understanding of gauge/gravity duality, is integrabil-
ity, a very special feature of some theories, which allows to compute scattering amplitudes,
spectrum, and other physical quantities without relying on perturbative techniques such as
Feynman diagrams. However, only few integrable theories are known so far and the goal
of the integrability program is finding other, closer to the real world problems, integrable
theories. Unfortunately, there is no general method of classifying such theories, but one ap-
proach is to start with a system, which is known to be integrable, and perform a deformation
preserving it, so–called integrable deformation.
The method of integrable deformations has been proven to be a very powerful technique
for generating integrable theories. It has led to expanding the list of integrable backgrounds
in string theory from several discrete points (flat space and few AdSp × Sq spaces) to fam-
ilies of theories specified by continuous parameters. Several families have been constructed
so far. The most recent development is called the λ–deformation and it interpolates be-
tween the gauged Wess–Zumino–Witten model and the non-Abelian T–dual of the Principal
Chiral Model. Interestingly, the embedding of the deformed action into string theory re-
sults in producing two prescriptions for computing the dilaton, based on bosonic cosets and
supercosets respectively. While the metric obtained from both constructions is the same,
fluxes turn out to be different. Another striking feature of the λ–deformed backgrounds is
the absence of isometries, which makes constructing the deformed backgrounds especially
interesting. In particular, in Chapter 5 the supergravity background of the λ–deformed
AdS3 × S3 supercoset is constructed and a progress towards constructing the deformation
of AdS5 × S5 is reported, which, however, still remains an open problem. In Chapter 6 the
generalized λ–deformations are studied, which are based on solutions of the Yang–Baxter
equation. Specifically, the deformation of AdS3 × S3, AdS2 × S2 are constructed. Further-
more, an interesting feature of the (generalized) λ–deformed coset backgrounds, which was
observed before for the ordinary deformation, was proven: it was shown that the frames for
both ordinary and generalized λ–deformed backgrounds are obtained from the non-deformed
ones by a simple dressing procedure resulting in multiplication by a constant matrix.
Proving integrability in string theory requires finding the complete infinite set of con-
served quantities, which is a very complicated problem. In Chapter 2 we look at the problem
from a different perspective, focusing on integrability of point particles as a necessary condi-
tion for integrability of strings. This leads to drastic simplifications and allows us to classify
all possibly integrable backgrounds produced by supersymmetric D branes. Specifically,
we reduce the problem to studying separability of Hamilton–Jacobi equation and analyze
backgrounds constructed from: a single type of branes, Dp branes dissolved in D(p+4)
branes, rotating branes describing all microscopic states of D1–D5 black hole and finally
bubbling solutions. Surprisingly, even though we consider curved backgrounds, separation
of Hamilton–Jacobi equation happens only in the elliptic coordinates. As a by–product of
this analysis we find that the standard parameterization of all AdSp×Sq can be interpreted
2
as the elliptic coordinates on the flat base.
In Chapter 3 this work is complemented by studying non–supersymmetric backgrounds,
in particular a broad class of black holes. These geometries are known to possess hidden
symmetries, which play an important role in understanding their dynamics. Specifically,
symmetries provide a new way for studying various astrophysical processes such as the ra-
diation produced by infalling particles, the plasma acceleration around black holes, gravita-
tional wave production in star collisions. Moreover, they simplify studying stability of black
holes and the calculations of the quasi-normal modes. Symmetries that are responsible for
all these simplifications are encoded in Killing–(Yano) tensors, which can be viewed as gener-
alizations of Killing vectors to higher ranks. A Killing tensor is associated with separability
of Hamilton–Jacobi and Klein–Gordon equations, and a Killing–Yano tensor is associated
with separability of the Dirac equation. Surprisingly, Killing(–Yano) tensors were not well
studied in string theory and supergravity, so we investigate transformations of these objects
under S and T dualities and find the unique modification of the equation for Killing–Yano
tensor in the presence of fluxes. As a byproduct, we construct the modified Killing–Yano
tensors for a wide class of NS–NS backgrounds including the most general rotating black
hole in arbitrary dimensions and a system of fundamental strings and NS5 branes. We also
find that the equations for Killing vectors and Killing tensors are not modified by the NS–NS
fields.
In Chapter 4 the framework of Killing tensors is used for investigating properties of
higher dimensional black rings, the geometries with non–spherical event horizons. Such
solutions have been found in five dimensions but their higher dimensional counterparts are
still missing. In this work we show that some hidden symmetries of the black ring solutions
cannot appear in higher dimensions. The analysis is performed for geometries with and
without supersymmetry.
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chapter 2
(NON)-INTEGRABILITY OF GEODESICS IN D-BRANE
BACKGROUNDS
4
Motivated by the search for new backgrounds with integrable string theories, in this
chapter we classify the D-brane geometries leading to integrable geodesics. Our analysis
demonstrates that the Hamilton-Jacobi equation for massless geodesics can only separate
in elliptic or spherical coordinates, and all known integrable backgrounds are covered by
this separation. In particular, we identify the standard parameterization of AdSp × Sq with
elliptic coordinates on a flat base. We also find new geometries admitting separation of the
Hamilton-Jacobi equation in the elliptic coordinates. Since separability of this equation is a
necessary condition for integrability of strings, our analysis gives severe restrictions on the
potential candidates for integrable string theories.
This chapter is based on the results published in [1].
2.1 Introduction and summary
Over the last two decades, AdS/CFT correspondence [6] has led to great advances in our un-
derstanding of gauge theories and string theory on Ramond–Ramond backgrounds. A special
role in this progress has been played by integrability, a surprising property of field theories,
which allows one to compute spectrum, correlation functions, and scattering amplitudes [7]
using an infinite set of conserved charges [8]. Originally integrable structures were discovered
in the N = 4 super–Yang–Mills theory, but they have been extended to other systems1, and
it is important to classify field theories admitting integrability. A promising approach to
such classification, which is based on analyzing behavior of strings on a dual background,
has led to ruling out integrability for the superconformal theory on a quiver [13] and for a
certain deformation of N = 4 SYM [14]2. In this chapter we will analyze integrability of
strings on a large class of Ramond–Ramond backgrounds, rule out integrability for a wide
range of field theories, and identify the potential candidates for integrable models.
To put our results in perspective, let us briefly review the status of integrability in N = 4
SYM (or in string theory on AdS5 × S5). In the planar limit, the field theory can be solved
by the Bethe ansatz [16], and the spectrum of strings on the gravity side can be found by
solving the Landau–Lifshitz model [17]. The agreement between these two exact solutions
provides a highly nontrivial check of the AdS/CFT correspondence. The methods of [16, 17]
are applicable only to the light states, whose conformal dimension obeys the relation
∆≪ N, (2.1)
While the techniques of [16] are not applicable when inequality (2.1) is violated, the inte-
grability might still persist in this case, at least for some sectors of the theory. Violation of
(2.1) implies that excitations of AdS5×S5 might contain D–branes in addition to the funda-
mental strings, and generic excitations of this type are very complicated. Fortunately, some
1The examples include the marginal deformation of N = 4 super–Yang–Mills [9, 10], the three dimen-
sional Chern–Simmons theory [11] and two–dimensional CFT [12].
2See [15] for further discussion of non-integrability and chaos in the context of AdS/CFT correspondence.
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states violating the condition (2.1) still have very simple behavior: these are the BPS states
with3 ∆ = J . On the gravity side of the correspondence, the BPS states are represented
by supergravity modes or by D–branes, depending on the value of J . To have interesting
dynamics, one can introduce some fundamental strings in addition to these BPS branes and
to replace (2.1) by
∆− J ≪ N. (2.2)
As we already mentioned, the planar techniques of [16] are not applicable to the states (2.2)
which violate (2.1), and in this chapter we will use alternative methods to study integrability
of such states.
The most useful version of the AdS/CFT duality involves field theory on R×S3, then the
bulk configurations satisfying (2.2) are represented by fundamental strings in the presence
of giant gravitons [18]. The interactions between these objects can be very complicated [19],
but additional simplifications occur for semiclassical configurations of giant gravitons with
J ∼ N2, which can be viewed as classical geometries [20]. In this regime of parameters,
integrability of the sector (2.2) reduces to integrability of strings on the bubbling geometries
constructed in [20]. If the CFT is formulated on R3,1, the counterparts of the bubbling
geometries are given by brane configurations describing the Coulomb branch of N = 4 SYM
[21]. In the latter case, one can introduce an additional deformation which connects AdS5×S5
asymptotics to flat space and see whether integrability persists for such configurations.
It turns out that the answer to the last question is no, and this result discovered in [14]
was the main motivation for our investigation. As demonstrated in [14], addition of one
to the harmonic function describing a single stack of D3 branes destroys integrability of
the closed strings on a new asymptotically-flat background. Since continuation to the flat
asymptotics destroys the dual field theory, this procedure appears to be more drastic than a
transition to the Coulomb branch, which corresponds to a normalizable excitations, so the
latter might have a chance to remain integrable. In this chapter we focus on geometries
dual to the Coulomb branch of N = 4 SYM (either on R3,1 or on R × S3) and on similar
geometries involving other D branes. A different class of theories, which involves putting D
branes on singular manifolds, was explored in [13], where it was demonstrated that strings
are not integrable on the conifold. From the point of view of field theory, this result pertains
to the vacuum of N = 1 SYM with a quiver gauge group, which is complementary to our
analysis of excited states in N = 4 SYM.
To identify the backgrounds leading to integrable string theories, one has to analyze the
equations of motion for the sigma model and to determine whether they admit an infinite
set of conserved quantities. Instead of solving this complicated problem, we will focus on
necessary conditions for integrability and demonstrate that strings are not integrable on a
large class of backgrounds created by D–branes. Integrability on a given background should
persist for string of arbitrary size, and in the limit of point-like strings it leads to integrability
3Here ∆ is a conformal dimension of the state, and J is its R charge. For simplicity we are focusing on 1/2–
BPS states, but condition (2.2) can be easily generalized to BPS states with lower amount of supersymmetry.
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of null geodesics4, which implies that the motion of a particle is characterized by 10 conserved
quantities, matching the number of the degrees of freedom xi. Massless geodesics can be
found by solving the Hamilton–Jacobi (HJ) equation,
gMN
∂S
∂XM
∂S
∂XN
= 0, (2.3)
where S is the action of a particle, and gMN is the background metric. The system is called
integrable if the HJ equation separates [22], i.e., if there exists a new set of coordinates Y M ,
such that
S(Y0, . . . Y9) =
9∑
I=0
SI(YI). (2.4)
This also implies that the HJ equation has ten independent integrals of motion. Non–trivial
examples of geometries leading to integrable geodesics include Kerr–Neumann black hole
[23] and its generalizations to Kerr–NUT–AdS spacetimes in higher dimensions [24]. To rule
out integrability of geodesics on a particular background, it is sufficient to demonstrate that
separation (2.4) cannot be accomplished in any set of coordinates.
In this chapter we will analyze the motion of massless particles in the geometries pro-
duced by stacks of parallel Dp branes and identify the distributions of branes which lead to
integrable HJ equation (2.3). Specifically, we will focus on supersymmetric configurations of
Dp–branes with flat worldvolume5, and assume that Ramond–Ramond (p+1)–form sourced
by the branes is the only nontrivial flux in the geometry. This implies that metric gij has
the form [25]
gijdx
idxj =
1√
H
ηµνdx
µdxν +
√
Hds2base, (2.5)
where the first term represents (p+1)–dimensional Minkowski space parallel the branes, and
H is a harmonic function on the (9 − p)–dimensional base space. We will further assume
that the base space is flat.
For a single stack of Dp–branes, the HJ equation separates in spherical coordinates, and
this well-known case is reviewed in section 2.2. This section also includes another example,
separation in elliptic coordinates, which plays an important role in the subsequent discussion.
Section 2.3 describes our main procedure, which is subsequently used to study geodesics
on a variety of backgrounds. In subsection 2.3.1 we demonstrate that the HJ equation (2.3)
does not separate unless the metric on the base space has the form
ds2base = dr
2
1 + dr
2
2 + r
2
1dΩ
2
d1
+ r22dΩ
2
d2
, (2.6)
and H depends only on r1 and r2. The most general harmonic function H leading to
integrable HJ equation is derived in section 2.3.2, and equations (2.69)-(2.71) summarize
4In this chapter we focus on Ramond–Ramond backgrounds produced by D–branes, but in the presence of
the NS–NS B field, pointlike strings could carry additional charges, which modify equations for the geodesics.
5In section 2.7 we will also discuss a special class of spherical branes.
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the main result of this chapter for branes with flat worldvolume. The brane configurations
giving rise to geometries (2.69)–(2.71) are analyzed in section 2.3.3. The results of section 2.3
imply that (Y0, . . . , Y10) leading to separation (2.4) must reduce to the elliptic coordinates
discussed in section 2.2.
Section 2.4 discusses physical properties of the geometries leading to integrable geodesics.
We demonstrate that separability persists for the wave equation beyond the eikonal approxi-
mation, a property that have been observed earlier for various black holes [23, 26]. In section
2.4.2 we show that separability of the wave equation is associated with a hidden symme-
try of the background, and we construct the conformal Killing tensor associated with this
symmetry. In section 2.4.3 we apply the techniques of [13, 14] to demonstrate that most
backgrounds with separable wave equation do not lead to integrable string theories.
In section 2.5 our results are generalized to Dp–branes dissolved in D(p + 4)–branes,
the system which plays an important role in understanding the physics of black holes [27].
We find that in asymptotically–flat space there are no integrable solutions apart from the
spherically–symmetric distribution of branes. However, there are several separable config-
urations in the near–horizon limit of D(p + 4)–branes, and the most general Dp–D(p + 4)
configurations leading to separable HJ equation are presented in (2.151), (2.145).
In section 2.6 we consider another generalization by allowing the branes to rotate, i.e., by
breaking the Poincare symmetry on the brane worldvolume. Although the general analysis of
rotating branes is beyond the scope of this chapter, we consider the special class of rotating
solutions which cover all microscopic states of the D1–D5 black hole [28, 29]. Such solutions
are parameterized by curves in eight–dimensional space, and our analysis demonstrates that
HJ equation is not separable unless this curve is a simple circle. For such configuration
the separable coordinates have been found before [30], and we will demonstrate that these
coordinates reduce to a special case of the general elliptic coordinates discussed in section
2.3.2.
In section 2.7 we consider a different class of rotating solutions, which describes all
half–BPS states of IIB supergravity supported by the five–form field strength [20]. We
demonstrate that there are only three bubbling solutions leading to separable HJ equation for
the geodesics: AdS5×S5, pp–wave and a geometry dual to a single M2 brane. In section 2.8 we
discuss the equation for geodesics on bubbling geometries in M theory, and we demonstrate
that the elliptic coordinates emerging from the separation of variables in the geometries of
[20] coincide with standard parameterization of AdS5×S5, AdS7×S4, and AdS4×S7.
2.2 Examples: spherical and elliptic coordinates
We begin with discussing two known examples of brane configurations which lead to inte-
grable equations for the geodesics. First we recall the situation for a single stack of Dp
branes. In this case the metric has the form
ds2 = H−1/2ηµνdx
µdxν +H1/2(dr2 + r2dΩ28−p), (2.7)
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where
H = a+
Q
r7−p
(2.8)
and dΩ28−p is the metric on a (8− p)–dimensional sphere:
dΩ28−p = hijdy
idyj. (2.9)
The Hamilton–Jacobi equation for a particle propagating in the geometry (2.7) has the form(
∂S
∂r
)2
+
hij
r2
∂S
∂yi
∂S
∂yj
+Hηµν
∂S
∂xµ
∂S
∂xν
= 0, (2.10)
and variables in this equation separate:
S = pµx
µ + SL(y) +R(r). (2.11)
Here
(R′)2 +
L2
r2
+Hpµp
µ = 0, (2.12)
hij
∂SL
∂yi
∂SL
∂yj
= L2. (2.13)
Solution (2.11) has (p+ 1) integrals of motion pµ, 8− p independent integrals coming from
SL (this is ensured by the isometries of the sphere, the explicit form of SL is given in
appendix A.1.1), and one integration constant coming from the differential equation (2.12).
This implies that action (2.11) can be written in terms of 10 conserved quantities, so the
geometry (2.7) leads to integrable geodesics. As demonstrated in [14], integrability does not
persist for strings, unless a = 0 in (2.8). Spherical coordinates (2.7) will play an important
role in our construction since any localized distribution of D branes leads to a harmonic
function which approaches (2.8) at infinity. Thus, any set of separable coordinates must
reduce to (2.7) far away from the branes.
Our second example deals with two stacks of Dp branes separated by a distance 2d (see
figure 2.1). The metric produced by this configuration is given by
ds2 = H−1/2ηµνdx
µdxν +H1/2(dr2 + r2dθ2 + r2 sin2 θdΩ27−p), (2.14)
where
H = a+
Q
ρ6−p+
+
Q
ρ6−p−
, ρ± =
√
r2 + d2 ± 2rd cos θ (2.15)
Introducing coordinates yi on the (7−p)–dimensional sphere and separating variables in the
action,
S = pµx
µ + SL(y) +R(r, θ), (2.16)
9
Figure 2.1: Geometrical meaning of ρ+ and ρ− appearing in the definition of the elliptic
coordinates (2.18).
we can rewrite (2.3) as a PDE for R(r, θ):
(∂rR)
2 +
1
r2
(∂θR)
2 +
L2
r2 sin2 θ
+Hpµp
µ = 0 (2.17)
This equation describes the motion of a particle in a two–center potential, and it is well–
known that for p = 5 it can be separated further by introduction of the elliptic coordinates
[31]:
ξ =
ρ+ + ρ−
2d
, η =
ρ+ − ρ−
2d
, (2.18)
In appendix A.1.2 we review the separation procedure that leads to (2.16) and write down
the explicit form of R (see (A.16)). For future reference we quote the asymptotic relation
between elliptic and spherical coordinates:
ξ =
r
d
+
d
2r
sin2 θ +O
(
1
r3
)
, η = cos θ +
d2
2r2
cos θ sin2 θ +O
(
1
r4
)
. (2.19)
This completes our review of spherical and elliptic coordinates, and in the remaining
part of this chapter we will investigate whether the separation of variables persists for more
general geometries produced by Dp–branes.
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2.3 Geodesics in D–brane backgrounds
We now turn to the main topic of this chapter: the analysis of geodesics in the geometry
produced by D–branes [25]:
gMNdX
MdXN =
1√
H
ηµνdx
µdxν +
√
Hds2base, (2.20)
∇2baseH = 0
We will further assume that the base space is flat:
ds2base = dx
jdxj . (2.21)
The massless geodesics in the background (2.20) are integrable if and only if the HJ equation
(2.3) separates in some coordinates (Y0, . . . , Y9), as in (2.4). In section 2.3.1 we will use this
separation and the Laplace equation
∂2H
∂xj∂xj
= 0 (2.22)
to demonstrate that function H can only depend on two of the ten coordinates (Y0, . . . , Y9).
The further analysis presented in section 2.3.2 demonstrates that (Y0, . . . , Y9) must reduce
to a slight generalization of the elliptic coordinates presented in section 2.2. Although the
Laplace equation (2.22) is satisfied away from the branes, any nontrivial function H must
have sources, and the brane configurations leading to a separable HJ equation are analyzed
in section 2.3.3.
2.3.1 Reduction to two dimensions
Let us assume the separation (2.4) in the HJ equation (2.3) and explore the consequences
for the harmonic function H appearing in (2.20). Metric (2.21) is invariant under SO(9− p)
transformations, but part of this rotational symmetry might be broken by the harmonic
function H . Let SO(d1+1)×SO(d2+1)×SO(dk+1) be the maximal subgroup of SO(9−p)
preserved by H , then the metric on the base space can be written as
ds2base = dr
2
1 + r
2
1dΩ
2
d1
+ · · ·+ dr2k + r2kdΩ2dk , (2.23)
and H becomes a function of (r1, . . . , rk). Moreover, since all rotational symmetries have
been isolated, we conclude that6
(ri∂j − rj∂i)H 6= 0. (2.24)
If the branes are localized in a compact region, then at sufficiently large values of
R =
√
r21 + · · ·+ r2k
6If this relation is not satisfied for i = 1, j = 2, then SO(d1+1)×SO(d2+1) is enhanced to SO(d1+d2+2).
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function H satisfies the Laplace equation
1
rd11
∂
∂r1
[
rd11
∂H
∂r1
]
+ · · ·+ 1
rdkk
∂
∂rk
[
rdkk
∂H
∂rk
]
= 0, (2.25)
and asymptotic behavior of function H is given by
H ∼ a+ Q
(r21 + · · ·+ r2k)q
. (2.26)
Here a is a parameter, which is equal to zero for the near–horizon geometries and which can
be set to one for asymptotically–flat solutions.
Our goal is to classify the backgrounds (2.20) that lead to separable HJ equations for
geodesics, and we begin with separating variables associated with symmetries. Poincare
invariance of (2.20) and rotational invariance of the base metric (2.23) allow us to write the
action appearing in the HJ equation (2.23) as
S = pµx
µ +
k∑
i=1
S
(di)
Li
(Ωdi) + S˜(r1, . . . rk). (2.27)
Here pµ is the momentum of the particle in p+ 1 directions longitudinal to the branes, and
S
(di)
Li
(Ωdi) is the part of the action that depends on coordinates y1, . . . , ydi of the sphere Ωdi .
The label Li represents the angular momentum of a particle along this sphere, and it is
defined by relation
hij
∂SL
∂yi
∂SL
∂yj
= L2i . (2.28)
An explicit construction of S
(d)
L (Ω) is presented in appendix A.1.1.
Substitution of (2.27) in the HJ equation (2.3) leads to equation for S˜:
k∑
i=1

(∂S˜
∂ri
)2
+
L2i
r2i

+Hpµpµ = 0. (2.29)
A special case of this equation with k = 1 separates in spherical coordinates (see section
2.2), and we will now prove the equation (2.29) does not separate if k > 2. The separation
of (2.29) for k = 2 will be discussed in section 2.3.2.
Separability of equation (2.29) should persist for all values of angular momenta, so we
begin with setting all Lj to zero and p1 = · · · = pp = 0. The resulting equation (2.29) can
be viewed as a HJ equation on an effective (k + 1)–dimensional space
ds2 = −H−1dt2 + dr21 + · · ·+ dr2k (2.30)
A general theory of separable HJ equations on curved backgrounds has a long history (see
[32]), and a complete classification is presented in [33, 34]. In particular, this theory distin-
guishes between ignorable directions (which correspond to Killing vectors) and non-ignorable
12
ones. Clearly, the time direction in (2.30) is ignorable, but (2.30) does not have additional
Killing vectors which commute with ∂t. Indeed, any such vector would be a Killing vector of
the k–dimensional flat space, so it must be a combination of translations and rotations in ri.
However, the asymptotic behavior of function H (2.26) breaks translational symmetry, and
our assumption (2.24) destroys the rotational Killing vectors, so if the HJ equation for the
metric (2.30) separates in some coordinates (t, x1, . . . xk), only one of them (specifically, t)
can correspond to an ignorable direction. Moreover, the discrete symmetry t→ −t of (2.30)
guarantees that t does not mix with (x1, . . . xk) in the metric, and such orthogonality leads
to simplifications in the general analysis of [33, 34].
Specifically, according to theorem 6 of [34] separation of variables in (2.30) implies that7
(1) There exist k independent conformal Killing tensors A(a) with components (A
(a)
ij , A
(a)
tt ).
(2) Each of the one–forms dxl = ωlidr
i is a simultaneous eigenform of all Aij(a) with eigenvalues
ρ(a,l). This implies that a projector P
(l)i
j onto dx
l satisfies equation
(Aij(a) − ρ(a,l)gij)P (l)jk = 0. (2.31)
(3) The metric in coordinates dxl is diagonal, so projectors P (l)ij commute with A
ij
(a) and
gij, and projectors with different values of l project onto orthogonal subspaces. Since
the number of projectors is equal to the number of coordinates, we arrive at the decom-
position
Aij(a) =
k∑
l
ρ(a,l)hlP
ij
(l), g
ij =
k∑
l
hlP
ij
(l) (2.32)
(4) The components of A(a) along the Killing direction satisfy an overdefined system of
differential equations:
∂i
[
Att(a)
]− k∑
l
ρ(a,l)Pi
(l)j∂jg
tt = 0 (2.33)
Notice that in [34] the theorem is formulated in terms of coordinates xi, so it does not use
the projectors. For our purposes the covariant formulation given above is more convenient,
in particular, to rule our the separation of variables, we will have to work in the original
coordinates ri and demonstrate that the required Killing tensors A(a) do not exist. Notice
that equation (2.33) can be rewritten in the form which does not refer to projectors (and
thus to coordinates xi): multiplying this equation by g
ij and using (2.32), we find
gij∂j(A
tt
(a))− Aij(a)∂jgtt = 0. (2.34)
7The discussion of [33, 34] is more general: it allows mixing between ignorable and essential coordinates.
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This relation is equivalent to (tti) component of the equation for the Killing tensor A(a).
The theorem quoted above implies that A
(a)
ij are conformal Killing tensors on the k–
dimensional base of (2.30), and, for the flat base, all such tensors can be written as quadratic
combinations of k(k + 3)(k + 4)(k + 5)/12 Killing vectors [35]8:
A
(a)
ij =
∑
m,n
b(a)m,nV
(m)
i V
(n)
j (2.35)
Equations (2.31) and (2.34) give severe restrictions on coefficients b
(a)
m,n, but fortunately the
consequences of (2.31) have been analyzed elsewhere. Indeed, equation (2.31) does not
involve gtt, so it remains the same for H = 1, when (2.30) gives the flat space, and the
corresponding HJ equation gives an eikonal approximation for the standard wave equation.
It is well-known that in 3+1 dimensions (k = 3) the latter can only be separated in ellipsoidal
coordinates and their special cases [32], and generalization of this result to k > 3 is presented
in [33, 34]. This leads to the conclusion that the HJ equation in the metric (2.30) with k > 2
can only separate in ellipsoidal coordinates or in the degenerate form thereof. Before ruling
out this possibility, we briefly comment on the peculiarities of the two–dimensional base.
In this case the conformal group becomes infinite-dimensional, so the base space admits an
infinite number of the conformal Killing tensors. This situation will be analyzed in section
2.3.2.
To summarize, we concluded that for k > 2, the HJ equation can only be separable in
some special case of ellipsoidal coordinates (x1, . . . , xk), which are defined by [36, 37]
r2i = −
[∏
j
(a2i + xj)
][∏
j 6=i
1
(a2j − a2i )
]
. (2.36)
Here (a1, . . . , ak) is the set of positive constants, which specify the ranges of variables xi:
x1 ≥ −a21 ≥ x2 ≥ −a22 ≥ . . . xk ≥ −a2k, (2.37)
Rewriting the metric (2.30) in terms of xi and substituting the result into (2.29), we find
the HJ equation in ellipsoidal coordinates (see appendix A.2 for detail):
k∑
i=1

 1
h2i
(
∂S˜
∂xi
)2
+
L2i
r2i

+Hpµpµ = 0. (2.38)
Here hi is defined by
h2i =
1
4
[∏
j 6=i
(xi − xj)
][∏
j
1
a2j + xi
]
. (2.39)
8The explicit form of the conformal Killing vectors is given in appendix A.4.2.
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Function H appearing in (2.38) must satisfy equation (2.25) away from the sources, and
appendix A.2 we demonstrate that for such functions equation (2.38) never separates in
ellipsoidal coordinates. This shows that the HJ equation can only be integrable for k = 1
(the situation considered in section 2.2) and for k = 2, which will be analyzed in the next
subsection.
2.3.2 Separation of variables and elliptic coordinates
In the last subsection we have demonstrated that the HJ equation (2.29) is not integrable
unless the flat base has the form (2.23) with k ≤ 2 and H is a function of r1 and r2 only. In
section 2.2 we have already discussed k = 1 and this subsection is dedicated to the analysis
of k = 2. To simplify some formulas, we slightly deviate from the earlier notation and write
the metric (2.20) with the base (2.23) for k = 2 as
ds2 =
1√
H
ηµνdx
µdxν +
√
H(dr2 + r2dθ2 + r2 cos2 θdΩ2m + r
2 sin2 θdΩ2n), (2.40)
The connection to coordinates of (2.23) is obvious:
r1 = r cos θ, r2 = r sin θ, (2.41)
with d1 = m, d2 = n. The arguments presented in the last subsection ensure that H
appearing in (2.40) can only depend on r and θ, i.e., the distribution of Dp branes that
sources this harmonic function is invariant under SO(m+ 1)× SO(n+ 1) rotations. Notice
that
p = 7−m− n. (2.42)
The Poincare and SO(m+1)×SO(n+1) symmetries of (2.40) lead to a partial separation
of the Hamilton–Jacobi equation (2.3) for geodesics (this equation is a counterpart of (2.27)):
S = pµx
µ + S
(m)
L1
(y) + S
(n)
L2
(y˜) +R(r, θ), (2.43)
where S
(m)
L1
and S
(n)
L2
satisfy differential equations
hij
∂S
(m)
L1
∂yi
∂S
(m)
L1
∂yj
= L21, h˜
ij
∂S
(n)
L2
∂y˜i
∂S
(n)
L2
∂y˜j
= L22, (2.44)
and L1, L2 are angular momenta on the spheres. An explicit solution of equations (2.44) is
presented in appendix A.1.1.
Substitution of (2.43) into (2.3) leads to the equation for R(r, θ):
(∂rR)
2 +
1
r2
(∂θR)
2 +
L21
r2 cos2 θ
+
L22
r2 sin2 θ
+ pµp
µH(r, θ) = 0. (2.45)
15
We recall that H(r, θ) is a harmonic function describing the distribution of D branes, so
away from the sources it satisfies the Laplace equation on the base of the ten–dimensional
metric (2.40):
1
rm+n+1
∂r(r
m+n+1∂rH) +
1
r2 sinn θ cosm θ
∂θ(sin
n θ cosm θ∂θH) = 0. (2.46)
Let us assume that the massless HJ equation (2.45) separates in coordinates (x1, x2). In
particular, this implies that the metric in (x1, x2) must have a form [38, 39]
dr2 + r2dθ2 = A(x1, x2)
[
eg1(dx1)
2 + eg2(dx2)
2
]
, (2.47)
where g1(x1, x2) and g2(x1, x2) satisfy the Sta¨ckel conditions:
∂j∂igl − ∂jgl ∂igl + ∂jgl ∂igj + ∂igl ∂jgi = 0, i 6= j (2.48)
We wrote the Sta¨ckel conditions (2.48) for an arbitrary number of coordinates to relate to
our discussion in section 2.3.1, but in the present case (k = 2) equation (2.48) gives only two
relations (i = 1, j = 2, l = 1, 2):
∂2∂1g1 + ∂2g1 ∂1g2 = 0, ∂2∂1g2 + ∂1g2 ∂2g1 = 0 (2.49)
In particular, we find that
g1 − g2 = f1(x1)− f2(x2), (2.50)
so by adjusting function A in (2.47) we can set
g1 = f1(x1), g2 = f2(x2). (2.51)
We can further redefine variables, x1 → x˜1(x1), x2 → x˜2(x2) to set g1 = g2 = 0, at least
locally.9 Introducing x = x˜1, y = x˜2, we rewrite (2.47) as
dr2 + r2dθ2 = A(x, y)
[
dx2 + dy2
]
. (2.52)
To summarize, we have demonstrated that in two dimensions the Sta¨ckel conditions (2.48)
imply that coordinates xi separating the HJ equation are essentially the same as the conformally–
Cartesian coordinates (x, y) in (2.52)10. In higher dimensions, conditions (2.48) are less
stringent than the requirement for coordinates xi to be conformally–Cartesian: for example,
conditions (2.48) are satisfied by spherical coordinates that have
g1 = 0, g2 = 2 lnx1, g2 = 2 ln(x1 sin x2), (2.53)
9Notice that separation in variables (x1, x2) implies separation in (x˜1, x˜2).
10Although any two–dimensional metric can be written as A[(dx˜1)
2+(dx˜2)
2] in some coordinates, a priori
the HJ equation does not have to separate in (x˜1, x˜2). It is the Sta¨ckel conditions (2.49) that guarantee
that any set of separable coordinates can be rewritten in a conformally–flat form without destroying the
separation.
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but there is no change of coordinates of the form x˜i(xi) that allows one to write
(dx1)
2 + x21dx
2
2 + [x1 sin x2]
2(dx3)
2 = A
∑
(dx˜i)
2. (2.54)
Moreover, for k > 2, a relation
k∑
i=1
(dri)
2 = A
k∑
i=1
(dx˜i)
2 (2.55)
implies that A must be equal to constant, so if conformally–Cartesian coordinates x˜i separate
the HJ equation, then x˜i must be Cartesian
11.
Returning to k = 2, we will now find restrictions on A(x, y) and H(r, θ). First we define
R˜(x, y) by
R˜(x, y) ≡ R(r, θ). (2.56)
Then equation (2.52) can be used to rewrite (2.45) in terms of R˜, and we find the necessary
and sufficient conditions for the Hamilton–Jacobi equation (2.45) to be separable:
(∂rR)
2 +
1
r2
(∂θR)
2 =
1
A(x, y)
[
(∂xR˜)
2 + (∂yR˜)
2
]
, (2.57)
L21
r2 cos2 θ
+
L22
r2 sin2 θ
−M2H(r, θ) = 1
A(x, y)
[U1(x) + U2(y)] . (2.58)
Here M is an effective mass in (p+ 1) dimensions defined by
M2 = −pµpµ. (2.59)
The construction of the most general harmonic function H(r, θ) that admits the separa-
tion of variables (2.57)–(2.58) will be performed in three steps:
1. Determine the restrictions on function A(x, y) imposed by equation (2.57).
2. Use equation (2.58) to find H(r, θ) corresponding to a given A(x, y). (2.60)
3. Use the Laplace equation (2.46) to find further restrictions on A(x, y).
To implement the first step, it is convenient to introduce complex variables
z = x+ iy, w = ln
r
l
+ iθ. (2.61)
Here l is a free parameter which has dimension of length. Rewriting equation (2.57) in terms
of complex coordinates,
∂wR∂w¯R =
l2ew+w¯
A
∂zR˜∂z¯R˜. (2.62)
11To see this, one has to evaluate the Riemann tensor for both sides of (2.55).
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we conclude that12
∂z
∂w
∂z
∂w¯
= 0, (2.63)
so z(w, w¯) is either holomorphic or anti–holomorphic. Without loss of generality we assume
that
z = h(w), (2.64)
then equation (2.62) gives an expression for A(x, y):
A =
l2ew+w¯
|h′|2 =
r2
|h′|2 (2.65)
The second step amounts to rewriting equation (2.58) as
H(r, θ) =
1
M2
[
L21
r2 cos2 θ
+
L22
r2 sin2 θ
− |h
′|2
r2
[
U1
(
h+ h¯
2
)
+ U2
(
h− h¯
2i
)]]
. (2.66)
Implementation of the third step amounts to finding expressions for h(w) and U1(x), U2(y)
which are consistent with Laplace equation (2.46) for function H . Physically interesting
configurations correspond to branes distributed in a compact spacial region, so at large
values of r function H behaves as
H = a+
Q
r7−p
+O(rp−8). (2.67)
Here Q is the total brane charge, and a is a parameter, which can be set to zero for asymp-
totically flat space, and which is equal to zero for the near–horizon geometry of branes
(cf. equation (2.8)). Keeping only the two leading terms in (2.67), we conclude that the
Hamilton–Jacobi equation (2.45) separates in coordinates (r, θ), and the solution is similar
to the first example discussed in section 2.2. The subleading corrections in (2.67) obstruct
the separation in spherical coordinates, but for some harmonic functions H the Hamilton–
Jacobi equation (2.45) separates in a different coordinate system, as in the second example
discussed in section 2.2. Notice that at large values of r the new coordinate system must
approach spherical coordinates since (2.67) depends only on r, and for elliptic coordinates
such asymptotic reduction was given by equation (2.19).
In appendix A.3 we construct the most general expressions for h(w), U1(x), U2(y) by
starting with asymptotic relations (2.67) and
z = w +O
(
l
r
)
, (2.68)
and writing expansions in powers of l/r. Notice that these asymptotics lead to the unique
value of l for a given configuration of branes (for example, l = d/2 in (2.74)). Requiring
12The alternative solution, ∂zR˜ = ∂z¯R˜ = 0, leads to R˜ = R = const, which does not solve (2.45).
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that function (2.66) satisfies the Laplace equation (2.46), the boundary condition (2.67), and
remains regular at sufficiently large r, we find three possible expressions for h and U1, U2:
13
I : h(w) = w, H =
Q
rm+n
, U1(r) = − QM
2
rm+n−2
, U2(θ) =
L21
cos2 θ
+
L22
sin2 θ
. (2.69)
II : h(w) = ln
[
1
2
{
ew +
√
e2w − 4
}]
, H =
1
(cosh2 x− cos2 y)
Q˜
sinhn−1 x coshm−1 x
.
U1(x) = − Q˜(Md)
2
sinhn−1 x coshm−1 x
− L
2
1
cosh2 x
+
L22
sinh2 x
, U2(y) =
L21
cos2 y
+
L22
sin2 y
. (2.70)
III : h(w) = ln
[
1
2
{
ew +
√
e2w + 4
}]
, H =
1
(cosh2 x− sin2 y)
Q˜
sinhm−1 x coshn−1 x
.
U1(x) = − Q˜(Md)
2
sinhm−1 x coshn−1 x
− L
2
2
cosh2 x
+
L21
sinh2 x
, U2(y) =
L21
cos2 y
+
L22
sin2 y
. (2.71)
The derivation of these constraints is presented in appendix A.3.
For six– and seven–branes14 (i.e., for m + n < 2), harmonic function is slightly more
general:
I : H = − 1
M2r2
[
C1
rm+n−2
+
C3
sinn−1 θ cosm−1 θ
+
C4
sinn−1 θ
F
(
m− 1
2
,
3− n
2
,
m+ 1
2
; cos2 θ
)]
II : H =
1
(cosh2 x− cos2 y)
[
Q˜
sinhn−1 x coshm−1 x
+
P
sinm−1 y cosn−1 y
]
, (2.72)
III : H =
1
(cosh2 x− sin2 y)
[
Q˜
sinhm−1 x coshn−1 x
+
P
cosm−1 y sinn−1 y
]
.
The terms proportional to P are ruled out by the boundary condition (2.67) for p < 6, but
they are allowed for p = 6, 7.
Notice that case III can be obtained from case II by interchanging the spheres Sm and
Sn, so, without loss of generality, we can focus on solutions I and II. Case I corresponds to
13To avoid unnecessary complications in (2.69)–(2.72) we set a = 0 in these expressions, but constant
a can be added to the harmonic function without destroying the separation (2.58). This leads to minor
changes in U1 and U2.
14Condition (2.42) as well as restrictions m,n ≥ 0 imply that ansatz (2.40) covers only p ≤ 7
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spherical coordinates, and case II corresponds to elliptic coordinates discussed in the second
example of section 2.2: as demonstrated in appendix A.3, expression (2.70) for h(w),
h(w) = ln
[
1
2
{
ew +
√
e2w − 4
}]
, (2.73)
is equivalent to
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
, ρ± =
√
r2 + d2 ± 2rd cos θ, d = 2l. (2.74)
Thus (x, y) are equivalent to the elliptic coordinates (ξ, η) defined by (2.18). For future
reference, we rewrite the metric (2.40) in terms of x and y (see (A.91)):
ds2 =
1√
H
ηµνdx
µdxν +
√
Hds2base, (2.75)
ds2base = 4l
2
[
(cosh2 x− cos2 y)(dx2 + dy2) + sinh2 x sin2 ydΩ2n + cosh2 x cos2 ydΩ2m
]
.
2.3.3 Properties of the brane sources
In section 2.3.2 we have classified the geometries which lead to separable Hamilton–Jacobi
equations for geodesics. The Laplace equation (2.46) played an important role in our con-
struction, but this equation is only satisfied away from the sources. In this subsection we
will analyze the solutions (2.69)–(2.71) to find the sources of the Poisson equation and to
identify the corresponding distribution of branes. As already discussed in section 2.2, the
spherically symmetric distribution (2.69) corresponds to a single stack of Dp branes.
Since solution (2.71) can be obtained from (2.70) by interchanging Sm and Sn, it is
sufficient to discuss only (2.70). Function H defined by (2.70) becomes singular at
x = 0, y = 0 (2.76)
for all values of (m,n), at15
x = 0, y = π if m = 0, (2.77)
and at
x = 0 if n > 1. (2.78)
The first condition (2.76) implies that ez = ex+iy = 1, and since z = h(w), it can be rewritten
as
ew +
√
e2w − 4 = 2 (2.79)
15Recall that coordinate θ in the metric (2.40) is bounded by pi if m = 0 or by pi/2 if m > 0, and ranges
of y and θ are the same.
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using h(w) from (2.70). Solving this equation and recalling the definition of w (2.61), we
find the first singular locus, which is present for all values of (m,n):
r = 2l, θ = 0. (2.80)
For m = 0, we have an additional locus (2.77), and repeating the steps above, we find a
counterpart of (2.80):
m = 0 : r = 2l, θ = π. (2.81)
Equations (2.80) and (2.81) describe two point–like sources, and we have already encountered
these points in the original elliptic coordinates discussed in section 2.2. In the remaining
part of this section we will focus on m > 0.
For n = 0, 1, the m–dimensional sphere described by (2.80) is the only singularity of the
harmonic function, and for n > 1 there is an additional locus given by (2.78). To formulate
(2.78) in terms of r and θ, we first use the expression (2.70) for h(w), to rewrite (2.78) as
x = Re
{
ln
[
1
2
{
ew +
√
e2w − 4
}]}
= 0 (2.82)
The last relation can be rewritten as∣∣∣ew +√e2w − 4∣∣∣ = 2 ⇒ ∣∣∣reiθ +√r2e2iθ − 4l2∣∣∣ = 2l, (2.83)
so there must exist an angle ψ, such that
r +
√
r2 − 4l2e−2iθ = 2leiψ. (2.84)
Solving the last equation for r, we find
r = l(eiψ + e−2iθ−iψ) (2.85)
The right–hand side of the last equation must be real, this implies that (2.78) is equivalent
to
n > 1 : θ = 0, r = 2l cosψ (2.86)
Substituting this relation into (2.74) and recalling that d = 2l, we conclude that ψ = y.
To give a geometric interpretation of (2.86), we recall that, for m > 0, y ranges from
zero to π/2, so (2.86) describes a line connecting r = 0 with r = 2l. The geometry (2.40)
has an m-dimensional sphere attached to every of this line, so the singular locus (2.86) has
a topology of (m+1)–dimensional disk. For m = 0, y, and θ range from zero to π, so (2.86)
represents a line connecting two singular points (2.80), (2.81). The pictorial representation
of singular loci in (r, θ) plane is given in figure 2.2.
We will now combine (2.80) and (2.86) to analyze the brane distribution for m > 0.
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(a) m = 0, n ≤ 1 (b) m = 0, n > 1
(c) m > 0, n ≤ 1 (d) m > 0, n > 1
Figure 2.2: Distribution of branes for various values of (m,n).
(a) n = 0.
In this case, the m–dimensional sphere described by (2.80) is the only singularity of the
harmonic function, and in the vicinity of this singularity we find
H =
Q˜x
x2 + y2
+ regular (2.87)
To give a geometric interpretation of this expression, we consider the base metric (2.40)
in the vicinity of singularity (2.80):
ds29−p ≈ (2l)2dΩ2m + dr2 + (2l)2dθ2. (2.88)
It is convenient to introduce polar coordinates (R,Φ) by
r = 2l +R cosΦ, 2lθ = R sinΦ. (2.89)
Recalling that θ varies from −π
2
to π
2
when n = 0, we conclude that Φ ∈ [0, 2π) (or
Φ ∈ [−π, π), see below), as long as R remains small. Then metric (2.88) takes the
standard form
ds29−p ≈ (2l)2dΩ2m + dR2 +R2dΦ2. (2.90)
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To write (x, y) in terms of (R,Φ), we use the real form (2.74) of the holomorphic map
(2.70). In particular, for small x and y we find
x2 + y2 ≈ 2(cosh x− cos y) = 2ρ−
2l
=
2
2l
√
(r − 2l)2 + 4rl(1− cos θ) ≈ R
l
(2.91)
x2 ≈ 2(cosh x− 1) ≈ 1
2l
[
(r − 2l) +
√
(r − 2l)2 + 4rl(1− cos θ)
]
≈ R
l
cos2
Φ
2
.
Extraction of the square root from the last expression should be done carefully: positivity
of the harmonic function (2.87) (or (2.70)) requires that x > 0. Thus we can write
x =
√
R
l
cos
Φ
2
, (2.92)
as long as Φ ∈ [−π, π). The range Φ ∈ [0, 2π) is equivalent from the point of view
of (2.89), but it leads to a more complicated counterpart of (2.92), and it will not be
explored further. Substitution of (2.91) and (2.92) into equation (2.87) leads to a simple
expression for the harmonic function in the vicinity of the sources:
H = Q˜
√
l
R
cos
Φ
2
+ regular (2.93)
We recall that R = 0 corresponds to the m–dimensional sphere (2.80) with radius 2l.
Notice that this expression never becomes negative since Φ ∈ [−π, π).
(b) n = 1.
Here again, the m–dimensional sphere described by (2.80) is the only singularity of the
harmonic function, and in the vicinity of this singularity we find
H =
A
x2 + y2
+ regular =
Al
R
+ regular (2.94)
As before, we used (2.91) to rewrite the harmonic function in terms of coordinates (2.89),
and in this case
ds29−p ≈ (2l)2dΩ2m + dR2 +R2dΦ2 +R2 sin2Φdφ2, 0 ≤ Φ < π
Formula (2.94) gives a standard harmonic function in three dimensions transverse to Sm,
so this configuration corresponds to D–branes uniformly distributed over Sm.
(c) n > 1.
In this case the singularity consists of a line (2.86) connecting r = 0 and (2.80) with
sphere Sm fibered over it. In the vicinity of θ = 0, the base of the metric (2.40) becomes
ds29−p ≈ dr2 + r2dΩ2m + r2dθ2 + r2θ2dΩ2n, (2.95)
and the locus (2.86) is an m+ 1–dimensional ball with metric
ds2sing ≈ dr2 + r2dΩ2m, 0 ≤ r < 2l (2.96)
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The singularity corresponds to x = 0 (recall (2.76) and (2.78)), and the leading contri-
bution to the harmonic function (2.70) for small x is
H =
1
x2 + sin2 y
Q˜
xn−1
+ . . . (2.97)
For small x, metric (2.75) becomes
ds2base ≈ 4l2 cos2 ydΩ2m + 4l2(x2 + sin2 y)
[
dx2 + dy2
]
+ 4l2x2 sin2 ydΩ2n. (2.98)
Away from y = 0, we can neglect x2 in comparison with sin2 y, then function (2.97)
describes the Coulomb potential produced by D–branes uniformly distributed over Sm.
Rewriting (2.98) as
ds2base ≈ dR2 +R2dΩ2m + (4l2 −R2)
[
dx2 + x2dΩ2n
]
, (2.99)
we find the charge density ρ:
H =
ρ
[(4l2 −R2)x2](n−1)/2 + . . . ,
ρ = 4l2Q˜(4l2 − R2)n−32 = (2l)n−1Q˜ sinn−3 y (2.100)
As expected, the charge density vanishes on the boundary (2.80) of the ball, where y = 0.
To summarize, we found that for n ≤ 1 the brane sources are localizes on the m–dimensional
sphere, they produce a Coulomb potential (2.94) for n = 1 and a potential (2.93) with a
fractional power of the radial coordinate R for n = 0. For n > 1, the branes are located
on a line connecting r = 0 and (2.80) with sphere Sm fibered over it ((R,Ωm) subspace of
(2.99)). These sources produce a Coulomb potential in (n + 1) transverse directions with
charge density (2.100).
2.4 Beyond geodesics: wave equation, Killing tensors, and strings
The main goal of this chapter is identification of backgrounds which can potentially lead to
integrable string theories. As discussed in the introduction, integrability can be ruled out
by looking at relatively simple equations for the light modes of strings (massless particles),
and in the last section we demonstrated that classical equations of motion for such particles
are integrable only for the harmonic functions given by (2.69)–(2.71). It is natural to ask
whether separability of the HJ equation (2.3) in the elliptic coordinates (2.74) persists at
the quantum level and whether it is related to some hidden symmetry of the system. In
section 2.4.1 we analyze integrability of the wave equation, a quantum counterpart of (2.3),
and in section 2.4.2 we identify the Killing tensor responsible for the separation. Finally in
section 2.4.3 we investigate the question whether integrability of geodesics persists for finite
size strings.
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2.4.1 Separability of the wave equation
In this subsection we will analyze the wave equation which governs dynamics of a minimally–
coupled massless scalar:
1√−g∂M
(
gMN
√−g∂NΨ
)
= 0. (2.101)
Most Dp–branes generate a nontrivial dilaton, so the last equation would look differently in
the string and in the Einstein frames16, and here we will focus on the most interesting case
of the Einstein frame:
g
(E)
MNdx
MdxN = e−Φ/2
[
1√
H
ηµνdx
µdxν +
√
Hds2base
]
, e2Φ = H(3−p)/2. (2.102)
Since the HJ equation (2.3) arises in the eikonal approximation of (2.101), the arguments
presented in sections 2.3 imply that (2.101) is not integrable unless the metric ds2base has
the form (2.75) and H is given by (2.70)17, although these conditions are not sufficient for
integrability of (2.101)18.
To write the wave equation in the geometry (2.102), we recall the metric on the base
(2.75),
ds2base = (cosh
2 x− cos2 y)(dx2 + dy2) + sinh2 x sin2 ydΩ2n + cosh2 x cos2 ydΩ2m, (2.103)
and introduce a convenient notation:
A = (cosh2 x− cos2 y), X = sinhn x coshm x, Y = sinn y cosm y. (2.104)
Evaluating the determinant of the metric,√
−g(E) = e−5Φ/2H2−p/2X(x)Y (y)A, (2.105)
and substituting (2.102), (2.103), (2.105) into (2.101), we find the wave equation:
H∂µ∂
µΨ+
1
sinh2 x sin2 y
∆ΩnΨ+
1
cosh2 x cos2 y
∆ΩmΨ
+
H(p−3)/2e2Φ
AXY
{
∂x
[
H(3−p)/2e−2ΦXY ∂xΨ
]
+ ∂y
[
H(3−p)/2e−2ΦXY ∂yΨ
]}
= 0(2.106)
This equation separates since H(3−p)/2e−2Φ = 1 (see (2.102)). Specifically, if we write19
Ψ = eipµx
µ
Yk(Ωm)Yl(Ωn)F (x)G(y), (2.107)
16Unlike (2.101), the HJ equation (2.3) is invariant under conformal rescaling of the metric, so the results
of section 2.3 are valid in both the string and the Einstein frames.
17Solution (2.69) leads to a trivial separation in spherical coordinates, and solution (2.71) reduces to
(2.70).
18For example, as we will see below, equation (2.101) does not separate if gMN is a metric in the string
frame, although it still reduces to (2.3) in the eikonal approximation.
19Here Yk(Ωm) and Yl(Ωn) are standard spherical harmonics with angular momenta k and l. For example,
∆ΩnYl(Ωn) = −l(l+ n− 1)Yl(Ωn).
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then (2.106) splits into two ordinary differential equations with separation constant Λ:[
−
(
a cosh2 x+
Q˜
sinhn−1 x coshm−1 x
)
pµp
µ − l(l + n− 1)
sinh2 x
+
k(m+ k − 1)
cosh2 x
]
F
+
1
X
[XF ′]′ = ΛF (2.108)
apµp
µ cos2 y −
[
l(l + n− 1)
sin2 y
+
k(m+ k − 1)
cos2 y
]
G+
1
Y
[Y G′]′ = −ΛG (2.109)
We used the expression for the harmonic function,
H = a+
1
(cosh2 x− cos2 y)
Q˜
sinhn−1 x coshm−1 x
(2.110)
found in section 2.3 (see (2.70), (2.71)).
Let us now demonstrate that the wave equation (2.101) does not separate in the string
metric unless p = 3. The string–frame counterpart of (2.106) can be obtained by formally
setting e2Φ = 1 in that equation:
H∂µ∂
µΨ+
1
sinh2 x sin2 y
∆ΩnΨ+
1
cosh2 x cos2 y
∆ΩmΨ
+
H(p−3)/2
AXY
{
∂x
[
H(3−p)/2XY ∂xΨ
]
+ ∂y
[
H(3−p)/2XY ∂yΨ
]}
= 0 (2.111)
Clearly, the multiplicative separation (2.107) does not work for this equation unless p = 3.
Since coordinates (x, y) are uniquely fixed by the discussion of the HJ equation (which is an
eikonal limit of (2.111)) presented in section 2.3, to rule out the separation, it is sufficient
to show that a substitution of
Ψ = eipµx
µ
Yk(Ωm)Yl(Ωn)F (x)G(y)P (x, y) (2.112)
into (2.111) does not lead to separate equations for F and G for any fixed function P (x, y).
To demonstrate this, we perform such substitution and rewrite the result as
−A
[
Hpµp
µ +
l(l + n− 1)
sinh2 x sin2 y
+
k(k +m− 1)
cosh2 x cos2 y
]
+
H(p−3)/2
P
{
1
X
∂x
[
H(3−p)/2X∂xP
]
+
1
Y
∂y
[
H(3−p)/2Y ∂yP
]}
+
1
F
{
F ′′ + F ′∂x ln
[
H(3−p)/2XP 2
]}
(2.113)
+
1
G
{
G′′ +G′∂y ln
[
H(3−p)/2Y P 2
]}
= 0
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Since H and P are fixed functions, the first two lines of (2.113) remain the same for all F
and G, so equation (2.113) does not separate unless its third line is only a function of x and
the forth line is only a function of y. This implies that
∂x∂y ln
[
H(3−p)/2P 2
]
= 0 ⇒ P = H(p−3)/4P1(x)P2(y). (2.114)
Functions P1 and P2 can be absorbed into F and G (recall (2.112)), so we set P1 = P2 = 1.
Direct substitution into (2.113) shows that the third line of that equation obstructs separation
unless p = 3.
To summarize, we have demonstrated that while the HJ equation is integrable in the
elliptic coordinates (2.74), its quantum version may or may not be separable depending on
the frame. In particular, the equation for the minimally–coupled massless scalar separates
in the Einstein, but not in the string frame.
2.4.2 Killing tensor
Separation the Hamilton–Jacobi and Klein–Gordon equations implies an existence of non-
trivial conserved charges which are associated with symmetries of the background. In the
simplest case, such symmetries are encoded in the Killing vectors, which correspond to in-
variance of the metric under reparametrization
xM → xM + V M(x), (2.115)
where V M(x) satisfies the equation
VM ;N + VN ;M = 0. (2.116)
This symmetry guarantees a conservation of the charge
QV = V
M ∂S
∂xM
, (2.117)
and momenta pµ appearing in (2.27) were examples of such charges. Although not every
separation of variables can be associated with Killing vector (separation between x and
y coordinates found in sections 2.3 and 2.4.1 is our prime example), the general theory
developed in [23, 33, 34, 40] guarantees that any such separation is related to a symmetry of
the background, which is encoded by a (conformal) Killing tensor. In this subsection we will
discuss the conformal Killing tensor associated with separation (2.70) and (2.108)–(2.109).
The conformal Killing tensor of rank two satisfies equation [42]
∇(MKNL) = 1
2
W(MgNL), (2.118)
which is solved in appendix A.4. Here we will deduce the same solution by using the sep-
aration of variables found in section 2.3. A conformal Killing tensor KMN always implies
that
I = KMN∂MS∂NS (2.119)
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is an integral of motion of the massless HJ equation20, so KMN can be extracted from the
know separation. Going to the eikonal approximation in (2.106) with harmonic function
(2.110), we find [
a cosh2 x+
Q˜
sinhn−1 x coshm−1 x
]
∂µS∂
µS +
1
sinh2 x
hij∂iS∂jS
− 1
cosh2 x
h˜ij ∂˜iS∂˜jS + ∂xS∂xS (2.120)
= −a∂µS∂µS − 1
sin2 y
hij∂iS∂jS − 1
cos2 y
h˜ij ∂˜iS∂˜jS − ∂yS∂yS
For separable solutions, both sides of this equation must be constant, and identifying this
constant with −I in (2.119), we find
KMNpMpN = apµp
µ +
1
sin2 y
hijpipj +
1
cos2 y
h˜ij p˜ip˜j + pypy (2.121)
In appendix A.4 this expression is derived in a geometrical way by solving the equation
(2.118) for the Killing tensor.
2.4.3 Non–integrability of strings
In section 2.3 we have classified all supersymmetric configurations of Dp–branes that lead to
integrable equations for null geodesics. Specifically, we demonstrated that a metric (2.20)–
(2.21) leads to a separable HJ equation (2.3) if and only if it has the form
ds2 =
1√
H
ηµνdx
µdxν +
√
H(dr2 + r2dθ2 + r2 cos2 θdΩ2m + r
2 sin2 θdΩ2n) (2.122)
with the harmonic function H from (2.69)–(2.71). In this subsection we will investigate
whether integrability of geodesics extends to strings with finite size. Our discussion will
follow the logic presented in [14], and to compare our results with ones from that paper we
rewrite the metric in terms of a new function f = H1/4 so the metric (2.122) becomes:
ds2 =
1
f 2
ηµνdx
µdxν + f 2(dr2 + r2dθ2 + r2 cos2 θdΩ2m + r
2 sin2 θdΩ2n). (2.123)
To demonstrate integrability of strings on a particular background, one has to find an infinite
set of integrals of motions, and this ambitious problem has only been solved for very few
geometries [41, 10]. However, to rule out integrability of sigma model on a given background,
it is sufficient to start with a particular solution and look at linear perturbations around it.
If such linearized problem has no integrals of motion, one concludes that the original system
20A Killing tensor KMN , which has VM = 0 in (2.118), implies that (2.119) is an integral of motion of
the massive HJ equation.
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is not integrable. This approach has been used in [13, 14] to rule out integrability of strings
on the conifold and on the asymptotically–flat geometry produced by a single stack of Dp–
branes. The analysis presented in this subsection is complimentary to [14]: we still focus
on the near–horizon limit (where strings are known to be integrable for a single stack), but
allow a nontrivial distribution of sources.
The equation for linear perturbations around a given solution of a dynamical system
is known as Normal Variational Equation (NVE) [43], and to determine whether NVE is
integrable, one can use the Kovacic algorithm21[44]. Thus to demonstrate that the string
theory on a particular background is not integrable one needs to perform the following steps:
1. write down the equations of motion
2. compute the variational equations
3. choose a particular solution and consider the normal equations (NVE)
4. algebrize NVE (rewrite equations as differential equations with rational coefficients)
and transform them to normal form to make NVE be suitable for using the Kovacic
algorithm
5. apply the Kovacic algorithm to the obtained NVE, if it fails the system is non–
integrable.
Now we apply this method to check integrability of strings in the background (2.123). We
begin with looking at the Polyakov action [45, 46]
S = − 1
4πα′
∫
dσdτGMN(X)∂aX
M∂aXN . (2.124)
supplemented by the Virasoro constraints
GMN ˙XMX
′N = 0, (2.125)
GMN( ˙XMX˙N +X
′MX
′N) = 0. (2.126)
For a specific string ansatz on 2–sphere,
x0 = t(τ), r = r(τ), φ = φ(σ), θ = θ(τ), (2.127)
the system has an effective Lagrangian density
L = −f−2t˙2 + f 2r˙2 + f 2r2(− sin2 θφ′2 + θ˙2). (2.128)
Equations of motion for cyclic variables t, φ lead to two integrals of motion (E and ν), and
combining this with Virasoro constraint (2.126) we find
t˙ = Ef 2,
21The Kovacic algorithm is implemented in Maple and one can use the function kovacicsols to check
integrability of particular physical systems.
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φ′ = ν = const, (2.129)
E2 = r˙2 + r2θ˙2 + ν2r2 sin θ2.
These equations can be derived from the effective Lagrangian
L = f 2(r˙2 + r2θ˙2 − r2 sin2 θν2 − E2). (2.130)
Expanding around a particular solution,
r =
E
ν
sin ντ , θ =
π
2
, (2.131)
we find the following NVE for η ≡ δθ (see appendix A.5.2 for detail):
η
′′
+
[
r¨
r˙2
+ 2
(
f ′r
f
+
1
r
)]
η′ −
[
f
′′
θθ
f
1
r2
− 3
(
f ′θ
f
)2
1
r2
−
(
f ′θ
f
)2
ν2
r˙2
− f
′′
θθ
f
ν2
r˙2
+
ν2
r˙2
]
η = 0.
(2.132)
To proceed we need to choose a particular configuration corresponding to the specific
function f . In section 2.3 we have demonstrated that equations for geodesics are integrable
only if function H is given by (2.69)–(2.72), and here we consider (2.70) ignoring the P–term
in (2.72)22:
H = f 4 =
Q˜
cosh2 x− cos2 y sinh
1−n x cosh1−m x
=
d2Q˜
ρ+ρ−
[
ρ+ + ρ−
2d
]1−m [(
ρ+ + ρ−
2d
)2
− 1
] 1−n
2
, (2.133)
ρ± =
√
r2 + d2 ± 2rd cos θ.
Here we used the map (2.74) between the coordinates (x, y) and (ρ+, ρ−). After carrying out
all calculations one obtains the following NVE
η
′′
+
U
D
η = 0,
U = E4
[−d4(n− 1)2 − 2d2r2 ((m− 3)n− 5m+ n2 + 2)− r4(m+ n− 4)(m+ n)]
+2E2r2ν2
[
d4((n− 2)n+ 5) + 2d2r2(m(n− 5) + (n− 4)n+ 9)
+r4
(
m2 + 2m(n− 3) + (n− 6)n+ 4) ]− r4ν4[d4(n− 3)(n+ 1) (2.134)
+2d2r2
(
(m− 5)n− 5m+ n2 + 4)+ r4 (m2 + 2m(n− 4) + (n− 8)n− 4) ],
D = 16r2
(
d2 + r2
)2
[E2 − (rν)2]2.
22We will discuss NVE associated with this term in appendix A.5.3.
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Application of the Kovacic algorithm to (2.134) shows that the system is not integrable
unless d = 0, m+ n = 4 (this corresponds to AdS5×S5). Detailed description of the method
used in this section and complete calculations are presented in appendices A.5.1–A.5.3.
To summarize, we have demonstrated that integrability of geodesics discussed in section
2.3 does not persist for classical strings, and AdS5×S5 is the only static background produced
by a single type of D–branes placed on a flat base that leads to an integrable string theory23.
2.5 Geodesics in static Dp–D(p+ 4) backgrounds
In the sections 2.2-2.3 we analyzed geodesics in the backgrounds produced by a single type
of D branes. However, some of the most successful applications of string theory to black hole
physics [27] and to study of strongly coupled gauge theories [47] involve intersecting branes,
and in this section our analysis will be extended to a particular class of brane intersections.
Specifically, we will extend the results of sections 2.3 to 1/4–BPS configurations involving
Dp and D(p+ 4) branes. The geometries produced by such “branes inside branes” continue
to play an important role in understanding the physics of black holes, and a progress in
understanding of the infall problem and Hawking radiation requires a detailed analysis of
geodesics and waves on the backgrounds produced by Dp–D(p+ 4) systems. In this section
we will continue to explore static configurations, and a large class of stationary solutions
produced by D1–D5 branes will be analyzed in the next section.
Let us consider massless geodesics in the geometry produced by Dp and D(p+ 4) branes
[48]:
ds2 =
1√
H1H2
ηµνdx
µdxν +
√
H1H2ds
2
base +
√
H1
H2
dz24 . (2.135)
The first and the second terms describe the spaces parallel/transverse to the entire Dp–
D(p+4) system, and the four–dimensional torus represented by dz24 is wrapped by D(p+4)
branes. We assume that Dp branes are smeared over the torus24. Metric (2.135) contains
two harmonic functions, H1 and H2, which are sourced by Dp and D(p + 4) branes. Away
from the sources, these functions satisfy the Laplace equation on the (5 − p)–dimensional
flat base with metric ds2base.
Let us assume that geometry (2.135) leads to a separable Hamilton–Jacobi equation.
Then arguments presented in section 2.3.2 imply thatH2 can only depend on two coordinates,
(r1, r2), where metric ds
2
base has the form (2.23). To see this, we separate the Killing directions
in the action
S = pµx
µ + qiz
i + Sbase, (2.136)
23Analysis presented in this subsection does not rule out integrability on backgrounds containing NS–NS
fluxes in addition to D–branes or on geometries produced by several types of branes, such as Dp–D(p + 4)
system discussed in the next section.
24Some localized solutions are also known [49], but we will not discuss them here.
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and rewrite the HJ equation (2.3) as
(∇Sbase)2 + pµpµH1H2 + qiqiH2 = 0. (2.137)
Here we define
M2 = −pµpµ, N2 = qiqi (2.138)
If a given distribution of branes corresponds to integrable geodesics, then equation (2.143)
should be separable for all allowed values of M and N . Since equation (2.143) is analytic in
these parameters, separability must persist even in the unphysical region where M = 0 and
N is arbitrary25. In this region, equation (2.137) reduces to (2.45) withH → H2, pµpµ → N2,
then arguments presented in section 2.3.1 reduce the problem to H2(r, θ) with base space
ds2base = dr
2 + r2dθ2 + r2 cos2 θdΩ2m + r
2 sin2 θdΩ2n, (2.139)
and the analysis of section 2.3.2 leads to three possible solutions ((2.69), (2.70), (2.71)) for
(x, y) and H2.
Let us now demonstrate that H1 can only be a function of r and θ. Indeed, separation
for M = 0 implies that
Sbase = S˜(y, y˜) +R(r, θ), (2.140)
where yi are coordinates on S
m, and y˜j are coordinates on S
n. Substituting (2.139), (2.140)
into (2.137) and differentiating the result with respect to yk, we find
∂
∂yk
[
1
r2 cos2 θ
hij
(
∂S˜
∂yi
)(
∂S˜
∂yj
)
+
1
r2 sin2 θ
h˜ij
(
∂S˜
∂y˜i
)(
∂S˜
∂y˜j
)
−H1H2M2
]
= 0. (2.141)
Rewriting this relation as
∂H1
∂yk
=
1
M2H2
∂
∂yk
[
1
r2 cos2 θ
hij
(
∂S˜
∂yi
)(
∂S˜
∂yj
)
+
1
r2 sin2 θ
h˜ij
(
∂S˜
∂y˜i
)(
∂S˜
∂y˜j
)]
,
we conclude that H1 develops unphysical singularities at θ = 0,
π
2
for arbitrarily large r
unless (∂H1/∂yk) = 0. Similar argument demonstrates that (∂H1/∂y˜k) = 0, so H1 can only
depend on (r, θ).
To summarize, separability of the HJ equation (2.137) requires the functions H1 and H2
to depend only on (r, θ), then the action has the form (2.43),
S = pµx
µ + qiz
i + S
(m)
L1
(y) + S
(n)
L2
(y˜) +R(r, θ), (2.142)
where S
(m)
L1
and S
(n)
L2
satisfy equations (2.44). This results in the HJ equation
(∂rR)
2 +
1
r2
(∂θR)
2 +
L21
r2 cos2 θ
+
L22
r2 sin2 θ
−H1H2M2 +N2H2 = 0, (2.143)
25For asymptotically–flat solutions, H1 and H5 go to one at infinity, so M > N .
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and our analysis of separation at M = 0 leads to three possible solutions ((2.69), (2.70),
(2.71)) for (x, y) and H2. As already discussed in section 2.3.2, solutions (2.70) and (2.71)
are related by interchange of two spheres, so without loss of generality, we will focus on
(2.69) and (2.70).
Spherical coordinates (2.69) lead to separable equation (2.143) if an only if H1 and H2
do not depend on θ, and since these functions have to be harmonic we find
H1 = a+
Qp
rm+n
, H2 = a +
Qp+4
rm+n
. (2.144)
Here a = 1 for asymptotically–flat space, and a = 0 for the near–horizon solution. The
corresponding metric (2.135) gives the geometry produced by a single stack of Dp–D(p+ 4)
branes [25].
Separation in the elliptic coordinates (2.70) leads to
H2 = a+
1
(cosh2 x− cos2 y)
A
sinhn−1 x coshm−1 x
, (2.145)
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
, ρ± =
√
r2 + d2 ± 2rd cos θ, (2.146)
and now we will determine the corresponding function H1. Equation (2.143) separates in
coordinates (2.146) if and only if
N2H2 −M2H1H2 = 1
(cosh2 x− cos2 y) [V1(x) + V2(y)] . (2.147)
Since H2 is already given by (2.145), the last relation implies that
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H1H2 =
1
(cosh2 x− cos2 y)
[
V˜1(x) + V˜2(y)
]
. (2.148)
First we set a = 0 in (2.145), then equation (2.148) becomes
H1 =
1
Q˜
sinhn−1 x coshm−1 x
[
V˜1(x) + V˜2(y)
]
. (2.149)
To determine V˜1(x) and V˜2(y), we recall that, away from the sources, function H1 must
satisfy the Laplace equation (A.92):
1
sinhn x coshm x
∂
∂x
[
sinhn x coshm x
∂H1
∂x
]
+
1
sinn y cosm y
∂
∂y
[
sinn y cosm y
∂H1
∂y
]
= 0(2.150)
Substituting (2.149) into (2.150) and performing straightforward algebraic manipulations,
we find the most general solutions for H1:
D0-D4: (m,n) = (3, 0) H1 = C1 + C2
{
arctan
[
tanh
x
2
]
+
sinh x
2 cosh2 x
}
26Notice that M 6= 0 due to equation (2.143).
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(m,n) = (2, 1) H1 = C1 +
C2
cosh x
{
1 + cosh x ln
[
tanh
x
2
]}
(m,n) = (1, 2) H1 = C1 +
C2
2
√
2 sinh x
{
−1 + 2 sinh x
(
arctanh
[
tanh
x
2
]
+ 2Π
[
−1;− arcsin
[
tanh
x
2
]
|1
])}
(m,n) = (0, 3) H1 = C1 + C2
{
coth x+ ln
[
tanh
x
2
]}
D1-D5: (m,n) = (2, 0) H1 = C1 + C2 tanh x
(m,n) = (1, 1) C1 + C2 ln[tanh x] + C3 ln[tan y] + C4 ln[sin(2y) sinh(2x)]
(m,n) = (0, 2) H1 = C1 + C2 coth x
D2-D6: (m,n) = (1, 0) H1 = C1 + C2 arctan
[
tanh
x
2
]
(m,n) = (0, 1) H1 = C1 + C2 ln
[
tanh
x
2
]
D3-D7: (m,n) = (0, 0) H1 = C1 + C2x (2.151)
Here Π[n;φ|m] is the incomplete elliptic integral.
So far we have assumed that a = 0 in H2. The case a = 1, Q˜ = 0 corresponds to Dp
branes only, so it is covered by discussion in section 2.3. Solutions with nonzero a and Q˜ can
be analyzed by looking at formal perturbation theory in a, and it turns out that H1 must
be constant for such solutions.
2.6 Geodesics in D1–D5 microstates
In the last three sections we have analyzed geodesics in a variety of static backgrounds
produced by D–branes. In general, supersymmetric geometries are guaranteed to have a
time–like (or light–like) Killing vector, so they must be stationary, but not necessarily static.
In particular, an interest in stationary geometries produced by the D1–D5 branes has been
generated by the fuzzball proposal for resolving the black hole information paradox [28, 50].
According to this picture, microscopic states accounting for the entropy of a black hole have
nontrivial structure that extents to the location of the na¨ıve horizon, and the black hole
geometry emerges as a course graining over such structures. Although the vast majority of
fuzzballs is expected to be quantum, some fraction of microscopic states should be describable
by classical geometries, and study of this subset has led to important insights into qualitative
properties of generic microstates [51].
The fuzzball program has been particularly successful in identifying the microscopic states
corresponding to D1–D5 black hole, where all microstate geometries have been constructed
in [28, 29]. Moreover, a strong support for the fuzzball picture came from analyzing the
properties of these metrics [52], and success of this study was based on separability of the
wave equation on a special classes of metrics. In this chapter we have been focusing on
separability of the HJ equation as necessary condition for integrability of strings, but such
34
separability also implies separability of the wave equation. This provides an additional
motivation for studying the HJ equation for microscopic states in the D1–D5 system.
In this section we will mostly focus on the HJ equation for particles propagating on
metrics constructed in [28], and extension to the geometries for the remaining microstates
of D1–D5 black holes [29] will be discussed in the end27. The solutions of [28],
ds2 =
1√
H1H2
[−(dt− Aidxi)2 + (du+Bidxi)2]+√H1H2dxidxi +
√
H1
H2
dz24 ,
d(⋆xdH1) = d(⋆xdH2) = 0, dB = − ⋆x dA, (2.152)
generalize the static metric (2.135) with p = 1 by allowing the branes to vibrate on the
four dimensional base, which is transverse to D1 and D5, and geometries of [29] account
for fluctuations on the torus. While the metric (2.152), supplemented by the appropriate
matter fields given in [28], always gives a supersymmetric solution of supergravity away
from the sources, the bound states of D1 and D5 branes, which are responsible for the
entropy of a black hole, have additional relations between H1, H2 and A. Such bound states
are uniquely specified by a closed contour Fi(v) in four non–compact directions, and the
harmonic functions are given by [28]28
H1 = α +
Q5
L
∫ L
0
|F˙|2dv
|x− F|2 , H2 = α +
Q5
L
∫ L
0
dv
|x− F|2 , Ai = −
Q5
L
∫ L
0
F˙idv
|x− F|2 .(2.153)
Remarkably, the resulting metric (2.152) is completely smooth and horizon–free in spite of
an apparent coordinate singularity at the location of the contour [29]. To avoid unnecessary
complications, we will focus on a special case |F˙| = 1 (which leads to H1 = H2 ≡ H),
although our results hold for arbitrary F˙.
Applying the arguments presented in section 2.3.1 to metric (2.152), we conclude that
this geometry must preserve U(1)× U(1) symmetry of the base space, i.e., the profile Fi(v)
must be invariant under shifts of φ and ψ in29
dxidxi = dr
2 + r2dθ2 + r2 cos2 θdψ2 + r2 sin2 θdφ2. (2.154)
This implies that the singular curve, xi = Fi(v) can only contain concentric circles with radii
r = (R1, R2, . . . , Rn) in the θ =
π
2
plane and concentric circles with radii r = (R˜1, R˜2, . . . , R˜l)
in the θ = 0 plane. First we focus on circles in the θ = π
2
plane and demonstrate that
separability of the HJ equation implies that n = 1. Then we will show that n = 1 also
implies that l = 0.
27Note that the first studies of geodesics in the five-dimensnioal version of D1–D5–p system, the BMPV
black hole, was performed in [53, 54], where it was shown that the integrability is related to the existence of
a Stackel-Killing tensor
28Relations (2.153) contain a constant parameter α. Solutions with α = 1 correspond to asymptotically–
flat geometries, and metrics with α = 0 asymptote to AdS3×S3.
29This is a counterpart of (2.23) with d1 = d2 = 1 and the base in (2.40) with m = n = 1.
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1. Circles in the (x1, x2) plane.
For a single circular contour (r = R1, θ =
π
2
), the integrals (2.153) have been evaluated in
[30], and superposition of these results gives the harmonic functions for several circles:
H = α +
n∑
i=1
Qi
fi
, A =
n∑
i=1
2QiRisi
fi
r2 sin2 θ
r2 +R2i + fi
dφ,
fi =
√
(r2 +R2i )
2 − 4r2R2i sin2 θ. (2.155)
Here Qi is a five–brane charge of a circle with radius Ri, and si is a sign that specifies
the direction for going around this circle.
Let us assume the the HJ equation (2.3) separates in some coordinates. Metric (2.152)
has eight Killing directions (t, u, φ, ψ and the torus), they can be separated in the action:
S = ptt + puu+ Jφφ+ Jψψ + qizi + S˜(r, θ), (2.156)
Our assumption of integrability amounts to further separation of S˜(r, θ) in some coordi-
nates (x, y). In particular, for Jψ = Jφ = pu = 0, the HJ equation (2.3) in the metric
(2.152) can be written as
(∂rS˜)
2 +
1
r2
(∂θS˜)
2 − p2t
[
H2 − (Aφ)
2
r2 sin2 θ
]
= 0. (2.157)
This equation looks very similar to (2.45), but in practice it is easier to analyze: we don’t
need to impose the Laplace equation (as we did for (2.45)), since the explicit forms of
H and A are known (see (2.155)). The discussion of section 2.3.2 implies that (2.157)
should be viewed as a relation between h(w) (which is defined by (2.61) and (2.64)) and
(R1, . . . , Rn). In particular, substitution of the perturbative expansion (A.81) for h(w)
leads to an infinite set of constraints on (R1, . . . , Rn). To write these constraints, we
introduce a convenient notation:
Dk =
n∑
j=1
Qj(sjRj)
k. (2.158)
Then separation in (k + 2)-rd order of perturbation theory gives a constraint
(D0)
k−1Dk = (D1)
k k ≥ 1. (2.159)
Already the first nontrivial relation (k = 2) implies that R1 = R2 = · · · = Rn, so it is
impossible to have more than one circle (see below). We conclude that the HJ equation
does not separate on the background (2.152), (2.155) unless n = 1. The remaining
constraints (2.159) for k > 2 are automatically satisfied for this case.
We will now prove that equation (2.159) with k = 2 implies that R1 = · · · = Rn, and the
readers who are not interested argument can go directly to part 2. Let us order the radii
by R1 ≥ R2 ≥ · · · ≥ Rn and define a function
G(R1, . . . Rn) ≡ D0D2 − (D1)2. (2.160)
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Then the derivative
∂G
∂R1
= 2Q1(D0R1 − s1D1) = 2Q1
n∑
j=1
Qj(R1 − s1sjRj) (2.161)
is positive unless R1 = · · · = Rn and s1 = · · · = sn, so function G reaches its minimal
value when all radii are equal, and it is this value,
Gmin = G(R1, . . . R1) =
[∑
Qj
] [∑
QjR
2
1
]
−
[∑
QjsjR1
]2
= 0, (2.162)
that gives (2.159) for k = 2. We conclude the equation G = 0 implies that R1 = · · · = Rn.
2. Circles in orthogonal planes.
Having established that separation requires to have at most one circle in θ =
π
2
plane, we
conclude that the same must be true about θ = 0 plane, but in principle it is possible to
have one circle in each of the two planes. In this case we find
H = α +
2∑
i=1
Qi
fi
, A =
2Q1R1r
2 sin2 θ
f1(r2 +R21 + f1)
dφ+
2Q2R2r
2 cos2 θ
f2(r2 +R22 + f2)
dψ,
f1 =
√
(r2 +R21)
2 − 4r2R21 sin2 θ, f2 =
√
(r2 +R22)
2 − 4r2R22 cos2 θ (2.163)
and for Jψ = Jφ = py = 0 the HJ equation becomes
(∂rS˜)
2 +
1
r2
(∂θS˜)
2 − p2t
[
H2 − (Aφ)
2
r2 sin2 θ
− (Aψ)
2
r2 cos2 θ
]
= 0 (2.164)
Fifth order of perturbation theory gives a relation Q1Q2 = 0, which implies that there is
no separation in the geometry produced by two orthogonal circles.
3. Separable coordinates.
The perturbative procedure implemented in part 1 also gives the expression for h(w) in
terms of Dk for the configurations satisfying (2.159):
h(w) = ln
[
1
2
(
ew +
√
e2w +
D1
lD0
)]
. (2.165)
We have already encountered this holomorphic function in (2.70)–(2.71) (depending on
the sign of D1), and demonstrated that it corresponds to elliptic coordinates (2.74) or
(A.107). For completeness we present the expression for H2 that clearly demonstrates
the separation of variables in (2.157):
H2 =
1
A
[
2αD0 +
16e2xD60l
4
(4e2xD20l
2 +D21)
2
+ α2
(
e2x +
e−2xD41
16l4D40
)
+
α2
2
(
D1
lD0
)2
cos 2y
]
,
A = l2(sinh2 x+ cos2 y). (2.166)
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4. Separation with non–vanishing angular momenta.
So far we have demonstrated that the HJ equation with Jψ = Jφ = pu = 0 separates only
for microstate whose harmonic functions are given by (2.155) with k = 1, and separation
takes place in the elliptic coordinates (2.165), (2.74). A direct check demonstrates that
this separation persists for all values of momenta, when the relevant HJ equation is
(∂rS)
2 +
1
r2
(∂θS)
2 +
(Bψpu − Jψ)2
r2 cos2 θ
+
(Jφ + Aφpt)
2
r2 sin2 θ
+H2(p2u − p2t ) = 0 (2.167)
and30
H = α +
Q
f
, Aφ =
2Qa
f
r2 sin2 θ
r2 + a2 + f
, Bψ =
2Qa
f
r2 cos2 θ
r2 + a2 + f
(2.168)
f =
√
(r2 + a2)2 − 4r2a2 sin2 θ.
To summarize, we have demonstrated that the HJ equation (2.3) separates for the stationary
D1–D5 geometry (2.152)–(2.153) with |F˙| = 1 if and only if the string profile is circular, i.e.,
the harmonic functions are given by (2.168).
Notice that integrability of (2.167) follows from separability of the wave equation in
the background (2.152), (2.168), which has been discovered long time ago [26, 52]. Let us
clarify the relation between variables used in these papers and the elliptic coordinates (2.74),
(2.165).
To separate the wave equation in the metric (2.152) with harmonic functions (2.168), one
can use the coordinates (r′, θ′) which appear naturally if the D1–D5 solution is viewed as an
extremal limit of a black hole [55, 26, 52]:
ds2 = − 1
H
(
dt− aQ
f
sin2 θ′dφ
)2
+
1
H
(
du+
aQ
f
cos2 θ′dψ
)2
+ dzidzi
+Hf
[
(dr′)2
(r′)2 + a2
+ (dθ′)2
]
+H
[
(r′ cos θ′)2dψ2 + (r2 + a2) sin2 θ′dφ2
]
,
f = (r′)2 + a2 cos2 θ′, H = α+
Q
f
. (2.169)
The relation between (r, θ) and (r′, θ′) was found in [30]31
r =
√
(r′)2 + a2 sin2 θ′, cos θ =
r′ cos θ′√
(r′)2 + a2 sin2 θ′
. (2.170)
Looking at the (r′, θ′) sector of the metric:
ds2 = (Q+ f)
[
(dr′)2
(r′)2 + a2
+ (dθ′)2
]
(2.171)
30To compare with [30], we replaced R1 in (2.155) by a and f1 by f .
31This comes from interchanging (r, θ) with (r′, θ′) in formula (4.7) of [30] and (2.169) is obtained from
setting Q1 = Q5 in equation (5.12) in that paper.
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we arrive at natural “conformally–Cartesian” coordinates (x, y):
r′ = a sinh x, θ′ = y. (2.172)
Substituting this into (2.170) we find the expressions for (r, θ) in terms of (x, y):
r = a
√
sinh2 x+ sin2 y, cos θ =
sinh x cos y√
sinh2 x+ sin2 y
, (2.173)
Using the definitions (2.61), we conclude that
w ≡ ln r + iθ = 1
2
ln
[
sinh2 x+ sin2 y
]
+ i arccos
[
sinh x cos y√
sinh2 x+ sin2 y
]
= ln(sinh z). (2.174)
is a holomorphic function of z = x+ iy, as expected from the general analysis presented in
section 2.3.2. Inverting the last expression, we recover the relation (2.73).
z = ln
[
1
2
(
ew +
√
e2w + 1
)]
. (2.175)
Thus we conclude that coordinates (2.172) used in [55, 52] are essentially the elliptic co-
ordinates up to a minor redefinition of r′. We will come back to this feature in section
2.8.
2.7 Geodesics in bubbling geometries
Given integrability of sigma model on AdS5 × S5, it is natural to look at deformations of
this background which might preserve integrable structures. In particular, reference [14]
demonstrated that deformation of AdS5×S5 to asymptotically-flat geometry by adding one
to the harmonic function destroys integrability of sigma model, although the Hamilton–
Jacobi equation for geodesics remains separable. The extension from AdS5 × S5 to flat
geometry is only possible if one choses flat metric on the worldvolume of D3 branes32, and in
section 2.3 we analyzed several classes of geometries produced by flat Dp branes. From the
point of view of AdS/CFT correspondence, it is equally interesting to look at field theories
on R × S3, which are dual to geometries produced by spherical D3 branes. The most
symmetric geometry of this type is a direct product of global AdS5 and a five dimensional
sphere, but less symmetric examples are also known [20, 56]. In this section we will apply
the techniques developed in section 2.3 to identify the most general geometries of [20] with
separable geodesics.
32This corresponds to field theory living on R3,1, which is dual to the Poincare patch of AdS5
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(a)
(b) (c)
Figure 2.3: Boundary conditions in the Y = 0 plane corresponding to geometries with
rotational and translational isometries, (2.179) and (2.180).
We begin with recalling the metrics of 1/2–BPS geometries constructed in [20]33:
ds2 = −h−2(dt+ Vidxi)2 + h2(dY 2 + dx21 + dx22) + Y eGdΩ23 + Y e−GdΩ˜23, (2.176)
h−2 = 2Y coshG, Y dV = ⋆3dz, z =
1
2
tanhG
The solutions are parameterized by one function z(x1, x2, Y ) that satisfies the Laplace equa-
tion,
∂i∂iz + Y ∂Y
(
Y −1∂Y z
)
= 0, (2.177)
and obeys the boundary conditions
z(Y = 0) = ±1
2
. (2.178)
The regions with z = 1
2
form droplets in (x1, x2) plane, and any configuration of droplets
leads to the unique regular geometry. Solutions (2.176) are dual to half–BPS states in
N = 4 super–Yang–Mills theory, and droplets in (x1, x2) plane correspond to eigenvalues of
the matrix model describing such states [57] (see [20] for detail).
A generic distribution of droplets in (x1, x2) plane leads to solution (2.176), which has
a nontrivial dependence upon three coordinates (x1, x2, Y ). Repeating the arguments pre-
sented in section 2.3.1, one can show that geodesics can only be integrable if at least one of
these coordinates corresponds to a Killing direction. Such configurations can be obtained by
performing a dimensional reduction of (2.176) along one of the directions in (x1, x2) plane.
33These metrics are supported by the five–form field strength, and expression for F5 can be found in [20].
Notice that our notation in (A.184) slightly differs from one in [20]: we replaced y of [20] by Y to avoid the
confusion with coordinate y introduced in section 2.3.2.
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Figure 2.4: Boundary conditions in the Y = 0 plane corresponding to geometries with
∂rz = 0.
Only two such reductions are possible 34:
∂φz = 0 : x1 + ix2 = r cos θe
iφ, Y = r sin θ, 0 ≤ θ < π, (2.179)
∂1z = 0 : x2 = r cos θ, Y = r sin θ, 0 ≤ θ < π. (2.180)
Reduction (2.179) corresponds to concentric rings in the (x1, x2)–plane (see figure 2.3(a)),
and it describes excitations of AdS5×S5. Reduction (2.180) corresponds to parallel strips in
(x1, x2)–plane (see figure 2.3(b,c)), which can describe either excitations of the pp–wave or
states of Yang–Mills theory on S1 × R. The three cases depicted in figure 2.3 are analyzed
in the appendix A.6, and here we just summarize the results.
(a) Geometries with AdS5×S5 asymptotics.
The boundary conditions depicted in figure 2.3(a) lead to geometries (2.176), which are
invariant under rotations in (x1, x2) plane, and such solutions are conveniently formulated
in terms of coordinates introduced in (2.179):
ds2 = −h−2(dt+ Vφdφ)2 + h2(dr2 + r2dθ2 + r2 cos2 θdφ2) + Y eGdΩ23 + Y e−GdΩ˜23.
The complete solution of the Laplace equation (2.177) and expression for Vφ for this case
were found in [20]:
z =
1
2
+
1
2
n∑
i=1
(−1)i+1
[
r2 − R2i√
(r2 +R2i )
2 − 4R2i r2 cos2 θ
− 1
]
,
Vφ = −1
2
n∑
i=1
(−1)i+1
[
r2 + r2i√
(r2 +R2i )
2 − 4R2i r2 cos2 θ
− 1
]
, (2.181)
34There are also counterparts of (2.179) with ∂rz = 0, which correspond to wedges in the (x1, x2) plane
( figure 2.4). However, such configurations lead to singular geometries, see [58] for further discussion. The
counterpart of (2.180) with ∂2z = 0 is related to (2.180) by rotation.
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Summation in (2.181) is performed over n circles with radii Ri, and following conventions
of [20] we will take R1 to be the radius of the largest circle. For example, a disk
corresponds to one circle, a ring to two circles, and so on.
The HJ equation for the solutions specified by (2.181) is analyzed in the appendix A.6.1,
where it is demonstrated that integrability leads to an infinite set of relations between
radii Ri. Specifically, the expressions defined by
Dp ≡
n∑
j=1
(−1)j+1(Rj)p (2.182)
must satisfy the relations (A.194):
(D2)
k−1D2(k+1) = (D4)
k. (2.183)
As demonstrated in appendix A.6.1, this requirement implies that n < 2 in (2.181), so
variables separate only for flat space (n = 0) and for AdS5×S5 (n = 1) (figure 2.5(a)).
Moreover, construction presented in the appendix A.6.1 gives the unique set of separable
coordinates (A.205) for AdS5×S5
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
, ρ± =
√
r2 +R21 ± 2rR1 cos θ, (2.184)
and their relation with standard parameterization of this manifold will be discussed in
section 2.8.
(b) Geometries with pp–wave asymptotics
We will now discuss the geometries with translational U(1) symmetry (2.180), which
correspond to parallel strips in the (x1, x2) plane (see figure 2.3(b,c)). It is convenient
to distinguish two possibilities: z can either approach different values x2 → ±∞ (as in
figure 2.3(b) or approach the same value on both sides (as in figure 2.3(c)). Here we will
focus on the first option, which corresponds to geometries with plane wave asymptotics,
and the second case will be discussed in part (c).
Pp–wave can be obtained as a limit of AdS5×S5 geometry by taking the five–form flux
to infinity [59]. This limit has a clear representation in terms of boundary conditions in
(x1, x2) plane: taking the radius of a disk (figure 2.5(a)) to infinity, we recover a half-
filled plane corresponding to the pp–wave (see figure 2.5(c)). Taking a similar limit for
a system of concentric circles (figure 2.3(a)), we find excitations of pp–wave geometry
by a system of parallel strips (see figure 2.3(b)). Since strings are integrable on the
pp–wave geometry [59], it is natural to ask whether such integrability persists for the
deformations represented in figure 2.3(b). We will now rule out integrability on the
deformed backgrounds by demonstrating that even equations for massless geodesics are
not integrable.
Solutions of the Laplace equation (2.177) corresponding to the boundary conditions
depicted in figure 2.3(b) were found in [20], and their explicit form is given by (A.207).
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(a) (b) (c) (d)
Figure 2.5: Boundary conditions in the Y = 0 plane corresponding to geometries with
integrable geodesics.
Such solutions are parameterized by the strip boundaries, and the black strip number
i is located at d2i−1 < x2 < d2i. In appendix A.6.2 we use the techniques developed in
section 2.3 to demonstrate that the HJ equation can only be separable when n = 0 in
(A.207), i.e., when the solution represents an unperturbed pp–wave:
ds2 = −2dtdx1 − (x2 + y2)dt2 + dx2 + x2dΩ2 + dy2 + y2dΩ˜2, (2.185)
r1 = x, r2 = y.
Interestingly, some special solutions also separate for the pp–wave with an additional
strip (see figure 2.5(d)). Specifically, the geodesics which do not move on the spheres
and along x2 direction (i.e., geogesics with p = 0, L1 = L2 = 0 in (A.209)) separate in
coordinates (x, y) defined by (A.217):
x+ iy = w + ln
[
1
2
(√
1− d0
lew
+ 1
)]
+ ln
[
1
2
(√
1− d2
lew
+ 1
)]
, (2.186)
w = ln
r
l
+ iθ.
(c) Geometries dual to SYM on a circle
Finally we consider configuration depicted in figure 2.3(c). As discussed in [20], these
configurations are dual to Yang–Mills theory on S3 × S1 × R, and since we are only
keeping zero modes on the sphere, the solutions (2.176) correspond to BPS states in
two–dimensional gauge theory on a circle.
The solution of the Laplace equations corresponding to figure 2.3(c) is given by (A.218),
and in appendix A.6.3, it is shown that only a single strip (figure 2.5(b)) leads to a
separable HJ equation. For completeness we present the expression for the natural
coordinates:
x+ iy = 2 ln
[
1
2
(√
ew − (d2/l) + ew/2
)]
(2.187)
w = ln
r
l
+ iθ.
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To summarize, we have demonstrated that from the infinite family of the 1/2–BPS geometries
constructed in [20], only AdS5×S5, pp–wave, and a single M2 brane give rise to integrable
geodesics (figure 2.5). This implies that the short strings can only be integrable on these
backgrounds. Notice, however, that our results do not extend to equations of motion for
D3 branes (which are expected to be integrable, as least for 1/2–BPS objects) since the
HJ equation (2.3) did not take into account coupling to the RR field. We also found that
the separable coordinates (x, y) given by (2.184) are the same elliptic coordinates (or their
limits) as the one encountered in section 2.3.2, and in the next section we will discuss the
relation between (x, y) and the standard parameterization of AdS5×S5.
2.8 Elliptic coordinates and standard parameterization of AdSp×Sq
In the last section we have demonstrated that the HJ equation for geodesics on 1/2–BPS
geometries of [20] separates only for AdS5×S5 and for its pp–wave limit. Moreover, this
separation happens in the elliptic coordinates (2.184). On the other hand, equations for
supergravity fields on AdS5×S5 are usually analyzed in the standard parameterization35:
ds2 = L2
[
− cosh2 ρdt2 + dρ2 + sinh2 ρdΩ23 + dχ2 + cos2 χdφ˜2 + sin2 χdΩ˜2
]
(2.188)
and the detailed study of [60] uses the explicit SO(4, 2) × SO(6) symmetry of this metric
to separate the resulting equations and to find the mass spectrum of supergravity modes on
AdS5×S5. This suggests a close relation between the elliptic coordinates and (2.188), which
will be clarified in this subsection. We will also discuss the elliptic coordinates for AdS7×S4,
AdS4×S7, and AdS3×S3.
Standard parameterization of AdS5×S5.
To relate the standard parameterization (2.188) with elliptic coordinates (2.184), we first
recall the map between (2.188) and variables used in (2.176) (see [20]):
x1 + ix2 = L
2 cosh ρ cosχeiφ, Y = L2 sinh ρ sinχ, φ = φ˜− t. (2.189)
Comparing this with (2.179), we relate the standard coordinates (2.188) with (r, θ),
L2 sinh ρ sinχ = r sin θ, L2 cosh ρ cosχ = r cos θ, (2.190)
and substitution into (2.184) gives
ρ± = R1 [cosh ρ± cosχ] ⇒ x = ρ, y = χ. (2.191)
We conclude that the standard coordinates (2.188) on AdS5×S5 can be viewed as elliptic
coordinates on the base of the LLM geometries (2.176) in IIB supergravity.
35We denoted an azimuthal direction on S5 by χ to avoid confusion with coordinate θ introduced in
(2.179).
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1/2–BPS geometries in M-theory.
Let us now turn to the LLM geometries in M-theory [20]:
ds211 = −4e2λ(1 + Y 2e−6λ)(dt+ Vidxi)2 +
e−4λ
1 + Y 2e−6λ
[
dY 2 + eD(dx21 + dx
2
2)
]
+ 4e2λdΩ25 + Y
2e−4λdΩ˜22
e−6λ =
∂YD
Y (1− Y ∂YD) , Vi =
1
2
ǫij∂jD.
Metric (2.192) is parameterized by one function D satisfying the Toda equation,
(∂21 + ∂
2
2)D + ∂
2
Y e
D = 0, (2.192)
on a three–dimensional base,
ds2base = dY
2 + eD
[
dx21 + dx
2
2
]
, (2.193)
and some known boundary conditions in the Y = 0 plane. Although (2.192) is much more
complicated than the Laplace equation (2.177), we expect that repetition of the arguments
presented in section 2.7 ensures that function D can only depend on two rather than three
variables, and in this case (2.192) can be rewritten as a Laplace equation via a nonlocal
change of variables [61]. Specifically, for the rotationally–invariant case, it is convenient to
rewrite the metric on the base as36
ds2base = dY
2 + eD
[
dR2 +R2dφ2
]
= dY 2 + eD˜
[
dX2 + dφ2
]
(2.194)
Function D˜ = D + 2 lnR defined above satisfied the same Toda equation (2.192) as D, and
in terms of (X, Y ) this equation can be rewritten as
∂2XD˜ + ∂
2
Y e
D˜ = 0 (2.195)
The Toda equation with translational invariance along x1 can also be written as (2.194)–
(2.195) after a replacement (x1, x2, D) → (φ,X, D˜). A nonlocal change of coordinates [61,
20],
eD˜ = ζ2, Y = ζ∂ζV, X = ∂ηV, (2.196)
maps the nonlinear Toda equation (2.195) into the Laplace equation for function V :
ζ−1∂ζ(ζ∂ζV ) + ∂
2
ηV = 0. (2.197)
Unfortunately, the boundary conditions for V are rather complicated [20] (see [62] for a
detailed discussion), and simple expressions for D and Vφ similar to (2.181) are not known.
Nevertheless, the results presented in sections 2.6 and 2.7 strongly suggest that the HJ
36We introduced an obvious notation: x1 + ix2 = Re
iφ, X = lnR.
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equation on the geometries (2.192) would only separate on the most symmetric backgrounds:
AdS7×S4, AdS4×S7, and the pp wave. Let us discuss the relation between the standard
parameterizations of these backgrounds and the elliptic coordinates.
Since elliptic coordinates are only defined in flat space, we begin with rewriting the (X, Y )
sector of (2.194) in a conformally–flat form. It turns out that this is accomplished by going
to coordinates (ξ, η) defined by (2.196), and metric (2.194) becomes
ds2base = ζ
2
{[
(∂ζ∂ηV )
2 + (∂2ηV )
2
] (
dζ2 + dη2
)
+ dφ2
}
(2.198)
After introducing the standard polar parameterization (r, θ),
ζ = r sin θ, η = r cos θ, (2.199)
one can define the elliptic coordinates by (2.74). We will now compare these coordinates
with the standard parameterization of AdS7×S4 and AdS4×S7.
Standard parameterization of AdS7×S4.
Solution corresponding to AdS7×S4,
ds2 = 4L2
[
dρ2 + sinh2 ρdΩ25 − cosh2 ρdt2
]
+ L2
[
dχ2 + sin2 χdΩ22 + cos
2 χdφ˜2
]
, (2.200)
is given by equation (3.15) in [20] with a replacement r → 2 sinh ρ:
x1 + ix2 = cosh
2 ρ cosχeiφ, Y =
1
L3
sinh2 ρ sinχ, eD =
1
L6
tanh2 ρ. (2.201)
Substitution into (2.196) gives the expression for ζ and equations for V :
ζ =
1
2L3
sinh(2ρ) cosχ, ∂ζV = tanh ρ tanχ, ∂ηV = ln
[
cosh2 ρ cosχ
]
. (2.202)
Coordinate η can be determined using the relation dη = ⋆2dζ (recall (2.198) and (ρ, χ) sector
of (2.200)):
η =
1
2L3
cosh(2ρ) sinχ. (2.203)
For completeness we also write the expression for V , which comes from integrating the
differential equations in (2.202), although it will not play any role in our discussion:
V =
1
2L3
sinχ
[
cosh(2ρ) ln(cosχ cosh2 ρ)− 1]+ 1
2L3
ln
[
tan
χ + π
2
2
]
.
To deduce the elliptic coordinates, we begin with finding the counterpart of equations
(2.190) by rewriting the left–hand sides of (2.199) in terms of (ρ, χ):
1
2L3
sinh(2ρ) cosχ = r sin θ,
1
2L3
cosh(2ρ) sinχ = r cos θ. (2.204)
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Substitution of these relations into the definition (2.74) with R1 = 1/(2L
3), leads to identi-
fication of the elliptic coordinates (x, y) with (ρ, χ) (compare with equation (2.191)):
x = 2ρ, y =
π
2
− χ. (2.205)
This implies that the standard parameterization of AdS7×S4 has a simple geometrical mean-
ing: coordinates (ρ, χ) coincide with elliptic coordinates on the two–dimensional space
spanned by (η, ζ).
Standard parameterization of AdS4×S7.
Solution corresponding to AdS4×S7,
ds2 = L2
[
dρ2 + sinh2 ρdΩ22 − cosh2 ρdt2
]
+ 4L2
[
dχ2 + sin2 χdΩ25 + cos
2 χdφ˜2
]
,
is given by equation (3.16) in [20] with a replacement r → 2 sinh ρ:
x1 + ix2 =
√
cosh ρ cosχeiφ, Y =
1
L3
sinh ρ sin2 χ, eD =
4
L6
cosh ρ sin2 χ. (2.206)
Substitution into (2.196) gives the expression for ζ and η:
ζ =
1
L3
cosh ρ sin(2χ), η = − 1
L3
sinh ρ cos(2χ). (2.207)
For completeness we also give the equations for V and their solution:
∂ζV =
1
2
tanh ρ tanχ, ∂ηV = ln
[√
cosh ρ cosχ
]
V =
1
2L3
[
sinh ρ− 2 arctan
[
tanh
ρ
2
]
− 2 cos(2χ) sinh ρ ln
[√
cosh ρ cosχ
]]
.
Combining (2.207), and analog of (2.199)37,
ζ = r cos θ, η = −r sin θ. (2.208)
and (2.74) with R1 = 1/(L
3), we identify the elliptic coordinates (x, y) with (ρ, χ) (compare
with equations (2.191) and (2.205)):
x = ρ, y =
π
2
− 2χ. (2.209)
Standard parameterization of AdS3×S3.
As our final example of elliptic coordinates, we consider AdS3×S3 in global parameter-
ization, which can be obtained by taking the near horizon limit (H → Q/f) in (2.169)
[63]:
ds2 = Q
[
−((r′)2 + a2)dt
2
Q2
+
(dr′)2
(r′)2 + a2
+
(r′du)2
Q2
+ (dθ′)2 + sin2 θ′dφ˜2 + cos2 θ′dψ˜2
]
,
37We redefined angle θ in (2.199). Alternatively, one can keep (2.199) and shift θ in (2.74).
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φ˜ = φ+
a
Q
t, ψ˜ = ψ +
a
Q
u. (2.210)
Rewriting the metric in terms of the elliptic coordinates defined by (2.172):
ds2 = Q
[
− cosh2 x(adt)
2
Q2
+ dx2 + sinh2 x
(adu)2
Q2
+ dy2 + sin2 ydφ˜2 + cos2 ydψ˜2
]
,
(2.211)
we conclude that these coordinates give the standard parameterization of AdS3×S3.
Pp–wave limits of AdSp×Sq.
We conclude this section by commenting on the pp–wave limits of AdSp×Sq.
The pp–wave limit of AdS5×S5,
ds2 = −2dtdx1 − (r21 + r22)dt2 + dr21 + r21dΩ2 + dr22 + r22dΩ˜2, (2.212)
is obtained by taking
z =
1
2
x2√
x22 + Y
2
, V =
1
2
1√
x22 + Y
2
dx1 (2.213)
in (2.176) and setting
Y = r1r2, x2 =
1
2
(r21 − r22). (2.214)
This leads to a very simple relation for the polar coordinates defined by (2.180)
r1 =
√
2r cos
θ
2
, r2 =
√
2r sin
θ
2
. (2.215)
Equation for geodesics in the geometry (2.212) separates in variables (r1, r2), which can be
obtained from the elliptic coordinates (2.190)–(2.191) by taking the pp–wave limit:
L→∞, fixed r1 = Lx, r2 = Ly. (2.216)
We conclude that in the pp–wave limit, the elliptic coordinate degenerate into the radii of
the three–spheres.
The pp–wave limit of AdSp×Sq in M theory,
ds2 = −2dtdx1 − (r22 + r25)dt2 + dr22 + r22dΩ22 + dr25 + r25dΩ25 (2.217)
is given by equation (3.14) of [20]:
Y =
r25r2
4
, x2 =
r25
4
− r
2
2
2
, eD =
r25
4
(2.218)
48
This translates into
ζ =
r5
2
, η =
r2
2
, V =
r2r
2
5
8
− r
3
2
12
= ζ2η − 2
3
η3 (2.219)
via (2.196)38. These expressions can be obtained from (2.202)–(2.203) or from (2.207) by
taking the large–L limits, and in both cases we arrive at a counterpart of (2.216):
L→∞, fixed r2 = Lx, r5 = L
(π
2
− y
)
. (2.220)
As in the case of the type IIB pp–waves, we conclude that the elliptic coordinates degenerate
into the radii of the spheres.
The pp–wave limit of the AdS3×S3 geometry (2.211) is obtained by writing
y =
yˆ√
Q
, x =
xˆ√
Q
, u =
Quˆ
a
, t =
Q
2a
(
xˆ+ +
xˆ−
Q
)
, ψ˜ =
1
2
(
xˆ+ − xˆ
−
Q
)
(2.221)
and sending Q to infinity, while keeping all hatted variables fixed. This results in the metric
ds2 = −dxˆ+dxˆ− − 1
4
(xˆ2 + yˆ2)(dxˆ+)2 + dxˆ2 + xˆ2duˆ2 + dyˆ2 + yˆ2dφ˜2.
Once again, elliptic coordinates degenerate to the radii of the one–spheres.
To summarize, we have demonstrated that in all examples of AdSp×Sq, where the HJ
equation separates between the sphere and AdS in global coordinates, such separation
emerges as a particular case of integrability in elliptic coordinates, and standard param-
eterization of AdSp×Sq coincides with elliptic coordinates on the relevant flat base. In the
pp–wave limits of AdSp×Sq, the elliptic coordinates reduce to the radii of the appropriate
spheres.
2.9 Discussion
Integrability of geodesics and Klein–Gordon equation has led to numerous insights into
physics of black holes. While the black hole solutions are few and far between, the large
classes of supersymmetric geometries are known, and in this chapter we have classified such
solutions with integrable geodesics. This integrability is demonstrated to imply that the HJ
equation must separate in the elliptic coordinates. For branes with flat worldvolumes, such
separation, that extends the known result for the spherical coordinates, can only occur for
special distributions of sources, which are analyzed in section 2.3. For the curved supersym-
metric branes, the elliptic coordinates can only be introduced in the most symmetric cases,
38Since we are dealing with translational rather than rotational symmetry, D˜ = D and X = x2 in (2.196)
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and as demonstrated in section 2.7, all these situations reduce to AdSp×Sq or their pp–wave
limits.
Our results rule out integrability of N = 4 SYM beyond the large N limit. Specifically,
we proved that the excitations of strings around heavy supersymmetric states (∆ ∼ N2) are
not integrable. While this is consistent with general expectations, it is somewhat surprising
that none of the 1/2–BPS geometries give rise to integrable sectors. It would be interesting
to extend this result to states with fewer supersymmetries.
Our results also have unfortunate consequences for the technical progress in the fuzzball
program. While a large number of geometries corresponding to microscopic states of black
holes have been constructed in the last decade, the detailed calculations of the absorp-
tion/emission rates have only been performed for the simplest cases. Such calculations are
based on solving the Klein–Gordon equation, and as we demonstrated in section 2.6, this
equation, as well as the Hamilton–Jacobi equation for geodesics, cannot separate beyond the
known cases. Our results do not imply that a study of geodesics on a particular background
is hopeless. A lot of useful information can be extracted by performing numerical integration
of the equations of motion and by studying some special configurations rather than generic
geodesics.
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chapter 3
KILLING–YANO TENSORS IN STRING THEORY
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In the previous chapter we studied motion of massless geodesics to classify all potentially
integrable backgrounds produced by D branes. It was mentioned that separability of the
equations of motion for massless geodesics is encoded in so-called Killing tensors, so in this
chapter we extend our analysis and study these objects in details. In particular, we construct
the Killing(-Yano) tensors for a large class of charged black holes in higher dimensions and
study general properties of such tensors, in particular, their behavior under string duali-
ties. Killing(-Yano) tensors encode the symmetries beyond isometries, which lead to insights
into dynamics of particles and fields on a given geometry by providing a set of conserved
quantities. By analyzing the eigenvalues of Killing tensors, we provide a prescription for
constructing several conserved quantities starting from a single object, and we demonstrate
that Killing tensors in higher dimensions are always associated with ellipsoidal coordinates.
We also determine the transformations of Killing(-Yano) tensors under string dualities, and
find the unique modification of the Killing-Yano equation consistent with these symmetries.
These results are used to construct the explicit form of Killing(-Yano) tensors for the Myers-
Perry black hole in arbitrary number of dimensions and for its charged version.
This chapter is based on the results published in [2] and has the following organization.
In sections 3.2.1 and 3.2.3 we review some well-known properties of Killing(–Yano) ten-
sors, and in section 3.2.2 we rewrite them in a slightly unusual form which becomes crucial
for the subsequent discussion. Usually one uses a Killing tensor (KT) to produce a conserved
quantity which leads to separation of the Hamilton–Jacobi and Klein–Gordon equations, and
only one such quantity can be constructed from a given Killing tensor. In section 3.2.2 we
argue that if one looks further and studies eigenvalues of a Killing tensor, then a single KT
can lead to a family of conserved quantities since the detailed analysis of eigenvalues allows
one to construct a family of Killing tensors from a single representative using an algebraic
procedure (i.e., without solving differential equations). As a bi–product of this analysis we
also demonstrate that separation caused by nontrivial Killing tensors in any number of di-
mensions can only happen in (degenerate) ellipsoidal coordinates, this generalizes the earlier
result of [1] to non–supersymmetric geometries. In section 3.2.3 we also show that eigenvec-
tors of Killing tensors lead to simple expressions for Killing–Yano tensors when the latter
exist.
After developing this general technology in section 3.3 we use it to write Killing–Yano and
Killing tensors for the Myers–Perry black holes [75] in arbitrary number of dimensions with
arbitrary number of rotations. In section 3.5.1 this construction is extended to charged solu-
tions built from Myers–Perry geometries by application of the solution–generating dualities,
and relatively simple explicit expressions for the Killing(–Yano) tensors are derived.
The general effects of string dualities on Killing(–Yano) tensors are discussed in section
3.4, where it is demonstrated that Killing vectors (KV) and Killing tensors survive under
dualities if certain conditions on the Kalb–Ramond field are satisfied. The resulting transfor-
mations for the KV and KT are derived1. For the Killing–Yano tensors (KYT) the situation
1For Killing vectors, a very nice interpretation of the transformation law in terms of the Double Field
Theory [76] is discussed in section 3.4.1, but unfortunately a natural embedding of KT and KYT in this
formalism is still missing.
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is rather different: while dualities generically destroy the standard KYT, they preserve the
modified version of the KYT equation, which is derived in section 3.4.3. We also demon-
strate that such duality–invariant modification is unique and derive the transformation laws
for the Killing–Yano tensor. Several examples of the modified KY tensors are discussed in
section 3.5.
While studying massless particles, one encounters Conformal Killing(–Yano) tensors
(CKT and CKYT), interestingly their behavior under string dualities has some unusual
aspects. The conformal objects are discussed throughout the chapter along with their stan-
dard counterparts. Some technical details are presented in appendices.
3.1 Introduction and summary
Symmetries of dynamical equations have always played very important role in string the-
ory. Conformal symmetry of the worldsheet led to Polyakov’s reformulation of the theory
[46], making it amenable to quantization, and provided powerful tools for performing cal-
culations [65]. Study of string dualities [66] led to great insights into dynamics of string
theory at strong coupling and to formulation of the gauge/gravity duality [6]. More recently
discovery of hidden symmetries of equations for a classical string led to the discovery of
integrability [41, 16], which stimulated a great progress in understanding of string dynamics
and gauge/gravity duality (see [7] for the review and list of references). To gain additional
insights into properties of quantum gravity and strong interactions it is very important to
look for new examples of integrable string backgrounds. Since at low energies strings be-
have as point–like particles, integrable structures must give rise to hidden symmetries of
supergravity, which will be investigated in this chapter.
Integrability of classical strings on certain backgrounds is guaranteed by an infinite num-
ber of conserved quantities which can be extracted from reformulating the dynamical equa-
tions as a linear Lax pair [67]. Unfortunately, there is no algorithmic procedure for con-
structing such pairs, and they have to be guessed. Interestingly, there exists a procedure
for demonstrating that a particular background does not have a Lax pair, and it has been
applied in [13, 14] to rule out several promising candidates, such as strings on a conifold and
on asymptotically–flat geometry produced by D3 branes. Unfortunately, this procedure for
ruling out integrability is rather complicated, and it has to be applied on a case–by–case
basis, so in [1] we used a different approach based on the study of geodesics. Since at low
energies strings behave as point particles, integrability must survive as a hidden symmetry of
such objects, and this gives a very coarse necessary condition for integrability, which can be
tested for large classes of backgrounds. Interestingly, this condition was sufficient for ruling
out integrability on all known supersymmetric geometries produced by D–branes, with an
exception of AdSp×Sq and a couple of other examples [1]. Of course, to analyze the inte-
grability of geodesics one has to start with explicit solutions, and the nontrivial integrable
deformations of AdSp×Sq [9, 68] had to be constructed using special techniques rather than
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obtained as members of known families2. This chapter is a continuation of the program
initiated in [1]: it extends the earlier results to geometries without supersymmetry, and,
more importantly, it uncovers the hidden symmetries underlying integrability of geodesics.
In spite of this continuity, this chapter does not require familiarity with [1].
Study of geodesics has a long history in general relativity, and the most powerful methods
are based on the analysis of the Hamilton–Jacobi (HJ) equation. It is well-know that such
equation separates if the background contains cyclic (ignorable) directions, but sometimes
separation happens even between non–cyclic coordinates. The simplest example of such ‘ac-
cidental separation’ comes from the three–dimensional flat space in spherical coordinates:
the polar angle θ separates in the HJ equation, although the metric depends on this coordi-
nate. In this case the separation can be attributed to the SU(2) symmetries of the sphere,
but similar argument cannot be applied to the Kerr black hole, which has only U(1)×U(1)
isometry, although the θ coordinate still separates. The technical aspects of this separation
will be reviewed in section 3.2.2, and here we just recall that the separation is associated
with a hidden symmetry encoded in the Killing tensor (KT) [23, 42]. The same tensor also
leads to separation of the Klein–Gordon equation even beyond the eikonal approximation.
The Kerr metric also gives rise to separable Dirac equation, this is guaranteed by an addi-
tional symmetry encoded in the Killing–Yano tensor (KYT) [71]. Over the last four decades
Killing(–Yano) tensors have been found for other geometries both in general relativity [72]
and in string theory [73, 74], and in this chapter we will construct KYT for a large class
geometries in arbitrary numbers of dimensions, which contains most of the known examples
as special cases.
Killing(–Yano) tensors encode all continuous symmetries of solutions in general relativ-
ity, but string theory also has discrete symmetries associated with dualities, which can be
promoted to a continuous group of solution-generating transformations in supergravity. This
leads to a very natural question: what happens with Killing(–Yano) tensors under action
by this group? Answering this question is one of the main goals of this chapter. A slightly
different question was answered in the article [73], which identified the subset of duality
transformation leaving the Killing–Yano tensor invariant. As we will see, in general both
Killing and Killing–Yano tensors are changed by the dualities, even the equation for the
KYT is modified. However, for the special cases discussed in [73] our results agree with that
paper. In this chapter we focus on dualities in the NS–NS sector since our preliminary study
of the Ramond–Ramond backgrounds indicates that T duality applied to such geometries
may change the rank of the KYT and even produce Killing–Yano tensors of mixed rank. A
very brief discussion of this point is given in section 3.4.3.
2Analysis of [1] focused only on geometries supported by the Ramond–Ramond fluxes, which allowed
us to analyze very large families. The ‘isolated points’ discussed [9, 68] contained mixed fluxes, and they
would have survived the analysis of [1] had it been performed. Integrability of strings on the beta–deformed
backgrounds [9] has been discussed in [70, 10].
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3.2 Killing(–Yano) tensors in higher dimensions
3.2.1 Killing tensors and Killing–Yano tensors
Symmetries play very important role in physics, and symmetries of geometries are encoded in
Killing vectors and Killing tensors. In this section we will review some well–known properties
of these objects and establish the notation which will be used in the rest of the chapter.
We begin with recalling that the Killing vector (KV) is defined as a vector field V which
leaves the metric invariant. In other words, the Lie derivative of the metric along V must
vanish:
LV gMN = 0, (3.1)
Relation (3.1) can be rewritten as
LV gMN = V P∂P gMN + ∂MV P gPN + ∂NV P gMP = ∇MVN +∇NVM = 0, (3.2)
and it implies that the metric does not change under an infinitesimal transformation
x′M = xM + ǫV M . (3.3)
Since Killing vectors encode symmetries, they are always associated with conserved quanti-
ties. Specifically, the expression
I = VM
dxM
ds
(3.4)
is conserved along any geodesic.
The correspondence between Killing vectors and integrals of motion is not one–to-one:
some conserved quantities are not associated with KV. However, it was shown by Penrose
and Walker [42] that any integral of motion that depends on momentum comes either from
a Killing vector or from a rank–two Killing tensor as
I = KMN
dxM
ds
dxN
ds
, (3.5)
where KMN satisfies a linear equation
∇MKNP +∇NKMP +∇PKMN = 0. (3.6)
To determine whether the integrals of motion survive in quantum theory as well, one should
analyze separability of the Klein–Gordon equation, and as shown in [40], the relevant con-
served quantity must be associated with eigenvalues of the differential operator
Kˆ ≡ 1√−g∂M
[√−gKMN∂N]+ k(x) (3.7)
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with some function k(x). As demonstrated in [77, 40], operator Kˆ commutes with ∇M∇M if
and only if KMN satisfies equation (3.6) and one more condition which will not be discussed
here.
In general, presence of the Killing tensor does not imply separability of the Dirac equation,
this requires existence of an anti–symmetric Killing–Yano tensor (KYT) YMN which satisfies
the defining equation [71]
∇MYNP +∇NYMP = 0. (3.8)
This equation can be generalized to tensors of arbitrary rank as [78]
∇(MYN)P1...Pk−1 = 0, YP1...Pk = Y[P1...Pk]. (3.9)
In four dimensions KYT of rank k > 2 can be dualized into vectors and scalars, but in string
theory one encounters interesting solutions of (3.9), which will be discussed throughout this
chapter. It is also possible to define Killing tensors of rank k > 2 as solutions of the equation
[42]
∇(M1KM2...Mk+1) = 0, (3.10)
but such objects will not play any role in our discussion.
Any KYT gives rise to a Killing tensor of rank two via the relation
KMN = YM
A1...Ak−1YNA1...Ak−1 . (3.11)
This equation has a simple interpretation: separability of the Dirac equation implies one
for the Klein–Gordon equation in the same coordinates. In section 3.2.2 we will present a
detailed analysis of Killing tensors and outline a procedure for “extracting the square root”
from them which allows one to construct the Killing–Yano tensors, if they exist.
So far we discussed the integrals of motion for massive particles, but some additional
symmetries might arise in the massless case. For example, while the metric
ds2 = dr2 + r2dφ2 (3.12)
is not invariant under rescaling of r coordinate, massless particles are not sensitive to such
rescaling, so while
V = r∂r (3.13)
is not a Killing vector, it does lead to conserved quantities for massless particles. Such
conformal Killing vectors (CKV) satisfy equation
∇MVN +∇NVM = vgMN , (3.14)
where v is an arbitrary functions of all coordinates. If v is a constant, then the corresponding
CKV is called homothetic [79], and such vectors will play an important role in the analysis
presented in section 3.4.1.
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Recall that the conformal Killing(–Yano) tensors (CKT and CKYT) are defined as solu-
tions of equations (2.118)
∇(M1KM2...Mk+1) = W(M1...Mk−1gMkMk+1), (3.15)
∇(M1YM2)...Mk+1 = gM1M2ZM3...Mk+1 +
k+1∑
i=3
(−1)igMi(M1ZM2)...Mi−1Mi+1...Mk+1.
with coordinate–dependent tensors W and Z. Notice that under rescaling of the metric,
CKV, CKT and CKYT transform in a simple way3, so they survive S duality and transition
from the string to the Einstein frame. Ordinary Killing vectors have the same feature, as
long as we impose a reasonable restriction on the dilaton:
LV e2Φ = V M∂Me2Φ = 0. (3.16)
On the other hand, the ordinary KT and KYT are usually destroyed by coordinate–dependent
rescaling of the metric, so they exist only in one frame. Conformal transformations of the
KT and KYT are discussed in Appendix B.1.
We will mostly focus on rank–2 KT and CKT, and they can be constructed by squaring
KYT or CKYT:
KMN = YMA1...Ak−1YNA1...Ak−1 , WM = 2YMA1...Ak−1ZA1...Ak−1. (3.17)
For rank-1 and rank–2 (C)KYT this construction is well-known, and direct computation
shows that it works for all k.
Conformal Killing tensors KMN with WM = −∇Mφ have a special property: they can be
extended to the standard KT KMN by
KMN = KMV + φgmn. (3.18)
To see this one can take a covariant derivative of (3.18) and symmetrize the result:
∇(MKNP ) = ∇(MKNP ) +∇(MφgNP ) = 0. (3.19)
This construction will be illustrated in section 3.2.3 by comparing KT and CKT for rotating
black holes.
3.2.2 Killing tensors and the Hamilton–Jacobi equation
Solutions of the equation for the KT,
∇PKMN +∇MKNP +∇NKPM = 0 (3.20)
3The relevant transformations are derived in Appendix B.1.
57
form a linear space, in particular, a ‘trivial subspace’ is spanned by combinations of the
metric and Killing vectors,
KtrivMN = e0gMN +
∑
i,j
eijV
(i)
M V
(j)
N , (3.21)
with constant coefficients e0, eij . In this subsection we will establish a one–to–one correspon-
dence between nontrivial Killing tensors and separation of variables in the Hamilton–Jacobi
equation (2.3)
gMN∂MS∂NS + µ
2 = 0. (3.22)
Killing tensors from the Hamilton–Jacobi equation
There are several notions of separability for equation (3.22), and we focus on the standard
one by assuming that
S = S(x1, . . . xk) + S(xk+1 . . . xn). (3.23)
This assumption can be generalized to R–separability as
S = S(x1, . . . xk) + S(xk+1 . . . xn) + S0(x1 . . . xn), (3.24)
where S0(x1 . . . xn) is a known function of its arguments
4 [32]. However, this generalization
will not play any role in our discussion.
Equation (3.22) separates as (3.23) if and only if three conditions are satisfied:
(a) Coordinates xM can be divided into cyclic coordinates z and two other groups, which
will be denoted by x and y. The metric does not depend on coordinates z.
(b) There exists a separation function f , such that
gMN =
1
f
(
XMN + Y MN
)
, ∂xY
MN = ∂yX
MN = 0, Xy
iM = 0, Y x
iM = 0. (3.25)
(c) Function f can be decomposed as
f = fx − fy, ∂yfx = 0, ∂xfy = 0, ∂zfx = ∂zfy = 0. (3.26)
4The counterpart of (3.24) for the Schro¨dinger equation is
Ψ = X(x1 . . . xk)Y (xk+1 . . . xn)Ψ0(x1 . . . xn)
with known function Ψ0. For non-trivial Ψ0 this is known as R–separation [40].
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Conditions (a)–(c) allow us to rewrite equation (3.22) as
XMN∂MS∂NS + µ
2fx = −Y MN∂MS∂NS + µ2fy, (3.27)
where the left–hand side depends only on x, and the right–hand side depends only on y.
This implies that
I ≡ [XMN − fxgMN] ∂MS∂NS (3.28)
must be an integral of motion, and as such it must be associated with a Killing tensor:
I = KMN∂MS∂NS. (3.29)
We conclude that separation of variables (a)–(c) is associated with Killing tensor
KMN = XMN − fx
f
(
XMN + Y MN
)
= −fyX
MN + fxY
MN
f
. (3.30)
If condition (c) is not satisfied, then equation (3.22) separates only for µ = 0, and the
associated conformal Killing tensor is
KMN = XMN . (3.31)
After reviewing the standard procedure for extracting the Killing tensor from separation
of variables [23, 42], we discuss the inverse problem: recovery of separation from a given
Killing tensor.
Separation of variables from Killing tensor
Every Killing tensor gives rise to an integral of motion via (3.29), and such constant must be
associated with separation of variables as in (3.28). While the separation functions (fx, fy)
and the corresponding tensors (XMN , Y MN) are encoded in the Killing tensor, extracting
them requires further analysis, and as we will demonstrate, this analysis may lead to an entire
family of the Killing tensors which can be constructed algebraically from one representative.
Schematically our results can be represented as
Eigenvalues
of KT
⇒ separation ⇒ m–parameter
family of KTs
⇔ m conserved
charges
(3.32)
To justify the usefulness of eigenvalues we recall equations (3.25) and (3.30):
gMN =
1
f
(
XMN + Y MN
)
, KMN = −fyX
MN + fxY
MN
f
(3.33)
and consider an eigenvalue problem:
KMNZN = Λg
MNZN . (3.34)
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Assuming that metric has at least one non–cyclic direction5 x and that there is at least one
component KxN 6= 0, the M = x component of (3.34) becomes
−fy
f
XxNZN = Λ
1
f
XxNZN ⇒ Λ = −fy. (3.35)
In other words, some eigenvalues of the Killing tensor give the separation functions, and
corresponding eigenvectors can be used to recover the relevant tensors (XMN , Y MN). The
cyclic coordinates complicate this construction, so they should be ignored to recover the sep-
aration function and added back in the end. Specifically, we propose the following procedure
for extracting the separation function from the Killing tensor:
(1) Find the eigenvalues and eigenvectors of the KT:
KMN =
∑
a
Λae
(a)
M e
(a)
N , gMN =
∑
a
e
(a)
M e
(a)
N . (3.36)
Notice that some eigenvalues may vanish of be degenerate.
(2) Build the projectors6
P
(a)
MN = e
(a)
M e
(a)
N .
Projector P will be called cyclic if∑
N
[P (a)]M
N
∂NΛb = 0 for all (a, b). (3.37)
If all projectors are cyclic, the Killing tensor can be built from Killing vectors and the
metric.
(3) Remove all directions associated with cyclic projectors and construct the reduced metric
and Killing tensor:
KredMN =
[∑
a
Λae
(a)
M e
(a)
N
]
red
, gredMN =
[∑
a
e
(a)
M e
(a)
N
]
red
.
Non–cyclic components of equation (3.20) imply that KredMN is a Killing tensor for g
red
MN .
Nontrivial KredMN and g
red
MN imply that Killing tensor cannot be constructed from the
Killing vectors and the metric.
5This assumption is violated only for flat space in Cartesian coordinates.
6To avoid cumbersome formulas, we focus on non–degenerate eigenvalues. In general the left hand side
of (3.37) should refer to an eigenvalue Λ and the right–hand side should contain summation over all a with
Λa = Λ. Since degeneracy clutters notation without introducing new effects, we use (3.37).
60
(4) Separation of variables implies that∑
M
e
(a)
M dx
M =
√
gadx
a, ∂j∂k ln gm = 0 for different (i, j, k). (3.38)
Then analysis of the Killing equations shows that generically the reduced metric and
Killing tensor must have the form
ds2red =
∑
k
gk(dxk)
2, Kred =
∑
k
Λkgk(dxk)
2,
gk = hk(xk)
∏
j 6=k
[xk − xj ], Λj = ∂jΛ, (3.39)
where Λ(x1 . . . xn) is a linear polynomial in every (x1 . . . xn) symmetric under interchange
of every pair of arguments.
(5) Separation of variables in the reduced metric is accomplished by multiplying the reduced
HJ equation by
ρk =
∏
j 6=k
[xk − xj ]. (3.40)
Then the reduced HJ equation can be written as
1
hk
(∂kS)
2 =
n−1∑
p=0
(xk)
pI(k)p (x1 . . . xk−1, xk+1 . . . xn), (3.41)
which implies that all I
(k)
p must be constant7. This construction separates variable xk,
and other coordinates can be separated in the same fashion
(6) After coordinates (x1 . . . xn) have been constructed, cyclic directions can be added back,
and upon multiplication by (3.40) the complete d–dimensional HJ equation takes the
form (3.41). This follows from the fact that K from (3.36) was a Killing tensor for the
d–dimensional metric.
(7) A given Killing tensor corresponds to a particular function Λ in (3.39), and a family of
Killing tensors for the reduced metric can be constructed by keeping the same coordinates
and introducing an arbitrary polynomial Λ.
Steps (1)–(7) outline our construction, and the details and justification are presented in
the Appendix B.2.1. A different approach to separation functions and Killing tensors was
developed in [33], and our results are consistent with theirs.
7Integrals of motion I
(k)
p are closely related to the separation constants which arise from breaking the HJ
equation into pieces using Sta¨ckel determinant. A detailed discussion of the Sta¨ckel’s method can be found
in chapter 5 of [32].
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Expressions (3.39) generalize Jacobi’s ellipsoidal coordinates [36] to curved space, and we
derived them assuming that the dependence on (x1 . . . xn) is generic. Specifically we assumed
that g1 depends on all n coordinates. It is also possible to have some degenerate cases where
some xj does not appears in g1, but such solutions can be obtained by taking some singular
limits of the ellipsoidal coordinates. In the appendix B.2.2 we review such singular limits for
the ellipsoidal coordinates in flat three–dimensional space.
To summarize, in this subsection we clarified the relation between Killing tensors and
separation of variables. It is well–known that separation of variables leads to a Killing tensor,
which is associated with a conserved quantity [23, 42], but in higher dimensions, where the
metric can depend on three or more variables and may admit more than one nontrivial
Killing tensor, the correspondence is more interesting. As illustrated in the diagram (3.32),
a single separation of variables may give rise to a family of Killing tensors, and the entire
family can be constructed from a single member by studying its eigenvalues. In section 3.3
our construction will be applied to an important example of the Myers–Perry black hole,
and in section 3.5.1 it will be extended to the charged version of that solution. But first
we discuss the additional symmetry structures which appear when the geometry admits a
Killing–Yano tensor.
3.2.3 Killing–Yano tensors of various ranks
While Killing–Yano tensors (KYT) of rank two are well-known from general relativity in
four dimensions, the objects with higher rank are less familiar, so in this subsection we will
present several examples of such Killing–Yano tensors and discuss their relation to Killing
tensors.
Recall that the Killing–Yano tensors are defined as solutions of equation (3.9)
∇(MYN)P1...Pk−1 = 0, YP1...Pk = Y[P1...Pk]. (3.42)
As reviewed in section 3.2.1, any Killing–Yano tensor leads to a Killing tensor via (3.11).
For example, any d–dimensional space admits a trivial KYT of rank d, which is defined as
a volume form, and it squares to the metric. Nontrivial KYT may square to the metric as
well, as illustrated by our first example: a space that has a factorized form
ds2 = gmn(x)dx
mdxn + hµν(y)dy
µdyν, (3.43)
where two subspaces have the same dimensionality n. Then volume forms on x and y spaces
give rise to a family of Killing–Yano tensors:
Y = c1Volg + c2Volh ⇒
KMNdX
MdXN = (n− 1)! [c21gmn(x)dxmdxn + c22hµν(y)dyµdyν] . (3.44)
It is clear that a non–trivial KY tensor can square to the metric as long as c21 = c
2
2. For
generic values of constants c1 and c2 Killing tensor has two distinct eigenvalues, and each of
them has degeneracy n.
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A large class of geometries admitting Killing–Yano tensors comes from rotating black
holes8, and in the next section we will construct the KYTs for black holes with arbitrary
number of rotations. Before performing this general analysis we review the situation for
the well–known example of the Kerr black hole [81] and extract important lessons from it.
The non–trivial Killing tensor for the Kerr geometry was constructed by Carter [23], and we
begin with rewriting the metric in convenient frames defined as eigenvectors of that KT:
ds2 = −e2t + e2r + e2θ + e2φ,
et =
√
∆
ρ
(dt− as2θdφ), eφ =
sθ
ρ
[
(r2 + a2)dφ− adt] , er = ρ√
∆
dr, eθ = ρdθ,
∆ = r2 + a2 − 2mr, ρ2 = r2 + a2c2θ, cθ = cos θ, sθ = sin θ. (3.45)
Then expressions for the Killing and Killing–Yano tensors become very compact:
K = r2
[
e2φ + e
2
θ
]
+ (acθ)
2
[
e2t − e2r
]
, Y = reθ ∧ eφ + (acθ)er ∧ et. (3.46)
We observe that the eigenvalues of K (r2 and −(acθ)2) appear in pairs, and Y is constructed
from these eigenvalues and corresponding eigenvectors in a simple way. As we will see
in the next section, this double degeneracy persists in all even dimensions. Notice that the
separating function defined in the previous subsection is equal to the difference of eigenvalues,
and in the present case equation (3.26) becomes
fx = r
2, fy = −(acθ)2, f = r2 + (acθ)2. (3.47)
In odd dimensions the situation is different9, and to get some insights, we look at a
rotating black hole in five dimensions [75]. Solving equations for the Killing–Yano tensor,
constructing the corresponding KT, and defining the frames as its eigenvalues, we find
ds2 = −e2t + e2r + e2θ + e2φ + e2ψ,
K = r2
[
e2φ + e
2
θ
]
+ (acθ)
2
[
e2t − e2r
]
+ [r2 − (acθ)2]e2ψ, (3.48)
Y = [reθ ∧ eφ + (acθ)er ∧ et] ∧ eψ.
The frames are defined by
et =
√
∆
ρ
(dt− as2θdφ), eφ =
sθ
ρ
[
(r2 + a2)dφ− adt] ,
er =
ρ√
∆
dr, eθ = ρdθ, eψ = rcθdψ, (3.49)
∆ = r2 + a2 −M, ρ2 = r2 + a2c2θ.
8Another interesting class of geometries admitting Killing–Yano tensors comes from putting D–branes
on singular points of Calabi–Yau manifolds. Killing–Yano tensors for Sasaki-Einstein manifolds appearing
in this construction have been recently constructed in [80].
9Since the number of eigenvalues is odd, the double degeneracy is not possible. To avoid unnecessary
complications, we write (3.48) for one rotation, more general case will be discussed in the next section.
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Notice that eigenvalues of K come in two pairs and one special value corresponding to eψ.
In the next section we will demonstrate that this pattern persists in all odd dimensions with
arbitrary number of rotations. As expected from (3.26), the separating function f is equal
to the difference of two non–cyclic eigenvalues
fx = r
2, fy = −(acθ)2, f = r2 + (acθ)2, (3.50)
but now the Killing tensor has an additional eigenvector eψ associated with cyclic coordinates,
and the corresponding eigenvalue is
Λψ = fx + fy = r
2 − (acθ)2. (3.51)
Analysis of section 3.2.2 did not put any restrictions on cyclic eigenvectors and eigenvalues.
In addition to the standard KYT, rotating black holes may admit a conformal KYT,
which satisfies equations (3.15) and gives rise to a conformal KT (CKT) via (3.17). In
particular, the CKYT and CKT for the Kerr metric (3.45) are
Y = rer ∧ et − (acθ)eθ ∧ eφ, Z = dt− 2mr
ρ
√
∆
et,
K = r2[e2t − e2r] + (acθ)2[e2θ + e2φ], W = −d[r2 − a2c2θ], (3.52)
and for the rotating black hole in five dimensions (3.49) they are given by
Y = rer ∧ et − (acθ)eθ ∧ eφ, Z = dt− M
ρ
√
∆
et,
K = r2[e2t − e2r] + (acθ)2[e2θ + e2φ], W = −d[r2 − a2c2θ]. (3.53)
Notice that vectors W appearing in (3.52) and (3.53) are written as gradients of scalar
functions, which means that they give rise to standard Killing tensors via (3.18). Direct
calculations show that application of (3.18) to (3.52) and (3.53) leads to the Killing tensors
given in (3.46) and (3.48). Conformal KYT (3.52) and (3.53) will play an important role in
the general analysis presented in section 3.4.
3.3 Example: Killing–Yano tensors for the Myers–Perry black hole
In this section we construct a family of Killing–(Yano) tensors for the Myers–Perry black
hole using the techniques introduced in section 3.2.2. The cases of odd and even dimensions
have to be treated differently, so we begin with MP solution in even dimensions (d = 2n+2)
[75]:
ds2 = −dt2 + mr
FR
(
dt+
n∑
i=1
aiµ
2
i dφi
)2
+
FRdr2
R−mr +
n∑
i=1
(r2 + a2i )
(
dµ2i + µ
2
idφ
2
i
)
+r2dα2. (3.54)
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Here variables (µi, α) are subject to constraint
α2 +
n∑
i=1
µ2i = 1, (3.55)
and functions F , R are defined by
F = 1−
n∑
k=1
a2kµ
2
k
r2 + a2k
, R =
n∏
k=1
(r2 + a2k). (3.56)
To find the KYT for the geometry (3.54) we observe that the square of the KYT gives a
KT with some components along non–cyclic coordinates, so following the general procedure
outlined in section 3.2.2, we begin with looking at the non–cyclic part of the metric:
ds2NC =
FRdr2
R−mr +
n∑
i=1
(r2 + a2i )dµ
2
i + r
2
(
d[1−
n∑
i=1
µ2i ]
1/2
)2
. (3.57)
As demonstrated in section 3.2.2, in the appropriate frames the Killing tensor and geometry
(3.57) must have the form10
Kmndx
mdxn =
∑
m
Λm(e
m)2, ds2NC =
∑
m
(em)2, (3.58)
where
em = hm(xm)
[∏
k 6=m
[xm − xk]
]
dxm, Λm = ∂mΛ(x0 . . . xn), (3.59)
and Λ is a symmetric polynomial linear in every argument. To determine the new coordinates
(x1 . . . xn+1) in terms of (r, µ1 . . . µn) we begin with m = 0 case when metric (3.57) becomes
flat and the relation between (x0 . . . xn+1) and (r, µ1 . . . µn) is given in terms of well–known
ellipsoidal coordinates [32]:
x0 = r
2, (aiµi)
2 =
1
c2i
n∏
k=1
(a2i + xk), c
2
i =
∏
k 6=i
(a2i − a2k). (3.60)
Note that here the variables are arranged in the following order
r2 > 0 > x1 > −a21 > x2 > −a22 > · · · > xn > −a2n. (3.61)
10In this section we have to distinguish between ea = eaMdx
M and ea = e
M
a ∂M , so the frame indices are
written in the appropriate places. In the rest of the chapter we abuse notation and write ea = e
a
Mdx
M to
simplify formulas.
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It turns out that mass does not spoil this relation, and in terms of (x0 . . . xn) metric (3.57)
takes the form (3.58)–(3.59):
er =
dr√
R−mr
√∏
k
(r2 − xk), exi = 1
2
dxi
√√√√(r2 − xi)−xiHi
∏
k 6=i
(xi − xk). (3.62)
From now on Latin indices take values (1 . . . n), and we also define convenient quantities di,
Hi and rewrite FR in terms of the new coordinates:
di =
∏
k 6=i
(xi − xk), Hi =
∏
k
(xi + a
2
k), FR =
∏
k
(r2 − xk). (3.63)
So far we have ignored the cyclic coordinates since components of the Killing tensor in
these directions contain an ambiguity of adding an arbitrary combination of Killing vectors:
KMN → KMN +
∑
a,b
cabV
M
a V
N
b , V0 = ∂t, Vi = ∂φi . (3.64)
Once the proper non–cyclic coordinates (x0 . . . xn) are found, we can determine the remaining
components of the Killing tensor by studying the separation of variables associated with it.
Specifically, we look at the Hamilton–Jacobi equation associated with (3.54) and write it in
coordinates (x0 . . . xn):
∑
i
4Hi(−xi)
(r2 − xi)di (∂iS)
2 +
R−mr
FR
(∂rS)
2 + gab∂aS∂bS = −µ2. (3.65)
To separate r coordinate, we have to multiply the last relation by
ρr = RF =
∏
k
(r2 − xk) (3.66)
and introduce integrals of motion Ik as coefficients in front of various powers of r. Then we
will find
(R−mr)(∂rS)2 =
n∑
k=0
Ikr
2k. (3.67)
Notice that one Killing tensor leads to several integrals of motion, while the standard pre-
scription [23, 42] allows us to construct only one:
I = KMN∂MS∂NS. (3.68)
The ‘extra’ conserved quantities came as the result of our analysis of eigenvalues: the coor-
dinates (r2, x1 . . . xn) define a family of the Killing tensors parameterized by the polynomial
Λ, and the coordinates can be extracted from any special solution. Then starting with any
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member of the family and analyzing its eigenvalues, we can recover other Killing tensors by
changing coefficients in Λ, as summarized by (3.32).
Extraction of the explicit expressions for Ik is straightforward, but we will be interested
in a different aspect of (3.67). To extend the relations (3.58) beyond non–cyclic variables,
we should identify the relevant cyclic frames, in particular, they should form pairs with er
and exi
11. To extract the partner of er, we set (r
2− xi)→ 0 in (3.67)12, then the right–hand
side coming from (3.65) contains only one frame:
et ∝ ∂t −
∑
i
ai
r2 + a2i
∂φi (3.69)
Raising the index and normalizing this frame, we find
et =
√
R−mr
FR
[
dt+
∑
i
Gi
aic2i
dφi
]
, Gi ≡
∏
k
(xk + a
2
i ) (3.70)
To extract the remaining frames, we write a counterpart of (3.67) by multiplying (3.65) by
ρi = (r
2 − xi)
∏
k 6=i
(xi − xk) = (r2 − xi)di. (3.71)
This gives
∑
i
4Hixi(∂iS)
2 =
n∑
k=0
I
(i)
k (xi)
2k.
As before, we formally replace (r2 − xi) and (xj − xi) by zero to extract
ei ∝ ∂t −
∑
k
ak
a2k + xi
∂φi ⇒ ei =
√
Hi
di(r2 − xi)
[
dt+
∑
k
Gk(r
2 + a2k)
akc
2
k(xi + a
2
k)
dφk
]
. (3.72)
For future reference we summarize the frames and notation associated with Myers–Perry
black hole in even dimensions13
et =
√
R−mr
FR
[
dt+
∑
k
Gk
akc
2
k
dφk
]
, er =
√
FR
R −mrdr,
ei =
√
Hi
di(r2 − xi)
[
dt+
∑
k
Gk(r
2 + a2k)
akc2k(xi + a
2
k)
dφk
]
, exi =
√
−(r
2 − xi)di
4xiHi
dxi
11This follows from the existence of the Killing–Yano tensor, as discussed below.
12This is a very formal manipulation: although we set (r2−xi)→ 0 for all i, we assume that xi−xj 6= 0.
The goal of this operation is to remove all x–dependent terms from (3.67). We also recall that (3.67) comes
from multiplying (3.65) by (3.66).
13See (3.56), (3.60), (3.62), (3.63), (3.70), (3.72).
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et = −
√
R2
FR(R−mr)
[
∂t −
∑
k
ak
r2 + a2k
∂φk
]
, er =
√
R−mr
FR
∂r,
ei = −
√
Hi
di(r2 − xi)
[
∂t −
∑
k
ak
xi + a
2
k
∂φk
]
, exi =
√
− 4xiHi
di(r2 − xi)∂xi (3.73)
di =
∏
k 6=i
(xi − xk), Hi =
∏
k
(xi + a
2
k), Gi =
∏
k
(xk + a
2
i ),
R =
∏
k
(r2 + a2k), FR =
∏
k
(r2 − xk), c2i =
∏
k 6=i
(a2i − a2k).
In terms of frames (3.73) the metric and the Killing tensor become (A.129)
ds2 = −(et)2 + (er)2 +
∑
k
[(exk)2 + (ek)2],
KMNdx
MdxN = Λr[−(et)2 + (er)2] +
∑
k
Λk[(e
xk)2 + (ek)2]. (3.74)
Here Λr and Λk are symmetric polynomials, as guaranteed by the general construction of
section 3.2.2. The most general KT is obtained by adding Killing vectors (see (3.64)) and the
metric to the last expression, and this leads to modification of eigenvalues. We are primarily
interested in KT that comes from squaring a Killing–Yano tensor, this requires a double
degeneracy in the eigenvalues, so (3.74) is the most natural choice.
The simplest KYT is the volume form,
Y (2n) = et ∧ er ∧
∏
k
[
exk ∧ ek] , (3.75)
and its square gives a trivial KT with Λr = Λk = 1 in (3.74). Experience with KYT for the
Kerr metric suggests that there is also a KYT of rank 2(n− 1) and it should have the form
Y (2n−2) = λr
∏
k
[
exk ∧ ek]+ et ∧ er
[∑
i
λi
∏
k 6=i
[
exk ∧ ek]
]
. (3.76)
In the four–dimensional Kerr metric we had
λr =
√
r2, λ1 =
√−x1, Λr = x1, Λ1 = r2, (3.77)
and generalization to higher dimensions is straightforward14:
λr =
√
r2, λk = −
√−xk, Λr =
∑
k
xk, Λi = r
2 +
∑
k 6=i
xk. (3.78)
Direct calculation shows that (3.76) with (3.78) solves the equation for the KYT. A clear
pattern appears:
14The sign difference between (3.77) and (3.78) is explained by different conventions for Kerr BH (where
we use
√
a2 = a) and Myers-Perry BH (where
√
a2k = ak) and the relation a1 = −a.
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To construct a KYT of rank 2(n− k) one should start with (3.75) and symmet-
rically remove k pairs using the rule
et ∧ er →
√
r2, exi ∧ ei → −√−xi. (3.79)
Then the square of this KYT is the KT (3.74) with
Λr = ∂x0Λ, Λi = ∂iΛ, Λ = x0x1 . . . xk + perm, x0 = r
2. (3.80)
For example, for k = 2 this procedure gives
Y (2n−4) = λr
∑
j
λj
∏
k 6=j
[
exk ∧ ek]+ et ∧ er
[∑
j<m
λjλm ∧
∏
k 6=j,m
[
exk ∧ ek]
]
, (3.81)
λr =
√
r2, λk = −
√−xk, Λr =
∑
k<m
xkxm, Λi = r
2
∑
k
xk +
∑
j<k
xjxk.
Rather than proving the procedure (3.79) we connect it to a very nice discussion of [82, 83,
84, 85], where it was shown that a family of KYT can be constructed starting from
h =
∑
i
aiµidµi ∧
[
aidt+ (r
2 + a2i )dφi
]
+ rdr ∧
[
dt+
∑
i
aiµ
2
idφi
]
(3.82)
by applying an operation
Y 2(n−k) = ⋆
[∧hk] . (3.83)
While our equations (3.79), (3.80) give simpler expressions for the KYT and KT due to
the use of convenient frames, they reduce to the construction (3.82)–(3.83) once (3.82) is
rewritten in the frames (3.73):
h = rer ∧ et +
∑
i
√−xiexi ∧ ei. (3.84)
Construction (3.83)–(3.84) is proven in Appendix B.3, and here we just outline the steps:
1. Expression (3.84) gives a conformal Killing–Yano tensor (CKYT) for the Myers–Perry
black hole, and the two–form h is closed.
2. The product Y = [∧hk] has the same properties as h (i.e., it is a closed CKYT).
3. A Hodge dual of any closed CKYT is a KYT.
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Justifications of these statements are scattered throughout the literature [86, 82, 84], and
Appendix B.3 provides streamlined derivations. Construction (3.83)–(3.84) of the KYT will
be extended to a charged black hole in section 3.5.1.
We conclude this section by a brief discussion of the Myers–Perry black hole in odd
dimensions. Instead of starting with (3.54) one should begin with
ds2 = −dt2 + mr
2
FR
(
dt+
n∑
i=1
aiµ
2
idφi
)2
+
FRdr2
R −mr2 +
n∑
i=1
(r2 + a2i )
(
dµ2i + µ
2
idφ
2
i
)
, (3.85)
then repetition of the previous analysis leads to the counterpart of (3.73):
et =
√
R −mr2
FR
[
dt+
∑
k
akGk
c2k
dφk
]
, er =
√
FR
R −mr2dr,
ei =
√
− Hi
xidi(r2 − xi)
[
dt+
∑
k
Gkak(r
2 + a2k)
c2k(xi + a
2
k)
dφk
]
, exi =
√
di(r2 − xi)
4Hi
dxi,
et = −
√
R2
FR(R−mr2)
[
∂t −
∑
k
ak
r2 + a2k
∂φk
]
, er =
√
R−mr2
FR
∂r, (3.86)
ei = −
√
− Hi
xidi(r2 − xi)
[
∂t −
∑
k
ak
xi + a2k
∂φk
]
, exi =
√
4Hi
di(r2 − xi)∂xi ,
and to one more frame that was not present in the even–dimensional case:
eψ =
√ ∏
a2i
r2
∏
(−xk)
[
dt+
∑
k
Gk(r
2 + a2k)
c2kak
dφk
]
, eψ = −
√ ∏
a2i
r2
∏
(−xk)
[
∂t −
∑
k
1
ak
∂φk
]
.(3.87)
Notice that one of the relations (3.60) between Myers–Perry and ellipsoidal coordinates is
modified15:
µ2i =
1
c2i
n−1∏
k=1
(a2i + xk). (3.88)
This leads to a new expression for
FR = r2
∏
k
(r2 − xk) (3.89)
and we still have the remaining relations
di =
∏
k 6=i
(xi − xk), Hi =
n∏
k
(xi + a
2
k), Gi =
n−1∏
k
(xk + a
2
i ),
15Notice that in contrast to the even-dimensional case, where µi were not constrained, now there is a
relation
∑
µ2i = 1, and, as a consequence, there only n− 1 coordinates xi.
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R =
n∏
k
(r2 + a2k), c
2
i =
∏
k 6=i
(a2i − a2k). (3.90)
Note a very special form of the relative coefficients in frames ea: they depend only on r in
et, only on xi in ei, and they are constant in eψ.
The Killing–Yano tensors are still given by construction (3.83) with
h = rer ∧ et +
∑
i
√−xiexi ∧ ei. (3.91)
The separation factors are
ρr = r
2
n−1∏
j
(r2 − xj), ρi = xi(r2 − xi)
∏
k 6=i
[xi − xk]. (3.92)
This reduces to (3.66), (3.71) if we introduce xn ≡ 0.
3.4 Killing(–Yano) tensors and string dualities
In this section we will analyze transformations of various tensors under string dualities.
Specifically, we will focus on T dualities along U(1) isometries and assume that Killing–
(Yano) tensors do not depend on coordinates parameterizing the isometries. We will also
consider larger classes of U duality transformations. Our results are summarized below:
• Generically, the Killing vectors depending on the direction of T duality are destroyed
(as we will show in section 3.4.1), and Killing vectors with trivial dependence on the
duality direction survive the duality, as long as original fluxes respect the symmetry
associated with Killing vectors (see section 3.4.1).
• Conformal Killing vectors are destroyed by the T duality with an exception of the
homothetic CKV. The latter acquire nontrivial dependence upon the duality direction
in the dual geometry (see section 3.4.1).
• KT equation remains the same, but there are constraints on the B field and the dilaton
(3.159), (3.143), (see section 3.4.2).
• Extension of T duality to the CKT is possible only for special solutions, and some
examples are presented in Appendix B.4.5.
• KYT equation is modified by terms containing the Kalb–Ramond field (3.164), and
there is an additional constraint (3.165) (or, more generally, (3.169)) on this field (see
section 3.4.3).
• Extension of T duality to CKYT is possible only for special solutions.
We will now discuss all theses properties in detail.
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3.4.1 Killing vectors and T duality
In this subsection we will analyze the transformations of the Killing vectors under combina-
tions of T dualities and reparametrizations. The most natural formalism for such study is
provided by the Double Field Theory (DFT) [76], which is reviewed in Appendix B.8, and a
very simple interpretation of our results in terms of this approach is presented in the end of
section 3.4.1.
We will begin with a pure metric
ds2 = eC [dz + Aidx
i]2 + gˆijdx
idxj, BMN = 0 (3.93)
that admits two Killing vectors, Z = ∂z and V = V
M∂M , and study the transformation of
vector V under T duality along z direction. We will look at three situations and the results
are summarized as follows:
(a) The z–independent vectors V (i.e., vectors commuting with Z) have counterparts after
T duality, and the transformation law is derived in section 3.4.1.
(b) The z–dependent vectors V (i.e., vectors with [V, Z] 6= 0) may be destroyed by the
duality transformation, and in general the numbers of such vectors before and after T
duality do not match. Some examples are discussed in section 3.4.1.
(c) Conformal Killing Vectors of the original geometry are destroyed by T duality unless
one introduces z–dependence in the dual frame. This construction is discussed in section
3.4.1.
In case (a) we will find an additional constraint on the Kalb–Ramond field after duality:
HMNPV
P = ∇MWN −∇NWM , with arbitrary WN , (3.94)
and we will demonstrate that any geometry that has a Killing vector V satisfying (3.94)
can be dualized in a direction commuting with V without destroying the Killing vector. We
will also show that condition (3.94) arises naturally from the equation for a Killing vector
in DFT.
Killing vectors commuting with T duality direction
Let us first assume that geometry (3.93) solves Einstein’s equations without B field, and
that it admits a Killing vector V :
∇MVN +∇NVM = 0 (3.95)
which commutes with Z = ∂z. In Appendix B.4.2 we perform dimensional reduction of this
equation in geometry (3.93) before and after T duality in z direction. Using tildes to denote
72
the quantities after T duality, we find various components of (3.95) and its dual counterpart:
∇MVN +∇MVN = 0 ∇M V˜N +∇N V˜M = 0
zz : ∂rCV
r = 0 ∂rCV˜
r = 0
mz : FmrV
r = ∂m(e
−CVz) ∂m(eC V˜z) = 0
mn : ∇ˆmV n + ∇ˆnV m = 0 ∇ˆmV˜ n + ∇ˆnV˜ m = 0
(3.96)
Here ∇ˆ denotes the covariant derivative corresponding to metric gˆij.
Comparison of two columns on (3.96) leads to the transformation law
V˜ r = V r, V˜ z ≡ eC V˜z = const. (3.97)
Relation (3.97) ensures that the Killing equations after T duality are satisfied, but the (mz)
component of the original equation imposes a constraint on the new B field:
B˜mz = Am ⇒ H˜zmpV p = ∂m(e−CVz). (3.98)
Notice that this is the only relation in the dual frame that contains the original Vz.
The implications of the constraint (3.98) are analyzed in Appendix B.4.3, where it is
shown that a pair of relations
∇MVN +∇MVN = 0,
HMNPV
P = ∇MWN −∇NWM (3.99)
is preserved by T duality as long as one imposes the the transformation
V˜ a = V a, W˜z = −e−CVz, V˜z = −e−CWz,
W˜n = Wn − A˜ne−CVz − AnWz + ∂nf, (3.100)
with arbitrary function f . Although we motivated (3.99) by starting with a pure metric,
the map (3.100) leaves (3.99) invariant for arbitrary configurations of the B field before and
after the duality.
The system (3.99) is the unique extension of the equation for Killing vector consistent
with T duality, and in Appendix B.8 we show that (3.99) can be written as a single equation
for a Killing vector on an extended space used in the Double Field Theory (DFT). Specifically,
if the metric and the B field are combined in a single matrix (B.177)16
HIJ =
(
gij −gikBkj
Bikg
kj gij −BikgklBlj
)
, (3.101)
16In equations (3.101)–(3.102) and in Appendix B.8 we deviate from the notation used throughout this
chapter and denote the spacetime indices by lower–case letters, while reserving the capital ones to label the
“double space”. This notation is standard in the DFT literature.
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then equations (3.99) appear as different components of a single equation for ξP :
LξHMN ≡ ξP∂PHMN + (∂MξP − ∂P ξM)HPN + (∂NξP − ∂P ξN)HMP = 0 (3.102)
Here ξI = (λ˜i, λ
i) is the generalized gauge parameter, where λ˜i corresponds to the gauge
transformation of the Kalb–Ramond field Bij and λ
i generates diffeomorphisms. Equation
(3.102), which involves the generalized Lie derivative in double space Lξ, implies that the
system (3.99) is covariant under combinations of diffeomorphisms and T–dualities.
Killing vectors with z dependence
In the previous subsection we assumed that components of the Killing vector V did not
depend on the direction of T duality17 and demonstrated that components of the Killing
vector transform in a simple way (3.100). Here we will use several examples to argue that
situation for the z–dependent Killing vectors is rather different: even the number of such
vectors can be changed by application of T duality.
We begin with the simplest example of a pure metric
ds2 = f(dz2 + dy2) + gmndx
mdxn (3.103)
which admits a Killing vector corresponding to rotations in the (y, z) plane:
V = y∂z − z∂y . (3.104)
Performing the T duality along z direction and solving equations for the Killing vector in
the dual configuration,
ds2 =
dz2
f
+ fdy2 + gmndx
mdxn, (3.105)
we find that there are only two KVs with nontrivial (y, z) components:
V = c1∂y + c2∂z (3.106)
unless f = const, where there is also a counterpart of (3.104):
V = f 2y∂z − z∂y . (3.107)
We conclude that the z–dependent Killing vector (3.104) disappears unless f is equal to
constant.
The same phenomenon can be seen in a more interesting geometry produced by smeared
fundamental strings [87, 25]:
ds2 = H−1(dz2 − dt2) + dr2 + r2dΩ2p +
7−p∑
k=1
dxkdxk,
17In covariant form this condition is written as [Z, V ] = 0.
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B = (H−1 − 1)dt ∧ dz, e2Φ = H−1, H = 1 + Q
rp−1
. (3.108)
The most general Killing vector with (z, t) components has the form
V = c1∂t + c2∂z + c3(t∂z + z∂t). (3.109)
T duality along z direction leads to a metric produced by a plane wave, which has only two
independent Killing vectors with components in (t, z) directions:
V = c1∂t + c2∂z. (3.110)
Once again, z–dependent Killing vector disappears after T duality. In section 3.4.3 we will
encounter a similar situation with Killing–Yano tensors (KYT): at first sight they seem to
be destroyed by T duality. To cure this problem we will modify the equation for KYT by
adding an extra term containing the Kalb–Ramond field. This solution would not work in the
present case: since the geometry dual to (3.108) does not contain matter fields, the original
equation (3.95) is the unique relation consistent with invariance under diffeomorphisms.
To summarize, we conclude that z–dependent Killing vectors can appear and disappear
under T dualities, so they don’t have well–defined transformation properties. We expect
the situation to be at least as bad for the Killing(–Yano) tensors, so in sections 3.4.2 and
3.4.3 we will focus only on z–independent objects. However, z–dependence can lead to very
interesting effects for conformal Killing vectors, which will be discussed now.
Conformal Killing Vectors and T duality.
Conformal Killing vectors (CKV) do not leave the metric invariant, but rather they lead to
rescalings by a conformal factor. Such vectors satisfy differential equation
∇MVN +∇NVM = gMNv, (3.111)
with some function v. Dimensional reduction of this equation gives the counterpart of (3.96)18
:
∇MVN +∇NVM = gMNv ∇˜M V˜N + ∇˜N V˜M = g˜MN v˜
zz 1
2
∂re
CVr = eCv 1
2
∂re
−C V˜r = e−C v˜
mz FmrVr = ∂m(e−CVz) ∂m(eC V˜z) = 0
mn ∇˜mVn + ∇˜nVm = gmnv ∇ˆmV˜n + ∇ˆnV˜m = gmnv˜
(3.112)
Imposing the relation Vn = V˜n, we conclude that v = v˜, then (zz) components lead to
contradiction unless C is a constant or v is equal to zero. To cure this problem, we allow z
18Recall that we are starting with a pure metric, so there are no gzm components after duality. Reductions
(3.112) and (3.113) follow directly from Appendix B.4.2.
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dependence in the conformal Killing tensor after duality and replace (3.112) by19
∇MVN +∇NVM = gMNv ∇˜M V˜N + ∇˜N V˜M = g˜MN v˜
zz 1
2
∂re
CVr = eCv ∂zV˜z + 12∂re−CV˜r = e−C v˜
mz FmrVr = ∂m(e−CVz) ∂m(eCV˜z) + ∂zV˜m = 0
mn ∇ˆmVn + ∇ˆnVm = gmnv ∇ˆmV˜n + ∇ˆnV˜m = gmnv˜
(3.113)
Once again setting
V˜n = Vn, v˜ = v, (3.114)
we find a system of equations for V˜z :
Vr∂rC = 2v, ∂zV˜z = 2v˜, ∂mV˜z = 0 (3.115)
since the original CKV V does not depend of z. Integrability conditions for the last two
equations imply that v˜ must be constant, so the CKV V must be homothetic. A simple
example of a homothetic KV comes from rescaling of the flat space by a constant factor:
ds2 = ηMNdx
MdxN , VMdxM = ηMNxNdxM , v = 1. (3.116)
To summarize, for every homothetic CKV we find the complete set of transformations,
V˜m = Vm, v˜ = v = const, V˜z = 2zv + const (3.117)
that produces a CKV after T duality. Non–homothetic conformal Killing Vectors are de-
stroyed by T duality.
3.4.2 Killing tensors in the NS sector
In this subsection we study the behavior of Killing tensors (KT) under O(d, d) transforma-
tions, which include boosts, T dualities and rotations, and then extend the construction to
the full NS sector by incorporating transformations involving S dualities.
As discussed in section 3.2.2 equation (3.20) has reducible solution spanned by combina-
tions of the metric and Killing vectors,
KtrivMN = e0gMN +
∑
ij
eijV
(i)
M V
(j)
N , (3.118)
with constant coefficients e0, eij . In section 3.4.1 we showed that Killing vectors are pre-
served by the O(d, d) transformations if conditions (3.99) are satisfied. This implies that
19Notice that introduction of z dependence after duality puts the initial and final system on a different
footing. Similar situation is encountered in the non–Abelian T duality [88], but there an analog of z–
dependence is introduced for the dynamical fields, while here we are looking at the Killing vectors.
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the expression (3.118) for the “trivial Killing tensor” holds for the entire O(d, d) orbit. Here
we will focus on non–trivial Killing tensors, which can be either destroyed or modified by T
duality, and we identify a subset of O(d, d) transformations which do not lead to destruction
of a nontrivial KT. The non–trivial Killing tensors can be found either by solving equation
(3.20) or by separating the Hamilton–Jacobi equation [23], and the second approach is more
convenient for the study of T duality. The relationship between Killing tensors and sepa-
ration of the massive Hamilton–Jacobi equation has been reviewed in section 3.2.2, and in
this subsection these results will be extended to charged solutions. An alternative approach
based on dimensional reduction of KT equation is discussed in Appendix B.4.4.
In subsection 3.4.2 we focus on the O(d, d) orbit which generates fundamental strings from
pure metric, and in subsection 3.4.2 these results are extended to general F1–NS5 solutions.
As we will see, existence of KT imposes certain restrictions on the Kalb–Ramond field, and
they are discussed in subsection 3.4.2. Finally in subsection 3.4.2 we use an alternative
method (dimensional reduction) to derive the covariant form of the constraint on the B
field.
Killing tensors and O(d, d) transformations
We begin with a pure metric that solves source–free Einstein equations in D dimensions,
admits a Killing tensor, and has d cyclic directions φa. Such geometry can be written in a
reduced form:
ds2 = Gab(dφ
a + V amdx
m)(dφb + V bndx
n) + hmndx
mdxn. (3.119)
This metric has an obvious GL(d) symmetry that rotates cyclic directions into each other,
but in supergravity this symmetry is enhanced to O(d, d), which acts on the metric and on
the Kalb–Ramond B field [89, 90]. This symmetry is extended further to O(D,D) via the
Double Field Theory (DFT) formalism [76], which is reviewed in Appendix B.8.
Specifically, a 2D × 2D matrix written in D ×D blocks
M =
[
G−1 −G−1B
BG−1 G−BG−1G
]
(3.120)
is transformed under a global O(D,D) as
M → ΩMΩT , (3.121)
where
ΩηΩT = η, η =
[
0 1
1 0
]
. (3.122)
Here η is a metric for a group O(D,D).
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Since we are starting with a pure metric, the initial matrix M is given by20
M =


gab qam 0 0
qma hmn 0 0
0 0 Gab Gam
0 0 Gma Gmn

 . (3.123)
Parameterizing the O(d, d) rotations by d× d matrices A,C,D,E as
Ω =


A 0 E 0
0 ID−d 0 0
C 0 D 0
0 0 0 ID−d

 ,
[
AT CT
ET DT
] [
0 Id
Id 0
] [
A E
C D
]
=
[
0 Id
Id 0
]
(3.124)
we find the transformed metric with upper indices
ΩMΩT =

 AgAT + EGET AqqAT h •
• •

 (3.125)
Here and below G denotes a d× d matrix with components Gab. The survival of the Killing
tensor under transformation with arbitrary A and B implies that the following four quantities
must separate:
fgab, fqam, fhmn, fGab. (3.126)
The first three conditions are satisfied before the O(d, d) transformation since metric (3.119)
had a Killing tensor. Separation in the dual frame requires fGab to separate with the same
function f . Combining this with results of section 3.2.2 we arrive at the following conclusion:
(1) Every KT is associated with a unique function f , which can be determined from the HJ
equation or from eigenvalues, and with corresponding variables (x, y).
(2) T dualities and rotations in a sector spanned by cyclic coordinates φa do not spoil
separation of variables for a given KT if and only if
∂x∂y[fGab] = 0. (3.127)
So far we have separated coordinates into cyclic and non–cyclic, but equation (3.127) suggests
a more refined distinction: among cyclic coordinates φa we identify the subsector where
(3.127) holds and call the corresponding cyclic directions translational, and the remaining
directions will be called rotational21. A simple example demonstrates the origin of these
names: in the metric
ds2 = dr2 + r2dθ2 + r2 sin2 θ(dφ1)2 + (dφ2)2 (3.128)
20Note that gab, qam and hmn are the components of D ×D matrix G−1.
21Strictly speaking one should define coordinates are rotational and translational with respect to a partic-
ular Killing tensor: the same cyclic coordinate might by translational for one KT and rotational for another.
Since we are dealing with one tensor at a time referring to a direction as simply translational should not
cause confusions.
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coordinate φ2 would be called translational and coordinate φ1 would be called rotational
since in this case x = r, y = θ, and f = r2. For many aspects of our discussion rotational
coordinates appear on the same footing as non–cyclic ones.
Once we have demonstrated that the Killing tensor is not destroyed by the O(d, d) trans-
formations as long as expressions (3.126) separate, we can ask about transformation laws
for this tensor. Recall that Killing vectors with upper components were unaffected by the
O(d, d) transformations, but Killing tensor has a more interesting behavior. The third ex-
pression in (3.126) indicates that the separation function cannot be affected by the O(d, d)
transformations since hmn is invariant under them. This implies simple relations for the
Killing tensors before and after T duality22:
KMN = XMN − fxgMN , K˜MN = X˜MN − fxg˜MN . (3.129)
We use tildes to denote the expressions after T duality. As discussed in section 3.2.2, sepa-
ration in the original metric implies that
gMN =
1
f
[
XMN + Y MN
]
,
and the last condition in (3.126) leads to an additional relation
Gab =
1
f
[
Xˆab + Yˆab
]
, (3.130)
where X, Xˆ are functions of x and Y, Yˆ are functions of y. Then transformation (3.125),
g˜ab =
[
AgAT + EGET
]ab
, g˜am = Aabg
bm, g˜mn = gmn
gives
X˜ab =
[
AXAT + EXˆET
]ab
, X˜am = AabX
bm, X˜mn = Xmn. (3.131)
Along with (3.129) this completely determines the transformation of the Killing tensor under
the action of O(d, d).
To summarize, we have demonstrated that transformation (3.125) preserve the Killing
tensor as long as all directions φa in (3.119) are chosen to be translational, and all cyclic
rotational directions are absorbed in hmn. Notice, however, that some components on the
Killing tensor are modified according to (3.129), (3.131). Transformations (3.125) allow one
to generate a large class of charged solutions of supergravity starting from a simple neutral
“seed”, and this technique has been used to generate large classes of charged black holes in
[91, 92]. One can also start with a “seed” which already contains a nontrivial Kalb–Ramond
field, and the generalization of our analysis is straightforward.
22For simplicity we are focusing on Killing tensor which separates two non–cyclic coordinates x and y.
Generalization to ore coordinates is straightforward, but the notation becomes cumbersome.
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Suppose that metric (3.119) is supported by the B field and the dilaton which are invari-
ant under translations in φ directions:
∂φae
2Φ = 0, LφaB = 0. (3.132)
Then application of the rotation (3.121) with Ω given by (3.124) to the initial moduli matrix23
M =


gab qam −QaMBMb −QaMBMm
qnb hnm −QnMBMb −QnMBMm
BaMQ
Mb BaMQ
Mm Gab − BaMQMNBNb Gam − BaMQMNBNm
BnMQ
Mb BnMQ
Mm Gnb − BnMQMNBNb Gnm − BnMhMNBNm

 (3.133)
gives24
ΩMΩT =

 AgAT − AQBET + EBQAT + E(G− BQB)ET Aq + EBQhAT −QBET h •
• •

 .
The new metric admits a Killing tensor if and only if the following combinations of the
original quantities separate:
fgab, fBaMg
Mb, fBaMg
Mm, f(gab − BaMgMNBNb), fgam, fgmn. (3.134)
In spite of the appearances, conditions (3.134) are invariant under gauge transformations
of the B field. We will demonstrate this for the most interesting case where BaM has both
legs in the cyclic directions (one of them translational and the other one is either translational
or rotational). Indeed, separability of the second and third expressions in coordinates (x, y)
implies that
∂x∂y(fg
NMBMb) = 0, (3.135)
next recalling that that ∂x∂y(fg
NM) = 0, the last condition can be rewritten in the gauge–
invariant form:
∂y(fg
NM)HxMb + ∂x(fg
NM)HyMb + fg
NM∂xHyMb = 0. (3.136)
Similarly, separability of the fourth expression in (3.134) can be rewritten as
∂x∂y(fgab)− fgMNHyaMHxNb − fgMNHxaMHyNb = 0. (3.137)
By construction, constraints on the B field for any point on an O(d, d) trajectory passing
through a pure metric are just separability conditions for the initial metric (3.126).
23Note that Q is the full inverse metric, for example QaMBMb = g
asBcb + q
asBsb.
24Recall that indices of rotational matrices appearing in (3.124) go only over specific subsets
Aas, Eam, Cma, Dmn, so for example (AQ)a
M = AabQ
bM .
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Conditions on the B field from dimensional reduction
So far we have been studying transformation of Killing tensors under O(d, d) rotations using
separation of HJ equation. Now we will use an alternative approach based on dimensional
reduction to derive the unique covariant form of the constraint on the B field, and the result
is given by (3.143).
Let us start with a standard Killing tensor equation
∇MKNP +∇NKMP +∇PKMN = 0, (3.138)
and perform dimensional reduction of the metric along z direction:
ds2 = eC [dz + Aidx
i]2 + gˆijdx
idxj. (3.139)
The details of such reduction are given in Appendix B.4.4, in particular mnp components of
the Killing tensor equation (3.138)
∇ˆmKnp + ∇ˆnKmp + ∇ˆpKmn = 0 (3.140)
transform under T duality into
∇ˆmK˜np + ∇ˆnK˜mp + ∇ˆpK˜mn = 0. (3.141)
We conclude that the KT equation is not modified by the B field, in contrast to Killing-Yano
tensor case, which will be discussed in section 3.4.3. Next we look at the mnz components
gˆma
[
∇ˆa(e−CKnz) + FbaKnb
]
+ (m↔ n) = 0. (3.142)
Under T duality along z direction Fmn transforms into Hmnz (H = dB), so we conclude that
T dual counterpart of (3.142) should give an equation involving the B field. As demonstrated
in Appendix B.4.4, the only covariant form of such equation is
H˜AMP K˜N
A + H˜ANP K˜M
A = eC/2∇˜M [e−C/2W˜NP ] + eC/2∇˜N [e−C/2W˜MP ]. (3.143)
Recall that we had a similar expression as a constraint on the B field for a Killing vector
(3.99).
Notice that the equation (3.142) has an interesting interpretation in terms of Lie deriva-
tives. As shown in Appendix B.4.4 for the KT constructed from squaring a Killing vector
as Kmn = V mV n, equation (3.142) reduces to a combination of Lie derivatives of Am (recall
that Fmn = ∂mAn − ∂nAm) along the Killing vector V m
lhs = V nLVAm + V mLVAn. (3.144)
To summarize we have used dimensional reduction to demonstrate that requirement
of covariance of Killing tensor under T duality leads to the unique constraint on the B
field (3.143) similar to the equation on the B field satisfied by Killing vectors. We will
now discuss the behavior of Killing tensors under the U–duality group that extends O(d, d)
transformations, and demonstrate that covariance under such dualities leads to additional
constraints on the Kalb–Ramond field.
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Pure metric F1 NS5 F1-NS5
Figure 3.1: Pictorial representation of the duality chain (3.146). Applying O(d, d) trans-
formations (the left solid circle) to a pure metric, one produces solutions of the ‘F1 type’,
then the ‘bridge’ (dashed line) discussed in section 3.4.2 connects the F1 geometry with a
pure NS5. Additional O(d, d) transformations, represented by the solid circle on the right,
produce the general F1–NS5 solution.
Extension beyond O(d, d)
In this chapter we are studying the symmetries of the NS sector of string theory25, and so
far we have only discussed the geometries related to pure metric by O(d, d) transformations.
Inclusion of S duality allows one to produce more general NS–NS backgrounds, and in this
subsection our construction is extended to such geometries.
In the context of black hole physics O(d, d) transformation are often used to generate
solutions with electric B field26, so we will call them ‘F1 geometries’, even if they do not
describe fundamental strings. To generate NS5 branes from black holes one has to use a
specific combination of T and S dualities, and we will denote the resulting geometry by
‘NS5’, even though it can contain more general fluxes. This chain of dualities is shown in
Figure 3.1.
To generate the ‘NS5 geometry’ we begin with a ten–dimensional metric reduced on
T p × T 4:
ds2P = Hαβ[dy
α + Y α][dyβ + Y β] +Gab(dz
a + Aa)(dzb + Ab) + hmndx
mdxn (3.145)
25Solutions for the Ramond–Ramond fluxes are also interesting, but our construction of the modified
Killing–Yano tensors discussed in section 3.4.3 needs further generalization to include such geometries.
26The most notable exceptions from this rule are gravity duals of non–commutative field theories [93],
beta–deformation of pure geometry [9], and generation of NS5–brane from KK monopole. From our per-
spective, all these operations give the solution of type ‘F1’.
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To generate a magnetic NS flux, we perform the following dualities [30, 28]27:
P
Ty−→ F S−→ D1 Tz−→ D5 S−→ NS5. (3.146)
Notice that various labels just indicate the type of flux (i.e., F1 is an electric B–field, D5 is
a magnetic C(2) and so on) rather than presence of branes.
T dualities along y directions produces F1 solution, and subsequent S duality gives
ds2D1 =
√
detH
[
H˜αβdyαdyβ +Gab(dz
a + Aa)(dzb + Ab) + hmndx
mdxn
]
,
e2Φ = detH, C(2) = dyα ∧ Y α, H˜αβ = [H−1]αβ.
The outcome of four T dualities along z directions depends on the presence of za in Y α.
If Y α has no legs along z directions, then T dualities produce a six–form, which can be
dualized back to C(2). Any leg pointing in z direction leads to C(4), and this RR flux can’t
be removed by S duality. Thus to end up with NS system we require Y to point only in the
non–compact directions. Then T dualities along z directions give
ds2D5 =
√
detH
[
H˜αβdyαdyβ + hmndx
mdxn
]
+
1√
detH
G˜abdzadzb,
e2Φ =
1
detHdetG
, C(2) = dyα ∧ Y α ∧
∏
(dza + Aa), B = dza ∧Aa,
where G˜ is the inverse matrix of G. To avoid the RR fields after S duality, we must require
Aa = 0, this leads to the final result:
ds2NS5 =
√
detG
[
detHH˜αβdyαdyβ + detHhmndx
mdxn + G˜abdzadzb
]
,
e2Φ = detHdetG, B = dyα ∧ Y α ∧
∏
(dza + Aa). (3.147)
Separation of the Hamilton–Jacobi equation in the geometry (3.145) implies (among other
things) the separation of
fhmn∂mS∂nS, fH
αβ, (3.148)
and for the geometry (3.147) we need
f˜
detH
√
det G
hmn∂mS∂nS,
f˜
detH
√
det G
H˜αβ,
f˜√
det G
G˜ab (3.149)
to separate for some function f˜ . Setting
f˜ = fdetH
√
det G (3.150)
27A detailed discussion of this duality map will be presented in the next section, where a more involved
chain (3.174) will be used to add charges to various black holes.
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we must require
∂x∂y[fh
mn∂mS∂nS] = 0, ∂x∂y[fH˜
αβ] = 0, ∂x∂yf˜ = 0, ∂x∂y[fdetHG˜
ab] = 0. (3.151)
The first condition is automatic, the second one is similar to the requirement for T duality
(recall that H˜ = H−1), and the last two relations are new. As before, the old and the new
Killing tensors are expressed as (3.129)
KMN = XMN − fxgMN , K˜MN = X˜MN − f˜xg˜MN , (3.152)
although now tildes refer to the NS5 system. Repeating the steps which led to (3.131), we
find
X˜αβ =
[
fHαβ
]
x
, X˜ab =
[
fdetHG˜ab
]
x
, X˜mn = Xmn, f˜x = [fdetH
√
det G]x. (3.153)
Equations (3.150), (3.152), (3.153) give the Killing tensor K˜ in terms of the the original met-
ric, in particular, we observe that the expression for K˜ in terms of K is rather complicated.
This reinforces the principle introduced in section 3.2.2: to study the Killing tensors and
their transformations under dualities, it is convenient to begin with finding the eigenvectors
and eigenvalues of the tensors since the map (3.153) between X and X˜ is relatively simple.
Several explicit examples of Killing tensors for F1–NS5 systems are presented in Appendix
B.7.
Conditions on the B field from separation of variables
Equation (3.151) gives the separability condition for the NS5 metric, and now we present
the constraints on the B field. In Section 3.4.2 such restrictions were found by requiring
separability of the metrics on any O(d, d) orbit which starts from a pure metric, and now
we impose the same requirement on the O(d, d) orbit staring from an NS5 solution28. We
will find that separability of F1–NS5–P geometries is guaranteed by (3.151) and constraints
(3.157), (3.159), (3.160) on the Kalb–Ramond field of the original F1 system.
We start with constraints (3.136) and (3.137) derived for the F1 orbit
∂y(fg
mM)HxMb + ∂x(fg
mM)HyMb + fg
mM∂xHyMb = 0,
∂x∂y(fgab)− fgMNHyaMHxNb − fgMNHxaMHyNb = 0, (3.154)
and require them to hold for NS5 solutions as well. Then using the relation between metrics
for F1 and NS5 (3.147),
gNS5MN = Fg
F1
MN , f
NS5 = FfF1, F ≡
√
detG detH = e−2ΦF1 (3.155)
28The first orbit generates fundamental strings and momentum, and the second one generates F1–NS5–P
system
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and electric–magnetic duality transformation, we can rewrite (3.154) in terms of the metric
and the B field for F1. The detailed calculations presented in the Appendix B.5 give
∂x∂y[gabfF ] +
f
F
gab
[
∂x lnF∂y lnF +
1
2
HxMNHy
MN
]
= 0 (3.156)
and
∂y(fg
mM)HxMb + ∂x(fg
mM)HyMb + fg
mM∂xHyMb = 0, (3.157)
∂y(fg
mM)H˜xMb + ∂x(fg
mM)H˜yMb +
1
F
fgmM∂x(FH˜yMb) = 0,
where H˜ = ⋆6H
(F1) is the Hodge dual dual of H(F1) with respect to the metric hmn.
Interestingly, in all examples we have considered, two terms in equation (3.156) vanish
separately, and perhaps such ‘coincidence’ is guaranteed by equations of motion of super-
gravity for the NS5 brane, but we have not investigated this further. Vanishing of the first
term in equation (3.156) implies separation of a very interesting duality–invariant quantity
g
(F1)
ab f
(F1)e−2ΦF1 = g(NS5)ab f
(NS5)e−2ΦNS5 . (3.158)
Then vanishing of the second term in (3.156) implies a relation in the F1 frame:
∂xΦ∂yΦ+
1
8
HxMNHy
MN = 0. (3.159)
To summarize, the separability of the F1–NS5–P geometries obtained form the F1 system
is guaranteed by equation (3.151), conditions (3.157), (3.159) on the B field of the original
F1 system, and
∂x∂y[gabfe
−2Φ] = 0. (3.160)
3.4.3 T duality and the modified Killing–Yano equation
In this subsection we investigate the behavior of (conformal) Killing–Yano tensors under T
dualities. We will show that generically T duality destroys Killing–Yano tensors, but there
is a unique modification of the KYT equation which is invariant under T duality. For the
geometries without Kalb–Ramond field, this modified Killing–Yano (mKY) equation reduces
to the standard one (3.9), but in general it also contains contributions from the B field. To
motivate the mKYT equation, we apply T duality to a pure metric. This leads to the
unique modification of KYT equation in the dual frame, and we will demonstrate that such
modification remains invariant under any combination of diffeomorphisms and T dualities.
Let us start with a standard equation for the Killing–Yano tensor (3.8)
∇MYNP +∇NYMP = 0 (3.161)
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and perform a dimensional reduction of the metric along z direction:
ds2 = eC [dz + Aidx
i]2 + gˆijdx
idxj. (3.162)
In the first step of our analysis we also assume that geometry (3.162) has a trivial Kalb–
Ramond field. The details of the reduction are given in Appendix B.4.2, in particular, the
(mnp) component of the KY equation can be read off from (B.72) by setting L = Y :
∇mY np + 1
2
FmpY nz + (m↔ n) = 0, (3.163)
where F = dA is the field strength associated with graviphoton. We will now look for the
modification of the KYT equation in the dual frame that satisfies five requirements:
(1) The equation should be linear in the dual Killing-Yano tensor Y˜ .
(2) Its (mnp) component must reproduce (3.163) and other components must be consistent
with dimensional reduction of (3.161).
(3) The equation must be invariant under gauge transformations of the B field.
(4) The new terms to be at most linear in B field since equations (3.163) are linear in Fab.
This implies that the modified KY equation should be linear in HMNP .
(5) The square of the modified KYT should give a Killing tensor in the dual frame.
As demonstrated in the in Appendix B.4.6, there exists a unique modification of equation
(3.161) which satisfies all these requirements, and it reads29
∇˜M Y˜NP + ∇˜N Y˜MP + 1
2
H˜MPAg˜
ABY˜NB +
1
2
H˜NPAg˜
ABY˜MB = 0. (3.164)
Moreover, the Kalb–Ramond field in the dual frame satisfies a constraint
H˜Q[MN Y˜
Q
P ] + ∂[PC Y˜MN ] = −∂[P W˜MN ] (3.165)
with some antisymmetric tensor W˜MN . Under the T duality the components of the mKYT
transform as
Y˜ mn = Y mn, Y˜ nz = e
−CY nz. (3.166)
The counterpart of the constraint (3.165) in the original metric (3.162) is
dC ∧ dY = 0. (3.167)
Notice that (3.164) can be interpreted as a standard KYT equation with connection modified
by torsion [94]
ΓPMN → ΓPMN −
1
2
HPMN . (3.168)
29The only alternative corresponds to changing the sign of H in (3.164) and sign of Y˜ nz in (3.166).
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In Appendix B.9 we discuss transformation of Ka¨hler structure under T duality and demon-
strate that a counterpart of the transformation (3.166) maps the Ka¨hler form into complex
structure satisfying the Strominger’s system for manifolds with torsion [94].
Although equation (3.164) was derived by applying T duality to a pure metric, the result
is invariant under any combination of T dualities and diffeomorphisms. In Appendix B.4.6
we demonstrate that T duality maps any solution YMN of (3.164) in an arbitrary geometry
(3.162) supported by the B field into a solution Y˜MN of the same equation in the dual frame.
The transformation (3.166) between tensors can be viewed as an extension of Buscher’s rules
to Killing–Yano tensors. The constraint (3.165) is generalized as
gms∂sCYˆ
n
z − gns∂sCYˆ mz + gnsGsrY rm − gmsGsrY rn = 0, (3.169)
Gmn ≡ eC/2Fmn − e−C/2F˜mn, Yˆzs ≡ e−C/2Yzs ,
where Fmn and F˜mn are graviphotons in the original and dual frames. Notice that Yˆz
s remains
invariant under T duality, and Gmn changes sign.
To summarize, we have demonstrated that the requirement of covariance under T duality
leads to the unique equation (3.164) for the KYT, and the original equation (3.161) is trans-
formed into the system (3.164)–(3.165). In other words, unlike the KV and KT equations
which are unaffected by the Kalb–Ramond field, the equation for the Killing–Yano tensor is
modified, which is not very surprising since fermions interact with the B field. In all three
cases (KV, KT, mKYT) the Kalb–Ramond field satisfies additional constraints in the dual
frame (see (3.99), (3.143), (3.165)).
Although Ramond–Ramond fluxes appeared in the intermediate stages of the duality
chain (3.146), neither the initial nor the final point contained such fields. Unfortunately an
extension of our analysis to Ramond–Ramond backgrounds leads to certain complications,
which we now discuss. Starting with a pure metric and performing a T duality, we find the
new mKYT from (3.166):
Y˜ mn = Y mn, Y˜ nz = e
−CY nz. (3.170)
Since the mKYT equation is written in the string frame, S duality induces a conformal
rescaling of such metric, so generically the modified Killing–Yano tensor is destroyed by
such operation. To save it we have two option for the equation after the duality:
(a) Postulate that in the presence of the Ramond–Ramond fluxes, the covariant derivatives
appearing in the mKYT should be computed using g′MN = e
−ΦgMN rather that gMN ,
and H3 should be replaced by F3. While consistent with S duality, this prescription does
not reduce to the standard KYT in the NS–NS backgrounds with non–trivial dilaton, so
it should be abandoned.
(b) Postulate that the modified KYT equation survives S duality only if the constraint
gAB∂BΦYAM = 0 (3.171)
is satisfied. Then the discussion presented in the Appendix B.1.2 implies that the mKYT
transforms according to (B.8)
Y ′NP = e
−3Φ/2Y˜NP , (3.172)
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where Y˜NP satisfies equation (3.164) before S duality, and Φ is the dilaton for the NS
system.
Although option (b) is not ruled out, the constraint (3.171) is rather restrictive. Moreover,
even assuming that this constraint is satisfied, and equation (3.164) does hold for the type
IIB theory with replacement H3 → F3, an additional T duality to type IIA supergravity
leads to rather unusual structures. By applying the dimensional reduction and T duality
to Ramond–Ramond background, we found that the KY equation in the dual frame mixes
tensors of different ranks. For example, starting with mKYT YMN one produces an equation
that mixes Y
(1)
M and Y
(3)
MNP . This is not surprising since something similar happens for
components of F3, but KYT become rather complicated. While it would be very interesting
to study the properties of such objects with mixed ranks and perhaps embed them in the
democratic formalism [95], this direction will not be pursued here.
Finally we comment on behavior of conformal Killing(–Yano) tensors. As demonstrated
in section 3.4.1, T duality introduces z–dependence in conformal Killing vectors, so such
dependence should be allowed in CKT as well. Dimensional reduction for a relatively simple
case Am = 0 is performed in Appendix B.4.5, where we demonstrate that generically CKTs
are destroyed by T duality. However, the CKT does survive the duality if two additional
conditions (B.108) and (B.109) are satisfied. The same conclusion holds for a conformal
mKYT: it survives T duality only in very special cases.
3.5 Examples of the modified KYT for F1–NS5 system
In this section we present several examples of the modified Killing–Yano tensors introduced
in section 3.4.3. As we saw in section 3.3, the ordinary Killing–Yano tensors exist for a
large class of black holes described by the Myers–Perry solutions, and these geometries
automatically solve our modified equation since they do not have a Kalb–Ramond field.
However, string theory provides a very nice generating technique that allows one to start
with a known solution of general relativity and construct black holes with various charges
by applying string dualities [91, 92, 55]. In this chapter we are focusing only on the NS–NS
sector of string theory, so we will use the special cases of the general techniques introduced
in [91, 92, 55] to produce black holes with fundamental string and NS5–brane charges30. For
such special cases, it is convenient to specify the duality transformations more explicitly.
We will start with a rotating black hole in d < 10 dimensions and boost it in one of the
10−d direction. Then application of T duality along that direction produces a non–extremal
fundamental string. To arrive at an NS5–brane (and more generally at a combination of
strings and NS5–branes), one has to apply a more sophisticated procedure introduced in
[30, 28]:
30The geometries containing D–branes are also interesting, but the full theory of modified Yano–Killing
tensors for such solutions has not been developed yet. In particular, as we mentioned in section 3.4.3, some
D–brane backgrounds would contain Yano–Killing tensors of mixed ranks, and we hope to return to a detailed
study of such objects in the future.
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1. Start with a rotating Myers–Perry black hole with mass m in d < 6 dimensions, perform
a trivial embedding into the ten–dimensional type IIA supergravity, and identify a five–
dimensional torus T 4 × S1 orthogonal to the black hole.
2. Perform a boost by α along S1 direction31 and T–dualize along S1. This produces a black
fundamental string wrapping one of the compact directions.
3. Perform an S duality followed by four T dualities along T 4 and another S duality. The
resulting metric describes a non–extremal rotating NS5 brane.
4. Perform another boost by β in the S1 direction followed by T duality. This gives a
non–extremal F1–NS5 system with mass m and charges
Q1 = m sinh
2 β, Q5 = m sinh
2 α. (3.173)
For future reference we summarize the duality chain using a simple diagram:
BH → Pα → F1α → D1α → D5α → NS5α →
(
NS5α
Pβ
)
→
(
NS5α
F1β
)
.(3.174)
In this section we use y to denote the S1 direction. Notice that if we are adding only
the F1 charge, the duality chain stops after the first two steps, and four–dimensional torus
is not needed. Thus such charge can be added to the Myers–Perry black hole in d < 10
dimensions32, and we derive the explicit expression for the corresponding mKYT in section
3.5.1. On the other hand, addition of the NS5 charge needs T 4 × S1, so it only works for
black holes with d < 6. Since we are interested in asymptotically–flat geometries, the BTZ
black hole [96] will not appear in the discussion, so d can take only two values (d = 4, 5).
These cases are discussed in sections 3.5.2 and 3.5.3. Our results are summarized in table
3.1.
3.5.1 Charged Myers–Perry black hole
In our first example we add charges to the Myers–Perry black hole discussed in section 3.3
by applying the duality chain (3.174) and discuss the modified Killing–Yano tensor for the
resulting solution. The transition from F1 to NS5 in (3.174) involves the electric–magnetic
duality, which depends on the dimension of the black hole, so it is convenient to study
individual black holes separately, and we will do that in sections 3.5.2, 3.5.3. In this section
we will focus the first two algebraic steps in the duality chain (3.174) to generate a rotating
black hole with F1 charge.
31Following [30, 28], we will call the corresponding coordinate y and parameterize the boost by α, where
tanhα ≡ v/c.
32This construction also works for the embedding of the d–dimensional Myers–Perry black hole to the
bosonic string as long as d < 26.
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4D 5D
extremal non–extremal extremal non-extremal
F1 M M M M
NS5 M – M M
F1–NS5(Q1 = Q5) – – C,M M
F1–NS5(Q1 6= Q5) – – M M
Table 3.1: Summary of the results for the F1–NS5 system constructed from four– and five–
dimensional black holes using the procedure (3.174). Here M denotes the modified KYT and
C correspond to the conformal KYT.
As demonstrated in Appendix B.6, the charged Myers–Perry black hole admits a family
of modified Killing–Yano tensors, which generalizes (3.73)–(3.84): the tensors are still given
by (3.83), (3.84)33
Y (2n−2p) = ⋆ [∧hp] , h = rer ∧ et +
∑
k
√−xkexk ∧ ek , (3.175)
but the frames are modified
er =
√
FR
R−mrdr, e
xi =
√
−(r
2 − xi)di
4xiHi
dxi,
et =
1
h1
√
R−mr
FR
[
chαdt+ shαdy +
∑
k
Gk
akc2k
dφk
]
,
ey =
1
h1
[
shαdt+ chαdy − mr shα
FR
dt− mr shα chα
FR
∑
k
dφk
akc2k
]
, (3.176)
ei =
1
h1
√
Hi
di(r2 − xi)
[
chαdt+ shαdy +
∑
k
Gk(r
2 + a2k)
c2kak(xi + a
2
k)
{
1 +
mr sh2α(r
2 − xi)
FR(r2 + a2k)
}
dφi
]
.
The expressions for ci, di, Hi, Gi, (FR) are still given by (3.73), and
h1 = 1 +
m sh2α
FR
. (3.177)
Expressions for the inverse frames exhibit a clear separation between non–cyclic coordinates
(r, xi):
er =
√
R−mr
FR
∂r, exi =
√
− 4xiHi
di(r2 − xi)∂xi , ey = chα∂y − shα∂t,
33In this subsection we have to distinguish between ea = eaMdx
M and ea = e
M
a ∂M , so the frame indices
are written in the appropriate places. In the rest of the chapter we abuse notation and write ea = e
a
Mdx
M
to simplify formulas.
90
et = −
√
R2
FR(R−mr)
[
chα∂t − shα
R
(R−mr)∂y −
∑
k
ak
r2 + a2k
∂φk
]
, (3.178)
ei = −
√
Hi
di(r2 − xi)
[
chα∂t − shα∂y −
∑
k
ak
xi + a
2
k
∂φk
]
.
For the odd dimensions we find
er =
√
FR
R −mr2dr, e
xi =
√
di(r2 − xi)
4Hi
dxi,
et =
1
h1
√
R−mr2
FR
[
chαdt+ shαdy +
∑
k
akGk
c2k
dφk
]
,
ey =
1
h1
[
shαdt+ chαdy − m shα
FR
dt− m shα chα
FR
∑
k
akdφk
c2k
]
, (3.179)
ei =
1
h1
√
− Hi
xidi(r2 − xi)
[
chαdt+ shαdy +
∑
k
Gkak(r
2 + a2k)
c2k(xi + a
2
k)
{
1 +
m sh2α(r
2 − xi)
FR(r2 + a2k)
}
dφk
]
,
eψ =
1
h1
√ ∏
a2i
r2
∏
xk
[
chαdt + shαdy +
∑ Gk(r2 + a2k)
c2kak
{
1− a
2
km sh
2
α
FR(r2 + a2k)
}
dφk
]
.
and
er =
√
R−mr2
FR
∂r, exi =
√
4Hi
di(r2 − xi)∂xi , ey = chα∂y − shα∂t,
et = −
√
R2
FR(R−mr2)
[
chα∂t − shα
R
(R−mr2)∂y −
∑
k
ak
r2 + a2k
∂φk
]
, (3.180)
ei = −
√
− Hi
xidi(r2 − xi)
[
chα∂t − shα∂y −
∑
k
ak
xi + a2k
∂φk
]
,
eψ = −
√ ∏
a2i
r2
∏
xk
[
chα∂t − shα∂y −
∑
k
1
ak
∂φk
]
.
The expressions for ci, di, Hi, Gi, (FR) are still given by (3.89), (3.90), and h1 is given by
(3.177).
3.5.2 F1–NS5 system from the Kerr black hole.
Application of the duality chain (3.174) to the Kerr black hole (3.45) gives a rotating F1–NS5
system, and the complete solution is presented in Appendix B.7.1 (see equation (B.163)).
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Explicit calculations show that the modified Killing–Yano equation (3.164) does not have
nontrivial solutions34, so in this subsection we will focus on two special cases when the mKYT
exists: the non–extremal fundamental string and the extremal NS5 brane. In the first case
the existence of solution is guaranteed by the general construction presented in section 3.4.3
as long as condition (3.167) is satisfied, and in the second case the mKYT comes from solving
the Killing equations.
Application of the first two steps in the duality sequence (3.174) to Kerr geometry (3.45)
leads to the system which we called F1α, and the corresponding geometry describes a non–
extremal fundamental string with charge Q1 = 2m sh
2
α:
ds2 =
dy2
hα
+
ρ2
∆
dr2 + ρ2dθ2 −
[
∆
ρ2
+
4(mr shα)
2
ρ4h
]
( chαdt− as2θdφ)2
+
s2θ
ρ2
[
(r2 + a2)dφ− a chαdt
]2
+ ( shαdt)
2 (3.181)
B2 =
2mr shα
ρ2h
[
chαdt− as2θdφ
] ∧ dy, e2Φ = 1
hα
.
Here we defined
ρ2 = r2 + a2c2θ, ∆ = r
2 + a2 − 2mr, hα = 1 + 2mr sh
2
α
ρ2
.
Transformation (3.166) leads to the modified Killing–Yano tensor for (3.181)
Y =
1
hα
{
rsθdθ ∧
[
(r2 + a2)dφ− a chαdt
]
+ acθdr ∧
[
chαdt− as2θdφ
]}
+
shα
hα
(acθdr − arsθdθ) ∧ dy + hα − 1
hα
r3sθdθ ∧ dφ. (3.182)
To compare it with (3.46), we construct the Killing tensor KMN = −YMAY AN , define the
frames as eigenvectors of this tensor, and rewrite the answer in terms of them:
ds2 = −e2t + e2y + e2r + e2θ + e2φ,
Y = reθ ∧ eφ + acθer ∧ et, K = r2[e2θ + e2φ] + (acθ)2[e2t − e2r ]
et =
√
∆
ρhα
(
shαdy + chαdt− as2θdφ
)
, er =
ρ√
∆
dr, eθ = ρdθ, (3.183)
ey =
1
hα
[
chαdy + shα
(
1− 2mr
ρ2
)
dt+
amrs2θ sh2α
ρ2
dφ
]
,
eφ =
sθ
ρhα
(−a shαdy − a chαdt+ (r2 + a2 + 2mr sh2α)dφ) .
Notice that eigenvalues of the Killing tensor and mKYT do not depend on the boost param-
eter α.
34As shown in table 3.1, extremal F1–NS5 and non–extremal NS5 also don’t admit mKYT.
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The duality sequence (3.174) involves D-branes supported by Ramond–Ramond flux,
and the analysis presented in section 3.4.3 does not apply to T duality performed in such
systems. It would be interesting to generalize our discussion of mKYT to the geometries
with Ramond–Ramond fields, but such analysis goes beyond the scope of this work. Instead
we applied the duality chain (3.174) to the Kerr black hole and solved the mKYT equations
for the resulting F1–NS5 geometry. We found that the mKYT does not exist in the system
involving NS5 branes unless one takes an extremal limit and sets the F1 charge to zero:
m→ 0, Q1 → 0, fixed Q5 = 2m sinh2 α. (3.184)
The resulting geometry,
ds2 = −dt2 + h
[
ρ2
r2 + a2
dr2 + ρ2dθ2 + (r2 + a2)s2θdφ
2 + dy2
]
,
B2 =
Q5(r
2 + a2)cθ
ρ2
dφ ∧ dy, e2Φ = h, h = 1 + Q5r
r2 + a2
, (3.185)
admits the unique mKYT
Y = hdy ∧ (rsθdθ − cθdr) + hdφ ∧ [rs2θdr + (r2 + a2)sθcθdθ]
= hd
[
rcθdy − 1
2
(r2 + a2)s2θdφ
]
(3.186)
which was found by the direct calculation. Introducing convenient frames, we can rewrite
this KYT and its square as
Y = er ∧ ey − eθ ∧ eφ, K ≡ −YMAY ANdxMdxN = e2r + e2y + e2θ + e2φ,
et = dt, er =
√
ρ2 +Qr
r2 + a2
dr, eθ =
√
ρ2 +Qr, (3.187)
ey =
1
ρ2
√
(r2 + a2)(ρ2 +Qr)
[
cos θdy + r sin2 θdφ
]
,
eφ =
sin θ
ρ2
√
(ρ2 +Qr)
[
rdy − (r2 + a2) cos θdφ] .
Notice that square of the KYT gives the spacial part of the metric, which can be viewed as
a linear combination of two ‘trivial’ Killing tensors: one coming form the metric and one
built from the square of the Killing vector ∂t.
An additional T duality along y direction in (3.185) produces a metric of the extremal KK
monopole, and application of (3.166) to (3.186) gives the standard KYT for the monopole:
Y = dr ∧ [(Q + r sin2 θ)dφ+ cos θdy] + dθ ∧ [cos θ sin θ(a2 + r2)dφ− r sin θdy]. (3.188)
In the frames we find
Y = er ∧ ey − eθ ∧ eφ, K = e2r + e2y + e2θ + e2φ,
93
et = dt, er =
√
ρ2 +Qr
r2 + a2
dr, eθ =
√
ρ2 +Qr,
ey =
√
r2 + a2
ρ2 +Qr
[
cos θdy + (Q + r sin2 θ)dφ
]
, (3.189)
eφ =
sin θ√
ρ2 +Qr
[
rdy − cos θ(r2 + a2)dφ] .
Once again, the KYT squares to a ‘trivial” Killing tensor.
3.5.3 F1–NS5 system from the five–dimensional black hole.
Application of the duality chain (3.174) to the five–dimensional black hole gives another
example of the rotating F1–NS5 system, the complete geometry was found in [55, 51], and
it is given by equation (B.169). This subsection discusses the modified Killing–Yano tensor
for this solution.
Recalling that even the neutral five–dimensional black hole had the KYT of rank three
rather than two (see section 3.2.3), we should look at the obvious extension of (3.164) to
such objects35:
∇MYNPQ +∇NYMPQ + 1
2
HMPAg
ABYNBQ +
1
2
HMQAg
ABYNPB
+
1
2
HNPAg
ABYMBQ +
1
2
HNQAg
ABYMPB = 0. (3.190)
The general construction of section 3.4.3 guarantees existence of the mKYT for α = 0 (as
long as constraint (3.167) is satisfied), but the generation of the NS5 branes goes through
Ramond–Ramond fluxes, which can potentially destroy the modified KYT. Remarkably, the
tensor survives, and solution of (3.190) for the geometry (B.169) is
Z−1Y = −ad[r2 cos2 θ]dtdψ − aµAµBd[(r2 + a2 −M) sin2 θ]dφdy (3.191)
+aµAd[(r
2 + a2 −M) sin2 θ]dtdφ− aµBd[r2 cos2 θ]dydψ + σd[sin2 θ]dφdψ
with
Z =
r2 + A2 + a2c2θ
r2 +B2 + a2c2θ
, σ =
(a2 −M)A2B2 − [a2 + A2 +B2]Mr2 −Mr4√
A2 +M
√
B2 +M
,
µA =
A√
M + A2
, µB =
B√
M +B2
, sθ = sin θ, cθ = cos θ, (3.192)
A =
√
M sinhα, B =
√
M sinh β.
35The discussion presented in Appendix B.4.6 trivially extends to KY tensors of arbitrary rank.
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Although expression (3.191) is already relatively simple, we also rewrite it in frames to
connect to the general analysis presented in section 3.2.3. Constructing the Killing tensor
KMN = −YMAY AN and defining the frames as its eigenvectors, we find
ds2 = −e2t + e2y + e2r + e2θ + e2φ + e2ψ,
Y =
(
a
√
2A2 + 2Mc2θ er ∧ et +
√
2M(A2 + r2)− 2a2A2eθ ∧ eφ
)
∧ eψ,
K = −1
2
YMAY
A
N = [M(A
2 + r2)− a2A2][e2θ + e2φ] + a2(A2 +Mc2θ)[e2t − e2r ]
+[a2(A2 +Mc2θ)− (M(A2 + r2)− a2A2)]e2ψ, (3.193)
where the frames are given by
et =
r
ρ2H1
√
M∆ρ2H5
M(A2 + r2)− a2A2
[
chβdt+ shβdy − a( shαc2θdψ − chαs2θdφ)
]
,
ey =
1
2ρ2H1
[
2 shβ
(
ρ2 −M) dt+ 2ρ2 chβdy + aM sh2β( shαc2θdψ − chαs2θdφ)
]
,
er =
√
A2 + ρ2
∆
dr, eθ =
√
A2 + ρ2dθ, (3.194)
eφ =
sθcθ
ρH1
√
MH5
A2 +Mc2θ
[
a chβdt+ a shβdy + (B
2 + r2)( shαdψ + chαdφ) + a
2 chαdφ
]
,
eψ =
1
ρ2H1
√
A2 +Mc2θ
√
M(A2 + r2)− a2A2
[
[r2 + (a2 −M)c2θ]
(
1
2
aM sh2α( chβdt+ shβdy) +Ma
2 shαs
2
θdφ
)
+
[
M(r2 + A2)(r2 +B2) +MA2c2θr
2 −A2B2a2] ( shαs2θdφ− chαc2θdψ)
]
.
For α = 0 we find
et =
1
ρ2H1
√
∆ρ2
[
chβdt+ shβdy + as
2
θdφ
]
,
ey =
1
2ρ2H1
[
2 shβ
(
ρ2 −M) dt+ 2ρ2 chβdy − aM sh2βs2θdφ
]
,
er =
√
ρ2
∆
dr, eθ =
√
ρ2dθ, eψ = r cos θdψ, (3.195)
eφ =
sθ
ρH1
(
a chβdt+ a shβdy + (a
2 +M sh2β + r
2)dφ
)
.
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This is the special case of (3.179) for n = 1 and one rotation parameter. Finally we give the
expression for the mKYT (3.193) in the extremal limit (M = 0 with fixed A,B):
Z−1Y = −1
2
d
[
(dt+ dy)
{
(r2c2θ)dψ − (r2 + a2)s2θdφ
}
+ ABa cos2 θdφdψ
]
. (3.196)
3.5.4 Conformal Killing–Yano tensors
We conclude this section with discussing the CKYT for rotating F1–NS5 systems. Explicit
calculations show that the geometry obtained by application of (3.174) to the Kerr solution
(3.45) does not have CKYT. On the other hand F1–NS5 system constructed from the five–
dimensional black hole (3.49) does admit a CKYT if and only if Q1 = Q5. In this case the
metric has the form
ds2 = −e2t + e2φ + e2y + e2ψ + e2r + e2θ,
et =
√
∆
ρ
(dt− as2θdφ), eφ =
sθ
ρ
[
(r2 + a2 +Q)dφ− adt] , (3.197)
er =
ρ√
∆
dr, eθ = ρdθ, eψ =
cθ
ρ
[(Q+ r2)dψ − ady], ey = r
ρ
[dy + ac2θdψ],
∆ = r2 + a2 −M, ρ2 = r2 + a2c2θ +Q,
and the corresponding CKYT and CKT are given by
Y = ρ(er ∧ et ∧ ey + eθ ∧ eφ ∧ eψ), Z = 1
ρ2
(acθeψ − rey) ∧ (
√
∆et + asθeφ),
K = ρ2[e2t − e2r − e2y + e2θ + e2ψ + e2φ], W = −d[r2 − a2c2θ]. (3.198)
Since W is a total derivative, the general prescription (3.18) can be used to construct a
standard Killing tensor
K = −[2(acθ)2 +Q][−e2t + e2r + e2y] + [2r2 +Q][e2θ + e2ψ + e2φ]. (3.199)
Conformal Killing tensors for four– and five–dimensional black holes discussed in this section
were constructed in [26] via separation of variables.
3.6 Discussion
In this chapter we analyzed hidden symmetries of stringy geometries and their behavior
under string dualities. In particular, we demonstrated that in the presence of the Kalb–
Ramond field the equation for the Killing–Yano tensor is modified as (3.164), and this is the
unique modification consistent with string dualities. The transformations laws for the Killing
vectors, tensors, and Killing–Yano tensors are given by (3.100), (3.129)–(3.131), (3.166). We
have also demonstrated that nontrivial Killing tensors in arbitrary number of dimensions
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are always associated with ellipsoidal coordinates, and we used this observation to construct
the (modified) Killing(–Yano) tensors for the Myers–Perry black hole ((3.73), (3.83), (3.84)),
its charged version (3.175)–(3.176), and for several examples of F1–NS5 geometries ((3.187),
(3.191)–(3.193)).
This work has several implications. First and foremost, the modified equation for the
Killing–Yano tensor (3.164) provides a new powerful tool for studying symmetries of stringy
geometries, which can extend the successful applications of the standard Killing–Yano tensors
to physics of black holes [26, 97, 52]. Also, the understanding of hidden symmetries developed
in this chapter can be used to extend the ‘no-go theorems’ for integrability [1] to backgrounds
without supersymmetry. Finally, the explicit Killing–Yano tensors for the Myers–Perry black
hole and its charged version constructed in sections 3.3 and 3.5.1 generalize most of the
previously known examples and provide the largest known class of KYT.
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chapter 4
TOWARDS HIGHER DIMENSIONAL BLACK RINGS
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In the previous chapter we studied objects underlying separability of equations of motion
for massive and massless particles, Killing-(Yano) tensors, and now we apply the developed
framework to explore properties of black rings, black holes with events horizons of the non-
spherical topology. Despite all attempts, exact solutions for black rings in more than five
dimensions remain elusive. In this chapter we clarify some of the reasons for that, in partic-
ular we show that a peculiar symmetry of the five–dimensional black ring - separability of
the base - cannot occur in dimensions higher than five. We also construct supersymmetric
solutions that have symmetries of 5D supersymmetric black ring and show that they do not
have regular horizons.
This chapter is based on the results published in [3] and has the following structure.
In Section 4.2 we try to generalize a common symmetry of five–dimensional black holes
and black rings to higher dimensions and show that solutions with such symmetries do not
exist. In Section 4.3 we show that symmetries of 5D supersymmetric black ring do not
survive in higher dimensions as well.
4.1 Introduction
Stationary, asymptotically flat four–dimensional black holes must have only spherical
event horizons [103]. On the other hand, black holes in higher dimensions are less restricted
and allowed to possess horizons of various topologies. The first example of a black hole with
a non–spherical horizon was found by Emparan and Reall [104], who used Kaluza–Klein
C–metric of [105] to construct five–dimensional black ring with the horizon of topology
S1 × S2. Alternative methods of constructing five–dimensional black rings are based on the
generalized Weyl ansatz [106] or the inverse scattering method [107]. The latter approach
was used to construct the black ring with two rotations [108] and several other configurations
of black rings and black holes in five dimensions [109]. Unfortunately both the Weyl and the
inverse scattering approaches rely on the presence of D − 2 commuting Killing vectors, so
they cannot be used to construct black rings in D > 5. In the absence of methods for finding
the exact solutions with non–spherical topology in higher dimensions several approximate
techniques have been developed, for example, the matching asymptotic expansions [110] and
the blackfold effective theory [111]. Along with numerical [112, 113] and approximate [114]
methods, the blackfolds have been used to shows existence of solutions with non–spherical
topologies such as helical black strings/rings, non–uniform black cylinder and several other
possibilities [115, 116]. However, despite all recent results the exact solutions with non–
spherical horizon topology are known only in D = 5. Approximate and numerical higher–
dimensional solutions were constructed in [117, 118] and [119] respectively.
Another interesting direction towards finding black rings in higher dimensions is based
on using supersymmetry. The supersymmetric five–dimensional black ring was constructed
in [120] and extended to a larger class of solutions in [121, 122]. However, analogously to the
neutral case, SUSY black rings in higher dimensions (D > 5) are still unknown, moreover
there is even less progress in this direction. To summarize, the exact solutions for higher
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dimensional black rings remain elusive, and in this chapter we clarify some of the reasons
for that.
4.2 Separability of the neutral black ring
The neutral five–dimensional black ring was constructed in [104, 106] and reviewed in Ap-
pendix C.1. We begin by noting that the black ring metric (C.3) has a structure of a t–fiber
over the four–dimensional base, which is conformally separable:
ds2base =
R2F (x)F 2(y)
(x− y)2
[
−
(G(y)dφ2
F 2(y)
+
dy2
F (y)G(y)
)
+
(G(x)dψ2
F 2(x)
+
dx2
F (x)G(x)
)]
. (4.1)
Moreover it is separable in two different coordinate systems as we will show in a moment.
In order to do that we recall that separability of the massless Hamilton–Jacobi equation
gMN∂MS∂NS = 0 (4.2)
can be encoded in the conformal Killing tensor K of rank two1, which satisfies the following
equation [78]
∇(MKNP ) =W(MgNP ), (4.3)
where WM is the associated vector. To find conformal Killing tensors one can solve the
general equation (4.3) or extract it from the metric via (4.2) if it is written in the separable
coordinates. Usually such tensors are used to construct the conserved quantities through
I = KMN∂MS∂NS, (4.4)
or to extract the separable coordinates. Procedures of constructing Killing tensors from the
metric, extracting separable coordinates from the tensors are described in Section 2 of [2]
and here we outline the results.
The massless Hamilton–Jacobi equation (4.2) separates if there exists a function f , such
that
gMN =
1
f
(
XMN + Y MN
)
, ∂xY
MN = ∂yX
MN = 0. (4.5)
Then the conformal Killing tensor can be read off as
KMN = XMN . (4.6)
Applying this procedure to the base of the black ring (4.1) we get
(KMN)(x)∂N∂N = F
2(x)
G(x)
∂2ψ + F (x)G(x)∂
2
x. (4.7)
1Killing tensor generalizes the well–known notion of Killing vector.
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Here the index (x) indicates that this tensor was read off from the x–dependent part of the
metric2. Lowering the indices gives
(KMN)(x)dxMdxN =
[
R2F (x)F 2(y)
(x− y)2
]2 [
G(x)dψ2
F 2(x)
+
dx2
F (x)G(x)
]
. (4.8)
The solution (C.3),(4.1) contains both the black ring and the black hole with one rotation (for
details see Appendix C.1), which allows us to make an assumption that higher dimensional
black rings are in the same class of solutions as the Myers–Perry black holes with one rotation
[75]. So we can study higher–dimensional neutral black holes and based on the results make
conclusions about the corresponding rings.
The Myers–Perry black holes are reviewed in Appendix C.1, and here we start with writ-
ing the tensor (4.8) in the standard Myers–Perry coordinates for the static case. Substituting
the map (C.8) into (4.8) we get
(KMN)(x)dxMdxN = r
6 cos2 θ
2R2
dψ2 − r4 cos4 θdψ2 + r
6 cos2 θ
R2
[
d ln
cos θ
r
]2
, m = 2R2. (4.9)
We have found the conformal Killing tensor associated with separability of the base in
the ring–like coordinates, and now we want to find all separable coordinate systems for static
neutral black holes followed by analysis of the cases with one rotation. Solving the conformal
Killing tensor equation (4.3) on the base of the Tangherlini solution [123] with D ≥ 5
ds2base =
dr2
1− m
rD−3
+ r2(dθ2 + sin2 θdφ2 + cos2 θdΩ2D−4), (4.10)
we obtain the following non-trivial conformal Killing tensors3:
K(1)MNdxMdxN = r4(p+ q)4/(D−3) cos2 θ
[(
d ln cos θ − 2
D − 3d ln[p+ q]
)2
+ dΩ2D−4
]
K(2)MNdxMdxN = r4(q − p)4/(D−3) cos2 θ
[(
d ln cos θ +
2
D − 3d ln[p+ q]
)2
+ dΩ2D−4
]
,
K(3)MNdxMdxN =
rD−1
rD−3 −mdr
2, q = r(D−3)/2, p =
√
q2 −m. (4.11)
Now we identify the separable coordinate systems associated with these conformal Killing
tensors.
Using the prescription (4.6) we extract the obvious tensor from (4.10)
(KMN )(r)∂M∂N = r
D−3 −m
rD−5
(∂r)
2 ⇒ K(r) = K(3). (4.12)
2Note that one always can read off another tensor from the y–dependent part of the metric, but these
tensors will not be independent.
3Note that here we do not write expression for the associated vectors W (i) entering right–hand side of
the conformal Killing tensor equation (4.3) because they can be easily recovered from the corresponding
conformal Killing tensors K(i).
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Here the index (r) indicates that this tensor is associated with the r coordinate. We conclude
that K(3) is associated with separability in the standard Myers–Perry coordinates.
Next by comparing the expressions (4.9) and (4.11) we find that the tensor responsible
for separation in the ring–like coordinates is
K(x) = 1
2m
(K(1) +K(2))+K(3). (4.13)
Thus we have associated two independent conformal Killing tensors with separable coordinate
systems, namely the ring–like and standard Myers–Perry coordinates, but the complete
solution of the conformal Killing equation (4.3) gives three independent tensors, so it is
natural to ask about the meaning of the third one. To answer this question we recall the
procedure of extracting coordinates from Killing tensors described in Section 2 of [2]. It was
shown that the separable coordinates can be obtained from the eigenvectors of corresponding
tensors. For the tensors (4.11) we find
K(1) K(2) K(3)
xˆ
sin θ√
q + p
√
q + p sin θ q
yˆ − cos θ√
q + p
−√q + p cos θ θ
q = r(D−3)/2, p =
√
q2 −m. (4.14)
To summarize we see that the expressions for conformal Killing tensors (4.11) have universal
character in all dimensions. It means that the bases of neutral static black holes have the same
symmetries in any dimension and five dimensions is not an exception. Now we will check
this statement in the rotating case. Direct solving the conformal Killing tensor equation and
treating rotation as a perturbative parameter shows that introduction of rotation decreases
the number of conformal Killing tensors down to one in dimensions higher than five. In five
dimensions turning on rotation destroys one of the tensors, and the survivors are K(3) and
K(1)+K(2) corresponding to separation in the standard Myers–Perry and ring–like coordinates
respectively. In dimensions higher than five only one tensor responsible for separation in the
Myers–Perry coordinates survives. We conclude that if higher dimensional black rings are
in the same class of solution as black holes they would not have the separable bases unlike
their five–dimensional counterpart.
4.3 Supersymmetric black rings
In the previous section we have been focusing on the neutral black rings and now we switch
to the analysis of their supersymmetric counterparts. Consider the five dimensional SUSY
black ring constructed in [120] and recall that it was found by utilizing a very special feature
of the neutral black ring - separability of the fiber. The solution was written in the form
ds2 = −f 2(dt+ ω)2 + f−1hmndxmdxn, m, n = 1, .., 4, (4.15)
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and the fiber one–form ω was assumed to satisfy
ω = ωφdφ+ ωψdψ, ∂xωψ =
y2 − 1
1− x2∂yωφ. (4.16)
Furthermore 5D SUSY ring was embedded into M theory in [121], which is a good starting
point for constructing higher dimensional SUSY rings. Following [121] the solution reads
ds211 = ds
2
5 +X
1
(
dz21 + dz
2
2
)
+X2
(
dz23 + dz
2
4
)
+X3
(
dz25 + dz
2
6
)
,
A = A1 ∧ dz1 ∧ dz2 + A2 ∧ dz3 ∧ dz4 + A3 ∧ dz5 ∧ dz6. (4.17)
Here A is the three-form potential with four-form field strength G = dA. The solution is
specified by three scalars X i, and three one-forms Ai, which are defined on a five-dimensional
spacetime with metric ds25 :
ds25 = −(H1H2H3)−2/3(dt+ ω)2 + (H1H2H3)1/3dx24 ,
Ai = H−1i (dt+ ω) +
qiR
2
r2 +R2 cos2 θ
(sin2 θdψ − cos2 θdφ), (4.18)
X i = H−1i (H1H2H3)
1/3,
dx24 = (r
2 +R2 cos2 θ)
(
dr2
r2 +R2
+ dθ2
)
+ (r2 +R2) sin2 θdψ2 + r2 cos2 θdφ2.
Here Hi are harmonic functions on the flat four–dimensional base dx
2
4.
Now we want to write the prototype of 7D SUSY black ring while keeping the symmetries
of (4.17), such as the flat base and several Z2 symmetries. First we extend the flat base to
six dimensions effectively absorbing z5, z6 into dx
2
4 and focus on symmetries associated with
the rest of zi. Recalling the equations of motion in 11D SUGRA
RMN − 1
12
(
GMABCGNABC − 1
12
gMNG2
)
= 0,
d ⋆ G + 1
2
G ∧ G = 0 (4.19)
we note that even though, for example, (z1, z2) → −(z1, z2) is not a symmetry of the field
strength G, it is a symmetry of equations of motion (4.19). The rest of the symmetries
together with their restrictions on the metric and three–form are collected in the following
table4:
Symmetry Prohibited expressions
(z1, z2)→ −(z1, z2) g13, g14, g23, g24
A13,A14,A23,A24
z1 ↔ z2, z3 ↔ z4 g11 6= g22, g33 6= g44
(z1, z3)→ −(z1, z3) g12, g34
(4.20)
4Here zi are denoted as i. For example, gz1z1 = g11, etc.
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The first line constrains the three form A and partially fixes the metric. The rest constrains
the metric resulting in the following ansatz
ds211 = −Hˆ1(dt+ ω)2 + Hˆ2dx26 + Hˆ3(dz21 + dz22) + Hˆ4(dz23 + dz24),
A = A1 ∧ dz1 ∧ dz2 + A2 ∧ dz3 ∧ dz4 + C, (4.21)
where Hˆi, i = 1, .., 4 are unknown functions, dx
2
6 is the flat six–dimensional space, A
1,2, C are
respectively one– and three–forms on the seven–dimensional base. Performing the dimen-
sional reduction along one of zi followed by three T dualities along remaining zi and finally
S duality gives the solution in IIB SUGRA:
ds210 = −H˜21 (dt+ ω)2 + H˜22 (dz2 + fdt+ α)2 + H˜23dx26 + H˜24 (dz23 + dz24),
B = β1dt+ β2dz2 + gdtdz2 + ω˜2, e
2Φ = H˜5. (4.22)
Here one–forms ω, α are defined on the flat six–dimensional base. Solving the Killing spinor
equations for this ansatz reveals that the most general solution is governed by the chiral null
model [25]:
ds2 =
2
H
dz2(dt+ ω) + Fdz22 + dx26 + (dz23 + dz24), e−2φ = H,
d ⋆6 (dH) = 0, d ⋆6 (dω) = 0, d ⋆6 (d[HF ]) = 0. (4.23)
This family of solutions does not admit a horizon with a non–zero area, but does give rise
to a stretched horizon [91] and upon dualization to D1–D5 frame may lead to completely
regular geometries [28, 29].
We conclude that the natural extension of 5D SUSY black ring to higher dimensions by
keeping its symmetries (the flat base and several Z2 symmetries) leads to the chiral null
model, which means the absence of a horizon. So in order to produce the finite ring–like
horizons in higher dimensions one must consider the non–flat bases.
4.4 Discussion
In the first part of this work we have shown that unlike neutral static black holes, which
have the same symmetries in all dimensions, rotating higher dimensional black holes/rings
do not. In particular, we found that separability of the base in more than one coordinate
system is a special feature of the low–dimensional rotating black holes (D ≤ 5), which makes
the 5D black ring metric to have such a simple structure. Our results show that if higher
dimensional black rings are described by the same class of solutions as the black holes (as it
occurs in 5D), then their metric will not have a simple and symmetric structure.
In the second part of this work we have shown that generalization of 5D supersymmetric
black ring to higher dimensions while keeping its symmetries (in particular, the flat base)
results in vanishing horizon. It would be interesting to extend this analysis to the non–flat
bases.
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chapter 5
SUPERGRAVITY BACKGROUND OF THE λ–DEFORMED AdS3 × S3
SUPERCOSET
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Three previous chapters were devoted to studying motion of point-like particles on var-
ious stringy backgrounds. Now we turn our attention to exploring dynamics of strings and
study a powerful approach of generating new integrable theories, the method of integrable
deformations. In particular, we focus on the recent development called λ-deformation and
in this chapter construct the solution of type IIB supergravity describing the integrable
lambda-deformation of the AdS3× S3 supercoset. While the geometry corresponding to the
deformation of the bosonic coset has been found in the past, our background is more natural
for studying superstrings, and several interesting features distinguish our solution from its
bosonic counterpart. We also report progress towards constructing the lambda-deformation
of the AdS5 × S5 supercoset.
This chapter is based on the results published in [4] and has the following organization.
In section 5.2 we review the procedure for constructing the λ–deformation, which will be
used in the rest of the chapter. In section 5.3 we use this procedure to construct the metric
and the dilaton for the deformed AdS3×S3, but unfortunately construction of Ramond–
Ramond fluxes requires a separate analysis. In section 5.3.3 we determine these fluxes by
solving supergravity equations, and in sections 5.3.4–5.3.5 we find some interesting connec-
tions between the new background and solutions which exist in the literature. Section 5.4
reports progress towards constructing the λ–deformation for super–coset describing strings
on AdS5×S5. Specifically, we determine the metric and the dilaton, but unfortunately we
were not able to compute the Ramond–Ramond fluxes. The λ–deformation of AdS2×S2 con-
structed in [141] is reviewed in Appendix D.1, and its comparison with higher dimensional
cases is performed throughout the chapter.
5.1 Introduction
Integrability is a remarkable property, which has led to a very impressive progress in under-
standing of string theory over the last two decades (see [7] for review). While initially inte-
grability was discovered for isolated models, such as strings on AdSp×Sq [41, 16, 125, 126, 12],
later larger classes of integrable backgrounds have been constructed by introducing deforma-
tions parameterized by continuous variables. The first example of such family, known as beta
deformation [70, 10], has been found long time ago [9], but recently two new powerful tools
for constructing integrable string theories have emerged. One of them originated from studies
of the Yang–Baxter sigma models [127, 128, 129], and it culminated in construction of new
integrable string theories, which became known as η–deformations [68, 130, 131, 132, 133].
The second approach originated from the desire to relate two classes of solvable sigma mod-
els, the Wess–Zumino–Witten [134] and the Principal Chiral [153] models, and it culminated
in the discovery of a one–parameter family of integrable conformal field theories, which
has WZW and PCM as its endpoints [135, 136, 137]1. This connection becomes especially
interesting when the PCM point represents a string theory on AdSp×Sq space, and the cor-
responding families, which became known as λ–deformations, have been subjects of recent
1See [138] for earlier work in this direction.
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investigations [139, 69, 140, 141]. A close connection between the η and λ deformations has
been demonstrated in [69]. In this chapter we study the λ–deformation for AdS3×S3 and
AdS5×S5.
While the metrics for the λ–deformation of AdSp×Sq have been constructed in [137, 139],
the issue of the fluxes supporting these geometries has not been fully resolved. Although the
metric for the deformation can be uniquely constructed starting from the corresponding coset,
there are two distinct prescriptions for the dilaton: one is based on a bosonic coset [137], and
the other one uses its supersymmetric version [136]. In the first case the deformations for
all AdSp×Sq have been constructed in a series of papers [137, 139], while in the second case,
which is more natural for describing superstrings, only the result for AdS2×S2 is known [141].
In this chapter we construct the geometry describing the λ–deformed AdS3×S3 supercoset
and report progress towards finding the deformed AdS5×S5 solution.
5.2 Brief review of the λ–deformation
We begin with reviewing the procedure for constructing the NS–NS fields for the λ–deformed
cosets. Such deformation belongs to a general class of two–dimensional integrable systems
with equations of motion in the form [135]
∂µI
µ = 0,
∂µIν − ∂νIµ + [Iµ, Iν ] = 0, (5.1)
where currents Iµ take values in a semi–simple Lie algebra. Integrability of this system can
be demonstrated by writing it as a zero–curvature condition for a linear problem2:
DµΨ = 0, Dµ(Λ) = ∂µ + Λ
2
Λ2 − 1Iµ +
Λ
Λ2 − 1ǫµρI
ρ,
[Dµ(Λ),Dν(Λ)] = 0 . (5.2)
Two well–known examples of the integrable systems described by equations (5.1) are the
Principal Chiral Model (PCM) [153] and the Wess-Zumino-Witten model [134] for a group
G:
SPCM(g˜) = −κ
2
π
∫
Tr(g˜−1∂+g˜g˜
−1∂−g˜), Iµ = g˜
−1∂µg˜, (5.3)
SWZW (g) = − k
2π
∫
Tr
(
g−1∂+gg
−1∂−g
)
+
ik
6π
∫
B
Tr(g−1dg)3, Iµ = g
−1∂µg, (5.4)
and the λ–deformation interpolates between these systems. This deformation utilizes two
important symmetries of (5.3) and (5.4): the global GL×GR symmetry of the PCM and the
GL,cur ×GR,cur symmetry of the current algebra of the WZW.
2We denote that spectral parameter by Λ instead of the conventional λ to avoid confusion with a variable
governing the deformation.
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λ–deformation for groups
Let us review the construction introduced in [135], which allows one to interpolate be-
tween the systems (5.3) and (5.4) while preserving integrability. To find such λ deformation,
one adds the PCM and WZW models (5.3), (5.4) for the same group G and gauges the
GL×Gdiag,cur subgroup of global symmetries. This is accomplished by modifying the deriva-
tive in the PCM as
∂±g˜ → D±g˜ = ∂±g˜ −A±g˜, (5.5)
and by gauging the resulting WZW model. Integrating out the gauge fields A±, one arrives
at the final action [135]3
S(g) = SWZW (g) +
1
π
k2
k + κ2
∫
Ja+(1− λ2D)−1ab J b−, λ2 =
k
k + κ2
, 0 ≤ λ ≤ 1, (5.6)
Dab = Tr(tag
−1tbg), J
a
± = −iTr(ta∂±gg−1) : Ja+ = Raµ∂+Xµ, Ja− = Laµ∂−Xµ .
Deformation (5.6) interpolates between the PCM (λ = 1) and the WZW model (λ = 0)
while preserving integrability [135].
To extract the gravitational background describing the deformation, one rewrites (5.6)
as
S(g) = SWZW (g) +
k2
π
∫
(RTM−1L)µν∂+X
µ∂−X
ν , M = (k + κ2)(1− λ2D), (5.7)
and compares the result with the action of the sigma model
S =
1
2
∫
(G+B)µν∂+X
µ∂−X
ν . (5.8)
This leads to the metric and to the Kalb-Ramond field:
ds2 =
k
2π
LTL+
k2
2π
LT (DM−1 + [M−1]TDT )L (5.9)
B =
1
1− λ4
(
B0 +
λ2
2
LT
[
(DT − λ2)−1 − (D − λ2)−1] ∧ L) ,
where B0 is a Kalb-Ramond field of an undeformed WZW model with the field strength
H0 = −1
6
fabcL
a ∧ Lb ∧ Lc. (5.10)
Recalling the definition ofM and the relation DTD = 1, one can rewrite the metric in terms
of convenient frames:
ds2 = eaea, ea =
√
k(1− λ4)(D − λ2)−1ab Lb. (5.11)
3We follow the conventions of [69, 141], and the deformation parameter λ used in [135, 137] is equal to
λ2our.
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Expressions for D and L are given in (5.6).
Dilaton for the λ–deformation
Although extraction of the metric and the Kalb–Ramond field for the lambda deformation
is rather straightforward, the procedure for calculating the dilaton is controversial. The
original proposal of [135] suggested the expression
e−2ΦB = e−2Φ0kdimGdet(λ−2 −D), (5.12)
which can be written as
e2ΦB =
1
det[(Adf − λ−2)|fˆ ]
, (5.13)
where the determinant is taken in the algebra. In [136] it was argued that for supergroups
and supercosets an alternative expression is more appropriate:
e2Φ =
1
sdet[(Adf − λ−2)|fˆ ]
, (5.14)
Here the superdeterminant is computed in the full superalgebra fˆ . The difference between
(5.13) and (5.14) originates from difference in the gauge fields which have been integrated
out.
Recalling that an element of a superalgebra can be written as
M =
[
A B
C D
]
, (5.15)
where (A,D) are even and (B,C) are odd blocks [142, 143], the expression (5.14) becomes
e2Φ =
det[(Adf − λ−2)|fˆ1⊕fˆ3]
det[(Adf − λ−2)|fˆ0⊕fˆ2]
. (5.16)
Here fˆ0 and fˆ2 refer to the even subspaces A andD, while fˆ1 and fˆ3 refer to the odd subspaces
B and C. In this chapter we will refer to (5.13) (which is equal to the denominator of
(5.16)) as the bosonic prescription, and the numerator of (5.16) would be called the fermionic
contribution to the dilaton.
λ–deformation for cosets
The extension of the λ–deformation to cosets G/H is presented in [137]. Separating the
generators TA of G into T a corresponding to H ⊂ G and T α corresponding to the coset
G/H , one finds the metric
ds2 = eαeα, eα = −
√
k(1− λ4)
2λ4
(M−1)αBLB,
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MAB =
[
(D − 1)ab Daβ
Dαb (D − λ−21)αβ
]
, DAB = Tr(TAg
−1TBg), (5.17)
LA = −iTr(g−1dgTA), Tr(TATB) = δAB.
The expression for the dilaton is given by the generalizations of (5.13) and (5.16) [137, 136,
69]:
e2ΦB =
1
det[(Adf − 1− (λ−2 − 1)Pλ)] , (5.18)
e2Φ =
det[(Adf − 1− (λ−2 − 1)Pλ)|fˆ1⊕fˆ3 ]
det[(Adf − 1− (λ−2 − 1)Pλ)|fˆ0⊕fˆ2 ]
. (5.19)
Here Pλ is a projector which separates the generators of H and the coset G/H , and it has
the form [136]
Pλ = P2 +
λ
λ+ 1
[P1 − λP3], P1 + P3 = 1. (5.20)
Here P2 is the projector in the bosonic sector, which can be written as
P2 =
[
0ab 0aβ
0αb 1αβ
]
. (5.21)
The action of fermionic projectors P1 and P3 is evaluated on a case–by–case basis, and we
will address this question in the sections 5.3 and 5.4. Notice that P2 has already appeared
in the matrix M defined in (5.17):
MAB = DAB − 1− (λ−2 − 1)P2 = Adf − 1− (λ−2 − 1)P2. (5.22)
We conclude this discussion with reviewing a very interesting observation made in [139]:
factorization of the λ–dependence in the determinant of MAB. This technical simplification
becomes especially useful in the AdS5×S5 case, where one has to deal with large matrices.
Following [139], we write MAB as a product of two block–triangular matrices:
M =
[
A 0
C I
] [
I A−1B
0 P
]
. (5.23)
As demonstrated in [139], matrix P has eigenvalues λ−2±1, so the coordinate dependence of
the bosonic dilaton (5.18) comes from detA. We find that direct evaluation of the determi-
nant of M is easier than construction of P, but our final results confirm that the coordinate
dependence of detM is inherited from detA.
5.3 Deformation of AdS3×S3
Let us apply the procedure reviewed in the last section to AdS3×S3. The bosonic part of
the sigma model is described by a product of two cosets
SU(2)× SU(2)
SU(2)diag
× SU(1, 1)× SU(1, 1)
SU(1, 1)diag
, (5.24)
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and the full string theory is described by a super–coset [144]4
PSU(1, 1|2)2
SU(1, 1)× SU(2) . (5.25)
In section 5.3.1 we construct the metric and the bosonic contribution to the dilaton for
the cosets (5.24), (5.25). While this will give the full answer for (5.24), the dilaton for the
supercoset (5.25) also receives a fermionic contribution, which will be evaluated in section
5.3.2. In section 5.3.3 we construct the Ramond–Ramond fluxes supporting the λ–deformed
supercoset (5.25), and properties of the new geometries are discussed in sections 5.3.4 and
5.3.5.
5.3.1 Metric and the bosonic dilaton
The metric is constructed using the bosonic coset (5.24), then S3 and AdS3 decouple, and
they can be studied separately. We begin with analyzing the sphere, and deformation of
AdS3 can be found by performing an analytic continuation.
Deformation of the sphere.
To describe the coset SU(2)l×SU(2)r
SU(2)diag
, we use the algebraic parameterization introduced in
[137]:
gl =
[
α0 + iα3 α2 + iα1
−α2 + iα1 α0 − iα3
]
, gr =
[
β0 + iβ3 β2 + iβ1
−β2 + iβ1 β0 − iβ3
]
, (5.26)
where variables αk, βk are subject to the determinant constraints∑
(αk)
2 = 1,
∑
(βk)
2 = 1. (5.27)
Gauging of the diagonal part of SU(2)l × SU(2)r makes the description (5.26) redundant,
and to remove the unphysical degrees of freedom we impose a convenient gauge, which was
also used in [137]. Acting on gl as gl → h−1glh, we can set α2 = α3 = 0, then the remaining
U(1) transformations h = exp[ixσ1] can be used to set β3 = 0:
α2 = α3 = β3 = 0. (5.28)
Following [137] we introduce a convenient coordinate γ and solve the constraints (5.27) to
express all remaining components of g1 and g2 in terms of (α0, β0, γ):
β1 ≡ γ√
1− α20
, α1 =
√
1− α20, β2 =
√
1− β20 −
γ2
1− α20
. (5.29)
To simplify notation, we will drop the subscripts of α0 and β0.
4Various aspects of integrability of string on this background are further discussed in [145].
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The elements of SU(2)l × SU(2)r can be represented as block–diagonal 4× 4 matrices:
g =
(
gl 0
0 gr
)
, g†g = I, (5.30)
then the generators corresponding to the subgroup H and to the coset G/H can be written
in terms of the Pauli matrices5.
H = SU(2)diag : Ta =
1
2
[
σa 0
0 σa
]
, a = 1, 2, 3;
G/H =
SU(2)l × SU(2)r
SU(2)diag
: Tα =
1
2
[
σα−3 0
0 −σα−3
]
, α = 4, 5, 6. (5.31)
Substitution of (5.30)–(5.31), where gl, gr are given by (5.26), (5.28), into the defining rela-
tions (5.17)6 leads to the metric [137]
ds2 =
k
2(1− λ4)Λ∆µνdx
νdxν , Λ = (1− α2)(1− β2)− γ2,
∆αα = 4(1 + λ
2)2 − β2(3 + λ2)(1 + 3λ2), ∆αγ = −β(1− λ2)2 (5.32)
∆ββ = 4(1 + λ
2)2 − α2(3 + λ2)(1 + 3λ2), ∆βγ = −α(1− λ2)2
∆γγ = (1− λ2)2, ∆αβ = αβ(1− λ2)2 + 4γ(1 + λ2)2.
Deformation of AdS3.
The deformation of the AdS3 is constructed by performing an analytic continuation of
(5.32). The defining relation for g ∈ SU(1, 1)l × SU(1, 1)r is
g =
[
gl 0
0 gr
]
, g†Σ4g = Σ4, Σ4 =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 , (5.33)
and it can be enforced by starting with an element of SU(2)l × SU(2)r, renaming the coor-
dinates as
α→ α˜, β → β˜, γ → γ˜, k → −k, (5.34)
and changing their range from
0 < α2 < 1, 0 < β2 < 1, γ2 < (1− α2)(1− β2) (5.35)
to
1 < α˜2, 1 < β˜2, γ˜2 < (α˜2 − 1)(β˜2 − 1). (5.36)
5Recall that construction (5.17) is based on normalized generators, and factor 1/2 in (5.31) ensures that
Tr(TATB) = δAB.
6Recall the ranges of indices in (5.17): a = {1, 2, 3}, α = {3, 5, 6}, B = {1, ..., 6}.
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To view this transition as a proper analytic continuation, one can introduce alternative
coordinates (a, b, γ) as
a2 = 1− α2, b2 = 1− β2. (5.37)
Then transition from (5.35) to (5.36) amounts to a continuation from real to imaginary (a, b).
This changes the signature from (+++) to (−−+), and by changing the sign of k we recover
(+ +−).
Analytic continuation (5.34) along with the replacement k → −k gives the metric for the
λ–deformed AdS3
ds˜2 =
k
2(1− λ4)Λ˜∆˜µνdx
νdxν , Λ˜ = (α˜2 − 1)(β˜2 − 1)− γ˜2,
∆˜α˜α˜ = −4(1 + λ2)2 + β˜2(3 + λ2)(1 + 3λ2), ∆˜α˜γ˜ = β˜(1− λ2)2 (5.38)
∆˜β˜β˜ = −4(1 + λ2)2 + α˜2(3 + λ2)(1 + 3λ2), ∆˜β˜γ˜ = α˜(1− λ2)2
∆˜γ˜γ˜ = −(1− λ2)2, ∆˜α˜β˜ = −α˜β˜(1− λ2)2 − 4γ˜(1 + λ2)2.
Dilaton and RR fields for the bosonic coset.
The deformation of AdS3×S3 constructed in [137] is described by the metric {(5.32),
(5.38)} and the dilaton corresponding to the bosonic prescription (5.18):
e−2ΦB =
2Λ(1− λ2)2(1 + λ2)
λ6
2Λ˜(1− λ2)2(1 + λ2)
λ6
= e−2Φ0ΛΛ˜, (5.39)
This article also listed the corresponding Ramond–Ramond fields:
C2 =
4kλ
1− λ2
[
β˜βdα˜ ∧ dα+ 2β˜αdα˜ ∧ dβ − β˜dα˜ ∧ dγ + α˜αdβ˜ ∧ dβ − αdγ˜ ∧ dβ
]
. (5.40)
However, as argued in [136, 69, 141], the dilaton (5.19) for the supercoset is more natural for
describing superstrings, and in the next subsection we will find the appropriate expression
and construct the corresponding Ramond–Ramond fluxes.
5.3.2 Fermionic contribution to the dilaton
In this subsection we will construct the dilaton for the supercoset (5.25) using the prescription
(5.19). Before focusing on (5.25), we will outline the procedure for applying (5.19) to a
supermatrix (5.15) constructed from extending an algebra of the bosonic coset (G1/H1) ×
(G2/H2).
A supersymmetric extension of an algebra g1 × g2 has the form
M =
[
g1 f12
f21 g2
]
, g1 ∈ g1, g2 ∈ g2, (5.41)
and to find the supercoset, we should fix the gauge corresponding to subalgebras h1, h2 and
evaluate the relevant projectors Pλ. This can be done in five steps:
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1. Find an automorphism J1 of algebra g1 which leaves invariant only the elements of h1.
In other words, g ∈ g1 satisfies the condition
J−11 gJ1 = g (5.42)
if and only if g ∈ h1. Automorphism J2 in g2 is defined in a similar way.
2. Construct an automorphism of the super-algebra as
P =
[
J1 0
0 J2
]
, (5.43)
and project out the elements M which are left invariant under such automorphism7:
P−1MP =M . (5.44)
For bosonic generators this reduces to (5.42) and its counterpart for g2, while the
projections for the fermionic matrices are
J−11 f12J2 = f12, J
−1
2 f21J1 = f21. (5.45)
3. Construct the projector P2 acting on bosonic generators by requiring that [1 − P2]
kills the same elements as (5.42) and its counterpart with J2. Such P2 projects on the
bosonic part of the supercoset.
4. Construct projector P3 acting on fermionic generators by requiring that P3 keeps the
same elements as (5.45). The fermionic projector complementary to P3 is P1 = 1−P3.
5. Construct the projector Pλ using the definition (5.20). Substitution of this expression
into (5.19) or (5.18) and evaluation of the resulting determinant gives the dilaton for
the (super)coset.
To apply this procedure to the AdS3 × S3 coset (5.25), we observe that g1 represents the
algebra of (5.30),
g ∈ g1 : g =
(
gl 0
0 gr
)
, gl ∈ su(2), gr ∈ su(2), (5.46)
while the elements of h1 = su(2)diag have the form[
g 0
0 g
]
, g ∈ su(2). (5.47)
7Sometimes this condition requires a modification: as we will see in section 5.4, in the case of AdS5×S5
it must be replaced by P−1MP =MT .
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This leads to two options for the automorphism J1:
J1 = ±
[
0 12×2
12×2 0
]
. (5.48)
Expression for J2 is constructed in a similar way, and putting these results together, we find
two options for the automorphism P:
P =


0 12×2 0 0
12×2 0 0 0
0 0 0 12×2
0 0 12×2 0

 or P =


0 12×2 0 0
12×2 0 0 0
0 0 0 −12×2
0 0 −12×2 0

 . (5.49)
The fermionic generators of PSU(1, 1|2)×PSU(1, 1|2) appearing in (5.41) obey the relation
f12 = −iΣ4(f21)† (5.50)
with Σ4 given in (5.33), and projection (5.44) leads to further constraints. It is convenient
to decouple f12 and f21 by working with holomorphic and anti–holomorphic coordinates.
Relations (5.45) isolate 4 + 4 components of f12 and f21 killed by P1, while P3 kills the
complementary 4 + 4 components8. Extraction of (P1, P2, P3), construction of Pλ via (5.20),
and evaluation of superdeterminant (5.19) gives the same dilaton for both choices (5.49):
eΦ = QeΦB , eΦB =
1√
[(1− α2)(1− β2)− γ2][(α˜2 − 1)(β˜2 − 1)− γ˜2]
,
Q = (1− λ2)4
[
γ + γ˜ − 4λ(1 + λ
2)
(1− λ2)2 (αβ˜ + α˜β) +
λ4 + 6λ2 + 1
(λ2 − 1)2 (αβ + α˜β˜)
]2
. (5.51)
We conclude this section by analyzing the symmetries of the metric {(5.32), (5.38)} and
the dilaton (5.51), which will be used for constructing the Ramond–Ramond fluxes. First,
it is clear that neither the metric nor the dilaton has continuous symmetries, but all NS–NS
fluxes are invariant under several discrete transformations:
S1 : α↔ β, α˜↔ β˜ ;
S2 : α↔ α˜, β ↔ β˜, γ ↔ β˜, k ↔ (−k) . (5.52)
These symmetries will be used in the next section to select a natural solution for the RR
field C2.
8Recall that even though f12 and f21 are represented by 4× 4 matrices, each of these objects has only 8
nonzero components. The details are discussed in the Appendix D.2, here we just refer to the explicit form
of the psu(1, 1|2)× psu(1, 1|2) matrix (D.18), which clearly exhibits the non–vanishing elements.
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5.3.3 Ramond–Ramond fluxes
Although the Ramond–Ramond fluxes for the lambda–deformed backgrounds can be ex-
tracted from the fermionic part of the sigma model, such problem is notoriously complicated
[141]. When similar deformation were analyzed in the past, the RR fluxes were obtained
by solving supergravity equations [68, 131, 141], and in this section we will follow the same
route. We will demonstrate that under very weak assumptions, supergravity gives the unique
expression for all fluxes.
Since the undeformed AdS3×S3 geometry is supported by the Ramond–Ramond three-
form, we assume that the situation will remain the same after the deformation, so the relevant
part of action for the type IIB supergravity reads [146]
S =
∫
d6x
√−g
[
e2Φ(R + 4(∂Φ)2)− 1
12
FmnpF
mnp
]
. (5.53)
This leads to the equations of motion
∇2e−2Φ = 0, (5.54)
∇mFmnk = 0, (5.55)
e−2Φ(Rmn + 2∇m∇nΦ) = 1
4
(
FmpqFn
pq − 1
6
gmnFspqF
spq
)
(5.56)
and the first one is solved by metric (5.32), (5.38) and the dilaton (5.51).
To construct an expression for C2, we observe that the left–hand side of the Einstein’s
equation (5.56) has the structure
P
Q2
, (5.57)
where Q is given by (5.51), and P is a polynomial in (α, β, γ, α˜, β˜, γ˜). This suggests a natural
ansatz for C2:
C2 =
1
Q
C˜µνdx
µ ∧ dxν , (5.58)
where all C˜µν are polynomials of degree two
9 in (α, β, γ, α˜, β˜, γ˜). This ansatz leaves
6× 5
2
×
[
1 + 6 + 6 +
6× 5
2
]
= 420 (5.59)
undetermined coefficients. We then found the most general solution for C˜µν following these
steps:
1. Solving equations (5.55)–(5.56) for λ = 0, when the metric and the dilaton are relatively
simple, we reduced the number of undetermined coefficients to 43.
9The degree comes from counting powers in the left–hand side of the Einstein’s equations.
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2. Solving equations (5.55)–(5.56) in the first order in λ, we reduced the number of un-
determined coefficients in the zeroth order to 42.
3. Eliminating the gauge freedom, we demonstrated that the solution at the zeroth order
in λ is unique up to a gauge transformation.
Once uniqueness of the solution for λ = 0 is demonstrated, we can choose a convenient gauge
which respects the discrete symmetries (5.52):
Cαα˜ =
k
Q
[
2− (β2 + β˜2)
]
, Cββ˜ = −
k
Q
[
2− (α2 + α˜2)] , (5.60)
Cαβ˜ = −Cβα˜ = k
γ˜ − γ
Q
, Cαγ˜ = −kβ˜
Q
, Cβγ˜ =
kα˜
Q
, Cγα˜ = −kβ
Q
, Cγβ˜ =
kα
Q
.
This solution is odd under S1 and S2. The uniqueness of the solution in the zeroth order in λ
guarantees that, up to a gauge transformation, there is a unique gauge potential C2, at least
in the perturbative expansion in powers of λ. Making a guess consistent with symmetries
(5.52), we arrive at the final solution
Cαα˜ =
kˆ
Q
[
2 + c1ββ˜ − c3(β2 + β˜2)
]
, Cαβ˜ = −Cβα˜ =
kˆ
Q
(γ˜ − γ),
Cαγ˜ =
kˆ
Q
[c2β − β˜] Cββ˜ = −
kˆ
Q
[
2 + c1αα˜− c3(α2 + α˜2)
]
, Cβγ˜ = − kˆ
Q
[c2α− α˜],
Cγα˜ = − kˆ
Q
[β − c2β˜], Cγβ˜ =
kˆ
Q
[α− c2α˜] (5.61)
c1 = 2c2c3, c2 =
2λ
1 + λ2
, c3 =
λ4 + 6λ2 + 1
(λ2 − 1)2 , kˆ =
k(1 + λ2)
1− λ2 .
Notice that, unlike the solution (5.40) with the “bosonic dilaton”, the field (5.61) has a
complicated lambda dependence, and the situation is similar in the AdS2×S2 case, which is
reviewed in the Appendix D.1. In particular, while the field (5.40) vanishes at the WZW
point (λ = 0), our solution for the supercoset (5.61) goes to a nontrivial limit, and, as we
will see in section 5.4 and in the Appendix D.1, the same phenomenon persists for AdS2×S2
and AdS5×S5.
To summarize, the λ–deformed version of AdS3×S3 is described by the metric (5.32),
(5.38), the dilaton (5.51), and the Ramond–Ramond two–form (5.61). In the next subsection
we will analyze some special cases of this geometry.
5.3.4 Special cases
The solution (5.32), (5.38), (5.51), (5.61) simplifies in several special cases, and we will briefly
discuss these interesting limits.
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The gauged WZW model is obtained by setting λ = 0:
ds2 =
k
2Λ
[
4(1− β2)dα2 + 4(1− α2)dβ2 + 8γdαdβ + (dγ − βdα− αdβ)2]+
+
k
2Λ
[
4(β˜2 − 1)dα˜2 + 4(α˜2 − 1)dβ˜2 − 8γ˜dα˜dβ˜ + (dγ˜ − β˜dα˜− α˜dβ˜)2
]
,
Λ = (1− α2)(1− β2)− γ2, Λ˜ = (α˜2 − 1)(β˜2 − 1)− γ˜2 , (5.62)
eΦ =
Q√
ΛΛ˜
eΦB , Q =
[
γ + γ˜ + αβ + α˜β˜
]2
,
C2 =
k
Q
[
(α˜dβ − β˜dα) ∧ (dγ˜ + α˜dβ˜ + β˜dα˜)− (αdβ˜ − βdα˜) ∧ (dγ + αdβ + βdα)
+(γ˜ − γ + α˜β˜ − αβ)(dα ∧ dβ˜ − dβ ∧ dα˜) + 2(dα ∧ dα˜− dβ ∧ dβ˜)
]
.
This should be contrasted with bosonic gWZW, which has the dilaton
eΦ =
1√
ΛΛ˜
(5.63)
and vanishing C2 (see (5.40)). A similar contrast is encountered in the AdS2×S2 and
AdS5×S5 cases, which discussed in section 5.4 and in the Appendix D.1.
Note that the metric (5.62) for the SO(4)/SO(3) gWZW model has been discussed in
[147, 132], where the element of the coset was defined as
g = g1(ϕ)g2(θ)g3(2t)g2(θ)g1(ϕ), (5.64)
gk(α) = exp(αTk,k+1), (Tk,k+1)
j
i = δk,iδ
j
k+1 − δk+1,iδjk, k = 1, 2, 3.
The coordinates used in (5.62) are related to the Euler angles (5.64) as
α = cosϕ cos t cos θ + sinϕ sin t,
β = cosϕ cos t cos θ − sinϕ sin t, (5.65)
γ = − cos2 ϕ sin2 t+ cos2 t(cos2 θ sin2 ϕ+ sin2 θ).
Another interesting limit is obtained by setting λ = 1. However, this limit should be
approached with a great care since denominators contain (λ2 − 1). We will follow the
procedure discussed in [69] adopting it to our coordinates. To arrive at a sensible limit,
we rescale the coordinates on the sphere as
α ∝ 1
ε
, β ∝ 1
ε
, γ ∝ 1
ε2
(5.66)
and send ε to zero. This gives the metric of the η–deformed S3 [131], and to see this, we
introduce the standard coordinates (r, φ, ϕ) by
α =
1
ε
ei(ϕ+φ)r
(1 + λ2)
√
2(1− r2) , β =
1
ε
ei(ϕ−φ)r
(1 + λ2)
√
2(1− r2) ,
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γ =
1
ε2
e2iϕ(2(1 + λ2)2 − (1− λ2)2r2)
2(1− λ4)2(1− r2) , ε→ 0. (5.67)
Performing a similar change of variables on AdS3 along with an analytic continuation
φ→ ψ, ϕ→ t, r → iρ, k → −k, (5.68)
and sending ε to zero, we arrive at the metric and the dilaton
ds2 =
h
2
( 1
1− κ2r2
[
(1− r2)dϕ2 + dr
2
1− r2
]
+ r2dφ2
+
1
1 + κ2ρ2
[
−(1 + ρ2)dt2 + dρ
2
1 + ρ2
]
+ ρ2dψ2
)
, (5.69)
eΦ = (1 + λ˜2)4
[
2(1− λ˜2)S2 cos(ϕ− t)− 4λ˜ρrS cos(φ− ψ)
]2
S2
√
(1− λ˜2)2 + (1 + λ˜2)2ρ2
√
(1− λ˜2)2 − (1 + λ˜2)2r2
,
S ≡
√
(1 + ρ2)(1− r2), κ = 1 + λ˜
2
1− λ˜2 , h =
(1− λ˜2)2
k(1 + λ˜2)
, λ˜ = iλ .
This geometry describes the η–deformed AdS3×S3 [131], and similar relations between λ–
and η–deformations have been explored in [69].
5.3.5 Alternative parameterizations
In subsections 5.3.1–5.3.3 we derived the full supergravity solutions corresponding to the λ–
deformed supercoset, but the metric for this geometry has already appeared in the literature
[137, 69]. We used the parameterization of [137], and in this subsection we will discuss
the relation with the coordinates used in [69] and discuss one more parameterization which
becomes useful for comparing AdS3×S3 and AdS5×S5 solutions.
To find the relation between our parameterization and the coordinates used in [69], we
observe that the action by H = SU(2)diag changes components of gl and gr in (5.26), but
three expressions remain invariant:
~α2 ≡
3∑
i=1
αiαi, ~β
2 ≡
3∑
i=1
βiβi, ~α · ~β ≡
3∑
i=1
αiβi . (5.70)
Although the gauge used in [69] was different from ours, we can find the map between two
sets of coordinates by matching the expressions (5.70) in two descriptions. The authors of
[69] used parameterization in terms of the Euler’s angles:
gtrig = exp[iϕσ3 ⊕ (−σ3)] exp[iζσ1 ⊕ σ1] exp[iφσ3 ⊕ σ3]. (5.71)
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Evaluating the invariants (5.70) for parameterizations (5.28)–(5.29) and (5.71), and compar-
ing the results, we arrive at the map10
α = cos(ϕ+ φ) cos ζ, β = cos(ϕ− φ) cos ζ, γ = cos 2ϕ− cos 2ϕ+ cos 2φ
2
cos2 ζ. (5.72)
Another interesting coordinate system comes from parameterizing the coset SO(4)/SO(3)
in terms of a three–dimensional vector X and an anti–symmetric 3× 3 matrix A [149, 139].
Such parameterization of SO(n+1)/SO(n) will be used in the next section for studying the
deformed AdS5×S5, so it is important to introduce similar coordinates in the present case
to make comparisons. The detailed discussion of parameterization and the gauge fixing is
presented in section 5.4.1, here we just write the result11:
g =
[
1 0
0 (1 + A)(1− A)−1
] [
b− 1 bXi
−bXi δji − bXiXj
]
, (5.73)
A =

 0 a 0−a 0 0
0 0 0

 , b = 2
1 + (Y1)2 + (Y2)2
, ~X = {Y1, 0, Y2} .
The parameterizations (5.73) and (5.26), (5.30) correspond to different representations of
SO(4), so to relate them we should compare quantities which don’t depend on the represen-
tation. We have already encountered such an object before:
DAB = Tr(TAg
−1TBg). (5.74)
To establish the map between generators, we recall that the subgroup H = SU(2)diag corre-
sponds to
T
SU(2)×SU(2)
H =
1
2
[
xaσa 0
0 xaσa
]
, T
SO(4)
H =
i√
2


0 0 0 0
0 0 x3 −x2
0 −x3 0 x1
0 x2 −x1 0

 (5.75)
and the coset generators correspond to
T
SU(2)×SU(2)
coset =
1
2
[
yaσa 0
0 −yaσa
]
, T
SO(4)
coset =
i√
2


0 y1 y2 y3
−y1 0 0 0
−y2 0 0 0
−y3 0 0 0

 (5.76)
Evaluating (5.74) for (5.73) and {(5.26), (5.30)}, using appropriate generators, and matching
the results, we arrive at the map
α =
1− aY2√
1 + a2Y
, β =
1 + aY2√
1 + a2 Y
, γ = −Y
2
1 + a
2(Y 21 − 1) + Y 22
(1 + a2) Y 2
, (5.77)
10Recall that to simplify notation we introduced α = α0 and β = β0, and all our results were written in
these variables.
11We use variables Y1 and Y2 in (5.73) to make comparison with AdS5×S5 case easier: the variable Y1 is
a counterpart of X1, and Y2 is a counterpart of X5 in (5.84).
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Y 2 = 1 + (Y1)
2 + (Y2)
2.
and its inverse
a = −
√
2(1 + γ2)− α2 − β2
α + β
, Y2 =
α− β√
2(1 + γ)− α2 − β2 ,
Y1 = −
√
2[(1− α2)(1− β2)− γ2]
[1 + αβ + γ][2(1 + γ)− (α2 + β2)] . (5.78)
The AdS coordinates are obtained by the replacement
Y1 → iY˜1, Y2 → Y2, a→ a˜. (5.79)
In coordinates (Y1, Y2, a, Y˜1, Y˜2, a˜) the dilaton becomes
eΦ = QeΦB , eΦB =
√
1 + a2Y
√
1 + a˜2Y˜
16aa˜Y1Y˜1
, Y 2 = 1 + Y 21 + Y
2
2 , Y˜
2 = 1− Y˜ 21 + Y˜ 22 ,
Q = (1− λ2)4
[
− Y
2
1 + a
2(Y 21 − 1) + Y 22
(1 + a2)Y 2
+
Y˜ 21 + a˜
2(Y˜ 21 + 1) + Y˜
2
2
(1 + a˜2)Y˜ 2
(5.80)
−8λ(1 + λ
2)
(1− λ2)2
1− aa˜Y2Y˜2√
1 + a2
√
1 + a˜2Y Y˜
+
λ4 + 6λ2 + 1
(λ2 − 1)2
(
1− a2Y 22
(1 + a2)Y 2
+
1− a˜2Y˜ 22
(1 + a˜2)Y˜ 2
)]2
.
In particular, for the gauged WZW model (λ = 0) we find
Q = 4
[
X2 + X˜2 −X2X˜2
X2X˜2
]2
. (5.81)
Notice that this expression does not depend on coordinates a and a˜, and the same phe-
nomenon is encountered in the AdS5×S5 case, see the last factor in (5.108).
5.4 Towards the deformation of AdS5×S5
In this section we apply the procedure described in section 5.2 to construct the λ–deformed
AdS5×S5 supercoset. Our final result includes the metric and the dilaton, but since the latter
looks rather complicated, we were not able to solve the equations for the Ramond–Ramond
fluxes.
Superstrings on AdS5×S5 are described by a sigma model on the supercoset [148]
PSU(2, 2|4)
SO(4, 1)× SO(5) . (5.82)
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The corresponding superalgebra is represented by 4×4 matrices, and an explicit parameter-
ization is presented in the appendix D.2. The bosonic part of the supercoset (5.82) is given
by
SU(2, 2)
SO(4, 1)
× SU(4)
SO(5)
=
SO(4, 2)
SO(4, 1)
× SO(6)
SO(5)
, (5.83)
and, as in the AdS3×S3 case, the two subgroups decouple in the metric (5.9) and in the
bosonic contribution to the dilaton (5.18). While these objects have been computed in
[139], to evaluate the fermionic contribution to the dilaton we will have to use a different
parameterization, so we begin with specifying our coordinates, finding the metric and the
bosonic dilaton for them, and comparing the results with [139]. The fermionic contribution
to the dilaton will be evaluated in section 5.4.2.
5.4.1 Metric and the bosonic dilaton
To apply the procedure outlined in section 5.2, we need an explicit form of the coset (5.83).
The most natural way to parameterize the sphere S5 = SO(6)/SO(5) is to use the Euler
angles, and such description has been used in [139], but unfortunately these coordinates
make the evaluation of the ferminonic contribution to the dilaton nearly impossible. Thus
we use the alternative coordinates introduced in [149, 139], in which all expressions remain
algebraic12.
Specifically, we write the element of SO(6) as
g =
[
1 0
0 hm
n
] [
b− 1 bXj
−bXi δji − bXiXj
]
, b =
2
1 +XmXm
, (5.84)
whereX i is a five–dimensional vector and hm
n is an element of SO(5). The defining condition
for SO(5), hTh = I, can be solved by writing h in terms of an anti-symmetric matrix A as
hm
n = [(1 + A)(1−A)−1]mn . (5.85)
The SO(5) rotations act on A and X as
A→ ΛAΛ−1, X → ΛX. (5.86)
To fix this gauge freedom, we follow the procedure discussed in [149]: first we rotate A to a
block form13:
A =


0 a 0 0 0
−a 0 0 0 0
0 0 0 b 0
0 0 −b 0 0
0 0 0 0 0

 , (5.87)
12It appears that the authors of [139] used the same coordinates while computing the metric and rewrote
the final answers in terms of the Euler’s angles. We find the algebraic coordinates more convenient.
13Notice that there is a slight difference in gauge fixing between SO(n)/SO(n − 1) for odd and even n:
matrix A has [(n− 1)/2] independent components, and there are [n/2] independent X .
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and then we use the remaining [SO(2)]2 rotations to set X2 = X4 = 0.
The so(6) algebra has 15 generators, first ten of them form so(5), while the last five
correspond to the coset. Specifically, in our parameterization, the coset generators are14
(Tα)mn = − i√
2
[
δm1δn(α−9) − δn1δm(α−9)
]
α = 11, . . . 15. (5.88)
Application of the procedure (5.17) leads to the bosonic contribution to the dilaton (5.18)
e−2ΦB =
1024a2b2(a2 − b2)2X21X23
(1 + a2)3(1 + b2)3X2
(1− λ2)3(1 + λ2)2
λ10
, (5.89)
where we defined
X2 ≡ 1 +X21 +X23 +X25 .
Note that the lambda dependence factorizes in (5.89), and this is a general feature of the
bosonic dilaton, as discussed in the end of section 5.2. Specifically, in the present case,
matrix P defined in (5.23) has the form
P =

 W (a) 0 00 W (b) 0
0 0 1

 , where W (x) ≡ (1 + x2)−1 [ 1 −x−x −1
]
. (5.90)
This matrix has eigenvalues λ−2 ± 1 and
detP =
(1− λ2)3(1 + λ2)2
λ10
. (5.91)
The metric for λ–deformation is constructed using (5.17), and the result reads
ds2(λ) =
∑
α
(eα(λ))
2, eα(λ) =
√
k(1− λ4)
2λ2
[P−1]αβe
β
(0), (5.92)
where eβ(0) refer to the frames describing the gauged WZW model (λ = 0):
e6(0) =
a2(1 + b2)X23 + (a
2 − b2)X25
a(1 + a2)(a2 − b2)X1 da+
(1 + a2)bX1
(a2 − b2)(1 + b2)db
+
1
X2
[−(X2 −X21 )dX1 +X1X3dX3 +X1X5dX5] ,
e7(0) =
da
X1(1 + a2)
, e9(0) =
db
X3(1 + b2)
, (5.93)
e10(0) = −
X5da
a(1 + a2)
− X5db
b(1 + b2)
+
1
X2
[
X1X5dX1 +X3X5dX3 − (X2 −X25 )dX5
]
,
14Recall that throughout this chapter we use hermitian generator, so the element of a group is constructed
as g = exp[iTx].
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e8(0) = −
a(1 + b2)X3da
(1 + a2)(a2 − b2) −
(1 + a2)b2X21 − (a2 − b2)X25
b(1 + b2)(a2 − b2)X3 db
+
1
X2
[
X1X3dX1 − (X2 −X23 )dX3 +X3X5dX5
]
.
The AdS5 counterparts of the metric and the dilaton are obtained by an analytic continuation
X1 → iX1, X3 → iX3, k → −k, (5.94)
and the corresponding frames are denoted by e1(0),. . . ,e
5
(0).
5.4.2 Fermionic dilaton: general discussion
Although the SO(6)/SO(5) representation (5.84) of the five–dimensional sphere is very in-
tuitive, the construction of the supercoset (5.82) requires embedding of SO(6) into SU(4)
and identifying the fermionic degrees of freedom corresponding to the supercoset. We begin
with finding the SU(4) matrices in parameterization (5.84).
The SU(4) matrices g describe a representation of SO(6), which acts on anti–symmetric
4× 4 matrices A as
A→ gAgT . (5.95)
Specifically, starting with the fundamental representation of SO(6) acting on six–dimensional
vectors (x1, x2, x3, y1, y2, y3), one can construct matrix A as
A =


0 x3 − iy3 −x2 + iy2 x1 + iy1
−x3 + iy3 0 x1 − iy1 x2 + iy2
x2 − iy2 −x1 + iy1 0 x3 + iy3
−x1 − iy1 −x2 − iy2 −x3 − iy3 0

 . (5.96)
The generators of SU(4) are hermitian 4×4 matrices, and to proceed with the coset construc-
tion, we need to identify the elements tα corresponding to the generators (5.88). Comparing
the action Tα on (x1, x2, x3, y1, y2, y3) and the action of g ∈ su(4) on (5.96), we find
T αcα =
1
2


c13 c14 + ic11 c15 + ic12 0
c14 − ic11 −c13 0 −c15 − ic12
c15 − ic12 0 −c13 c14 + ic11
0 ic12 − c15 c14 − ic11 c13

 . (5.97)
All generators of SU(4), including (5.97), are hermitian, while generators of SU(2, 2) satisfy
the modified hermiticity relation
(TA)
† = ΣTAΣ, Σ =
[
0 σ3
σ3 0
]
. (5.98)
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For example, the counterparts of the coset generators (5.97) are obtained by an analytic
continuation
c11 → ic˜11, c12 → ic˜12, c13 → ic˜13, c14 → ic˜14, c15 → c˜15. (5.99)
To proceed we need to construct an automorphism J1 which satisfies (5.42) for all gener-
ators g ∈ su(4) with the exception of (5.97). While it is easy to find this J1 for 6×6 matrices
and coset generators (5.88) (specifically, J1 = ±diag(−1, 1, 1, 1, 1)), such matrix does not
exist in the four–dimensional representation of so(6), and the closest analog of (5.42) is
J−11 gJ1 = g
T , J1 =


0 0 0 1
0 0 1 0
0 −1 0 0
−1 0 0 0

 . (5.100)
This means that condition (5.44) will be modified as
P−1MP =MT , (5.101)
and such grading is a familiar feature of PSU(2, 2|4) (see, for example, [142] for a detailed
discussion). In our parameterization,
P =
[
J1 0
0 J1
]
, (5.102)
and the detailed discussion of fermions projected out by (5.102) and relation to other con-
ventions used in the literature is presented in the Appendix D.2. Here we only mention that
if 8× 8 supercoset matrix is written as
M =
[
A B
C D
]
, B ≡
[
b1 b2
b3 b4
]
, C ≡
[
c1 c2
c3 c4
]
= −i
[
b†3σ3 b
†
1σ3
b†4σ3 b
†
2σ3
]
, (5.103)
then projector P3 entering Pλ (5.20) selects the components satisfying an additional relation
(D.23):
C =
[ −[σ1b4σ1]T [σ1b2σ1]T
[σ1b3σ1]
T [σ1b1σ1]
T
]
. (5.104)
The last ingredient for constructing the fermionic contribution to the dilaton is the ex-
plicit expression for the element of SU(4)/SO(5) in the gauge (5.84), (5.87):
gS =
1
∆S


1 b ab a
−b 1 a −ab
ab −a 1 −b
−a −ab b 1




1− iX3 X1 −iX5 0
−X1 1 + iX3 0 iX5
−iX5 0 1 + iX3 X1
0 iX5 −X1 1− iX3


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(5.105)
∆S =
√
1 + a2
√
1 + b2
√
1 + (X1)2 + (X3)2 + (X5)2 .
The element of SU(2, 2)/SO(4, 1) is obtained by making the analytic continuation (5.94) in
the last expression. Notice that the symmetry
X1 ↔ X3, a↔ b, (5.106)
which was obvious in the SO(6) parameterization (5.84), (5.87), is less explicit in (5.105).
Evaluation of the fermionic contribution to the dilaton involves a straightforward but
tedious calculation of the determinant
det[(Adf − 1− (λ−2 − 1)Pλ)|fˆ1⊕fˆ3 ], (5.107)
and the results are rather complicated. We collect them and discuss some of their features
in the next two subsections.
5.4.3 Dilaton for the gauged WZW model
Geometry with λ = 0 describes the gauged WZW model, and the solution in this case is
given by the frames (5.93), along with their AdS5 counterpart and the dilaton
e−2Φ = 220
a2b2(a2 − b2)2X21X23
(1 + a2)3(1 + b2)3X2
a˜2b˜2(a˜2 − b˜2)2X˜21X˜23
(1 + a˜2)3(1 + b˜2)3X˜2
[
X2X˜2
X2 + X˜2 −X2X˜2
]8
(5.108)
X2 = 1 +X21 +X
2
3 +X
2
5 , X˜
2 = 1− X˜21 − X˜23 + X˜25 .
The bosonic contribution to the dilaton is obtained by dropping the expression in the brack-
ets, and the bosonic coset does not require any Ramond–Ramond fluxes. The situation
for the supercoset is different, as we have already seen in the AdS3×S3 case: the Ramond–
Ramond fluxes are turned on even at λ = 0. In the present case we were not able to construct
the fluxes explicitly, but we verified that the solution (5.93)–(5.108) can be supported by F5.
Recall that the stress–energy tensor for the self–dual five–form,
Tmn =
1
96
FmabcdFn
abcd (5.109)
satisfies the Rainich conditions [150]15 :
Tm
m ≡ Tr T = 0, Tr T 3 = 0, Tr T 5 = 0, Tr T 7 = 0, TrT 9 = 0, (5.110)
15For a recent discussion of the original Rainich conditions for electromagnetism and their generalizations
to higher dimensions see, for example, [151].
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and for geometry supported only by the dilaton and the metric the Tmn can be expressed
as16
Tmn = Rmn + 2∇m∇nΦ. (5.111)
The right–hand side vanishes for the “bosonic” dilaton, while for the full solution (5.108) it
gives a nontrivial result which satisfies the constraints (5.110). It would be very interesting
to find the corresponding flux F5.
5.4.4 Special cases for λ 6= 0
Although the dilaton for arbitrary values of λ can be computed by evaluating the appropriate
determinants, unfortunately the results are not very illuminating. In this subsection we will
collect the answers for some special cases which give manageable expressions. Since the
general expression for the bosonic dilaton is already given by (5.89), we will focus only on
the fermionic contribution to (5.16):
e2ΦF = det[(Adf − 1− (λ−2 − 1)Pλ)|fˆ1⊕fˆ3 ] . (5.112)
First we observe that at λ = 0 the expression for e2ΦF depends only on Xk and X˜k. While
this property does not hold for general values of λ, setting a = a˜ = b = b˜ we still find an
interesting result:
e2ΦF
∣∣∣
a=a˜=b=b˜=0
=
[
(1− µXX˜)2 − (1−X2)(1− X˜2)
X2X˜2
]8
, µ ≡ 2λ
λ2 + 1
. (5.113)
In the opposite case, where all X are switched off, the expression is much more complicated,
for example at λ = 1 it has the form
e2ΦF
∣∣∣
Xm=X˜m=0,λ=1
= F 12
[
8F − 2 + (FP−1 − 2)2 − 2(P1 − 1)2 + 2P2
]2
, (5.114)
F ≡ (a2 + 1)(b2 + 1)(a˜2 + 1)(b˜2 + 1),
Pk ≡ (a2 + 1)k + (b2 + 1)k + (a˜2 + 1)k + (b˜2 + 1)k.
In particular, we observe that the last expression is fully symmetric under interchanging
the elements of the list (a, b, a˜, b˜). This property persists for all values of λ, as long as
Xm = X˜m = 0, but the general expression is not very illuminating, so we will not write it
here.
The last two interesting cases corresponds to looking only at the sphere or only at the
AdS space:
e2ΦF
∣∣∣
S
=
[
(AB − µX)2 + µ2[(AbX3)2 + (aBX1)2 − a2b2X2]
A2B2X2
]8
,
16In this chapter we are working in the string frame.
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e2ΦF
∣∣∣
AdS
=
[
(A˜B˜ − µX˜)2 − µ2[(A˜b˜X˜3)2 + (a˜B˜X˜1)2 + a˜2b˜2X˜2]
A˜2B˜2X˜2
]8
, (5.115)
A =
√
1 + a2, B =
√
1 + b2, A˜ =
√
1 + a˜2, B˜ =
√
1 + b˜2 .
The complexity of our results beyond λ = 0 suggests that the full solution for the λ–
deformation of AdS5×S5 cannot be constructed unless one finds better coordinates, and we
leave this problem for future investigation.
5.5 Discussion
In this chapter we have constructed the supergravity background describing the λ–deformation
of AdS3×S3 supercoset and reported some progress towards the analogous result for AdS5×S5.
Our main result is summarized by equations (5.38), (5.32), (5.51), (5.61). In the AdS5×S5
case we have constructed the metric and the dilaton describing the supercoset, and while the
results presented in section 5.4 are rather complicated, there are striking similarities with
lower–dimensional cases. For example, at the WZW point, where the expression (5.108) for
the ten–dimensional dilaton is rather simple, one finds a very close analogy with the six–
dimensional case (5.81), and we hope that a further exploration of such analogies will lead
to construction of full gravity solution for the deformed AdS5×S5.
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chapter 6
GENERALIZED λ–DEFORMATIONS OF AdSp × Sp
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In the previous chapter we explored λ-deformation and constructed new families of in-
tegrable string theories each depending on one parameter, now we extend our analysis to a
deformation depending on several parameters, the generalized λ-deformation. In particular,
in this chapter we study analytical properties of the generalized λ-deformation and construct
the explicit backgrounds corresponding to AdSp×Sp, including the Ramond-Ramond fluxes.
For an arbitrary coset, we find the general form of the R-matrix underlying the deforma-
tion, and prove that the dilaton is not modified by the deformation, while the frames are
multiplied by a constant matrix. Our explicit solutions describe families of integrable string
theories depending on several continuous parameters.
This chapter is based on the results published in [5] and has the following organization.
In section 6.2 we review the procedure for finding the generalized λ–deformation introduced
in [154]. This construction is based on solutions of the classical modified Yang–Baxter
equation, and in section 6.3 we find large classes of such solutions for general cosets G/F ,
as well as the most general solutions that can be used to deform string theory on AdSp×Sp
(p = 2, 3, 5). We also construct very large classes of graded R–matrices, which can be used
for extending the procedure of [154] to supercosets, along the lines of the analysis presented
in [136]. In section 6.4.1 we uncover some analytical properties of the deformed metric and
the dilaton, which are applicable to all cosets. The remainder of section 6.4 is devoted
to constructing the supergravity backgrounds supporting the generalized λ–deformations of
AdSp×Sp. Appendix E.1 is devoted to exploration of analytical properties of a matrix that
plays a pivotal role in constructing the generalized λ–deformations.
6.1 Introduction
The last few years witnessed an impressive progress in finding new families of integrable
string theories. Initially integrability was discovered in isolated models, such as strings on
AdSp×Sq [16, 41, 145, 126], and in their extensions called beta deformations [9]. Recent
developments, stimulated by the mathematical literature [152], led to construction of very
large classes of integrable string theories. One of the approaches originated from studies
of the Yang–Baxter sigma models [127, 128, 129], and it culminated in construction of
new integrable string theories, which became known as η–deformations [130, 131, 132]. A
different approach originated from the desire to relate two classes of solvable systems, the
Wess–Zumino–Witten [134] and the Principal Chiral [153] sigma models, and it culminated
in the discovery of a one–parameter family of integrable conformal field theories, which
has WZW and PCM as its endpoints [135, 137]1. Such line of conformal field theories
becomes especially interesting when the PCM point represents a string theory on AdSp×Sq
space, and the corresponding families, which became known as λ–deformations, have been
subjects of intensive investigations [139, 69, 136, 141, 140]. Recently the powers of the two
approaches were combined to construct the generalized λ–deformations [154]2, the largest
1See [138] for earlier work in this direction.
2See [69] for the earlier exploration of the connection between the η and λ deformations.
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class on integrable string theories known to date, which encompasses all earlier examples. In
this chapter we study the generalized λ–deformations of cosets with a special emphasis on
describing integrable extensions of strings on AdS2×S2, AdS3×S3, and AdS5×S5.
While the procedure for constructing the generalized λ–deformation has been outlined in
[154], its practical implementation presents some technical challenges. Moreover, just as in
the case of the standard λ– and η–deformations, the CFT construction gives only the NS–NS
fields, and evaluation of the Ramond–Ramond fluxes relies on supergravity computations.
On the CFT side one encounters two types of challenges: construction of the classical R–
matrix, which is the central element of the generalized λ–deformation, and evaluation of the
modified metric. R–matrices are solutions of the modified classical Yang–Baxter equation
(mCYB), and while many examples have been studied in the literature [155, 127], the full
classification of R–matrices is still missing. In section 6.3 we find a rather general class of
solutions of the mCYB equation for arbitrary cosets G/F , and for specific examples arising
in the description of strings on AdSp×Sp we construct all solutions. Keeping in mind that
the prescription of [154] might have a counterpart involving supercosets (as it happened
in the case of the ordinary λ–deformation [136, 141, 4]), we also find a large class of R–
matrices solving the graded mCYB equation, which governs the deformations of supercosets.
Deforming various supercosets using such matrices would be an interesting topic for future
work.
Finding the R–matrices is not the only technical challenge associated with the generalized
λ–deformation. While the procedure for finding the metric is algorithmic, and in principle it
can be applied to any coset3, the calculations can be tedious, and one finds a lot of ‘accidental
cancellations’ in the final results. Such surprises have been encountered in the past [137, 139],
and in some instances they have been explained on a case-by-case basis [139]. In section 6.4
we demonstrate that the ‘accidental cancellations’ are guaranteed by the symmetries of
the underlying problem, thus they must be present for all deformations, and they can be
used to drastically simplify the calculations. Even apart from this practical usefulness, our
study of hidden symmetries contributes to the general analytical understanding of integrable
deformations.
Application of the algebraic procedure outlined in [154] yields the metric and the dilaton
for the deformed backgrounds, but recovery of the Ramond–Ramond fluxes from the sigma
model is a very complicated task [141]. In practice, it is much easier to find such fluxes
by solving the supergravity equations of motion, and in the past this technique has been
successfully implemented for several families of integrable string theories [131, 137, 139, 4].
Following the same path in section 6.4, we recover the fluxes supporting the generalized
λ–deformation of AdS2×S2 and AdS3×S3. Interestingly, the construction of [154] does not
allow one to deform AdS5×S5 unless a trivial R–matrix is chosen.
3In practice, the difficulty of such ‘brute force’ calculation grows exponentially with the size of the coset
and the number of deformation parameters. This presents an additional motivation for understanding the
hidden symmetries of the problem and for simplifying the calculations.
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6.2 Review of the generalized λ-deformation
Lambda deformations of the Principal Chiral Models (PCM) were introduced in [135] and
further studied in [136, 137, 139, 69, 141, 4]. Application of such deformation to any PCM
leads to a one–parameter family of integrable conformal field theories. This deformation
was generalized to a larger family in [154], and we begin with reviewing this construction
following section 5 of [154].
The λ deformation interpolated between Conformal Field Theories described by a Prin-
cipal Chiral Model (PCM) and a Wess–Zumino–Witten model (WZW), and we begin with
looking at the WZW side:
SWZW,k(g) =
k
4π
∫
Σ
d2σRa+R
a
− −
k
24π
∫
B
fabcR
a ∧ Rb ∧ Rc, ∂B = Σ. (6.1)
Here g ∈ G is an element of some group G with generators Ta, k is the level of the WZW
model, R± are the right-invariant Maurer-Cartan forms,
Ra± = −iTr(T a∂±gg−1) , (6.2)
and fabc are the structure constants:
[Ta, Tb] = ifab
cTc . (6.3)
To construct the λ deformation one adds the action (6.1) to a generalized PCM on a group
manifold4,
SgPCM(gˆ) =
k
2π
∫
d2σEabR
a
+(gˆ)R
b
−(gˆ), gˆ ∈ G , (6.4)
and gauges away half of the degrees of freedom in the resulting sum5. Parameters Eab in
(6.4) represent an arbitrary constant matrix, and later its form will be restricted by the
requirements of conformal invariance and integrability. The gauging procedure in the sum
of (6.1) and (6.4) leads to the action [138, 154]
Sk,λ(g) = SWZW,k(g) +
k
2π
∫
d2σLa+(λˆ
−1 −D)−1Rb−, (6.5)
where6
λˆ−1 = E + I, Dab = Tr(TagTbg
−1), La± = iTr(Tag
−1∂±g), R
a
µ = DabL
b
µ. (6.6)
4In comparison with [154] we have rescaled the constant coefficients Eab by k so the level of the WZW
appears as an overall factor in the sum of (6.1) and (6.4). Such rescaling simplifies the formulas associated
with λ–deformation.
5See [154] for more details.
6Following [154], we denote the matrix appearing in (6.5), (6.6) by λˆ to distinguish it from the scalar
deformation parameter λ.
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Application of this prescription to the standard PCM,
Eab =
κ2
k
δab, λˆ
−1 =
k + κ2
k
I, (6.7)
leads to a one-parameter λ–deformation, and integrability of the corresponding conformal
field theory (6.5) was demonstrated in [135]. It is clear that the sigma model (6.5) would
not be integrable for a generic matrix E, but the authors of [154] found a large class of
integrable models extending (6.7). We begin with reviewing this construction for groups,
and then discuss the cosets, which will be the main objects of our study.
Generalized λ-deformation for groups.
To arrive at an integrable deformation (6.5), one should start with an integrable gener-
alized PCM (6.4), and this already imposes severe restrictions on the constant matrix Eab.
Extending the standard choice (6.7), one can start with the action of the η–deformed PCM
[127]:
SgPCM =
1
2πt˜
∫
d2σRT+(I − η˜R)−1R−, η > 0. (6.8)
As demonstrated in [127], this model is integrable, as long as the constant matrix R satisfies
the modified classical Yang-Baxter (mCYB) equation7
[RA,RB]−R([RA,B] + [A,RB]) = −c2[A,B], A, B ∈ g, c ∈ C. (6.9)
Then the interpolating model (6.5) with
EY B =
1
t˜
(I − η˜R)−1 (6.10)
is integrable as well, and it is called the generalized λ-deformation of (6.8) [154].
Generalized λ-deformation for cosets.
The authors of [154] also extended the construction of the generalized λ-deformation to
cosets G/F by defining
E = EH ⊕ EG/F , EF = 0, EG/F = 1
t˜
(I − η˜R)−1, g = f+ l, (6.11)
This ansatz for E leads to inconsistent equations of motion for (6.5) unless all elements of
the coset satisfy the constraint [154]8:
([RX, Y ] + [X,RY ])|f = 0, X, Y ∈ l. (6.12)
7The constant matrix R satisfying the Yang-Baxter equation is called the Yang-Baxter operator or the
R–matrix. In this work we use both names.
8This constraint is multiplied by η˜, but since we are interested in the deformed theory, η˜ 6= 0
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Assuming that this constraint is satisfied, the equations of motion for the action (6.5) with
the matrix E from (6.11) can be written as the integrability condition of a Lax pair (see
[154] for details).
To summarize, the generalized λ deformation can be defined on cosets, but integrability
puts a severe restriction (6.12) on the Yang-Baxter operator R. In the next section we
will consider several cosets arising in the type II string theory and discuss the corresponding
Yang-Baxter operators R solving the modified classical Yang-Baxter (mCYB) equation (6.9)
and the coset constraint (6.12). Then in section 6.4 we will use these solutions to embed the
generalized λ deformations of the corresponding cosets into supergravity.
6.3 R-matrices for Lie algebras and cosets
In string theory integrability was discovered by studying strings on AdSp×Sq [41, 145, 126]
and the corresponding CFTs are the Principal Chiral models on various cosets. In this
chapter we are interested in the generalized λ deformations of such backgrounds, so as
outlined in the last section, we should find the Yang–Baxter operators R satisfying the
mCYB equation (6.9) and the constraint (6.12) on the relevant coset. In subsection 6.3.1
we will discuss some general features of such operators, and in the remaining part of this
section we will apply this construction to the specific cosets arising in string theory.
6.3.1 General construction
The generalized λ deformation reviewed in section 6.2 is based on the Yang-Baxter operator
satisfying the mCYB equation (6.9)9,
[RX,RY ]−R([RX, Y ] + [X,RY ]) = [X, Y ], X, Y ∈ g, (6.13)
and the constraint (6.12)
([RX˜, Y˜ ] + [X˜,RY˜ ])|f = 0, g = f+ l, X˜, Y˜ ∈ l . (6.14)
We further impose the skew-symmetry condition
(RX, Y )g + (X,RY )g = 0, (6.15)
where (., .)g is the Killing-Cartan form on the Lie algebra. While acting on generators Ta,
the operator R can be viewed as a tensor with one lower and one upper index (Rba) and the
skew-symmetry condition (6.15) means that
Rab = −Rba . (6.16)
9We set c = i in (6.9).
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Finding the most general solution of (6.13) for an arbitrary group is an open problem,
but one solution is well-known [127], and now we will introduce its generalization. We will
also find the most general solution of (6.13)–(6.15) for specific cosets arising in string theory.
Equations (6.13), (6.16) in the adjoint representation imply that Rab is a real antisym-
metric matrix, so it can be diagonalized using a unitary rotation, and all its eigenvalues
are imaginary. In particular, some of these eigenvalues might vanish, then equation (6.13)
implies that the corresponding eigenvectors (which are generators of g) must commute. Thus
we conclude that the kernel of operator Rba is a subset of the Cartan subalgebra h and
rankR ≥ dim g− rank g . (6.17)
The standard solution of the classical Yang–Baxter equation [127] corresponds to the case
where the last inequality saturates, so the kernel ofRba coincides with the Cartan subalgebra:
RHi = 0 for all Hi ∈ h. (6.18)
Looking at an arbitrary X = H from this subalgebra, and representing this generator as an
operator Hˆ acting in the adjoint representation, we can rewrite (6.13) as
−RHˆRY = HˆY. (6.19)
If Y is an eigenvector of R with an eigenvalue λY , then HˆY is an eigenvector with an
eigenvalue − 1
λY
for any Hˆ.
To proceed, we expand the eigenvector Y in the Weyl–Cartan basis,
Y =
∑
ck|α(k)〉, (6.20)
where each |α(k)〉 is an eigenvector of all Cartan generators10. Focusing on a particular Cartan
generator Hˆi, we conclude that [Hˆi]
NY is an eigenvector of R, which is dominated by |α(k)〉
with the largest eigenvalue of Hˆi. Removing this vector and repeating the argument for the
second largest eigenvalue and so on, one can demonstrate that all |α(k)〉 are eigenvectors of
R. In other words, we have shown that matrix R must be diagonal in the Cartan–Weyl
basis.
Let us now specify the Cartan–Weyl basis in more detail. Any semisimple Lie algebra
admits a decomposition into the Cartan generators Hi and ladder operators Eα so that the
full commutation relations have the form
[Hi, Hj] = 0, [Hi, Eα] = αiEα, [Eα, Eβ] = eα,βEα+β, [Eα, E−α] =
∑
i
α˜iHi . (6.21)
In the expansion (6.20) the generator Eα was denoted as |α(k)〉. By an appropriate rescaling
of the ladder operators one can go to a more restrictive Chevalley basis, but such specification
10Equation (6.21) gives a more explicit expression, but it is not needed here.
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will not play any role in our discussion. As we have demonstrated, relation (6.18) implies
that the R–matrix must be diagonal in the basis (6.21), this leads to the explicit form of the
Yang–Baxter operator:
RHi = 0, REα = λαEα (6.22)
Substitution into (6.19) leads to λα = ±i, and application of the Yang–Baxter equation
(6.13) to (X, Y ) = (Eα, Eβ) gives a constraint on the eigenvalues
λαλβ − λα+β(λα + λβ) = 1. (6.23)
In particular, λαλ−α = 1, so the Yang–Baxter operator becomes:
RHi = 0, REα = −iEα, RE−α = iE−α, (6.24)
where α are positive roots. This construction is known as the canonical R–matrix, and we
have derived it from (6.18), which in turn follows from the assumption that the inequality
(6.17) saturates.
The canonical R–matrix (6.24) can be easily generalized by modifying the first relation
in (6.24), and such extension will play an important role in the analysis presented in the rest
of this section. Specifically, it is clear that equation (6.13) is solved by
RHi = RijHj, REα = −iEα, RE−α = iE−α (6.25)
for an arbitrary matrix Ri
j . In other words, the R–matrix can be modified in the Cartan
subalgebra11. Notice that for the deformation (6.24) the inequality (6.17) is replaced by
rankR = dim g− rank g + rankR . (6.26)
For future reference we also give the real form of (6.25):
Bα =
i√
2
(Eα + E−α), Cα =
1√
2
(Eα − E−α),
RHi = RijHj, RBα = Cα, RCα = −Bα, (6.27)
The undeformed version of this solution (i.e., the one with R = 0) has been widely discussed
in the literature [127, 156], and the general form of (6.27) will be used later in this section.
While (6.24) was the most general solution with saturated inequality (6.17), the construc-
tion (6.25) is just one possible option for non–saturating (6.17), and later we will present
explicit examples of R–matrices which do not fit into (6.25). However, we will now demon-
strate that any solution that can be obtained as a continuous perturbation of (6.24) must
have the form (6.25).
11A similar construction has been discussed in the mathematical literature [156].
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Let us start with the canonical solution (6.24), which will be called R0, and perturb it
by εR1 with a small parameter ε. Applying (6.13) to two elements of the Cartan subalgebra
((X, Y ) ∈ h) and expanding the result to the first order in ε, we find a system of linear
constraints on R1:
−R0([R1X, Y ] + [X,R1Y ]) = 0, X, Y ∈ h, (6.28)
Clearly, our ansatz (6.25) solves these constraints with
R1Hi = RijHj, R1Eα = 0, R1E−α = 0,
and since equations (6.28) are linear in R1, one can always subtract an appropriate solution
(6.25) to ensure that R1X has a trivial projection on the Cartan subalgebra. In other words,
without the loss of generality, we can write
R1X =
∑
α
cX(α)Eα , (6.29)
where sum is extended over all roots of the Lie algebra, and cX(α) are some numerical
coefficients. Substitution into (6.28) gives
−
∑
α
[−cX(α)Y (α) + cY (α)X(α)
][
R0Eα
]
= 0, (6.30)
where coefficients X(α) are defined using the commutation relations (6.21):
[X,Eα] =
[∑
i
xiHi, Eα
]
= Eα
∑
i
xiαi ⇒ [X,Eα] ≡ X(α)Eα. (6.31)
Since the roots Eα are eigenvectors of R0 (recall (6.24)), and they are linearly independent,
equation (6.30) implies that12
cX(α) = X(α)
cY (α)
Y (α)
≡ c(α)X(α) . (6.32)
Substitution into (6.29) leads to
R1X =
∑
α
X(α)c(α)Eα , (6.33)
where c(α) depends on the root, but not on the element X of the Cartan subalgebra. To
complete the argument, we define
X˜ ≡ X − ε
∑
α
X(α)c(α)
[
Eα
R0Eα
]
Eα . (6.34)
12For every root α we can always start with Y ∈ g, such that Y (α) 6= 0, so the right hand side of (6.32)
is well-defined.
137
Notice that relations (6.24) for R0 imply that expressions in the square brackets are c–
numbers equal to ±i. Using (6.24), we conclude that
(R0 + εR1)X˜ = O(ε2), (6.35)
so in the leading order in ε operator R has the same number of zero modes as R0, so the
solution is still given by (6.24), but the Cartan subalgebra is rotated by (6.34). To simplify
the discussion we started with equation (6.29) by subtracting the part of R1 that acts on
the Cartan subalgebra, and in general equations (6.33) and (6.35) are replaced by
R1X = RX +
∑
α
X(α)c(α)Eα ,
(R0 + εR1)X˜ = εRX˜ +O(ε2), (6.36)
while equation (6.34) remains the same. Here R is an operator mapping the Cartan subal-
gebra on itself, so equation (6.36) is a perturbative expansion of (6.25).
To summarize, we have demonstrated that the most general solution of the mCYB equa-
tion (6.13) with rankR = dim g−rank g is given by (6.24), and its most general perturbation
fits the ansatz (6.25). It would be interesting to find the most general solution of the mCYB
equation without relying on perturbative argument, but such investigation is beyond the
scope of this work.
So far we have focused on the Yang–Baxter equation (6.13) and have ignored the coset
constraint (6.14). This leads to the expression (6.25), which is not sensitive to the choice
of the coset, but condition (6.14) projects out some solutions. If fact, as we will see in
subsection 6.3.4, in the case of the SO(6)/SO(5) coset the constraint (6.14) eliminates all
solutions preventing the construction of the generalized λ–deformation for AdS5×S5. Note
that while the construction (6.25) can be applied to any Cartan subalgebra and all resulting
R–matrices would be related by a group rotation, a specific embedding of the subgroup F
removes equivalence between different choices of the Cartan subalgebra. Thus the constraint
(6.14) should be imposed on the R–matrices which have the form (6.25) for at least one
Cartan subalgebra. Starting with one Cartan subalgebra, applying the prescription (6.25),
and rotating the result by an arbitrary element of the group, one constructs the most general
R–matrix in the class (6.25), which depends on N parameters with
N =
r(r − 1)
2
+ (d− r), r = rank g, d = dim g. (6.37)
The constraint (6.14) should be imposed in the end.
We conclude this subsection by presenting an explicit example of the construction (6.25),
(6.14) for the simplest coset SU(2)/U(1). Since SU(2) has a one–dimensional Cartan subal-
gebra, the antisymmetric matrix Rij entering (6.25) must be trivial, so in the real basis the
R–matrix has only two non–zero elements:
R12 = −R21 = 1. (6.38)
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Rotation by a group element leads to a more general matrix in terms of the Euler angles
R =

 0 cos θ sin θ cosφ− cos θ 0 sin θ sin φ
− sin θ cos φ − sin θ sinφ 0

 . (6.39)
Direct calculation shows that this is the most general solution of the Yang–Baxter equation
(6.13). The coset constraint (6.14) is satisfied trivially.
In the next few subsections we will discuss some examples of cosets arising in string
theory.
6.3.2 Solution for SO(3)/SO(2)
Let us discuss the most general solutions of the modified Yang-Baxter equation for the cosets
SO(3)/SO(2) and SO(2,1)/SO(1,1), which arise in the deformation of AdS2×S2. Strings on
this background are described by the supercoset psu(1, 1|2) [157], whose bosonic sector is
represented by two 2× 2 matrices gu(2), gu(1,1):
gpsu(1,1) =
[
gu(1,1) 0
0 gu(2)
]
, g†
u(1,1)Σ gu(1,1) = Σ, g
†
u(2)gu(2) = I, Σ =
[
1 0
0 −1
]
.
We will use the following explicit parameterization of generators13:
gu(1,1) =
[
F1 + F4 F2 + iF3
−F2 + iF3 −F1 + F4
]
, gu(2) =
[
F13 + F16 F14 + iF15
F14 − iF15 −F13 + F16
]
. (6.40)
U(2) subgroup has two–dimensional Cartan subalgebra spanned by (F13, F16), and the con-
struction (6.24) gives
RU(2) =


0 0 0 a
0 0 1 0
0 −1 0 0
−a 0 0 0

 . (6.41)
Rotation by a general group element gives
RU(2) =


0 cos γ sin θ sin γ sin θ a
− cos γ sin θ 0 cos θ −a sin γ tan θ
− sin γ sin θ − cos θ 0 a cos γ tan θ
−a a sin γ tan θ −a cos γ tan θ 0

 , (6.42)
and direct calculation shows that this is the most general R–matrix for U(2). Choosing the
subgroup F spanned by (F13, F16), one can check that the constraint (6.14) is satisfied.
13Labels 6-12 are usually reserved for the fermionic generators.
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The R–matrix for U(1,1) is obtained by rotating the counterpart of (6.41) by an appro-
priate group element, and the result is
RU(1,1) =


0 cos γ sinh ξ sin γ sinh ξ a
− cos γ sinh ξ 0 cosh ξ a sin γ tanh ξ
− sin γ sinh ξ − cosh ξ 0 −a cos γ tanh ξ
−a −a sin γ tanh ξ a cos γ tanh ξ 0

 . (6.43)
While constructing the integrable deformations of strings on AdS2×S2, one can obtain the
fields for U(1,1)/U(1) by analytic continuation of the result for U(2)/U(1). This is slightly
easier than performing a separate calculations using (6.43), but the answers are the same.
6.3.3 Solution for SO(4)/SO(3)
Next, we consider the coset
SO(4)
SO(3)
=
SU(2)L × SU(2)R
SU(2)diag
. (6.44)
This coset, along with its counterpart SO(2, 2)/SO(1, 1), arises in description of strings on
AdS3×S3.
To simplify the evaluation of the R–matrix we pick the following generators of SU(2)×SU(2)
T [SU(2)]
2
= {TL, TR}, TLi =
[
σi 0
0 0
]
, TRi =
[
0 0
0 σi
]
, (6.45)
where σi are the Pauli matrices. The subgroup SU(2)diag is generated by
T diagi =
1
2
[
σi 0
0 σi
]
. (6.46)
Starting with the most general antisymmetric R matrix
R =
[
A B
−BT C
]
(6.47)
and performing an SU(2)diag rotation, we can put the antisymmetric matrix A in the form
A =

 0 0 00 0 1
0 −1 0

 (6.48)
An additional rotation in the 2–3 plane can be used to set B31 = 0.
Direct substitution of (6.47) into the modified Yang-Baxter equation (6.13) and the coset
constraint (6.14) leads to three families of the R matrices and one special solution R4:
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R1 =


0 0 0 a 0 0
0 0 1 0 0 0
0 −1 0 0 0 0
−a 0 0 0 0 0
0 0 0 0 0 −1
0 0 0 0 1 0


, R2 =


0 0 0 i b −ib
0 0 1 0 ic c
0 −1 0 0 c −ic
−i 0 0 0 b −ib
−b −ic −c −b 0 −1
ib −c ic ib 1 0


R3 =


0 0 0 −i b ib
0 0 1 0 0 0
0 −1 0 0 0 0
i 0 0 0 b ib
−b 0 0 −b 0 −1
−ib 0 0 −ib 1 0


, R4 =


0 0 0 i 0 0
0 0 1 0 i 1
0 −1 0 0 −1 i
−i 0 0 0 0 0
0 −i 1 0 0 1
0 −1 −i 0 −1 0


, (6.49)
As expected from the general analysis of subsection 6.3.1, only R1, which fits the ansatz
(6.25), can be continuously connected to the canonical solution (6.24). All other matrices
are complex, and they cannot be transformed into R1 or into each other by any action of
SU(2)×SU(2) (recall that g ∈ SU(2)×SU(2) acts as a rotation R → gRg−1). Since matrices
R2,3,4 are complex, they are not acting in a proper real section of the SU(2)×SU(2) algebra,
so they will not play any role in our construction. Interestingly, the generalized canonical
solution (6.25) exhausts all real R matrices. While this result was proven in subsection 6.3.1
using perturbative techniques, the current example suggests that it might hold in general.
On the other hand, example (6.49) illustrates that in complexified algebras solution (6.25)
is not unique beyond perturbation theory. It would be interesting to study the counterparts
of R2,3,4 for other complexified algebras.
6.3.4 Absence of solution for SO(6)/SO(5)
Finally let us apply the construction (6.25) to the coset
SO(6)
SO(5)
, (6.50)
which arises in description of strings on AdS5×S5.
The generators of SO(6) are defined as
(Tmn)ab = δmaδnb − δmbδna, m, n, a, b = 1, ..., 6, (6.51)
the Cartan subgroup is three–dimensional, and it can be represented by
H = {T23, T45, T61}. (6.52)
The standard diagonalization procedure leads to twelve roots:
αα = {(0, a, b), (a, 0, b), (a, b, 0)}, a, b = ±1. (6.53)
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A root will be considered positive if the first non-zero entry is positive, and for such roots
prescription (6.25) gives REα = −iEα. For negative roots we have RE−α = iE−α. Since
SO(6) has rank three, the antisymmetric matrix Rij appearing in (6.25) has only one non–
zero element.
Next we should specify the subgroup and check the coset constraint (6.14). Instead of
choosing a particular subgroup, we parametrize the entire family of SO(5) embeddings, which
are in the one–to–one correspondence with the unit vectors in R6. In the simplest case of
the unit vector with only one nontrivial component v1 = 1, the coset generators are given by
(T
(cos,0)
i )ab = δiaδ1b − δibδ1a, i = 2, ..., 6, (6.54)
and in general we find
T (cos) = (gSO(6))−1T (cos,0)gSO(6) (6.55)
The SO(6) group element is parameterized in terms of the Euler angles as [147]
gSO(n) =
n∏
i=1
1∏
j=i
gj(θ
i
j), gk(x) = exp
[
xTn+1−k,n+1−(k+1)
]
. (6.56)
and the independent choices of the cosets (6.55) correspond to θi,5. Plugging the extended
canonical R–matrix (6.25) into the coset constraint (6.14) we find that there are no solutions,
which means that the coset SO(6)/SO(5) does not satisfy the coset constraint, and it is
impossible to construct the generalized λ deformation of AdS5×S5.
6.3.5 Graded Yang-Baxter equation
Although in this chapter we are focusing on deformations of bosonic cosets, in the future it
might be interesting to extend the generalized lambda deformation to supercosets describing
string theories on AdSp×Sp [157, 144, 148]. For the ordinary lambda deformation this has
been done in [136], but the generalized deformation is more involved. However, preliminary
analysis indicates that an extension to supercoset would involve the graded Yang-Baxter
equation, and in this subsection we will briefly discuss its properties and some solutions.
To define the Yang-Baxter equation on superalgebras and supercosets, one replaces the
commutators in (6.9) by the graded commutators
[RX,RY } − R([RX, Y }+ [X,RY }) = −c2[X, Y }, A, B ∈ g, c ∈ C. (6.57)
To define the graded commutator we start with supermatrices X, Y written in the block
form
X =
[
A B
C D
]
, Y =
[
E F
G H
]
, (6.58)
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where the blocks in the left upper and right bottom corners are called even (bosonic), and the
blocks in the right upper and left bottom corners - odd (fermionic). If terms of supermatrices
(6.58) the graded commutator is [143]
[X, Y } =
[
AE +BG− EA+ FC AF +BH −EB − FD
CE +DG−GA−HC CF +DH +GB −HD
]
. (6.59)
The generalized canonical R–matrix for the supercoset can be constructed by a simple ex-
tension of (6.25). After choosing bosonic Cartan subalgebras for blocks A and B in (6.58),
we find the roots and the counterparts of the ladder operators Eα in (6.21),
[Hi, Eα} = αiEα, (6.60)
but now some of Eα are fermionic. Direct calculation shows that the R–matrix
RHi = RijHj, REα = −iEα, RE−α = iE−α (6.61)
solves the graded Yang-Baxter equation (6.57). Let us present an explicit solution for the
superalgebra psu(1, 1|2), which arises in description of strings on AdS2×S2 [157].
The superalgebra psu(1, 1|2) is defined in terms of the 4× 4 supermatrices
M =
[
A B
C D
]
(6.62)
subject to constraint[
A B
C D
]
=
[
ΣA†Σ−1 −iΣC†
−iB†Σ−1 D†
]
, Σ = diag(1,−1). (6.63)
Parameterizing such matrix as
M =


F1 + F4 F2 + iF3 F5 + iF6 F7 + iF8
−F2 + iF3 −F1 + F4 F9 + iF10 F11 + iF12
−iF5 − F6 iF9 + F10 F13 + F16 F14 + iF15
−iF7 − F8 iF11 + F12 F14 − iF15 −F13 + F16

 (6.64)
and choosing the canonical solution (6.61) with R = 0, we find 6× 2 nonzero elements
R23 = 1, R14,15 = 1, R5,6 = R7,8 = −R9,10 = −R11,12 = −i, Rab = −Rba . (6.65)
In the alternative parametrization of the psu(1, 1|2) matrix in terms of the holomorphic
variables, which is often used in the literature [69],
M =


F1 + F4 F2 + iF3 iF8 F5
−F2 + iF3 −F1 + F4 iF6 F7
iF9 −iF11 F13 + F16 F14 + iF15
F10 −F12 F14 − iF15 −F13 + F16

 . (6.66)
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the R–matrix is
R23 = 1, R14,15 = 1, R9,8 = R5,10 = −R11,6 = −R7,12 = i
2
, Rab = −Rba . (6.67)
Supercoset (6.66) has been used to construct the standard λ–deformation of strings on
AdS2×S2, and the generalized λ–deformation would be based on the solution (6.67) of the
modified Classical Yang–Baxter equation (6.57). However, before constructing such solu-
tions one should prove that the resulting deformed supercoset leads to integrable theories,
as was done for the standard λ deformation in [136], and such analysis is beyond the scope
of this work. In the remaining part of this chapter we will focus on bosonic cosets.
6.4 SUGRA embeddings of the generalized λ–deformations
The general construction reviewed in section 6.2 gives the bosonic part of the string action
(6.1), (6.5) for the integrable λ–deformation, and in this section we will extract metric and the
dilaton from these expressions. After introducing the general procedure in subsection 6.4.1,
we use it to derive the deformations of AdS2×S2 and AdS3×S3 in subsections 6.4.2 and 6.4.3.
As in the case of integrable deformations encountered earlier [131, 137, 139, 69, 141, 4], the
Ramond–Ramond fluxes are recovered from solving the equations of motion of supergravity
rather than from the fermionic part of the sigma model14.
6.4.1 General construction
We begin with constructing the metric and the dilaton for deformations of arbitrary cosets
G/F . To do so, we need three ingredients from section 6.2: the matrix Dab, the left–
invariant form L parameterizing the coset, and the matrix λˆ−1 specifying the deformation.
These ingredients are given by (6.6) and (6.11)15:
Dab = Tr(TagTbg
−1), La = iTr(Tag
−1dg),
λˆ−1 = (I − P )EG(I − P ) + I, EG = 1
t˜
(I − η˜R)−1 . (6.68)
Here P is the projector on the subgroup F , R is a solution of the modified Classical Yang–
Baxter equation (6.13) satisfying the constraint (6.12), and (t˜, η˜) are free parameters. The
authors of [154] introduced two convenient parameters (λ, ζ) instead of (t˜, η˜),
t˜ =
λ
(1− λ) , η˜ = −
ζ(2t˜+ 1)
2t˜
, (6.69)
14It has been shown in [141] that the extraction of the RR fluxes from the fermionic part of the sigma
model is notoriously complicated.
15Most results of this subsection would apply to any matrix EG, not only the one given in by (6.68).
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and to compare with the existing literature, our final solution will be expressed in terms
of (λ, ζ). Note, however, that the deformation depends on (λ, ζ) and all free parameters
appearing in the R–matrix, so the generalized λ–deformation can produce very large families
of integrable string theories.
The metric can be extracted from the symmetric part of the action (6.1), (6.5)16:
ds2 =
k
4π
LT [I −DD − (DD)T ]L, D ≡ [D − λˆ−1]−1 . (6.70)
To rewrite this in terms of frames, we perform some algebraic manipulations which lead to
ds2 =
k
4π
LT (λˆ−1 −D)−1[λˆ−1λˆ−T − I](λˆ−1 −D)−TL. (6.71)
In the case of the isotropic deformation, where λˆ is proportional to the identity matrix, the
expression in the square brackets is a constant, so the frames are given by
e =
√
k(λ−2 − 1)
4π
[λˆ−1 −D]−TL. (6.72)
In general we begin with diagonalizing the symmetric matrix λˆ−1λˆ−T using an orthogonal
transformation A:
λˆ−1λˆ−T = AΛ−2AT , AAT = I, (6.73)
then the metric (6.71) can be recovered from the frames
e =
√
k
4π
√
Λ−2 − IAT [λˆ−1 −D]−TL. (6.74)
Note that a general n× n matrix λˆ−1 can be parameterized in terms of a diagonal matrix Λ
and two orthogonal matrices A, B:
λˆ−1 = AΛ−1B, AAT = I, BBT = I , (6.75)
and for computational purposes we will use a slightly different but equivalent expression for
the frames:
e =
√
k
4π
√
I − Λ2[(I −DT λˆT )B−1]−1L. (6.76)
The dilaton is defined analogously to the regular λ-deformation [137]
e−2Φ = e−2Φ0det[λˆ−1 −D]. (6.77)
One can also extract the Kalb–Ramond field by taking an antisymmetric part of the action
(6.5), but such B field vanishes in all our examples, so it will not be discussed further.
Expressions (6.74) and (6.77) have some remarkable properties which follow from the
structure of matrices D and λˆ. As shown in the appendix,
16Here we expressed everything in terms of L using R = DL and the orthogonality relation DTD = 1.
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For any coset G/F there exists a canonical gauge, where matrix D = [D− λˆ−1]−1
has three properties:
(i) matrix (I − P )D(I − P ) has constant entries;
(ii) matrix D(I−P ) factorizes as D(I−P ) = ST , where S does not depend on
the deformation, and T is a constant matrix;
(iii) the dependences upon coordinates and constant deformation parameters
factorizes in [detD].
The canonical gauge is defined by the commutation relations (E.5), and such gauge will be
imposed throughout this chapter. We will now demonstrate that properties (i)–(iii) lead to
drastic simplifications in the frames (6.74) and in the dilaton (6.77).
The implication for the dilaton is obvious: property (iii) ensures that the deformation
parameters appear in (6.77) only in a constant prefactor, and thus they can be absorbed
into a shift of Φ0. For specific examples this property has been seen in [139], but the
analysis presented in the appendix establishes the factorization in full generality. It is worth
mentioning that in the case of the ordinary λ–deformation (i.e., for ζ = 0), the metric (6.70)
can support two integrable string theories: one is based on the coset construction, and its
dilaton is given by (6.77) [137, 139], while the alternative is based on super–coset, and the
resulting dilaton does not factorize between the coordinates and the deformation parameters
[136, 69, 141, 4]. It would be very interesting to find the supercoset counterpart of (6.77) for
nonzero ζ , but such investigation is beyond the scope of this work.
To find the implications of the properties (ii)–(iii) for the frames, we rewrite equation
(6.74) as
e = −
√
k
4π
√
Λ−2 − IATDTL. (6.78)
Recalling that P λˆ−1 = λˆ−1P = P (see (6.68)), we conclude that matrices (A,B,Λ) in (6.75)
can be chosen in such a way that17
PA = AP = P, PB = BP = B, ⇒ PΛ = ΛP = P. (6.79)
Introducing an explicit split between the generators of the subgroup F and the coset G/F ,
one can rewrite (6.79) more explicitly:
A =
[
I 0
0 A˜
]
, B =
[
I 0
0 B˜
]
, Λ =
[
I 0
0 Λ˜
]
. (6.80)
Relations (6.79) imply that
√
Λ−2 − I = (I − P )
√
Λ−2 − I(I − P ), (6.81)
17Since matrix λˆ−1 has degenerate eigenvalues, relation (6.73) does not define A uniquely. In addition,
one has a freedom of permuting eigenvalues, and equation (6.79) would be satisfied only for a particular
ordering.
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then, using the property P T = P , the frames (6.78) can be rewritten as
e = −
√
k
4π
[I − P ]√Λ−2 − IAT
[
D[I − P ]
]T
L. (6.82)
Application of the property (iii) leads to the final result:
e = −
√
k
4π
[I − P ]
(√
Λ−2 − I[TA]T
)(
STL
)
. (6.83)
Equation (6.83) has three distinct matrix factors. The first one ensures that frames point
only along the coset directions. The second factor depends on the deformation, but not on
the spacetime. The last factor gives the frames of the undeformed background, and it is
not modified by the deformation. Thus application of the generalized λ–deformation (6.68)
simply rotates the frames by constant matrices. This feature has been observed for several
explicit examples [137, 139], but it is proven in full generality by the analysis presented here
and in the Appendix.
6.4.2 Deformation of AdS2×S2
In this subsection we embed the generalized λ-deformation of SU(2)
U(1)
× SU(1,1)
U(1)
into the type IIB
supergravity. First we discuss the coset G/F ≡ SU(2)/U(1) corresponding to the sphere,
and the AdS part of the geometry will be obtained by an analytic continuation.
The embedding of F = U(1) into G = SU(2) is unique up to an SU(2) rotation, so
without loss of generality we choose the generators of F and G/F as
F : {σ3} , G/F : {σ1, σ2} . (6.84)
A general element of SU(2) can be written as
g = ei(φ1−φ2)σ3/2eiωσ1ei(φ1+φ2)σ3/2 , (6.85)
and the gauge freedom corresponding to U(1) is fixed by setting φ2 = 0. As discussed in the
end of subsection 6.3.1, the R–matrix for SU(2) is unique up to a global rotations param-
eterized by two Euler angles (see (6.39)), but since we have already chosen the embedding
of F into G, the deformations related by global rotations may not be equivalent. Since
the rotation in (σ1, σ2) plane does not distort the embedding (6.84), R–matrices (6.39) with
different angles φ lead to equivalent deformations, but dependence on the parameter θ is
nontrivial. Thus the most general deformation of the SU(2)/U(1) coset is parameterized by
the R–matrix
R =

 0 cos θ sin θ− cos θ 0 0
− sin θ 0 0

 . (6.86)
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We begin with discussion of the simplest deformation with θ = 0, and we will comment on
the general case in the end of this subsection. The deformation matrix λˆ is evaluated using
equations (6.68), (6.69) and the projector
P =

 0 0 00 0 0
0 0 1

 . (6.87)
Then equation (6.76) gives the explicit expression for the frames, and to simplify them, we
introduce new coordinates (p, q) following [69]:
ω = arccos
√
p2 + q2, φ1 = arccos
p√
p2 + q2
. (6.88)
The frames become
ei = U ije
j
(0), e
1
(0) =
√
k
2π(1− p2 − q2)dp, e
2
(0) =
√
k
2π(1− p2 − q2)dq, (6.89)
U ij =
1√
(1− λ2)(4λ2 + (1 + λ)2ζ2)
[ −(1 + λ)(ζ2 + λ(2 + ζ2)) ζ(1− λ2)
−(1 − λ2)ζ −2(1 − λ)λ
]
,
where i, j = 1, 2. The metric and the SU(2) contribution to the dilaton (see (6.77)) are
2πk−1ds2S =
(1 + λ)2(1 + ζ2)dp2 + 2(1− λ2)ζdpdq + (1− λ)2dq2
(1− p2 − q2)(1− λ2) , (6.90)
e−2ΦS = 1− p2 − q2. (6.91)
The AdS2 counterparts of the metric and the dilaton are found by performing the analytic
continuation which has been used in the case of the regular λ deformation [137],
q → iy, p→ x, k → −k , (6.92)
and the result is
2πk−1ds2AdS = −
(1 + λ)2(1 + ζ2)dx2 + 2i(1− λ2)ζdxdy − (1− λ)2dy2
(1− x2 + y2)(1− λ2) .
e−2ΦAdS = −(1− x2 + y2). (6.93)
Note that the dilaton is real since we are working in the domain where 1− x2 + y2 < 0.
The Ramond–Ramond fluxes can be found by solving the equations of motion for type
IIB supergravity
∇2e−2Φ = 0,
∂m
(√−gFmn) = 0,
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Rmn + 2∇m∇nΦ = e
2Φ
2
(
FmkFn
k − 1
4
gmnFijF
ij
)
, (6.94)
and the result is18
F (2) = c1[Sζ(dxdp− idydq)− S−1dxdq] + c2[Sζ(idxdp+ dydq) + S−1dydp],
S =
√
1− λ2
4λ+ (1 + λ)2ζ2
, c21 + c
2
2 =
2k
π
. (6.95)
Notice that the metric (6.93) and the flux (6.95) are complex unless ζ = 0. This is a
peculiar feature of the generalized lambda deformation of AdS2×S2, which does no persist
for AdS3×S3 (the metric and the fluxed are real there). Although the metric (6.93) can be
made real by an additional continuation of y (y → iy), this procedure is not very appealing
since even the undeformed metric (λ = ζ = 0) has a wrong signature (2,2) and a wrong
isometry SO(3)×SO(3). Moreover, the fluxes remain complex.
To compare the geometry (6.90), (6.93) with the standard lambda deformation con-
structed in [137], we rescale coordinates by a convenient quantity [69]
κ =
1− λ
1 + λ
(6.96)
This leads to the solution
2π
k
ds2 =
dp2 + (dq + ζdp)2
1− κp2 − κ−1q2 −
dx2 − (dy − iζdx)2
1− κx2 + κ−1y2 (6.97)
F (2) = c1[Sζ(κdxdp− iκ−1dydq)− S−1dxdq] + c2[Sζ(iκdxdp+ κ−1dydq) + S−1dydp]
e2Φ = − 1
(1− κp2 − κ−1q2)(1− κx2 + κ−1y2) ,
which generalizes the geometry (2.7) of [141].
For the standard λ deformation (i.e., for ζ = 0), the AdS2×S2 geometry is recovered
in the limit of small κ [69], and application of such limit to (6.97) leads to a very simple
ζ–dependence after some shifts and rescaling of coordinates. Indeed, the leading order in κ
is
2π
kκ
ds2 = −dp
2 + (dq + ζdp)2
q2
− dx
2 − (dy − iζdx)2
y2
(6.98)
F (2) =
c1√
κ
[−iS˜ζdydq − S˜−1dxdq] + c2√
κ
[S˜ζdydq + S˜−1dydp]
e2Φ =
κ2
q2y2
, S˜ =
1√
1 + ζ2
18For example, one can start for the λ-deformation, which corresponds to ζ = 0, and develop the pertur-
bation theory in ζ.
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In the new coordinates defined as
x˜ =
1
1 + ζ2
[
x+
iζy
1 + ζ2
]
, p˜ =
1
1 + ζ2
[
p+
ζq
1− ζ2
]
, (6.99)
the metric and fluxes become real, and ζ appears only in the radius of the AdS2×S2 and in
the overall normalization of the fluxes:
2π
kκ
ds2 =
1
1 + ζ2
[
−dp˜
2 + dq2
q2
− dx˜
2 − dy2
y2
]
, e2Φ =
κ2
q2y2
,
F (2) =
1 + ζ2√
κ
[−c1dx˜dq + c2dydp˜], c21 + c22 =
2k
π
. (6.100)
To summarize, the generalized λ–deformation of AdS2×S2 is given by (6.97). For generic
values of λ and nonzero ζ the fluxes and metric are complex, if one insists on the correct
signature. In the λ = 1 limit one finds the real solution (6.100), and apart from a very simple
ζ dependence, it coincides with analytic continuation of AdS2×S2 discussed in [141].
We conclude this subsection by writing the solution corresponding to the general R–
matrix (6.86). To simplify the result, it is convenient to redefine the deformation parameters
as
a =
4λ2 + (1− cos2 θ(1− λ))(1 + λ)2ζ2
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 , b = −
2 cos θλ(1− λ2)ζ
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 ,
c =
λ(4λ+ (1 + λ)2ζ2)
4λ+ (1− cos2 θ(1− λ))(1 + λ)2ζ2 , (6.101)
This brings matrix λˆ into a simple form,
λˆ =

 a −b 0b c 0
0 0 1

 . (6.102)
and the deformed metric becomes
2πk−1ds2S =
(1 + b2 + ac+ a + c)dp2 + 4bdpdq + (1 + b2 + ac− a− c)dq2
(1− b2 − ac− a + c)(1− p2 − q2) . (6.103)
The expressions for the fluxes are not very illuminating.
6.4.3 Deformation of AdS3×S3
In this subsection we construct SUGRA embedding of the generalized lambda-deformation
based on the coset
SU(2)× SU(2)
SU(2)diag
× SU(1, 1)× SU(1, 1)
SU(1, 1)diag
. (6.104)
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The element of the first coset can be conveniently parameterized as (5.30)
g =
(
gl 0
0 gr
)
, g†g = I (6.105)
with
gl =
[
α0 + iα3 α2 + iα1
−α2 + iα1 α0 − iα3
]
, gr =
[
β0 + iβ3 β2 + iβ1
−β2 + iβ1 β0 − iβ3
]
. (6.106)
The variables αk, βk introduced in [137] are subject to two constraints∑
(αk)
2 = 1,
∑
(βk)
2 = 1. (6.107)
Following [137], we fix the gauge for SU(2)diag by setting
α2 = α3 = β3 = 0, (6.108)
and solve the constraints (6.107) by introducing a convenient variable γ:
β1 ≡ γ√
1− α20
, α1 =
√
1− α20, β2 =
√
1− β20 −
γ2
1− α20
. (6.109)
Note that the three remaining coordinates α ≡ α0, β ≡ β0 and γ have the following ranges
(5.35):
0 < α2 < 1, 0 < β2 < 1, γ2 < (1− α2)(1− β2) . (6.110)
The generators corresponding to the subgroup and the coset are related to (6.45) by a linear
transformation:
F : Ta =
1
2
[
σa 0
0 σa
]
=
1
2
[TLa + T
R
a ], a = 1, 2, 3;
G/F : Tα =
1
2
[
σα−3 0
0 −σα−3
]
=
1
2
[TLα−3 + T
R
α−3], α = 4, 5, 6. (6.111)
In this basis the matrix R1 from (6.49) becomes
R =


0 0 0 0 −1 0
0 0 0 1 0 0
0 0 0 0 0 a
0 −1 0 0 0 0
1 0 0 0 0 0
0 0 −a 0 0 0


. (6.112)
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The deformation matrix λˆ is obtained from (6.68), (6.69), where the projector on the sub-
group is
P =
[
I3×3 0
0 0
]
. (6.113)
Evaluation of frames using (6.76) gives
e4(0) = −
dα√
1− α2 , e
5
(0) =
[
γdα + (1− α2)dβ
γ′
√
1− α2
]
, e6(0) = −
βdα+ αdβ − dγ
γ′
,
e4 = c1e
4
(0), e
5 = c1e
5
(0), e
6 = c2e
6
(0), (6.114)
c1 =
√
k
2π
√
(1 + λ)(ζ2 + λ(2 + ζ2))
λ(1− λ) , c2 =
√
k
2π
√
λ(1− λ)
(1 + λ)(2λ+ a2ζ2(1 + λ))
.
where we defined
γ′ =
√
(1− α2)(1− β2)− γ2. (6.115)
Interestingly, the frames (6.114) depend on λ and ζ only through constant prefactors, exactly
as it happened for the standard λ–deformation [137, 139]. This feature is guaranteed by the
general discussion presented in subsection 6.4.1. Frames (6.114) exhibit one more interesting
feature19: four parameters (k, λ, a, ζ) appear only through two independent combinations
(c1, c2). This implies that the generalized lambda deformation describes the same set of
geometies as its standard counterpart [137, 139]. It would be very interesting to see whether
the same feature persists for other cosets.
The AdS counterpart of (6.114) is obtained by performing an analytic continuation (5.34)
α→ α˜, β → β˜, γ → γ˜, k → −k, (6.116)
and changing the the range of coordinates from (6.110) to (5.36)
1 < α˜2, 1 < β˜2, γ˜2 < (α˜2 − 1)(β˜2 − 1). (6.117)
Relation (6.77) gives the dilaton
e−2Φ = e−2Φ0γ′γ˜′ , (6.118)
and for the Ramond–Ramond fluxes, we take a simple ansatz inspired by the regular λ–
deformation [137]:
F (3) = Cγ′γ˜′
[
e3(0) ∧ e4(0) ∧ e5(0) + e1(0) ∧ e2(0) ∧ e6(0)
]
. (6.119)
19We thank Ben Hoare for making this observation.
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Here C is an unknown constant, which is determined by solving the equations of type IIB
supergravity reduced to six dimensions:
∇2e−2Φ = 0,
∂m
(√−gFmnp) = 0,
Rmn + 2∇m∇nΦ = e
2Φ
4
(
FmklFn
kl − 1
6
gmnFijkF
ijk
)
. (6.120)
The final answer is
C =
k
√
16λ3 + 2(1 + a2)λ(1 + λ)3 + a2(1 + λ)4ζ4
√
ζ2 + λ(2 + ζ2)
4π(1− λ)λ√2λ+ a2ζ2(1 + λ) . (6.121)
and in contrast to the deformation of AdS2×S2, the solution (6.114), (6.116), (6.119), (6.121)
is real.
6.5 Discussion
In this chapter we have elaborated on the general procedure of constructing generalized λ–
deformations of coset CFTs, and we have found several explicit solutions relevant for string
theory. The main results of this chapter can be separated into three categories.
In section 6.3 we found rather general solutions of the modified classical Yang–Baxter
(mCYB) equation for arbitrary cosets and supercosets, and we also constructed the most
general R–matrices for the cosets arising in string theory. It would be very interesting to
find the most general solutions of the mCYB for any (super)coset and to apply the results
of our section 6.3.5 toward generalizing the λ–deformation of supercosets discussed in [136].
The second category of our results concerns insights into the analytical structure of the
generalized λ–deformations. In section 6.4.1 we demonstrated that under and arbitrary
deformation of an arbitrary coset, the frames are rotated by a constant matrix and the
dilaton is multiplied by a constant factor. These properties have been observed a-posteriori
in several specific examples [137, 139], but our general proof allows one to drastically simplify
calculations by focusing on the relevant constant matrices rather than evaluating coordinate–
dependent frames.
Finally, in sections 6.4.2, 6.4.3 we constructed the generalized λ–deformations of AdS2×S2
and AdS3×S3, including the relevant Ramond–Ramond fluxes. Interestingly, while the solu-
tion corresponding to AdS3×S3 is real, the deformation of AdS2×S2 leads to complex metric
and fluxes. It would be interesting to get a better analytical understanding of this phe-
nomenon. In the AdS5×S5 case we demonstrated that the construction introduced in [154]
does not lead to new solutions beyond the standard λ–deformation.
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chapter 7
SUMMARY OF THE RESULTS
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Gauge/gravity duality relates two very different physical theories, in its most studied
example the AdS/CFT correspondence, it relates string theory on five dimensional anti-de
Sitter space to N=4 supersymmetric Yang-Mills theory. This duality provides a powerful
toolkit for studying two biggest puzzles of the modern theoretical physics: strongly coupled
systems and quantum gravity, and connects seemingly unconnected objects such as black
holes and quark gluon plasma. Many applications of string theory to strongly coupled sys-
tems comes from the fact that it is a strong-weak duality: when quantum fields are strongly
interacting, their gravitational duals are weakly interacting, which are more tractable with
the current mathematical tools. The duality also allows to apply string theory to many as-
pects of nuclear and condensed matter physics. Moreover, it works the other way around and
provides a non-perturbative formulation of string theory on some particular backgrounds,
which allows to use the well-developed tools such as conformal field theory to study quantum
gravity, in particular black holes.
During the past 15 years rapid progress has been made in exploring the duality, and the
key to this progress has been integrability of gravity/gauge pair of models. Integrability is
a wonderful (and very rare in particle physics and gravity) property of some theories to be
exactly solvable, which allows to determine spectrum and other observables without relying
on the traditional perturbative expansions. It not only leads to drastic simplifications, but
also allows to compute observables which were previously inaccessible by all practical means.
In this thesis we study integrability on the gravity side and it would be very interesting
to understand what happens on the gauge theory side.
Chapters 2, 3 and 4 are mostly devoted to studying integrability (hidden symmetries) of
the point–like particles, geodesics; and the dynamics of strings is investigated in Chapters
5, 6.
7.1 Geodesics in D–brane backgrounds and Killing tensors
Integrability is directly related to separability of equations of motion, so in Chapter 2 we used
this fact and studied separability of equations of motion governing the dynamics of massless
(the Hamilton–Jacobi equation) and massive (the Klein–Gordon equation) geodesics on back-
grounds produced by various configurations of (supersymmetric) D–branes. In particular we
considered geometries produced by:
• a single type of D branes in Section 2.3;
• static configurations of Dp and Dp+ 4 branes in Section 2.5;
• stationary D1–D5 branes in Section 2.6;
• bubbling geometries in Section 2.7.
Surprisingly, it turned out that in all cases separability happened only in the elliptic coordi-
nates. Moreover, in Section 2.8 we showed that the standard parametrization of AdSp × Sq
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can be identified with the elliptic coordinates on the flat base. Our analysis concluded that
there are no new integrable geometries produced by D branes and the search should be
extended beyond supersymmetric cases. The results have been published in [1].
A logical extension of our analysis was to investigate non–supersymmetric backgrounds,
the largest class of which is governed by the black holes solutions. Furthermore, it is known
that the most convenient way of studying hidden symmetries of such geometries is to use
so–called Killing tensors. In Chapter 3 we followed this approach.
Killing tensors encode symmetries beyond isometries and provide a set of conserved
quantities along with the coordinates in which the corresponding equations of motion (the
Hamilton–Jacobi and Klein-Gordon equations) separate. Killing–Yano tensors, on the other
hand, are connected to separability of the Dirac equation. In Section 3.2 we first analyzed
general properties of Killing–(Yano) tensors and provided prescription for constructing con-
served quantities starting from a single Killing tensor based on analysis of its eigenvalues.
Next, we showed that Killing tensors in higher dimensions are always associated with ellip-
soidal coordinates. Using the developed framework in Section 3.3 we wrote in a compact
form the Killing–(Yano) tensors for rotating black holes in any dimensions.
As a next step in Section 3.4 we extended this analysis to charged black holes in string
theory, which required analysis of Killing–(Yano) tensors (and Killing vectors) under string
dualities. In particular we showed that:
• Killing vectors depending on the direction of T duality are usually destroyed by the
duality;
• Killing vectors with trivial dependence of the duality direction survive through the T
duality;
• Killing–(Yano) tensors are usually destroyed by T duality, moreover the Killing–Yano
equation gets modified.
In Section 3.5 we used this analysis to construct Killing–(Yano) tensors for the most general
singly charged rotating black hole in any number of dimensions and several cases of charged
rotating black holes with two charges. The results of Chapter 3 were published in [2].
Finally in Chapter 4 we applied the framework of Killing tensors to study symmetries of
black holes with non–spherical topology, the black rings. We showed that a peculiar symme-
try of the five–dimensional black ring - separability of the base - cannot occur in dimensions
higher than five. We also constructed supersymmetric solutions that have symmetries of 5D
supersymmetric black ring and showed that they do not have event horizons. These results
were published in [3].
7.2 Integrable λ–deformations
Another direction in constructing integrable string theories originated from the idea of de-
forming already known integrable backgrounds while preserving the desired hidden symme-
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tries, the method of integrable deformations. This method has been very successful and
resulted in constructing several very non–trivial integrable string theories, some of which are
not only non–supersymmetric, but not possessing any isometries at all!
One of the recent developments, the λ–deformation interpolates between two integrable
theories – the Principal Chiral model and the Wess-Zumino-Witten model. Moreover there
are two different ways of deforming the models: based on cosets and supercosets. Inter-
estingly they give the same metric, but different configuration of other fields. While the
coset-based deformations have been constructed some time ago, constructing the supercoset-
based ones was technically challenging, and only one such deformation based on AdS2 × S2
supercoset has been constructed until not a long time ago. So in Chapter 5 we constructed
λ-deformation based on the AdS3 × S3 supercoset and made some progress in constructing
the deformation based on the AdS5 × S5 supercoset. Out results were published in [4].
Next, in Chapter 6 we extended our analysis to so–called generalized λ-deformation,
which deforms already deformed integrable backgrounds. In this way one obtains defor-
mations depending on several continuous parameters. The first deformation is performed
using so–called R-matrix and the second one, λ–deformation, imposes severe constraints on
the R–matrix, so in Section 6.3 we investigated such constraints and extended the analysis
to supersymmetric (graded) R–matrices, which might be used in constructing generalized
λ–deformations based on supercosets.
Furthermore, in Section 6.4.1 we proved several interesting analytical properties of (gen-
eralized) λ–deformations, which have been conjectured in the literature before. We demon-
strated that under arbitrary deformation of an arbitrary coset:
• frames composing the metric are rotated by a constant matrix,
• the dilaton is multiplied by a constant factor.
These properties have been observed in several specific cases, but our proof allows to sig-
nificantly simplify calculations by focusing on constant matrices rather than computing
coordinate-dependent frames.
Finally, in Section 6.4.2 and Section 6.4.3 we constructed the generalized λ–deformations
of AdS2 × S2 and AdS3 × S3 cosets, including the relevant Ramond–Ramond fluxes. Inter-
estingly, while the solution corresponding to AdS3×S3 is real, the deformation of AdS2×S2
leads to complex metric and fluxes. It would be very interesting to get a better analytical
understanding of this phenomenon.
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appendix a
APPENDIX FOR (NON)-INTEGRABILITY OF GEODESICS
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A.1 Examples of separable Hamilton–Jacobi equations
In this appendix we provide some technical details pertaining to derivation of the results
presented in sections 2.2 and 2.3. In particular, we write down the explicit expressions for
SL on the sphere (A.7), the complete integral for R in the elliptic coordinates (A.16) and
make the connection between the holomorphic function introduced in (2.64) and the standard
elliptic coordinates (2.18).
A.1.1 Motion on a sphere
While discussing separation of variables in the Hamilton–Jacobi equation, on several occa-
sions we have encountered equation
hij
∂S
(k)
Lk
∂yi
∂S
(k)
Lk
∂yj
= L2k, (A.1)
on a k–dimensional sphere Sk (see, for example, (2.13), (2.44)). In this appendix we will
write the complete integral of (2.44) using induction.
Writing the metric on Sk as
hijdy
idyj = dy2k + sin
2 ykdΩ
2
k−1, (A.2)
and splitting S
(k)
L as
S
(k)
Lk
(y1, . . . , yk) = Fk(yk) + S
(k−1)
Lk−1
(y1, . . . , yk−1), (A.3)
we can rewrite equation (A.1) as
(F ′k)
2 +
L2k−1
sin2 yk
= L2k, (A.4)
hij
∂S
(k−1)
Lk−1
∂yi
∂S
(k−1)
Lk−1
∂yj
= L2k−1, (A.5)
Solving the first equation1,
Fk =
∫
dyk
sin yk
√
L2k sin
2 yk − L2k−1, (A.6)
and applying induction, we arrive at the complete integral of (A.1) that depends on k
parameters Lj:
S
(k)
Lk
(y1, . . . , yk) =
k∑
j=2
∫
dyj
sin yj
√
L2j sin
2 yk − L2j−1 + L1y1. (A.7)
This explicit solution should be substituted into (2.11).
1Although the integral in (A.6) can be performed, the result is not very illuminating.
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A.1.2 Two–center potential and elliptic coordinates
In section 2.2 we reviewed separation of variables in elliptic coordinates, and here we present
some details of that construction.
The motion of a particle in the geometry produced by two stacks of Dp branes is governed
by the Hamilton–Jacobi equation (2.17)
(∂rR)
2 +
1
r2
(∂θR)
2 +
L2
r2 sin2 θ
+Hpµp
µ = 0, (A.8)
where H is given by (2.15)
H = a+
Q
ρ6−p+
+
Q
ρ6−p−
, ρ± =
√
r2 + d2 ± 2rd cos θ (A.9)
To rewrite (A.8) in terms the elliptic coordinates (ξ, η) defined by (2.18), we notice that (A.8)
can be viewed as a Hamilton–Jacobi equation corresponding to an effective Lagrangian for
r and θ:
Leff = r˙
2 + r2θ˙2 − L
2
r2 sin2 θ
−Hpµpµ. (A.10)
Rewriting the last expression in terms of ξ, η,
Leff = d
2(ξ2 − η2)
[
ξ˙2
ξ2 − 1 +
η˙2
1− η2
]
− L
2
d2(ξ2 − 1)(1− η2) −Hpµp
µ (A.11)
and going back to the Hamilton–Jacobi equation for S(ξ, η), we find
1
d2(ξ2 − η2)
[
(ξ2 − 1)(∂ξR)2 + (1− η2)(∂ηR)2 +
(
1
ξ2 − 1 +
1
1− η2
)
L2
]
+Hpµp
µ = 0.
(A.12)
This equation separates in variables (ξ, η) is and only if
(ξ2 − η2)H = U1(ξ) + U2(η). (A.13)
Rewriting the harmonic function (A.9) in terms of elliptic coordinates, we find that the left
hand side of the last expression,
(ξ2 − η2)H = (ξ2 − η2)
[
a+
Q
[d(ξ + η)]6−p
+
Q
[d(ξ − η)]6−p
]
, (A.14)
separates only for p = 5. In this case equation (A.12) becomes[
(ξ2 − 1)(∂ξR)2 + L
2
ξ2 − 1 + pµp
µ(aξ2 + 2Qξ)
]
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+[
(1− η2)(∂ηR)2 + L
2
1− η2 − pµp
µaη2
]
= 0, (A.15)
and its complete integral is
R =
∫
dξ√
ξ2 − 1
[
−λ− L
2
ξ2 − 1 +M
2(aξ2 + 2Qξ)
]1/2
+
∫
dη√
1− η2
[
λ− L
2
1− η2 −M
2aη2
]1/2
(A.16)
Here λ is a separation constant and M2 = −pµpµ.
To embed the elliptic coordinates in the general framework presented in section 2.3.2, we
have to find the holomorphic function h(w) defined by (2.64). Comparing the kinetic terms
in (A.12) with equation (2.57), we find the relation
1
d2(ξ2 − η2)
[
(ξ2 − 1)(∂ξR)2 + (1− η2)(∂ηR)2
]
=
1
A(x, y)
[
(∂xR˜)
2 + (∂yR˜)
2
]
,
which leads to expressions for (ξ, η) in terms of (x, y):
ξ = cosh x, η = cos y. (A.17)
The relation between coordinates (r, θ) and (x, y) looks rather complicated (see (2.18)),
cosh x = ξ ≡ ρ+ + ρ−
2d
, cos y = η ≡ ρ+ − ρ−
2d
(A.18)
ρ± =
√
r2 + d2 ± 2rd cos θ, (A.19)
but it can be simplified by making use of the complex variables (2.61).
First we rewrite equations (A.18) as an expression for z in terms of ξ and η:
ex = ξ +
√
ξ2 − 1, eiy = η + i
√
1− η2
z = x+ iy = ln
[
(ξ +
√
ξ2 − 1)(η + i
√
1− η2)
]
(A.20)
Next we recall the definition (2.61) of the complex variable w and use (A.19) to write ρ± in
terms of it:
ρ+ =
√
(r + deiθ)(r + de−iθ) = d
√(
l
d
ew¯ + 1
)(
l
d
ew + 1
)
, ρ− = d
√(
l
d
ew¯ − 1
)(
l
d
ew − 1
)
.
To simplify the expressions for various ingredients appearing in (A.20) it is convenient to
define holomorphic functions W±:
W+ ≡
√
l
d
ew + 1, W− ≡
√
l
d
ew − 1. (A.21)
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Then we find
ξ =
W+W+ +W−W−
2
, η =
W+W+ −W−W−
2
.
√
ξ2 − 1 = W−W+ +W+W−
2
,
√
1− η2 = W−W+ −W+W−
2i
.
Substitution of these results into (A.20) leads to the desired relation between z and w:
z = ln
[
1
4
(W+ +W−)
2((W+)
2 − (W−)2)
]
= ln
[
l
d
ew +
√
l2
d2
e2w − 1
]
(A.22)
Finally, the asymptotic behavior (2.68) determines l in terms of d: l = d/2.
As expected from the discussion in section 2.3.2, z turns out to be a holomorphic function:
z = h(w) = ln
[
1
2
{
ew +
√
e2w − 4
}]
. (A.23)
Finally, by comparing (A.15) with (2.57), (2.58), we extract the expressions for the potentials
U1(x) and U2(y):
U1(x) =
L2
sinh2 x
−M2(a cosh2 x+ 2Q cosh x)
U2(y) =
L2
sin2 y
+M2a cos2 y. (A.24)
To summarize, in this section we demonstrated that the HJ equation (A.8) with H given
by (A.9) separates in the elliptic coordinates (2.18), (A.20), and the relevant potentials
are given by (A.24). We also embedded the elliptic coordinates into the general discussion
presented in section 2.3.2 by deriving equation (A.23).
A.2 Ellipsoidal coordinates
As demonstrated in section 2.3.1, if the HJ equation (2.29) separates for k > 2, such sep-
aration must occur in ellipsoidal coordinates, including degenerate cases. In this appendix
we will demonstrate that a combination of the Laplace equation (2.25) and the requirement
(2.24) rules out such separation. To avoid unnecessary complications, we will first give the
detailed discussion of the k = 3 case, and in section A.2.2 we will comment on minor changes
which emerge from generalization to k > 3.
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A.2.1 Ellipsoidal coordinates for k = 3
The ellipsoidal coordinates have been introduced by Jacobi [36], and there are several equiv-
alent definitions. We will follow the notation of [64].
Ellipsoidal coordinates, (x1, x2, x3) are defined as three solutions of a cubic equation for
x:
r21
x+ a2
+
r22
x+ b2
+
r23
x+ c2
= 1, (A.25)
where a > b > c > 0 and r1, r2, r3 correspond to our rk from (2.23). The roots are arranged
in the following order:
x1 ≥ −c2 ≥ x2 ≥ −b2 ≥ x3 ≥ −a2 (A.26)
Coordinates (r1, r2, r3) can be expressed through (x1, x2, x3) by
2
r1 = ±
[
(x1 + a
2)(x2 + a
2)(x3 + a
2)
(b2 − a2)(c2 − a2)
]1/2
, r2 = ±
[
(x1 + b
2)(x2 + b
2)(x3 + b
2)
(c2 − b2)(a2 − b2)
]1/2
,
r3 = ±
[
(x1 + c
2)(x2 + c
2)(x3 + c
2)
(a2 − c2)(b2 − c2)
]1/2
.
In terms of the elliptic coordinates, the metric of the flat three dimensional space becomes
ds2 = dx21 + dr
2
2 + dr
2
3 = h
2
1dx
2
1 + h
2
2dx
2
2 + h
2
3dx
2
3, (A.27)
h21 =
(x1 − x2)(x1 − x3)
4R1
, R1 = (x1 + a
2)(x1 + b
2)(x1 + c
2)
Expressions for h2, h3, R2, R3 are obtained by making a cyclic permutation of indices. To
simplify the formulas appearing below, it is convenient to introduce dij ≡ xi − xj .
In ellipsoidal coordinates equation (2.29) becomes
4
d12d13d23
[
d23R1(∂1S)
2 + d31R2(∂2S)
2 + d12R3(∂3S)
2
]
+
3∑
j=1
L2j
r2j
+Hpµp
µ = 0. (A.28)
Before imposing the Laplace equation (2.25) we will demonstrate that separation requires
that d1 = d2 = d3 = 0 in (2.23). Indeed, the separation implies that
S(x1, x2, x3) = S1(x1) + S2(x2) + S3(x3). (A.29)
2We recall that rj must be non-negative if dj > 0 in (2.23), otherwise rj varies from minus infinity to
infinity.
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Then multiplying equation (A.28) by d12d13d23 and applying ∂
2
1∂
2
2 to the result, we find a
relation which does not involve S:
∂21∂
2
2
[
d12d13d23
{
3∑
j=1
L2j
r2j
+Hpµp
µ
}]
= 0. (A.30)
Let us assume that d1 > 0 in (2.23), then the last relation must hold for all values of L1,
thus
∂21∂
2
2
[
d12d13d23
r21
]
= ∂21∂
2
2
[
(b2 − a2)(c2 − a2)d12d13d23
(x1 + a2)(x2 + a2)(x3 + a2)
]
= 0. (A.31)
This condition can only be satisfied if a = b, this degenerate case corresponds to oblate
spheroidal coordinates:
r1 + ir2 =
[
(x1 + a
2)(x2 + a
2)
a2 − c2
]1/2
eiφ, r3 = ±
[
(x1 + c
2)(x2 + c
2)
c2 − a2
]1/2
(A.32)
We will now demonstrate that separation of the HJ equation in spheroidal coordinates implies
that ∂φH = 0, i.e., violation of (2.24) for i = 1, j = 2. This will falsify our assumption d1 > 0,
and similar arguments will show that separability of the HJ equation requires d2 = d3 = 0.
To simplify notation and to connect to our discussion in section 2.3.2 it is convenient to
use an alternative form of the oblate spheroidal coordinates (A.32):
x1 = (a
2 − c2) cosh2 x− a2, x2 = (a2 − c2) cos2 y − a2 (A.33)
This gives expressions for the radii:
r1 + ir2 = A cosh x cos ye
iφ, r3 = ±A sinh x sin y, A =
√
a2 − c2, (A.34)
and the metric becomes
ds2 = A2(sinh2 x+ sin2 y)(dx2 + dy2) + A2 cosh2 x cos2 ydφ2 (A.35)
Notice that these are precisely the elliptic coordinates found in section 2.3.2. The HJ equation
(2.29) in coordinates (x, y) has the form
(∂xS)
2 + (∂yS)
2
A2(sinh2 x+ sin2 y)
+
1
A2 cosh2 x cos2 y
(∂φS)
2 +
3∑
j
L2j
r2j
+Hpµp
µ = 0, (A.36)
and it does not separate unless
H cosh2 x cos2 y = X(x, y) + Φ(φ) (A.37)
Recalling that at large values of x function H does not depend on φ (see (2.26)), we conclude
that Φ′(φ) = 0, then ∂φH = 0 everywhere. As already mentioned, this relation violates the
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condition (2.24), so our assumption d1 > 0 was false. Repeating this arguments for the
remaining two spheres, we conclude that d1 = d2 = d3 = 0 in (2.23) and (2.25).
We will now combine the integrability condition (A.30),
∂2i ∂
2
j [d12d13d23H ] = 0, (A.38)
with Laplace equation (2.25) to rule out separability of the HJ equation in ellipsoidal coor-
dinates,
4
d12d13d23
[
R1d23(∂1S)
2 + d31R2(∂2S)
2 + d12R3(∂3S)
2
]
+Hpµp
µ = 0. (A.39)
Since we have already established that d1 = d2 = d3 = 0, equation (2.25) reduces to the
Laplace equation on a flat three–dimensional space formed by (r1, r2, r3), and it can be
rewritten in terms of ellipsoidal coordinates using (A.27):
4
d12d31d23
[
d23
√
R1∂1(
√
R1∂1H) + d31
√
R2∂2(
√
R2∂2H) + d12
√
R3∂3(
√
R3∂3H)
]
= 0.
(A.40)
In the remaining part of this subsection we will demonstrate that equations (A.38), (A.40),
(2.24), (2.26) are inconsistent with separability of (A.39).
Let us assume that the HJ equation (A.39) separates. Although the ellipsoidal coordi-
nates are restricted by (A.26) the formal separation (A.29) must persist beyond this range.
In particular, it is convenient to look at the limit x1 → x2, where x2 is kept as a free pa-
rameter. The Laplace equation (A.40) guarantees that H remains finite in this limit, then
equation (A.39) reduces to [
R1(S
′
1)
2 − R2(S ′2)2
]
x1=x2
= 0 (A.41)
This implies that
S1(x1) = F (x1), S2(x2) = F (x2) (A.42)
with the same function F . Repeating this argument for x1 = x3, we conclude that
S3(x3) = F (x3). (A.43)
Rewriting (A.39) in terms of F , we conclude that H must be symmetric under interchange
of its arguments3, and combination of this symmetry with integrability conditions (A.38)
leads to severe restrictions on the form of H .
Taking (i, j) = (1, 2) in (A.38), and solving the resulting equation, we find
H =
1
d12d13d23
[G1(x1, x3)x2 +G2(x2, x3)x1 +G01(x1, x3) +G02(x2, x3)] , (A.44)
3Of course, such formal interchange takes us outside of the physical range (A.26).
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where G1, G2, G01, G02 are some undetermined functions of their arguments. Applying (A.38)
with different values of (i, j), we find further restrictions on the form of H :
H =
1
d12d13d23
[∑
i 6=j
Gij(xi)xj +
∑
i
G0i(xi)
]
(A.45)
Symmetry of H under interchange of any pair of coordinates implies that G0i = 0, matrix
Gij is anti-symmetric, and all Gij can be reduced to a single function
4 G:
H =
1
d12d13d23
[G(x1)(x2 − x3) +G(x2)(x3 − x1) +G(x3)(x1 − x2)]
=
G(x1)
d12d13
+
G(x2)
d21d23
+
G(x3)
d31d32
. (A.46)
Notice that constant and linear functions G lead to H = 0, and quadratic G gives constant
H .
Substitution of (A.46) into (A.40) leads to a complicated equation for function G:
R1d23
d12d13
G′′1 − 2
d23
d212d
2
13
(d12 + d13)R1G
′
1 +
d23
2d12d13
R′1G
′
1
+
d23
d212d
2
13
[
3(R1 −R0)− (x1x2 + x1x3 + x2x3)R
′′
0
2
−R′0(x1 + x2 + x3)− 3x1x2x3
]
G1
+perm = 0 (A.47)
Here we used a shorthand notation: R0 = R(0), R
′
0 = R
′(0), R′′0 = R
′′(0), R1 = R(x1),
G1 = G(x1). Equation (A.47) should work around x2 = x3 as long as x1 is sufficiently
large5, so it can be expanded in powers of d23. Taking the leading piece proportional to
d23, multiplying by d
3
12, differentiating the result four times with respect to x1, we find a
closed–form equation for F (x1) ≡ G′′′1 :
10R′′′F + 15R′′1F
′ + 9R′1F
′′ + 2R1F
′′′ = 0. (A.48)
To analyze this equation, it is convenient to set c = 0 by shifting xi, a
2, b2 by −c2 (see
definition (A.27)), and set a = 1 by rescaling xi. The resulting equation (A.48) has a general
solution
F (x) =
(b2 + 2x+ x2)(b2 − x2)(b2 + 2xb2 + x2)
x5/2(b2 + x)5/2(1 + x)5/2
(C1 + C2I2 + C3I3) , (A.49)
where
I2 =
∫ x
q
x3/2(1 + x)3/2(b2 + x)3/2
(x2 + b2 + 2xb2)2(b2 + 2x+ x2)2
dx,
4Specifically, G12 = −G21 = G23 = −G32 = G31 = −G13 so it is convenient to introduce G ≡ G12.
5All sources of the harmonic function are localized in some finite region of space, which cannot protrude
to large x1, which is analogous to radial coordinate.
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I3 =
∫ x
q
x3/2(1 + x)3/2(b2 + x)3/2
(x2 + b2 + 2xb2)2(b2 + 2x+ x2)2
x(1 + x)(b2 + x)
(b2 − x2)2 dx (A.50)
The low limit of integration, q, will be defined in a moment. Function H should remain
finite and smooth as long as x1 is sufficiently large, this implies that functions G(x2) and
G(x3) must be finite for all 0 ≥ x2 ≥ −b2 ≥ x3 ≥ −1 (recall the region (A.26) and our
normalization c = 0, a = 1), so function G(x) must be well–defined for all 0 > x > −1. This
gives restrictions on C2 and C3.
We will now demonstrate that function G(x) cannot remain finite for x < −b and x > −b
unless C3 = 0. Let us choose q = −b − ε and assume that function G(p) is finite. Recalling
the definition of F (F (x) = G′′′(x)), we find
G(x) =
∫ x
q
dy1
∫ y1
q
dy2
∫ y2
q
dy3F (y3) +G(q) + (x− q)G′(q) + 1
2
(x− q)2G′′(q) (A.51)
As x changes from −b−ε to −b+δ, the last three terms as well as contributions proportional
to C1 and C2 remain finite, so we focus on the term containing C3:
G3(x) = C3
∫ x
q
dy1
∫ y1
q
dy2
∫ y2
q
dy3(b+ y3)f(y3)I3(y3)
= C3
∫ x
q
dy1
∫ y1
q
dy2
∫ y2
q
dy3(b+ y3)f(y3)
∫ y3
q
g(y)
(b+ y)2
(A.52)
Here we introduced two functions,
f(x) =
(b2 + 2x+ x2)(b− x)(b2 + 2xb2 + x2)
x5/2(b2 + x)5/2(1 + x)5/2
,
g(x) =
x3/2(1 + x)3/2(b2 + x)3/2
(x2 + b2 + 2xb2)2(b2 + 2x+ x2)2
x(1 + x)(b2 + x)
(b+ x)2
, (A.53)
which remain finite and non–zero in some vicinity of x = −b. Changing the order of inte-
gration in (A.52), we find
G3(x) = C3
∫ x
q
g(y)
(b+ y)2
dy
∫ x
y
dx3(b+ y3)f(y3)
∫ x
y3
dy2
∫ x
y2
dy1
= C3
∫ x
q
g(y)
(b+ y)2
dy
∫ x
y
dy3(b+ y3)f(y3)
(x− y3)2
2
(A.54)
The integral in the right–hand side does not make sense at x > −b unless∫ x
−b
dy3(b+ y3)f(y3)
(x− y3)2
2
= 0, (A.55)
which is clearly not the case. We conclude that G3(x) (and thus G(x)) is ill–defined at x > −b
unless C3 = 0.
6 Once C3 is set to zero, a similar analysis in a vicinity of x =
√
1− b2 − 1
6 Although a simpler analysis shows that I3 is ill–defined for x > −b, this condition by itself is not
sufficient to rule out C3: in particular, had function f satisfied (A.55), G3(x) would have existed for x > −b,
even though I3 would have not.
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leads to C2 = 0, and integrating the resulting F (x), we find
G(x) = C1
√
x(x+ b2)(x+ 1) + C3x
2 + C4x+ C5 (A.56)
Putting back a and c, we can rewrite the last expression as
G(x) = C1
√
(x+ a2)(x+ b2)(x+ c2) + C3x
2 + C4x+ C5, (A.57)
This function gives the most general solution of (A.48) consistent with physical requirements
imposed on G, and direct substitution of (A.57) into (A.47) shows that the corresponding
function H (see (A.46)) is harmonic.
Although solution (A.57) is well-defined everywhere (unlike contributions proportional
to C2 and C3), the corresponding harmonic function (A.46) has singular points at arbitrarily
large x1 unless C1 = 0. Indeed, consider (A.46) near x2 = −b2, x3 = −b2 for large x1:
H =
G(x1)
d12d13
+
G(x2)
d21d23
+
G(x3)
d31d32
= C1
√
(b2 − c2)(b2 − a2)
d21d23
[√
x2 + b2 −
√
x3 + b2
]
+ finite
= C1
√
(b2 − c2)(b2 − a2)
d21d23
d32√
x2 + b2 +
√
x3 + b2
+ finite (A.58)
= C1
√
(b2 − c2)(b2 − a2)
d21(
√
x2 + b2 +
√
x3 + b2)
+ finite
This harmonic function diverges as x2 and x3 approach −b2 unless C1 = 0.
To summarize, we have demonstrated that separation of the HJ equation in ellipsoidal
coordinates with k = 3 implies that the transverse space is three–dimensional, and the
harmonic function is given by (A.46) with
G(x) = C3x
2 + C4x+ C5. (A.59)
Such harmonic function, H = C3, does not satisfy the required boundary condition (2.26), so
ellipsoidal coordinates for k = 3 do not no separate the HJ equation for geodesics in D–brane
backgrounds. In the next subsection we will outline the extension of this result to k > 3.
A.2.2 Ellipsoidal coordinates for k > 3
After giving a detailed description of ellipsoidal coordinates for k = 3, we will briefly comment
on the extension of the results obtained in the last subsection to k > 3.
The ellipsoidal coordinates in higher dimensions were introduced in [36]7:
r2i = −
[∏
j
(a2i + xj)
][∏
j 6=i
1
(a2j − a2i )
]
. (A.60)
7We use a slightly modified notation to connect with discussion in the last subsection.
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Here ri are the k radii introduced in (2.23), and xi are ellipsoidal coordinates corresponding
to k root of an algebraic equation
k∑
i=1
r2k
x+ a2k
= 1, (A.61)
The ranges of ellipsoidal coordinates are analogous to (A.26) in the three–dimensional case:
x1 ≥ −a21 ≥ x2 ≥ −a22 ≥ . . . xk ≥ −a2k. (A.62)
In terms of the ellipsoidal coordinates, the radial part of the metric (2.23),
ds2r = dr
2
1 + · · ·+ dr2k, (A.63)
becomes
ds2r =
k∑
i=1
h2i (dxi)
2, h2i ≡
1
4
[∏
j 6=i
(xi − xj)
][∏
j
1
a2j + xi
]
(A.64)
To simplify some formulas appearing below, it is convenient to define
Di =
∏
j 6=i
(xi − xj), Ri =
∏
j
(a2j + xi), D =
∏
i<j
(xi − xj). (A.65)
A counterpart of the HJ equation (A.28) for k > 3 is
4
k∑
i=1
Ri
Di
(∂iS)
2 +
k∑
j=1
L2j
r2j
+Hpµp
µ = 0. (A.66)
Assuming that this equation separates in ellipsoidal coordinates,
S(x1, . . . , xk) = S1(x1) + · · ·+ Sk(xk), (A.67)
and applying derivatives to (A.66), we find one of the integrability conditions (cf. (A.30)):
∂n−1i ∂
n−1
j
[
D
{
k∑
l=1
L2l
r2l
+Hpµp
µ
}]
= 0 (A.68)
As before, this relation can be used to show that d1 = d2 = · · · = dk = 0 in (2.23).
Indeed, for d1 > 0, equation (A.68) must be satisfied for all values of L1, then
∂n−11 ∂
n−1
2
[
D
r21
]
= −
[∏
j>1
(a2j − a21)
]
∂n−11 ∂
n−1
2
[
D
R1
]
= 0 (A.69)
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The last relation is false, and the easiest way to see this is to notice that the leading con-
tribution in the vicinity of x1 = −a21 comes when all ∂1 derivatives hit (x1 + a21)2, giving
n–order pole, however, the remaining ∂2 derivatives do not kill D. As before the degenerate
case (e.g., a2 = a1) requires a separate consideration, and it can be eliminated using the
arguments that followed equation (A.32).
Next, we demonstrate that functions S and H must have a formal symmetry under
interchange of their arguments. Indeed, taking the limit x1 → x2 in (A.66), we find a
counterpart of (A.41): [
R1d12
D1
(S ′1)
2 − R2d21
D2
(S ′2)
2
]
x1=x2
= 0 (A.70)
This and other similar limits imply that
S1(x1) = F (x1), S2(x2) = F (x2), . . . Sk(xk) = F (xk), (A.71)
then equation (A.66) ensures the symmetry of H .8
Modifying the arguments that led to (A.46), we conclude that
H =
∑ G(xi)
Di
. (A.72)
Indeed, integrability condition (A.68) for (i, j) = (1, 2) gives
H =
1
D
[
k−2∑
l=0
Cl(x2, x3 . . . xk)x
l
1 −
k−2∑
l=0
C˜l(x1, x3 . . . xk)x
l
2
]
. (A.73)
Symmetry of H implies that Cl and C˜l have the same functional form. Repeating this
argument for other pairs (i, j), we find
H =
1
D
∑
j
(k−2)(k−1)∑
l=0
Gl(xj)Pl [x1 . . . xj−1, xj+1 . . . xk] , (A.74)
where Pl is a polynomial of l–th degree, which is anti-symmetric under interchange of any
pair of its arguments. Any such polynomial is proportional to
P˜ [y1 . . . . . . yk−1] ≡
∏
i<j
(yi − yj), (A.75)
which already has degree (k − 1)(k − 2), so P(k−1)(k−2) = P˜ and using the relation
P˜ [x1 . . . xj−1, xj+1 . . . xk]Dj = (−1)j+1D,
8Recall that we already established that d1 = d2 = · · · = dk = 0, so angular momenta disappear from
(A.66).
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we find
H =
1
D
∑
j
G(k−2)(k−1)(xj)
{
cP˜ [x1 . . . xj−1, xj+1 . . . xn]
}
=
∑
j
G(xj)
Dj
(A.76)
This proves (A.72).
Since we have already established that d1 = d2 = · · · = dk = 0, it becomes easy to write
the Laplace equation (2.25) in ellipsoidal coordinates (cf. (A.40)):
k∑
i=1
√
Ri
Di
∂i
[√
Ri∂iH
]
= 0. (A.77)
Substitution of (A.72) into (A.77) leads to a counterpart of equation (A.47):
R1
D21
G′′1 − 2
R1
D21
[
1
d12
+
1
d13
+ · · ·+ 1
d1k
]
G′1 +
1
2D21
R′1G
′
1
+
[
R1
D1
∂21
(
1
D1
)
+
R′1
2D1
∂1
(
1
D1
)
+
k∑
j=2
{
Rj
Dj
2
D1d
2
1j
+
R′j
2Dj
1
D1d1j
}]
G1
+perm = 0, (A.78)
Repeating the analysis which led from equation (A.47) to (A.57) for k = 3, we find the most
general solution of (A.78) that exists for all x ∈ (−a2j ,−a2j+1):
G(x) = C
√∏
j
(a2j + x) +
k−1∑
j=0
Cjx
j . (A.79)
Requiring H to remain finite at sufficiently large x1, we conclude that most integration
constants in the last relation must vanish, and H must be a constant, just as in the k = 3
case.
A.3 Equation for geodesics in D–brane backgrounds
In this appendix we implement the program outlined in section 2.3.2. Specifically, we intro-
duce the perturbative expansions (A.81) for functions h(w), U1(x) and U2(y), substitute the
results into (2.66), and find the restrictions imposed by the Laplace equation (2.46).
A.3.1 Particles without angular momentum
First we analyze the harmonic function (2.46) for L1 = L2 = 0, and angular momenta will
be added in the next subsection. To stress the fact that we are dealing with this special case,
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the potentials will be denoted as U˜1(x), U˜2(y). Far away from the sources, the harmonic
function is given by (2.67), and Laplace equation separates in spherical coordinates, so we
find the leading asymptotics9:
x+ iy ≈ ln r
l
+ iθ, H ≈ Q
r7−p
. (A.80)
In this appendix we will construct the most general function H and coordinates (x, y) which
satisfy four conditions:
(a) The Hamilton–Jacobi equation (2.3) separates in variables (x, y).
(b) Away from the sources, function H(r, θ) satisfies the Laplace equation (2.46).
(c) At large values of r, function H and coordinates (x, y) approach the asymptotic expres-
sions given by (A.80).
(d) The sources are localized at finite values of r, in particular, H is regular for r > R.
To derive the expressions for (x, y) and H consistent with (A.80), it is convenient to
introduce expansions in powers of l/r ∼ e−w ∼ e−x:
h(w) = w +
∑
k>0
ake
−kw, U˜1(x) = e
(2−n−m)x
[
1 +
∑
k>0
bke
−kx
]
. (A.81)
Substituting this into the Laplace equation (2.46), matching the results for all powers of l/r,
and resumming the series using Mathematica, we find that the most general solution for
h(w) is parameterized by one constant a2:
h(w) = ln
[
1
2
{
ew +
√
4a2 + e2w
}]
, (A.82)
and corresponding potentials are given by10
U˜1(x) =
C1
(ex + a2e−x)n−1(ex − a2e−x)m−1 , U˜2(y) = 0. (A.83)
We now start with coordinates defined by (A.82) and find the most general separable solution
of the Laplace equation (2.46).
First we observe that starting with an arbitrary solution (A.82) and adjusting l, we
can set a2 to one of three values (−1, 0, 1). Indeed, solution (A.82), definitions (2.61), and
boundary conditions (A.80) remain invariant under the transformation
l → eλl, w → w − λ, x→ x− λ, a2 → a2e−2λ (A.84)
9Due to linearity of the Laplace equation (2.46), a constant term can always be added to H , so the
boundary condition (A.80) can be easily extended to the asymptotically–flat case H ≈ a+ Q
r7−p
.
10For p ≥ 5 we find additional solutions for U˜1 and U˜2, which will be discussed below.
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for any real λ. Since a2 is a real number
11, it can be set to zero or to ±1 by choosing an
appropriate λ in (A.84). It is convenient to analyze these cases separately.
Case I: a2 = 0, z = w.
Variables (x, y) correspond to spherical coordinates, and equation (2.66) becomes
H(r, θ) =
1
M2
[
− 1
r2
{
U˜1
(
ln
r
l
)
+ U˜2(θ)
}]
(A.85)
Definig a new function
Uˆ1(r) ≡ U˜1
(
ln
r
l
)
, (A.86)
we find that the Laplace equation (2.46) reduces to two relations:
1
r8−p
d
dr
[
r8−p
d
dr
Uˆ1
r2
]
+
λ
r4
= 0,
1
r8−p
d
dr
[
r8−p
d
dr
1
r2
]
U˜2 +
1
r4 sinn θ cosm θ
∂θ(sin
n θ cosm θ∂θU˜2) =
λ
r4
with separation constant λ. Solving these equations, we find the harmonic function
H(r, θ) = − 1
M2r2
[U˜1 + U˜2] = − 1
M2r2
[
C1
r5−p
+ C2r
2
+
C3
sinn−1 θ cosm−1 θ
+
C4
sinn−1 θ
F
(
m− 1
2
,
3− n
2
,
m+ 1
2
; cos2 θ
)]
Notice that λ gives constant contributions to U˜1 and U˜2, which cancel in the sum. Condition
(c) implies that C2 = 0, and condition (d) gives C3 = C4 = 0. We conclude that in this case
the harmonic function is sourced by a single stack of Dp branes:
H(r, θ) =
Q
r7−p
. (A.87)
Case II: a2 = −1, z = ln
[
1
2
(ew +
√
e2w − 4)
]
.
This change of variables has been analyzed in Appendix A.1.2 (see equation (A.22)). Re-
versing the steps which led from (A.18)–(A.19) to (A.22), we can rewrite (A.82) as
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
, ρ± =
√
r2 + d2 ± 2rd cos θ, d = 2l. (A.88)
Let us now implement the requirements (a)–(d) listed in page 172.
11This follows from reality of potential U˜1(x) in (A.83).
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(a) As discussed in section 2.3.2, the Hamilton–Jacobi equation is separable if z = h(w)
is a holomorphic function, and H has the form (2.66):
H = − 1
M2
[ |h′|2
r2
[
U˜1 (x) + U˜2 (y)
]]
. (A.89)
We recall that in this section we are focusing on the special case L1 = L2 = 0.
(b) We will now find the most general function U˜(r, θ) = U˜1(x) + U˜2(y) which satisfies
the Laplace equation (2.46) in the metric
ds29−p = dr
2 + r2dθ2 + r2 sin2 θdΩ2n + r
2 cos2 θdΩ2m. (A.90)
Using a relation∣∣∣∣h′r
∣∣∣∣
2
=
∣∣∣∣ ew√e2w − 4 1le(w+w¯)/2
∣∣∣∣
2
=
1
l2|e2w − 4| =
1
d2
∣∣∣∣ 4e2z(e2z − 1)2
∣∣∣∣ = 1d2(cosh2 x− cos2 y) ,
we can rewrite (A.90) in terms of x and y:
ds29−p = d
2
[
(cosh2 x− cos2 y)(dx2 + dy2) + sinh2 x sin2 ydΩ2n + cosh2 x cos2 ydΩ2m
]
(A.91)
and to rewrite the Laplace equation (2.46) in these coordinates:
1
sinhn x coshm x
∂
∂x
[
sinhn x coshm x
∂H
∂x
]
+
1
sinn y cosm y
∂
∂y
[
sinn y cosm y
∂H
∂y
]
= 0 (A.92)
We are looking for a separable solution of equation (A.92) which has the form (A.89):
H = − 1
(Md)2(cosh2 x− cos2 y)
[
U˜1 (x) + U˜2 (y)
]
. (A.93)
Straightforward algebraic manipulations with (A.92) lead to equation for U˜ = U˜1 (x)+ U˜2 (y)
0 =
1
sinhn x coshm x
∂
∂x
[
sinhn x coshm x
∂U˜
∂x
]
+
1
sinn y cosm y
∂
∂y
[
sinn y cosm y
∂U˜
∂y
]
−2[{(m+ n− 2)(cosh 2x+ cos 2y)− 2(m− n)}+ 2(sinh 2x∂x + sin 2y∂y)] U˜
cosh 2x− cos 2y .
(A.94)
Since the first line of this equation is the sum of x– and y–dependent terms, the second line
must have the same structure, so it can be rewritten as
F (x) +G(y) = 2(m+ n− 2)(U˜1(x)− U˜2(y))− 4 K(x) + L(y)
cosh 2x− cos 2y (A.95)
K(x) ≡ [(m+ n− 2) cosh 2x− (m− n) + sinh 2x∂x] U˜1 (A.96)
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L(y) ≡ [(m+ n− 2) cos 2y − (m− n) + sin 2y∂y] U˜2 (A.97)
Consistency of equation (A.95) requires that
K(x) = λ1 cosh 2x+ λ2 cosh
2 2x+ λ0, L(y) = −λ1 cos 2y − λ2 cos2 2y − λ0 (A.98)
with constant λ0, λ1 and λ2. Substituting this K(x), L(y) in (A.96)–(A.97) and solving the
resulting equations for U˜1(x) and U˜2(y), we find
U˜1 =
1
coshm−1 x sinhn−1 x
[
C1 +
1
2
∫
dxK(x) coshm−2 x sinhn−2 x
]
U˜2 =
1
cosm−1 y sinn−1 y
[
C2 +
1
2
∫
dyL(y) cosm−2 y sinn−2 y
]
(A.99)
The last two equations give necessary, but not sufficient condition for U˜ = U˜1 (x)+ U˜2 (y) to
solve (A.94). Going back to equation (A.94), we can now rewrite it as
1
sinhn x coshm x
∂
∂x
[
sinhn x coshm x
∂U˜1
∂x
]
+
1
sinn y cosm y
∂
∂y
[
sinn y cosm y
∂U˜2
∂y
]
+2(m+ n− 2)(U˜1(x)− U˜2(y))− 4λ1 − 4λ2(cosh 2x+ cos 2y) = 0.
This relation is satisfied identically for all λ0, λ1 and λ2.
(c) Although expressions (A.99) produce solutions of the Laplace equation (A.94) for
all K(x) and L(x) given by (A.96)–(A.97), the resulting harmonic function (A.93) may not
satisfy the boundary conditions (A.80). To analyze these boundary conditions, we find the
leading behavior of H at large values of r by substituting the asymptotic expressions for
various coordinates,
h(w) ≈ w, x ≈ ln r
l
, y ≈ θ, (A.100)
in equations (A.93), (A.96)–(A.97), (A.99). We conclude that the leading contribution to H
satisfies the boundary conditions (A.80)12 for the following values of (C2, λ1, λ2):
m = n = 0 : λ2 = 0;
m+ n = 1 : λ2 = 0;
m = n = 1 : λ0 = λ1 = λ2 = 0; (A.101)
(m,n) = (2, 0) or (0, 2) : λ1 = λ2 = 0, C2 = 0;
m+ n > 2 : λ0 = λ1 = λ2 = 0, C2 = 0.
(d) Function H given by (A.93), (A.99), (A.98) satisfies the Laplace equation and the
boundary conditions (A.80) for all values of (C2, λ1, λ2) listed in (A.101). However, regularity
12We recall that 7− p = m+ n due to (2.42).
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of H at sufficiently large values of r imposes some additional requirements. First we notice
that regularity in the asymptotic region (A.100) implies that U˜2(y) must remain finite for
all values of y. This gives additional restrictions for the first three cases listed in (A.101)
m = n = 0 or m+ n = 1 or m = n = 1 : λ1 = 0, λ2 = −λ0. (A.102)
and to additional restriction λ0 = 0 for (m,n) = (2, 0) or (0, 2). Since for m = n = 1 the
constant C2 can be absorbed into C1, restrictions (A.101), (A.102) can be summarized as
m+ n ≤ 1 : λ0 = λ1 = λ2 = 0;
m+ n > 1 : λ0 = λ1 = λ2 = 0, C2 = 0. (A.103)
For m+ n > 1 we recover the solution (A.83):
p < 6 : U˜1 =
C1
coshm−1 x sinhn−1 x
, U˜2 = 0, (A.104)
and for m+ n ≤ 1 we find three special cases:
(p,m, n) = (7, 0, 0) : U˜1 =
C1
2
sinh 2x, U˜2 =
C2
2
sin 2y
(p,m, n) = (6, 1, 0) : U˜1 = C1 sinh x, U˜2 = C2 sin y (A.105)
(p,m, n) = (6, 0, 1) : U˜1 = C1 cosh x, U˜2 = C2 cos y
The corresponding harmonic function is given by (A.112).
Case III: a2 = 1, z = ln
[
ew +
√
e2w + 4
]
.
This change of variables can be obtained from case 2 by making replacements13
w → w − iπ
2
, z → z − iπ
2
⇒ θ→ θ − π
2
, y → y − π
2
, (A.106)
which lead to
cosh x =
ρ+ + ρ−
2d
, sin y =
ρ+ − ρ−
2d
, ρ± =
√
r2 + d2 ± 2rd sin θ, (A.107)
Repeating the steps which led to (A.104), we arrive at
p < 6 : U˜1 =
C1
coshn−1 x sinhm−1 x
, U˜2 = 0. (A.108)
while the counterpart of (A.105) becomes
(p,m, n) = (7, 0, 0) : U˜1 =
C1
2
sinh 2x, U˜2 =
C2
2
sin 2y
(p,m, n) = (6, 0, 1) : U˜1 = C1 sinh x, U˜2 = C2 cos y (A.109)
(p,m, n) = (6, 1, 0) : U˜1 = C1 cosh x, U˜2 = C2 sin y
The corresponding harmonic function is given by (A.113).
13Notice that this replacement also interchanges Sn and Sm in (2.40).
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A.3.2 General case
As shown in the last subsection, the harmonic function (2.66),
H(r, θ) =
1
M2
[
L22
r2 sin2 θ
+
L21
r2 cos2 θ
− |h
′|2
r2
[U1 (x) + U2 (y)]
]
. (A.110)
solves the Laplace equation (2.46) as long as L1 = L2 = 0 and U1(x), U2(y) are given by
(A.104) or (A.105). We will now find the potentials U1(x) and U2(y) for non-zero values of
L1 and L2.
Recalling the change of coordinates (A.88), we can write the first two terms in (A.110)
as
L22
r2 sin2 θ
+
L21
r2 cos2 θ
=
L22
d2 sinh2 x sin2 y
+
L21
d2 cosh2 x cos2 y
=
1
d2(cosh2 x− cos2 y)
[(
L22
sinh2 x
− L
2
1
cosh2 x
)
+
(
L22
sin2 y
+
L21
cos2 y
)]
(A.111)
Then the harmonic function (A.110) can be rewritten as
H(r, θ) = − |h
′|2
M2r2
[
U˜1(x) + U˜2(y)
]
= − 1
(Md)2(cosh2 x− cos2 y)
[
U˜1(x) + U˜2(y)
]
, (A.112)
U1(x) = U˜1(x) +
L22
sinh2 x
− L
2
1
cosh2 x
, U2(y) = U˜2(y) +
L21
cos2 y
+
L22
sin2 y
,
where U˜1 and U˜2 are given by (A.104) or (A.105).
Reparametrization (A.107) can be obtained from (A.88) by making the replacement
(A.106), then instead of (A.112) we find14
H(r, θ) = − |h
′|2
M2r2
[
U˜1(x) + U˜2(y)
]
= − 1
(Md)2(cosh2 x− sin2 y)
[
U˜1(x) + U˜2(y)
]
, (A.113)
U1(x) = U˜1(x) +
L21
sinh2 x
− L
2
2
cosh2 x
, U2(y) = U˜2(y) +
L21
cos2 y
+
L22
sin2 y
.
In this case, functions U˜1 and U˜2 are given by (A.108) or (A.109).
A.4 Equations for Killing tensors
In section 2.4.2 we discussed the Killing tensors associated with separation of the HJ equation
in elliptic coordinates. The detailed calculations are presented in this appendix.
14Notice that the interchange sin θ ↔ cos θ is accompanied by the interchange of angular momenta
L1 ↔ L2
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A.4.1 Killing tensors for the metric produced by D–branes
In this appendix we will solve the equations for Killing tensors in the geometry (2.102)–
(2.103) and derive the expression (2.121). To simplify some formulas appearing below, we
modify the parameterization of (2.102)–(2.103):
ds2 = FGdxµdxµ + F
[
A(dx2 + dy2) + eBdΩ2m + e
CdΩ2n
]
(A.114)
and introduce four types of indices:
R1,p : µ, ν, . . . ; (x, y) : i, j, . . . ; Sm : a, b, . . . ; Sn : a˙, b˙, . . . (A.115)
Separation of the wave equation implies an existence of rank-two conformal Killing tensors
which satisfy equation (2.118)
∇(MKNL) = 1
2
W(MgNL). (A.116)
We begin with analyzing (xxx) and (yyy) components of this relation:
∇xKxx = 1
2
Wxgxx ⇒ W x = 2∇xKxx,
∇yKyy = 1
2
Wygyy ⇒ W y = 2∇yKyy. (A.117)
Substituting this into (xxy) component and recalling that gxx = gyy, we find
∇yKxx + 2∇xKxy = 1
2
Wygxx = ∇yKyy ⇒ ∇y(Kyy −Kxx) = 2∇xKxy. (A.118)
Using the explicit expressions for the Christoffel symbols,
Γxxx = Γ
y
xy = −Γxyy =
1
2
∂x ln gxx, Γ
y
yy = Γ
x
xy = −Γyxx =
1
2
∂y ln gyy, (A.119)
equation (A.118) can be rewritten as
∂y(K
yy −Kxx) = 2∂xKxy. (A.120)
Combining this with a similar relation coming from (xyy) component of (A.116),
∂x(K
xx −Kyy) = 2∂yKxy, (A.121)
we conclude that
Kyy = Kxx +N, 2dKxy = ⋆2dN. (A.122)
so Kxy and N ≡ Kxx −Kyy are dual harmonic functions. We also quote the expressions for
Wi, which can be obtained by evaluating the covariant derivatives in (A.117):
Wx = 2 (∂x [gxxK
xx] +Kxy∂ygyy) , Wy = 2 (∂y [gyyK
yy] +Kxy∂xgxx) . (A.123)
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Next we look at the Killing equation (A.116) with three legs on R1,p:
∂(µKνλ) − 2Γi(µνKλ)i =
1
2
FGW(ληµν). (A.124)
Using the expression for the relevant Christoffel symbol,
Γiµν = −
1
2
gij∂jgµν = − 1
2FA
∂i(FG)ηµν , (A.125)
we can rewrite (A.124) as an equation for a conformal Killing tensor on R1,p:
∂(λKµν) =
1
2
η(µνZλ), Zλ ≡
[
GFWλ − 2
FA
∂i(FG)Kλi
]
. (A.126)
Tensors satisfying this equation have already been encountered in section 2.3.1, and the
general solution of (A.126) has been found in [35]:
Kµν = Aηµν +BabK
(a)
µ K
(b)
ν , (A.127)
Zµ = 4Babf
(a)K(b)µ .
Here K
(a)
µ are conformal Killing vectors on R1,p,
∇(µK(a)ν) = f (a)ηµν , (A.128)
and coefficients A, Bab can depend on the directions transverse to R
1,p. Solutions of equation
(A.114) are reviewed in Appendix A.4.2. The conformal Killing vectors K
(a)
µ are responsible
for separation on R1,p (which is already taken into account in the ansatz (2.27)), and to study
the separation in (x, y) coordinates15, it is sufficient to focus on the first term in (A.127),
which is invariant under ISO(p, 1) transformations. Repeating this arguments for equation
(A.116) with three legs on the spheres, we conclude that the Killing tensor responsible for
separation of x and y is invariant under SO(m+ 1)× SO(n+ 1)× ISO(p, 1), in particular,
this implies that
KMNpMpN = K1(x, y)η
µνpµpν +K2(x, y)h
abpapb +K3h
a˙b˙pa˙pb˙ +K
ijpipj, (A.129)
Wµ = 0, Wa = 0, Wa˙ = 0.
Here hab and ha˙b˙ are metrics on S
m and Sn. Ansatz (A.129) ensures that all components of
equation (A.116) which do not contain legs along x or y are satisfied.
Next we look at (x, µ, ν) and (y, µ, ν) components:
∂iKµν − 4Γλi(µKν)λ − 2ΓjµνKij =
1
2
Wigµν (A.130)
15In contrast to the explicit symmetries related to Killing vectors, the origin of separation in (x, y) is
usually called a “hidden symmetry”.
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Taking into account the expressions for the Christoffel symbols,
Γλiµ =
1
2
δλµ∂i ln(FG), Γ
j
µν = −
1
2FA
ηµν∂j(FG), (A.131)
we can rewrite equation (A.130) as
∂i(K
µν)−Kijηµν 1
FA
∂j
1
FG
=
1
2
Wig
µν ⇒ ∂iK1 + Kij
FA
∂j
1
FG
=
1
2FG
Wi (A.132)
Similar analysis of equations along sphere directions gives:
∂iK2 − Kij
FA
∂j
e−B
F
=
e−B
2F
Wi, ∂iK3 − Kij
FA
∂j
e−C
F
=
e−C
2F
Wi (A.133)
Equations (A.122), (A.123), (A.132), (A.133) give a complete system which is equivalent to
(A.116) for the ansatz (A.129).
In the special case Kxx = Kxy = 0 (which corresponds to the Killing tensor (2.121)), we
find
Kyy = c, Wx = 0, Wy = 2c∂y(AF ), ∂xK1 = ∂xK2 = ∂xK3 = 0 (A.134)
∂yK1 = c∂y
A
G
, ∂yK2 = c∂y
A
eB
, ∂yK2 = c∂y
A
eC
(A.135)
Integrability conditions require that
∂x∂y
A
G
= ∂x∂y
A
eB
= ∂x∂y
A
eC
(A.136)
and they are satisfied by our solution (2.102), (2.103), (2.110). As expected, we did not
get any restrictions on function F from (A.114) since conformal rescaling of the metric
does not affect equations for the null geodesics. However, as demonstrated in section 2.4.1,
separability of the HJ equation does not persist for the wave equation unless function F has
a special form. In particular, we found that the wave equation on the D–brane background
is only separable in the Einstein frame.
To summarize, we have demonstrated that metric (A.114) possesses a conformal Killing
tensor of the form (A.129) if and only if equations (A.122), (A.123), (A.132), (A.133) are sat-
isfied. In the special case Kxx = Kxy = 0, the system reduces to equations (A.134)–(A.135),
and their integrability conditions are given by (A.136). Application of this construction to
the geometry (2.102)–(2.103) gives (2.121).
A.4.2 Review of Killing tensors for flat space
In the last subsection we have encountered Killing equations on R1,p space and on a sphere,
∂(λKµν) = g(µνWλ) (A.137)
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and we chose the simplest solution,
Kµν = Kgµν , Wµ = 0, ∂µK = 0. (A.138)
In this section we review the most general solution of (A.137).
Killing tensors on symmetric spaces were studied in [35], where it was shown that the
most general solution of (A.137) on a sphere can be written as
Kµν = Aηµν +BabK
(a)
µ K
(b)
ν , (A.139)
Wµ = 4Babf
(a)K(b)µ ,
where K
(a)
µ are conformal Killing vectors satisfying equation
∇(µK(a)ν) = f (a)ηµν . (A.140)
Although an explicit solution of equation (A.140) was not given in [35], it can be easily
derived, and in this section we will present such derivation for flat space since this case
played an important role in the construction presented in section 2.3.116. Out result can be
easily extended to the conformal Killing tensors on a sphere.
Consider the equation for the Conformal Killing Vector (CKV) on flat space:
∂iKj + ∂jKi = 2fδij (A.141)
From equations with i = j we conclude that
∂1K1 = ∂2K2 = · · · = f (A.142)
Then applying ∂1∂2 to the (1, 2) component of equation (A.141),
∂1K2 + ∂2K1 = 0, (A.143)
we find a restriction on f :
(∂21 + ∂
2
2)f = 0 ⇒ f = g(x1 + ix2, x3, x4 . . . ) + g(x1 + ix2, x3, x4 . . . ). (A.144)
In two dimensions this exhausts all equations for the CKV, thus the most general solution
is parameterized by one holomorphic function F :
d = 2 : K1 = F (x1 + ix2) + cc, K2 = iF (x1 + ix2) + cc, f = ∂1K1. (A.145)
For d ≥ 3 we can combine (A.143) with its counterparts for the (1, 3) and (2, 3) component
of (A.141) to further restrict the form of f . Differentiating (A.143) with respect to x3 and
combining the result with
∂2∂1K3 + ∂2∂3K1 = 0, ∂1∂2K3 + ∂1∂3K2 = 0, (A.146)
16Specifically, an explicit construction of Killing tensors (A.139), (A.154) can be used to show that any
coordinate system leading to separation of the Laplace equation in flat space with d > 2 is a special case of
the ellipsoidal coordinates (2.36).
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we conclude that
∂2∂3K1 = 0 ⇒ ∂2∂3f = 0. (A.147)
Repetition of this argument for all i 6= j gives
∂i∂jf = 0 ⇒ f =
∑
hj(xj). (A.148)
Substituting this into (A.144), we find a relation between D1 and D2:
h′′1(x1) + h
′′
2(x2) = 0 ⇒ h1 = D1x
2
1 + A1x1 +B1
h2 = D2x
2
2 + A2x2 +B2
, D2 = −D1. (A.149)
Similar arguments show that
D3 = −D2, D3 = −D1 ⇒ Di = 0. (A.150)
To summarize, we have demonstrated that f is a linear function,
f = Aixi +B, (A.151)
and (A.142) leads to the following expressions for K1, K2:
K1 = x1Ajxj − A1x
2
1
2
+Bx1 + h1(x2, x3, . . . ),
K2 = x2Bjxj − B2x
2
2
2
+Bx2 + h2(x1, x3, . . . ).
Substitution of these relations into (A.143) gives an equation for h1 and h2:
A2x1 + ∂2h1(x2, x3, . . . ) + A1x2 + ∂1h2(x1, x3, . . . ) = 0, (A.152)
and the solution reads
h1(x2, x3, . . . ) = −A1x
2
2
2
+ x2h12(x3, . . . ) + h˜1(x3, . . . )
h2(x1, x3, . . . ) = −A2x
2
1
2
− x1h12(x3, . . . ) + h˜2(x3, . . . )
Equation (A.147) implies that ∂3h12 = 0. Analogs of (A.147) with different indices ensure
that h12 does not depend on (x4, . . . , xd), this leads to the complete determination of h1 as
a function of x2:
h1(x2, x3, . . . ) = −A1x
2
2
2
+ C12x2 + h˜1(x3, . . . )
(A.153)
Repeating this argument for other pairs, we find the most general expression for Ki:
Ki = (Ajxj)xi − Air
2
2
+Bxi + Cijxj +Di, Cij = −Cji (A.154)
To summarize, we have demonstrated that any conformal Killing vector in flat space has
form (A.154) with constant parameters Ai, B, Cij. The arguments of [35] imply that the
general Killing tensor on such space can be written as combination of such Killing vectors
(A.139) with additional constants A, Bab.
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A.5 Non–integrability of strings on D–brane backgrounds
In section 2.3 we have classified Dp–brane backgrounds leading to integrable geodesics, and in
section 2.4.3 we outlined the procedure for studying dynamics of strings on such geometries.
This appendix contains technical details supporting the analysis of section 2.4.3. Appendix
A.5.1 reviews one of the approaches to integrable systems, and section A.5.2 applies this
general construction to specific configurations of strings on Dp–brane backgrounds. In par-
ticular, in appendix A.5.3 we focus on the geometries leading to integrable geodesics17 and
rule out integrability of strings for the majority of such backgrounds.
A.5.1 Review of analytical non–integrability
A dynamical system is called integrable if the number of integrals of motion is equal to
the number of degrees of freedom. To demonstrate that a system is not integrable, it is
sufficient to look at linear perturbations around a particular solution and to demonstrate
that the resulting linear equations do not have a sufficient number of integrals of motion.
The equation for linear perturbations is known as the Normal Variational Equation (NVE),
and the Kovacic algorithm [44] gives a powerful analytical tool for studying this equation
[43]. Let us outline the procedure developed in [43].
Consider a Hamiltonian system parameterized by canonical variables as (xi, pi), (i ranges
from 1 to N). To rule out integrability using NVE, one has to perform the following steps.
1. Start with a Hamiltonian and write down the equations of motion
H =
1
2
N∑
i=1
pi + V (x1, ..., xN), (A.155)
x˙i =
∂H
∂pi
= fi(x1, ..., xN , p1, ..., pN),
p˙i = −∂H
∂xi
= gi(x1, ..., xN , p1, ..., pN), (A.156)
i = 1, ..., N.
2. Write the full variational equations of (A.156):
δx˙i =
N∑
j=1
∂fj
∂xj
δxj +
N∑
i=j
∂fj
∂pj
δpj,
δp˙i =
N∑
j=1
∂gj
∂xj
δxj +
N∑
j=1
∂gj
∂pj
δpj, (A.157)
i = 1, ..., N.
17As discussed in the Introduction, integrability of geodesics is a necessary condition for integrability of
strings.
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3. Choose a particular solution xi = xˆi, pi = pˆi, i = 1, ..., N and one pair of the canoni-
cal coordinates, (xk, pk). The Normal Variational Equation (NVE) is a subsystem of
(A.157) with i = k:
δx˙k =
N∑
j=1
∂fj
∂xj
δxj
∣∣∣
xˆi,pˆi
+
N∑
i=j
∂fj
∂pj
δpj
∣∣∣
xˆi,pˆi
, (A.158)
δp˙k =
N∑
j=1
∂gj
∂xj
δxj
∣∣∣
xˆi,pˆi
+
N∑
j=1
∂gj
∂pj
δpj
∣∣∣
xˆi,pˆi
.
4. Rewrite the system (A.158) as a second-order differential equation for δxk:
δx¨k + q(t)δx˙k + r(t)δxk = 0, (A.159)
or in the standard notation
η¨ + q(t)η˙ + r(t)η = 0, δxk = η. (A.160)
Equation (A.160) is known as NVE [43].
5. Make the NVE suitable for using the Kovacic algorithm, namely, algebrize the NVE
(i.e. rewrite it as differential equation with rational coefficients) by using a change of
variables t→ x(t):
η
′′
+
(
x¨
x˙2
+
q(t(x))
x˙
)
η′ +
r(t(x))
x˙2
η = 0, F ′ ≡ dF
dx
. (A.161)
The Kovacic algorithm requires the coefficients in this equation to be rational functions
of x. The next step is to convert (A.161) to the normal form by redefining function η:
η˜′′(x) + U(x)η˜(x) = 0. (A.162)
6. Apply the Kovacic algorithm to (A.162), and if it fails then the system is not integrable.
A more detailed explanation of these steps, containing several examples, can be found in
[14].
A.5.2 Application to strings in Dp–brane backgrounds
Let us now apply the NVE method described in Appendix A.5.1 to equations for strings in
the Dp–brane background given by (2.40):
ds2 =
1√
H
ηµνdx
µdxν +
√
H(dr2 + r2dθ2 + r2 cos2 θdΩ2m + r
2 sin2 θdΩ2n). (A.163)
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To compare with [14] we introduce a notation f = H1/4. The Polyakov action for the string,
S = − 1
4πα′
∫
dσdτGMN(X)∂aX
M∂aXN , (A.164)
leads to the equations of motion and Virasoro constraints,
GMN ˙XMX
′N = 0, (A.165)
GMN( ˙XMX˙N +X
′MX
′N) = 0. (A.166)
To demonstrate that system is not integrable, it is sufficient to look only at a specific
sector and show that the number of conserved quantities does not match the number of
variables. Specifically, we consider the following ansatz:
x0 = t(τ), r = r(τ), φ = φ(σ), θ = θ(τ). (A.167)
All other coordinates are considered to be constants. Substitution (A.167) into (A.164) leads
to the Lagrangian
L = −f−2t˙2 + f 2r˙2 + f 2r2(− sin2 θφ′2 + θ˙2). (A.168)
Solving the equations of motion for cyclic variables t, φ
t˙ = Ef 2,
φ′ = ν = const, (A.169)
and substituting the Virasoro constraint (A.166),
E2 = r˙2 + r2θ˙2 + ν2r2 sin θ2, (A.170)
back to the original Lagrangian (A.168) we obtain the effective Lagrangian
L = f 2(r˙2 + r2θ˙2 − r2 sin2 θν2 − E2), (A.171)
and the corresponding Hamiltonian
H =
p2r
4f 2
+
p2θ
4f 2r2
+ f 2ν2r2 sin2 θ + E2. (A.172)
Hamiltonian equations for θ and pθ are
θ˙ =
pθ
2f 2r2
,
(A.173)
p˙θ =
f ′θ
2f 3
(
p2r +
p2θ
r2
)
− 2ff ′θν2r2 sin2 θ − 2f 2ν2r2 sin θ cos θ.
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Let us choose a particular solution
θ =
π
2
, pθ = 0 (A.174)
corresponding to a string wrapped on the equator of S2 and moving only in r. Then by
shifting coordinate τ we can set r(0) = 0, and the Virasoro constraint (A.166) gives
r = rˆ(τ) =
E
ν
sin ντ. (A.175)
Expanding (A.173) around solution (A.174)–(A.175), we get equations for variations:
δθ˙ =
δpθ
2f 2r2
,
(A.176)
δp˙θ =
f
′′
θθδθ
2f 3
p2r −
3
2
f ′θ
f 4
f ′θδθp
2
r − 2f ′θδθ − 2ff
′′
θθδθν
2r2 + 2f 2ν2r2δθ.
Substituting pr = 2f
2r˙ into the last equation, we find equation for δp˙θ,
δp˙θ =
[
2f
′′
θθr˙
2 − 6(f ′θ)2r˙2 − 2(f ′θ)2ν2r2 − 2ff
′′
θθν
2r2 + 2f 2ν2r2
]
δθ,
and substitution of this result into (A.176) leads to the NVE for δθ ≡ η:
η¨ + 2r˙
(
f ′r
f
+
1
r
)
η˙ −
[
f
′′
θθ
f
(
r˙
r
)2
− 3
(
f ′θ
f
)2(
r˙
r
)2
−
(
f ′θ
f
)2
ν2 − f
′′
θθ
f
ν2 + ν2
]
η = 0.
Finally by changing variable r =
E
ν
sin ντ we obtain
η
′′
+
[
r¨
r˙2
+ 2
(
f ′r
f
+
1
r
)]
η′ −
[
f
′′
θθ
f
1
r2
− 3
(
f ′θ
f
)2
1
r2
−
(
f ′θ
f
)2
ν2
r˙2
− f
′′
θθ
f
ν2
r˙2
+
ν2
r˙2
]
η = 0.
(A.177)
To summarize, in this Appendix we have derived the NVE for the metric (A.163) and the
“pulsating” string ansatz (A.167). To analyze the resulting equation (A.177) the function
f should be specified. In the next Appendix A.5.3 we consider a particular function f
corresponding to the most general geodesics-integrable harmonic function derived in section
2.3.
A.5.3 Application to geometries with integrable geodesics
In this Appendix we consider the most general harmonic function H = f 4 leading to inte-
grable geodesics (see (2.70) and (2.72)). First we express this particular f in terms of (r, θ),
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then we use NVE (A.177) derived in the previous Appendix to check its integrability. The
first step leads to
f 4 =
d2
ρ+ρ−
{
Q˜
[(
ρ+ + ρ−
2d
)2
− 1
] 1−n
2 [
ρ+ + ρ−
2d
]1−m
+P
[
1−
(
ρ+ − ρ−
2d
)2] 1−m2 [
ρ+ − ρ−
2d
]1−n}
, n+m < 2 (A.178)
f 4 =
d2Q˜
ρ+ρ−
[
ρ+ + ρ−
2d
]1−m [(
ρ+ + ρ−
2d
)2
− 1
] 1−n
2
, n+m ≥ 2 (A.179)
where we used the mapping between (x, y) and (ρ+, ρ−), namely
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
. (A.180)
The NVEs for P = 0 are the same in both cases (A.178), (A.179):
η
′′
+
U
D
η = 0,
U = E4
[−d4(n− 1)2 − 2d2r2 ((m− 3)n− 5m+ n2 + 2)− r4(m+ n− 4)(m+ n)]
+2E2r2ν2
[
d4((n− 2)n+ 5) + 2d2r2(m(n− 5) + (n− 4)n+ 9)
+r4
(
m2 + 2m(n− 3) + (n− 6)n+ 4) ]− r4ν4[d4(n− 3)(n+ 1) (A.181)
+2d2r2
(
(m− 5)n− 5m+ n2 + 4)+ r4 (m2 + 2m(n− 4) + (n− 8)n− 4) ],
D = 16r2
(
d2 + r2
)2
[E2 − (rν)2]2.
Application of the Kovacic algorithm shows non–integrability of the system unless d = 0 and
m+n = 4. The integrable case corresponds to strings on AdS5×S5, then equation (A.181),
η
′′
+
5x2 − 2
4(x2 − 1)2 η = 0, x ≡
rν
E
, (A.182)
coincides with (3.26) from [14].
Non–vanishing P–term in (A.178) for n = 0, m = 0 and n = 0, m = 1 gives rise to
divergences at θ = π/2 (f(r, π/2) = 0), so the NVE around solution (A.174) is not well
defined. The last remaining case of (A.178) is n = 1, m = 0. Setting Q˜ = 0 gives the
following NVE
η′′ +
E4(3d2 + 2r2) + E2ν2(2d4 − d2r2 − 5r4) + r2ν4(d4 + 4d2r2 + 6r4)
4(d2 + r2)2(E2 − r2ν2)2 η = 0. (A.183)
187
Using the Kovacic algorithm we see that this term corresponds to an integrable system. Un-
fortunately the corresponding geometry is unphysical since it has singularities at arbitrarily
large values of r. To see this we recall that metric (A.163) becomes singular when f = 0,
and function f vanishes at ρ+− ρ− = 2d, which corresponds to θ = 0 and arbitrary value of
r (recall (2.15)).
To summarize, in this appendix we have demonstrated that supergravity backgrounds
with integrable geodesics do not lead to integrable string theories, with the exception of
AdS5 × S5.
A.6 Geodesics in bubbling geometries.
In this appendix we will present the analysis of geodesics in the 1/2–BPS geometries con-
structed in [20]. Our conclusions are summarized in section 2.7.
The BPS geometries constructed in [20] are supported by the five–form field strength,
and the metric is given by
ds2 = −h−2(dt+ Vidxi)2 + h2(dY 2 + dx21 + dx22) + Y eGdΩ23 + Y e−GdΩ˜23, (A.184)
h−2 = 2Y coshG, Y dV = ⋆3dz, z =
1
2
tanhG,
where function z(x1, x2, Y ), which satisfies the Laplace equation,
∂i∂iz + Y ∂Y
(
Y −1∂Y z
)
= 0, (A.185)
obeys the boundary conditions
z(Y = 0) = ±1
2
. (A.186)
As discussed in section 2.7, only three classes of configurations can potentially lead to inte-
grable geodesics, and we will discuss these classes in three separate subsections.
A.6.1 Geometries with AdS5×S5 asymptotics
The boundary conditions depicted in figure 2.3(a) lead to geometries (A.184) which are
invariant under rotations in (x1, x2) plane, and such solutions are conveniently formulated
in terms of coordinates introduced in (2.179):
ds2 = −h−2(dt+ Vφdφ)2 + h2(dr2 + r2dθ2 + r2 cos2 θdφ2) + Y eGdΩ23 + Y e−GdΩ˜23.
(A.187)
The complete solution of the Laplace equation (A.185) and expression for Vφ for this case
were found in [20]:
z =
1
2
+
1
2
n∑
i=1
(−1)i+1
[
r2 −R2i√
(r2 +R2i )
2 − 4R2i r2 cos2 θ
− 1
]
,
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Vφ = −1
2
n∑
i=1
(−1)i+1
[
r2 + r2i√
(r2 +R2i )
2 − 4R2i r2 cos2 θ
− 1
]
, (A.188)
Summation in (A.188) is performed over n circles with radii Ri, and following conventions
of [20], we take R1 to be the radius of the largest circle. For example, a disk corresponds to
one circle, a ring to two circles, and so on.
To write the HJ equation (2.3) in the metric (A.187), we notice that coordinates (t, φ),
as well as two spheres, separate in a trivial way, this gives
S = −Et + Jφ+ S(3)L1 (y) + S˜
(3)
L2
(y˜) + T (r, θ), (A.189)
where S
(3)
L1
(y) and S˜
(3)
L2
(y˜) satisfy equations (2.44). Then equation (2.3) becomes
0 = −
(
h4 − V
2
φ
r2 cos2 θ
)
E2 +
(
∂T
∂r
)2
+
1
r2
(
∂T
∂θ
)2
+2
Vφ
r2 cos2 θ
JE +
J2
r2 cos2 θ
+
L21(
1
2
− z)
Y 2
+
L22(z +
1
2
)
Y 2
. (A.190)
We begin with analyzing equations for geodesics with L1 = L2 = J = 0:
(∂rT )
2 +
1
r2
(∂θT )
2 −
(
h4 − V
2
φ
r2 cos2 θ
)
E2 = 0, (A.191)
which is similar to (2.45). To evaluate the last term in (A.191), we need expressions (A.188)
as well as relation
h4 = −(z +
1
2
)(z − 1
2
)
Y 2
= −(z +
1
2
)(z − 1
2
)
r2 sin2 θ
.
Applying the techniques developed in section 2.3 to (A.191), we conclude that this equa-
tion is separable if and only if there exists a holomorphic function g(w) = x + iy, such
that
r2
|g′(w)|2
(
h4 − V
2
φ
r2 cos2 θ
)
= U1(x) + U2(y). (A.192)
Complex variable w is defined in terms of (r, θ) by (2.61). To find g(w), we employ the same
perturbative technique that was used to derive (2.69)–(2.71): starting with a counterpart of
(A.81),
g(w) = w +
∑
k>0
ake
−kw, U1(x) = e
−2x
[
1 +
∑
k>0
bke
−kx
]
, (A.193)
and solving (A.192) order–by–order in e−x, we find the necessary condition for the existence
of a solution:
(D2)
k−1D2(k+1) = (D4)
k. (A.194)
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Here we defined combinations of Rj appearing in (A.188):
Dp ≡
n∑
j=1
(−1)j+1(Rj)p. (A.195)
Relations (A.194) are clearly satisfied for n = 0 (flat space) and for n = 1 (AdS5×S5), and
we will now demonstrate that they fail for n ≥ 2.
If n ≥ 2 in (A.195), we can define ε ≡ R2/R1 < 1 and
D˜p ≡
n∑
j=2
(−1)j+1(Rj)p. (A.196)
Notice that
|D˜p| ≤
n∑
j=2
(Rj)
p ≤ (n− 1)(R2)p < (n− 1)(εR1)p. (A.197)
Rewriting an infinite set of relations (A.194) as
D2D2(k+1) = D4D2k, (A.198)
and extracting explicit powers of R1 in the last relation we find an equation
D˜2 − R−21 D˜4 = R2(1−k)1 D˜2k − R−2k1 D˜2k+2. (A.199)
Then inequality (A.197) implies that
|D˜2 − R−21 D˜4| ≤ R2(1−k)1 |D˜2k|+R−2k1 |D˜2k+2| < (n− 1)ε2kR21(1 + ε2). (A.200)
The left–hand side of this inequality does not depend on k, and the right–hand side goes to
zero as k goes to infinity (n is an arbitrary but fixed number), then we conclude that
D˜2 = R
−2
1 D˜4 ⇒ D2 = R−21 D4. (A.201)
Substituting this into (A.198), we express all D˜k through D˜2 and R1:
D˜2k+2 = R
2
1D˜2k = · · · = R2k1 D˜2, (A.202)
then inequality (A.197) ensures that D˜2 = 0:
|D˜2| = R−2k1 |D˜2k+2| = (n− 1)R21ε2k+2 → 0 as k →∞. (A.203)
On the other hand, the definition (A.196) implies that D˜2 is strictly negative
18, as long as
n ≥ 2. We conclude that relation (A.194) holds only for n = 0, 1. To show this for all values
18Recall that (R2)
2 > (R3)
2 > . . . (Rn)
2.
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of n we used an infinite set of relations (A.194), however, for any given n is it sufficient to
use (A.194) with k = 0, . . . , n. Note that the equations with k = 0, 1 are trivial.
Going back to the solution with n = 1, we can extract the relevant holomorphic function
and potential U1(x) (see (A.192))
g(w) = ln
[
1
2
(
ew +
√
e2w − (R1/l)2
)]
,
U1(x) =
e2xE2R21
l2(e2x + (R1/2l)2)2
, U2(y) = 0. (A.204)
We recall the w is defined by (2.61), and this relation has a free dimensionful parameter l,
which can be chosen in a convenient way. Setting l = R1/2, we recover the standard elliptic
coordinates (2.70), which can also be rewritten as (2.74):
cosh x =
ρ+ + ρ−
2d
, cos y =
ρ+ − ρ−
2d
, ρ± =
√
r2 +R21 ± 2rR1 cos θ. (A.205)
The relation between (x, y) and standard coordinates on AdS5×S5 will be discussed in section
2.8.
We now go back to the general HJ equation (A.190) and show that presence of (angular)
momenta does not spoil separation of the HJ equation for n = 1 (A.204). To prove this we
express the contribution from momenta as sums of two functions U˜1(x)+ U˜2(y) (analogously
to (A.192)). A series of transformations is resulted in
r2
|g′(w)|2
(
2
Vφ
r2 cos2 θ
JE +
J2
r2 cos2 θ
)
= −32e
2x(R1/l)
2JE
(4e2x + (R/l)2)2
−
[
16e2x(R1/l)
2
(4e2x + (R1/l)2)2
+
1
cos2 y
]
J2,
r2
|g′(w)|2
L21(
1
2
− z)
Y 2
=
16L21e
2x(R1/l)
2
(−4e2x + (R1/l)2)2 , (A.206)
r2
|g′(w)|2
L22(z +
1
2
)
Y 2
=
L22
sin2 y
.
Clearly the right hand sides of these relations are separable.
A.6.2 Geometries with pp–wave asymptotics
We will now discuss the geometries with translational U(1) symmetry (2.180), which cor-
respond to parallel strips in the (x1, x2) plane (see figure 2.3(b,c)). It is convenient to
distinguish two possibilities: z can either approach different values x2 → ±∞ (as in figure
2.3(b)) or approach the same value on both sides (as in figure 2.3(c)). In this subsection we
will focus on the first option, which corresponds to geometries with plane wave asymptotics,
and the second case will be discussed in subsection A.6.3.
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Pp–wave can be obtained as a limit of AdS5×S5 geometry by taking the five–form flux to
infinity [59]. This limit has a clear representation in terms of boundary conditions in (x1, x2)
plane: taking the radius of a disk to infinity, we recover a half-filled plane corresponding
to the pp–wave (see figure 2.5(c)). Taking a similar limit for a system of concentric circles,
we find excitations of pp–wave geometry by a system of parallel strips (see figure 2.3(b)).
Since strings are integrable on the pp–wave geometry [59], it is natural to ask whether such
integrability persists for the deformations represented in figure 2.3(b). In this subsection we
will rule out integrability on the deformed backgrounds by demonstrating that even equations
for massless geodesics are not integrable.
Solutions of the Laplace equation (A.185) corresponding to the boundary conditions
depicted in figure 2.3(b) are given by [20]
z = − x2 − d0
2
√
(x2 − d0)2 + Y 2
− 1
2
n∑
i=1
[
x2 − d2i√
(x2 − d2i)2 + Y 2
− x2 − d2i−1√
(x2 − d2i−1)2 + Y 2
]
,
(A.207)
V1 = − 1
2
√
(x2 − d0)2 + Y 2
− 1
2
n∑
i=1
[
1√
(x2 − d2i)2 + Y 2
− 1√
(x2 − d2i−1)2 + Y 2
]
,
V2 = 0.
Here n is the number of black strips (strip number i is located at d2i−1 < x2 < d2i), and
x2 = d0 is the boundary of the half–filled plane. We will assume that the set of dj is ordered:
d2N > d2N−1 > · · · > d1 > d0. (A.208)
Although one can shift x2 to set d0 = 0, we will keep this value free and use the shift
symmetry later to simplify some equations.
Repeating the steps performed in the last subsection, we write the counterpart of (A.189)
S = −Et + px1 + S(3)L1 (y) + S˜
(3)
L2
(y˜) + T (r, θ), (A.209)
where coordinates (r, θ) are defined by (2.180). The HJ equation is given by the counterpart
of (A.190):
0 = − (h4 − V 21 )E2 +
(
∂T
∂r
)2
+
1
r2
(
∂T
∂θ
)2
+2pV1E + p
2 +
L21(
1
2
− z)
Y 2
+
L22(z +
1
2
)
Y 2
. (A.210)
As before, we begin with analyzing this equation for L1 = L2 = p = 0:
(∂rT )
2 +
1
r2
(∂θT )
2 − (h4 − V 21 )E2 = 0. (A.211)
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Results of section 2.3 ensure that equation (A.211) is separable if and only if there exists a
holomorphic function g(w), such that
r2
|g′(w)|2
(
h4 − V 21
)
= U1 (x) + U2 (y) , (A.212)
where complex variable w is defined by (2.61) and x+iy = g(w). Solving equation (A.212) in
perturbation theory, we find relations for di, which are much more complicated that (A.194).
Introducing the convenient notation Dp =
2n∑
j=1
(−1)j(dj)p as in the previous subsection we
find two options for the relations between Di:
D4 =
D32 +D
2
3
D2
, D5 = 2D2D3 +
D33
D22
, D6 = D
3
2 + 3D
3
3 +
D43
D32
, (A.213)
D7 =
D3(D
3
2 +D
2
3)(3D
3
2 +D
2
3)
D42
, D8 = D
4
2 + 6D2D
2
3 +
5D43
D22
+
D63
D52
, . . .
or
D4 =
D22
2
+
8D23
9D2
, D5 =
5D2D3
6
+
20D33
27D22
, D6 =
D32
4
+D23 +
16D43
27D32
, (A.214)
D7 =
7D3(9D
3
2 + 8D
2
3)
2
972D42
, D8 =
D42
8
+
8D2D
2
3
9
+
80D43
81D22
+
256D63
729D52
, . . .
The systems (A.213) and (A.214) are complicated, but they can be analyzed using Math-
ematica, and here we just quote the result: equation (A.212) has no solutions if n > 1 in
(A.207).
One special case can be studied analytically: setting D1 = D3 = 0 in (A.213) and (A.214)
we find simple sets of relations:
D2i+1 = 0, D2i = D
i
2, or D2i+1 = 0, D2i =
Di2
2i−1
, i ≥ 1. (A.215)
Interestingly, the same system of equations (A.228) will be encountered in the next subsec-
tion19, where we will prove that n ≤ 1.
For n = 0 equation (A.212) gives no restrictions on g(w) since h4 − V 21 = 0 for the
pp–wave. Going back to (A.210) and requiring it to separate for all (p, L1, L2), we find the
standard pp–wave coordinates:
ds2 = −2dtdx1 − (r21 + r22)dt2 + dr21 + r21dΩ2 + dr22 + r22dΩ˜2, (A.216)
r1 = x, r2 = y.
19Solutions (A.215) correspond to D1 = 1 and to D1 = 2 in (A.228).
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To write the solution for n = 1, it is convenient to choose d1 = 0 by shifting x2. This gives
for (A.212)
g(w) = w + ln
[
1
2
(√
1− d0
l
e−w + 1
)]
+ ln
[
1
2
(√
1− d2
l
e−w + 1
)]
(A.217)
U1(x) = − 128d0d2l
2e2xE2
(d0d2 − 16l2e2x)2 , U2(y) = 0.
Analysis of the HJ equation (A.210) with non-vanishing momenta p, L1, L2 is much more
complicated than in case of geometries with AdS5 × S5 asymptotics, so we performed per-
turbative analysis. Specifically we compared the function g˜(w) separating momenta terms
with g(w) from (A.217) separating the rest of the HJ equation (A.210) and saw that g(w)
and g˜(w) are not compatible for n = 1.
We conclude that solution with n = 0 (the standard pp–wave) always gives separable
geodesics, solution with n = 1 leads to integrable geodesics only for vanishing momenta, and
solutions with n ≥ 2 never gives integrable geodesics.
A.6.3 Geometries dual to SYM on a circle
Finally we consider configuration depicted in figure 2.3(c). As discussed in [20], these con-
figurations are dual to Yang–Mills theory on S3×S1×R, and since we are only keeping zero
modes on the sphere, the solutions (A.184) correspond to BPS states in two–dimensional
gauge theory on a circle.
Following the discussion presented in the last subsection, we arrive at equations (A.210)
and (A.211), however, instead of (A.207) we find
z = −1
2
n∑
i=1
[
x2 − d2i√
(x2 − d2i)2 + Y 2
− x2 − d2i−1√
(x2 − d2i−1)2 + Y 2
]
,
V1 = −1
2
n∑
i=1
[
1√
(x2 − d2i)2 + Y 2
− 1√
(x2 − d2i−1)2 + Y 2
]
, (A.218)
V2 = 0.
where n is the number of black strips (strip number i is located at d2i−1 < x2 < d2i), and we
assume that the set of dj is ordered:
d2n > d2n−1 > · · · > d1. (A.219)
Solving equation (A.212) in perturbation theory (here we again start with (A.210) in absence
of momenta), we find a sequence of restrictions on the set of di. Introducing a convenient
notation
Dp =
2n∑
j=1
(−1)j(dj)p, (A.220)
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we can write the first three equations as
D21D4 − 2D1D3D2 +D32 = 0,
D31D5 −D21D23 −D1D3D22 +D42 = 0, (A.221)
D41D6 − 3D21D2D23 +D3D32D21 = 0.
Notice that inequality (A.219) ensures that D1 > 0, but we can set D2 = 0 by introducing
a shift
dn → dn + α. (A.222)
Indeed, D1 remains invariant under this shift, and D2 transforms as
D2 → D2 + 2αD1, (A.223)
so by choosing an appropriate α, we can set D2 = 0. This choice leads to great simplifications
in (A.221), in particular, we find that D4 = 0. We will now show that D2p = 0 for all values
of p.
First we observe that the structure of our perturbative expansion guarantees that restric-
tion at order p− 1 has the form
Dp−21 Dp + P [Dp, Dp−1, . . . , D1] = 0. (A.224)
where P is some polynomial of p arguments. Next we notice that if any configuration of
strips leads to a separable Hamilton–Jacobi equation, the configuration which is obtained
by the reflection about x2 axis must have the same property. The reflection corresponds to
the transformation
d′i = −d2N+1−i ⇒ D′2k = −D2k, D′2k+1 = D2k+1, (A.225)
so if equations (A.224) are solved by the set {Dk}, they should also be solved by the set
{D′k}. We can now use induction to demonstrate that any solution of (A.224) with D2 = 0
must have
D2k = 0 for all k. (A.226)
The statement is trivial for k = 1, and we assume that it holds for all k < K. Then equation
(A.224) for p = 2K becomes
D2K−21 D2K + P [D2K−1, 0, D2K−3, 0 . . . , D1] = 0 (A.227)
This equation is symmetric under (A.225) if and only ifD2K is equal to zero
20. This completes
the proof of (A.226) by induction.
20We also used that D1 is always positive.
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For configurations satisfying (A.226) perturbative expansion becomes very simple, and
restrictions of di can be formulated as
(D1)
p−1D2p+1 = (D3)
p, p ≥ 1. (A.228)
Moreover, restrictions (A.226) can be used to simplify the expressions for D2p+1. Let us
demonstrate that two sets,
{d22n−1, d22n−3, . . . , d21} and {d22n, d22n−4, . . . , d22}, (A.229)
contain the same elements, although these elements may appear in different order. Indeed,
consider
d+ = max{d22n−1, d22n−3, . . . , d21}, d− = max{d22n, d22n−4, . . . , d22} (A.230)
and assume that d+ > d−. Then
D2p =
n∑
j=1
[
(d2j−1)
2p − (d2j)2p
] ≥ (d+)2p − (n− 1)(d−)2p (A.231)
becomes positive for sufficiently large p, thus relations (A.226) imply that d+ ≤ d−. Similar
argument shows that d+ ≥ d−, so d+ = d− and using (A.219) we conclude that d2n = −d1.
Repeating this argument for the sets
{d22n−3, . . . , d21} and {d22n−2, . . . , d22}, (A.232)
we find d2n−2 = −d3, and continuing this procedure we conclude that21
dj = −d2n+1−j . (A.233)
For such distribution we find an alternative expression for D2p+1:
D2p+1 = 2
2n∑
j=n+1
(−1)j+1(dj)2p+1 (A.234)
Combining (A.220) and (A.233), we conclude that
d2n > d2n−1 > · · · > dn+1 > 0, (A.235)
so equations (A.228), (A.234) are very similar to equations (A.195), (A.194), and we can
used the same logic22 to conclude that n = 1.
21Notice that symmetry (A.225) and conditions (A.226) are not sufficient for this conclusion: equation
(A.219) played a crucial role in or derivation.
22The proof would not work without inequality (A.235).
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To separate equation (A.211) for one strip, it is convenient to set d1 = 0 by shifting the
origin of x2. Then we find
g(w) = 2 ln
[
1
2
(√
ew − (d2/l) + ew/2
)]
,
U1(x) =
8d2le
xE2
(d2 + 4lex)2
, U2(y) = 0. (A.236)
Now we go back to the original HJ equation (A.210) containing non-vanishing momenta
L1, L2, p and demonstrate that momenta do not spoil separability. Here we consider the
separable case of one strip.
Based on the logic used through the entire chapter separability of each momentum
p, L1, L2 requires
r2
|g′(w)|2
[
2pV1E + p
2 +
L21(
1
2
− z)
Y 2
+
L22(z +
1
2
)
Y 2
]
= U˜1(x) + U˜2(y), (A.237)
Expressing the left–hand side of (A.237) in terms of (x, y) and using the holomorphic function
g(w) from (A.236), we find
U˜1(x) = p
2
(
d42
256l4
e−2x + e2x
)
+
8L21d2e
x[(d2/l)
2 + 16e2x]
l[(d2/l)2 − 16e2x]2 +
8d2L
2
2e
x
l(d2/l + 4ex)2
,
U˜2(y) = −2pEd2
l
cos y − p
2
8l2
d22 cos 2y +
L22
sin2 y
. (A.238)
Thus addition of momenta does not spoil separability.
All results obtained in this appendix can be summarized by listing all bubbling geometries
leading to separable geodesics (here we use the language introduced in [20] to describe the
solutions):
1. AdS5 × S5: the boundary conditions are given by the disk depicted in figure 2.5(a).
2. Pp–wave: the boundary conditions are depicted in figure 2.5(c).
3. Single M2 brane: the boundary conditions (one strip) are depicted in figure 2.5(b).
4. Pp–wave with an additional strip (see figure 2.5(d)): geodesics are only separable in
all momenta and angular momenta vanish.
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appendix b
APPENDIX FOR KILLING–YANO TENSORS IN STRING THEORY
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B.1 Conformal transformations of Killing tensors
In this appendix we analyze the behavior of Killing vectors and tensors under conformal
rescaling of the metric. In the context of string theory such rescalings appear when one goes
from the string to the Einstein frame or when one compares the string frames before and after
S duality. In this appendix we will find the restrictions on the dilaton which guarantee that
Killing vectors and tensors survive after S duality. We study general conformal Killing vectors
and tensors, and reduction to the standard objects is obtained by setting the conformal
factors to zero.
B.1.1 Killing vectors
We begin with considering an equation for the conformal Killing vector (CKV):
∇MVN +∇NVM = 2gMNv (B.1)
and writing its counterpart in the rescaled metric:
g′MN = e
CgMN : ∇′MV ′N +∇′NV ′M = 2g′MNv′. (B.2)
Recalling the transformation of the connections,
(ΓMNP )
′ = ΓMNP +
1
2
[
δMP ∂NC + δ
M
N ∂PC − gNP gMA∂AC
]
. (B.3)
we can rewrite the equation for V ′ in terms of the original covariant derivatives:
∇M(e−CV ′N) +∇N(e−CV ′M) = 2gMN(v′ +
1
2
V ′A∂Ae
−C). (B.4)
Comparing this to (B.1), we find the transformation law for the CKV:
V ′M = e
CVM ⇒ V ′M = g′MNV ′N = V M ,
v′ = v − 1
2
V A∂Ae
−C . (B.5)
This implies that CKV always survives the conformal rescaling, but the KV (which must
have v = 0) disappears unless
V A∂Ae
−C = 0. (B.6)
In the context of S duality and transition between string and Einstein frames, the last
condition implies that Lie derivatives of the dilaton along the Killing vector must vanish,
which is a very natural requirement.
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B.1.2 Killing(–Yano) tensors
Next we look at transformation properties of the conformal Killing–Yano tensor, which
satisfies equation
∇MYNP +∇NYMP = 2gMNWP − gMPWN − gNPWM . (B.7)
Using (B.3) we can rewrite the left hand side of (B.7) in the rescaled frame as
∇′MY ′NP +∇′NY ′MP = ∇MY ′NP −
1
2
[
∂MCY
′
NP + ∂NCY
′
MP − gMNgAB∂BCY ′AP
]
−1
2
[
∂MCY
′
NP + ∂PCY
′
NM − gMPgAB∂BCY ′NA
]
+ (M ↔ N)
= ∇MY ′NP −
3
2
∂MCY
′
NP +
1
2
gMNg
AB∂BCY
′
AP +
1
2
gMPg
AB∂BCY
′
NA + (M ↔ N)
and the full equation becomes
e3C/2∇M(e−3C/2Y ′NP ) + e3C/2∇N (e−3/2CY ′MP )
= 2gMN(W
′
P e
C − 1
2
gAB∂BCY
′
AP )−
[
gMP (W
′
Ne
C − 1
2
gAB∂BCY
′
AN) + (M ↔ N)
]
.
To recover the original equation (B.7), we must set
Y ′NP = e
3C/2YNP , W
′
M = e
C/2(WM +
1
2
gAB∂BCYAM). (B.8)
The conformal Killing–Yano tensors of higher rank can be analyzed in a similar fashion, and
for the rank k tensor we find
Y ′M1...Mk = e
(k+1)C/2YM1...Mk , (B.9)
W ′M2...Mk = e
(k−1)C/2WM2...Mk +
e(3k−5)C/2
2
gAB∂BCYAM2...Mk
The same calculations show that for Killing tensors we have
K ′MN = e
2CKMN , W
′
M = e
C(WM + g
AB∂BCKAM). (B.10)
Equations (B.9) and (B.10) summarize the behavior of Killing(–Yano) tensors under confor-
mal rescalings.
B.2 Killing tensors and ellipsoidal coordinates
In this appendix we will justify the procedure for extracting separation of variables from a
nontrivial Killing tensor and review an example of ellipsoidal coordinates and their degen-
eration.
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B.2.1 Ellipsoidal coordinates from Killing tensors
As discussed in section 3.2.2, existence of a non–trivial Killing tensor leads to separation of
variables, and in this appendix we will provide some details of the procedure for extracting
the relevant coordinates and the separation function.
We will focus on studying the reduced metric (3.39), and to simplify the notation we will
drop the subscript red. Assuming that non–cyclic coordinates separate, we find
ds2 =
∑
gkdx
2
k, K =
∑
Λkgkdx
2
k (B.11)
where gk and Λk are functions of all coordinates. Equations for the Killing tensor give
∂iΛi = 0, ∂j ln gi = ∂j ln(Λi − Λj), j 6= i (B.12)
and there are no summations in these relations. We will now make an additional assumption
of separability:
∂j∂k ln gm = 0 for different (i, j, k). (B.13)
and determine the form of gk and Λk. The procedure involves several steps:
1. Equation (B.13) leads to factorization of g1
g1 =
∏
f1j(x1, xj), ∂j ln f1j(x1, xj) = ∂j ln(Λ1 − Λj) (B.14)
which implies factorization of
Λ1 − Λ2 = f12(x1, x2)g12(x1, x3 . . . ). (B.15)
The same expression can also be obtained by starting with g2, but this leads to a different
factorization:
Λ1 − Λ2 = f21(x2, x1)g21(x2, x3 . . . ). (B.16)
Applying ∂1∂3 to the logs of (B.15), (B.16), we conclude that x1 dependence factorizes in
g12. Absorbing the x1–dependent factor in f12(x1, x2), we find
Λ1 − Λ2 = f12(x1, x2)g12(x3 . . . ).
The left–hand side of the last relation is killed by ∂1∂2 (recall the first relation in (B.12)),
so
f12(x1, x2) = f
(1)
12 (x1)− f (2)12 (x2). (B.17)
Repeating the same steps for x3, . . . , xn, we conclude that
g1 = h1(x1)
∏
j
[f
(1)
1j (x1)− f (j)1j (xj)],
Λ1 − Λj = [f (1)1j (x1)− f (j)1j (xj)]g1j(x3 . . . xn), ∂jg1j = 0. (B.18)
Since coordinate x1 is not special, the last equation can be generalized:
Λk − Λj = [f (k)kj (xk)− f (j)kj (xj)]gkj(x1 . . . xn), ∂jgkj = ∂kgkj = 0. (B.19)
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2. Assuming that f
(j)
1j (xj) are nontrivial functions of their arguments
1, we can define new
coordinates by setting
x˜j ≡ f (j)1j (xj), j > 1. (B.20)
and dropping the tildes. We still have the freedom of making a linear transformation of
xk, which will be fixed later. Taking a second derivative of (B.18) with respect to xj ,
∂2jΛ1 = ∂
2
jΛj + ∂
2
j
(
[f
(1)
1j (x1)− xj ]g1j(x2 . . . xn)
)
= 0.
we conclude that Λ1 is a linear polynomial in every coordinate (x2, . . . xn). Furthermore,
since ∂2Λ2 = 0 we find
Λ2 = Λ1 − [f (1)12 (x1)− x2]g12(x3, . . . , xn) = Λ1 + [f (1)12 (x1)− x2]∂2Λ1
and similarly
Λj = Λ1 + [f
(1)
1j (x1)− xj ]∂jΛ1. (B.21)
3. Next we look at
Λ2 − Λ3 = (f (1)12 (x1)− x2)∂2Λ1 − (f (1)13 (x1)− x3)∂3Λ1
= [f
(1)
12 ∂2Λ1 − f (1)13 ∂3Λ1]0 + x3[f (1)12 ∂2∂3Λ1 + ∂3Λ1]0 − x2[f (1)13 ∂2∂3Λ1 + ∂2Λ1]0
Expressions in the square brackets are evaluated at x2 = x3 = 0. Equation (B.19) implies
that (x2, x3) dependence in the last equation must factorize, and this is possible only if
f
(1)
13 (x1) = c32f
(1)
12 (x1) + d32, [f
(1)
12 ∂2Λ1 − f (1)13 ∂3Λ1]0 = e32 (B.22)
with constant (c32, d32, e32). Similar arguments demonstrate that all f1j(x1) are linear
polynomials in f
(1)
12 (x1), so by re-defining this coordinate,
x1 → f (1)12 (x1),
we conclude that all f1j(x1) are linear functions of their arguments. For example,
f
(1)
13 (x1)− x3 = c32x1 + d32 − x3,
so by making a linear transformation of x3, we can simplify the last expression:
f
(1)
13 (x1)− x3 → c32(x1 − x3).
Repeating this for (x4 . . . xn), we find
g1 = h1(x1)
∏
j
[x1 − xj ], Λj = Λ1 + [x1 − xj ]∂jΛ1. (B.23)
1This assumption of generality eventually leads to ellipsoidal coordinates for curved spaces. Relaxing
this assumption, one arrives at degenerate cases, and some examples are presented in Appendix B.2.2. We
conjecture that any degenerate case can be obtained by a singular limit of ellipsoidal coordinates, but we
will not prove this statement. The proof for flat three dimensional space is implicitly contained in [32].
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4. We will now demonstrate that polynomial Λ1(x2, . . . , xn) must be symmetric under inter-
change of any pair of its arguments. Without the loss of generality, we focus on x2 and
x3 and write Λ1 as
Λ1 = P1x2x3 + P2x2 + P3x3 + P4, (B.24)
where Pk are polynomials in (x4 . . . xn). The second equation in (B.22) gives
e32 = x1[∂2Λ1 − ∂3Λ1]0 = x1[P2 − P3]. (B.25)
Consistency of this relation requires P2 = P3, i.e., symmetry of Λ1 under the interchange
of x2 and x3.
5. Once we established that Λ1(x2 . . . xn) is symmetric, it is convenient to introduce a “gen-
erating” linear polynomial Λ(x1 . . . xn) symmetric in its arguments and define
Λ1 = ∂1Λ. (B.26)
Then the second relation in (B.23) implies
Λj = ∂1Λ+ (x1 − xj)∂1∂jΛ = ∂1Λ|xj=0 + x1∂1∂jΛ = ∂jΛ|x1=0 + x1∂1∂jΛ = ∂jΛ.
To summarize, we have demonstrated that in the generic case existence of the Killing
tensor in the non–cyclic part of the metric (B.11) implies that
gk = h1(xk)
∏
j 6=k
[xk − xj ], Λj = ∂jΛ, (B.27)
where Λ(x1 . . . xn) is a linear polynomial in every (x1 . . . xn) symmetric under interchange of
every pair of arguments. This completes the justification of (3.39)–(3.41), which summarize
the extraction of the separable coordinates from a Killing tensor.
B.2.2 Ellipsoidal coordinates in flat space
In section 3.2.2 we demonstrated that separation of non–cyclic coordinates generically leads
to ellipsoidal coordinates. Our derivation was based on the assumption of generality: we pos-
tulated that metric components have non–trivial dependence on all non–cyclic coordinates.
If this assumption is dropped, one recovers degenerate cases of ellipsoidal coordinates, and
in this appendix we will illustrate this using a well-known example of flat three–dimensional
space. Degeneration in higher dimensions is very similar, but its detailed discussion is beyond
the scope of this work.
Consider a flat three–dimensional space with a metric
ds2 = dr21 + dr
2
2 + dr
2
3. (B.28)
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The ellipsoidal coordinates (x0, x1, x2) are defined as three solutions of a cubic equation for
x [36]:
r21
x− a +
r22
x− b +
r23
x− c = 1, (B.29)
Without the loss of generality we assume that non–degenerate coordinates have a > b > c
and the roots are arranged in the following order:
x0 > a > x1 > b > x2 > c. (B.30)
Cartesian coordinates (r1, r2, r3) can be expressed in terms of (x0, x1, x2) as
r1 =
[
(x0 − a)(x1 − a)(x2 − a)
(a− b)(a− c)
]1/2
, r2 =
[
(x0 − b)(x1 − b)(x2 − b)
(b− a)(b− c)
]1/2
, (B.31)
r3 =
[
(x0 − c)(x1 − c)(x2 − c)
(c− a)(c− b)
]1/2
.
This transformation turns the metric (B.28) into
ds2 =
(x0 − x1)(x0 − x2)dx20
4(x0 − a)(x0 − b)(x0 − c) +
(x1 − x0)(x1 − x2)dx21
4(x1 − a)(x1 − b)(x1 − c)
+
(x2 − x0)(x2 − x1)dx22
4(x2 − a)(x2 − b)(x2 − c) . (B.32)
Shifting six quantities (xi, a, b, c) by c, one usually sets c = 0, and we will follow this con-
vention2.
The degenerate cases of the ellipsoidal coordinates are discussed in great detail in [32]3,
and we will focus only on oblate spheroidal and spherical coordinates. Oblate spheroidal
coordinates are obtained from (B.31) by writing
x0 = a+ ξ0, x1 = a− aξ1, x2 = bξ2 (B.33)
and sending b to zero. Then metric (B.32) becomes
ds2 =
(ξ0 + aξ1)dξ
2
0
4ξ0(ξ0 + a)
+
(ξ0 + aξ1)dξ
2
1
4ξ1(1− ξ1) + (ξ0 + a)(1− ξ1)
dξ22
4ξ2(1− ξ2) . (B.34)
This expression has a very simple interpretation: ξ2 gives rise to a new cyclic coordinate ζ
(ξ2 = cos
2 ζ), while (ξ0, ξ1) form two–dimensional elliptic coordinates. This is in a perfect
agreement with general analysis of non–cyclic directions presented in section 3.2.2.
2In section 3.3 we use a different convention: a = 0, b = −a21, c = −a22.
3There are ten of them: rectangular, oblate/prolate spheroidal, circular/elliptic/parabolic cylinder,
spherical, conical, paraboloidal, and parabolic.
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As a next example we consider spherical coordinates, which can be obtained by writing
b = a− ǫ, x0 = ξ0, x1 = a− ǫξ1, x2 = aξ2, (B.35)
sending ǫ to zero, and setting a = 0 in the resulting expression. This gives
ds2 =
dξ20
4ξ0
+
ξ0(1− ξ2)dξ21
4ξ1(1− ξ1) +
ξ0dξ
2
2
4(1− ξ2)ξ2 = dr
2 + r2 sin2 θdφ2 + dθ2. (B.36)
We see that although ξ2 (which is related to the polar angle θ) remains a non–cyclic coor-
dinate, it does not appear in g11, so spherical coordinates violate one of the assumptions
made in section 3.2.2. Nevertheless such parameterization can be obtained as a degenerate
case of ellipsoidal coordinates, and we conjecture that any separable frame in the non–cyclic
coordinates can be obtained as a similar singular limit from the systems derived in section
3.2.2. The proof of this conjecture is beyond the scope of this work.
B.3 Principal CKYT for the Myers–Perry black hole
In section 3.3 we found a family of the Killing–Yano tensors (3.83) for the Myers–Perry black
hole, and the construction was based on three statements:
1. The anti–symmetric tensor h defined by (3.82) is a Conformal Killing–Yano tensor and
the form (3.82) is closed. Such tensors are called Principal Conformal Killing–Yano
tensors (PCKYT) [82].
2. A wedge product of two PCKY tensors is again a PCKYT4, so the expression ∧hn is
a PCKYT for any value of n.
3. If Y is a PCKYT then Y = ⋆Y is a Killing–Yano tensor.
The proofs of these statements are scattered throughout the literature [86, 82, 84], and the
goal of this appendix is to present a simpler derivation of properties 1-3. We will begin with
properties 2 and 3 since they are not specific to the Myers–Perry black hole.
We begin with writing the condition dY = 0 for a Principal Conformal Killing–Yano
tensor Y of rank p:
∇aYbcd... −∇bYacd... −∇cYbad... + · · · = 0. (B.37)
There are p terms in this equation. Using the defining relation (3.15) for the CKYT,
∇bYacd... = −∇aYbcd... + 2gabZcd... − [gcaZbd... + gcbZad...] + . . . , (B.38)
4Note that this is not true for KY tensors.
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equation (B.37) can be rewritten as
∇aYbcd... = gabZcd... − gacZbd... + · · · = pga[bZcd... ]. (B.39)
The PCKYT is defined as an object satisfying relations (B.37), (B.38), but one can use the
equivalent set of defining relation (B.37) and (B.39) instead. In particular, we observe that
any Killing–Yano tensor which is also closed must be covariantly constant. Such objects
are closely related to complex structures on Ka¨hler manifolds, which are discussed in the
Appendix B.9.
To prove property 2, we observe that a product of two PCKYT, Y (p)∧Y (q) is closed, and
it satisfies equation (B.39) with
Z(p+q) =
1
p + q
[
pZ(p) ∧ Y (q) + (−1)p+qqZ(q) ∧ Y (p)] . (B.40)
To prove property 3, we consider
∇m
[
εa1...aq
b1...bpYb1...bp
]
= εa1...aq
b1...bppgm[b1Zb2...bp] = pεa1...aqm
b2...bpZb2...bp. (B.41)
Symmetrization over (m, a1) gives zero, so Ya1...aq ≡ εa1...aq b1...bpYb1...bp is a Killing–Yano
tensor. This completes the proof of properties 2 and 3 which hold for all spaces admitting
PCKYT.
Next we focus on the Myers–Perry black hole and demonstrate that the closed form
h =
1
2
∑
aidµ
2
i ∧
[
aidt+ (r
2 + a2i )dφi
]
+
1
2
dr2 ∧ [dt+ aiµ2idφi]
=
1
2
d[r2 +
∑
a2iµ
2
i ] ∧ dt+
1
2
∑
d[ai(r
2 + a2i )µ
2
i ] ∧ dφi (B.42)
is a Conformal Killing–Yano tensor. The proof will go in two steps: first we will verify the
CKYT equation for m = 0, and then we will show that m dependence does not affect the
result.
For m = 0 the geometry (3.85) is flat, and it is convenient to rewrite it in the Cartesian
coordinates. In odd dimensions such coordinates are defined by
Xk + iYk =
√
r2 + a2kµke
iφk , ds2 = −dt2 +
∑
[(dXk)
2 + (dYk)
2], (B.43)
and the two–form h becomes
h =
1
2
d[
∑
(X2k + Y
2
k )] ∧ dt +
∑
akdXk ∧ dYk . (B.44)
This gives interesting relations for the derivatives of hMN ,
∇MhNP +∇NhMP = 0, if (MNP ) 6= t,
∇MhNt +∇NhMt = 2[δMN − δMtδNt], (B.45)
206
∇MhtP +∇thMP = −[δMP − δMtδPt],
which can be summarized as an equation for the CKYT (3.15):
∇MhNP +∇NhMP = 2gMNZP − gMPZN − gNPZM , ZM∂M = ∂t. (B.46)
The argument for even dimensions works in a similar way. This concludes the first part of
the proof (h is a CKYT for the flat space), and now we will demonstrate that (B.46) holds
for m 6= 0 as well.
While it is possible to verify (B.46) using the explicit form of the Christoffel’s symbols5,
this calculation is tedious and not very instructive since it does not take advantage of the
high degree of symmetry of the Myers–Perry solution. We will use an alternative method
based on spin connections, which gives the answer in an easier and more transparent way.
First we rewrite (B.46) in terms of frame indices:
∇ahbc +∇bhac = 2ηabZc − ηacZb − ηbcZa (B.47)
h = rerˆ ∧ etˆ +
∑
i
√−xiexˆi ∧ eiˆ, Za = eat
To derive the desired result we should analyze the m–dependence of
Tabc ≡ ∇ahbc +∇bhac (B.48)
Covariant derivatives of the objects with frame indices are evaluated using the standard
relations
∇aV b = eMa ∂MV b + ωa,bcV c, ∇aWb = eMa ∂MWb − ωa,cbWc, (B.49)
and the spin connection ωa,
b
e is related to the anholonomy coefficients Γa,be by
ωc,ab =
1
2
[Γc,ab + Γb,ac − Γa,bc] , dea = 1
2
Γa,bce
b ∧ ec (B.50)
In particular, the explicit expressions for etˆ in (3.73) and (3.86) imply that
Γtˆ,βrˆ = 0. (B.51)
Here and below the greek letters denote the frame indices excluding (rˆ, tˆ). Although it is
not obvious from eiˆ and eφˆi , the anholonomy coefficients Γα,tˆγ vanish as well. To see this, we
use an alternative expression for Γ:
Γa,bc = (dea)µνe
µ
b e
ν
c = (∂µeaν − ∂νeaµ)eµb eνc = −eµb eaν∂µeνc + eµc eaν∂µeνb , (B.52)
which gives for (3.73) and (3.86):
Γα,tˆγ = e
µ
γeαν∂µe
ν
tˆ
= −1
2
eµγeανe
ν
tˆ
∂µ lnF = −1
2
eµγηαtˆ ∂µ lnF = 0. (B.53)
5Such ‘brute force’ calculation is performed in the Appendix B.3 of [84].
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Next we use the frames (3.73) and (3.86) to compute the anholonomy Γa,bc coefficients and
spin connections ωa,bc in terms of their counterparts Γ˜a,bc and ω˜a,bc for m = 0. The simplicity
of the m dependence in the frames combined with relations Γα,tˆγ = Γ
tˆ
,βrˆ = 0 allows us
to write the answers without doing complicated calculations which are normally associated
with evaluation of the spin connection. Introducing convenient notation
S =


√
R−mr
R
, even d√
R−mr2
R
, odd d
, (B.54)
we can summarize the anholonomy coefficients as
Γα,βγ = Γ˜
α
,βγ, Γ
α
,βrˆ = SΓ˜
α
,βrˆ, Γ
rˆ
,βrˆ = Γ˜
rˆ
,βrˆ,
Γα,βtˆ = 0, Γ
tˆ
,βtˆ = Γ˜
tˆ
,βt, Γ
tˆ
,βγ = SΓ˜
tˆ
,βγ (B.55)
Γtˆ,βrˆ = 0, Γ
α
,tˆrˆ = Γ˜
α
,tˆrˆ, Γ
tˆ
,tˆrˆ = SΓ˜
tˆ
,tˆrˆ −
1
F
∂rS, Γ
rˆ
rˆtˆ = 0,
and the spin connections as
ωα,βγ = ω˜α,βγ, ωrˆ,αβ = Sω˜rˆ,αβ, ωα,rˆβ = Sω˜α,rˆβ , ωrˆ,rˆβ = ω˜rˆ,rˆβ,
ωtˆ,tˆα = ω˜tˆ,tˆα, ωtˆ,αβ = Sω˜tˆ,αβ, ωα,βtˆ = Sω˜α,βtˆ, (B.56)
ωα,rˆtˆ = ω˜α,rˆtˆ, ωrˆ,αtˆ = ω˜rˆ,αtˆ, ωtˆ,αrˆ = ω˜tˆ,αrˆ, ωrˆ,rˆtˆ = 0, ωtˆ,tˆrˆ = Γtˆ,tˆrˆ.
Substituting the expressions (B.50) into (B.48) and introducing ∂ˆa ≡ eMa ∂M , we find
Tabc = ∂ˆahbc + ∂ˆbhac + [ωa,be + ωb,ae] h
e
c + ωa,cehb
e + ωb,ceha
e
= ∂ˆahbc + ∂ˆbhac + (Γa,be + Γb,ae)h
e
c + ωa,cehb
e + ωb,ceha
e (B.57)
and the explicit expressions (B.55), (B.56) give
Tαβγ = T˜αβγ , Tαmˆnˆ = T˜αmˆnˆ, Tmˆnˆα = T˜mˆnˆα, Tmˆβγ = ST˜mˆβγ, Tαβmˆ = ST˜αβmˆ, (B.58)
where (mˆ, nˆ) take values tˆ or rˆ. The remaining components are
Trˆrˆrˆ = 0, Ttˆtˆtˆ = 0, Trˆtˆtˆ = 0, Ttˆrˆtˆ = 0,
Trˆrˆtˆ = 2∂ˆrˆhrˆtˆ + 2Γrˆ,rˆrˆh
rˆ
tˆ + 2ωrˆ,tˆtˆhrˆ
tˆ = 2∂ˆrˆhrˆtˆ = ST˜rˆrˆtˆ, (B.59)
Ttˆrˆrˆ = ∂ˆrˆhtˆrˆ + Γtˆ,rˆtˆh
tˆ
rˆ + 2ωtˆ,rˆtˆhrˆ
tˆ = ∂ˆrˆhtˆrˆ = ST˜tˆrˆrˆ .
Recalling that
Zα = eαt = Z˜α, Ztˆ = etˆt = SZ˜tˆ, Zrˆ = 0, (B.60)
we conclude that equation (B.47),
Tabc = 2ηabZc − ηacZb − ηbcZa, (B.61)
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is equivalent to
T˜abc = 2ηabZ˜c − ηacZ˜b − ηbcZ˜a, (B.62)
which has been verified earlier. This completes the proof of the relation (B.46) for the
Myers–Perry black hole and verification of statements 1-3 made in the beginning of this
appendix.
B.4 Dimensional reduction and T duality
This appendix discusses dimensional reduction of equations for Killing vectors, Killing–
(Yano) tensors and their conformal counterparts. Section B.4.1 sets up the conventions,
section B.4.2 discusses dimensional reduction of arbitrary tensors, and these results are
applied to Killing vectors in section B.4.3, to symmetric Killing tensors in section B.4.4, and
to Killing–Yano tensors in section B.4.6. Conformal Killing tensors are discussed in section
B.4.5, conformal Killing vectors are analyzed in section 3.4.1 and some comments about
conformal Killing–Yano tensors are made in the end of section 3.4.3.
We demonstrate that equations for the KV and KT are consistent with T duality, but
equation for the KYT should be modified, and we find the unique modification. Also we
find that consistency between continuous symmetries and T duality leads to constraints
on the Kalb–Ramond field if one is present, and such constraints suggest an interesting
generalization of a standard Lie derivative along vector field to the derivative along Killing
tensors. This construction is discussed in section B.4.4.
B.4.1 Conventions
We begin with setting up the conventions. Consider a geometry which admits a Killing
vector ∂z and write the metric and the Kalb–Ramond field in the form
ds2 = eC [dz + Amdx
m]2 + gˆmndx
mdxn,
B = A˜ndx
n ∧ [dz + 1
2
Amdx
m] +
1
2
Bˆmndx
m ∧ dxm. (B.63)
Here (m,n) run over all coordinates excluding z, and an unusual notation for B field will
be justified below. Ramond–Ramond fields may also be present, but they will not affect our
discussion. For future reference we also write the metric and its inverse in matrix form:
gMN =
(
eC eCAi
eCAj e
CAiAj + gˆij
)
, gMN =
(
e−C + AiAi −Ai
−Aj gˆij
)
. (B.64)
Since z is a cyclic coordinate in (B.63), it is possible to perform T duality along this direction
using the Buscher’s rules
g˜zz =
1
gzz
, e2Φ˜ =
e2Φ
gzz
, g˜mz =
Bmz
gzz
, B˜mz =
gmz
gzz
, (B.65)
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g˜mn = gmn − GmzGnz − BmzBnz
gzz
, B˜mn = Bmn − Bmzgnz − gmzBnz
gzz
.
Application of this procedure to (B.63) gives
ds˜2 = e−C(dz + A˜mdx
m)2 + gˆmndx
mdxn, B˜ = Andx
n ∧ [dz + 1
2
A˜mdx
m] +
1
2
Bˆmndx
m ∧ dxm.
(B.66)
Notice that Am and A˜m are interchanged by T duality making the notation (B.63) very
natural.
In this work we use the following conventions:
• capital letters run through all the coordinates, {M,N, ...} = {1, ..., d};
• lower case letters run through all the coordinates except z, {m,n, ...} = {1, ..., d− 1};
• objects after T duality are marked with tilde, e.g. V˜i, K˜mn;
• objects not affected by T duality are marked by hat, e.g. gˆij, ∇ˆm.
B.4.2 Dimensional reduction and covariant derivatives
In this appendix we will express covariant derivatives in the geometry (B.63) in terms of
derivatives on the base dsˆ2 assuming that all objects are z–independent.
We begin with analyzing covariant derivatives of a vector:
WMN = ∇MVN . (B.67)
The connections corresponding to the metric (B.63) are:
Γzzz =
1
2
Aa∂ae
C , Γmzz = −
1
2
gˆma∂ae
C , Γzmz =
1
2
[
∂mC −AaeCFma − 2AaA[a∂m]eC
]
,
Γmnz =
1
2
gˆma(eCFna −An∂aeC), Γzmn = −AaΓˆamn +
1
2
e−C(∂mgnz + ∂ngmz) (B.68)
Γsmn = Γˆ
s
mn −
1
2
As(∂mgnz + ∂ngmz).
Indices of the gauge field Ai are raised using gˆ
ij, and Γˆsmn denotes Christoffel symbols on the
base.
Explicit calculations give various components of W :
Wzz =
1
2
V a∂ae
C ,
Wz
n =
1
2
gˆnbeCFabV
a − 1
2
gˆnaVz∂aC, (B.69)
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W nz = gˆ
na∂aVz − 1
2
gˆnaVz∂aC − 1
2
gˆnbeCFbaV
a,
Wmn = ∇ˆmV n + 1
2
gˆmagˆnbFabVz.
All components of WMN can be obtained by taking linear combinations of the expressions
written above, for example,
Wzm = gmaWz
a + gmzWz
z = gmaWz
a +
gmz
gzz
[Wzz − gazWza] = AmWzz + gˆmaWza
= −1
2
Vz∂mC − 1
2
eCFmaV
a +
1
2
AmV
a∂ae
C . (B.70)
The relation (B.69), (B.70) are used in section 3.4.1. While discussing conformal Killing
vectors in section 3.4.1 we also need generalization of (B.69) to derivatives of a z–dependent
vector:
Wzz = ∂zVz +
1
2
V a∂ae
C ,
Wmz +Wz
m = gˆma
[
∂aVz − ∂aCVz − eCFabV b + gˆab∂zV b −Aa∂zVz
]
, (B.71)
Wmn +W nm = ∇ˆmV n + ∇ˆnV m −Am∂zV n − An∂zV m.
Once the action of covariant derivatives on various types of indices is specified, their
application to a tensor of rank 2 becomes straightforward:
∇zLzz = 1
2
[Laz + Lz
a]∂ae
C ,
∇zLzn = 1
2
Lan∂ae
C +
1
2
gˆnbeCFabLz
a − 1
2
gˆnaLzz∂aC,
∇zLmn = 1
2
[gˆmbLan + gˆnbLma]eCFab − 1
2
[gˆmaLz
n + gˆnaLmz]∂aC,
∇nLzz = gˆna∂aLzz − gˆnaLzz∂aC − 1
2
gˆnbeCFba[L
a
z + Lz
a], (B.72)
∇mLzn = ∇ˆmLzn − 1
2
gˆmaLz
n∂aC − 1
2
gˆmbeCFbaL
an +
1
2
gˆmagˆnbFabLzz,
∇mLnp = ∇ˆmLnp + 1
2
gˆmagˆnbFabLz
p +
1
2
gˆmagˆpbFabL
n
z.
These formulas are used in section 3.4 to study the reduction of Killing–(Yano) tensors.
B.4.3 Dimensional reduction for Killing vectors
In this subsection we will consider the behavior of Killing vectors under T duality. We will
start with an object which satisfies the Killing equation
∇MVN +∇NVM = 0, (B.73)
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in the geometry (B.63) supported by the NS–NS fields. T duality along z direction gives the
geometry (B.66) which has the same form with replacements
C → −C, A↔ A˜, e2φ → e2φ−C , fixed gˆmn, Bˆmn, (B.74)
If present, Ramond–Ramond fields would also transform under such duality, but such fields
will not affect our analysis.
Let us assume that before T duality geometry (B.63) admitted a Killing vector that
satisfied equation
ZMN = 0, ZMN ≡ ∇MVN +∇NVM . (B.75)
As demonstrated in section B.4.2, equation (B.75) can be written as a system6
Zzz = V
a∂ae
C = 0,
Zmn = ∇ˆmV n + ∇ˆnV m = 0, (B.76)
Zz
m = gˆma∂a(e
−CVz)− gˆmbFbaV a = 0.
T duality (B.74) leaves the first two equations invariant as long as we make identification
V˜ a = V a, (B.77)
and it maps the last equation (B.76) into a restriction on the B field:
gˆma∂aW˜z + gˆ
mbH˜bazV
a = 0, W˜z ≡ −e−CVz. (B.78)
Similarly, before the T duality we must have
gˆma∂aWz + gˆ
mbHbazV
a = 0, Wz ≡ −eC V˜z. (B.79)
The last equation is a (mz) component of a covariant relation:
HMNSV
S = ∇MWN −∇NWM , (B.80)
as now we will discuss its origin and implications coming from the remaining components.
To give a geometrical interpretation of (B.80) we look at a Lie derivative of the B field
along the Killing vector V :
LVBMN = V A∇ABMN +BAN∇MV A +BMA∇NV A
= V AHMNA −∇M(V ABAN) +∇N (V ABAM)
and recall that if V A is a Killing vector, then this derivative must be a pure gauge, i.e.,
LVBMN = ∇MW ′N −∇NW ′M (B.81)
6This follows from (B.69) by noticing that ZMN =WMN +WNM .
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for some vector W ′M . Combining the last two relations, we find
V AHMNA = ∇M(W ′N + V ABAN)−∇N(W ′M + V ABAM),
which coincides with (B.80) if we define
WN =W
′
N + V
ABAN . (B.82)
At this point we have demonstrated that condition (B.80) comes from requiring that the
Lie derivative of the B field is a pure gauge, and we found the T duality map for various
components of V and W :
V˜ a = V a, W˜z = −e−CVz, V˜z = −e−CWz. (B.83)
To complete the proof that the system{ ∇MVN +∇NVM = 0
HMNSV
S = ∇MWN −∇NWM (B.84)
remains invariant, we have to analyze the (mn) components of the last equation and find
the map between Wm and W˜m.
Let us start with a B field that satisfies the constraint (B.80) in the original frame. In
particular this implies
∇mWn −∇nWm = HmnaV a +HmnzV z = [dBˆ + 1
2
d(A˜ ∧A)]mnaV a + F˜mnV z. (B.85)
Assuming that the counterpart of this relation after T duality is also satisfied, we can subtract
it from the last relation to find
∇m(Wn − W˜n)−∇n(Wm − W˜m) = [d(A˜ ∧ A)]mnaV a + F˜mnV z − FmnV˜ z
= F˜mn[e
−CVz − AaV a]− Fmn[eC V˜z − A˜aV a] + [d(A˜ ∧ A)]mnaV a
= F˜mne
−CVz − FmneC V˜z − [F˜maAn − FmaA˜n − (m↔ n)]V a. (B.86)
Using the last equation in (B.76) and its counterpart after T duality, we can simplify the
last bracket:
∇m(Wn − W˜n)−∇n(Wm − W˜m)
= F˜mne
−CVz − FmneC V˜z − [∂m(eC V˜z)An − ∂m(e−CVz)A˜n − (m↔ n)]
= ∂m[A˜ne
−CVz − AneC V˜z]− ∂n[A˜me−CVz − AmeC V˜z]. (B.87)
We conclude that the system (B.84) remains invariant under T duality if the standard rules
(B.74) are supplemented by
V˜ a = V a, W˜z = −e−CVz, V˜z = −e−CWz,
W˜n = Wn − A˜ne−CVz − AnWz + ∂nf, (B.88)
where f is an arbitrary function. The last line can also be written as
W˜ n =W n + gˆna∂af, (B.89)
and the transformation law can be made symmetric between V and W by setting f = 0.
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B.4.4 Dimensional reduction of the Killing tensor equation
Next we look at the equation for the Killing tensor:
MMNP = 0, MMNP ≡ ∇MKNP +∇NKMP +∇PKMN , KMN = KNM . (B.90)
Assuming that geometry (B.63) does not have a B field and that all components of KMN
are z–independent, we can use (B.72) to perform dimensional reduction along z direction:
Mzzz = K
a
z∂ae
C ,
Mzz
p = Kan∂ae
C + 2gˆpbeCFabKz
a − 2gˆpaKzz∂aC + gˆpa∂aKzz, (B.91)
Mmnz = ∇ˆmKzn + ∇ˆnKzm + [gˆmbKan + gˆnbKma]eCFab − [gˆmaKzn + gˆnaKzm]∂aC,
Mmnp = ∇ˆmKnp + ∇ˆnKmp + ∇ˆpKmn.
and match equations for the Killing tensor before and after the duality:
zzz K tz ∂te
C = 0 K˜z
t∂te
−C = 0
zzp 2gˆpaFbaK
b
z e
−C = ∂ae−CKap − gˆpa∂a(e−2CKzz) ∂aeCK˜ap − gˆpa∂a(e2CK˜zz) = 0
mnz gˆma
[
∇ˆa(e−CKnz) + FbaKnb
]
+ (m↔ n) = 0 ∇ˆm(eCK˜nz) + (m↔ n) = 0
mnp ∇ˆmKnp + ∇ˆnKmp + ∇ˆpKmn = 0 ∇ˆmK˜np + ∇ˆnK˜mp + ∇ˆpK˜mn = 0
From mnp components we obtain
K˜mn = Kmn. (B.92)
Next we rewrite the (mnz) components before T duality using the relation H˜mnz = Fmn:
gma
[
H˜abzK
nb − ∇ˆa(e−CKnz)
]
+ (m↔ n) = 0. (B.93)
Using the general reduction (B.72) after duality, we find
∇˜mLzn = ∇ˆmLzn + 1
2
gmaLz
n∂aC ⇒ ∇ˆmLzn = eC/2∇˜m[e−C/2Lzn],
and applying this relation to Lz
n = e−C/2Knz, we find a constraint on the Kalb–Ramond
field after duality.7
g˜maH˜abzK˜
nb + g˜naH˜abzK˜
mb = eC/2∇˜m[e−C/2Knz] + eC/2∇˜n[e−C/2Kmz] (B.94)
The only covariant extension of this equation for the B–field is8
H˜AMP K˜N
A + H˜ANP K˜M
A = eC/2∇˜M [e−C/2W˜NP ] + eC/2∇˜N [e−C/2W˜MP ]. (B.95)
7Recall that K˜mn = Kmn, so we can write the left hand side of (B.94) in terms of dual variables.
8As a consistency check, we note that the trivial Killing tensor K˜MN = gMN does not give any restriction
on the B field.
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Equation (B.94) recovers the (mnz) component of this constraint, but other components
require additional analysis. Here we just mention that the constraint (B.95) admits a special
solution
K˜nz = 0, W
n
z = −e−CKnz, Wzz = 0, Wmn = 0,
FpaKn
a − FnaKpa + 2FnpK˜zz = ∇˜n(−e−CKzp)− ∇˜p(−e−CKzn),
∂ae
CgpbK
ab − ∂p(e2CK˜zz) = 0.
(B.96)
To summarize, we found that T duality maps equations for KT to a combination of the same
equation and a constraint on the B field:
∇(MKNP ) = 0⇐⇒
{ ∇(MK˜NP ) = 0,
HAP (MK˜N)
A + eC/2∇(M [e−C/2WN)P ] = 0. (B.97)
Lie derivative along KT
Note that the third equation in (B.91) has an interesting interpretation in terms of Lie
derivatives. To see this, we rewrite the Mmnz as
0 = gˆma
[
∇ˆa(e−CKnz) + (∇ˆbAa − ∇ˆaAb)Knb
]
+ (m↔ n) (B.98)
= gma
[
∇˜a(e−CKnz − AbKnb) + ∇ˆbAaKnb + Ab∇ˆaKnb
]
+ (m↔ n)
=
[
∇ˆm(e−CKnz −AbKnb) + (m↔ n)
]
+ ∇ˆbAmKnb + ∇ˆbAnKmb − Ab∇ˆbKmn.
At the final step we used the equation for the Killing tensor. The last equation implies an
interesting relation for the Killing tensor
∇aAmKna +∇aAnKma − Aa∇aKmn = ∇mW n +∇nWm, (B.99)
which generalizes the expression (B.81) involving the Lie derivative of the B field along a
Killing vector. Specifically, rewriting (B.99) as
Aa∇aKmn −K am∇aAn −K an ∇aAm = −∇mW n −∇nWm (B.100)
we are tempted to interpret the left–hand side of the last equation as a “Lie derivative of Am
along a Killing tensor”. Although the analogy with the usual Lie derivative has limitations
(for example, the rank of the lhs is higher than the rank of Am), equation (B.100) does
reduce to the combination of Lie derivative if Killing tensor has a form Kmn = λmλn:
lhs = λnλa∇aAm +∇aAnλmλa −Ar∇a(λmλn)
= λn [λa∇aAm − Aa∇aλm] + λm [λa∇aAn −Aa∇aλn]
= λn [λa∇aAm + Aa∇mλa] + λm [λa∇aAn + Aa∇nλa] (B.101)
= λnLλAm + λmLλAn.
It would be interesting to investigate the relation between (B.100) and Lie derivatives further.
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B.4.5 Extension to CKT
In this appendix our results are extended to the conformal Killing tensor assuming that the
original geometry has vanishing B field and that there is no mixture between z and other
coordinates. Starting with equation for the CKT,
3∇(MKNP ) = gMNWP + gMPWN + gNPWM , (B.102)
and performing reduction with Am = 0, we find
zzz : ∂zKzz +Kzm∂meC = eCWz
mnz :
[
∇˜mKnz −Knz∇nC
]
+ (m↔ n) + ∂zKmn = Wzgmn
zzp : Kap∂aeC − 2Kzz∇pC +∇pKzz + 2∂zKzp = eCW p (B.103)
mnp : ∇mKnp +∇nKmp +∇nKmp =Wmgnp +W ngmp +W pgnm
Motivated by the discussion of the CKV in subsection 3.4.1 we allowed the components of
CKT to depend on the z coordinate. We will assume that ∂z = 0 before T duality, but the
z–dependence appears afterward.
To satisfy the (mnp) equations before and after duality, we require
W˜ p =W p, K˜mn = Kmn. (B.104)
Comparing (mnz) equations before and after duality, and taking into account that ∂zKmn =
0, we set
W˜z = e
−2CWz + 2ve
−C , K˜n z = e−2CKnz + e−CVn, (B.105)
where Vn is a CKV with conformal factor v. Then (zzz) equation after T duality gives
∂zK˜zz = 2e−3CWz + e−2C(Va∂aC + 2v),
K˜zz = z
[
2e−3CWz + e
−2C(Va∂aC + 2v)
]
+Nzz, (B.106)
where Nzz is z–independent “integration constant”.
Comparing the (zzp) equations before and after duality,
e−C∇p(e2CK˜zz) + eC∇p(e−2CKzz) + 2eC∂zK˜ pz = 2W p,
e−C∇p(e2CK˜zz)− eC∇p(e−2CKzz) + 2eC∂zK˜ pz = 2Kap∂aC, (B.107)
and assuming that ∂zVn = 0 (and thus ∂zK˜ pz = 0), we conclude that z–dependence disap-
pears from the last two equations if
∂p
[
2e−CWz + (Va∂aC + 2v)
]
= 0,
∂p
[
2W˜ z + (Va∂aC − 2v)
]
= 0. (B.108)
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The last equation is a counterpart of the homothety condition for the CKV. The remaining
equations are (B.107):
e−C∇p(e2CNzz) + eC∇p(e−2CKzz) = 2W p,
e−C∇p(e2CNzz)− eC∇p(e−2CKzz) = 2Kap∂aC. (B.109)
To summarize, we have to satisfy two constraints (B.108) and (B.109) on constraints on W p
and Ktp∂tC, then all equations can be solved.
B.4.6 mKTY equation and the constraint on the B field
This subsection is dedicated to the derivation of our main result: invariance of the modified
Killing–Yano (mKYT) equation (3.164),
∇MYNP + 1
2
HMPAg
ABYNB + (M ↔ N) = 0, (B.110)
under the T–duality transformations. Starting with a geometry (B.63) that admits a mod-
ified Killing–Yano tensor (mKYT) satisfying (B.110), we will show that the system (B.66)
related to (B.63) by T duality admits a mKYT Y˜MN with components
Y˜ mn = Y mn, Y˜z
s = e−CYz
s. (B.111)
To demonstrate the invariance of the mKYT equation, we perform a dimensional reduc-
tion of
TMNP ≡ ∇MYNP + 1
2
HMPAg
ABYNB + (M ↔ N) . (B.112)
As discussed in section B.4.2, it is sufficient to look only at components with covariant indices
z and contravariant indices (m,n . . . ), and since tensor TMNP is symmetric in the first two
indices, we have to analyze five types of components9:
Tzz
p, Tmzz, T
mn
z, Tz
mp, Tmnp. (B.113)
and demonstrate that they are invariant under the T duality (B.65).
1. (zzp) component.
The first component in (B.113) is
Tzz
p = 2∇zYzp +HzpAYzA = ∂aeCY ap + gpaeCFbaYzb +HzsagspYza (B.114)
= ∂ae
CY ap + gpaeCFbaYz
b + F˜abg
apYz
b.
9Notice that Tzzz = 0.
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Here we used expression (B.72) for the covariant derivative ∇zLzp of an arbitrary rank–2
tensor. Rewriting the last equation as
e−CTzz
p = ∂aCY
ap + gpaFbaYz
b − gape−C F˜baYzb, (B.115)
we observe that is it invariant under the T duality transformation (B.65) if we require that
Y mn → Y mn, Yzm → eCYzm. (B.116)
To keep track of the last rescaling in the remaining equations, we introduce
Yˆz
m ≡ e−C/2Yzm (B.117)
that remains invariant under T duality. Then equation (B.115) becomes more symmetric:
Tzz
p = ∂aCY
ap + gpaFbae
C/2Yˆz
b − gape−C/2F˜baYˆzb (B.118)
and invariance of equation Tzz
p = 0 under T duality becomes explicit.
2. (mzz) component.
The second component in (B.113),
Tmzz = ∇zY mz + 1
2
HmzAY
A
z = −1
2
Tzz
m, (B.119)
is also invariant under T duality.
3. (mnz) component.
The third component of (B.113) is
Tmnz = ∇mY nz + 1
2
HmzAY
An + (m↔ n)
= ∇ˆmY nz − 1
2
gma∂aCY
n
z − 1
2
gmaeCFarY
nr +
1
2
gmaHazbY
nb + (m↔ n)
Here we used (B.72) to express ∇mY nz in terms of the covariant derivative ∇ˆmY nz in the
reduced metric gˆmn. Rewriting the last equation in terms of the field strengths (Fij , F˜ij),
Tmnz = ∇ˆmY nz − 1
2
gma∂aCY
n
z − 1
2
gma
[
eCFar + F˜ab
]
Y nb + (m↔ n), (B.120)
and expressing the result in terms of Yˆ defined by (B.117), we find
Tmnz = ∇ˆm[Yˆ nz]− 1
2
gma
[
eC/2Fab + e
−C/2F˜ab
]
Y nb + (m↔ n). (B.121)
Clearly this expression is invariant under T duality.
4. (zmp) component.
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To simplify the fourth component of (B.113) we again use (B.72):
Tz
mp = ∇mYzp +∇zY mp + 1
2
HmpAYAz +
1
2
Hz
pAY mA
= ∇ˆmYzp − 1
2
gma∂aCYz
p − 1
2
gmaeCFabY
bp
−1
2
gma∂aCYz
p +
1
2
gmaeCFbaY
bp − 1
2
gpa∂aCY
m
z +
1
2
gpaeCFbaY
mb
+
1
2
HmpaY
a
z +
1
2
HmpzY
z
z +
1
2
Hz
p
aY
ma
Using expressions
HmpsY
s
z = g
magpb [Habs − AaHzbs − AbHazs] Y sz = gmagpb
[
Habs − AaF˜bs − AbF˜sa
]
Y sz ,
HmpzY
z
z = g
magpbF˜ab
1
gzz
[Yzz − gzsY sz] = −gmagpbAsF˜abY sz ,
Hz
p
sY
ms = gpaF˜asY
ms ,
we find
Tz
mp = ∇ˆmYzp − gms∂sCYzp + gmseCFsrY pr − 1
2
gps∂sCY
m
z +
1
2
gpseCFrsY
mr
+
1
2
gmagpb
[
H − A ∧ F˜
]
abs
Y sz +
1
2
gpaF˜asY
ms (B.122)
Recalling the expression for H in terms of duality–invariant Bˆ (see (B.63), (B.66)),
H = dBˆ +
1
2
(A˜ ∧ A), (B.123)
we observe that
Hˆ ≡ H − A ∧ F˜ = dBˆ − 1
2
[A ∧ F˜ + A˜ ∧ F ] (B.124)
is invariant under T duality. To demonstrate the invariance of (B.122), we rewrite that
expression as
Tz
mp = ∇ˆmYˆzp + 1
2
gms(eC/2Fsr + e
−C/2F˜sr)Y
pr +
1
2
gmagpbHˆabsYˆ
s
z
+
1
2
[
gms∂sCYˆ
p
z − gps∂sCYˆ mz + gpsGsrY rm − gmsGsrY rp
]
(B.125)
Gsr ≡ eC/2Fsr − e−C/2F˜sr.
The first line of this equation is invariant under T–duality, while the second line changes
sign. Thus to make Tz
mp invariant, we must impose a constraint on Fmn and F˜mn:
S˜mp ≡
[
gms∂sCYˆ
p
z − gps∂sCYˆ mz + gpsGsrY rm − gmsGsrY rp
]
= 0, (B.126)
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Gsr ≡ eC/2Fsr − e−C/2F˜sr
The physical meaning of this constraint is discussed in section 3.4.3.
5. (mnp) component.
The final component of (B.113) gives10
Tmnp = ∇ˆmY np + 1
2
FmpY nz +
1
2
HmpAY
nA + (m↔ n). (B.127)
Simplifying the term that involves flux
HmpDY
nD = gmAgpBHABDY
nD
= gmzgpbHzbcY
nc + gmagpzHazcY
nc + gmagpbHabzY
nz + gmagpbHabcY
nc
= −AmgpbF˜bcY nc + gmaApF˜acY nc + gmagpbF˜ab(e−CY nz − AcY nc) + gmagpbHabcY nc
= gmagpbe−CF˜abY
n
z + g
magpbY nc(Habc − AaF˜bc + AbF˜ac −AcF˜ab)
= gmagpbe−CF˜abY
n
z + g
magpbY nc(H − A ∧ F˜ )abc (B.128)
and recalling expression (B.124) for the duality–invariant Hˆ, we find
HmpAY
nA = gmagpbe−CF˜abY
n
z + g
magpbY ncHˆabc (B.129)
Then equation (B.127) becomes
Tmnp = ∇˜mY np + 1
2
gmagpb
[
[Fab + e
−CF˜ab]Y
n
z + Y
ncHˆabc
]
+ (m↔ n), (B.130)
and rewriting it in terms of Yˆ
Tmnp = ∇˜mY np + 1
2
gmagpb
[
[eC/2Fab + e
−C/2F˜ab]Yˆ
n
z + Y
ncHˆabc
]
+ (m↔ n) (B.131)
make the invariance under T duality explicit.
The constraint (B.126) treat z direction in a special way, but it would be nice to write it
in a covariant form. This can be accomplished in an important special case when Fmn = 0,
which implies the T–dual configuration has no B field. Then (B.126) reduces to
Hnazg
abYbp +Hzpag
abYnb + [∂nCYˇzp − ∂pCYˇzn] = 0. (B.132)
The unique covariant form of this relation is
HAMP Y˜N
A −HANP Y˜MA −HAMN Y˜PA − (∂MCY˜NP − ∂NCY˜MP − ∂PCY˜NM)
= ∂MWNP − ∂NWMP − ∂PWNM ,
(B.133)
where W is auxiliary field introduced to satisfy the mnp components of the last equation,
which would be too restrictive otherwise.
To summarize, we have demonstrated that all independent components of TMNP given by
(B.113) can be written in a way that makes invariance under T duality (B.65) very explicit
(see (B.118), (B.119), (B.121), (B.125), (B.131)), as long as constraint (B.126) is satisfied.
10We used (B.72) to express ∇mY np in terms of ∇ˆmY np.
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KT from mKYT
Finally we show that the modified Killing-Yano equation reduces to a standard Killing tensor
equation. To do so we begin with the modified equation for KYT
∇MYNP +∇NYMP + 1
2
HMPAYN
A +
1
2
HNPAYM
A = 0 (B.134)
and construct various combinations:
YB
P
[
∇MYNP +∇NYMP + 1
2
HMPAYN
A +
1
2
HNPAYM
A
]
= 0,
YN
P
[
∇MYBP +∇BYMP + 1
2
HMPAYB
A +
1
2
HBPAYM
A
]
= 0,
YM
P
[
∇BYNP +∇NYBP + 1
2
HBPAYN
A +
1
2
HNPAYB
A
]
= 0.
Adding these equations, we find the standard Killing tensor equation
∇MKBN +∇NKMB +∇BKMN + 1
2
[
HMPA(YN
AYB
P + YN
PYB
A) + perm
]
= 0,
∇MKBN +∇NKMB +∇BKMN = 0. (B.135)
Here
KMN ≡ YMAYNA. (B.136)
To summarize, we demonstrated that the standard relation “KT=KYT2” persists for the
modified Killing–Yano tensors as well.
B.5 The restrictions on the B field from the F1 → NS5 duality chain
In Section 3.4.2 we derived the restrictions on the metric and the B-field (3.134) by requiring
separability of the Hamilton–Jacobi equation along all O(d, d) orbits which start with a
pure metric. In this section we will extend those results to O(d, d) orbits starting with NS5
solutions (thus generating the entire F1–NS5–P family) and show that separability leads to
additional constraints (3.157), (3.159), (3.160) on the B field.
We start with conditions on the B field (3.136) and (3.137)
∂x∂y(fgab)− fgMNHyaMHxNb − fgMNHxaMHyNb = 0, (B.137)
∂y(fg
mM)HxMb + ∂x(fg
mM)HyMb + fg
mM∂xHyMb = 0.
Next we consider the first equation and require this constraint to hold on the entire O(d, d)
orbit containing NS5 brane. Comparing (B.137) for F1 orbit with its counterpart for NS5,
we find
∂x∂y(fgab)− fHyaMHxMb − fHxaMHyMb = 0, (B.138)
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∂y∂x[F
2fgab]− fF (H(NS5)yaM H(NS5)x Mb +H(NS5)xaM H(NS5)y Mb) = 0.
Here we used the transformation law for the metric and defined a convenient function F
gNS5MN = Fg
F1
MN , f
NS5 = FfF1, F ≡
√
detGdetH. (B.139)
Expressions without superscript in (B.138) refer to the fundamental string. The field strengths
of the Kalb–Ramond fields for NS5 and F1 systems are related by the electric–magnetic du-
ality
H
(NS5)
yaM =
1
7!
e2ΦNS5eyaM
xNPz1z2z3z4G
(NS5)
xNPz1z2z3z4
=
1
7!
e2ΦNS5eyaM
xNPz1z2z3z4H
(F1)
xNP . (B.140)
In particular, the product of the field strengths is
H
(NS5)
yaM H
(NS5)
x
M
b =
e4ΦNS5
(3!)2
eyaM
xNPex
M
b
y
A
BHxNPHy
A
B =
e4ΦNS5
(2!)2
eaM
NP eMbA
BHxNPHy
A
B
= e4ΦNS5
[
−HxbMHyMa − 1
2
HxMNHy
MNg
(NS5)
ab
]
g(NS5)
. (B.141)
In the last line all indices are contracted with g
(NS5)
MN . In terms of the F1 metric we find
H
(NS5)
yaM H
(NS5)
x
M
b = F
[
−HxbMHyMa − 1
2
HxMNHy
MNgab
]
. (B.142)
We can now rewrite the conditions (B.138) in terms of the F1 fields:
∂x∂y(fgab)− fHyaMHxMb − fHxaMHyMb = 0, (B.143)
∂x∂y
[
fgabF
2
]
+ fF 2(HyaMHx
M
b + (x→ y) +HxMNHyMNgab) = 0.
Subtracting the first equation from the second one we get the relation
∂x∂y
[
fgabF
2
]
+ F 2(∂x∂y[fgab] + fHxMNHy
MNgab) = 0,
which can be rewritten as
∂x∂y[gabfF ] +
f
F
gab
[
∂x lnF∂y lnF +
1
2
HxMNHy
MN
]
= 0. (B.144)
Remarkably in all our examples the two terms entering this expression vanish separately,
so we conjecture that this will always happen for the systems obtained from fundamental
stings via the duality chain, although we will not attempt to prove this fact. Recalling that
F = e−2ΦF1 , we conclude that vanishing of the first term in (B.144) implies separation of the
duality–invariant expression
g
(F1)
ab f
(F1)e−2ΦF1 = g(NS5)ab f
(NS5)e−2ΦNS5 . (B.145)
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In other words vanishing of the first term in (B.144) can be written as
∂x∂y
[
gabfe
−2Φ] = 0 (B.146)
in every frame containing only NS–NS fields. Vanishing of the second term in (B.144) gives
the relation in the F1 frame
∂xΦ∂yΦ+
1
8
HxMNHy
MN = 0. (B.147)
Now we consider the the second condition in (B.137)
∂y(fg
mM)HxMb + ∂x(fg
mM)HyMb + fg
mM∂xHyMb = 0. (B.148)
Writing it for F1 and for NS5, and using (B.139) we get
∂y(fg
mM)HxMb + ∂x(fg
mM)HyMb + fg
mM∂xHyMb = 0, (B.149)
∂y(fg
mM)H˜xMb + ∂x(fg
mM)H˜yMb +
f
F
gmM∂x(FH˜yMb) = 0.
Here H˜ = ⋆6H
(F1) is six–dimensional Hodge dual of the field strength for F1. Note that
the first equation (and its dual counterpart) can be written in two different ways (using
∂xHyMb = ∂yHxMb). The difference gives equation of motion for the B field
gmM
[
∂x(e
2ΦNS5H˜yMb)− ∂y(e2ΦNS5H˜xMb)
]
= 0, e2ΦNS5 = detH
√
detG. (B.150)
To summarize we have found two additional constrains (B.144), (B.149) on the B field
that guarantee separability of F1–NS5. Remarkably in the studied examples the first con-
dition decouples into two very simple equations - separation condition (B.146) and the field
equation (B.147).
B.6 Modified KY tensor for the charged Myers–Perry black hole
In section 3.5.1 we presented the modified Killing–Yano tensor for the charged counterpart
of the Myers–Perry black hole. In this appendix we will outline the derivation of (3.175)–
(3.176).
We begin with the original Myers–Perry metric and its Killing–Yano tensor written in
terms of frames (3.73) and apply the first two steps in the duality chain (3.174). The boost
leads to replacements
dt→ chαdt+ shαdy
dy → chαdy + shαdt ,
∂t → chα∂t − shα∂y
∂y → chα∂y − shα∂t (B.151)
in the frames (3.73), but it does not modify the expressions (3.83), (3.84). T duality along
y direction leaves the contravariant components gmn = gˆmn and Y mn invariant, so it is
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reasonable to assume that neither expressions (3.83), (3.84) nor components of eA which
don’t involve y are modified. In other words, we will assume that after T duality the frames
have the form
er =
√
R−mr
FR
∂r, exi =
√
− 4xiHi
di(r2 − xi)∂xi , ey = Cy chα∂y − shα∂t,
et =
√
R2
FR(R−mr)
[
chα∂t − Ct shα∂y −
∑
k
ak
r2 + a2k
∂φk
]
, (B.152)
ei =
√
Hi
di(r2 − xi)
[
chα∂t − Ci shα∂y −
∑
k
ak
xi + a2k
∂φk
]
with some functions (Cy, Ct, Ci). This assumption will be justified by the explicit calculation
that recovers transformation rules (B.63), (B.66) and (B.111) and determines the functions
(Cy, Ct, Ci).
We begin with recovering the relation g˜ym = 0, which must hold after T duality. Equa-
tions (B.152) give
g˜ym∂m = −Cy chα shα∂t + R
2
FR(R−mr)Ct shα
[
chα∂t −
∑
k
ak
r2 + a2k
∂φk
]
−
∑
i
[
(−xi)Hi
di(r2 − xi)Ci shα
[
chα∂t −
∑
k
ak
xi + a2k
∂φk
]]
= 0. (B.153)
Coefficients in front of ∂t and all ∂φk must vanish, so we find n equations for (n+1) variables
(Cy, Ct, Ci), which are completely determined up to one overall factor. Thus it is sufficient
to guess the solution and check the result. To determine the coefficients (Cy, Ct, Ci) we set
m = 0 in the boosted frames before T duality, which can be extracted from (B.152) by
setting Cy = Ct = Ci = 1. This gives the off–diagonal components before T duality
gyp∂p|m=0 = − chα shα∂t + R
F
shα
[
chα∂t −
∑
k
ak
r2 + a2k
∂φk
]
−
∑
i
[
(−xi)Hi
di(r2 − xi) shα
[
chα∂t −
∑
k
ak
xi + a
2
k
∂φk
]]
= 0. (B.154)
The last expression must vanish since for m = 0 time and y coordinate enter the Myers–
Perry metric (3.54) only through the boost–invariant combination −dt2 + dy2. Comparison
of (B.153) with (B.154) gives the unique expressions for the unknown functions in terms of
Cy:
Ci = Cy, Ct =
R−mr
R
Cy. (B.155)
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To determine the last remaining coefficient we compute g˜yy:
g˜yy = C2y
[
ch2α− (R−mr)
FR
sh2α +
∑
i
[
(−xi)Hi
di(r2 − xi) sh
2α
]]
= C2y
[
1 +
mr
FR
sh2α
]
. (B.156)
To simplify this expression we again used the trick of setting m to zero. For the boosted
version of (3.54) we find
gyy = 1 +
mr
FR
sh2α. (B.157)
Matching this with g˜yy, we conclude that Cy = 1.
To summarize, we have demonstrated that the frames (B.152) with
Ci = Cy = 1, Ct =
R−mr
R
(B.158)
reproduce the metric after T duality and expression (3.175) recovers the correct components
Y mn, it only remains to check that the correct transformation of Yz
s is also recovered.
According to our conjecture (3.175), the mKYT in the original and T dual frames are
given by
Y (p) =
∑
Aa1,...ape
a1 ∧ · · · ∧ eap , Y˜ (p) =
∑
Aa1,...ap e˜
a1 ∧ · · · ∧ e˜ap (B.159)
with the same coefficients Aa1,...ap . The original frames e
a are given by (B.152) with Ci =
Cy = Ct = 1, and the dual frames e˜
a have different values of coefficients (B.158). Observing
that
e˜ay =
1
h1
eay, e˜
m
a = e
m
a , (B.160)
we find the perfect agreement with transformation (3.166),
Y˜ m1...mp = Y m1...mp, Y˜z
m2...mp = e−CYz
m2...mp, (B.161)
since
eC ≡ gyy = 1 + mr
FR
sh2α = h1. (B.162)
This concludes the derivation of the Killing–Yano tensors (3.175), (3.176), (3.178) for the
charged Myers–Perry black holes in even dimensions. The arguments for the odd dimensions
are identical, and the answer is given by (3.179), (3.180).
B.7 Killing tensors for the F1–NS5 system
In this appendix we will present some technical details of calculations leading to the Killing
tensors for the examples discussed in section 3.5.
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B.7.1 F1–NS5 from the four–dimensional Kerr metric
Starting with Kerr metric (3.45) and using the duality chain (3.174), we generate the F1–NS5
solution
ds2 =
1
hβ
dy2 +
4ma shβ shα cos θ
ρ2hβ
dzdy −
(
1− 2mr ch
2
β
ρ2hβ
)
dt2 − 4mra chα chβ sin
2 θ
ρ2hβ
dtdφ
+
[
(r2 + a2)hα +
2mra2 sin2 θ
ρ2
− (2mar chα shβ sin θ)
2
ρ4hβ
]
sin2 θdφ2 (B.163)
+
hαρ
2
∆
dr2 + hαρ
2dθ2 +
[
1 +
2m sh2α(2m sh
2
β + r)
ρ2hβ
]
dz2,
B2 =
mr sh2β
hβρ2
dy ∧ dt− 2amr chα shβ sin
2 θ
hβρ2
dy ∧ dφ+ 2am cos θ chβ shα
hβρ2
dt ∧ dz
−m cos θ sh2α(a
2 + 2mr sh2β + r
2)
hβρ2
dφ ∧ dz,
e2Φ =
hα
hβ
,
∆ = r2 + a2 − 2mr, ρ2 = r2 + a2 cos2 θ, hα = 1 + 2mr sh
2
α
ρ2
, hβ = 1 +
2mr sh2β
ρ2
.
The charges associated with NS5 branes and fundamental strings are defined by
Q5 = 2A
2 = 2m sinh2 α, Q1 = 2B
2 = 2m sinh2 β (B.164)
The nontrivial Killing tensor for (B.163) can be extracted either from solving a system
of differential equations (3.6) or by separating variables in the massive Hamilton–Jacobi
equation. The second approach is easier and more instructive, so we begin with equation
gMN
∂S
∂xM
∂S
∂xN
+ µ2 = 0, (B.165)
multiply it by ρ2hα, and rewrite the result as a system of two differential equations
Λ = (2A2 + r)(2B2 + r)(∂yS)
2 −
[(r2 + 2A2r + a2)(r2 + 2B2r + a2)
∆
− a
2
2
]
(∂tS)
2
−4ar
√
(A2 +m)(B2 +m)
∆
∂tS∂φS − a
2
∆
(∂φS)
2 +∆(∂rS)
2 + r2(∂zS)
2
+µ2(2B2r + r2), (B.166)
Λ = −a2c2θ(∂yS)2 + 4aABcθ∂zS∂yS +
a2c2θ
2
(∂tS)
2 − 1
s2θ
(∂φS)
2 − (∂θS)2
−a2c2θ(∂zS)2 − µ2a2c2θ.
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In general Λ can depend on all coordinates, but for separable solutions,
S = −Et+ Jφ+ pzz + pyy + Sr(r) + Sθ(θ) (B.167)
this function must be constant. This constant gives rise to a Killing tensor
KMN∂M∂N = −a2c2θ∂2y + 4aABcθ∂z∂y +
a2c2θ
2
∂2t −
1
s2θ
∂2φ − ∂2θ − a2c2θ∂2z + a2c2θgMN∂M∂N .
(B.168)
Here we removed µ2 from (B.166) using the relation
gMN∂MS∂NS + µ
2 = 0.
This Killing tensor (B.168) is used in section 3.5.2. Note that even though we found KT, the
square root of (B.168) does not solve either standard or modified KYT equation for arbitrary
charges. The special cases for which modified KYT exists are discussed in subsection 3.5.2.
B.7.2 F1–NS5 from the five–dimensional black hole
The chain of dualities (3.174) can also be applied to a five–dimensional black hole, but
fortunately this procedure has been performed in [51]11. Here we will focus on solution with
one rotation which can be obtained by setting δp = 0, a1 = 0, a2 = a in equation (3.6) of [51]
and performing an S duality. The result reads
ds2 = −
(
1− M
f
)
dt2
H1
+
dy2
H1
+ fH5
(
dr2
r2 + a2 −M + dθ
2
)
+
[
r2H5 +
a2K1K5 cos
2 θ
H1
]
cos2 θdψ2 +
[
(r2 + a2)H5 − a
2K1K5 sin
2 θ
H1
]
sin2 θdφ2
+
M
fH1
a2 sin4 θdφ2 +
2 cos2 θ
fH1
aABdydψ +
2 sin2 θ
fH1
a
√
A2 +M
√
B2 +Mdtdφ+
4∑
i=1
dz2i
B2 =
cos2 θ
fH1
aA
√
B2 +Mdt ∧ dψ + sin
2 θ
fH1
aB
√
A2 +Mdy ∧ dφ
− B
√
B2 +M
fH1
dt ∧ dy − A
√
A2 +M
fH1
(
r2 + a2 +B2
)
cos2 θdψ ∧ dφ,
e2Φ =
H5
H1
,
f = r2 + a2 cos2 θ, K1 =
B2
f
, K5 =
A2
f
, Hi ≡ 1 +Ki, i = 1, 5. (B.169)
11The metric has been constructed earlier in [55] using different methods, and in the full solution (B.169)
for the extremal case was found in [30].
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Multiplying the Hamilton–Jacobi equation (B.165) for the metric (B.169) by fH5 and sep-
arating variables, we find
−
(
A2 +B2 +M + r2 +
(A2 +M)(B2 +M)
a2 −M + r2
)
(∂tS)
2 +
2a
√
A2 +M
√
B2 +M
a2 −M + r2 ∂tS∂φS
+
(A2 + r2)(B2 + r2)
r2
(∂yS)
2 − 2aAB
r2
∂yS∂ψS + (a
2 −M + r2)(∂rS)2 (B.170)
+
a2
r2
(∂ψS)
2 − a
2
a2 −M + r2 (∂φS)
2 + (A2 + r2)µ2 =
a2 cos2 θ(∂tS)
2 − a2 cos2 θ(∂yS)2 − (∂θS)2 − 1
cos2 θ
(∂ψS)
2 − 1
sin2 θ
(∂φS)
2 − a2 cos2 θµ2.
This equation clearly separates in θ, r and gives rise to the Killing tensor
KMN∂M∂N = a
2 cos2 θ∂2t − a2 cos2 θ∂2y − ∂2θ −
1
cos2 θ
∂2ψ −
1
sin2 θ
∂2φ
+a2 cos2 θgMN∂MS∂NS. (B.171)
In contrast to the F1–NS5 system constructed from the four–dimensional Kerr solution (there
was no mKYT) the square root of (B.171) give rises to a rank-3 modified Killing-Yano tensor
discussed in subsection 3.5.3.
B.7.3 F1–NS5 from the Plebanski–Demianski solutions
Our final example is F1–NS5 constructed from the Plebanski–Demianski metric [98]:
ds2 =
p2 + q2
X
dp2 +
p2 + q2
Y
dq2 +
X
p2 + q2
(dτ + q2dσ)2 − Y
p2 + q2
(dτ − p2dσ)2,
X = γ − g2 − ǫp2 − λp4 + 2lp, Y = γ + e2 + ǫq2 − λq4 − 2mq. (B.172)
Here λ is a cosmological constant, e and g are electric and magnetic charges (we will set
these quantities to zero). The remaining constants (γ,m, l, ǫ) effectively comprise 3 real
continuous parameters and one discrete parameter, since one can always rescale coordinates
to set ε to one of three values (+1,−1, 0). The remaining continuous parameters (γ,m, l)
are related to the angular momentum, mass, and the NUT charge. The Kerr solution (3.45)
is recovered by setting
γ = a2, ǫ = 1− λa2, p = a cos θ, q = r, τ = t− a
1 + λa2
φ, σ = − 1
a(1 + λa2)
φ.
In string theory applications one usually sets e = g = 0, and since asymptotic flatness is a
crucial part of our solution generating technique, we set λ = 0 as well. Applying the chain
of dualities (3.174) to such truncated version of (B.172) we get an F1–NS5 solution
ds2 =
fα
X
dp2 +
fα
Y
dq2 +
X − Y
fβ
dτ 2 + 2
q2X + p2Y
fβ
chα chβdτdσ
228
−
[p4Y − q4X
p2 + q2
ch2α +XY sh
2
α +
(q2X + p2Y )2 ch2α sh
2
β
fβ(p2 + q2)
]
dσ2
+
p2 + q2
fβ
dy2 +
4(mp− lq) shα shβ
fβ
dydz +
[ fα
p2 + q2
+
4(mp− lq)2 sh2α sh2β
fβ(p2 + q2)
]
dz2,
B =
[
p2 + q2 +X − Y
fβ
chβ shβdτ +
q2X + p2Y
fβ
chα shβdσ
]
∧ dy
+
[
2(lq −mp)
fβ
chβ shαdτ (B.173)
−fβpq(lp+mq) + (lq −mp)(q
2X + p2Y ) sh2β
fβ(p2 + q2)
sh2αdσ
]
∧ dz,
fα = (p
2 + q2)
[
1 +
X − Y + p2 + q2
p2 + q2
sh2α
]
.
Writing the HJ equation for the metric (B.173) and multiplying it by fα, we extract the
Killing tensor from separation of variables as in the previous subsections
KMN∂M∂N = −p¯αp¯β∂2y + 4mp shα shβ∂y∂z − p2∂2z −X∂2p −
1
X
∂2φ −
2p2
X
chα chβ∂τ∂φ
−
[
p2 sh2β +
p4 ch2β
X
+
p4 ch2β sh
2
α
X
+ p sh2α(p+ (2l + 2p− ǫp) sh2β)
]
∂2τ ,
+pp¯αg
MN∂M∂N , (B.174)
where we defined
p¯α = p ch
2
α + (2l − ǫp) sh2α. (B.175)
Note that setting the NUT charge to zero and choosing ǫ = 1 gives
p¯|l=0,ǫ=1 = p. (B.176)
This example shows that the NUT charge does not spoil separability and consistent with
results from Appendix B.7.1.
B.8 Double Field Theory
In this appendix we review the Double Field Theory (DFT) [76] and use rewrite the action
of T duality on Killing vectors in a more symmetric form.
Double Field Theory is an elegant way of incorporating T duality as a symmetry of field
theory. This is accomplished by extending the standard D coordinates xm into a larder
2D–dimensional space xM = (x˜m, x
m). In this appendix we deviate from the notation
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used throughout this work and denote the spacetime indices by lower–case letters, while
reserving the capital ones to label the “double space” spanning over regular and barred
indices N = (n, n¯). This notation is standard in the DFT literature. The theory is formulated
with full duality group O(D,D).
Recall that the T duality group is associated to string compactifications on T n is O(n, n),
so we see that DFT gives a geometric interpretation to the T duality transformation.
The next step in constructing DFT is defining the fields. One is looking for O(D,D)
invariant tensors. It turns out that the metric gmn and the Bmn field can be unified into
such kind of tensor called the generalized metric [89, 90]
HMN =
(
gmn −gmkBkn
Bmkg
kn gmn −BmkgklBln
)
. (B.177)
Note that the generalized metric does not play the same role as the regular metric in
general relativity: the indices are raised and lowered with the constant O(D,D) invariant
metric ηMN rather than HMN , where
ηMN =
(
0 δmn
δm
n 0
)
. (B.178)
To define diffeomorphisms in DFT theory one needs to introduce the generalized Lie deriva-
tive [99] of the generalized metric
LξHMN = ξP∂PHMN + (∂MξP − ∂P ξM)HPN + (∂NξP − ∂P ξN)HMP . (B.179)
where ξI = (λ˜i, λ
i), ξI = (λ
i, λ˜i) is the generalized gauge parameter. Here λ˜i corresponds to
the gauge transformation of the Kalb–Ramond field Bij and λ
i is a usual diffeomorphism.
Transformation (B.179) differs from the standard diffeomorphisms in 2D dimensions since
the following condition must be preserved
HMAηABHBN = ηMN . (B.180)
To demonstrate that (B.179) accomplishes this task, one begins with observing that
LξηMN = (∂Mξ
P − ∂P ξM)ηPN + (∂NξP − ∂P ξN)ηMP = 0. (B.181)
Then
Lξ(HMAηABHBN)
=
[
ξP∂PHMA + (∂MξP − ∂P ξM)HPA + (∂AξP − ∂P ξA)HMP
]
ηABHBN + (M ↔ N)
=
[
(∂Mξ
P − ∂P ξM)ηPN + (∂AξP − ∂P ξA)HMPηABHBN
]
+ (M ↔ N)
= (∂AξQ − ∂QξA)ηPQηAB(HMPHBN +HNPHBM) = 0 (B.182)
This leads to the conclusion that the condition (B.180) is preserved by the modified diffeo-
morphism (B.179).
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B.8.1 Killing vectors in DFT
To incorporate Killing vectors in the DFT framework, we recall that in the Riemannian
geometry the Lie derivative of the metric gmn along a Killing vector λ vanishes
Lλgmn = ∇mλn +∇nλn = 0. (B.183)
So to define the “double Killing vector” ξM = (λ˜m, λ
m) we require vanishing of the generalized
Lie derivative (B.179)
LξHMN = ξP∂PHMN + (∂MξP − ∂P ξM)HPN + (∂NξP − ∂P ξN)HMP = 0. (B.184)
Next we will demonstrate that this equation incorporates both gauge transformation of B
field and usual diffeomorphism of the metric12.
Let us begin with m¯n¯ components of equation (B.184)13 with HMN from (B.177)
LξHm¯n¯ = ξP∂PHm¯n¯ + ∂m¯ξPHP n¯ − ∂P ξm¯HP n¯ + ∂n¯ξPHm¯P − ∂P ξn¯Hm¯P
= ξp∂pHm¯n¯ − ∂pξm¯Hpn¯ − ∂pξn¯Hm¯p = ξp∂pgmn − ∂pξm¯gpn − ∂pξn¯gmp
= λp∂pg
mn − ∂pλmgpn − ∂pλngmp = Lξ(gmn) = 0. (B.185)
This recovers the standard equation (B.183) for the Killing vector. For the m¯n components
of equation (B.184) we find
LξHm¯n = ξp∂pHm¯n − ∂pξm¯Hpn + ∂nξPHm¯P − ∂pξnHm¯p
= λp∂p(−gmkBkn)− ∂pλm(−gpkBkn) + ∂nλp(−gmkBkp) + ∂nλ˜pgmp − ∂pλ˜ngmp
= λp∂pBn
m − ∂pλmBnp + ∂nλpBpm + (∂nλ˜p − ∂pλ˜n)gmp = 0. (B.186)
The first two terms give the regular Lie derivative of Bn
m along the Killing vector λm, but
this derivative does bot have to vanish since the Kalb–Ramond is defined only up to a gauge
transformation. Equation (B.186) states that the Lie derivative of B must be a pure gauge
(with gauge parameter λ˜m), which means that all physical effects from the Kalb–Ramond
field are invariant under the diffeomorphisms generated by λm. The mn components of
(B.179) give nothing new due to the constraint (B.180).
We conclude that the Lie derivative (B.179) can be used to formulate generalized Killing
equation
ξP∂PHMN + (∂MξP − ∂P ξM)HPN + (∂NξP − ∂P ξN)HMP = 0, (B.187)
whose components give equation (B.185) for the regular Killing vector and relation (B.186)
for the Lie derivative of the B field.
For future reference we rewrite equations (B.185) and (B.186) in terms of the covariant
derivatives. For the first equation the transition is standard:
LξHm¯n¯ = 0 ⇒ ∇mλn +∇nλm = 0, (B.188)
12Appearance of both ingredients in the generalized Lie derivative has been discussed in [99].
13In the following calculations we use the strong constraint ∂˜ = 0 [100].
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and equation (B.180),
LξHm¯n = 0 ⇒ λp∂pBnm − ∂pλmBnp + ∂nλpBpm + (∂nλ˜p − ∂pλ˜n)gmp = 0. (B.189)
requires additional work. Straightforward transformations lead to
λp∇pBnm −∇pλmBnp +∇nλpBpm +∇mλ˜n −∇nλ˜m = 0, (B.190)
and using the Killing equation (B.188) the last relation can be rewritten in terms of the
gauge–invariant field strength H = dB:
Hmnpλ
p = ∇mλ˜′n −∇nλ˜′m. (B.191)
where we defined
λ˜′m = λ˜m + λpbm
p . (B.192)
Notice that under the O(D,D) transformations act as a rotation between λ˜m and λ
m, and
λ˜′m transforms in a more complicated way.
B.9 Complex structures
Killing–Yano tensors are closely related to Ka¨hler forms on complex manifolds, and in this
appendix we will apply the reduction used for the KYT to arrive at the modified Ka¨hler
condition on manifolds with torsion to recover the well–known results [94, 101]. We begin
with an arbitrary anti–symmetric tensor J and define
TPMN = ∇PJMN . (B.193)
The Killing–Yano equation for J can be written as
T(PM)N = 0, (B.194)
and the Ka¨hler condition, dJ = 0, is
T[PMN ] = 0. (B.195)
Combination of the Ka¨hler condition with integrability of the complex structure is equivalent
to a simple constraint [102]
TPMN = 0, (B.196)
and we will now analyze its transformation under T duality.
Starting with a pure metric (B.63) with B = 0 and performing the dimensional reduction
of (B.193) using (B.72), we find
Tzz
n =
1
2
Jan∂ae
C +
1
2
gˆnbeCFabJz
a,
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Tz
mn =
1
2
[gˆmbJan − gˆnbJam]eCFab − 1
2
[gˆmaJz
n − gˆnaJzm]∂aC (B.197)
T pz
n = ∇ˆpJzn − 1
2
gpaJz
n∂aC − 1
2
gpbeCFbaJ
an
T pmn = ∇ˆpJmn + 1
2
gpagmbFabJz
n − 1
2
gpagnbFabJz
m.
Introducing rescaled quantities
J˜ mz = e
−CJ mz , J˜
mn = Jmn, (B.198)
we can rewrite these relations as
Tzz
n =
1
2
J˜an∂ae
C +
1
2
gˆnbe2CH˜abzJ˜z
a,
Tz
mn =
1
2
[gˆmbJan − gˆnbJam]eCH˜abz + eC 1
2
[gˆmaJ˜z
n − gˆnaJ˜zm]∂aC˜,
T pz
n = eC∇ˆpJ˜zn − 1
2
eCgpaJz
n∂aC˜ − 1
2
gpbeCH˜bazJ
an, (B.199)
T pmn = ∇ˆpJmn + e
C
2
gpagmbH˜abzJz
n − e
C
2
gpagnbH˜abzJz
m,
where tildes refer to expressions after the T duality. If we define a tensor
T˜PMN ≡ ∇P J˜MN + 1
2
H˜PNAg˜
ABJ˜MB − 1
2
H˜PMAg˜
ABJ˜NB (B.200)
after duality, then
T˜zz
n = −e−2CTzzn, T˜zmn = −e−CTzmn, T˜ pzn = e−CT pzn, T˜mnp = Tmnp. (B.201)
In particular we observe that the Ka¨hler condition (B.196) is preserved by the T duality,
as long as one uses the modified expression (B.200) for T˜PMN in the presence of the B
field. Expression (B.200) can be interpreted as a covariant derivative on a manifold with
torsion, and equation T˜PMN = 0 coincides with well–known requirement of supersymmetry
for geometries supported by the Kalb–Ramond field [94].
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C.1 Myers–Perry black holes and the neutral black ring
In this appendix we review neutral rotating black holes and the neutral five–dimensional
black ring, in particular we are interested in black holes/ring with one rotation. Starting
with the Myers–Perry black hole [75], setting all the rotation parameters except one to zero
and introducing
µ1 = sin θ ≡ sθ, cos θ ≡ cθ (C.1)
one gets
ds2 = −dt2 + m
(r2 + a2c2θ)r
D−5
(
dt+ as2θdφ
)2
+ (r2 + a2c2θ)
(
dr2
r2 + a2 −mr5−D + dθ
2
)
+(r2 + a2)s2θdφ
2 + r2c2θdΩD−4. (C.2)
Note that even though in this chapter we study separability of the bases, we should mention
that the whole Myers–Perry metric in any dimensions is also separable [24, 82, 2].
Next we recall the neutral black ring with one rotation [124]1
ds2 = −F (x)
F (y)
(
dt+R
√
λν(1 + y)dφ
)2
(C.3)
+
R2F (x)F (y)2
(x− y)2
[
− 1
F (y)2
(
G(y)dφ2 +
F (y)
G(y)
dy2
)
+
1
F (x)
(
dx2
G(x)
+
G(x)
F (x)
dψ2
)]
,
where
F (ξ) = 1− λξ, G(ξ) = (1− ξ2)(1− νξ), −1 ≤ x ≤ 1, −∞ < y ≤ −1. (C.4)
In order to avoid conical singularity at x = −1 and y = −1 6= x one must set [104]
∆φ = ∆ψ =
2π
√
1 + λ
1 + ν
. (C.5)
Further one needs to avoid a singularity at x = 1 which can be done in two ways
λr =
2ν
1 + ν2
, λh = 1, (C.6)
where the first choice corresponds to a black ring and the second one to a black hole. In
particular the metric (C.3) with λ = 1 and the five–dimensional neutral black hole with one
rotation ((C.2) with D = 5) are related through
r2 =
2R2(1− y)(1− νx)
x− y , c
2
θ =
(1 + x)(1− y)
2(x− y) ,
m = 2R2 − 2νR2 + a2, a = 2√νR,
1Note that here comparing to [124] we swapped φ and ψ to be consistent with black holes.
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tMP =
tBR√
α
, φMP =
φBR√
α
, ψMP =
ψBR√
α
, α =
2
(1 + ν)2
. (C.7)
For the static black hole λ = 1, ν = 0 we get
F (ξ) = 1− ξ, G(ξ) = 1− ξ2, x = −1 + 4R
2c2θ
r2
, y = −1 − 4R
2s2θ
r2 − 2R2 , m = 2R
2.
(C.8)
Finally the flat space limit is obtained by setting ν = 0 followed by writing
x = −1 + 4R2x˜, y = −1 + 4R2y˜ (C.9)
and sending R to zero
r2 =
1
x˜− y˜ , c
2
θ =
x˜
x˜− y˜ , s
2
θ =
y˜
y˜ − x˜ . (C.10)
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D.1 λ–deformation for AdS2×S2
For comparison with the results obtained in this chapter, we review the geometry of λ–
deformed AdS2 × S2 constructed in [141]. We also extend the solution of [141] by one free
parameter which makes the fluxes symmetric between the sphere and AdS space. Applying
the procedure reviewed in section 5.2 to a coset SU(2)/U(1), the authors of [141] constructed
the metric and the supercoset version of the dilaton (5.19)1:
ds2 =
−dx2 + dy2
1− κx2 + κ−1y2 +
dp2 + dq2
1− κp2 − κ−1q2 ,
eΦ =
κ− x2 + y2 − p2 − q2 + 2√1− κ2xp√−(1− κx2 + κ−1y2)√1− κp2 − κ−1q2 , (D.1)
where
κ =
1− λ2
1 + λ2
. (D.2)
This background is supported by the Ramond–Ramond flux
A =
c1
M
[ydx− (x−√1− κ2p)dy] + c2
M
[qdp− (p−√1− κ2x)dq], (D.3)
M =
κ− x2 + y2 − p2 − q2 + 2√1− κ2xp√−(1− κx2 + κ−1y2)(1− κp2 − κ−1q2) , c21 + c22 = 4κ−1,
which solves the supergravity equations
Rmn + 2∇m∇nΦ = e
2Φ
2
(FmpFn
p − 1
4
gmnFklF
kl),
∂n(
√−gFmn) = 0, ∇2e−2Φ = 0, (D.4)
and article [141] presented the answer (D.3) for c2 = 0.
It is interesting that the flux (D.3) has a free parameter which interpolates between the
components on the sphere and on AdS, while the AdS3×S3 solution (5.61) has no freedom.
This difference can already be seen for the undeformed AdSp×Sp, and it can be traced to the
different structure of “electric–magnetic” duality groups in four and six dimensions (U(1) in
4d vs Z2 in 6d).
Since in this chapter we use parameterization of cosets in terms of X,A coordinates
introduced in (5.84), we will conclude this appendix by writing the relations between coordi-
nate systems used in [137, 141] and a three–dimensional version of (5.84)–(5.87) describing
SO(3)/SO(2):
gso =
[
1 0
0 (1 + A)(1−A)−1
] b− 1 bX 0−bX 1− bX2 −bX
0 −bX 1

 , (D.5)
1The solution corresponding to the bosonic dilaton (5.18) had been constructed earlier in [137].
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A =
[
0 a
−a 0
]
, b =
2
1 +X2
.
To compare this with the parameterization in terms of the Euler’s angles used in [137, 69],
gtrig = exp[i(φ1 − φ2)σ3/2] exp(iωσ2) exp[i(φ1 + φ2)σ3/2] , (D.6)
we follow the procedure outlined in section 5.3.5. Specifically, computing the matrix D (5.74)
and comparing the result with a general parameterization (5.84) applied to SO(3), we find
X1 = − 4(cos
2 ω sin 2φ1 + sin
2 ω sin 2φ2)
4 + cos[2(ω − φ1)] + cos[2(ω + φ1)] + 2 cos 2φ1 + 4 cos 2φ2 sin2 ω ,
X2 = − 4 sin 2ω sin(φ1 − φ2)
4 + cos[2(ω − φ1)] + cos[2(ω + φ1)] + 2 cos 2φ1 + 4 cos 2φ2 sin2 ω ,
a =
cosφ2 tanω
cos φ1
. (D.7)
A U(1) gauge transformation relates this to (D.5) with
X = − 4
√
sin2(2φ1) + sin
2(φ1 − φ2) sin2(2ω)
4 + cos[2(ω − φ1)] + cos[2(ω + φ1)] + 2 cos 2φ1 + 4 cos 2φ2 sin2 ω ,
a =
cosφ2 tanω
cos φ1
. (D.8)
The authors of [137] fixed the gauge by setting φ2 = 0, while the authors of [141] chose
φ2 = φ1 and changed coordinates as
ω = arccos
√
κp2 + κ−1q2, φ1 = arccos
√
κp√
κp2 + κ−1q2
(D.9)
to arrive at (D.1).
D.2 Parametrization of psu(1, 1|2) and psu(2, 2|4)
In this appendix we briefly summarize the parameterization of psu(1, 1|2), psu(2, 2|4), and
their cosets used in sections 5.3 and 5.4. We will mostly follow the notation of [142, 143],
although our parameterization of fermions differs from the one in [142], and we will comment
on the difference.
The Lie superalgebras psu(n, n|2n) can be defined in terms of (4n)× (4n) supermatrices
M =
[
A B
C D
]
, (D.10)
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with even (2n)× (2n) blocks A, D and odd (2n)× (2n) blocks B, C. The graded Lie bracket
is defined as
[M,M′} =
[
AA′ +BC ′ −A′A+B′C AB′ +BD′ − A′B − B′D
CA′ +DC ′ − C ′A−D′C CB′ +DD′ + C ′B −D′D
]
, (D.11)
Matrix M is subject to the hermiticity condition[
A B
C D
]
=
[
ΣA†Σ−1 −iΣC†
−iB†Σ−1 D†
]
, (D.12)
where Σ is a hermitian matrix of signature (n, n). Convention for su(n, n) represented by A
fixes the matrix Σ and the parameterization of fermions B, C.
For psu(1, 1|2) we choose Σ = diag(1,−1). This leads to the relation
C = −iB†
[
1 0
0 −1
]
, (D.13)
or more explicitly
B =
[
b11 b12
b21 b22
]
, C =
[ −ib†11 ib†21
−ib†12 ib†22
]
. (D.14)
To construct the algebra for the coset
PSU(1, 1|2)l × PSU(1, 1|2)r
SU(1, 1)diag × SU(2)diag , (D.15)
we take two copies of psu(1, 1|2),
M′ =
[ M1 0
0 M2
]
, (D.16)
and project to the subgroup H by imposing the relation (5.44)
P−1M′P =M′ , (D.17)
as discussed in section 5.3.2. Notice that AdS3 and S3 blocks are mixed in the matrix (D.16),
and to make the separation more explicit we rearrange the components of the matrix M′
using the parameterization (D.10) forM1 andM2. Specifically we define
M =


A1 0 B1 0
0 A2 0 B2
C1 0 D1 0
0 C2 0 D2

 . (D.18)
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The top left block of this matrix describes AdS space, the bottom right block describes the
sphere, and the matrix P corresponding to this supercoset is given by (5.49):
P =


0 12×2 0 0
12×2 0 0 0
0 0 0 12×2
0 0 12×2 0

 . (D.19)
In particular, this matrix does not mix the Bi and Ci components, so in section 5.3.2 we
computed the fermionic contribution to the dilaton by treating the holomorphic and anti–
holomorphic components (bij and b
†
ij) as independent variables.
Let us now discuss the psu(2, 2|4) superalgebra, which emerges in the description of
strings on AdS5×S5 [148]. In this case equation (D.12) involves 4× 4 blocks, and we choose
the matrix Σ involved in the hermiticity condition (D.12) to be
Σ =
[
0 σ3
σ3 0
]
(D.20)
This choice leads to a relation between 2× 2 blocks of B and C in (D.10):
B ≡
[
b1 b2
b3 b4
]
, C ≡
[
c1 c2
c3 c4
]
= −i
[
b†3σ3 b
†
1σ3
b†4σ3 b
†
2σ3
]
, (D.21)
A choice of holomporhic and anti–holomorphic fermions is no longer convenient since the
coset projection mixes them. As discussed in section 5.4.2, for the psu(2, 2|4) supercoset,
the condition (5.44) is replaced by (5.101)
P−1MP =MT , (D.22)
with P given by (5.102). An explicit calculation shows that projection (D.22) chooses the
elements which satisfy
B =
[
b1 b2
b3 b4
]
, C =
[ −[σ1b4σ1]T [σ1b2σ1]T
[σ1b3σ1]
T [σ1b1σ1]
T
]
(D.23)
in addition to (D.21). The coset corresponds to the generators included in (D.21), but
not in (D.23). In other words, generators satisfying both (D.23) and (D.21) survive under
projection P3, and P1 is defined as P1 = 1− P3.
We conclude this appendix by relating our conventions with notation used in [142]. We
chose a different embedding of the coset into SU(4) × SU(2, 2), and this led to a following
relation between our generators and the ones used by Arutyunov and Frolov (AF) [142]:
Tsu(4) = RT
AF
su(4)R
−1, R =


i 0 0 0
0 0 0 i
0 0 1 0
0 1 0 0

 , (D.24)
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Tsu(2,2) = R˜T
AF
su(2,2)R˜
−1, R˜ =
1√
2


1 0 −1 0
0 1 0 1
1 0 1 0
0 −1 0 1

 . (D.25)
While our generators are convenient for evaluating the λ–deformation, the generators of Aru-
tyunov and Frolov are better suited for imposing kappa symmetry. Specifically, elimination
of this freedom in the notation of [142] gives
BAF =
[
0 b2
b3 0
]
, CAF =
[
0 c2
c3 0
]
(D.26)
while in our notation
B =
[
b1 b2
σ3b1σ3 −σ3b2σ3
]
, C =
[
iσ3b
†
1 ib
†
1σ3
−iσ3b†2 ib†2σ3
]
. (D.27)
The expressions for kappa symmetry are not used in this work.
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E.1 Properties of the matrix D
In this appendix we study some properties of the matrix1
DAB = Tr(TAgTBg
−1), (E.1)
which plays the central role in constructing the generalized λ–deformation. While some
empirical evidence for these properties has been accumulated from the impressive explicit
calculations performed on a case–by–case basis [137, 139], to our knowledge, a general study
of matrix DAB has not been carried out. Using group theory, we derive several important
features of this matrix which significantly simplify the construction of integrable deformations
for arbitrary cosets in comparison with the explicit calculations performed in [137, 139] and
explain the nice ‘surprising relations’ observed in these articles.
We begin with recalling the context in which matrix DAB arises in the λ–deformation of
cosets. The metric is constructed using the frames (6.76), the dilaton is given by (6.77), and
both relations contain the expression
D = [D − λˆ−1]−1 . (E.2)
To construct the deformation of a coset G/F , one takes g ∈ G/F and a constant matrix λˆ−1
given by (6.68)
λˆ−1 = I + (I − P )EG(I − P ) . (E.3)
Here P is a projection on a subgroup F , and the explicit form of matrix EG, given by (6.68),
will not be important for our group theoretic discussion here. The results of this appendix
can be summarized in the following statement:
For any coset G/F there exists a canonical gauge (E.5), where matrix D has
three properties:
(i) matrix (I − P )D(I − P ) has constant entries;
(ii) matrix D(I−P ) factorizes as D(I−P ) = ST , where S does not depend on
the deformation, and T is a constant matrix;
(iii) the dependences upon coordinates and constant deformation parameters
factorizes in [detD].
By choosing the canonical gauge in sections 6.4.2 and 6.4.3, we found a very simple defor-
mation dependence in the dilatons (6.91), (6.118) and frames (6.89), (6.114), in agreement
with the general statements above. The specific examples discussed in [137, 139] provide
additional illustrations of these statements.
1For the reason which will become clear below, in this appendix we use capital letters (A,B) to denote
indices on the algebra g. This is a minor change of notation in comparison with (6.6), which was more
convenient in the main text.
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We begin with specifying the convenient canonical gauge. The coset G/F introduces a
decomposition of the Lie algebra into a subalgebra f and the remaining space l, and in this
appendix the generators of f and l will be denotes using different labels2:
TA ∈ g = f+ l, Ta ∈ f, Tα ∈ l . (E.4)
Algebra f closes under commutations, while the commutators of Tα are gauge–dependent, and
we will choose a convenient gauge where the structure constants have only three nontrivial
blocks:
[Ta, Tb] =
∑
c
ifab
cTc , [Ta, Tβ] =
∑
γ
ifaβ
γTγ [Tα, Tβ] =
∑
γ
ifαβ
cTc . (E.5)
In this gauge the Killing metric ηAB ∝ fAMNfBNM splits into two blocks (ηab, ηαβ) with
vanishing off–diagonal elements ηaα = 0.
Our statement (i) reduces to coordinate independence of Dαβ , and to prove this, as well
as the properties (ii) and (iii), we begin with writing matrices D and λˆ−1 in the canonical
basis:
D−1 = D − λˆ−1 =
[
Dab − δab Daβ
Dαb Dαβ −Hαβ
]
, Hαβ = (I + EG)αβ . (E.6)
Notice that the all information about the deformation is contained in the constant matrix
Hαβ, which has indices only on the coset. To proceed it is convenient to label various
components of (E.6) by different letters:
D−1 ≡
[
A B
C F −H
]
. (E.7)
To invert the matrix D−1 and to compute its determinant, we introduce a triangular decom-
position:3
D−1 =
[
A 0
C M
] [
I A−1B
0 I
]
, M ≡ F −H − CA−1B. (E.8)
Then matrix D is given by
D =
[
I −A−1B
0 I
] [
A−1 0
−M−1CA−1 M−1
]
, (E.9)
in particular,
Daβ = −[A−1BM−1]aβ , Dαβ = [M−1]αβ, detD = [detA−1][detM−1]. (E.10)
2This decomposition shows the convenience of denoting indices in (E.1) by capital letters.
3In a special case an analogous decomposition was used in [139].
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Recalling that matrices (A,B,C) do not depend on the deformation, we conclude that prov-
ing the properties (i)–(iii) amounts to demonstrating than the matrix M does not depend
on the coordinates. For example, equation (E.8) implies that
D(1− P ) = S
[
0 0
0 M−1
]
, (E.11)
where S does not depend on the deformation and Sαβ = −δαβ , so the trivial coordinate
dependence of M implies (i) and (ii).
To summarize, the properties (i)–(iii) would be proven if we demonstrate that M does
not depend on coordinates, and this is equivalent to showing that
M0 = F − CA−1B (E.12)
is a constant matrix. Since the deformation does not enter the last expression, we have arrived
at a purely group–theoretic statement, and the rest of this appendix will be dedicated to
proving it.
Let us define D0 as the inverse of (D − λˆ−1) for H = 0:
D0 =
[
Dab − δab Daβ
Dαb Dαβ
]−1
=
[
A B
C F
]−1
. (E.13)
Note that [D0]αβ = [M0]αβ , and we will show that these matrix elements do not depend on
the coordinates (i.e., on g in (E.1)) by demonstrating that they remain constant along any
one–parametric trajectory on a coset. Let us consider such a trajectory:
g = exp [ixcαTα] (E.14)
Evaluating the derivative of the matrix DAB, we find
d
dx
DAB = ic
αfBα
CDAC (E.15)
Introducing a matrix
fB
C ≡ cαfBαC , (E.16)
we can solve the differential equation (E.15):
DAB(x) = exp[ixf ]B
CDAC(0). (E.17)
In the canonical gauge (E.5) matrix f has only two types of components, fa
β and fα
b, so we
can write4
f =
[
0 NT
MT 0
]
, N = −MT (E.18)
4Due to antisymmetry of the structure constants, matricesM andN are related by (Mη)T = −Nη, where
η is the Killing form. To avoid unnecessary complications, we use canonical generators with ηAB = δAB, but
obviously the final results (i)–(iii) hold for any normalization, as long as conditions (E.5) are satisfied.
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and evaluate the exponent
exp[ixf ]T =

 cos
[
x
√
MN
]
ixM
sin[x
√
NM]
x
√
NM
ixN
sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]

 . (E.19)
Here we defined two formal functions of matrix variables using series expansions:
cos[
√
A] ≡
∞∑
n=0
(−1)n
(2n)!
An,
sin[
√
A]√
A
≡
∞∑
n=0
(−1)n
(2n + 1)!
An . (E.20)
Matrix D0 is determined by substituting (E.17) and (E.19) into (E.13).
We begin with analyzing the generic case with det[MN ] 6= 0. It is natural to identify the
starting point DAB(0) of the trajectory (E.17) with the unit element of the group (i.e., with
g = I in (E.1)), and in our normalization this choice gives5
DAB(0) = δAB . (E.21)
Substitution of (E.17) and (E.19) into (E.13) with the initial condition (E.21) gives
D0 =

 cos
[
x
√
MN
]
− I ixM sin[x
√
NM]
x
√
NM
ixN
sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]


−1
. (E.22)
Direct calculation shows that, as long as matrices (MN) and (NM) are non–degenerate,
D0 =

 cos
[
x
√
MN
]
−ixM sin[x
√
NM]
x
√
NM
−ixN sin[x
√
MN]
x
√
MN
cos
[
x
√
NM
]
− I



 I − cos
[
x
√
MN
]
0
0 I − cos
[
x
√
NM
]


−1
.(E.23)
In particular, it is clear that
[D0]αβ = −I (E.24)
does not depend on the coordinate x. This completes our proof of the statements (i)–(iii)
for the trajectories with det[MN ] 6= 0, det[NM ] 6= 0. The rest of this appendix is devoted
to the study of degenerate cases.
First we assume det[NM ] = 0 while still keeping the condition det[MN ] 6= 0. Then a
symmetric matrix NM can be diagonalized by a constant orthogonal transformation A, and
after such diagonalization, matrix M can be written in a block form:
M =
[
M˜ 0
]
AT , detM˜ 6= 0. (E.25)
5In general, DAB in the origin is proportional to the Killing form ηAB . To avoid unnecessary complica-
tions, we normalized the generators to have ηAB = δAB.
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Note that
N = −A
[
M˜T
0
]
, MN = −M˜M˜T , NM = −A
[
M˜T M˜ 0
0 0
]
AT . (E.26)
Substitution into (E.22) gives
D0 =
[
I 0
0 AT
]−1


cosh
[
x
√
M˜M˜T
]
− I ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
cosh
[
x
√
M˜T M˜
]
0
0 0 I


−1
[
I 0
0 A
]−1
.
Performing the inversion as in (E.23), we conclude that (D0)αβ is a constant matrix:
(D0)αβ = A
[ −I 0
0 I
]
AT . (E.27)
This completes the proof of the statements (i)–(iii) for all trajectories with det[MN ] 6= 0.
Finally, we look at the most general case. Diagonalzing symmetric matrices [MN ] and
[NM ] with constant orthogonal rotations A and B, we can bring M to a canonical form
M = B
[
M˜ 0
0 0
]
AT , detM˜ 6= 0. (E.28)
This gives
N = −A
[
M˜T 0
0 0
]
BT , MN = −B
[
M˜M˜T 0
0 0
]
BT , NM = −A
[
M˜T M˜ 0
0 0
]
AT
and
exp[ixf ]T = R


cosh
[
x
√
M˜M˜T
]
0 ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
0 Id1 0 0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
0 cosh
[
x
√
M˜TM˜
]
0
0 0 0 Id2


R−1, (E.29)
R =
[
B 0
0 A
]
, AT = A−1, BT = B−1 detM˜ 6= 0.
Substitution of (E.29) and (E.21) into (E.17) leads to a non–invertible matrix in the right–
hand side of (E.13) unless d1 = 0. To cure this problem, we observe that under a gauge
transformation
g → gh, h ∈ F, (E.30)
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matrix (E.1) transforms as
DAB → hˆB CDAC , (E.31)
where hˆB
C is the image of h in the adjoint representation:
hTBh
−1 ≡ hˆB CTC (E.32)
In the basis (E.5) matrix hˆB
C has a block–diagonal form:
hˆB
C =
[ • 0
0 •
]
(E.33)
To regularize the expression for D0 corresponding to (E.29), we replace the condition (E.21)
by its gauge-transformed version:
DAB(0) = hˆBA. (E.34)
Then definition (E.13) gives
[D0]
−1 = hˆTR


cosh
[
x
√
M˜M˜T
]
0 ixM˜
sinh
[
x
√
M˜T M˜
]
x
√
M˜T M˜
0
0 Id1 0 0
−ixM˜T
sinh
[
x
√
M˜M˜T
]
x
√
M˜M˜T
0 cosh
[
x
√
M˜T M˜
]
0
0 0 0 Id2


R−1 −
[
I 0
0 0
]
Note that the last term in the right–hand side can be written as[
I 0
0 0
]
= hˆTR
[
h˜ 0
0 0
]
R−1, (E.35)
where h˜ is some matrix. It is convenient to parameterize its components as
h˜ ≡
[
h˜1 h˜2
h˜3 h˜4 + Id1
]
. (E.36)
If d1 is even, the we can choose a gauge where h˜2 = h˜
T
3 = 0, h˜1 = I, and
h˜4 = exp
[
0 iq
−iqT 0
]
− Id1 (E.37)
is a non–degenerate matrix. For odd d1 a similar gauge can be used to reduce the problem
to d1 = 1. Furthermore, by choosing appropriate matrices A and B in (E.29), we can make
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M˜ diagonal, then for d1 = 1 we can further specify the gauge
6:
[D0]
−1 = hˆTR


ch[xMˆ ]− I 0 0 i sh[xMˆ ] 0 0
0 ch[xm] − ch y i sh y 0 i sh[xm] 0
0 −i sh y 1− ch y 0 0 0
−i sh[xMˆ ] 0 0 ch[xMˆ ] 0 0
0 −i sh[xm] 0 0 ch[xm] 0
0 0 0 0 0 Id2


R−1
Here Mˆ is a non–degenerate diagonal matrix, and m 6= 0 is a number. The inverse of the
last matrix is
D0 = R


cosh[xMˆ ]
cosh[xMˆ ]−I 0 0 i coth[
x
2
Mˆ ] 0 0
0 • • 0 • 0
0 • • 0 • 0
−i coth[x
2
Mˆ ] 0 0 −I 0 0
0 • • 0 1 0
0 0 0 0 0 Id2


[hˆTR]−1
Bullets denote some complicated expressions which are irrelevant for our analysis.
To summarize, we have demonstrated that even in the degenerate case when det[MN ] =
0, there exists a gauge where [D0]αβ remains constant along any one–parametric trajectory.
This completes the proof of the statements (i)–(iii).
6To make the next expression compact, we introduced shortcuts: sh = sinh, ch = cosh.
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