Introduction
In 6] it is described how correctness of safety control systems of railways (interlockings) can be expressed using (large) propositional formulas. Interlockings are correct if these formulas are tautologies. Given the impressive capabilities to show propositional formulas tautologies ascribed to Binary Decision Diagrams (BDDs) 1], it seems natural to apply them to the formulas that we obtained. Somewhat to our dissatisfaction it appeared that the formulas had to be reduced with 98% for the plain BDD technique to yield results. The propositional formulas consist of 4000 lines, and BDDs could only be constructed of formulas covering up to 70 lines. Even if dynamic variable ordering is applied, formulas up till 70 lines can be handled 4] .
In this note we describe a very straightforward and easy to implement extension to the BDD technique, using hiding functions. It turns out that these functions make it possible to check whether the sizable formulas describing the correctness of interlockings are tautologies, which shows their strength. This strength is con rmed in 2, 3] where it has been described how using partitioned transition relations the complexity of BDD based veri cations can be signi cantly reduced. In essence these partitioned transition relations can be viewed as an application of the technique presented in this paper. At the end of the article we describe an experiment with randomised 3-SAT formulas. It is shown that if the number of occurrences of variables in 3-SAT formulas is small hiding functions apply very well. All experiments mentioned above indicate that hiding functions are useful if variables occur rather localised in formulas and/or have a relatively small number of occurrences. So, fĤ( ) is the conjunction of all formulas where propositional constants in H are instantiated with both true (t) and false (f). E.g. ff p;qg (p _ q) = f and f _ fp;qg (p _ q) = t.
The following important lemma is an immediate consequence of the de nitions of tautology and contradiction. Lemma 2.2.
Here ( ) is the alphabet of , i.e. the set of all propositional constants that occur in .
The lemma can in a straightforward way be used to detect that a formula is a tautology; just calculate f^ ( ) ( ). But this is very ine cient, as it resembles the truth 
By applying these rules as rewrite rules on formulas, the functions fĤ and f _ H are pushed as far as possible inside the formula. Note that the rewrite rules are actually non-terminating. They should only be applied when part of the set H can be pushed inside the formula. The following example shows that the use of the hiding functions can have a bene cial e ect on the size of BDDs. The considerable e ciency gain in proving the formulas describing safety of railway safety control systems must be contributed to the relatively localised occurrences of propositional constants 1 . Moreover most propositional constants do not occur very often in the formulas. In order to understand the e ects of the hiding functions better a small experiment with randomised 3-SAT formulas has been done. Random formulas in conjunctive normal form with n clauses have been generated. Each clause contains 3 literals that are randomly picked (with replacement) from a set of v proposition letters. Each proposition letter is negated with probability 1 2 . We have tried to show the generated formulas are either satis able or contradictory both with and without the hiding functions. In Table 1 it is listed how many BDD nodes are required for di erent choices of n and v. For each n and v the number shown is that for the rst experiment. Repeating the experiments yields approximately the same gures. A`-' means that due to the size of the BDD no result has been obtained. The table clearly shows that hiding functions are more desirable if the number of proposition letters grows.
As also remarked in 2, 3] it depends very much on the structure of a formula how far the hiding functions can be pushed inside. Finding the optimal structure of a formula may greatly improve the performance of hiding functions. This can for instance be achieved by by applying commutativity and associativity of the^and _. However, it is unknown to us whether an (e cient) algorithm for this exists. Work that has been done on this problem 1 The general form of these formulas is ( 
