GaN quantum wells in an AlN matrix are characterized using scanning transmission electron microscopy. The width of the quantum wells and sharpness of the interfaces are measured with composition sensitive annular dark field imaging and electron energy-loss spectroscopy. The effects of beam broadening inside the specimen are discussed and mechanisms to minimize it are suggested. The quantitatively measured intensity of the N K-edge versus position is compared with the propagating beam intensity obtained from multislice calculations. Possible effects of strain in the structure on its electronic states and energy-loss spectra are also discussed.
I. INTRODUCTION
The characterization of nanometer size structures ͑quan-tum wires, quantum dots, heterostructures, nanotubes, etc.͒ requires special analytic instrumentation with high spatial resolution. Scanning transmission electron microscopy ͑STEM͒ with a focused probe ϳ2 Å, equipped with an electron energy loss spectrometer ͑EELS͒ is often the instrument of choice. [1] [2] [3] [4] [5] However, despite the fact that in STEM an electron beam can be focused to ϳ2 Å or even to 0.8 Å in an aberration corrected STEM, 6 beam spreading inside the specimen due to interaction of the incident electrons with atoms of the specimen is unavoidable. Beam spreading typically introduces extra broadening of the measured profiles, for example, when chemical composition is measured, and does not affect the qualitative picture of the analysis. But, in cases where quantitative analysis is needed the effects due to beam spreading should be analyzed as well. The analysis of beam spreading will also suggest mechanisms to minimize it for direct measurements of the nanostructures.
In an earlier article, 7 we reported atomic level EELS measurements of the composition and uniformity of GaN/ AlN multiple quantum wells ͑QWs͒. The results were accompanied with annular dark field ͑ADF͒ images of the structure. However, several questions remained unanswered. First, are the Gaussian-like profiles of the EELS data and ADF intensities indications that the interfaces were not atomically sharp or can they be attributed to a beam spreading effect? Second, how large was the effect of beam spreading on the composition analysis of the QWs.
In the QWs where the lattice constants of the materials constituting the well and the buffer are different, strain in the structure is expected. It is also known that the characteristic fine structure of the core-level energy-loss spectra of the material under strain can significantly differ from the relaxed equivalents. 8 These observations stress the importance of understanding the possible effects of strain on the EELS analysis of these GaN/AlN QWs. In this article, the effects of beam broadening on STEM measurements of the GaN/AlN multiple quantum wells reported earlier by Mkhoyan et al. 7 are presented. A discussion of the mechanisms and parameters to minimize these effects will follow. Possible strain effects on the measured EELS data are also presented.
II. EXPERIMENT
The GaN/AlN QWs studied here were grown in a molecular beam epitaxy system on 2 in. c-plane sapphire wafers on which 0.3-0.5 m AlN buffer layers were initially deposited. 9 The structure consists of 20 GaN/AlN QWs with 60 Å AlN barrier layers and about 12 Å GaN wells. Crosssectional specimens for the STEM were prepared from these wafers by a tripod polishing technique. 10 Brief, low concentration ͑ϳ10%͒ HF dipping was applied to the specimen to remove any remaining colloidal silica before loading into STEM. The Cornell 100 keV VG HB501 STEM used in these measurements has a field emission gun and a high resolution pole piece with a spherical aberration coefficient C s ϭ1.3 mm chromatic aberration coefficient C c ϳ1.5 mm, and a focused incident beam of ϳ2 Å with convergent angle of ϳ10 mrad ͑objective angle͒. Microscope is also equipped with electron spectrometer for EELS and was operated for electrons scattered into ϳ20 mrad collection aperture ͑col-lection angle͒. The measured energy resolution is 0.5 to 0.7 eV with an energy drift of Ͻ0.03 eV/min and an objective lens stability of ϳ1 ppm.
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A single QW was mapped 7 with approximately 3.3 Å steps by probing changes in the energy-loss spectra of the Ga L 2,3 -edge and the N K-edge. First, changes in the integrated intensity of the Ga L 2,3 -edge were measured across the well. Then, changes in the fine structure of the N K-edge and the ADF intensity were measured. The results are summarized in Figs. 1͑a͒-1͑d͒ . The ADF image illustrates the a͒ Electronic address: kam55@cornell.edu Z-contrast effect. Ga has a much higher atomic number than Al or N. It produces a much higher signal ͑i.e., scattering at high angle͒ resulting in a bright horizontal band in Fig. 1͑c͒ for the GaN quantum well. Relatively large 3.3 Å steps were chosen to avoid beam induced damage of the specimen. A thickness d of 470Ϯ50 Å was measured for this sample, using low-loss EELS, with dϷ PL ϫI PL /I ZL . Here I PL and I ZL are the plasmon-loss and zero-loss intensities, and PL is the mean-free path for plasmon generation. The calculated mean-free path for plasmon generation in AlN is PL AlN Ӎ94 nm. 12 The recorded spectra of the N K-edge, measured across the well, were fitted to a linear combination of two normalized spectra of the N K-edge in bulk AlN and GaN
using a linear least-squares curve fitting algorithm. 13 The weighting coefficients ␣ 1 and ␣ 2 are a measure of the relative material type. Some of these recorded spectra with their best fits are presented in Fig. 1͑d͒ . The normalized coefficient ␣ 1 ͓␣ 1 ←␣ 1 /(␣ 1 ϩ␣ 2 )͔ from two sets of data are presented in Fig. 1͑b͒ .
The application of a linear combination of two spectra of the bulk material to the spectra measured across the QW is valid under the assumption that the K-edge spectra from the N atoms are primarily determined by the first neighbor atoms ͑Ga and/or Al atoms͒. The validity of this assumption is evident from the results. As can be seen from Fig. 1͑e͒ the differences between the recorded spectra and the linear combination fits are primarily noise. This demonstrates that the spectra from the interfacial N atoms, which have Ga and Al neighbor atoms, do not contain any major new features.
To perform a least-squares curve fit, reference N K-edge spectra measured in AlN and GaN were obtained under identical conditions and crystal orientation as the ones measured across the well. Then these two spectra were normalized to have the same intensity 35 eV above the edge onset. These reference spectra are presented in Fig. 2 . It should be stressed here that the wurtzite forms of AlN and GaN are uniaxial crystals and the fine structure of the N K-edge in the direction of the c-axis and perpendicular to it differ significantly. 14 Therefore, the requirement of having these reference spectra measured under the exact same conditions and crystal orientation is essential. For details on the orientation dependent fine structure of the N K edge in the AlN and GaN see Refs. 14 and 15.
The results of the measurements ͑see Fig. 1͒ indicate that the GaN QW is not symmetric around the center. The first interface ͑starting from the substrate͒ is about two monolayers broader than the second. This is most likely due to the presence of a surface roughness in AlN buffer layers grown at low temperatures.
From the STEM characterization point of view there are two interesting observations in Fig. 1 . First, the coefficient ␣ 1 ͑proportional to AlN concentration͒ in the center of the QW, which is GaN, is not 0 ͑or close to 0͒, but is ϳ0.5; second, the ADF intensity ͑proportional to the GaN concentration͒ and EELS profiles of the QWs follow a Gaussian function rather than a rectangular function. These observations are the results of incident beam broadening inside the heterostructures and will be discussed in detail in the following section.
One of the critical parameters in exploration of beam spreading inside the sample is specimen thickness and, therefore, the sensitivity of beam broadening to specimen thickness will be discussed as well.
III. CALCULATIONS
The multislice method 16, 17 for calculation of the propagation of the incident electron beam through the specimen has been successfully used to understand some experimental observations. A good match between calculated and measured relative contrast levels of crystal lattice fringes as a function of defocus, 18 and simulated convergence-beam electron diffraction patterns with measured ones 19, 20 have been reported. Multislice methods were used here to describe the effects of beam broadening in the GaN/AlN QWs.
A. Multislice calculations
A supercell containing a single GaN/AlN QW was used for the multislice simulations. Four monolayers of GaN were introduced within bulk AlN to produce a ϳ12 Å GaN QW in an AlN matrix ͑four monolayers of GaN surrounded with six monolayers of AlNs on both sides͒. The supercell was aligned so that the incident beam is parallel to the ͓2110͔ crystallographic direction. As can be seen from Fig. 1͑c͒ this is also the direction of the incident beam in the experi ments. The supercell size was 37.7 Åϫ39.8 Å, sampled with 1024ϫ1024 pixels. A section of this supercell is presented in Fig. 3 .
The incident beam and its propagation at different thicknesses in the specimen were calculated using a multislice simulation program. 21 This code is based on alternately passing an incident beam through a thin slice of the specimen and propagation between slices. 16 In all calculations in this article, a single slice has a thickness of 1.555 Å. The electron optical parameters describing the ϳ2 Å incident electron probe in the STEM were 100 kV acceleration voltage, spherical aberration of C s ϭ1.3 mm, objective angle of 10.0 mrad, and defocus of 700 Å.
B. Results and Discussion
Because the incident beam coincides with a crystallographic orientation, strong beam channeling 22 was expected. Two extreme cases of beam positioning in the crystal were considered ͑see Fig. 3͒ . In the first case a focused STEM probe was located on the atomic column at position ͑1͒ ͑be-cause Ga atoms scatter more strongly than N, the beam was located on the column consisting only of Ga atoms͒. In the second case, the beam was located between the columns at position ͑2͒. The results of the simulations indicating strong channeling for both cases are presented in Figs. 4 and 5. As can be seen in Fig. 4 at the beginning, when the probe is located on the Ga column, it is strongly focused on the column and then, with further penetration of the beam inside the specimen, dechanneling of the initial intensity to the neighboring columns takes place, broadening the probe area. In the second case, when the probe is located in between the columns ͑see Fig. 5͒ , the channeling effect is more pronounced. For details on electron beam channeling in crystalline materials see Refs. 22 and 23.
To calculate some effects of beam broadening on the EELS profile measurements, the intensity of the propagating beam should first be projected ͑or integrated͒ along the QW ͑i.e., integrated along a horizontal direction parallel to the bright band in the center of Fig. 1͑c͒͒ . Because the QWs are uniform along their growth plane, the portions of the beam which spread along the QW contribute to the EELS spectra in the same way. The integrated intensities of the STEM probe at different thicknesses are presented in Fig. 6͑a͒ , for the case where the incident probe is located on the column ͑position 2 in Fig. 3͒ . The total EELS signal is the integral over the whole area of the probe, which may be partly inside the QW and partly outside even though it started completely inside the QW. To estimate this delocalization caused by channeling, the intensity profile in Fig. 6͑a͒ is integrated perpendicular to the QW ͓i.e., in a vertical direction in Fig.  1͑c͔͒ . The total integrated intensity versus position perpendicular to the QW ͑relative to the incident position͒ is shown in Fig. 6͑b͒ for different thicknesses. This is an estimate of the fraction of the incident beam that produces an EELS signal from different parts of the QW. ͑Phonons were not included in either of these calculations.͒
To determine the fraction of the EELS signal that reflects a single layer, it is necessary to calculate the fraction of the intensity from the original probe that stays within a single layer, i.e., within a 2.5 Å layer in this case. The variation of this intensity with penetration depth is presented in Fig. 7 , where both cases of the probe position ͑on and off the atomic column, see Fig. 3͒ are considered. To calculate the fraction of the signal that represents the QW, the intensity of the beam should be integrated over the range covered by the GaN ͑see Fig. 3͒ . The results of these calculations are also presented in Fig. 7 .
It should be stressed that, as can be seen from Figs. 7͑a͒ and 7͑b͒, even at zero thickness the fraction of the beam that is in a single atomic layer ͑within 2.5 Å͒ is about 70% and after passing through 200 Å only about 40% of the intensity remains in a single layer. The simple geometrical depth of focus for these optical conditions is approximately ⌬z ϳ⌬x/␣ϳ250 Å ͑where ␣ is the objective semiangle͒, so much of this spreading is due to the specimen itself. These results indicate that STEM measurements ͑with similar instruments͒ cannot be easily interpreted as direct atomic level measurements and must be accompanied with appropriate numerical simulations of the beam transformation inside the specimen. Also note that, despite the fact that channeling of the incident beam and its spreading depends on the type of atoms, crystal structure, lattice constants, and direction of incidence and can be stronger or weaker, the broadening of the beam will always take place and should be considered with great care if atomic level analysis is needed. This situation may change with a smaller probe.
All the multislice calculations presented to this point were performed under the assumption that the atoms in the specimen were stationary. However, at room temperature, the atoms vibrate. The importance of including these vibrations ͑or phonons͒ in simulations for quantitative comparison to experimental observations has been shown previously. 19, 20 The frozen phonon 19 method, which models phonons by randomly displacing atoms from their atomic site using a Gaussian distribution, was used here to model the thermal vibrations of the atoms of specimen. The results of these simulations are also presented in Fig. 7 . As can be seen, the effects of the phonons become more significant with increasing beam penetration depth. These results ͓see Figs. 7͑a͒ and 7͑b͔͒ indicate that up to a thickness of ϳ100 Å the effects due to phonons are negligible. However, for a thickness у200 Å, the contributions from phonons are not small and cannot be ignored.
The next step in the simulations was to map the GaN QW by moving an incident probe across the QW with 1 Å steps and calculate the fraction of the beam in the QW at each step. Calculations were performed for a 470 Å thick sample including phonons. The fraction of the normalized integrated intensities in the GaN QW are shown in Fig. 8 , where for comparison the profile of the coefficient ␣ 1 from Comparison between the calculated beam fraction inside the QW ͑Fig. 8͒ and ␣ 1 yields the following observations. First, the Gaussian shape of the interface is simply due to beam broadening. Second, it suggests that one interface between the GaN well and the AlN is two monolayers wider than the other ͑this is still within the error bars so is not conclusive͒. Note that several factors might prevent an even stronger correlation between coefficient ␣ 1 and the calculated beam fraction in the QW. From the experimental side, background subtraction ͑an E r fit in the preedge was used to subtract the background of the N K-edge from the recorded EEL data͒ and least-squares fitting, which fits the entire spectrum, can introduce up to a 5%-7% error in value of ␣ 1 . From the simulation side, as in the discussion above, depending where the beam is located ͑on or off column͒ the resulting intensities in the QW may be significantly different. Therefore, depending on how the probe path was chosen the calculated profile of the integrated intensity could again vary significantly. Since the convergent angle of the incident beam ͑important factor for beam spreading͒ depends on the actual position of the specimen inside pole piece, the value used in simulations may be slightly different than the experimental value.
Another interesting observation in this and many other high resolution STEM studies at the nanometer scale is the fact that the data often fit a Gaussian function 4 ͓see Figs. 1͑a͒ and 1͑b͒ and Fig. 8͔ . This phenomena raises the question: Is this because the interface is not sharp or is it the result of the measurements? Three critical elements are in play here. The first and most obvious one is the width of the well. It is intuitive that with increasing width, the profile of the well ͑ADF intensity or EELS mapping͒ will look more like a rectangular function than a Gaussian. The second element is broadening of the incident beam inside the specimen. The thicker the sample the more beam broadening there will be. The third possible factor is the size of the steps in the mapping. To show the effects of all of these three factors several simulations and measurements are performed.
To investigate ways to minimize beam broadening, multislice simulations were undertaken for this specimen with its thickness reduced to 100 Å. The results are presented in Fig.  9͑a͒ . As can be seen, with a thinner specimen, beam broadening is reduced, and the fraction of the beam intensity inside the QW ͑versus incident position͒ visibly differs from a Gaussian fit ͑for comparison see Fig. 8 , where a thicker sample was considered͒.
The effect of the width of the well can be shown by calculating the same profile of the fraction of the beam inside the QW for this specimen with a larger QW width. The results of the multislice simulations of a 20 Å QW GaN QW in an AlN matrix are presented in Fig. 9͑b͒ . The best Gaussian fit is now far off.
The last and least obvious factor is the step size between probe positions. To show this effect the results of measurements on the GaN/AlN QW from other wafer are presented. This sample contains a 10 Å GaN QW in an AlN matrix ͓see Figs. 10͑a͒ and 10͑b͔͒ and the STEM specimen was about 270 Å thick. For details on this sample see Mkhoyan et al. 7 The composition profile due to changes of the integrated intensity of the Al L 2,3 -edge across the well with ϳ3 Å steps fits very well to a Gaussian function ͓see Fig. 10͑b͔͒ , while the ADF intensity taken from the same path but with finer steps, defined by the pixel size of the image, has sharper edges. To show the effect of relatively large steps, data from the ADF profile with the same steps as used with the Al L 2,3 -edge are shown in Fig. 10͑c͒ . This data now fits a Gaussian function ͑dashed line͒ extremely well.
IV. POSSIBLE STRAIN EFFECTS
A report by Adelmann et al. 24 confirms the presence of strain in the GaN/AlN QW system, which might effect this EELS analysis. In this section, multiple-scattering ͑MS͒ and density of states ͑DOS͒ calculations will be used to investigate strain effects on the N K-edge, because changes in the fine structure of this edge were used to obtain the composition profile of the QWs.
A. MS and DOS calculations
EELS and x-ray absorption spectroscopy ͑XAS͒ are similar in many ways. In each, a high energy particle ͑elec-tron in EELS and photon in XAS͒ is incident on the atoms in the specimen. In an inelastic event, one of the electrons in a core state of an atom in the specimen is ejected into the surrounding atoms of the solid with a relatively low energy. In the multiscattering ͑MS͒ view this ejected electron undergoes multiple scattering back and forth between the surrounding atoms in the solid which affects the allowed final states of the ejected electron, and hence the near edge fine structure of the EELS and XAS absorption edge. 25 The matrix element for XAS and EELS transitions are very similar in the small scattering angle approximation ͑for example Egerton 12 or section 4.1 of Stöhr
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͒. Despite slight differences in the cross-sections for the core-level electronic transitions excited by incident electron or x-ray beams, x-ray MS calculations can still be used to estimate the details of the fine structure in the core-level EELS. 27 The momentum transfer vector in EELS approximately corresponds to the polarization vector in XAS. Well-developed XAS simulation programs are available, and so will be used here to estimate EELS spectra.
The N K-edge near edge spectra in bulk AlN was calculated using the FDMNES code of Joly. 28 This program approximates the crystal potential in the muffin-tin approximation and uses a Green's function formalism for the multiplescattering calculations. Acceptable convergence in the calculation of the N K-edge spectra was reached with the inclusion of 144 neighboring atoms. This corresponds to a spherical cluster centered on the nitrogen atom with a 7.0 Å radius. In the calculations, a 10% overlap between the spheres of the muffin-tin potentials was used.
The results of MS calculations for the K-edge in AlN are shown in Fig. 11 , along with measured EELS data of the same edge. For completeness, a calculation of the N 2p partial density of unoccupied states ͑DOS͒ of the conduction band for AlN was also performed and the resulting curve is presented in the bottom of the Fig. 11 . The N 2p partial DOS was calculated using density functional theory in the local density approximation as implemented by the Vienna ab initio Simulations Package ͑VASP͒.
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As can be seen from Fig. 11 , while the relative positions of the peaks in the N K-edge of the experimental EELS data are in excellent agreement with both calculations, the correlation between the MS calculation and EELS seems better. Since the effects of the transition matrix element ͑albeit x-ray not EELS͒ as well as the DOS are reflected in MS calculations, better correlation between the EELS and the MS calculation should be expected. The excellent correlation of MS and DOS calculations with experimental EELS data can be considered as firm grounds on which to predict the expected changes of the N K-edge due to strain in GaN/ALN QWs. To investigate strain effects, consider an extreme case. The N 2p partial DOS of the conduction band in GaN under compressive biaxial strain with lattice constant a matched to that of the AlN was calculated using the VASP code. With lattice constant a equal to that determined for AlN, the ion positions were systematically relaxed, producing a value for the lattice constant c. The structural parameters for this biaxially strained GaN were then determined from energy minimization. The N 2p partial DOS was calculated for GaN with these strained structure parameters. All calculations were performed with a Monkhorst-Pack grid of 12ϫ12ϫ12 and an energy cutoff of 40 Ry. The results of the N 2p partial DOS in unstrained and strained GaN are presented in Fig.  12͑a͒ . As can be seen, the effects are negligible. The results of the MS calculation on the N K-edge in GaN performed under the same strain conditions are also presented in Fig.  12͑b͒ and indicate that possible strain induced effects on the fine structure of the N K-edge are very small.
V. CONCLUSION
In conclusion, the results of simulations together with experimental measurements suggest that beam spreading inside the specimen can significantly affect the quantitative analysis of EELS studies of QWs. Atomically sharp interfaces, as observed here, may look diffuse in STEM purely due to this beam broadening. Because beam broadening is primarily governed by penetration depth or, in other words, specimen thickness, to minimize the effects one should either use extremely thin specimens ͑Ͻ100 Å͒, or accompany measured results with appropriate simulations of beam propagation inside the specimen. In the second case the thermal vibrations of the atoms should be included in simulations.
Another critical element in the characterization of QWs is strain, and the effects that it can introduce. Multiple scattering simulations together with DOS calculations ͑it is important to calculate the structural parameters of the strained crystal using DOS before simulating absorption edges with the multiple scattering code͒ reproduce core level energy losses typically acquired in STEM and, therefore, are applicable to predictions of the strain effects on EELS.
Three major mechanisms responsible for the Gaussian profiles of QWs were discussed. While the size of the QWs is predetermined by growth, two other parameters can be considered to reduce these effects. Consideration of extremely thin samples for STEM characterization was already discussed. Mapping with very fine steps is also an option. However, e-beam induced damage of the specimen imposes strong limitations here. ADF imaging, on the other hand, typically has very high special resolution ͑defined by the pixel size͒ and produces significantly less damage to the specimen. Combination of EELS measurements at relatively large step sizes with corresponding ADF imaging is perhaps the desirable alternative. FIG. 12 . ͑a͒ N 2p partial DOS of the conduction band in GaN with and without compressive biaxial strain with lattice constant a matched to that of the AlN ͑VASP results͒. ͑b͒ Calculated spectra of the N K-edge in GaN with and without strain using the MS method.
