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This dissertation considers what it means to think differently, using naturalistic verbal 
evidence. This problem is inspired by a gap within the Wisdom of the Crowd (WoC) 
literature, but relevant to the study of language processes, mental models, and the vast 
emerging resource of social media data. I propose a methodological framework to 
characterize diversity of thought through the quantification of social media data. Four 
stages of research considered: a) the properties of a sample domain, b) how to identify 
and select diagnostic content using classification methods, c) how to quantify qualitative 
content in order to categorize and compare individuals, and d) how to assess the relative 
merits and challenges of content classification methods, including whether differences in 
thought actually affect outcomes. The emphasis is on pervasive issues pertinent the 
analysis of unstructured verbal data, rather than the specific, albeit largely successful 
solutions explored. Such issues were identified when defining and applying the 
methodological framework, and generally indicate the influence of sample domain on 
process measures, success at higher levels of abstraction, and a lack of continuity 
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LIST OF KEY TERMS 
Term Definition Abbreviation 
Abstracted word 
feature analysis 
Top-down inspired language analysis technique 
that used LIWC dictionaries to help identify 
classes of features diagnostic of the strategies 
 
Captain focused One of the two divergent strategies that form the 




A domain-general framework that considers 
whether people are focused on constructing 
their team or interpreting their team’s 
performance (i.e., construct and interpret 
strategies) 
 
Framework Method of characterizing behavior (parent 





Methods used to classify behavior. I consider 
framework, language analysis technique, and 
decision rule 
 
Strategy Method of characterizing behavior (child level), 
developed in pairs that together form a 
framework (parent level) 
 
Construct One of the two divergent strategies that form the 
domain-general framework associated with 
Clancey’s Problem Types 
C 
Decision rule Threshold used to determine whether an FPL 
manager’s diagnostic feature use was indicative 
of a strategy 
 









Differential choice One of the two divergent strategies that form the 
domain-specific, influence of popularity 
framework 
DC 
Domain specificity The degree to which an experimental method is 
tied to the research domain 
 
Domain-general Refers to experimental methods that are not 
directly related to the research domain (e.g., 
strategic frameworks inspired by cognitive 
science) 
 
Domain-specific Refers to experimental methods that are directly 
related to the research domain (e.g., strategic 




Fantasy sports league that follows England’s 




A domain-specific framework that considers 
whether people apply popular choice or 
differential choice strategies when selecting an 
FPL captain 
 
Interpret One of the two divergent strategies that form the 
domain-general framework associated with 




Bottom-up inspired analysis that used a machine 
learning classifier to help identify individual 
lexical items diagnostic of the strategies 
 
Linguistic Inquiry 
and Word Count 
Linguistic Inquiry and Word Count is an 
application that uses pre-defined word class 
dictionaries to identify the proportion of a word 
classes within a text-based samples 
LIWC 
Popular choice One of the two divergent strategies that form the 





One of the two divergent strategies that form the 







Searle’s speech acts 
Searle’s speech acts A domain-general framework that considers 
whether people using statement-based assertives 
and declarations, or request-based directives 





One of the two divergent strategies that form the 
domain-general, framework associated with 
Searle’s speech acts 
SB 
Transfer focused One of the two divergent strategies that form the 
domain-specific, weekly focus framework 
TF 
Weekly focus A domain-specific framework that considers 
whether people are more focused on captain 
selection (captain focused), or transfer (transfer 
focused) - the two weekly FPL decision points  
 
Wisdom of the 
Crowd 
An aggregated judgment, formed from the 
judgments of randomly selected individuals, is 
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1.1 Research Objectives 
The thesis of this work is that psychologically inspired constructs and methods 
assist in revealing cognitive diversity in social media, validated by domain-specific 
performance measures. My research objectives were threefold, which correspond to my 
contributions. First: to utilize theoretical insights from cognitive science. In lieu of 
emergent data-driven bottom-up approach to analysis, I used existing distinctions drawn 
from cognitive science to categorize reasoning processes top-down. I considered a subset 
of existing frameworks that varied according to level of analysis (e.g., characterization of 
language, characterization of reasoning process) and relationship to the domain (i.e., 
more versus less domain driven). Second: to develop an overarching methodological 
framework to address how well differences in classification method capture and account 
for variance in reasoning process. To this end, I conducted a four stage research process 
that considered a) the properties of a sample domain, b) how to identify and select 
diagnostic content according to framework and language analysis technique, c) how to 
quantify this qualitative content in order to categorize and compare individuals, and d) 
how to assess the relative merits and challenges of these content classification methods. 
Third: to assess whether differences in classification methods correspond to differences 






processes relative to performance measures at both the individual and group levels of 
analysis.   
I address the overall problem of establishing methods to quantify unstructured, 
naturalistic evidence from social media in order to characterize diversity of thought, 
focusing on individuals consideration of content rather than enduring factors that may 
affect their reasoning processes (e.g., personality, expertise). The Wisdom of the Crowd 
(WoC) paradigm framed the group level analysis, and much of the following research by 
suggesting that diversity in reasoning process across individuals benefits crowd 
judgment, as pursued below. Ultimately, my goal was to identify issues important to the 
operationalization of diversity, so that subsequent research has a starting point from 
which to form hypotheses, and an initial analytic process to refine. 
1.2 Wisdom of the Crowd and Diversity 
An aggregated judgment, formed from the judgments of randomly selected 
individuals, is routinely more accurate than any individual judgment, including the 
judgments of the group’s wisest members. This effect is known as the wisdom of the 
crowd (WoC). Each individual’s judgment contains both information and error. 
Assuming three critical conditions (independence, diversity, and decentralization of 
judgments) (Larrick, Mannes, & Soll, 2012; Surowiecki, 2004), aggregation eliminates 
the error component associated with each individual judgment, leading to a more accurate 
crowd judgment. 
The three critical conditions are related. When information is not independent 






may be particularly true in situations of uncertainty, where following the social norm, or 
referencing someone else’s decision, as “is” (imitate the majority or imitate the 
successful heuristic, Hertwig, 2013) or as an anchor (anchoring and adjustment heuristic, 
Tversky & Kahneman, 1974), are viable options. Decentralization requires people to have 
unique insights or knowledge of the problem, so that their inputs (regardless of whether 
they are formed independently) will differ based on their individual perspective. 
However, diversity, as well as the variance required to observe a WoC effect, has 
been poorly defined in the WoC literature. Davis-Stober, Budescu, Dana, and Broomell 
(2014) rationalized the need for diversity using theoretical mathematical models and 
hypothetical (thought) experiments. A handful of researchers have explored diversity as a 
function of crowd size (Galesic, Barkoczi, & Katsikopoulos, 2016; Olsson & Loveday, 
2015), language use (Bhatt et al., 2017; Bhatt et al., 2018), current events1 (Parunak and 
Downs, 2012), and expertise (Goldstein, McAfee, and Suri, 2014; Hong and Page, 2004; 
Tetlock, 2005). They suggest that the effect of diversity plateaus, rather than grows 
indefinitely with the size of the crowd. The success of experts relative to the crowd may 
also depend on diversity, particularly an expert’s flexibility and use of multiple strategies 
(i.e., a fox rather than hedgehog mentality, Tetlock, 2005). Lastly, that diversity can be 
                                                
 
1 Parunak and Downs (2012) used timestamps associated with individuals’ predictions to 
make assumptions about what current events contributed to their prediction. Yet, they 
prompted participants to make predictions and revise old predictions, which arguably 
may have contaminated their results. Also, the use of external events as proxy for 
individuals’ mental models is presumptive, especially since these events were not 






operationalized based on measures of cognition, but that additional insights from 
cognitive science, namely methods for identifying and quantifying differences in thought, 
can further our understanding of how diversity contributes to the WoC effect.  
1.3 Characterization of Thought 
A preponderance of cognitive science theory only addresses the general, rather 
than individualistic, properties of human thought concerning the nature of cognitive 
architecture. Yet, the cognitive science literature acknowledges individual differences, 
most typically addressed within the context of expert to novice comparison (Chi, 
Feltovich, & Glaser, 1981; Rasmussen, 1986). By distinguishing different patterns of 
thought, we can devise sampling strategies that assure diversity. While the conceptual 
issues potentially transcend domains, it should be noted that the typical methods are 
experimental, with carefully controlled stimuli. Such methods do not readily extend to 
naturalistic data examined here; however, the theoretical distinctions do.   
1.3.1 Category structure and reasoning. One basis of distinguishing patterns of 
thought between individuals is differences in category structure. A classic example is the 
categorization of penguins. If one’s taxonomy requires birds to fly, then a penguin will 
not be categorized as a bird. Flight is therefore a critical piece of information, which 
individuals can be leveraged to differentiate between individuals. Category instantiations 
are grouped based on perceived similarity, inheriting the properties of the category, 
especially when specific experiences with instantiations are limited (Goldstone & Son, 
2005). Similarity to a category determines whether an instance is assimilated into an 






construction of a novel category (Piaget & Cook, 1952). This dynamic and empirical 
categorization process manifests in individual differences, where different sortings reflect 
sensitivity to different features.  
Moreover, categorization supports inference (Medin & Rips, 2005). Novices tend 
to rely on surface level features and exemplar-based organizational strategies when 
grouping stimuli, which are more likely to vary. In contrast, experts use different, often 
less apparent perceptual features along with more abstract structural features that lend 
themselves to rule-based organizational strategies that are more generalizable between 
domains (Chi, Feltovich, & Glaser, 1981; Johnson & Mervis, 1997; Rasmussen, 1986). 
As the magnitude of experiences and successful inferences increases, the likelihood of 
category adaptation decreases (Lundberg, 2000; Neisser, 1978). More stable 
categorization schemes in turn make future reasoning behavior more predictable. Groups 
of people exposed to similar reasoning contexts and who exhibit stable categorization 
schemes are more likely to rely on similar cues and organizational strategies.  
1.3.2 Recognizing differences in reasoning processes. Expertise and 
demographic differences (e.g., age, sex, race, culture) commonly inform the study of 
individual differences (Anastasi, 1958; Chiu, 1972; Markus & Kitayama, 1991; Nisbett & 
Miyamoto, 2005; Tyler, 1947). Such research advances our understanding of how 
divergent experience contributes to differences in cognitive behavior, and offers valuable 
techniques pertaining to item analysis and construct validity (Cooper, 2010). However, 
such methods generally rely on experimental intervention. Moreover, the general 






provokes objection from the ethnographically inspired psychologists (Greenfield, 2005), 
who recognize that culture, amongst other individual differences affect systems of 
thought.   
1.3.3 Differentiation based on mental models. Gentner and Gentner (1982) 
associate low-level feature differences with more global differences in mental models to 
characterize differences in thought. Their research is exceptional as it considers 
individual differences using qualitative content, a method that was not then, nor now, 
well documented or understood. Using problems framed in the target domain of Ohm’s 
Law in basic electricity, they distinguished between a plumbing/water flow 
(corresponding to voltage problems) and a moving crowds referent mental model 
(corresponding to resistance problems), and examined participants who exclusively 
exemplified one or the other model. Mental model use (reasoning process) correlated 
with predictable performance differences (reasoning outcome). Patterns of erroneous 
reasoning revealed the limitations of each mental model for its failure to capture features 
of relevance to the full scope of Ohm’s Law. Despite their significant contribution 
relating mental models (reasoning processes) to performance outcomes, Gentner and 
Gentner’s work exposes methodological challenges that remain unsolved to date, 
including specific techniques for a) referent model discovery, b) the characterization of 
individuals who exhibit properties of both models, and c) application outside of 
controlled reasoning environments. 
Apart from Gentner and Gentner’s work, the research of Leskovec, Huttenlocher, 






psychological theory, Heider’s balance theory (i.e., the enemy of my enemy is my friend) 
to form predictions concerning the distribution of likes and dislikes across multiple social 
media platforms (i.e., Wikipedia, Epinions, Slashdot). Although the results fail to 
demonstrate a link between differences in reasoning process according to Heider’s theory 
and social media outcomes, their approach illustrates the inherent appeal of applying 
psychological theory to identify groups of like-minded observers. Yet, the 
methodological foundations for identifying and quantifying potentially different mental 
models remain unclear. 
1.4 Language as an Input 
While the function of language is to communicate, cognitive scientists have long 
exploited language to inform hypotheses of mental representation (Ericsson & Simon, 
1980; Newell & Simon, 1972). Social media data expand access to such verbal measures 
in a highly naturalistic setting. 
1.4.1 General language research considerations. Language research is 
commonly separated into comprehension and production processes. Typically, 
comprehension entails the parsing of message content, including syntactic and 
propositional analysis to recover meaning, sometimes with respect to pragmatic concerns. 
By far the preponderance of psycholinguistic research addresses comprehension, 
primarily due to concerns surrounding experimental control over the initial conditions 
that prompt production (Bock, 1996).  
Production research is of greater potential relevance to the characterization of 






(including both propositional semantics and contextual pragmatics/semantics) into a 
string of words (syntax and lexicalization), which is then communicated through a set of 
sounds (phonology). While skeptics question the relevance of language data to thought 
(Nisbett & Wilson, 1977), defenders such as Dennett note that, “the faculty of 
communication would not gain ground in evolution unless it was by and large the faculty 
of transmitting true beliefs” (1971, pp. 102-103). 
Much of the existing production research has focused on errors pertaining to 
formulation and execution (e.g., slips of the tongue, disfluencies, hesitations) and priming 
effects (e.g., Bock, 1986), rather than the conceptualization of a message. Perhaps an 
exception is the work by Clark and colleagues pertaining to language collaboration and 
common ground (e.g., Clark & Wilkes-Gibbes, 1986) that highlights the pragmatic 
influences on production.  
Social context informs goals/intent specific to language, such as predictions and 
hints concerning what may come next or what responses may be returned. Contemporary 
psycholinguistic research acknowledges this inter-relationship between language 
production and recipient comprehension (e.g., Pickering & Garrod, 2013). Critically, 
expectations about the recipient influence production, determining relevance and detail 
(Clark & Marshall, 1981). Recent innovations in the measurement of production, inspired 
by a dynamical systems view (Dale, Fusaroli, Duran, & Richardson, 2014) reveal the 
influence of partner mirroring. Brennan and Clark (1996) are credited with identifying 
the manner in which the lexical choices of one interlocutor influences the other’s choices. 






speech rate, body language, and speech cadence (Dale, Fusaroli, Duran, & Richardson, 
2014, p. 70; Pickering & Garrod, 2004). Simply put, people reproduce what they hear. 
1.4.2 Language production analyses and quantification. A substantial amount 
of conversation analysis is qualitative (Schegloff, 1993) and not designed to support 
quantitative aggregation, correlation, and prediction, primarily to respect the inherent 
contextual influences in a given exchange. However, some researchers have developed 
both bottom-up and top-down processes to quantify language, and link language 
processes with outcomes. The following approaches employ fully automated coding. 
Bottom-up approaches leverage frequency counts of specific lexical items. For 
instance, Latent Semantic Analysis (LSA) assigns semantic similarity based on the 
degree of co-occurrence of lexical items within a text (Landauer, & Dumais, 1997). With 
little or no, prior domain knowledge, such approaches are applied to aid information 
retrieval, filter information, facilitate cross language retrieval, and cluster like content 
(see Dumais, 2004 for review). However, a major shortcoming of these bottom-up 
analyses is that their analytic outputs generally require interpretation to explain why 
lexical items were recalled, associated, or clustered, and what they mean. 
In contrast, top-down analyses begin with predefined categories of lexical items 
intended to guide contextual interpretation. Such approaches require front-end 
exploratory analyses to identify related groupings of lexical items or they employ off the 
shelf tools with previously vetted dictionaries, such as Linguistic Inquiry and Word 
Count (LIWC) (Pennebaker, Boyd, Jordan, & Blackburn, 2015). Frequency counts are 






small sets of synonyms, the outcome metrics reflect the presence of word classes 
corresponding to themes such as space, time, motion, etc. Although categorical analyses 
provide clarity with respect to meaning, the use of global categories introduce the 
potential for misses due to noise, or false alarms due to the prominence of a particular 
lexical item, rather than the general class. Nevertheless, such an approach has the 
potential to flag mental model-like differences. 
1.4.3 Language use in social media data. The internet, notably social media 
websites whose primary purpose is the facilitation of interactions (e.g., Twitter, 
Facebook, Reddit), has presented a new opportunity for the study language production 
and naturalistic dialogue. Content analyses are typically performed at the tweet or post 
level of analysis, rather than aggregated and assessed according to an individual's entire 
corpora. The exception is personality-based research (see below). These data are self-
motivated rather than controlled by researchers’ interventions, other laboratory artifacts 
such as demand characteristics, and limited sample pools. However, several 
disadvantages and challenges remain that relate to the unbounded, unstructured, and 
qualitative nature of these data. 
Of the limited work in area of applying psychological principles to social media 
data, the bulk of the research considers how sentiment (see Paltoglou & Thelwall for 
review, 2017) and personality (e.g., Golbeck, Robles, & Turner, 2011; Schwartz et al., 
2013) affects language. Work related to sentiment analysis indicates that feature 
diagnosticity increases as domain scope decreases (Thelwall & Buckley, 2013), resulting 






Tang, & Cheng, 2007). Features that may be positive in one context, but negative relative 
to another, contribute to this effect. Consider the term short. Perhaps, relative to the 
length of a dissertation, short has positive connotations, but relative to your time (I’m 
assuming you are short on time), it has negative connotations. Additionally, sentiment 
expression differs by gender introducing the possibility of biased feature sets (e.g., 
Thelwall, 2018).  
In contrast, personality analysis appears more generalizable. Initial outcomes 
appear consistent across social media sources, including blogs (Yarkoni, 2010), Facebook 
(Schwartz et al., 2013), and text messages posts (Holtgraves, 2011), and are consistent 
with previous results concerning language patterns relative to personality traits 
(Pennebaker & King, 1999). Although this work is appealing because of its domain 
independent framework, a review of the specific outcomes does not benefit the present 
discussion. Personality research utilizes quantified characteristics (in the form of 
personality survey data) that require direct and intrusive interaction with participants. 
Further, other domain independent frameworks may better reflect specific properties of 
language use and reasoning processes. 
Beyond personality and sentiment, Hampton and Shalin (2017) have successfully 
identified cues on twitter that are indicative of disasters that in turn may facilitate disaster 
relief awareness and response. Examining lexical choice between members of an 
antonym pair, they demonstrated a departure from normative standards. While 
environment explains many of the departures, some of the departures reflect the general 






acknowledges the distinction between language and thought, and the influence of a 
cognitive perspective on the identification of informative features. Ultimately, their work 
highlights that psychological principles in language production beyond frequency count, 







2. OVERVIEW OF METHODOLOGICAL APPROACH 
Figure 1 presents an overview of the methodological approach, which as a whole, 
emphasizes that identifying categories of individuals that reason differently using social 
media data poses a methodological problem. The scope is intended to be manageable, yet 
broad enough to expand our understanding of the relationships between classification 
methods (i.e., frameworks, language analysis technique, decision rule), and identify 
issues pertinent to the problem of diversity identification. My approach to characterizing 
diversity of thought is top-down, in that I first specify and examine potential dimensions 
of diversity and then explore their relevance to outcome measures. This contrasts with 
conventional bottom-up methods for social media analysis popular in machine learning, 
by providing an explanation for observed diversity that is lacking within the field of 
machine learning. 
I explore classification methods relative to a single sample domain, Fantasy 
Premier League (FPL). An active FPL community provides social media data to indicate 
reasoning processes. In addition, the FPL domain provides outcome measures, including 
the results of a participant’s player selections and past seasons’ rankings that are 
available on FPL websites. Section 3 discusses the FPL domain in more detail, including 
pertinent rules and constraints, the importance of captain selection - my area of focus, and 







Figure 1. Overview of methodological approach with section annotations 
	  
Through preliminary correlational analyses, I established four frameworks each 
consisting of two negatively correlated, divergent strategies that capture demonstrated 
reasoning processes pertaining to captain selection. Section 4 introduces these 
frameworks. To satisfy my first research objective, two of these frameworks are inspired 
by the cognitive science literature (i.e., domain-general): Clancey’s problem types 
(construct vs. interpret; Clancey, 1985) and Searle’s illocutionary speech acts (statement-
based assertives and declarations vs. request-based directives; Searle, 1976). Two of 
these are domain-specific: influence of popularity (popular vs. differential captain 






in combination with both bottom-up and top-down inspired language analysis and 
quantification methods that organize data by lexical items and abstracted word features, 
respectively, to identify diagnostic features (Section 5).  
The processes used to identify and select frameworks and diagnostic features 
relied on the classification of separate tweets, as is typically the case when language from 
social media is used to assess behavior. Yet, the goal is the characterization of 
individuals, FPL managers, which requires the quantification of individuals’ corpora of 
tweets pertaining to the FPL domain. Section 6 reviews one approach to the 
quantification and categorization of individuals, stressing the need for standardization to 
allow for comparisons between classification methods. The resulting FPL manager 
categorizations are used to assess relationships between the classification methods (i.e., 
framework and language analysis technique), as well as consider the role of 
categorization relative to FPL performance measures.  
The correlations between classification methods, discussed in Section 7, reveal 
potential overlaps in classification. I explore whether individuals were categorized in the 
same way between the two types of language analyses and between the four frameworks 
separately. Of particular interest are the correlations between (the supposedly) divergent 
strategies that form each framework. Positive correlations signal less diversity within a 
framework, which may limit the observed performance differences between individuals 
and groups that we assess with subsequent analyses.  
The work previewed to this point all pertains to my second research objective to 






reasoning processes. The remaining work addresses my third research objective to assess 
whether differences in classification methods correspond to differences in outcome 
metrics. Section 8 considers whether the classification of individuals affects performance 
relative to two measures: captain selection score and expertise score data. The pattern of 
outcomes associated with these analyses may indicate that a) the classification methods 
universally facilitate behavioral predictions, b) none of the classification methods 
successfully predict behavioral outcomes, or that c) some classification methods lend 
themselves to prediction, whereas others may not. Both a) or b) challenge our overall 
methodological approach as they signify that any method of classification will yield 
success, or that we have failed to adequately operationalize diversity. Ideally, we will 
observe differences between the classification methods relative to behavioral predictions 
(c); such an outcome allows us to consider why certain methods are more successful in 
differentiating between individuals.  
Lastly, in Section 9, I assess whether group composition according to 
classification affects performance, testing the WoC prediction that performance improves 
with group diversity. The outcomes of these analyses should converge with the prior 
analyses because differences between the strategies (Section 7) and whether these 
differences are tied to performance outcomes (Section 8) are both indicators of variance 
necessary for the error cancellation (i.e., bracketing) associated with the WoC effect. 
However, this assumes that the operationalization of diversity at the individual level 
persists when individuals’ captain selections are combined to generate predictions at the 






Within each section, I explain my rationale for the applied methods. However, the 
specific methods and choices used to accomplish each phase/stage can vary, and I 
anticipate these to be considered in depth with subsequent research. Instead of identifying 
the best way to execute the operationalization of diversity, my contribution is the 
identification of issues (shown in Figure 2) that will persist regardless of the specific 
implementation method.  
 







3. SAMPLE DOMAIN 
I explore reasoning processes and performance outcomes relative to a single 
sample domain, Fantasy Premier League (FPL). Fantasy sports leagues are multi-
dimensional decision making environments that prompt participants to make judgments 
with measurable outcome. Participants make a priori predictions concerning team or 
player performance that are subject to various constraints considered in Section 3.1.2 The 
success of these predictions is realized after each gameweek, and directly reflects actual 
performance. Section 3.2 discusses the details of detail one such prediction, captain 
selection, which is the focus of my research. 
The FPL boasts over 5 million participants (Fantasy Premier League, n.d.), also 
known as performance (e.g., minutes played, assists, goals scored) and their FPL 
performance (e.g., cost, % ownership, change in price), as well as participant-based 
statistics including weekly team composition, and aggregated current and past season 
performance.  
Twitter, as a social media platform provides relevant, interactive language content 
                                                
 






that is concise,3 publicly available, easily retrievable, and sortable with keywords. The 
FPL hosts a Twitter page (Fantasy Premier League, 2018) with 419k followers. Although 
this is a small subset of Twitter’s reported active users,4 it suggests that a nearly 10% of 
FPL managers engage on the Twitter platform. Further, it is feasible to link FPL 
managers Twitter content with managers. Generally, individuals that participate are 
highly invested given their participation is voluntary, and friendly rivalry and banter 
prevails over highly unlikely financial gain. The official website contains a variety of 
statistics concerning Premier League players’ actual their FPL performance data by 
matching usernames (Bhatt et al., 2017). The available data and specific samples Twitter 
content used to derive inputs are discussed in Section 3.3.  
3.1 Reasoning Rules and Constraints 
The Fantasy Premier League (FPL) follows England’s 20-team professional 
soccer league (i.e., Premier League or English Premier League). FPL managers make 
predictions at various time intervals (initial draft, weekly decisions, season-long 
decisions) across the 38-match season.5 Although FPL managers can enter their team to 
compete against other FPL managers in multiple leagues, they are restricted to a single 
                                                
 
3 Twitter expanded their original 140-character restriction in November of 2017 to 280 
characters.  
4 As of 2016, Twitter had more than 319 million monthly active users 
(https://www.usatoday.com/story/tech/news/2017/10/26/twitter-overcounted-active-
users-since-2014-shares-surge/801968001/) 
5 For perspective, a 38 game season is considerably more than played by the NFL (16 






team. Such a stipulation encourages personal investment. 
Before the start of the season, each FPL manager drafts a team of 15 players with 
a 100 million pound budget. Both player position and the number of players from a 
particular club are constrained.6 Such constraints force FPL managers to make trade-offs 
that make fantasy sports akin to other naturalistic decision-making environments with 
competing goals (Orasanu and Connolly, 1993). 
Following the initial draft, FPL managers continue to make decisions concerning 
the management and composition of their team on a weekly basis. Team composition is 
not fixed. FPL managers are allotted one free transfer each week,7 but can transfer 
additional players at the cost of four points per player. Once a team is solidified, 
participants must select a starting line-up (consisting of 11 of their 15 players), a 
formation, and a team captain. As with the initial draft, there are constraints related to 
what players and formations are permissible.8 The selection of captain is particularly 
critical as this player is awarded (or penalized) double his earned points. 
In addition to weekly team management and composition decisions, FPL 
managers have a handful of advantages (or chips) that they can use one at a time 
                                                
 
6 A team must consist of two goalkeepers, five defenders, five midfielders, and three 
forwards. A maximum of three players per club is permitted. 
7 Participants can retain one free transfer for future use. So, it is possible to use two free 
transfers in a single week. 
8 Players’ values fluctuate in conjunction with their popularity and participants are not 
restricted to the 100 million pound budget as the season progresses. Thus, savvy 






throughout the season. These advantages include the ability to relax the constraints 
surrounding the number of players (i.e., a bench boost where all 15 players earn points) 
and formation (i.e., an all out attack where only two defense players are required), as well 
as triple the number of points earned by captains (i.e. triple captain). Additionally, they 
present the opportunity to trade multiple players without penalty twice per season (i.e., 
wildcard) and allow a temporary team reconfiguration (i.e., a free hit).9 
3.2 The Decision of Captain Selection  
A successful team depends on several decisions: initial team composition, when 
to transfer players, whom to select as your team’s captain, what type of player 
configuration to use, and when to use advantages) (e.g., Fantasy Football Geek, 2017; 
Four Four Two, 2017; Quora, 2017; Upper 90 Studios, 2017). Scope or level of the 
decision, as well as frequency of the decision informed my focus area. To understand the 
implication of scope, consider grocery shopping strategy. With too broad of a focus (e.g., 
overall approach to grocery shopping), the language used to discuss strategy may not 
differentiate between people or differ from general language use (e.g., making a list, 
shopping at Costco, buying sale items). With too narrow of a focus (selecting the perfect 
pineapple), there may be too few instantiations to establish trends in language use (e.g., 
resistance of a leaf plucked from the center). Similarly, decisions that occur frequently 
become procedural, or are done out of habit, so are less likely to be discussed, whereas 
                                                
 







infrequent decisions do not lend themselves to establishing patterns between reasoning 
and performance data (e.g., political elections, car purchases). 
Of the potential FPL strategic focus areas, captain selection (and the associated 
double point rule) was the most appealing. The frequent and continuous nature of FPL 
managers’ weekly captain selection decision contributes to the degree of social media 
discussion, and thus available content. Other decisions, like initial team configuration and 
chip use, are less conducive to reasoning process analyses given the limited timeframe of 
applicability and variability of when individuals make such decisions, respectively. 
Captain selection was favorable over team composition because outcomes associated 
with the selection of one player, rather than an entire 11-player team from a slightly 
larger roster, are less likely to be influenced by chance. Lastly, the quality of FPL 
managers’ captain selection or reasoning can be assessed relative to topically associated 
reasoning outcomes, as both the FPL managers’ captain selections and points earned by 
each player are documented on the official FPL website.  
3.3 Available Data 
I use three data sources across analyses: tweets, captain selections and their 
respective scores, and performance scores from previous seasons (i.e., expertise scores). 
Each form of data was collected from FPL managers whose twitter handle had a 
matching username on the Official FPL website (Bhatt et al., 2017). Tweets were crawled 
using one or all of the following terms: FPL, Fantasy Premier League, and OfficialFPL. 
Figure 3 depicts the overlaps in FPL manager content according to these data sources. Of 






FPL managers with captain selection data, had tweets associated with their Twitter 
account. Similarly, not all FPL managers had expertise data associated with their FPL 
username, meaning they were likely participating in FPL for the first time. 
 
 
Figure 3. Overlaps in FPL data. Expertise scores only pertain to the 2015-2016 season. 
 
3.3.1 Tweets. Table 1 contains the descriptive statistics related to the ~2.9 million 
un-filtered tweets, tweeted between 2014 and 2016 that were retrieved from 3,385 
verified FPL managers before the start of the 2016 season. Notice the substantial amount 
of variance in the number of tweets and number of total words between FPL managers. 
Differences in twitter verbosity stress the need for data normalization, so that FPL 
managers can be compared without their base rates biasing outcomes. I address the 






according to the diagnostic features present in their tweets (Section 6). 
Table 1.  
Descriptive Statistics - FPL Managers’ Tweets 
 n Mdn M SD min max 
words 59,830,476 12,552 17,681.782 16,272.206 9 84,855 
tweets 02,923,424 00,635 00,864.046 00,774.362 1 03,155 
Note. Tweets from 3,385 verified FPL managers, tweeted between 2014 and 2016. 
 
In Section 6, I use all of the available tweets to quantify and categorize the 3,385 
verified FPL managers according to the classification methods defined in subsequent 
sections. These categorizations are then used with subsequent analyses that assess the 
classification methods. However, when defining the classification methods, specifically 
for framework definition (Section 4) and diagnostic feature identification (Section 5), I 
used four samples from the available tweets.10 The two samples used for framework 
definition were collected between August and November of 2016, so only pertained to 
the start of the 2016-2017 FPL season. In contrast, the two samples used for diagnostic 
feature identification contained content collected over the course of 2017, and so 
included tweets pertaining to an entire FPL season, albeit split between the 2016-2017 
and 2017-2018 seasons.  
Figure 4 depicts the relationships between tweet samples. The samples that only 
included FPL related keywords are labeled general FPL. Two of these samples, labeled 
                                                
 
10 Work associated with framework definition was as part of my pilot study that occurred 
prior to diagnostic feature identification. The sample used for framework included the 
data available at the time. Yet, when identifying diagnostic features, I felt it was 







captain, also included the keyword captain in addition to the original crawling criteria. I 
consider two types of sample data to capture potential level of analysis differences in how 
captain selection strategy is discussed. An analogy rationalizes this approach. If you talk 
about wine, relative to other things you drink – say coffee, tea, or water, what you say 
will likely differ from a conversation concerning a wine from specific varietal of grape. 
The general FPL samples were intended to capture a broader level of discussion (e.g., 
beverage level), than expected with the captain samples, which again, contained the filter 
term of captain (e.g., varietal level). 
 
Figure 4. Samples of tweets from FPL manager population 
3.3.2 Captain selections. There are two possible measures associated with 
captain selections: 1) the specific Premier League player name that an FPL manager 






during that gameweek. Multiple players may yield the same number of points or score, 
rendering player name more informative based on the degree of variance. But ultimately, 
it is the score that differentiates performance with higher scores indicative of better 
choices. In addition, scores, as a continuous measure, are far more straightforward 
statistically, than attempting to distinguish between over 100 possible player names.11 For 
these reasons, as well as the precedent set by prior research (e.g., Bhatt et al., 2017; Bhatt 
et al., 2018, Goldstein, McAfee, Suri, 2014), I transform player names into scores for the 
statistical analyses discussed in Sections 8 and 9. 
 
Figure 5. Transformation of captain selection into performance score at the individual 
and group levels.   
 
Scores associated with captain selection can be aggregated in a variety of 
manners. For instance, performance could be assessed on a week-by-week basis, across 
                                                
 






all of the weeks, or considered as clusters (e.g., first half of the season versus second half 
of the season). Additionally, performance can be assessed by aggregating outcomes 
through summation or measures of central tendency. Although a comprehensive review 
of whether changes in approach affect outcomes is intriguing, it is beyond the scope of 
my dissertation. I use the mean score across all 25 weeks of the available captain score 
data to be consistent with past WoC research (Bhatt et al. 2018; Goldstein, McAfee, Suri, 
2014).  
Table 2.  
Descriptive Statistics – Captain Selection Scores 
 
    
Skewness  Kurtosis 
n M SD min max Statistic SE  Statistic SE 











Mean score is calculated differently according to type of analysis, as shown in 
Figure 5. When considering individual performance (Section 8), there is a one to one 
relationship between captain selection and performance score. Each captain selection is 
directly associated with the 25 performance scores that are used to generate the 
individual’s mean score. Table 2 contains the descriptive statistics pertaining to these 
individual FPL manager means.12 Figure 6 plots the distribution. When considering group 
performance (Section 9), there is a many to one relationship between captain selection 
and performance score. The group’s individual captain selections are aggregated at the 
nominal level using the player most frequently selected as captain (i.e., the mode). If 
there is no consensus (i.e., ties), the captain is randomly selected from the top contenders. 
The performance score associated with each collective captain decision is used to 
generate the group’s mean score to summarize its performance across 25 weeks. This 
group metric is referred to as its wisdom score (Bhatt et al. 2018; Goldstein, McAfee, 
Suri, 2014).  
Appendix C contains descriptive statistics associated with the captain selection 
scores separated by each week of the 25 week span. Of note are the 572 FPL managers 
                                                
 
12 Although there is captain score data for 3,829 FPL managers, the descriptive statistics 
presented here only consider the scores associated with the 3,385 FPL managers that have 







(~17%) that failed to select a player as their captain for at least one gameweek. Two was 
the median number of missed weeks (SD = 4.637, min = 1, max = 21).13 I replace these 
null values with a dummy value of zero, as no points are earned if the decision of who to 
select as captain is not made.  
3.3.3 Expertise scores. Expertise scores are a record of the total number of points 
earned by an FPL manager in a previous FPL season. Archival data for 11 seasons were 
retrieved from the Official FPL website. Appendix D lists descriptive statistics for each 
of the seasons, including the number of FPL managers for which data are available. 
When considering classification method relative to performance, discussed in Section 8, I 
focus on expertise data from the 2015-2016 season. This is the most recent season, as 
well as the season with the most expertise scores available. I removed 66 outliers from 
the 2,710 FPL manager sample to adjust for skew and kurtosis.14 See Appendix E for a 
comparison of the distributions with and without outliers. Table 3 contains the descriptive 
statistics pertaining to the remaining 2,644 individual FPL manager expertise scores, 
                                                
 
13 An FPL manager needs to select a player as captain to receive captain points. If an FPL 
manager never identifies a player as their captain, they will not receive captain points. 
Once a captain is selected, this player becomes a FPL manager’s default captain 
selection and points are awarded based on their weekly performance until the FPL 
manager changes their selection. Thus, we only observe missing data at the start of 
the season, or until an FPL manager makes their initial captain selection. 
14 I encountered the same issue when quantifying language inputs in Section 6.1.2. Here, 






which again, I use as a performance measure in Section 8.15 Figure 7 plots the 
distribution. 
Table 3.  
Descriptive Statistics – Expertise Scores 
 
    
Skewness  Kurtosis 
n M SD min max Statistic SE  Statistic SE 
2,644 1965.560 185.649 1433 2435 -0.292 0.048  -0.219 0.095 
 
 
Figure 7. Distribution of expertise scores 
 
3.3.4 Relationship between captain selection and expertise scores - 
preliminary analysis. Scores associated with captain selection and expertise were 
                                                
 
15 See Appendix F for a comparison of the Section 8 analysis that uses expertise scores as 






positively correlated (r = .571, n = 2,644, p < .01, two-tailed), indicating that past 
performance is a strong predictor of future performance. Figure 8 plots captain selection 
scores (each FPL manager’s mean score across 25 weeks of data from the 2016-2017 
season) relative to expertise scores (each FPL manager’s cumulative score from the 2015-
2016 season).  
 











The cognitive science literature contains existing taxonomies relevant to the 
classification of reasoning tendencies using directly observable action. Two examples 
include Clancey’s problem types (1985) and Searle’s illocutionary speech acts (1976). 
Relative to content analysis, these provide a more holistic foundation for analyzing social 
media data and identifying categories of reasoning that is independent of the research 
domain. Support for such schemes provides generality that suspends the need for detailed 
domain analysis for each instance of the diversity problem. However, a potential 
weakness of domain-general frameworks is that their organizational structures may not 
capture information relevant to the applied domain. For this reason, I identify domain-
specific frameworks as a contrast.    
In total, I consider four frameworks, listed in Table 4, each of which is composed 
of two divergent strategies. All of the frameworks relate to captain selection within the 
FPL domain. Both domain-general, cognitive science inspired frameworks, do appear 
relevant to our sample domain, albeit not in their entirety. Thus, I use streamlined 
versions of Clancey’s problem types (Section 4.2) and Searle’s illocutionary speech acts 
(Section 4.3) that are supported by the data, as well as make sense theoretically. The 
domain-specific frameworks focus on the role of perceived popularity in captain selection 






managers focus on captain selection, over their weekly, free transfer decision (i.e., 
weekly focus discussed in Section 4.5). Appendix G contains the distributions of 
frameworks across the samples. 























































4.1 Framework Definition  
I conducted a series of correlational analyses to a) assess the presence and 
potential viability of, as well as streamline the proposed domain-general, cognitive 
science inspired frameworks, and b) identify potential domain-specific frameworks. I 
used two samples shown in Table 5. With both samples, all of the tweets included one or 
all of the following terms: FPL, Fantasy Premier League, and OfficialFPL. The captain 
sample also included the keyword captain. The general FPL sample included 968 
randomly selected tweets and contained no re-tweets from 492 verified FPL managers. 






from 218 FPL managers (a subset of the 3,385 FPL managers). With both samples, one 
was the median number of tweets for each FPL manager.  
Table 5.  
Description of the Samples used for Framework Realization 
Sample n (managers) n (tweets) Mdn SD min max 
General FPL 492 968 1 3.180 1 39 
Captain 218 322 1 0.876 1 06 
 
I manually coded each sample according to Clancey’s problem types (construct 
and interpret; 1985), Searle’s illocutionary speech acts (declarations, assertives, 
directives, expressives, commissives; 1976), and various topical and strategic categories 
specific to FPL and social media.16 FPL specific categories were identified during my 
FPL strategy and rules research. Appendix H lists of all of the coded categories, along 
with representative tweets. I employed a non-mutually exclusive approach to coding, 
such that I determined whether each tweet was representative (or not) of each individual 
coding category separately, rather than assigning the tweet to the most representative 
strategic category. This guards against additional decision rule error, and creates the 
possibility that tweets exemplify any or all of the resulting frameworks, as well as both or 
neither of the strategies that define them, as the consequences of independent assessment.  
For the correlational analyses presented below, I used the captain sample with 
one noted exception. I assumed that significant positive correlations between coding 
                                                
 
16 I completed this analysis as pilot work, so unlike the sample data used to derive 







categories indicated categorical, and thus behavioral similarity, providing a basis for 
identifying and streamlining distinctions. Conversely, I assumed negative correlations 
between coding categories indicated divergent reasoning processes. I intentionally sought 
pairs of negatively correlated coding categories, rather than considering each coding 
category in isolation. This is because the identification of diagnostic features through 
language analysis requires a referent or standard to establish if the presence of features is 
indicative of the classified reasoning processes.  
To confirm that the proposed divergent strategies were negatively correlated with 
a broader language sample. I performed the same correlational analyses using the general 
FPL sample. The outcomes were consistent with the captain sample, albeit popular 
choice and differential choice were not significantly correlated, rather than negatively 
correlated. In addition, Pearson’s correlations may not be the best analytical approach 
given the sample data sets are coded as binary, rather than continuous variables. To 
account for this, I calculated Jaccard similarity coefficients to assess how frequently 
tweets were coded as both strategies (analogous to positive correlations), as opposed to 
only one of the strategies (analogous to negative correlations). Appendix I contains the 
results of these analyses.17 
 
                                                
 
17 The outcomes of these analyses were mostly consistent with the correlational analyses, 
although the relationship between Clancey’s overarching problem types, construct and 






4.2 Clancey’s Problem Types - A Domain-General Framework   
Identifying the type of problem one is trying to solve determines problem-solving 
strategy. Clancey (1985) proposed a structure for organizing problem types according to 
system interaction.18 In contrast to organizational schemes based solely on objects within 
a problem space or reasoning processes necessary for a desirable outcome, a system level 
focus provides a more holistic perspective. Clancey distinguishes between problems that 
focus on the construction and synthesis of a novel system, and problems that pertain to 
the interpretation and analysis of an existing system’s performance. Clancey noted that 
the distinction is a question of degree. Perhaps FPL managers differ relative to their 
emphasis on construction or interpretation. Section 4.2.1 reviews Clancey’s problem-
based framework. Section 4.2.2 presents the outcomes of correlational analyses between 
types of system interactions identified by Clancey and presents an argument for pursuing 
his parent-level of interactions (i.e., construct and interpret). Section 4.2.3 contains 
examples of tweets indicative of these two cognitive science inspired, problem-based 
strategies. 
4.2.1 Introduction. Both system construction and system interpretation are 
overarching types of system interactions that may involve one or more of a set of more 
detailed operations. Figure 9 presents Clancey’s proposed hierarchy of system operations. 
                                                
 
18 Although his consideration of problem type was developed relative to the topic of 
heuristic classification in expert systems (i.e., computational cognitive models) and the 
need for an organizational structure within the expert systems domain, its utility extends 






I have included a normative set of directional relations, which I will discuss in more 
detail below, along with descriptions of the system operations for each overarching 
problem type.   
 
Figure 9. Clancey’s hierarchy of system operations separated by overarching problem 
type 
4.2.1.1 Construct. Construction and synthesis problems relate to the creation of 
novel system environments. For instance, the construction of one’s FPL team at the start 
of the season. Specify involves the specification of (or simply the appreciation of) the 
constraints imposed on the system. Gaining an understanding of the league's rules and 
their implications is an example of the specify operation within the FPL domain. Design 
includes the two sub-operations of configure and plan. Configure refers to relating 
objects to the constraints, whereas plan refers to envisioning the interaction between 
objects. One strategy for design problems is constraint propagation. Case-based reasoning 
is another approach. Construction operations are conceptual in nature, and so would 
pertain to hypothetical drafts of an FPL manager’s team line-ups as opposed to the 
construction of their final team line-up, an action related to the assembly operation. 






serves to repair or make adjustments to the initial design concept according to feedback. 
Designs need to realize the specified constraints, and assembly is not feasible without 
design. That said, these operations do not need to exist in discrete phases. It is feasible to 
develop specification while designing, or one might need to reconsider the design during 
the assembly process. 
4.2.1.2 Interpret. Given an established system, operations related to the 
interpretation and analysis of that system’s performance becomes possible. Identify 
involves the recognition and consideration of system observations, and includes both 
monitoring and diagnosing the system’s performance. Monitoring is the consideration of 
system observations relative to an expected or goal state, whereas diagnosis is the 
realization of explanations for misalignments (if any). Within our FPL context, an 
example of monitoring is to assess one’s team performance relative to an expected goal, 
or perhaps previous performances. If performance exceeds one’s expectations, an FPL 
manager may be inclined to maintain an existing team composition for the following 
week. Alternatively, if team performance was underwhelming, that FPL manager may 
seek to localize the source of their disappointment (e.g., poor captain’s performance, too 
many players from the same football club). Both are instances are examples of diagnosis, 
a classic interpretation problem that is solvable by a strategy known as “heuristic 
classification.” In FPL, one might diagnose teams as defensive or offensive, strong or 
fast. Prediction is the opposite of identification in that the intent is to anticipate the 
systems performance through simulation. Lastly, control is the realization of known 






with construct and interpret, the operations related to interpretation and analysis may 
follow a discrete linear flow or occur in tandem. For instance, it is feasible that one may 
be monitoring the system performances while controlling system inputs to ensure desired 
outputs are observed. Also, interpretation and analysis may result in a reconsideration of 
the initial system’s configuration, specifically a system modification. 
4.2.2 Correlations between Clancey’s problem type categories. I conducted 
correlational analyses among the categories identified by Clancey for organizing problem 
types to understand how the domain-general framework mapped to the domain, and to 
identify opportunities to streamline the hierarchical structure to form two divergent 
strategies. Positive correlations suggest collapsing potential distinctions; negative 
correlations suggest persisting distinctions.  
Table 6.  
Correlations between Clancey's Problem Types 
Category n 1 2 3 4 5 6 
1. Construct 287 --      
2. Assembly 284 -.924** --     
3. Modification 016 -.080** -.093** --    
4. Interpret 171 -.308** -.305** -.100 --   
5. Monitor 106 -.307** -.297** -.068 .658** --  
6. Diagnose 045 -.205** -.213** -.010 .379** -.168** -- 
7. Predict 028 -.037** -.011** -.020 .291** -.168** -.125* 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. n(captain sample) = 322.  
aNo instances of the Construct subcategories Specify, Configure, Plan, and no instances 
of the Interpret subcategory Control were observed with the captain sample (i.e., n = 0). 
bOne tweet within the captain sample was unable to be categorized. 
 
Table 6 presents all of the correlations between Clancey’s problem type parent 
categories (construct and interpret) and sub-categories (construct: specify, plan, 






how to construct a system (i.e., team) and those that interpreted a constructed team’s 
performance, Clancey’s parent categories, were negatively correlated  (r(320) = -.308, p 
< .01, two-tailed). Generally, the sub-categories were positively correlated with their 
respective parent categories and the sub-categories were negatively correlated with one 
another, as should be the case. I do not report outcomes associated with specify, plan, and 
control because these sub-categories were not observed within the captain sample.  
The vast majority of tweets coded as construct were also coded as the sub-
category assembly, as indicated by the strong positive correlation between the construct 
and assembly (r(320) = .924, p < .01, two-tailed). This is a function of how this particular 
sample was derived and the categorization of tweets directly discussing captain selection. 
Specifically, I coded tweets mentioning captain selection as representative of Clancey’s 
system assembly and recall that I used the filter keyword captain to generate the captain 
sample. Broader FPL related data sets might capture additional sub-categories of the 
construct parent category. For instance, the transfer of a player is a topic associated with 
the modification of one’s team, and the implications of FPL rules relative team 
construction is topic associated with the specification of one’s team (specify). 
Given these outcomes, I opted to focus on Clancey’s parent categories: construct 
and interpret. No two sub-categories presented evidence of being more divergent than 
Clancey’s parent categories. Also, it seemed appropriate to leverage a contrast inherent in 
the theoretical structure, rather than proposing a new streamlined framework.  
4.2.3 Example tweets - construct and interpret strategies. Table 7 presents 






interpretation of the system. The first tweet under construct column is representative of 
assembly one’s team (@FFPundits Walcott…), the second modification of one’s team 
(Dumped…), and the third both (Coutinho getting…). Under the interpret column are 
tweets indicative of an FPL manager monitoring their team (75 points without…) and 
diagnosing their team’s performance (Tweets I…). Both monitor and diagnose fall under 
a Clancey’s higher-level category of identify, and there were a handful of tweets that 
included both sub-categories within this sample (81 all out…). The last example under 
interpret is representative of predicting a player’s performance (costa as vice…). 
Table 7.  
Example Tweets – Clancey’s Problem Types 
Construct  Interpret 
@FFPundits walcott captain aguero 
and costa upfront. #FPL 
Dumped hazard and courtois via 
wildcard 
Coutinho getting subbed off. Great, & I 
put him as my captain today after 
transferring him in last week. Just 
great ðŸ‘ŒðŸ¼ðŸ™‚ #FPL 
@OfficialFPL 
  75points without Sanchez as captain. I'll 
take it #fpl https://t.co/iWrGUeNQ3G 
 Tweets I never thought I'd make part 454: 
Really regretting not #fpl captaining 
Joe Allen. 
81 all out after a -8 with a healthy 100k 
green arrow jump. Successful that! All 
about captaincy. Difference between 
red and green! #fpl 
Costa as vice captain could be painful #fpl 
 
4.3 Searle’s Illocutionary Speech Acts - A Domain-General Framework 
An illocutionary act is a basic unit of human linguistic communication. It is an act 
of speaking or writing that effects or constitutes an intended action. Perhaps FPL 
managers differ in the role they play in the social media community, according to the 
prevalence of different speech acts. Section 4.3.1 reviews Searle’s (1976) proposed 






science inspired, language-based framework. Section 4.3.2 presents the outcomes of 
correlational analyses between the data coded according to Searle’s five speech acts. 
Additionally, this section presents justification for streamlining Searle’s taxonomy, which 
unlike the Clancy framework, required new proposed aggregations. Lastly, Section 4.3.3 
contains tweets that exemplify the two, streamlined and integrated language-based 
strategies that I am calling statement-based assertives and declarations, and request-based 
directives.    
4.3.1 Introduction to Searle’s illocutionary speech acts. Searle’s (1976) 
proposed taxonomy of illocutionary speech acts includes representatives (or assertives), 
directives, commissives, expressives, and declarations. Below, the definitions for each 
illocutionary speech act are presented, alongside their key dimensions19 and examples 
hypothetical FPL content. 
4.3.1.1 Representatives/Assertives. Representatives (e.g., statements, descriptions, 
explanations, and assertions) are beliefs that have yet to be assessed based on truth, thus 
they are determinable rather than determined. They are descriptions that attempt to match 
one’s words to the state of the world. A comment indicating the best captain choice for a 
                                                
 
19 Searle identified 12 dimensions on which these speech acts may vary, but primarily 
focused on three, as I will do here: purpose, direction of fit, and expressed psychological 
state. The purpose of the speech act serves as the primary differentiator and may be 
characterized as an order, description, or a promise. Direction of fit describes how the 
content of the speech act relates to the state of the world. Lastly, expressed psychological 
state conveys the speaker’s attitude toward the content (e.g., belief, desire, intention, 






particular gameweek is an example of an assertion within the FPL domain. 
4.3.1.2 Directives. Directives are requests or demands of the speaker directed at 
their audience. What is conveyed is the speaker’s wishes or desires. Directives attempt to 
alter the state of the world to match one’s words through an order directed at the listener. 
Providing advice, asking for advice, and seeking acceptance from others are all types of 
directives. Within the FPL domain, exchange of advice is common, especially in relation 
to player selection (e.g., best value, most likely to score) and use of advantages. 
4.3.1.3 Commissives. Commissives are commitments, promises, and vows made 
by the speaker to partake in a future action. They are promises (or self directed orders) on 
the part of the speaker that convey how they intend to change the state of the world. An 
FPL manager identifying a future action, say the transfer of a player given his poor 
performance is an example of a commissive. 
4.3.1.4 Expressives. Expressives are a description of the speaker’s psychological 
state; essentially, they are the speaker’s feelings about a belief or state of the world. 
Uniquely, expressions may be framed in any tense. FPL managers may use expressives to 
convey their feelings about a team’s, a player’s, or their own performance (e.g., ranking 
in the league). 
4.3.1.5 Declarations. Declarations are speech acts that align content with reality 
or vice versa. Said otherwise, declarations are statements that change the state of the 
world. They are a speech act in which the speaker’s words are consistent with the state of 
the world, supporting both types of direction of fit (i.e., words to world, and world to 






declarations are void of psychological states. Declarations are facts rather than beliefs. 
Announcing the completion of an action including their selection of captain, a transfer, 
stating provable facts20 (e.g., player scored) are all examples of declaration within the 
FPL domain. 
4.3.2 Correlations between Searle’s speech acts. I conducted correlational 
analyses among Searle’s speech acts to understand how the domain-general framework 
applied to the domain, and to identify opportunities to streamline the five speech acts to 
form two divergent strategies. As above, positive correlations motivate collapsing 
distinctions, while negative or absent correlations motivate their persistence.  
The tweets corresponding to Searle’s illocutionary speech acts (1976) were all 
negatively correlated, with the exception of expressives and declarations (Table 8). Of 
note are the relationships between assertives and directives (r(320) = -.337, p < .01, two-
tailed), and assertives and declarations (r(320) = -.351, p < .01, two-tailed). Although 
assertives and declarations were negatively correlated (r(320) = -.238, p < .01, two-
tailed), they share a similar theoretical relationship to directives, such that they are both 
statements rather than requests. Assertives are determinable statements, whereas 
                                                
 
20 This last example represents a potential issue discrepancy with Searle’s framework. If 
one assumes that a declaration is restricted to instantiations in which the speech act itself 
changes the state of the world, than announcing a player scored could not be 
characterized as such. Searle developed his set of illocutionary speech act for one on one 
interaction, prior to the advent of social media correspondence. The pilot work included 
provable facts (i.e., references to PL game outcomes and events) as declarations. 
However, whether this expanded definition of Searle’s original framework influences 






declarations are determined statements. These findings suggest a promising focus on the 
contrast between statement-based tweets coded based on Searle’s assertives and 
declarations, and request-based tweets coded based on Searle’s directives.21 The tweets 
associated with the streamlined statement-based assertives and declarations, and request-
based directives strategies are negatively correlated (r = -.616, p < .01, two-tailed). 
Table 8.  
Correlations between Searle’s Illocutionary Speech Acts 
Category n 1 2 3 
1. Assertives 169 --   
2. Directives 081 -.337** --  
3. Expressives 094 -.128** -.294** -- 
4. Declarations 092 -.238** -.351** .017 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. n = 322. The commissives category (n 
= 2) was not reported given its small base rate (instances < 5% of sample). 
 
To focus on this statement and request-based contrast, I omit commissives and 
expressives from subsequent analyses. Commissives were rarely observed within the 
captain sample (n = 2), thus lack of evidence supports their exclusion. Expressives were 
negatively correlated with assertives and directives, however to a lesser extent than 
observed with the other comparisons, and as mentioned, did not correlate with 
declarations. Given this, and the stronger empirical and theoretical relationships between 
assertives, declarations, and directives, support the decision to exclude expressives as a 
strategy in order to focus on the remaining speech acts in a streamlined manner.  
                                                
 
21  I separately coded instances of asking for advice (i.e., requests) and stating one’s 
position (i.e., statements). These categories were positively correlated with the proposed 






4.3.3 Example tweets - statement-based and request-based strategies. 
Statement-based and request-based tweets exemplified in Table 9 with representative 
assertive, declarative, and directive tweets. Statement-based tweets included 
acknowledgments of pending decisions (hard caption selection…), heuristics or mantras 
(alway captain…), reports on game outcomes and related statistics (RT @OfficialFPL…), 
and descriptions of decisions/actions taken (#GW11 team locked...). These tweets focus 
on communicating the state of the world, regardless of whether that state is verifiable. 
Conversely, request-based directives focus on changing the state of the world. These 
tweets often appear in the form of a question (RT@fplbet…), but there are exceptions 
including tweets providing actionable advice (Yeah…you kind of...). 
Table 9.  
Example Tweets – Searle’s Speech Acts  
Statement-based  Request-based 
Assertives  Declarations  Directives 
Chuckling at anyone 
who triple captained 
Zlatan thinking he 
will bag a few 
against Stoke ðŸ˜‚. 
Football just 
doesn't work like 
that #FPL 
Always captain Aguero, 
never sell him! #FPL 
Happy with 2 goals 
so far! 
Hard captain selection 
for GW12 ... #FPL 
#GW12 
#FPLCaptain 
 RT @OfficialFPL: 
SCOUT There's the 
early goal for 
Sanchez, who's been 
captained by 10% of 
#FPL bosses - 23 of 
the top 100 also 
handeâ€¦ 
#GW11 team locked. Son 
to Coutinho. Aguero 
captain. 1 transfer 
banked for 
international break. 
Stones & Gundogan 
come into budget team. 
#fpl 
 RT @fplbet: Can't 
decide who to 
captain for #FPL 
GW8? @FPLSteve 
has compared form 
fixture and odds to 
reveal the best 
option.  https://t.câ€¦
" 
Putting my GW11 #fpl 
captain dilemma to 
the vote… 
Yeah...you kind of 
need a Liverpool 
midfielder in your 









4.4 Influence of Popularity - A Domain-Specific Framework 
The challenge of domain-specific strategies is the absence of a priori 
classification schemes or the divergent pairings within a scheme. Initial, exploratory 
reviews of sample FPL tweets revealed several domain-specific approaches to captain 
selection, including the following: 
• Popular Choice - selecting a captain that is popular amongst FPL managers 
• Differential Choice - actively avoiding a popular captain choice by selecting an 
alternative choice capable of a high yield, but perceived to be less popular 
• Instinct - selecting a captain based one’s instinct or gut rather than statistical or 
empirical rational 
• Loyalty - routinely selecting the same captain based on the belief that they will 
consistently perform well 
• Performance - selecting a captain based on their past performance 
• Context - selecting a captain based on contextual factors including their team’s 
performance or composition, who their opponent is for that game week, whether 
they are injured or coming back from an injuring, or based on whether the player 
has home field advantage. 
 
4.4.1 Correlations between domain-specific captain selection strategies. As 
done with the domain-general frameworks, I conducted correlational analyses, presented 
in Table 10 between domain-specific approaches for captain selection to identify 
potentially divergent strategies. Again, positive correlations suggest similar reasoning 
processes, whereas negative or absent correlations do not.  
The discussion of a player’s performance was negatively correlated with both 
popularity-based captain selection strategies (popular and differential choice). Arguably, 
the manner with which a captain is selected each week precedes the reflection of that 
week’s selection (i.e., the player’s performance). Yes, the previous week’s reflection then 






data. An FPL manager’s loyalty to a player was negatively correlated with selections 
based on popular choice (r(320) = -.118, p < .05, two-tailed), and did not correlate with a 
selections based on differential choice (r(320) = -.053, p > .05, two-tailed). It is plausible 
that an FPL manager that adopts a loyalty-based strategy may also select the popular 
choice captain for the week, for instance #alwayscaptainaguero was a common hashtag 
and Aguero was often the popular choice captain pick. However, the rationale behind this 
decision and these two strategies differs. With the popular choice strategy, loyalty or trust 
is placed on the correctness of FPL manager population as a whole (i.e., Wisdom of the 
Crowd), rather than in a specific player or an FPL manager’s individual assessment. 
Strategies that leveraged instinct and contextual insights (i.e., context) did not 
significantly correlate with any of the other FPL specific strategies. 
Table 10.  
Correlations between FPL Specific Strategies 
Category n 1 2 3 4 5 
1. Popular Choice 087 --     
2. Differential Choice 064 -.286** --    
3. Instinct 020 -.041** -.065* --   
4. Loyalty 018 -.118** -.053* -.049 --  
5. Performance 127 -.191** -.115* -.023 -.030 -- 
6. Context 111 -.030** -.081* -.105 -.034 -.077 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. N = 322. Context is an aggregation 
of the sub-categories consideration of team, game consideration, situational 
dependencies, injuries, and time on field. 
 
Section 4.4.1 presents the outcomes of correlational analyses between tweets 
coded as using these captain selection strategies. Section 4.4.2 provides rationale for 
combining the popular and differential choice strategies into a framework that I am 






influence of popularity framework.  
4.4.2 Influence of popularity overview. The most pronounced difference 
between captain selection strategies, which I applied as a representative domain-specific 
framework, was the negative correlation between popular choice and differential choice 
(r(320) = -.286, p < .01, two-tailed). A player’s popularity amongst FPL managers may 
result in two divergent captain selection strategies. One approach is to directly imitate 
others’ captain selections, specifically pursuing a crowd favorite (i.e., employing a 
popular choice strategy). See Goldstein et al. (2014) for discussion of the imitation 
heuristic in the FPL domain. A differential choice strategy attempts to predict the crowd 
favorite as well, but leverages this information to actively avoid such a player(s) as their 
captain. Such a strategy assumes that selecting a captain that is perceived to be less 
popular (not necessarily a statistically rare selection), but still likely to score points, will 
set the FPL manager apart from the crowd favoring the popular choice. These strategies 
relate to prospect theory (Kahneman & Tversky, 1979; Tversky & Kahneman, 1992). A 
popular choice strategy is a loss averse strategy. The gain is trivial, as others will earn the 
same number of points, yet the fear of losing points relative to the crowd inhibits the 
selection of alternatives (i.e., potential loses outweighs potential gains). In contrast, a 
differential choice strategy is a risk seeking strategy. Tversky & Kahneman associate 
risk-seeking behavior with situations where there is the potential for a large win over a 
small gain, or between a sure loss and a larger loss. Thus, FPL managers’ may be more 
inclined to use differential choice strategies if they feel their performance is lagging 






It is the reasoning process, or the rationale behind a popular choice and 
differential choice selection that differs; yet both selections may ultimately yield an 
outcome that corresponds to the most common selection for each gameweek. For 
instance, more FPL managers may adopt a differential over popular choice strategy, but 
all select the same player as their differential choice. Alternatively, there may be five 
players that are consistently the most captained during an FPL season. An FPL manager 
might select one of these players assuming they will not be the most common selection 
for a gameweek (i.e., a differential choice strategy), but instead, discover that their 
selection was indeed the most popular across FPL managers.  
4.4.3 Example tweets - popular choice and differential choice strategies. 
Examples of popular choice and differential choice tweets appear in Table 11. Popular 
choice tweets were often requests for feedback, or a blessing from the twitter community 
that they were making a sensible, risk averse choice (e.g., @OfficialFPL should I stick…, 
Who should I captain...). Here, the degree of consensus is used to form or finalize a 
decision, as opposed to avoid the consensus outcome as would be indicative of a 
differential choice strategy. Along the same lines, some popular choice tweets offered 
advice on the best captain selection options (ICYMI: @HassSuleman…). Differential 
choice tweets, in contrast, highlight deviations from the norm, making them riskier. Such 
deviations may pertain to one’s own choice (@OfficialFPL Huge gamble…), or may 






Table 11.  
Example Tweets – Influence of Popularity 
Popular Choice  Differential Choice 
@OfficialFPL should I stick with 
Walcott as captain or do I go with 
Costa/Aguero/Lukaku? 
Who should I captain, please? #FPL 
ICYMI: @HassSuleman has all the 
right answers when it comes to 
your #FPL captain picks this 
weekend! 
 
 @antobrowne1 @shanelarko @tonybree7 
@kevin_gorman @demo3511 
@kev_kelly1 why would you captain 
Deeney when you have Sanchez and 
Aguero? #fpl 
@OfficialFPL Huge gamble but going 
with Austin captain over Aguero. Gut 
feeling says Boro will do well to contain 
Sergio and Man City. #FPL 
@OfficialFPL should risk on 
@Alexis_Sanchez as captain? #FPL 
 
4.5 Weekly Focus - A Domain- Specific Framework 
In addition to focusing on strategies specific to captain selection, I considered 
whether a general focus on captain selection influenced outcomes. Here, I contrasted the 
decision of captain selection with the decision of player transfer, as these decisions are 
temporally analogous (i.e., both occur on a weekly basis). Recall that the previous 
domain-specific strategy categories (e.g., popular choice) were realized through an 
exploratory review of the captain sample and focused on the specific manner with which 
FPL managers selected their captain. Conversely, the captain focused to transfer focused 
contrast materialized during my review of strategy oriented FPL blog posts (see 
Appendix A for a summary). Section 4.5.1 summarizes the correlational analysis that 
considered the relationship between tweets coded as captain focused and transfer focused. 
Section 4.5.2 presents examples of tweets representative of this domain-specific 
framework. 






Unlike the previous analyses, I used the general FPL sample, rather than the captain 
sample to assess the relationship between captain focused and transfer focused tweets.22 
A correlational analysis confirms that tweets related to the respective weekly decisions 
are negatively correlated (r(967) = -.064, p < .05, two-tailed), although not as 
substantially as our other captain selection contrasts. Perhaps, this is because this set of 
contrasting strategies is broader than the strategies focused solely on captain selection. 
Also, this framework considers the degree with which an FPL manager focuses their 
attention on making one decision relative to another, equally important decision, rather 
than opting for one strategy over another. 
4.5.2 Example Tweets - captain focused and transfer focused strategies. Table 
12 contains examples of captain focused and transfer focused tweets. Here the use of 
specific lexical items is noticeable, with captain and transfer used in conjunction with 
captain focused and transfer focused tweets, respectively. With the captain focused 
tweets, notice characteristics previously mentioned with our captain-selection sub-
strategies (that may have been dual coded with the General FPL sample given categories 
were not treated as mutually exclusive). For instance, the first (So captaining 
@Alexis_Sanchez…) and last (@OfficialFPL who’ll be the…) captain focused tweets are 
also indicative of Clancey’s interpretation of a system (interpret) and a request-based 
                                                
 
22 Recall that the captain sample was generated, and thus confounded by the keyword 
captain. As such, the prevalence of transfer focused content was rare in that sample (n = 







Table 12.  
Example Tweets – Weekly Focus 
Captain Focused  Transfer Focused 
So captaining @Alexis_Sanchez  did 
pay off! @OfficialFPL  :D 
RT @OfficialFPL: When you're part of 
the 80.6% of #FPL managers 
whose captain scored 3 points or 
fewer in GW12... 
https://t.co/IA3Zztodtw 
If we could pick our captains with the 
benefit of hindsight I'd be walking 
this #FPL by now @OfficialFPL 
This week Lallana over Firmino 
ðŸ˜¡ðŸ˜¡ðŸ˜¡ 
@OfficialFPL who'll be the captain 
for next gw?? 
  @FPLWalt dumped Walcott... Rooney and 
Pelle next... ðŸ˜ˆ 
@FPLViper Hard to transfer Aguero out 
ahead of Burnley  hes known for scoring 
braces. You can cover chelsea also with 
just Hazard. 
@from_burnley @Fpl_Opinion I'd do 
Brunt to Stones  Foster to Pickford. 
I'd transfer out Amat too. How much 
ITB you'â€¦ https://t.co/WVhPAORm8O 
@InfernoSix Great stuff  Richard. Food for 
thought as I tinker with my #FPL 
wildcard squad. 
 
4.6 Implications of Decisions associated with Framework Definition 
Below, I address two decisions fundamental to framework definition that affected 
subsequent analyses and outcomes. First, the decision to code samples using a non-
mutually exclusive approach allowed for the simultaneous consideration of multiple 
frameworks, but violated analytical assumptions of independence (Section 4.6.1). 
Second, the decision to use frameworks composed of divergent strategies to facilitate 
diagnostic feature identification from language production data (Section 4.6.2).  
4.6.1 Consideration of multiple frameworks necessitates non-mutually 
exclusive data coding approach. Just because a given tweet is classified as illustrating a 
predefined category, does not mean that that category is the best explanation for that 






message. I have enumerated some of them by considering four separate frameworks, but 
these frameworks are by no means exhaustive. Whether it is possible to enumerate all of 
them is debatable. Nevertheless, assigning a classification based on which strategy was 
the most representative, is not only restrictive, but it is contrary to this perspective. Thus, 
the potential for different strategies and frameworks to capture different dimensions of 
thought necessitates the use of a non-mutually exclusive coding scheme that considers 
representativeness of each strategy for each tweet separately, independent of its other 
classifications.  
Table 13.  
Example Tweets coded according to Strategy  
Tweet C I SB RB PC DC CF TF 
@OfficialFPL @NUFC He was always 
going to be on the bench  m8.  x x      
Monday morning. Interesting EPL over the 
weekend. Arsenal and Sanchez 
breaking the heart of many FPL 
managers. Lost my head to headðŸ˜’ 
 x x  x    
Ok  I've joined the @OfficialFPL 
#FantasyLeague. Who else is playing 
and what other leagues can I join? 
#FPL https://t.co/LyXlNvxpqh  
x  x x     
Take a risk captaining Jesus and this is my 
reward @OfficialFPL  x x   x X  
@OfficialFPL Alonso for Captaincy in 
GW22? #fpl x   x x  X  
REVIVED!!! Join The Score Kenya - my 
Fantasy Premier League private league. 
https://t.co/XfdG77nD5W 
x   x     
Notes. C = Construct strategy; I = Interpret strategy; SB = Statement-based assertives 
and declarations strategy; RB = Request-based directives strategy; PC = Popular 
choice strategy; DC = Differential choice strategy; CF = Captain focused strategy; TF 







Consider the six example tweets in Table 13 that are coded according to the eight 
strategies. Some of the tweets were coded as indicative of all four of the frameworks 
(Take a risk…, @OfficialFPL Alonso…), whereas others were only indicative of a couple 
of the frameworks (@OfficialFPL @NUFC…, OK I’ve joined…, REVIVED!!!...). 
Although most of the tweets were not classified as both divergent strategies within a 
framework, there were exceptions (OK I’ve joined…). Now, imagine using a mutually 
exclusive approach to coding that assigns each tweet to only one of the eight strategies. 
Not only does this not make sense theoretically, such a task introduces unnecessary 
subjectivity (which would likely decrease interrater reliability), and requires 
reclassification with any subsequent additions or modifications to the strategies being 
considered.  
Although justifiable, the use of non-mutually exclusive coding schemes 
introduces challenges, as well. The possibility of redundant diagnostic features between 
classifications increases because the same tweets are used repeatedly. (Indeed, feature 
overlaps were observed and are discussed in Section 5.3.1). Also, the use of the same 
tweet (or individual) to define multiple frameworks simultaneously limits options for 
analytic comparisons, as assumptions of independence are violated (especially at the 
individual level analysis - Sections 7 and 8).  
4.6.2 Use of divergent strategies - the need for a referent. Divergent strategy 
pairings are combined to form each framework considered. I applied this two-strategy 
structure because the identification of diagnostic features (performed in the next section) 






strategy. Language production data necessitates the use of feature prevalence to discern 
diagnosticity given measures of feature absence are unreliable. Although the absence of a 
feature could be indicative of a reasoning strategy, it may also reflect sampling errors. 
Yet, feature prevalence alone is not a sufficient measure of diagnosticity. It is plausible 
for some features to be rare, but highly predictive (e.g., risk relative to the differential 
choice strategy). Alternatively, some features may occur frequently, but be pervasive 
across reasoning strategies (e.g., FPL), or be commonly used (e.g., the). Therefore, 
assessments of feature diagnosticity should use proportional values that take into account 
sample size, and use relative comparisons.   
Although this assertion may sound intuitive, such a practice is not normally used 
within the machine learning literature. Instead, the use of simple tallies or frequencies are 
common place (e.g., bag of words model, Zhang, Jin, & Zhou, 2010). Although tweet 
count does provide a true zero point consistent with ratio scale measurement, the 
difference between five and six instances in participant A is not the same as the 
difference between five and six instances in participant B (unless their base rate is 
consistent). Other domains scale frequency according to the number of participant 
opportunities (e.g., batting averages and ERA) or the entire distribution (e.g., credit 
scores, Michelin stars). The same concerns apply here. Without a referent or standard, 
raw feature prevalence is meaningless.  
The decision to use divergent strategies, with each strategy serving as the referent 
for its divergent pair, not only informed the selection of frameworks, but also shaped the 






alternative approach. Two such alternatives are the use of an alternate domain or a 
general language corpus as referents.23 Comparisons to alternative domains or general 
language corpus are useful when establishing whether language patterns are indicative of 
a domain in general. For instance, Hampton (2018) found particular antonym selection to 
be more unusual in tweets pertaining to disaster response than those focused on FPL. But, 
these alternative referents are less useful when seeking to identify differences by which to 
organize people within a domain. As I will demonstrate in subsequent sections, the 
derived diagnostic features were already somewhat domain-specific (Section 5.3.4 and 
Section 10.1.2), especially those derived using the bottom-up inspired lexical item 
analysis. In addition, overlaps in diagnostic features were observed between non-
divergent strategies (Section 5.3.1). There is no reason to believe that a more general 
referent, or a referent from an alternative domain, would produce different outcomes. If 
anything, when establishing features characteristic of reasoning processes, I would expect 
a more general referent to enhance the domain-specificity features and the degree to 
which feature overlaps are observed. Without a referent grounded in the domain itself 
(i.e., divergent strategies), relative differences within a domain cannot be assessed.  
                                                
 
23 I did use domain-general referents, in addition to divergent strategies, with the abstract 






5. DIAGNOSTIC FEATURES 
The overarching goal of content identification is to identify tweet features that 
predict of each of the four frameworks (i.e., Clancey’s problem types, Searle’s speech 
acts, influence of popularity, and weekly focus). I incorporate ideas from both bottom-up 
and top-down approaches to language analysis by using two separate language analysis 
techniques (lexical item and abstracted word feature) to derive diagnostic features. 
Neither of the explored methods is fully automated because content representative of the 
frameworks needs to be identified prior to language analysis and quantification. I used 
two samples to identify content pertaining to the four frameworks. Table 14 lists the 
number of tweets, number of FPL managers, as well as statistics describing the 
distribution of these samples. The general FPL sample was generated by randomly 
selecting24 1,000 tweets from a corpus containing 9,168 tweets. I excluded four redundant 
tweets25 leaving 996 tweets. The captain sample initially contained 1,265 tweets,26 but
                                                
 
24 I assigned a random number to the 9,168 tweets organized by user name. Then, I 
selected the 1,000 tweets with the lowest random number as my sample. 
25 Redundant tweets were defined as identical content from the same user, albeit 
hyperlink differences. 
26 1,265 was the total number of tweets that met both inclusion criteria (i.e., one or all of 






was reduced to 1,242 tweets after redundant tweets and tweets without any base content27 
were excluded. Ultimately, I merged these two samples to form a comprehensive 2,238 
tweet sample (i.e., the merged sample). 
Table 14.  
Description of the Samples used for Diagnostic Feature Identification 
Sample n (managers) n (tweets) Mdn SD min max 
General FPL 449 0,996 1 2.724 1 22 
Captain 517 1,242 1 3.426 1 37 
Merged 739 2,238 2 4.342 1 42 
	  
I manually coded these samples according to the eight strategies identified in 
Section 4: Clancey’s problem types (construct and interpret), Searle’s illocutionary 
speech acts (statement-based assertives and declarations, and request-based directives), 
influence of popularity (popular choice and differential choice), weekly focus (captain 
focused and transfer focused). I employed a non-mutually exclusive, binary coding 
strategy, meaning I determined whether each tweet was representative (or not) of each 
individual category separately, rather than assigning the tweet to the most representative 
category.28 To ensure internal consistency, I coded each sample twice with a two-week 
delay between rounds. Table 15 contains the Cronbach alpha coefficients for both 
samples separated by strategy. All of the Cronbach alpha coefficients fell at, or above an 
                                                
 
27 Base content is defined as any content beyond usernames (e.g., @Ry_gooner) and 
hyperlinks. 
28 Only minor overlaps were observed between the strategies that form each framework 
reinforcing that the strategies are truly divergent. Correlations and Jaccard similarity 
coefficients between strategies based on the diagnostic feature identification samples 






acceptable value of 0.7 (Bland & Altman, 1997; Nunnally, 1978) with the exception of 
the coding of whether tweets within the Captain sample were captain focused. 
Disagreements between the two rounds were randomly coded.29 
Table 15.  
Cronbach’s Alpha organized by Sample and Framework 
Framework General FPL  Captain 
Clancey’s Problem Typesa    
Construct 0.881  0.833 
Interpret 0.864  0.863 
Searle’s Speech Actsa    
Statement-based 0.927  0.942 
Request-based 0.935  0.927 
Influence of Popularityb    
Popular Choice 0.819  0.907 
Differential Choice 0.839  0.848 
Weekly Focusb    
Captain Focused 0.946  0.649 
Transfer Focused 0.908  0.814 
Note. n(general FPL sample) = 996; n(captain sample) = 1,242. aDomain-general 
framework. bDomain-specific framework. 
	  
Section 5.1 presents the lexical item, bottom-up inspired analysis. Section 5.2 
presents the top-down, abstracted word feature analysis. I present the method and results 
separately, according to language analysis, but discuss overarching themes pertaining to 
both types of language analyses in Section 5.3. 
                                                
 
29 Given the two rounds of coding, all disagreements involved tweets categorized as 
representative of a strategy on one occasion and not representative on the other. To 
resolve these disagreements, I assigned random numbers to the tweets. If the random 
number assigned to the inconsistently coded tweet contained an odd number in the tenths 
position, I re-coded the tweet as a positive instantiation. Alternatively, if the random 







5.1 Lexical Item Analysis 
The most straightforward approach to characterizing tweet content is lexically 
based. Bottom-up approaches leverage frequency counts of specific lexical items to 
identify diagnostic features. Yet, features derived through frequency counts tend to 
require additional interpretation to explain their diagnosticity. Identifying specific lexical 
items relative to the eight strategies that compose the four frameworks may partially 
address this interpretation dilemma.  
Section 5.1.1 reviews my method for identifying diagnostic lexical items, largely 
based around using a machine learning classifier. Section 5.1.2 contains the performance 
outcomes of the machine learning classifier. A primary takeaway is the presence of class 
imbalances between the strategies, which are reflected in comparison of the kappa 
statistics with separate f-measures. Section 5.1.3 identifies the lexical items diagnostic of 
each of the strategies that will be used to group FPL managers into discrete classification 
categories with subsequent analyses. Part of Speech (PoS) associated with particular 
syntactically ambiguous lexical items did not vary substantially between strategies. See 
Appendix L for the assessment of PoS as a potential confound. 
5.1.1 A bottom-up inspired, machine learning approach to language analysis. 
I reconfigured the merged sample into four separate sub-data sets - one for each 
framework. I included tweets representative of each of the divergent strategies only, 
which means I excluded tweets that were representative of neither and both of strategies. 
I ran these data subsets through a machine learning training classifier using the 






key lexical items for each framework. WEKA is an environment that contains several 
machine learning algorithms and tools for data mining applications (Machine Learning at 
Waikato University, 2018). The steps that I used to run a common machine learning 
classifier scheme (i.e., weka.classifiers.trees.J48) and the outputs related to the four 
frameworks are presented in the Appendix M. Because inputs were in the form of tweets, 
I used a filter (weka.filters.unsupervised.attribute.StringToWordVector) to convert the 
strings of tweets into word vectors. Note that WEKA has a number of parameters, such as 
how many features to consider. I did not explore these, as my intent was simply to have a 
repeatable feature identification procedure that does not rely on a subject matter expert. 
(See Bouckaert et al., 2015 for a detailed description of WEKA and the default 
parameters for the J48 classifier). Of the default parameters worth mentioning: the limit 
of 1,000 features per class and ten fold cross validation that separates the data into ten 
folds, uses one of these for testing, and the remain nine folds for training. In addition, this 
particular classifier considers the case of lexical items, but restricts its outcomes to 
unigrams.   
To select predictive lexical items from the classifier output, I did a separate 
manual analysis in Excel.30 First, I calculated the proportion of instantiations of each 
candidate lexical item relative to the total word count of each strategy sample. Then, I 
                                                
 
30 An alternative approach to selecting predictive features is to generate f-measures, for 
each of the separate lexical items. This requires additional code to modify the default 
settings. For the sake of time, and also consistency with our abstracted word analysis, I 






calculated difference in proportion effect sizes between the divergent strategies. I retained 
items with a minimum effect size of 0.2 (Cohen’s standard for a small effect). This has 
the advantage of providing some control on experiment-wise error rates, as the criterion 
was not mere statistical significance.  
5.1.2 Machine learning classifier performance. Table 16 presents the outcomes 
of the machine learning classifier prior to the identification of individual features. These 
outcomes include the number of correctly and incorrectly classified instances according 
to strategy, strategy level F-measures, and framework level Kappa statistics. In contrast 
to the more standard F-measure, the Kappa statistic describes the agreement between the 
instances classified by the machine learning classifier and ground truth, with a value of 
one indicating complete agreement. Level of agreement varied between the frameworks. 
The machine learning classifier identified features associated with the weekly focus 
framework almost perfectly (κ = .879) and Searle’s speech acts moderately (κ = .456), 
according to the standards set by Landis and Koch (1977).31 In contrast, the agreement 
was only slight (κ =.175) and fair (κ = .294) relative to the influence of popularity and 
Clancey’s problem types frameworks, respectively. The F-Measure, along with the 
correctly and incorrectly classified instances identifies the specific trouble areas for the 
machine learning classifier. The differential choice strategy appears to be particularly 
problematic, as far more instances were classified as incorrect (78 instances), than correct 
                                                
 
31 Landis and Koch (1977) Kappa Index of agreement: 0-.2 = slight, .21-.4 = fair, .41-.60 






(34 instances). However, the machine learning classifier performed better than chance 
with the remaining strategies.  
Table 16.  
Machine Learning Classifier Outcomes - Lexical Item Analysis 
 Classified Instances    
Framework correct correct  κ F-Measure 
Clancey’s Problem Typesa 1206 620  0.294  
Construct 0782 305   0.716 
Interpret 0424 315   0.578 
Searle’s Speech Actsa 1768 378  0.456  
Statement-based 1527 103   0.890 
Request-based 0241 275   0.560 
Influence of Popularityb 0312 125  0.175  
Popular Choice 0278 047   0.855 
Differential Choice 1034 078   0.352 
Weekly Focusb 1371 039  0.879  
Captain Focused 1206 032   0.984 
Transfer Focused 0165 007   0.881 
Note. aDomain-general framework. bDomain-specific framework. 
	  
5.1.3 Diagnostic lexical items. Appendix M lists all of the individual features that 
the machine learning classifier considered in decision tree outputs. Table 17 lists the 
lexical items determined to be diagnostic of each strategy according to the inclusion 
criteria (i.e., difference in proportion effect size between the number of instantiations 
associated with the divergent strategies of greater than .2). Appendix N contains the full 
set of difference in proportion effect size outcomes used to determine diagnosticity.  
There are a few observations to note, when looking at these results that I will 
discuss in greater detail in Section 5.3. First, notice that there are some duplicates, as 
indicated by asterisks between the strategies, like @OfficialFPL was identified as a key 
feature for both popular choice and transfer focused strategies. Also, notice that each 






diagnostic features ranged from one with the transfer focused strategy to eighteen with 
the request-based strategy. Similarly, the prevalence of each of these diagnostic features 
varies (see Appendix N for the number of observed instantiations associated with each 
feature).  
Table 17.  
Diagnostic Features derived using the Lexical Item Analysis  
Framework Diagnostic Features 
Clancey’s Problem Typesa  
Construct @fplholly, any*, captaincy*, for, GW*, him*, Join*, 
make, Premier, Sanchez, should*, triple 
Interpret bench, did, goal, got, had*, My, Never, not*, points, 
season, was, with, wrong 
Searle’s Speech Actsa  
Statement-based but, captained*, even, have, him*, I, my, not* 
Request-based any*, Costa, gameweek, GW*, how, Is, Join*, join, 
league, or*, pick, please, should*, which, Who*, who, 
would, you 
Influence of Popularityb  
Popular Choice @OfficialFPL*, choice, or*, should*, Who 
Differential Choice captained*, captaining*, differential, had*, if, risk 
Weekly Focusb  
Captain Focused #fpl, captain, captaincy*, captained*, captaining*, 
captains, fpl, this 
Transfer Focused @OfficialFPL* 
Note. aDomain-general framework. bDomain-specific framework. *Indicates lexical items 
indicative of more than one strategy. 
	  
Lastly, notice that several of these features directly relate to the FPL domain (e.g., 
@Official FPL, gameweek, GW, goal, Costa). It is plausible that abstract word classes, 
like player name provide a viable alternative organizational scheme. Player name is a 
prominent contextual component within the FPL corpus, and indeed two player names 
emerged as diagnostic lexical items. I address the influence of player name as a potential 






between more than one, but not all of the strategies. The possibility of word classes as the 
means to conceptualize features is explored in the next section. 
5.2 Abstracted Word Feature Analysis 
Relevant tweet features may be structural or conceptual, for example spanning 
different lexical items. This analysis focuses on identifying general language features or 
word classes corresponding to themes such as adverbs, time, motion, etc. that are unique 
to each strategy relative to its divergent strategy, and language content in general. Word 
classes can provide meaning over the use of individual lexical items, and are more likely 
to generalize across domains. However, the increased breadth/level of scope associated 
with word classes may decrease diagnosticity within a domain, and make identifying 
diagnostic classes of features more challenging, as differences in relative prevalence may 
be less frequent. 
Section 5.2.1 summarizes my method for identifying abstracted word features 
using standard LIWC dictionaries (Pennebaker, Boyd, Jordan, & Blackburn, 2015). 
Section 5.2.2 presents the abstracted word features diagnostic of each of the strategies 
that, like the lexical item analysis, will be used to group FPL managers into discrete 
classification categories with subsequent analyses.  
5.2.1 A Top down, LIWC approach to language analysis. I reconfigured the 
merged sample into eight separate sub-data sets, one for each strategy. I ran these data 
subsets through the LIWC software application, which returns proportion-based 
numerical outputs that describe the percentage of observed instances of the lexical items 






relative to the sample’s total number of words. In order to determine diagnostic features, I 
calculated a difference in proportion effect size for each divergent pair of strategies that 
form the four frameworks. I focused on differences indicating a greater proportion of 
abstracted word features, as opposed to a lesser degree of content, given the absence of 
features may be difficult to discern from a base rate effect. Inclusion criteria included a 
minimum effect size based on Cohen’s d standard for a small effect (i.e., > .2) between 
the divergent strategies.32 Note that this was the same process that I used to identify 
diagnostic features with the lexical item analysis. Additionally, to ensure that the 
observed word class proportions were actually unique to the strategy, as opposed to a rate 
typically observed within language corpus, I compared the proportion of content 
associated with each strategy to general language proportions reported by Pennebaker et 
al. (2015). Specifically, I compared the proportions observed with our eight strategy 
samples relative to Pennebaker et al.’s reported grand mean (LIWC outputs that reflect 
abstracted linguistic content from various published and online formats) and twitter mean 
(LIWC outputs from a larger sample of aggregated Twitter’s content). I ensured that the 
proportion of word features observed with a particular strategy was significantly greater 
than at least one of these two general language corpus comparisons (i.e., relative to the 
grand mean, and the twitter mean). Appendix P contains a list of the abstracted word 
features that were considered. 
                                                
 
32 Hampton and Shalin (2017) applied an arbitrary standard of d > 0.37 when performing 






5.2.2 Diagnostic abstracted word features. Table 18 lists the abstracted word 
features identified as diagnostic of each strategy. Appendix Q presents the cox logit 
values indicative of significant differences in proportion between divergent strategies 
relative to a subset of abstracted word features. Appendix R presents frequently observed 
lexical items (i.e., greater or equal to five instantiations) for each abstracted word feature 
organized by framework. 
	  
As with the lexical item analysis, there are redundancies in diagnostic features 
Table 18.  
Diagnostic Features derived using the Abstracted Word Feature Analysis  
Framework Diagnostic Features 
Clancey’s Problem Typesa  
Construct Affiliation (e.g., we, hi, league), Tentative (e.g., any, or, 
bet)*, Question Marks (?)* 
Interpret Achievement (e.g., goal, team, bonus), Negative Emotions 
(e.g., sin, ugh, bad), Numbers (e.g., one, first, 
double)*, Reward (e.g., score, get, goal), Swear Words 
(e.g., ass, bs, fu) 
Searle’s Speech Actsa  
Statement-based Male references (e.g., he, his, him) 
Request-based Discrepancy (e.g., if, should, would), Interrogatives (e.g., 
who, which, how)*, Parentheses, Tentative (e.g., any, 
or, bet)*, Question Marks (?)* 
Influence of Popularityb  
Popular Choice Interrogatives (e.g., who, which, how)*, Power (e.g., 
captain, official, up), Question Marks (?)* 
Differential Choice Anxiety (e.g., worried, risk), Differentiation (e.g., if, or, 
other), Future Focused (e.g., going, hope, will), Risk 
(e.g., defend, risk) 
 
Weekly Focusb  
Captain Focused Quantifiers (e.g., triple, all, some) 
Transfer Focused Numbers (e.g., one, first, double)*, Money (e.g., bet, 
price, free), Motion (e.g., ran, go, transfer)  
Note. aDomain-general framework. bDomain-specific framework. *Indicates lexical items 






between strategies (e.g., question marks being indicatives of the popular choice, the 
request-based directives, and the construct strategies). Also, some of the strategies have 
more diagnostic features associated with them than others. The contrast between 
statement-based assertives, with just one abstracted word feature, and request-based 
directives with five abstracted features is a good example. I will address these findings in 
the next section. 
5.3 Themes Observed with both Language Analysis Techniques 
Several themes emerged common to both language analysis techniques. Although 
the analyses do not identify redundant strategies, Section 5.3.1 highlights the presence of 
redundancy at the feature level. Sections 5.3.2 and 5.3.3 discuss the differences in the 
number and prevalence of diagnostic features. These imbalances reinforce the need for a 
standardized metric with which to compare outcomes between strategies and frameworks. 
I identify such an approach when considering how to categorize people based on their use 
of features in Section 6.0. Lastly, Section 5.3.4 addresses the role of domain specificity 
within the feature sets, which may negatively affect the generalizability of feature sets 
between domains. 
5.3.1 Redundant features between strategies, but no redundant strategies. 
Several of the diagnostic lexical items and abstracted word features were the same 
between the strategies. For example, interrogatives and question marks, as abstracted 
word features, and who, should, and or, as individual lexical items were indicative of 
both popular choice and request-based strategies. I suspect that the observed feature 






orthogonal relationships between the frameworks discussed in Section 4.6.1. Because the 
same tweet may be indicative of multiple strategies, the subsets of tweets used to identify 
diagnostic features for each of the eight strategies were not completely independent of 
one another.   
Feature redundancies between strategies indicate that the same information is 
being used to classify individuals. Partial overlaps between sets of features associated 
with strategies may suggest higher level, or alternative classification themes. A complete 
overlap in features prohibits differentiation between strategies, and is contrary to the goal 
of identifying different models of thought. Albeit for a single exception (i.e., the solitary 
lexical item found diagnostic of the transfer focused strategy), the analyses identified at 
least one unique lexical item and abstracted word feature for each of the strategies. Thus, 
despite some redundant features between the strategies, none of the strategies were 
completely redundant i.e., each strategy successfully identified unique information! 
5.3.2 Differences in the number of diagnostic features necessitate a 
standardized metric. I did not limit or dictate the number diagnostic features, but 
instead, let the partially- automated, standardized analyses direct the number of 
individual lexical items and abstracted word features identified as diagnostic of each 
strategy. As a result, the number of diagnostic items differs between strategies. For 
instance, with the lexical item analysis, the number of diagnostic items identified 






eighteen (with the request-based directives strategy) items.33 Likewise, with the 
abstracted word feature analysis, the number of diagnostic abstracted word features 
identified ranged from one (with the captain focused and statement-based assertives and 
declarations strategies) to five (with the request-based directives and interpret 
strategies).34 Although these differences in evidence are important to note, in and of 
themselves the number of diagnostic features may not correspond to the predictably of a 
strategy. However, subsequent analyses need to take these differences into account 
through the use of a standardized metric. 
5.3.3 Differences in feature base rate necessitate a standardized metric. 
Similar to the number of diagnostic items, inclusion criteria did not restrict outcomes as a 
function of base rate because the number of diagnostic features may not reflect the 
prevalence or base rate of the features themselves within a sample. Some items may be 
rare, but highly predictive. For example, there were only 13 instantiations of risk 
observed within the differential choice sub-data set, but risk was determined to be highly 
diagnostic of the differential choice strategy. In contrast, a lexical item may be prevalent, 
but not predictive. FPL was frequently used in tweets classified as request-based 
directives with 1,621 instantiations, yet 539 instantiations were observed within tweets 
classified as statement-based assertives and declarations, the divergent strategy, as well. 
                                                
 
33 The median and average number of diagnostic lexical items were 8.000, and 8.875, 
respectively. 
34 The median and average number of diagnostic abstracted word features were 3.000, 






As such, it is difficult to predict diagnosticity given feature prevalence alone, supporting 
the use of proportional values that take into account sample size, as well as the use of 
relative comparisons (e.g., divergent strategies, general language proportions). 
5.3.4 Contextual confounds may affect framework generality. Several of the 
filter words used to generate the samples from the larger corpus emerged as diagnostic 
lexical items. For instance, instantiations of the stem captain were deemed diagnostic for 
half of the strategies (differential choice, captain focused, statement-based assertives and 
declarations, and construct). Recall that captain was one of the filter words used to derive 
the captain sample, so approximately half of the merged sample contained some variant 
of the term. Beyond these filter words, the influence of domain remains apparent across 
diagnostic features identified with the lexical item analysis. For instance, GW, league, 
Premier, Sanchez, and triple were diagnostic of the construct strategy, all of which reflect 
jargon specific to fantasy sports and the FPL. Although such domain-specific features 
may be highly predictive relative to our particular application, such items are unlikely to 
generalize across domains.  
Domain-specific features were not restricted to the lexical item analysis, but were 
also reflected in the outcomes of the abstracted word feature analysis. Yet, here, even if 
domain-specific lexical items triggered the inclusion of an abstracted word feature, the 
overarching theme of the category still seems fitting to domains outside of FPL. Power as 
an abstracted word feature for the popular choice strategy exemplifies this. Captain and 
official were the primary drivers of power as an abstracted word feature category for the 






domain-specific, the concept of power or the majority as determining factor when 
applying a strategy directed by popularity is not unique to the domain. Thus, we observe 
the anticipated benefit of abstracted word feature analysis in its ability to recasts domain-












6. CONTENT QUANTIFICATION AND CATEGORIZATION OF INDIVIDUALS 
Twitter data, as is natural language production data in general, is uncontrolled and 
unstructured. Language production research, and more generally cognitive research that 
leverages verbal responses, exert some control by introducing common stimuli (Bock, 
1996). Such methods include standardized open-ended questionnaires (Foddy, 1994), 
think-aloud protocols in specified tasks (Ericsson & Simon, 1980; Lewis, 1982), and 
dyadic production studies (e.g., Clark & Wilkes-Gibbs, 1986). Yet, even when the stimuli 
are controlled, one of the issues with uncontrolled production is variance in the amount of 
language data.   
Indeed, FPL managers differed substantially in their Twitter volume; related 
variance can be attributed to both the number of words and number of tweets. Although 
classification methods add structure, they do not address these verbosity differences 
between FPL managers. Thus, standardization is required to control for these 
inconsistencies. Further, our classification identifies tweet content, not individuals, but it 
is individuals who are sampled in the WoC paradigm, and more generally individual 
behavior that we wish to predict. This raises the problem of characterizing individuals 
according to their tweets, e.g., a change in the unit of analysis.  
To address both concerns, I convert individual’s raw feature tallies to 






instantiations used by a FPL manager in relation to the total number of words used across 
their tweets, as well as in relation to the relative (varying) frequencies observed across 
our FPL manager sample (Section 6.1). The resulting z-scores serve as the foundation of 
subsequent analyses that consider the relationships between language analyses, and the 
relationships between the strategies (Section 7). Additionally, I use z-scores to group FPL 
managers into discrete groups (described in Section 6.2), then use these discrete groups to 
assess the relationships between feature use and FPL performance measures (Sections 8 
and 9).  
6.1 Z-Scores 
FPL managers are not consistent relative to the volume of twitter content 
produced. A manager may have one tweet or 1,000, and even though the length of tweets 
is limited, a person may or may not use all of the characters available to them.35 In 
addition, the number of representative lexical items and abstracted word features 
associated with each of the eight strategies is not consistent. For instance, the lexical item 
analysis identified nearly 20 diagnostic features associated with the request-based 
directives strategy, but only one associated with the transfer focused strategy. This 
challenges a tally-based approach to the categorization of similar individuals. If we want 
to compare individuals based on their use of strategy features, we should control for these 
inconsistencies. The use of a standardized metric, over the use of raw frequencies, is new 
                                                
 
35 The number of words tweeted by the 3,385 FPL managers ranged from nine to 84,855, 






to machine learning. Yet, without a standardized metric, differences in scales would 
confound outcomes making interpretation of the data difficult, if not impossible.  
I use z-scores because this conversion accounts for the total number of words 
used by an individual across their tweets, as well as frequency relative to that observed 
across our FPL manager sample, albeit with some assumptions regarding distributions. 
Section 6.1.1 presents the process used to standardize raw frequency inputs into z-scores. 
Section 6.1.2 contains descriptive statistics for each strategy by language analysis z-
distribution, with and without outliers removed. These z-scores serve as the inputs for all 
subsequent analyses, either in their original form when comparing strategies and 
language analysis techniques (Section 7), or as a method of grouping individuals to assess 
whether classification method affects performance (Section 8 and Section 9). 
6.1.1 Data normalization. I used the following approach to calculate z-scores 
associated with each of the 16 strategy-by-language analysis combinations. First, I 
counted the total number of words across each FPL manager’s tweets (t). This count 
included hashtags and URLs. I used word count instead of tweet count for a base rate, as 
the number of words can vary as a function of tweet and a tweet may contain multiple 
lexical items. Second, I counted the number of lexical items or abstracted word features 
representative of each strategy (i) that each FPL manager used across all of their tweets. 
For each FPL manager, I divided the total number of observed items representative of 
each of the strategy by language analysis combinations (i) by their total number of words 
across tweets (t). Let’s call this the FPL manager’s raw score (xi = (i/t)). Next, I 






FPL managers’ raw scores, again for each strategy by language analysis combination, 
where N is the total number of FPL managers. Using these inputs, I calculated 16 z-
scores for each FPL manager (z = (x-M)/SD) taking into account their own word-count 
base rate. 
6.1.2 Z-Distributions according to strategy and language analysis technique. 
Using FPL manager z-scores as measures, Table 19 presents the descriptive statistics for 
the resulting distributions across managers, for each strategy by language analysis 
combination. A mean of zero and a standard deviation of one are expected with z-score 
transformations, and is a reflection of the standardized scale. However, the distribution 
ranges associated with each of the strategy and language analysis combinations, as well 
as the skewness36 and kurtosis37 statistics suggest that the distributions are non-normal. 
The distributions are all positively skewed. A normal distribution has a kurtosis value of 
approximately three (Westfall, 2014), so values greater than this, as observed with our 
distributions suggest thicker, more populous tails. 
Although the non-normal nature of the distributions should not affect analyses in 
which I use FPL managers’ z-scores to form discrete groups, it may influence analyses 
that use z-scores directly as inputs (as is the case with the language analysis and strategy 
comparisons presented in Section 7). As outliers are a viable explanation for the  
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symmetrical and sign indicating the direction of the skew.  
37 The kurtosis statistic suggests deviations pertaining to distribution shape, specifically 






Table 19.  
Descriptive Statistics – Z-Distributions for Data Classified according to Strategy and 
Language Analysis Technique 
      
Skewness  Kurtosis 
 
min max Mdn M SD Statistic SE  Statistic SE 
Lexical Item Analysis 
Clancey's Problem Types 
00C -2.704 25.017 -0.079 0.000 1.000 8.704 0.042  178.687 0.084 
00I -3.399 26.558 0.028 0.000 1.000 6.412 0.042  158.899 0.084 
Searle's Speech Acts 
00SB -2.453 18.941 -0.026 0.000 1.000 3.190 0.042  47.820 0.084 
00RB -2.633 24.851 -0.097 0.000 1.000 9.129 0.042  189.384 0.084 
Influence of Popularity 
00PC -1.483 27.978 -0.113 0.000 1.000 9.682 0.042  209.847 0.084 
00DC -1.089 32.745 -0.094 0.000 1.000 15.394 0.042  410.254 0.084 
Weekly Focus 
00CF -1.386 25.441 -0.146 0.000 1.000 8.837 0.042  152.147 0.084 
00TF -0.152 39.738 -0.152 0.000 1.000 25.265 0.042  849.472 0.084 
Abstracted Word Feature Analysis 
Clancey's Problem Types 
00C -3.594 18.134 -0.091 0.000 1.000 4.448 0.042  56.245 0.084 
00I -4.449 14.573 -0.023 0.000 1.000 1.672 0.042  24.690 0.084 
Searle's Speech Acts 
00SB -2.323 10.380 0.022 0.000 1.000 1.419 0.042  12.078 0.084 
00RB -3.338 24.892 -0.023 0.000 1.000 5.588 0.042  121.446 0.084 
Influence of Popularity 
00PC -4.314 16.197 0.029 0.000 1.000 2.385 0.042  38.305 0.084 
00DC -3.420 11.706 -0.022 0.000 1.000 1.714 0.042  16.945 0.084 
Weekly Focus 
00CF -2.848 19.245 -0.030 0.000 1.000 6.118 0.042  98.261 0.084 
00TF -3.305 20.194 -0.048 0.000 1.000 6.229 0.042  101.018 0.084 
Note. n = 3,385. C = Construct strategy; I = Interpret strategy; SB = Statement-based 
assertives and declarations strategy; RB = Request-based directives strategy; PC = 
Popular choice strategy; DC = Differential choice strategy; CF = Captain focused 








Table 20.  
Descriptive Statistics – Z-Distributions for Data Classified according to Strategy and 
Language Analysis Technique – Outliers Removed based on IQR Approach 
       Skewness  Kurtosis 
 n min max Mdn M SD Stat. SE  Stat. SE 
Lexical Item Analysis 
Clancey's Problem Types 
00C 3167 -1.371 1.285 -0.088 -0.064 0.481 0.181 0.044  -0.027 0.087 
00I 3212 -1.596 1.612 0.040 0.021 0.583 -0.163 0.043  -0.052 0.086 
Searle's Speech Acts 
00SB 3281 -2.205 2.131 -0.025 -0.021 0.760 0.032 0.043  -0.176 0.085 
00RB 3224 -1.622 1.520 -0.108 -0.065 0.560 0.206 0.043  -0.055 0.086 
Influence of Popularity 
00PC 3130 -1.348 1.232 -0.117 -0.070 0.466 0.367 0.044  -0.103 0.087 
00DC 3244 -1.089 1.035 -0.112 -0.117 0.419 -0.073 0.043  0.061 0.086 
Weekly Focus 
00CF 3118 -1.035 0.813 -0.163 -0.143 0.334 0.282 0.044  0.027 0.088 
00TF 2907 -0.152 0.021 -0.152 -0.131 0.039 1.981 0.045  3.060 0.091 
Abstracted Word Feature Analysis 
Clancey's Problem Types 
00C 3186 -1.679 1.514 -0.116 -0.091 0.572 0.200 0.043  0.085 0.087 
00I 3233 -1.896 1.888 -0.029 -0.025 0.673 0.003 0.043  -0.104 0.086 
Searle's Speech Acts 
00SB 3275 -2.218 2.245 0.031 -0.005 0.804 -0.088 0.043  -0.220 0.086 
00RB 3269 -1.928 1.854 -0.031 -0.041 0.674 -0.047 0.043  -0.073 0.086 
Influence of Popularity 
00PC 3219 -1.683 1.706 0.033 0.005 0.621 -0.110 0.043  -0.148 0.086 
00DC 3260 -2.084 2.023 -0.029 -0.031 0.741 0.025 0.043  -0.163 0.086 
Weekly Focus 
00CF 3186 -1.446 1.385 -0.033 -0.030 0.515 -0.005 0.043  0.026 0.087 
00TF 3137 -1.330 1.225 -0.058 -0.056 0.459 0.074 0.044  0.189 0.087 
Note. Stat. = Statistic. C = Construct strategy; I = Interpret strategy; SB = Statement-
based assertives and declarations strategy; RB = Request-based directives strategy; PC 
= Popular choice strategy; DC = Differential choice strategy; CF = Captain focused 
strategy; TF = Transfer focused strategy. 
 
positively skewed, and heavy tailed distributions, I removed outliers from all subsequent 
analyses. Table 20 presents the descriptive statistics for each strategy by language 






1.5 times the interquartile range (IQR) above and below the third quartile (Q3) and first 
quartile (Q1), respectively (Tukey, 1977).38 Notice that with the outliers removed, the 
skewness and kurtosis statistics reflect more normal distributions than our distributions 
containing all of our data points. 
6.2 Discrete Categorization Scheme 
The z-scores describe a FPL manager’s use of diagnostic features (defined using 
the lexical or abstracted word feature analysis) at the strategy level. Yet, these strategies 
were developed as sets of divergent pairs that together form the four frameworks. To 
describe language use according to framework, I group FPL managers into discrete 
classification categories based on their individual z-scores relative to a decision rule or 
threshold value (Section 6.2.1). Section 6.2.2 presents the resulting distributions that 
organize the FPL manager sample by framework, language analysis technique, and 
decision rule. 
Initially, I considered using a continuous classification spectrum (Appendix V), 
instead of discrete classification categories. However, the distinction between whether an 
individual uses both strategies or neither strategy was lost when the two strategy’s z-
scores were merged. Perhaps a both versus neither distinction does not matter, if one is 
                                                
 
38 In addition to using the IQR approach to identify outliers (Tukey, 1977), I reviewed an 
approach to remove outliers as defined by 2.5 * SD (Kirk, 1995). This approach removed 
less data points. See Appendix S for the distributions with outliers removed according to 
the SD approach. Further, method of outlier removal did not influence the outcomes of 






only interested in studying strategies in isolation (e.g., Gentner & Gentner, 1982). 
However, retaining this distinction, through the use of a discrete categorization scheme, 
allows for maximum consideration of strategy use relative to performance outcomes. 
Also, the comparison between individuals that apply one strategy (hedgehogs) versus 
individuals that apply multiple strategies (foxes) is known, and actively researched within 
the WoC literature (e.g., good judgment open; Tetlock, 2005). Further, Bhatt et al. (2018) 
applied a similar discrete categorization scheme and demonstrated a relationship between 
classification category membership and performance outcomes (see Appendix W for a 
contrast of approaches). 
6.2.1 Transformation to a discrete categorization scheme. I group FPL 
managers into discrete classification categories based on their individual z-scores using a 
decision rule (or threshold value). A FPL manager’s twitter content, according to their 
use of diagnostic features, is either representative of a strategy or not, if their z-score is 
greater than or less than the threshold value, respectively. The implications of a decision 
rule here, are the same as those associated with bias in signal detection theory. A lower 
threshold may miscategorize uncharacteristic users as representative; resulting in false 
alarms given the criteria for inclusion is more liberal. In contrast, a higher threshold may 
fail to include representative users, resulting in misses given the criteria for inclusion is 
more conservative. 
I considered both a 50th and an 80th percentile threshold value to assess the 
implication of decision rule on performance outcomes. I selected the 50th and 80th 






the mean (84.1), respectively.39 I used percentile values over other measures, specifically 
standard deviations because they are less susceptible to distribution differences.40  
 
Figure 10. Discrete categorization scheme 
 
I determined whether an individual’s tweets were indicative of each strategy 
separately, then merged the outcomes associated with the divergent strategies to describe 
individuals’ behavior at the framework level. This approach to discrete categorization 
yields four possible outcomes, as shown in Figure 10. An individual’s tweets, based on 
their use of diagnostic features can indicate that they use both strategies (A, B), only one 
of the strategies (A, ~B or ~A, B), or neither of the strategies (~A, ~B). With the example 
                                                
 
39 Appendix X reviews additional threshold values. 
40 Although we do observe some differences in the number of FPL managers assigned to 
groups based on the underlying distribution of language use according to strategy and 






below, the FPL manager is classified as indicative of strategy B at the framework level of 
classification because their use of diagnostic features associated with strategy B 
surpassed the decision rule threshold, but their use of diagnostic features associated with 
strategy A did not.  
6.2.2 Distributions by framework, language analysis technique, and decision 
rule. Table 21 lists how FPL managers were distributed using the discrete categorization 
scheme organized by framework, language analysis technique, and decision rule. Figure 
11 contains plots the distribution of the four discrete classification categories (i.e., 
statement-based, request-based, both, neither) on separate axes for the data associated 
with Searle’s speech acts. The dark gray and light gray lines indicate the 50th and 80th 
percentile decision rules, respectively. Similar changes to distribution according to the 
discrete classification categories were observed with the remaining classification 
methods; these plots are presented in Appendix Y.   
All three of the classification methods used to group FPL managers (i.e., 
framework, language analysis technique, and decision rule) appear to influence the 
observed distributions. Consider the difference in categorization of individuals based on 
language analysis technique relative to Searle’s speech acts at the 50th percentile decision 
rule. Twice as many people were categorized as either statement-based or request-based 
with the abstracted word feature analysis than were categorized as such with the lexical 
item analysis. Similarly, a quick comparison between frameworks when language 
analysis and decision rule remain constant reveal differences. Again, consider Searle’s 






managers are being categorized as either both or neither with this framework, than 
observed with the other frameworks (first column of Table 21). These differences suggest 
that categorization depends on language analysis technique and framework. 
Table 21.  
Distribution of FPL Managers according to Framework, Language 







Framework 50% 80% 
 
50% 80% 
Clancey’s Problem Typesa     
Construct ,0847 ,0537 
 
,0759 ,0470 
Interpret ,0847 ,0537 
 
,0759 ,0470 
Both ,0845 ,0140 
 
,0933 ,0207 
Neither ,0846 2,171 
 
,0934 2,238 
Searle's Speech Actsa      
Statement Based ,0482 ,0347  ,0814 ,0552 
Request Based ,0482 ,0347  ,0814 ,0552 
Both 1,210 ,0330  ,0878 ,0125 
Neither 1,211 2,361  ,0879 2,156 
Influence of Popularityb      
Popular Choice ,0558 ,0409  ,0543 ,0389 
Differential Choice ,0558 ,0409  ,0543 ,0389 
Both 1,134 ,0268  1,149 ,0288 
Neither 1,135 2,299  1,150 2,319 
Weekly Focusb      
Captain Focused ,0949 ,0480  ,0760 ,0491 
Transfer Focused ,0672 ,0480  ,0760 ,0491 
Both ,0743 ,0197  ,0932 ,0186 
Neither 1,021 2,228  ,0933 2,217 
Note. N = 3,385. 50% and 80% represent decision rule levels. 









a) Lexical Item Analysis 
 
b) Abstracted Word Feature Analysis 
 
Figure 11. Distributions of FPL managers based on discrete classification categorization 
for Searle’s speech acts organized by language analysis technique: a) lexical item 
analysis, and b) abstracted word feature analysis. N = 3,385. Dark gray represents the 
50th percentile decision rule. Light gray represents the 80th percentile decision rule. 
	  
Decision rule is a critical factor in determining how an individual is categorized, 
as expected. When shifting the decision rule to the 80th percentile, a more conservative 






on their use of diagnostic features. The individuals categorized as both with the 80th 
percentile decision rule remained in the both category with the 50th percentile decision 
rule. However, more FPL managers were added to the both category with the 50th 
percentile decision rule because the threshold for inclusion is lowered. The reverse is true 
of the neither category. More FPL managers were placed into the neither category with 
the 80th percentile decision rule. With more conservative threshold values, FPL 
managers with relatively less features were placed in the neither category rather than 
being categorized as indicative of a strategy (e.g., statement-based, request-based), at 
more liberal threshold values. Thus, there is an underlying shift in the individuals that are 
grouped into the single strategy classification categories (e.g., statement-based and 
request-based), although the category size remains relatively constant.  
These distributions serve as the process measure inputs for analyses that assess 
differences in classification relative to performance measures (Section 8 and Section 9). 
Standardization of feature tallies at the tweet level using z-scores allows for the 
consideration of individual and group level performance. Transformation of z-scores that 
describe language use at the strategy level into discrete classification categories permits 
the consideration of reasoning processes at the framework level. The fundamental benefit 
of using a discrete approach to categorization, as opposed to a continuous approach, is the 
retention of reasoning process indicative of neither of the strategies and both of the 
strategies, along with reasoning processes that are indicative of the strategies in isolation. 






variable to consider. To understand the implication of decision rule, I consider two 




















7. RELATIONSHIPS BETWEEN CLASSIFICATION METHODS 
I considered language analysis techniques and frameworks simultaneously, yet 
both dimensions pose potential challenges. The language analysis techniques may fail to 
identify features diagnostic of the frameworks, whereas the frameworks may fail to 
provide the appropriate organizational structure to distinguish between reasoning 
tendencies. The challenge is to use the available data to converge on both analytic issues. 
Section 7.1 describes the series of correlational analyses used to compare classification 
methods at the individual level of analysis. Section 7.2 compares characterization 
according to language analysis separated by strategy. Section 7.3 compares 
characterization according to strategy separated by language analysis technique. 
My intent with these comparisons was not to eliminate frameworks or language 
analyses, but instead to understand whether the classification methods differ according to 
the information they provide. Feature differences41 indicate the degree to which methods, 
(either framework or language analysis) are capturing the same information. Similarly, I 
am not interested in selecting the best classification method. Even if we could establish 
which classification method is best, say according to F-measures, restricting our analyses, 
at this point, is not warranted, as classification success (i.e., distinguishing difference 
                                                
 
41 Decision rule introduces differences in threshold, which reflect the amount and type of 
error permitted by the decision rule value. Appendix Z illustrates distributional 
differences between the discrete classification categories of FPL managers discussed in 
Section 6.2. These distributions reflect feature differences, not threshold differences. 
However, there is no analytical test to measure the type of difference, nor ascertain 






between reasoning processes) may not correspond to performance differences. That said, 
type of difference, degree of difference, or measures of model robustness may explain 
subsequent outcomes. This is particularly important for the differences in performance 
reported in Section 8 and Section 9. 
7.1 Series of Simple Effects-Style Correlations  
To identify feature differences, I performed series of two-tailed, Pearson product-
moment correlation analyses between z-scores assigned to an individual according to 
different approaches to classification (i.e., language analysis technique and strategy).42 
Correlations provide insight into whether different approaches to classification are 
detecting similar features, with positive correlations indicating overlaps in 
characterization (i.e., feature similarity).  
Recall that the same data were used across methods of classification, necessitating 
a series of simple effect-style tests, as opposed to a single omnibus analysis. Specifically, 
I examined the correlations between the two language analysis approaches (diagnostic 
lexical item and abstracted word features) by level of strategy (8 total correlations). I also 
examined the correlations between the eight strategies at each level of language analysis 
                                                
 
42 This is a departure from my proposal. I proposed a series of chi square analyses, 
because conceptually they seemed appropriate to assess differences between discrete 
groups at the framework level. However, the execution of such analyses is not 
straightforward, as the expected frequencies (expected distributions) are not evenly 
distributed between cells. Unfortunately, alternative analyses used to compare categorical 
data are limited. Correlations between continuous z-scores at the strategy level provided 






((7+6+5+4+3+2+1) * 2 = 56 total correlations). I excluded cases in which data were 
missing due to outlier removal (discussed in section 6.1). I used an alpha of .05 to 
determine significance, and Cohen’s social sciences guidelines for using Pearson’s r to 
establish effect size (Cohen, 1988). 
7.2 Relationships between Language Analysis Techniques 
Table 22 presents the correlation coefficients between the language analysis 
techniques organized by strategy, at the individual level of analysis. There is no clear 
pattern to indicate complete agreement or disagreement in classification of individuals 
according to language analyses. Neither the lexical item nor abstracted word feature 
analyses were superfluous, as language analysis technique appears to influence 
classification. 
Table 22.  
Correlations between Language Analysis Techniques organized by 
Framework 
Framework n r p 
Clancey's Problem Types 
Construct 3,064 -0.205 < .01 
Interpret 3,125 -0.343 < .01 
Searle's Speech Acts 
  Statement-based 3,228 -0.334 < .01 
Request-based 3,170 -0.619 < .01 
Influence of Popularity 
  Popular Choice 3,062 -0.489 < .01 
Differential Choice 3,156 -0.581 < .01 
Weekly Focus 
  Captain Focused 3,014 -0.011 0.536 
Transfer Focused 2,689 -0.039 0.046 







In addition, there are no clear patterns pertaining to language analysis agreement 
relative to framework. The outcomes associated with the two domain-specific 
frameworks differed, with large, positive correlations associated with the influence of 
popularity framework, but non-significant correlations associated with the weekly focus 
framework. The outcomes associated with the two domain-general frameworks (Searle’s 
speech acts and Clancey’s problem types) were all positively correlated. However, effect 
size43 varied between and within these frameworks. With respect to Searle’s speech acts, 
the overlap in classification between the language analyses was medium with the 
statement-based strategy, yet was large with the request-based strategy. Similarly, with 
Clancey’s problem types, the overlap in classification between the language analyses was 
small with the construct strategy and medium with the request-based strategy.  
Thus, the degree to which FPL managers are characterized in the same manner by 
the lexical item and abstracted word feature language analyses varies according to 
strategy. Additionally, more general conclusions, at the language analysis level, or 
relative to the domain specificity of the frameworks are not appropriate given the 
inconsistencies between correlation coefficients. 
7.3 Relationships between Strategies  
Table 23 presents the correlation coefficients between the strategies organized by 
language analysis technique, at the individual level of analysis. The vast majority of the 
                                                
 






observed correlation coefficients are positively correlated, indicating overlaps in 
classification between the strategies. Such outcomes were somewhat expected given 
redundancies in the diagnostic features used to define the strategies with both language 
analyses (e.g., @OfficialFPL was identified as a key lexical item for both the popular 
choice and transfer focused strategies - see Section 5.1.3 and Section 5.2.2 above). Unlike 
the tweet-level analyses presented throughout Section 4, negative correlations were rarely 
observed, and when they were, the effect was small or the outcome was non-significant. 
Perhaps, the absence of negative correlations was an artifact of feature redundancies, as 
well as people being classified as uncharacteristic of both strategies. Also, very few of the 
correlation coefficients indicated that the strategies were unrelated. Most of these non-
directional, non-significant outcomes were associated with the transfer focus strategy and 
lexical item language analysis, and can be attributed to the single lexical item/feature 
associated with this methodological combination. Limited numbers of diagnostic 
features, in this case one, restrict how many people are classified as representative and 
subsequently, minimize the degree with which diagnostic features overlap between 
strategies. 
Below, I discuss patterns pertaining to the positive correlations between 
strategies, particularly those observed with both language analyses in more detail. Section 
7.3.1 discusses how strategy divergence at the tweet level may not carry over to 
classification across tweets at the individual level analysis. Section 7.3.2 challenges 






and Section 7.3.3 reviews patterns in positive correlations between non-divergent 
strategies observed with both language analyses.  
Table 23.  
Correlations between Strategies organized by Language Analysis Technique  
 
1 2 3 4 5 6 7 
Lexical Item Analysis 
Clancey's Problem Types 
1. C --       
2. I 0.011 --      
Searle's Speech Acts 
3. SB -.104** .585** --     
4. RB -.070** .220** .535** --    
Influence of Popularity 
5. PC -.045** .130** .364** .626** --   
6. DC -.003** .275** .456** .471** -.419** --  
Weekly Focus 
7. CF -.045** .088** .138** .198** -.140** .226** -- 
8. TF -.024** .061** .010** .004** -.007** .004** -.008 
Abstracted Word Feature Analysis 
Clancey's Problem Types 
    1. C -- 
      2. I -­‐.134**	   -- 
     Searle's Speech Acts 
     3. SB -­‐.100** .217** --  
   4. RB -­‐.509** .095** -­‐.073** -- 
   Influence of Popularity 
      5. PC -­‐.373** .152** -­‐.062** .580** -- 
  6. DC -­‐.396** .182** -­‐.249** .629** .452** -- 
 Weekly Focus 
     7. CF -­‐.299** .101** -­‐.005** .248** .182** .353** -- 
8. TF -­‐.198** .114** -­‐.011** .187** .146** .209** .165** 
Note. C = Construct Strategy, I = Interpret Strategy, SB = Statement-based Assertives and 
Declarations Strategy, RB = Request-based Directives Strategy, PC = Popular Choice 
Strategy, DC = Differential Choice Strategy, CF = Captain Focused Strategy, TF = Transfer 
Focused Strategy. 
a n is variable due to the removal of outliers using the IQR approach. n values associated with 
Lexical Item Analysis: n(construct) = 3,167, n(interpret) = 3,212, n(statement-based) = 3,281, 
n(request-based) = 3,224, n(popular choice) = 3,130, n(differential choice) = 3,244, n(captain 
focused) = 3,118, n(transfer-focused) = 2,907; n values associated with Abstracted Word 
Feature Analysis: n(construct) = 3,186, n(interpret) = 3,233, n(statement-based) = 3,275, 
n(request-based) = 3,269, n(popular choice) = 3,219, n(differential choice) = 3,260, n(captain 
focused) = 3,186, n(transfer-focused) = 3,137. 
bBold font indicates the correlational values that correspond to the divergent strategies that 
form a framework.  






7.3.1 Relationships between divergent strategies, divergence at the tweet level 
vs. divergence at the person level. Positive correlations between divergent strategies at 
the individual level of analysis (as reported here, in Section 7) highlight that relationships 
observed at one level of analysis may not transfer to another.  
Table 24 lists previously reported correlation coefficients between the divergent 
strategies at the tweet level (Section 4) and the individual level (Section 7) of analysis. 
Recall that the tweet level correlations were used to identify and select divergent 
strategies that together form each framework. Two samples (Captain and General FPL) 
informed these analyses, and analyses performed with both samples indicated that tweets 
categorized by strategy were either not related, or negatively correlated, leading to the 
assumption that the strategy pairings were divergent. The individual level correlations are 
identical to those presented above (in Table 23), which used the z-scores from the 3,385 
FPL managers to compare classification methods. Of interest are the correlation 
coefficients associated the influence of popularity framework (r(lexical item) = .419) and 
(r(abstracted word feature) = .452)), as well as the correlation coefficient associated with 
Searle’s speech acts in combination with the lexical item analysis (r = .535). The medium 
to large effect sizes associated with these positive correlations do not reflect the same 
degree of divergence observed at the tweet level of analysis (influence of popularity: 
r(captain) = -.289 and r(general FPL) = -.026; Searle’s speech acts: r(captain) = -.616 
and r(general FPL) =-.802)). Instead, these individual level outcomes indicate that, 
aggregated over tweets, people either use language indicative of both of the frameworks’ 







Table 24.  
Comparison between Tweet and Person Categorization using Correlation Coefficients 
between Divergent Strategies 
 Tweetsb  Personc 






-.308** -.064**  -.011** .134** 
Searle’s Speech Acts -.616** -.802**  -.535** .073** 
Influence of Popularity -.286** -.026**  -.419** .452** 
Weekly Focus NAd -.867**  -.008** .165** 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. 
an(captain) = 322, n(General FPL) = 968. n values associated with Lexical Item 
Analysis: n(construct) = 3,167, n(interpret) = 3,212, n(statement-based) = 3,281, 
n(request-based) = 3,224, n(popular choice) = 3,130, n(differential choice) = 3,244, 
n(captain focused) = 3,118, n(transfer-focused) = 2,907; n values associated with 
Abstracted Word Feature Analysis: n(construct) = 3,186, n(interpret) = 3,233, 
n(statement-based) = 3,275, n(request-based) = 3,269, n(popular choice) = 3,219, 
n(differential choice) = 3,260, n(captain focused) = 3,186; n(transfer-focused) = 3,137.  
bThe tweet level correlations are associated with framework definition that used two 
samples (i.e., captain and General FPL) to identify divergent strategies 
cThe person level correlations are associated with the analyses reported in Section 7 that 
used z-scores from the 3,385 verified FPL managers. Two separate language analyses 
(i.e., lexical item and abstracted word feature) were used to derive features, and feature 
instantiations across FPL managers’ tweets were used to inform z-scores. 
dNA = Not applicable, because the captain sample focused on captain selection, and the 
weekly focus framework is a higher level of abstraction – FPL managers relative focus 
on captain selection, as opposed to weekly transfer. 
 
Discrepancies between the two levels of analyses are not necessarily in conflict. 
An individual may apply disparate strategies, just on separate occasions (or in our case, in 
separate tweets). Perhaps this is analogous to having affinity for both Mexican and 
Chinese food, but never wanting them served on the same plate. Alternatively, strategy 






(Fu & Gray, 2004; Lundberg, 2000; Neisser, 1978). Temporal stability of strategy may 
correspond to other facets of a framework, like level of abstraction. The influence of 
popularity framework has the narrowest focus of all of the frameworks considered, as it is 
domain-specific and is a lower level of abstraction than weekly focus framework (i.e., the 
other domain-specific framework, which considers whether or not an FPL manager is 
focused on captain selection, at all). A popular choice strategy favors the most popular 
player(s), whereas a differential choice strategy attempts to avoid the most popular 
player(s). Thus it is plausible that people are either attuned to popularity as a critical 
piece of information or not (i.e., same concept as whether birds fly), and those that utilize 
this information adjust how they incorporate popularity over the course of the season. 
Such incremental modifications on the same low-level dimension, like popularity are 
more likely than comprehensive overhauls to strategic approach (Lindblom, 1959; 
Lindblom, 1979).  
Moreover, these findings highlight a potential challenge to our goal of classifying 
individuals based on their strategic approach/mental models, as strategic approach may 
be less fixed than other approaches to classification (e.g., personality traits, 
demographics). In addition, these overlaps will likely impact subsequent analyses that use 
these theoretically divergent strategies to assess performance differences between 
individuals (Section 8), as the range of diversity between individuals was limited.  
7.3.2 Relationships between non-divergent strategies, more than just feature 
redundancies. I anticipated some overlaps between the non-divergent strategies given 






Table 25.  
Relationship between Correlation Coefficients and Redundant Features  
 
Influence of Popularity 
 
Weekly Focus 
 Clancey’s Problem 
Types 
 PC DC  CF TF  C I 
Lexical Item Analysis 
SB 
.364 .456  .138 .010  -.104 .585 
 captained  captained   him Not 
RB 









Abstracted Word Feature Analysis 
SB+ 
.062 .249  .005 -.011  -.100 .217 
NA NA  NA NA  NA NA 
RB 












Note. Green indicates positive correlations, red indicates negative correlation, no 
color indicates no correlation. Shade of color is associated with effect size, with 
darker shades corresponding to stronger effects. 
1PC = Popular Choice Strategy; DC = Differential Choice Strategy; CF = Captain 
Focused Strategy; TF = Transfer Focused Strategy; SB = Statement-based Assertives 
and Declarations Strategy; RB = Request-based Directives Strategy; C = Construct 
Strategy; I = Interpret Strategy.  
*No direct dictionary overlaps, but perhaps some redundancy between the 
differentiation dictionary and the discrepancy dictionary associated with the 
differential choice and request-based strategies, respectively. 
+Only one abstracted word feature category, male references was associated with the 
statement-based strategy. 
 
diagnostic feature sets, feature redundancies were observed with both types of language 
analyses. However, feature redundancies can only account for some of the positive 
correlations between the strategies. Consider Table 25, which associates redundant 






and the other frameworks. I focus on the framework associated with Searle’s speech acts 
because most of the observed strong, positive correlations were associated with its 
statement-based and request-based strategies. Notice that the request-based strategy was 
positively correlated with both the popular choice (r(lexical item) = .626, r(abstracted 
word feature) = .580) and differential choice  (r(lexical item) = .471, r(abstracted word 
feature) = .629) strategies with both types of language analyses. Yet, redundant 
diagnostic features were relevant to the request-based and popular choice strategy 
combination, and therefore cannot be responsible for the positive correlation between the 
request-based and differential choice strategies. Also, notice that the request-based and 
construct strategies were not correlated (r(lexical item) = -.070) despite the lexical item 
analysis identifying four common diagnostic features. Such inconsistencies challenge 
whether simple feature redundancies can be used to predict or assess strategic similarity. 
Unrealized relationships between the sets of diagnostic features (i.e., latent variables) 
may provide a better explanation for the observed correlations.  
7.3.3 Relationships between non-divergent strategies - intraclass vs. interclass 
relationships. Patterns in positive correlations between non-divergent strategies indicate 
two types of relationships: intraclass (relationship between variables at different levels of 
analysis) and interclass (i.e., relationship between the variables at the same level of 
analysis). Similar correlation coefficients between pairs of strategies that form a 
framework and an unrelated strategy infer the presence of intraclass relationships 
(framework to strategy). Consider the correlations between the influence of popularity 







Table 26.  
Interclass and Interclass Relationships between Non-Divergent Strategies 
    Language Analysis 
 
Pattern Strategy Framework Lexical Item 
Abstracted Word 
Feature 
1 Intraclass Interpret Influence of 
Popularity 
r(I to PC) = .130** 
r(I to DC) = .275** 
r(I to PC) = .152** 
r(I to DC) = .182** 





r(RB to PC) = .626** 
r(RB to DC) = .471** 
r(RB to PC) = .580** 
r(RB to DC) = .629** 




r(DC to CF) = .226** 
r(DC to TF) = .004** 
r(DC to CF) = .353** 
r(DC to TF) = .209** 




r(PC to SB) = .364** 
r(PC to RB) = .626** 
r(PC to SB) = .062** 
r(PC to RB) = .580** 
Note. I = Interpret Strategy, SB = Statement-based Assertives and Declarations Strategy, 
RB = Request-based Directives Strategy, PC = Popular Choice Strategy, DC = 
Differential Choice Strategy, CF = Captain Focused Strategy, TF = Transfer Focused 
Strategy. 




Figure 12. Interclass and interclass relationships. Clancey’s = Clancey’s problem types 
framework, Searle’s = Searle’s speech acts framework, Popularity = Influence of 
popularity framework, Weekly = Weekly focus framework. C =Construct Strategy, I = 
Interpret Strategy, SB = Statement-based Assertives and Declarations Strategy, RB = 
Request-based Directives Strategy, PC = Popular Choice Strategy, DC = Differential 
Choice Strategy, CF = Captain Focused Strategy, TF = Transfer Focused Strategy.  
   
The pattern of correlation coefficients suggest that people who use language indicative of 






strategy, also use language indicative of the request-based strategy. Alternatively, 
dissimilar correlation coefficients between pairs of strategies that form a framework and 
an unrelated strategy suggest an interclass relationships (strategy to strategy).44 The 
relationships between the weekly focus framework (captain focused and transfer focused) 
and the differential choice strategy exemplify an interclass relationship (number 3 shown 
in Table 26 and Figure 12). With this example, the pattern of correlation coefficients 
suggest that people who use language indicative of the differential choice strategy are 
more likely to use language associated with the captain focused strategy than the transfer 
focused strategy.  
Table 26 and Figure 12 highlight the remaining two interclass and intraclass 
patterns45 between non-divergent strategies apparent with both types of language 
analyses. All of the observed interclass and intraclass relationships involve the influence 
of popularity framework. This finding reinforces the narrow, low-level focus of the 
influence of popularity framework (discussed in Section 7.3.1), as it is more likely to be 
subsumed by higher-level frameworks. More generally, interclass and intraclass 
relationships suggest the strategic similarity between levels or within a level. Such 
similarity may a) help identify underlying latent variables b) may facilitate hypothesis 
generation with subsequent analyses.
                                                
 
44 A framework-to-framework relationship would also be an interclass relationship, 
however we did not observe such overlaps at the framework level. 






8. RELATIONSHIPS BETWEEN CLASSIFICATION METHODS AND 
PERFORMANCE – INDIVIDUAL LEVEL 
While Section 7 considered relationships between classification methods, this 
section focuses on the relationship between classification method and individual 
performance outcomes. I assess whether there are significant differences between the four 
discrete classification categories (neither, strategy a, strategy b, or both) with separate 
analyses for each framework, language analysis technique, and decision rule 
combination. Section 8.1 reviews the method used for these analyses in detail.  
Section 8.2 summarizes the results, highlighting noticeable patterns. The results 
generally do not identify distinct differences between all four discrete classification 
categories, and indicate that certain methods of classification (i.e., frameworks) and 
measures of performance (i.e., expertise score) are more successful relative to the goal of 
differentiating between individuals - at least for this application. Such results do not 
render the applied analytic approach useless, but instead, highlights the challenge of 
operationalizing strategic thought and relating it to observable behavior. Moreover, the 
differences that were observed reinforce that the methodological distinctions are 
capturing different information. Results indicating significant differences between all or 
none of the distinctions would be a greater cause for concern, as this introduces the 






of classification, or failed to identify any signals with which to operationalize diversity. 
8.1 Series of One-Way ANOVAs  
Consistent with Section 7, I used a series of analyses rather than a single omnibus 
analysis because the same data were used to categorize individuals across classification 
methods. Here, I used one-way ANOVAs to examine whether individuals’ performance 
differed between the four discrete classification categories (strategy a, strategy b, both 
strategies, neither strategy) separately for each framework, language analysis technique, 
and decision rule combination (4*2*2 =16 combinations). I considered these 
combinations relative to two different performance outcomes - scores associated with 
captain selection46 and expertise scores47 introduced in Section 3 (32 total ANOVAs). 
When homogeneity of variances was violated, I ran a Welch F test. Post hoc, I used 
Tukey HSD and Games Howell to identify significant differences between the means of 
the four discrete classification categories. Games Howell was used when the data did not 
meet the homogeneity of variance assumption. I used an alpha of .05 to determine 
significance. 
8.2 Relationships between Classification Methods and Performance Outcomes  
Table 27 presents the outcomes of the 32 one-way ANOVAs48 with summaries of  
 
                                                
 
46 The score earned each week by the FPL manager’s captain selection, averaged across a 
25 week period.  
47 The total points earned by an FPL manager during the 2015-2016 FPL season. 






Table 27.  
Summary of Results – 32 One-Way ANOVAs and Tukey HSD Comparisons 
separated by Classification Method and Performance Measuresa  
Framework 
Lexical Item Analysis 
 Abstracted Word Feature 
Analysis 
50% 80%  50% 80% 
 Captain Selection 
Clancey's Problem 
Types 
Both > Neither -  - I > C, 
Neither > C 
Searle's Speech Acts - -  - - 
Influence of 
Popularity 
- -  - - 
Weekly Focus Both > Neither, 
Both > CF, 
TF > Neither 
Both > Neither, 
Both > CF, 
TF > Neither 





Both > Neither, 
Both > I, 
C > Neither 
-  Both > Neither, 
Both > C, 
I > C 
Both > Neither, 
Both > C, 
I > C 
Searle's Speech Acts - SB > Both, 
Neither > Both 
 - - 
Influence of 
Popularity 
- -  - - 
Weekly Focus Both > Neither, 
Both > CF, 
Both > TF 
Both > Neither, 
Both > CF, 
Both > TF 
 Both > Neither, 
CF > Neither 
Both > Neither, 
CF > Neither, 
TF > Neither 
Note. C = Construct Strategy, I = Interpret Strategy, SB = Statement-based 
Assertives and Declarations Strategy, RB = Request-based Directives Strategy, PC = 
Popular Choice Strategy, DC = Differential Choice Strategy, CF = Captain Focused 
Strategy, TF = Transfer Focused Strategy; 50% and 80% represent decision rule 
criterion levels. 
aWelch’s F and Games Howell tests were used when data did not meet the 
homogeneity of variance assumption 
b– indicates outcomes that were not significant, p > .05. 
 
 
Tukey HSD comparisons following significant F values. I focus on the trends rather than 
the specific numeric outputs. See Appendices AA and AB for the detailed results of the 
ANOVAs, tests of homogeneity of variance, and post hoc comparisons. Section 8.2.1 






discrete classification categories was observed with expertise scores, than captain 
selection scores. Section 8.2.2 highlights the importance of framework in classification 
categorization over that of language analysis and decision rule. Lastly, Section 8.2.3 
considers the prevalence of the both and neither discrete classification categories as 
critical differentiators, reinforcing my inclusion of these categorical distinctions. 
8.2.1 Role of dependent measure - more differentiation with expertise scores. 
There were more significant differences in performance between the discrete 
classification categories when expertise scores were used as the dependent measure, than 
when captain selection scores were used as the dependent measure. Removal of novices, 
timeframes associated with the data sources, and scope of the performance measures 
themselves (e.g., performance of captain vs. performance of team) are possible 
explanations for this observation.  
First, the samples differed between the data sources, in size and in expertise. The 
captain selection sample contained 3,385 FPL managers, in total, including the 2,644 FPL 
managers that we used for the expertise sample. The captain selection sample also 
included FPL managers that had no expertise score from the 2015-2016 season, and those 
that had low expertise scores from this season (these outliers were removed from the 
expertise score sample). One of the assumptions within the WoC literature is that all 
individuals who contribute to the aggregated outcome have some knowledge or unique 
information to impart. This might not be true of novices and low performers, which in 
turn may cloud relationships between the classifications and captain selection scores by 






modified sample that only included FPL managers that had both an expertise score and 
captain selection data. Albeit two exceptions, the outcomes of the ANOVAs remained the 
same, suggesting that the performance measures themselves, rather than the samples are 
responsible for the observed differences (See Appendix AC for a comparison of 
outcomes between the two captain score samples).49 
Second, the Tweets used to classify individuals were posted between 2014 and 
2016, before the start of the 2016 season. Expertise scores correspond to decisions made 
during this same timeframe during the 2015-2016 season, whereas captain selection 
scores correspond to decisions made after the start of the 2016 season. As discussed in 
Section 7.3.1, strategy use may shift overtime. Thus, assuming our methods for 
classification lack temporal stability, lack of proximity between the data sources may 
have contributed to the observed differences between the performance measures. 
Lastly, captain selection scores only account for points awarded to one player, the 
player selected as captain. Although captain selection is a critical decision, as captains are 
awarded double their earned points, it is only one of many decisions that an FPL manager 
makes. In contrast, expertise score is the accumulation of all points earned by each FPL 
manager’s 11 player rosters over the course of the 38-week FPL season, along with any 
losses they incur (i.e., additional transfers, called hits cost points). Therefore, expertise 
                                                
 
49 I perform a similar analysis in Appendix DD, but compare differences relative to the 
expertise sample. Here, outcomes are noticeably less significant when novices are 






score as a performance measure is more comprehensive in scope, and is multiply 
determined, which may make it more stable.  
8.2.2 Role of classification method - focus on framework selection. If we 
consider the outcomes of the 32 analyses relative to each method of classification in 
isolation, only framework appears to inform the results systematically. There was not a 
distinct difference in the number of significant outcomes attributable to language analysis 
technique, given differences according to performance measure were observed with 
seven of the 16 lexical item, and five of the 16 abstracted word feature analyses. 
Similarly, the number of outcomes associated with each decision rule (50th percentile 
and 80th percentile) was the same. Also, when different outcomes were observed 
according to decision rule, the direction of change (either significant differences at the 
50th percentile, but not at the 80th percentile, or significant differences at the 80th 
percentile, but not the 50th percentile) was not consistent.  
These results are encouraging. First, they suggest that language analysis technique 
and decision rule play a lesser role in classification, which allows for greater flexibility in 
catering this analytic process to the needs of various applications. Instead, it appears that 
the framework, or how an individual’s strategy is operationalized is what matters. All but 
one of the observed differences were found in combination with two of the four 
frameworks: weekly focus and Clancey’s problem types. The success of Clancey’s 
problem types, as a cognitive science inspired, domain-general framework reinforces that 
existing theory can be used inform classification. However, domain specificity, in and of 






domain-specific, and domain-general frameworks, respectively. The success of weekly 
focus framework, (and Clancey’s problem types as a framework for that matter), 
reinforces our supposition stated throughout Section 7.0 that level of abstraction is 
critical when selecting a framework. Also, because only two of the four frameworks 
yielded substantial differences relative to the performance measures, as opposed to all of 
the frameworks, framework selection warrants future research.  
8.2.3 Role of category - both and neither as differentiators. In total, there were 
31 significant differences observed between the sets of discrete classification categories 
(i.e., the Tukey HSD and Games Howell post hoc analysis outcomes). A quick survey of 
Table 27, at the start of this section, suggests that a fair number of the observed 
performance differences are attributable to the both and neither discrete classification 
categories. Indeed, the use of both and neither of the strategies were associated with more 
significant differences in performance than the strategies in isolation. The both 
classification category accounted for 33.9% of the observations. The neither classification 
category accounted for 29.0% of the observations. These rates are greater than chance 
(i.e., 25%). The prevalence of the both and neither classification categories as 
differentiators can be attributed to their relatively high and low performance scores 
suggested by casual analysis. The mean expertise and captain selection scores associated 
the both category were the highest amongst the discrete classification categories with 20 
of the 32 F-tests (62.5%). Conversely, the mean expertise and captain selection scores 
associated the neither category were the lowest amongst the discrete classification 






As to why the use of more than one strategy is generally associated with better 
performance is a good question. Gigerenzer (e.g., Gigerenzer & Goldstein, 1996) would 
suggest that the consideration of more information with people who use both, or multiple 
strategies might be maladaptive. Conversely, Tetlock (2005) contends that the use of 
multiple strategies (by foxes) is indicative of cognitive flexibility, yielding more 
successful predictions than the use of a single, fixed strategy (by hedgehogs). Our results 
appear to favor Tetlock’s hypothesis. Perhaps, the use of multiple strategies identifies 
FPL managers who are more attuned to their situation, and adapt their strategy 
accordingly. Level of expertise may play a role, as experts can more readily interpret and 
respond to environmental signals (Rasmussen, 1986). In contrast, FPL managers 
categorized as neither may not be sensing the available signals, or perhaps do not have 
the capacity to act on them.50 The same is likely true of FPL managers that consistently 
applied the same strategy. Nevertheless, being committed to a singular, fixed strategy 
garners better results than applying no strategic approach at all. 
The influence of the both and neither classification categories on outcomes 
reinforces the consideration of the entire categorization scheme rather than limiting the 
analyses to a comparison between FPL managers who only use a single strategy in 
isolation, as done by Gentner and Gentner (1982), and Bhatt et al. (2018). Gentner and 
Gentner (1982, experiment 1) excluded over half of their data (21 of 36 participants = 
                                                
 
50 Although it is unclear if these individuals are applying no strategy at all, or if they are 






58.3%) because participants exhibited behavior indicative of more than one mental 
model. In this instance, category exclusion is understandable/justifiable given Gentner 
and Gentner research objective was to demonstrate predictable reasoning errors between 
two specific mental models. Thus, research objective directs the necessity of category 
inclusion and the consideration of reasoning tendencies across an entire sample. 
Arguably, consideration of the entire sample offers the most opportunity for variance 
(diversity) and error cancellation (bracketing), both of which contribute (at least 










9. RELATIONSHIPS BETWEEN CLASSIFICATION METHODS AND 
PERFORMANCE – GROUP LEVEL 
Recall that the Wisdom of the Crowd (WoC) effect predicts that diverse crowds 
will outperform the performance of individuals (even experts) and homogenous groups. 
To test this assumption, I perform separate analyses for each framework, language 
analysis technique, and decision rule combination. Section 9.1 describes the methods 
used to compare the performance between diverse and randomly formed groups. 
Performance differences between the assembled groups result from comparing scores 
associated with the groups’ most frequently selected captain aggregated over the course 
of several weeks (e.g., Bhatt et al., 2017). In accordance with the WoC effect, 
performance should improve with group diversity, and diverse groups should outperform 
groups selected at random. Previous research has found that randomly formed groups are 
more diverse than, and therefore outperform, homogeneous groups (Bhatt et al., 2017). 
Therefore, I focused my analyses on comparing performance between diverse and 
randomly formed groups.  
If intentionally formed, diverse groups outperform randomly formed groups 
across all comparisons, this would both reinforce the WoC prediction, and support using 
differences in language organized by strategy as a means to distinguish between 






would challenge the utility of our classification methods. Lastly, a mix of outcomes 
reinforces the WoC prediction and supports the utility of the overarching process used for 
classification, but with the caveat that the specifics of the process used for characterizing 
diversity matters. This mixed result is what was observed and is the focus of Section 9.2. 
9.1 Series of t-tests 
I used a series of t-tests to assess whether the performance of diverse groups was 
better than groups formed at random.51 All groups were formed through random 
selection, but the discrete classification categories that FPL managers were selected from 
differed. Diverse groups were formed by selecting an equal number of members from 
each of the four discrete classification categories (i.e., strategy a, strategy b, both 
strategies, or neither strategy). If group size was not a multiple of four, I completed 
groups by selecting members from all of the discrete classification categories at 
random.52 Conversely, random groups were formed by selecting members from all four 
discrete classification categories, with no restriction on how frequently each of the four 
discrete classification categories were sampled.  
                                                
 
51 In addition to t-tests, Monte Carlo simulations determined the probability of diverse 
groups outperforming randomly formed groups. See Appendix EE for a review of this 
process and the outcomes, which concur with the t-tests results. I report t-tests over 
the Monte Carlo simulation values as t-tests incorporate an error term, and assign 
significance to observed differences. 
52 Although the selection method was randomized, the 3,385 FPL managers were not 
always equally distributed between groups. Particularly with the 80th percentile 
decision rule, there are substantially more FPL managers were placed into the neither 
category. Thus, there was a higher probability that a neither individual was selected 






For each t-test, 5,000 groups were generated using each group formation method 
(i.e., diverse or random).53 Each group was assigned a wisdom score - the score 
associated with the group’s collective captain selection decisions across a 25-week 
span,54 which served as the performance measure for the t-tests. This method is consistent 
with Bhatt et al. (2018). Separate t-tests considered the effect of group formation on 
wisdom score relative to seven different group sizes (10, 20, 30, 40, 40, 50, 70, 90 
members), and each framework, language analysis technique, and decision rule 
combination. This results in 112 total t-tests comparing diverse and random groups 
(7*4*2*2 =112 combinations).  
Additionally, I considered the influence of classification category inclusion on 
group formation. Appendix FF presents results associated with analyses that only 
included FPL managers categorized as one of the two divergent strategies (i.e., removing 
the both and neither distinctions), and that included FPL managers that were indicative of 
one or both of the strategies (i.e., removed the neither distinction). The pattern of 
outcomes was similar. However, more significant differences were observed when the 
neither category was eliminated, particularly in relation to the 50th percentile decision 
rule. 
                                                
 
53 This process does violate assumptions of independence as the same FPL managers are 
sampled when forming groups. 
54 Each week, the group earns the score associated with its most frequently selected 
captain. The average of these scores is used to summarize the group’s performance 
across the 25-week span. If there is no consensus, i.e., ties, for any of the weeks, the 






9.2 Relationships between Classification Methods and Captain Selection Scores 
Table 7.3 presents the t-statistics used to assess performance differences between 
diverse and randomly formed groups organized by framework, language analysis 
technique, decision rule, and group size. The outcomes indicate performance differences 
attributable to all of the classification methods. The groups formed according to Searle’s 
speech acts consistently outperform randomly formed groups. The remaining frameworks 
(Clancey’s problem types, influence of popularity, and weekly focus) were somewhat 
less successful. Language analysis technique affected outcomes associated with the 
Clancey’s problem types framework, but outcomes between the remaining frameworks 
were consistent between the lexical item and abstracted word feature analyses. The vast 
majority of the observed effects were associated with the 80th percentile decision rule. 
The implication of decision rule on the underlying distributions of FPL managers 
between discrete classification categories is addressed in Section 9.4.2, as it provides an 
explanation for the differences in outcomes between the 50th and 80th percentile decision 
rules. Lastly, group size universally enhanced the observed effects, a trend that I consider 
in Section 9.4.3. 
These outcomes at the group level of analysis are a striking contrast to the 
analysis that we just discussed (in Section 8) that found differences in performance at the 
individual level only attributable to framework. In the same manner that we observed 
differences between analyses at the tweet and individual levels of analysis (discussed in 
Section 7.3.1), this contrast identifies differences in outcomes between analyses at the 







Table 28.  
Results of t-tests Comparing Diverse and Random Groups separated by Group 
Size, Framework, Language Analysis Technique, and Decision Rule 
Group 
Size 





Clancey's Problem Types 
10 -0.183* 1-2.102*  -0.285 a 1-4.404a 
20 -0.490* 1-3.691*  -0.260 a 1-5.358a 
30 -0.353* 1-4.213*  -0.511 a 1-7.399a 
40 -0.491* 1-4.495*  -0.396 a 1-8.757a 
50 -0.035* 1-3.435*  -1.408 a 1-9.075a 
70 -0.024* 1-4.480*  -1.756 a -12.053a 
90 -0.174* 1-3.783*  -1.776 a -13.448a 
 
Searle's Speech Acts 
10 -1.103* -11.438*  -0.019 a 1-2.737* 
20 -0.536* -14.029*  -1.230 a 1-3.630* 
30 -0.180* -16.072*  -0.707 a 1-2.679* 
40 -1.384* -16.758*  -0.758 a 1-3.843* 
50 -0.717* -17.800*  -0.758 a 1-4.407* 
70 -0.101* -10.097*  -0.188 a 1-6.150* 
90 -0.281* -13.058*  -0.498 a 1-5.377* 
 
Influence of Popularity 
10 -0.003* 1-2.412* 
 
-0.248a 1-0.041* 
20 -0.659* 1-2.052* 
 
-2.295a 1-0.966* 
30 -0.291* 1-2.557* 
 
-1.216a 1-1.661* 
40 -0.557* 1-2.473* 
 
-1.575a 1-1.233* 
50 -0.242* 1-1.345* 
 
-0.275a 1-2.591* 
70 -0.216* 1-2.393* 
 
0.354 1-3.437* 





10 -1.224* 1-7.615*  -0.599a 1-3.238* 
20 -2.027* 1-7.942*  -0.017a 1-3.175* 
30 -0.983* 1-6.450*  -0.458a 1-2.826* 
40 -0.857* 1-4.017*  -0.621a 1-1.020* 
50 -1.005* 1-2.195*  -0.341a 1-0.300* 
70 -0.773* 1-1.596*  -0.551a 1-2.191a 
90 -1.126* 1-4.923a  -1.391a 1-5.054a 
Note. *p < .05, diverse mean greater than random mean, ap < .05, random mean 







individuals’ captain selections (i.e., the mode) to describe group level behavior affects 
outcomes, notably the trends related to decision rule and group size which are considered 
in subsequent subsections.  
9.4.1 Role of aggregation - differences in outcomes between the individual 
and group levels of analyses. Individuals’ captain selections are combined to form a 
consensus selection for each gameweek. The mode is used over other methods of 
aggregation because the problem requires the nominal input of who should be selected as 
captain each week. Other methods of aggregation (e.g., the mean or median) may 
produce outcomes more analogous to those observed with the individual level analyses in 
Section 8, however these aggregate values may not easily map back to the domain, 
rendering them contextually meaningless (Fu & Gray, 2004; Gray & Boehm-Davis, 
2000). Although the mode yields a clear captain selection at the group level, the need to 
aggregate nominal data prior to associating the decision of captain selection with 
performance score, restricts the measurement scale, which lowers the resolution of the 
analyses and changes the pattern of results.  
Consider the most frequent captain selection (mode) for each gameweek shown in 
Table 29, with the data organized by Clancey’s problem types, the lexical item analysis, 
and the 80th percentile decision rule. There is little variance between the discrete 
classification categories, and the resulting captain selection is typically the most 
frequently selected player, independent of classification category (shown in bold font). 







Table 29.  
Group Level Captain Selection – Data Classified according to Clancey’s Problem 
Types, the Lexical Item Analysis, and the 80th Percentile Decision Rule 
Gameweek Neither Construct Interpret Both 
1 Aguero Aguero Aguero Aguero 
2 Aguero Aguero Aguero Aguero 
3 Aguero Aguero Aguero Aguero 
4 Ibra Hazard Hazard Hazard 
5 Ibra Ibra Ibra Ibra 
6 Aguero Aguero Aguero Aguero 
7 Ibra Ibra Ibra Ibra 
8 Aguero Aguero Aguero Aguero 
9 Sanchez Sanchez Sanchez Sanchez 
10 Sanchez Sanchez Sanchez Sanchez 
11 Aguero Aguero Aguero Aguero 
12 Aguero Aguero Aguero Aguero 
13 Aguero Coutinho Coutinho Coutinho 
14 Aguero Aguero Sanchez Sanchez 
15 Sanchez Sanchez Sanchez Sanchez 
16 Costa Kane Costa Kane 
17 Costa Costa Costa Kane 
18 Ibra Ibra Ibra Ibra 
19 Ibra Ibra Ibra Ibra 
20 Ibra Ibra Ibra Sanchez 
21 Sanchez Sanchez Sanchez Sanchez 
22 Sanchez Sanchez Sanchez Sanchez 
23 Sanchez Sanchez Sanchez Sanchez 
24 Kane Kane Kane Kane 
25 Ibra Sanchez Sanchez Sanchez 
Note. Ibra = Ibrahimovic.  
1Bold font indicates the most frequently selected captain for that gameweek. It is 
important to note that the values shown in Table 29 are the modes of the 
classification categories as a whole, which is different from the taking the mode of 
smaller groups composed of individuals from each of the discrete classification 
categories. However, the aggregation of the smaller groups will likely trend towards 
these outcomes.  
 
discrete classification categories shown in Table 30. Not only do we observe a wider 
variety of captain selections, but also individuals are less likely to select the most 
frequently selected player as captain on a week-to-week basis. Because there is less 
variance on a weekly basis with the group level analysis, more gameweeks need to be 






the use of the mode reduces differences between the discrete classification categories to a 
choice between two players, given one or two players dominate captain selections across 
gameweeks, independent of classification method (See Appendix GG lists the top three 
captain selections by gameweek). 
Table 30.  
Individual Level Captain Selection – Data Classified according to Clancey’s 
Problem Types, the Lexical Item Analysis, and the 80th Percentile Decision Rule 
Gameweek Neither1 Construct1 Interpret1 Both1 
1 Aguero Aguero Aguero Aguero 
2 Eriksen Kane Aguero Aguero 
3 Hazard Kane Aguero Aguero 
4 Hazard Kane Lukaku Hazard 
5 Antonio Costa Lukaku Ibra 
6 Sterling Ibra Firmino Aguero 
7 Coutinho Ibra Firmino Aguero 
8 Son Ibra Aguero Aguero 
9 Walcott Payet Aguero Walcott 
10 Lukaku Ibra Firmino Lukaku 
11 Aguero Coutinho Austin Aguero 
12 Lukaku Gundogan Aguero Aguero 
13 Firmino Coutinho Firmino Coutinho 
14 Firmino Eriksen Firmino Kane 
15 Hazard Hazard Sanchez Hazard 
16 Kane Eriksen Hazard Kane 
17 Kane Eriksen Costa Kane 
18 Hazard Ibra Negredo Ibra 
19 Hazard Costa Hazard Ibra 
20 Sterling Phillips Hazard Sanchez 
21 Eriksen Defoe Hazard Sanchez 
22 Hazard Firmino Sanchez Sanchez 
23 Kane Ibra Sanchez Sanchez 
24 Kane Alli Firmino Kane 
25 Costa de Jesus Sanchez Sanchez 
Note. Ibra = Ibrahimovic. 
1FPL Manager Screen Names according to Category: Neither = AashnaPatel109, 
Construct = GusSkinner, Interpret = NuhLalee, Both = jg7uuu. 
2Bold font = the most frequently selected captain for each gameweek. 
	  
9.4.2 Role of decision rule  - more stringent criteria shapes distributions of 






necessary for an FPL manager to be classified as indicative of a strategy (or not) had a 
noticeable effect on the pattern of outcomes. Only two of the 56 combinations of 
classification methods yielded differences between randomly formed and diverse groups 
with the 50th percentile decision rule. Conversely, with the 80th percentile decision rule, 
47 of the 56 combinations of classification methods identified differences relative to 
group formation. Shifts in the underlying distribution of FPL managers between the 
decision rules accounts for this difference in outcomes. 
Consider the number of FPL managers classified according to Clancey’s problem 
types and the lexical item analysis (Figure 13).55 With the 50th percentile decision rule, 
the number of FPL managers within each of the discrete classification categories (neither, 
construct, interpret, and both) is practically equivalent. In contrast, a mere 140 of the 
3,385 FPL managers (~4%) are placed in the both classification category and the majority 
of FPL managers are placed in the neither classification category (2,171 of 3,385 = 64%) 
with the 80th percentile decision rule. Section 6.2.2 describes the shift in the distributions 
of FPL managers between decision rules, and presents the distributions for each 
framework, language analysis technique, and decision rule combination. Essentially, with 
more conservative decision rules (80th percentile), fewer individuals are classified as 
diagnostic of the strategies given their use of diagnostic features. Thus, we see a shift 
toward the neither classification category. This same pattern is true of all of the  
                                                
 
55 Table 21, in section 6.2.2, presents the differences between distributions according to 







Figure 13. Differences in the distribution of FPL managers according to decision rule - 
classified according to Clancey’s problem types and the lexical item analysis 
	  
framework by language analysis combinations. 
To demonstrate how the redistribution of individuals between the decision rules 
affects captain selection outcomes, consider the three most prevalent captain selections 
for gameweek four shown in Table 31. Notice that the use of the mode limits captain 
selection to one of two players: Hazard & Ibrahimovic. People that used language 
characteristic of the both strategies selected Hazard most often, independent of decision 
rule. Similarly, people that used language characteristic of neither strategy selected 
Ibrahimovic the most often, independent of decision rule. However, the decision rule 
affects which player is selected captain with people categorized as indicative of construct 
and interpret. Hazard is favored at the 80th percentile decision rule, whereas Ibrahimovic 
is favored at the 50th percentile decision rule. This change reflects the redistribution of 






Table 31.  
Group Level Captain Selection for Gameweek 4 – Data Classified according to 
Clancey’s Problem Types and the Lexical Item Analysis 
 Neither  Construct  Interpret  Both 
 
50% 80%  50% 80%  50% 80%  50% 80% 
Hazard 198 492  199 146  187 134  232 44 
Ibra 224 572  229 120  216 117  167 27 
Costa 60 171  67 42  76 55  74 9 
Mode Ibra Ibra  Ibra Hazard  Ibra Hazard  Hazard Hazard 
Note. 50% and 80% = 50th and 80th percentile decision rules. Ibra = Ibrahimovic. 
Hazard, Ibrahimovic, and Costa were the three most frequently selected captains for 
gameweek 4. 
1Bold indicates the most frequently selected player by classification category and 
decision rule. 
 
80th percentile decision rule, individuals were removed from the both category and 
placed into either the construct or interpret category, changing the proportion of 
individuals that selected Hazard over Ibrahimovic. In tandem, individuals that used 
relatively less diagnostic features, but were categorized as indicative of construct and 
interpret at the 50th percentile decision rule - and who likely selected Ibrahimovic over 
Hazard, were relocated to the neither category when the data was distributed according to 
the 80th percentile decision rule. Thus, the underlying shift in individuals changes the 
mode selection between the two most frequently selected players. 
This change in captain selection outcomes is neither unique to this gameweek, nor 
the only type of effect that was observed. Table 32 presents the group-level captain 
selections organized by gameweek and decision rule, and classified according to 
Clancey’s problem types and the lexical item analysis. The same pattern of captain 
selection outcomes just discussed for gameweek four, was also observed in gameweek 13 







Table 32.  
Group Level Captain Selection – Data Classified according to Clancey’s Problem 
Types and the Lexical Item Analysis 
 Neither  Construct  Interpret  Both 
 
50% 80%  50% 80%  50% 80%  50% 80% 
n 846 2171  847 537  847 537  845 140 
1 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
2 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
3 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
4 Ibra Ibra  Ibra Hazard  Ibra Hazard  Hazard Hazard 
5 Ibra Ibra  Ibra Ibra  Ibra Ibra  Ibra Ibra 
6 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
7 Ibra Ibra  Ibra Ibra  Ibra Ibra  Ibra Ibra 
8 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
9 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
10 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
11 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
12 Aguero Aguero  Aguero Aguero  Aguero Aguero  Aguero Aguero 
13 Aguero Aguero  Aguero Coutinho  Aguero Coutinho  Coutinho Coutinho 
14 Aguero Aguero  Aguero Aguero  Sanchez Sanchez  Sanchez Sanchez 
15 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
16 Costa Costa  Kane Kane  Costa Costa  Costa Kane 
17 Costa Costa  Kane Costa  Costa Costa  Costa Kane 
18 Ibra Ibra  Ibra Ibra  Ibra Ibra  Ibra Ibra 
19 Ibra Ibra  Ibra Ibra  Ibra Ibra  Ibra Ibra 
20 Ibra Ibra  Ibra Ibra  Ibra Ibra  Ibra Sanchez 
21 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
22 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
23 Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez  Sanchez Sanchez 
24 Kane Kane  Kane Kane  Kane Kane  Kane Kane 
25 Ibra Ibra  Ibra Sanchez  Sanchez Sanchez  Sanchez Sanchez 
Note. 50% and 80% = 50th and 80th percentile decision rules. Ibra = Ibrahimovic. 
1Bold font indicates the most frequently selected captain for that gameweek.  
2Highlighted names indicates a change in outcome between decision rules 
 
type of effect. In these instances, the inclusion of less individuals in the both category 
shifts the captain selection from the most frequently selected player to the second most 
frequently selected player (week 16: costa at 50th percentile to Kane at 80th percentile, 
week 20: Ibrahimovic at 50th percentile to Sanchez at 80th percentile). But, the captain 






interpret) are retained. Thus, redistribution of individuals according to decision rule 
affects captain selection outcomes. Such differences in decision rule value are observed 
at the group level of analysis (WoC analysis) rather than at the individual level analysis 
(Section 8) because the mode is more susceptible to changes in distribution given the 
restricted measurement scale. 
9.4.3 Role of group size - where there is an effect, group size enhances it. 
Universally, captain selection performance improves as group size increases with both 
diverse and randomly formed groups.56 Figure 14 plots this relationship with data 
classified according to Searle’s speech act framework, the lexical item analysis, and 80% 
decision rule. Appendix HH contains plots of mean performance relative to group size 
associated for the remaining classification methods. This positive trajectory in 
performance as a function of group size is consistent with prior research (Bhatt et al., 
2018; Goldstein et al., 2014; Robert and Romero, 2017).  
Effect size quantifies the observed differences between groups. Consideration of 
effect size relative to group size provides an indication of the consistency with which the 
applied classification method can be used as a performance differentiator. Figure 15 plots 
changes in the Cohen’s d as a function of group size at the 80th percentile decision rule 
for each framework by language analysis technique combination. The positive slopes  
                                                
 
56 I did not observe the dip in performance nor did I observe the performance plateau, as 
is typically seen. However, I considered a smaller range of group sizes than that of 
previous research. Additionally, dips in performance generally occurred with group sizes 







Figure 14. Mean captain selection scores relative to group size for groups 
classified using Searle’s speech act framework, the lexical item analysis, and 80th 
percentile decision rule. 
 
associated with Searle’s speech act framework are similar to those reported by Bhatt et al. 
(2018). Specifically, the likelihood that diverse groups will outperform randomly selected 
groups increases with group size. Conversely, the negative slopes associated with weekly 
focus framework diverge from previously reported outcomes. Here, the method used to 
form diverse groups - equal selection from the four weekly focus classification 
categorizations (captain focused, transfer focused, both, and neither) may actually be 
forming less diverse groups than groups formed through random selection. Generally, the 
effect size increases or decreases in combination with crowd size (depending on whether 
performance was better with diverse or random groups). So, when there was a significant 
effect, crowd size appears to enhance it. The implication being that the effect of 
classification method is dependent on crowd size. We did not observe significant 
differences in performance relative to type of group formation at the 50th percentile level, 








a. Clancey’s Problem Types 
 
b. Searle’s Speech Acts  
 
c. Influence of Popularity  
 
d. Weekly Focus  
 
Figure 15. Effect size (d) between diverse and random groups at the 80th 
percentile decision rule as a function of group size, organized by 
framework: a) Clancey’s problem types, b) Searle’s speech acts, c) 








Changes in effect size can be attributed to the use of the mode, as the method of 
group aggregation. Recall that the analyses consider the performance of 10,000 
separately formed groups for each group size. As group size increases, the mode 
outcomes used to determine captain selection becomes more consistent between groups, 
narrowing the range of collective outcomes between the 5,000 diversely formed groups 
and 5,000 randomly formed groups. Figure 10 plots this relationship between group size 
and observed variance for Searle’s speech act framework, the lexical item analysis, and 
80th percentile decision rule. The outcomes for the remaining classification methods are 
graphed in Appendix II, all of which reflect the same decreases in variances according to 
group size.  
 
Figure 16. Variance relative to group size for groups classified using Searle’s speech act 








The results confirm that the classification methods do indeed differentiate 
performance between individuals based differences in their reasoning processes, albeit 
some classification methods may be better suited than others. Moreover, these positive 
results support the proposed analytic process as a starting point with which to 
operationalize diversity of thought using social media data. Each stage of the analytic 
process introduced methodological issues associated with the classification of tweets, 
individuals, and groups. In the sections below, I summarize the issues that were 
introduced and addressed throughout the previous sections (Section 10.1). Then, I 
consider how domain (Section 10.2) and level of abstraction (Section 10.3) affected 
results in greater depth. 
10.1 Summary of Issues 
Figure 17 summarizes issues fundamental to the differentiation of individuals 
with qualitative data. Some of the issues were revealed when designing the analytic 
process (shown in blue, discussed in Section 10.1.1), whereas others were realized when 
applying this analytic process to the FPL domain (shown in orange, discussed in Section 
10.1.2). Yet, all of these issues directly relate to the management of uncontrolled, 








Figure	  17.	  Overview	  of	  methodological	  approach	  with	  issue	  annotations	  
	  
10.1.1 Issues introduced when designing the analytic process. Several issues 
emerged when conceptualizing the overarching analytic process, these primarily relate to 
the identification and selection of classification methods, as well as the quantification and 
categorization of individuals.  
First, the consideration of multiple frameworks simultaneously necessitated the 
use of a non-mutually exclusive approach to coding (Section 4.6.1). Thus, the same 
tweets were used to identify classification methods and the same individuals were placed 






classification methods. As assumptions of independence necessary for omnibus level 
comparisons were violated, analytic comparisons were limited to simple effect style 
analyses (performed in Sections 7, 8, and 9). Yet, the desire to operationalize thought on 
n-dimensions as opposed to one dimension is not unique to this analytic process. It is 
fundamental to the characterization of systems of thought, and is recognized between 
disciplines - particularly in social psychology (Nisbett, 2005) and linguistics (Lakoff, 
1987).  
Second, the identification of diagnostic features required a referent or standard, as 
well as effect size criteria to establish whether observed feature prevalence differed from 
some expected rate of feature prevalence. The necessitation of a referent led to the use of 
frameworks composed of pairs of strategies that were unrelated or divergent at the tweet 
level of analysis, and theoretically represented opposing approaches to captain selection 
(Section 4.6.2). The decision to employ a two-part classification scheme, in and of itself 
directed what strategies were considered relative to both domain-specific and domain-
general frameworks. In addition, the use of two related strategies within a single 
framework introduced the challenge of describing and analyzing behavior at different 
levels of analysis. The use of frameworks composed of divergent strategies to establish 
behavioral differences is not new to psychology. Perhaps the best-known example is the 
five-factor model (e.g., Digman, 1990; also known as the big five personality traits or 
OCEAN model), which is used as a classification scheme of personality traits. As with 
my approach, each of the five factors (e.g., openness to experience) is described by two 






Third, quantification and categorization of individuals, using frameworks and 
diagnostic features derived by tweets, introduced a change in the level of analysis. 
Moreover, the aggregation of tweets at the individual level of analysis required a 
standardized metric to facilitate comparisons between individuals, as well as between 
classification methods. Without standardization variability in individuals’ tweet verbosity 
can skew conclusions by minimizing the importance of signals within tweets of less 
verbose managers, or by magnifying signals within tweets of more verbose FPL 
managers. The need for standardization is not unique to this analytic process, variance in 
language production is an issue faced by researchers even when the stimuli is controlled 
through standardized open-ended questionnaires (Foddy, 1994), think-aloud protocols 
(Ericsson & Simon, 1980; Lewis, 1982), and dyadic production studies (e.g., Clark & 
Wilkes-Gibbs, 1986). 
10.1.2 Issues realized when applying the process to the FPL domain. The 
remaining issues were realized when applying the process to the FPL domain. Several of 
these issues emphasize the domain-centric nature of outcomes (i.e., focus on captain 
selection, domain influence on diagnostic features, implication of nominal measures of 
performance and aggregation), which challenges whether specific findings will generalize 
across domains, a topic that I consider further in Section 10.2.  
The results of the language analyses only reinforced the need for a standardized 
metric, mentioned in the previous section. Specifically, there were differences in both the 
number of diagnostic features (Section 5.3.2), and the prevalence of these diagnostic 






produced feature redundancies between strategies (Section 5.3.1).57 Yet, no set of 
diagnostic features was completely redundant between the strategies or frameworks 
despite the observation of feature overlaps, and these overlaps did not map to correlations 
between the strategies (as shown in Section 7.3.2). The disconnect between the observed 
feature redundancies and results of the correlational analyses challenge whether the 
influence of individual features can be summed to predict similarities or success between 
strategies. Similarly, the outcomes associated with the machine learning classifier, used 
to identify features with the lexical item analysis, indicated that diagnosticity at the 
strategy level (f-measure) does not always reflect the diagnosticity at the framework level 
(kappa value) (Section 5.1.2). Further, the observed differences in machine classifier 
outcomes reinforces the consideration of multiple frameworks, as some may be more 
conducive feature identification within a particular domain than others. 
Likewise, the role of the both and neither classification categories as performance 
differentiators (Section 8.2.3) stresses the consideration of the entire reasoning spectrum 
when operationalizing diversity of thought, a departure from the work of both Gentner 
and Gentner (1982) and Bhatt et al. (2018). Only focusing on a subset of reasoning 
processes may eliminate meaningful distinctions or misconstrue the meaning of the 
                                                
 
57 For instance, the abstracted word feature analysis found interrogatives, as a class of 
diagnostic features, to be predictive of the popular choice and request-based strategies. 
Likewise, the lexical item analysis found who and should to be predictive of both popular 
choice and request-based strategies. Tweets requesting feedback on captain selection - 
who should I captain player a or player b? - were common, so are likely responsible for 






results. Yet, whether the inclusion of the both or neither distinction influence outcomes 
may depend on the decision rule used to group individuals into the four discrete 
classification categories, given performance differences were only observed with the 
more stringent decision rule at the group level of analysis (Section 9.4.2).  
Intraclass and interclass relationships between non-divergent strategies (Section 
7.3.3), as well as differences in outcomes between frameworks (Section 8.2.2), between 
performance measures (Section 8.2.1) and between the tweet, individual, and group 
levels of analyses (Section 7.3.1 and Section 9.4.1), all highlight the influence level of 
abstraction on outcomes. Given the number of issues related to level of abstraction, I 
devote Section 10.3 to discussing the role level of abstraction on both outcomes within 
and between analyses. 
10.2 Domain Influence  
The FPL domain offered access to language production data (through Twitter), a 
proxy to reasoning data (e.g., Ericsson & Simon, 1980; Newell & Simon, 1972) with 
which to categorize individuals, as well as performance data (captain selections and 
expertise scores) to assess classification methods. Aspects of these data are inherently 
domain-specific. Thus, the analyses that use these data produced domain-specific results. 
Two pertinent examples are the diagnostic features and the outcomes of the WoC 
analysis. In addition to being influenced by the domain in general, these examples also 
reflect captain selection as the focal reasoning task. 
First, the FPL domain noticeably influenced diagnostic features across framework 






instantiations of captain (captain, captaincy, captained, captaining, captains) were 
identified as diagnostic with the lexical item analysis across all frameworks. Even 
diagnostic features associated with the domain-general frameworks (Clancey’s problem 
types, 1985 and Searle’s speech acts, 1976) were characterized by domain-specific 
language (e.g., diagnostic features derived using the lexical item analysis associated with 
construct: @fplholly, any, captaincy, for, GW, him, Join, make, Premier, Sanchez, 
should, triple). Although domain influence on diagnostic features was readily apparent 
with the lexical item analysis, it also influenced the diagnostic features derived using the 
abstracted language analysis, as well (e.g., the power word class associated with the 
popular choice strategy was identified because of frequent instantiations of captain and 
official).  
The use of samples filtered according to FPL keywords (FPL, Fantasy Premier 
League, OfficialFPL, and captain) accounts for this influence. Diagnostic features reflect 
the scope of the sample. As the sample becomes more specific or tailored, the scope of 
diagnostic features (i.e., results) narrows. An alternative approach would have been to use 
unfiltered samples, or a combination of samples with and without domain relevant tweets 
when establishing diagnostic features. However, too broad of a sample is not necessarily 
advantageous as it may hinder behavioral prediction if it fails to produce a set of 
informative diagnostic features. Again, the origin of the framework - whether it is 
domain-general or domain-specific - does not affect this pattern, nor does language 
analysis technique. Word classes stand a better chance of being meaningful between 






item analysis explored here. The best test of this is the exploration of diagnostic features 
identified using top-down analyses, like the abstracted word feature analysis, with other 
domain contexts. 
Second, differences between discrete classification categories, the method used to 
assess diversity between groups, were only realized when two players were favored by 
FPL managers rather than only one. The problem of captain selection - who to select as 
captain - necessitates a nominal, qualitative selection (a player’s name),58 but 
performance is assessed with the continuous, quantitative data associated with this 
selection (the score associated with a player’s performance). The transformation of 
qualitative to quantitative data is seamless at the individual level of analysis because 
there is no need to aggregate the nominal values. But aggregation, using the mode, is 
necessary to establish consensus at the group level in order assess performance. Using the 
mode restricts the measurement scale, particularly relative to the captain selection data 
source, where one or two players dominate captain selections on a weekly basis. Further, 
the use of the mode, again necessary relative to the FPL domain, does not lend itself to 
error cancellation in the same manner as the mean, the method of aggregation originally 
used to demonstrate the WoC effect (Surowiecki, 2004),59 and since used to 
mathematically model the influence of diversity (Davis-Stober et. al., 2014). 
                                                
 
58 FPL managers select their captain from their 15 player roster. Rosters vary among FPL 
managers given they can choose from over 100 when constructing their team. 
59 Surowiecki (2004) tells a story about how Francis Galton observed how the weight of 






10.3 Levels of Abstraction 
Levels of abstraction varied across almost every dimension considered with the 
proposed analytic process. I used three levels of analysis. Frameworks and diagnostic 
features were derived using tweets, but I assessed diversity at the person and group levels 
of analyses. Frameworks subsume the strategies, and some of the frameworks were 
broader in scope than others. For example, the weekly focus framework considered the 
two decisions made by FPL managers on a weekly basis, whereas the influence of 
popularity framework focused on one dimension - popularity - and how it was used for 
captain selection. Also, these domain-specific frameworks represent a lower level of 
abstraction than the domain-general frameworks (Clancey’s problem types, 1985, and 
Searle’s speech acts, 1976). The lexical item analysis identified individual lexical items. 
The abstracted word feature analysis identified word classes, which are sets of lexical 
items. Captain selection scores reflect the success of one type of decision, and contribute 
to a more comprehensive performance score (i.e., expertise score). 
Level of abstraction can affect both methods of analysis and outcomes, the 
sections below focus on issues related to the later. Section 10.3.1 discusses differences in 
outcomes attributable to both framework and performance measure scope. Section 10.3.2 
addresses how outcomes between analyses can differ, even when continuity between 







Figure	  18.	  Levels	  of	  abstraction	  
 
10.3.1 The relative success of higher levels of abstraction. The results present 
two examples where the classification of people at lower levels of abstraction are less 
successful than alternative methods at higher levels of abstraction. As discussed in 
Section 7.3.1, the influence of popularity framework had the narrowest focus of all of the 
frameworks considered. This domain-specific framework classified FPL managers based 
on how they utilized one factor, a player’s popularity when making captain selection 






may capture the behavioral tendencies of fewer people, making the detection of 
performance trends over time a difficult proposition.60 Indeed, the use of the popular 
choice and differential choice strategies were positively correlated between FPL 
managers (independent of language analysis technique), but not their tweets. So although 
people did not discuss whether to actively select or to avoid a popular player together in 
the same tweet, the use of popularity as a factor, in general, varied between FPL 
managers more so than how popularity was used over the 25 week span. Further, the lack 
of divergence between the strategies was reflected in sparse performance differences 
across analyses.61  
As discussed in Section 8.2.1, more performance differences were associated with 
expertise scores as the dependent measure, than captain selection scores.62 One possible 
explanation for this observation is the broader scope of the expertise measure. The 
expertise score is the product of a season’s worth of decisions that include captain 
selection, as well as all of other decisions involved in managing an FPL team (e.g., when 
                                                
 
60 Consider the differences in shopping for produce, a higher-level task, versus shopping 
for a pineapple. I assume fewer people are seeking the perfect pineapple on a weekly 
basis, than those in need of produce, in general.  
61 Three of the twelve analyses found significant performance differences attributable to 
the influence of popularity classification categories. This was less than observed with 
the other frameworks: weekly focus (six of twelve), Searle’s speech acts (four of 
twelve), and Clancey’s problem types (seven of twelve). 
62 I only considered differences in expertise scores at the person level of analysis. Captain 
selections and scores were with the group level, WoC assessment. The focus of this 
analysis is on group consensus relative to a decision point (i.e., who is the best 






to use advantages, whether or not to pay for additional transfers). It is feasible that 
broader performance measures, like expertise score are better suited to assess categorical 
differences. Consider Valerie’s tendency to drive above the speed limit, yet be a law-
abiding citizen in all other respects. The importance assigned to, or the behavior 
associated with an individual decision may not be an accurate representation of one’s 
holistic approach. 
The limited success of both the influence of popularity framework (a process 
measure) and captain selection scores (an outcome measure), relative to measures at 
higher levels of abstraction, suggests that too narrow of a focus may limit the realization 
of differences between reasoning processes. The failure of lower levels of abstraction to 
characterize differences between people may be fortuitous, especially relative to 
classification method where higher levels of abstraction may lend themselves to 
generalizability between domains. Yet, the ability to vary the level of abstraction may 
depend on the measure, the analysis, or the application. For instance, I question whether 
the WoC analysis can extend to applications with more than one decision occurring 
simultaneously, at a minimum crowd consensus becomes a challenging proposition.  
10.3.2 Lack of continuity between all levels of analyses. I expected some 
continuity between results regardless of differences in level of abstraction, especially 
between analyses that considered performance differences between people and group. 
According to WoC theory, observations of diversity between individuals is what 
contributes to diversity at the group level. However, this was rarely the case. Continuity 






portion of the results, already presented throughout the previous sections, to demonstrate 
how the level of analysis affected outcomes relative to framework.63 Results that 
challenge the ability of the classification method to assign meaningful differences are 
highlighted in red. Thus, rows that consist of both non-highlighted to highlighted 
outcomes identify differences between the analyses. 
Consider the outcomes associated with the influence of popularity framework. 
The Jaccard similarity coefficient indicated that tweets manually coded as popular choice 
and differential choice rarely overlapped (J(2,238) = .016), leading us to believe that 
these two strategies were divergent. Yet, the low Kappa statistic (k = .175) indicates that 
the machine learning classifier struggled to identify diagnostic features with which to 
differentiate between the same set of tweets coded as popular choice and differential 
choice.64 People’s use of the resulting (maybe not so) diagnostic features were positively 
correlated r(3,047) = .419. A lack of divergence at the person level of analysis lessens the 
degree with which the framework can differentiate between people.65 Indeed, differences 
                                                
 
63 This table summarizes only a portion of the analyses that were performed and pertains 
to data classified using the lexical item analysis and 80% decision rule (where 
applicable). Also, results of that use expertise data as the performance measure are 
not presented here. See Appendix JJ for a comprehensive table.   
64 The kappa statistic was calculated using all of the candidate features, not just the ones 
determined to be diagnostic given our inclusion criteria.  
65 Similar strategic behavior limits the degree with which a framework can differentiate 
between people, because people are organized according to one dimension 
(representative or not) rather than two dimensions (representative a, not 







between mean captain selection score were not observed between the four discrete 
classification categories - both, popular choice, differential choice, and neither - at the 
person level (f(3) = 0.348). However, at the group level, diverse groups did select better 
captains than randomly formed groups (t(9,998) = 2.530. Thus, the outcomes associated 
with the tweet level similarity assessment and the group level t-tests both indicate that the 
influence of popularity framework may have some merit relative to diversity 
classification. But, the opposite can be said of the results associated with the machine 
learning classifier (tweet level) and person level assessments. 
Table 33.  
Comparison of Analytic Results by Level of Abstraction – Data Classified according to 
the Lexical Item Analysis and 80% Decision Rulea (where appropriate)  
 Jb k rc fd te 
Level of Abstraction tweet tweet person person group 
Clancey’s Problem 
Types 
.114 0.294 -0.011 1.273* -13.783 
Searle’s Speech Acts .037 0.456 -0.535 1.449* -13.058 
Influence of 
Popularity 
.016 0.175 -0.419 .348* -12.530 
Weekly Focus .041 0.879 -0.080 5.750* 1-4.923 
Note.  
aDecision rule applies to the person and group level of analyses, but not the tweet level. 
bJaccard similarity coefficient using merged data set, n = 2,238. This analysis is reported 
in Appendix I. 
cn values are variable given outliers were removed. These results were presented in 
Section 7.3.2. 
dCaptain selection scores as the dependent measure. df = 3. Appendix CC contains these 
detailed results. 
eGroup size 90. df = 9,998. 
 
Inconsistencies between the levels of analyses are not unique to the influence of 
popularity framework, nor the lexical item analysis and 80% decision rule. Of particular 






According to WoC theory, differences between individuals’ decisions facilitate the 
realization of the best decision. So, in theory, individual differences should lead to the 
formation of more diverse groups, who as a collective are more adept at selecting the best 
captain. The opposite was observed. In contrast, there is no existing theory concerning 
how the change in unit of analysis affects outcomes associated with tweet level of 
analysis. However, it is fathomable for divergent language at the tweet level to be 
characteristic of the same individual at the person level of analysis (e.g., an FPL manager 
may routinely tweet about who to captain and who to transfer, but never in the same 
tweet). Nevertheless, changes to the unit of analysis affect outcomes empirically, if not 
theoretically. The proposed analytic process necessitates the use of various levels of 
analyses, given the level associated with the available data (tweets) differs from the 
application (operationalization of diversity between people). Classification method 
success at one level of analysis, should not be assumed of next (Gray & Boehm-Davis, 
2000). Instead, consideration of outcomes across levels of analyses, as demonstrated with 












11.1 Contributions relative to Research Objectives 
My expected contributions correspond to my three research objectives. All relate 
to the realization of methods to quantify qualitative data in order to identify what 
contributes to the identification of diversity. This is an area of research without much 
progress since Gentner and Gentner (1982), whose line of research on mental models 
provided a relatable starting point that inspired several aspects of the proposed method. 
11.1.1 Application of cognitive science inspired theory to the study of social 
media. The use of cognitive science inspired frameworks extends the largely personality 
driven work aimed at applying top-down psychological principles to the study of 
language and social media data. The advantage of personality, over alternative domain 
independent frameworks, is its solid methodological foundation with respect to the study 
of individual differences. A key limitation to the use of personality-based frameworks is 
their reliance on outcomes from survey data that requires direct interaction with 
participants. Also, research considering the relationship between social media language 
use and commonly assessed personality traits only finds small effect sizes according to 
Cohen’s guidelines for social sciences (Yarkoni, 2010). These outcomes may indicate a 
lack of signal in general, or indicate that alternative frameworks, like those considered 







The validation of frameworks relative to the target domain is a primary 
component of the demonstrated analytic process. This step distinguishes the proposed 
work from that of Gentner and Gentner (1982), who relied on pre-established referent 
analogies, without discussion of how these analogies were derived. Further, my method 
for content quantification accounts for the fact that reasoning according to framework 
may not be observed or may be observed to relative degrees. Gentner and Gentner 
excluded nearly half of their data because participants’ reasoning outcomes did not 
consistently align with one of two mental models/referent analogies. This could indicate 
the use of an alternative referent model, or perhaps that mental model/category use is 
more flexible (as indicated by our results), and less discrete than Gentner and Gentner 
results suggest.  
11.1.2 Develop methods to compare frameworks and language analysis 
techniques. I studied frameworks and language analysis technique in tandem, as process 
measures. This is unique, as much of the previous research discussed uses language data 
as the performance measure (i.e., personality-based social media work). The use of 
language as an input variable also departs from Gentner and Gentner (1982) approach. 
Gentner and Gentner selected a reasoning domain that allowed performance outcomes to 
be assessed relative to predictable, pre-specified outcomes (reasoning errors specific to 
each mental model), from which they inferred reasoning process. The incorporation of 
language with frameworks prohibits the use of predictable outcomes or a normative 






is by no means fixed/normative. 
This shift in approach required a new set of methods to assess the relative merits 
of the various frameworks and language analysis techniques to describe sample data. 
Further, the outcomes associated with the applied analytic process revealed several issues 
generalizable to future research. 
11.1.3 Operationalization of diversity and the WoC effect. Although diversity 
is considered one of three elements critical to the WoC effect (Surowiecki, 2004), 
operationalization of diversity remains limited. As such, it is difficult to assess how the 
operationalization of diversity of thought (reasoning processes) contributes to the WoC 
effect (aggregated outcome). The analytic process demonstrated here extends the limited 
work that has considered the role diversity plays in enhancing crowd wisdom, 
particularly relative to Bhatt and colleagues’ (2017, 2018) recent contributions. Bhatt et 
al. (2017) demonstrated that crowds organized by maximizing differences in bottom-up 
lexical features outperformed crowds with more similar language usage. Although the 
advantage was modest here, it was consistent across group sizes ranging from ten to 
twenty.  
Bhatt et al. (2018) used a machine learning classifier to identify critical lexical 
items for one of the frameworks that I considered, the influence of popularity on group 
performance. Despite several similarities in the overarching approach, my respective 
results are less pronounced. Specifically, Bhatt et al. reported a Monte Carlo value of 
~0.63 indicating that groups composed based on the influence of popularity framework, 






higher scoring captain) randomly formed groups approximately 63% of the time. 
Conversely, the Monte Carlo scores associated with my analysis that used the influence 
of popularity framework, in combination with the lexical item analysis that used a 
machine learning classifier to derive features, to compare diverse and randomly formed 
crowds were ~.50 at the 50% decision rule and ~.51 at the 80% decision rule. However, 
this contrast is not a deterrent, and can be attributed to subtle differences between our 
analytic processes. Bhatt et al. worked to optimize their process to amplify a signal in 
observed results, which is out of scope here. So, the potential to achieve better looking 
results than reported here with fine tuning of analytical decision points is encouraging. 
Nevertheless, it remains possible that the more impressive outcomes in Bhatt et al. 
regarding the influence of popularity result from sampling, aggregation and abstraction 
issues addressed more systematically here. If so, we can expect even more impressive 
WoC outcomes with the classification methods studied here, once they are subjected to 
Bhatt et al. optimization methods.  
Computer scientists may argue that the application of similar bottom-up or 
machine learning approaches to various aspects of analytic process may be more efficient 
and perhaps, less biased. However, bottom-up semantic analyses have limitations. For 
instance, Bhatt et al. (2017) noticed that group members were largely using dissimilar 
language regardless of their assigned diversity category. Moreover, Bhatt et al. (2017) did 
not assess or interpret the specific language that contributed to their diversity scores (nor 
do bottom-up analyses in general). Also, bottom-up analyses will not detect potentially 







The top-down methods of language identification and quantification used here 
intentionally depart from such bottom-up techniques for these reasons. There is value in 
knowing the specific language behavior, as well as the factors (i.e., language analysis 
technique, framework, and domain dependency) that contribute to the operationalization 
of diversity. Said simply, explanation of results enhances predictive entailments. 
11.2 Opportunities 
The implemented research has several limitations related to the lack of prior 
research that attempts to integrate cognitive science theory with language data from 
social media. Specifically, there are few, if any referents to guide our methodological 
approach. Without referents, analyses and criteria appear exploratory or ad hoc. The 
implemented work was proof of concept to determine whether this line of research is 
worthwhile. My primary research objective was to establish an analytic process to 
operationalize diversity of thought usable beyond the FPL domain and WoC applications. 
Although I expect the overarching analytic process is generalizable, the results 
themselves stem from specific process decisions.  
To appreciate the influence of analytic process on outcomes, consider the various 
decisions made in conjunction with the lexical item analysis used to identify diagnostic 
features. First, I only presented the machine learning classifier with tweets representative 
of the divergent strategies, but these samples included all of the representative tweets 
available. An alternative approach would have included tweets that were representative of 






number of instances of each type of classification category, as disparate sample 
sizes/class imbalances can confound machine learning classification. Second, I used the 
machine learning classifier’s default settings, but could have requested diagnostic 
features that were not case sensitive, or included bi-grams or n-grams (and the list goes 
on). These alternative settings may have expanded the initial set of features, or led to a 
more select, diagnostic set of features. Again, I did not explore the effect of these various 
settings, but doing presents an opportunity for optimization. Lastly, I determined whether 
features were diagnostic by using proportion of effect size comparisons that compared 
proportions of features between divergent strategies. I specified an effect size at least .2, 
but could have selected a more conservative threshold. Alternatively, I could have used 
all of the features identified with subsequent analyses, or restricted the feature set 
according to a pre-specified value (i.e., top ten).  
Impactful decisions were not restricted to the lexical item analysis. Each stage of 
the analytic process involved a series of decisions that ultimately led us to the observed 
pattern of results. Again, this was a first step toward establishing an overarching analytic 
process, which can guide dimensions to consider with future proposals, rather than an 
attempt to test specific hypotheses. In addition to methodological refinement, future 
research may consider alternative or additional domains, cognitive science inspired 
frameworks, and language analyses. All of which address the generalizability issues 
associated with the limited scope of this dissertation. 
11.3 Summary 






diversity of thought using social media data. Four stages of research considered a) the 
details of the sample domain, b) how to identify and select diagnostic content according 
to framework and language analysis technique, c) how to quantify this qualitative content 
in order to categorize and compare individuals, and d) how to assess the relative merits 
and challenges of these content classification methods. A goal of the applied research was 
the formation of testable hypotheses rather than definitively solve the problem of 
diversity assessment. The applied research was inspired by a gap within the WoC 
literature, but addressed a gap in the cognitive science literature, as well. The need for 
methods to characterize the diversity of thought extends beyond this area of research and 
can inform the study of language production, mental models, and social media data. 
Although optimization and refinement is necessary, this methodological framework 
offers an initial, and novel approach for top-down language analysis, necessary to 
quantify social media data in order to identify what contributes to the identification of 
conceptual diversity.
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APPENDIX A  
Review of Fantasy Premier League Strategies  
Table A1 contains a summary of the strategies presented on blog posts discussing 
Fantasy Premier League (Fantasy Football Geek, 2017; Four Four Two, 2017; Quora, 
2017; Upper 90 Studios, 2017). These strategies considered how to build a team at the 
onset of the season (i.e., ownership), when to transfer players, who to select as captain, 
what type of configuration to use (i.e., ratio of defenders, midfielders, and forwards), and 
when to use advantages (i.e., chips). Additionally, Table A1 contains related rules from 














Fantasy Premier League Strategies 
Name Focus Related Rules Strategies 
Ownership How to 
initially select 
a team 
Teams consists of 15 
players (2 goal 
keepers. 5 defenders, 5 
midfielders, 3 strikers) 
 
Can include up to 3 
players from a team 
 
Combined cost of 
players can not exceed 
100/150 m 
Own a team where the vast 
majority of players are highly 
owned, and vary 1-2 
differentials. The goal is to 
avoid ranking drops 
 
Go for in-form players (i.e., 
players currently performing 
well) 
 
Select attacking defenders 
despite the cost because 
attacking full backs get points 
at both ends. 
 
Avoid expensive goalkeepers 
or defenders especially early in 
the season (select value vs. 
points) 
 
Choose players that performed 
well for the last 3 seasons 
 
Look for attacking players 
(players that score) 
 
Review players’ minutes 
played to points ratio, their 
rotation (who plays who), 
team, cost, consistency, and 
time in league 
 
For defense: 
Select players from different 
teams 
 
Select 3 players from one team, 
and 2 from another.  
 
Only need 2 teams to earn 















1 free transfer/week.  
 
Each additional 
transfer costs 4 points 
(i.e., point hit) 
 
If you do not use your 
free transfer, you are 
able to make an 




If you do not use this 
saved free transfer in 
the following 
Gameweek, it will be 
carried over until you 
do.  
 
You can never have 
more than 1 saved 
transfer. 
Transferring early in the week 
(i.e., Sunday night) 
 
Being aware of price rises and 
drops 
 
Transferring 1-3 times each 
week (vs. waiting until later in 
the season) 
 
Transferring a player if they do 
not perform for 2 consecutive 
weeks 
 
Not transferring at cost (i.e., do 
not take a hit, or rarely use 
hits), or only use hits early 
 
For Head to Head Leagues, 
review your Opponent’s Team 




Who to assign 
as captain for 
the week 
  Select a/the popular choice. 
This is considered 
conservative. 
 
Avoid the popular pick in the 
hopes that this will provide and 
advantage. 
Formation Determine a 
team 
formation 
Can select 11 players 
total 
 
Need to play 1 
goalkeeper, at least 3 
defenders, and at least 
1 forward 
Select a 3-4-3 formation 
 
Select a 3-5-2 formation 
 







Chips When to use 
advantages 
The All Out Attack, 
Bench Boost and 
Triple Captain chips 
can each be used once 
a season 
 
All out Attack: play a 
2-5-3 formation 
 
Bench boost: bench 
players points are 
included in the total 
 
Triple captain: 
captain’s points are 
tripled vs. doubled 
 
Wildcard: all transfers 
are free for the week 
 
The Wildcard chip can 
be used twice a season 
(one in each half) 
 
Only one chip may be 
active in a Gameweek 
Maximize the number of 
players for gameweeks when 
teams play twice. Specifically, 
use triple captain or bench 
boost during double 
gameweeks. 
 
Use Wildcard in week 36, and 
benchboost in week 37 
 














APPENDIX B  
FPL Player Names 
Table B1, B2, and B3 lists players’ first names, last names, and full names, respectively.  
 
Table B1 
FPL Player Names - First Names 
abel chris gabriel kasper odion sergio 
adam christian gareth kelechi olivier shane 
adama claudio gary kevin oscar shinji 
adrian connor gaston kyle patrick theo 
ahmed cristhian georginio laurent paul thibaut 
alex daley gnegneri leighton pedro toby 
alexis daniel granit luke peter troy 
alvaro danny gylfi maarten petr vincent 
ander david harry mame philippe virgil 
andre diego hector manuel raheem wayne 
andros dimitri henrikh marcos ramadan wes 
andy divock heung-min marcus riyad wilfried 
anthony dusan hugo mark roberto willian 
bacary eden jamie matt romelu winston 
bamidele enner jan mesut ross yannick 
bojan eric jermain michail ryan zlatan 
callum erik joe michy sadio 
 cesar etienne john n'golo salomon 
 cesc fabio jordan nacer santiago 































































































































































































david de gea 
david silva 












































mame biram diouf 














oscar dos santos 
emboaba junior 














































APPENDIX C  
Captain Selection Score - Descriptive Statistics  
Table C1 contains the descriptive statistics associated captain selection scores separated 
by gameweek. These represent individual scores rather than aggregated means. Notice 
the number of scores increase as the season progresses. An FPL manager needs to select a 
player as captain to receive captain points. If an FPL manager never identifies a player as 
their captain, they will not receive captain points. Once an FPL manager selects a captain, 
this player becomes their default captain selection. The FPL manager will receive a score 
based on the weekly performance of their default captain selection until they change their 








Table C1  
Captain Selection Score Descriptive Statistics separated by Gameweek 
Gameweek n Mdn M SD min max 
1 3,257 09 7.013 3.261 -0 15 
2 3,465 13 9.253 4.881 -0 13 
3 3,545 02 2.917 2.715 -0 16 
4 3,609 02 4.331 4.322 -0 17 
5 3,636 05 6.637 3.800 -0 14 
6 3,676 06 6.947 5.241 -0 15 
7 3,689 02 3.295 3.268 -0 15 
8 3,722 02 3.015 4.017 -1 17 
9 3,733 03 2.954 2.174 -1 14 
10 3,748 12 9.181 5.436 -0 18 
11 3,764 06 7.037 3.887 -0 19 
12 3,784 02 3.154 2.675 -0 13 
13 3,788 03 5.646 4.719 -0 15 
14 3,792 09 8.704 8.099 -1 23 
15 3,798 05 4.902 2.999 -0 17 
16 3,800 02 3.242 3.406 -0 19 
17 3,805 05 4.386 3.050 -2 15 
18 3,812 06 7.652 5.793 -2 15 
19 3,815 05 5.118 2.439 -2 17 
20 3,817 07 5.649 3.049 -0 15 
21 3,823 07 7.349 4.648 -3 21 
22 3,829 05 4.852 2.972 -0 15 
23 3,829 02 2.716 1.528 -0 13 
24 3,829 06 6.468 5.521 -0 21 









APPENDIX D  
Expertise Score – Descriptive Statistics  
 
Table D1 
Expertise Score Descriptive Statistics separated by FPL Season 
Season n Mdn M SD min max 
2015-2016 3,025 1,968.0 1,942.149 236.757 078 2,435 
2014-2015 2,281 1,988.0 1,936.685 240.787 078 2,373 
2013-2014 1,925 1,863.0 1,819.361 259.279 032 2,431 
2012-2013 1,605 2,069.0 1,998.368 300.379 138 2,493 
2011-2012 1,222 1,871.5 1,824.173 273.805 150 2,429 
2010-2011 0,971 1,845.0 1,793.411 267.512 078 2,288 
2009-2010 0,630 1,819.5 1,757.657 290.475 025 2,198 
2008-2009 0,485 1,953.0 1,919.600 265.342 315 2,444 
2007-2008 0,351 1,733.0 1,667.960 296.664 072 2,087 
2006-2007 0,254 1,874.5 1,805.114 322.130 146 2,247 
2005-2006 0,128 1,735.0 1,694.313 233.570 547 2,073 









APPENDIX E  
2015-2016 Expertise Score Distributions 
Table E1 lists the descriptive statistics associated with the available expertise scores from 
the 2015-2016 season, with and without outliers included. Notice the change in skewness 
and kurtosis. This change is also apparent in Figures E1 and E2, which plot the 
distributions of expertise scores with and without outliers, respectively.  
Table E1 
Expertise Scores Descriptive Statistics with and without Outliers 
  
    
Skewness  Kurtosis 
 M SD min max Stat. SE  Stat. SE 
With 1,944.15 236.531 78 2,435 -2.063 0.047  10.811 0.094 
Without 1,965.56 185.649 1433 2,435 -0.292 0.048  -0.219 0.095 










Figure E1. Distribution of expertise scores from the 2015-2016 FPL season with all 












APPENDIX F  
Comparison of ANOVAs using Expertise Scores with and without Outliers 
Section 8 presented person level ANOVAs that considered classification method relative 
to performance measures, one of which was expertise scores. In the body of the paper, I 
reported outcomes associated expertise scores using a sample that removed outliers. 
Table F1 and Table F2 compare these outcomes to ANOVAs that used all of the available 
expertise score data from the 2015-2016 season. Table F1 contains outcomes associated 
with the lexical item analysis. Table F2 contains outcomes associated with the abstracted 









Comparison between ANOVA Outcomes With and Without Outliers Removed from 






 50% Decision Rule 
Clancey's 
Problem Types 
07.657** Both > I,      
Both > Neither, 
C > Neither 
6.956** Both > I,    
Both > Neither, 
C > Neither 
Searle's Speech 
Acts 
02.344** Tukey HSD not 
significant 
2.969** SB > Both 
Influence of 
Popularity 
01.065**  1.507**  
Weekly Focus 13.016** Both > CF,   
Both > TF,   
Both > Neither 
6.98** Both > Neither 
 80% Decision Rule 
Clancey's 
Problem Types 
02.339**  1.192**  
Searle's Speech 
Acts 
03.997** SB > Both, 
Neither > Both 
4.768** SB > Both, 
Neither > Both 
Influence of 
Popularity 
02.102**  1.897**  
Weekly Focus 14.461** Both > CF,   
Both > TF,   
Both > Neither 
7.907** Both > CF, 
Both > TF, 
Both > Neither 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. PC = 
Popular Choice Strategy; DC = Differential Choice Strategy; CF = Captain Focused 
Strategy; TF = Transfer Focused Strategy; SB = Statement-based Assertives and 
Declarations Strategy; RB = Request-based Directives Strategy; C = Construct 
Strategy; I = Interpret Strategy.  









Comparison between ANOVA Outcomes With and Without Outliers Removed from 






 50% Decision Rule 
Clancey's 
Problem Types 
8.322** Both > C,     
Both > Neither,  
I > C 
17.291** Both > C,        
Both > Neither,      
I > C,                     
I > Neither 
Searle's Speech 
Acts 
1.829**  10.595**  
Influence of 
Popularity 
0.822**  13.038** P > Neither 
Weekly Focus 6.649** Both > Neither, 
CF > Neither 
18.298** Both > Neither,  
CF > Neither,     
TF > Neither 
 80% Decision Rule 
Clancey's 
Problem Types 
8.112** Both > C,     
Both > Neither,  
I > C 
17.515** Both > C,              
I > C,                     
I > Neither 
Searle's Speech 
Acts 
0.366**  10.141**  
Influence of 
Popularity 
0.490**  12.109**  
Weekly Focus 9.526** Both > Neither, 
C > Neither,      
T > Neither 
11.325** Both > Neither,          
C > Neither,         
T > Neither 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. PC = Popular 
Choice Strategy; DC = Differential Choice Strategy; CF = Captain Focused Strategy; 
TF = Transfer Focused Strategy; SB = Statement-based Assertives and Declarations 
Strategy; RB = Request-based Directives Strategy; C = Construct Strategy; I = Interpret 
Strategy.  





APPENDIX G  
Distribution of Frameworks 
Table G1 contains the distribution of tweets organized by framework observed with the 
sample data sets. Specifically, whether the tweet was categorized as one of the strategies 
exclusively, both strategies (both), or neither strategy (neither). Additionally, Table G1 
presents the z-scores and confidence intervals that highlight the differences in proportions 
between the two sample data sets observed across all of the frameworks. The strategies 
associated with Searle’s speech acts (i.e., Statement-based and Request-based) were the 
only set of proportions consistent between the samples. Such a finding reinforces the 
need to consider a merged sample, rather than focus on either one of the smaller samples 
in isolation, in order to ensure the linguistic analyses consider ample content pertaining to 
each of the strategies. 
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Table G1 
Distribution of Tweets by Framework and Sample 














z min max 
 
n % 
Clancey’s Problem Types 
C 410 41.165   0677 54.509   0-6.277 -0.175 -0.092   1087 0.486 
I 384 38.554   0355 28.583   0-4.985 -0.060 -0.139   -739 0.330 
Both 045 04.518   0190 21.176   0-8.267 -0.132 -0.084   -235 0.105 
Neither 157 15.763   0020 01.610   -12.329 -0.118 -0.165   -177 0.079 
Searle’s Speech Acts 
SB 730 73.293   0900 72.464   -00.438 -0.029 -0.045   1630 0.728 
RB 228 22.892   0288 23.188   0-0.166 -0.038 -0.032   -516 0.231 
Both 007 00.703   0052 04.187   0-5.113 -0.047 -0.023   --59 0.026 
Neither 031 03.112   0002 00.161   0-5.757 -0.019 -0.041   --33 0.015 
Influence of Popularity 
PC 069 06.928   0256 20.612   0-9.131 -0.164 -0.109   -325 0.145 
DC 028 02.811   0084 06.763   0-4.261 -0.057 -0.022   -112 0.050 
Both 000 00.000   0007 00.564   0-2.373 -0.010 -0.001   0007 0.003 
Neither 899 90.261   0895 72.061   -10.730 -0.151 -0.213   1794 0.802 
Weekly Focus 
CF 071 07.129   1167 93.961   -41.062 -0.889 -0.848   1238 0.553 
TF 169 16.968   0003 00.242   -14.764 -0.144 -0.191   -172 0.077 
Both 003 00.301   0057 04.589   0-6.241 -0.055 -0.031   --60 0.027 
Neither 753 75.602   0015 01.208   -36.840 -0.717 -0.771   -768 0.343 
Note. PC = Popular Choice; DC = Differential Choice; CF = Captain Focused; TF = Transfer 
Focused; SB = Statement-based; RB = Request-based; C = Construct; I = Interpret. n(General 
FPL data set) = 996; n(Captain data set) = 1,242; n(Merged data set) = 2,238. 
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Notice that the distribution of Searle’s speech acts and Clancey’s problem type 
frameworks are quite prevalent with both the Captain and General FPL sample data sets. 
This is to be expected with cognitive science-inspired frameworks that by default are 
broader in scope. In contrast, the greater specificity associated with domain-specific 
frameworks may limit the amount of tweets codable as such. The limited number of 
tweets coded as either strategy related to the influence of player’s popularity framework 
exemplifies this. However, notice that the more-focused Captain sample contained more 
instantiations of both popular and differential choice tweets, than observed with the 
broader General FPL sample. I expect this is because all of the tweets within the Captain 
sample included the keyword captain and the influence of popularity framework reflects 
a strategy directly related to captain selection. Likewise, the prevalence of captain-
focused tweets is much greater within the Captain sample, than the General FPL sample. 
In contrast, the General FPL sample contained more transfer-focused tweets. This tweet 
imbalance was anticipated, and again, is emphasizes the need for a merged sample with 






APPENDIX H  
Data Coding 
Clancey’s Problem Types 
With our initial analyses, I primarily focus on the Clancey’s overarching problem 
types of construct (synthesis) and interpret (analysis). However, there are several sub-
categories related to each that I have included below in Table H1 for reference, as 
domains other than fantasy football may be better classified in terms of these 
subcategories. Specification, design (configuration and planning), and assembly (which 
includes modification) are aspects of system construction. Identify (monitor and 
diagnose), predict, and control are aspects of system interpretation. Definitions are 
excerpts quoted directly from Clancey (1985, pp. 30-33). 
Table H1 
Clancey’s Problem Types 
Category Definition Relation to FPL Example tweets 
Construct Includes the subcategories of 
specification, design 
(configure and plan), 
assemble (modify) 
  
“The synthesis of a new 
system” 
The design, assembly, 
and modification of an 
FPL team given FPL 
rules 









“Specification is the 
constraining of the 
system, in terms of 
interactions with 
other systems and 





















you must play 




with the all out 
attack 
advantage. 
@OfficialFPL Best defenders up 
to 5.0 m for couple of next game 
weeks? #FPL 
  
Desperately hoping Shaw starts 
today. #FPL 
  
Design Subcategory of 
construct, includes 
subcategories of 




describes a system in 
terms of spatial and 
temporal interaction 
of its components. It 





Captured in the 
subcategories 
below 








Configure Subcategory of 
construct and design 
  
“Configure is the 
characterization of 
structure and involves 
organizing objects 
into some system that 










@bbcsport_david OK, I've 
officially got a new Premier 
League team. Just like w/ Villa, 
I'm cheering for Benteke!! 
Plan Subcategory of 
construct and design 
  
“Plan views the 
problem in terms of 
how an entity is 




actions may relate to 
how subsystems 
interact with an 
overarching system, 
or may relate to how a 
system interacts with 
its surroundings “ 
Conceptual 
consideration 
of how one’s 
FPL team 
might interact 
with the league 
as a whole, 
when to use 
advantages 
(i.e., chips), 
and who may 





No observed instances. 
Assemble Subcategory of 
construct 
  
“Assembly is the 
execution of the 
design. It involves the 
physical construction 
of the system i.e., 
putting the system 







players to play 





Premier League weekend is here , 
time to set my FPL team :D 
@OfficialFPL @premierleague . 
Who should i captain ?? Coutinho 















“The modification of 
the system through 
repairs (executing a 
plan to administer a 
prescribed remedy), 
usually prompted by a 
diagnostic 
description. These 
change the structure 
of the system, and is a 
form of reassembly” 
Determining if 







hmm I should probably get him 
into my #FPL team then, yes? Got 
two free transfers this week 
‰ÏÎ_Ù_•ü_Ù÷__ÙÕÄ_ÙÈ 
Interpret Includes the 
subcategories of 




“Analysis of a 
system, with the 
assumption that the 







of an FPL 
team’s 
performance 








Identify Subcategory of 
interpret, includes 




map onto a system” 
Captured in the 
subcategories 
below 
Wow, didn't think my #FPL team 
could get any worse - managed just 
31 points this week. Thanks 
Philippe Coutinho, you've just 
made the list. 
Monitor Subcategory of 
interpret and identify 
  
“Monitoring is an 
audit of the behavior 
of actual system 
relative to the design 
intent. Here 
deviations from the 
standard are 
acknowledge or 
more simply, the 
current state of the 
system is 
characterized” 
Review of an 
FPL team’s 
performance, 






Oh dear indeed. -2 points in #fpl 
ffs https://t.co/5vEsSnqoNL 
  
Diagnose Subcategory of 
interpret and identify 
  
“Diagnoses is the 
debugging of the 
system, or an 
explanation of the 
monitored behavior in 
terms of discrepancies 
between the actual 
design and the 
standard system” 
Explanations 




Dumped hazard and courtois via 
wildcard, wrong buy adam smith 
for bradley smith, -2 captain. 








Predict Subcategory of 
interpret 
  
“Prediction is the 
inverse of monitor 
and diagnose, taking a 
known system and 
describing/simulating 
output behavior for 




FPL team or 
player’s 
performance 
If @ManCity fail to score, Aguero 
will come off the bench and give 
1*2=2 points! Congratulations to 
me for transferring him this week! 
#FPL 





between a system’s 




No observed instances. 
  
Searle’s Speech Acts 
Table H2 includes definitions of Searle’s five illocutionary speech acts (1976), 
alongside general FPL related actions and example tweets. 
Table H2 
Searle’s Speech Acts and related Classification Categories 
Category Definition Relation to FPL Example tweets   
Assertives/ 
Representatives 
Belief yet to be 







team or captain 
pick 
A few mixed scores, but 
trading in/captaining Alexis 
certainly paid off 









Directives Request from 
speaker to hearer 








Where are the #FPL pros? I 
have Sadio Mane and Roberto 
Firmino in my team. But I 
desperately need Phillipe 
Coutinho. So Alexis Sanchez 
out? 
  
Commissives Speaker commits 








Time to boot Aguero out of 
my Fantasy Premier League 
team. He's been Piss Poor! 
  
Expressives Express the 
psychological 
state itself. They 
are one’s feelings 
about a belief. 
Feelings about 




(e.g., ranking in 
the league) 
Captain Benteke simply 
ruining my otherwise beautiful 
#fpl evening..oh man! 
 
Declarations Speech act aligns 
content with 
reality or vice 
versa, it alters the 
status of the 
referent object. 
Said otherwise, it 
is a statement that 
changes the state 











Call it foolishness or absoulte 
courage,@aguerosergiokun is 
not my #FPL captain this 





FPL Specific Categories 
Table H3 contains the FPL specific categories used during data coding. These 
include the mention of FPL players, global strategic factors, player specific strategic 
factors, inclusion of detailed content, reference to strategic advantages (i.e., chip), and 
content related to transfers. 
Table H3 
FPL Specific Categories 
Category Sub-Category Example tweets 
Indication of 
players on a 
team 
Indication of another 
FPL manager’s player 
Lol at everyone who captained Aguero 
ðŸ˜‚ Bigger lol at everyone who took a 
points hit to get Son in ðŸ˜‚ðŸ˜‚ #FPL 
Indication of their own 
FPL player (or a 
potential pick) 
Had a dream that said captain  Hazard 
#FPL 
Suggestion that they will 
or have modified their 
captain choice 
Obviously taking the captaincy off Aguero 
this week has proved another #FPL master 
stroke 
Indication of a choice 
between players 
@OfficialFPL could have done better by 
benching Lallana and captaining Willian 
or Payet - but I'll take it! #FPL 
Global strategy - 
Factors that may 
Consideration of an FPL 
player’s team 
Raise your hand if you have an Arsenal 







contribute to an 
FPL manager’s 
strategy beyond 
a specific player 
Consideration of game 









Player’s time out of the 
game (i.e., whose sitting 
on the bench) 
@FPLStatto yeah, Arsenal could batter 
them! I just really hate captaining someone 
in the early kickoff! 
  
Is Aguero fit to start? #FPL captain 
decisions...might go with Coutinho. 
  
RT @FPL_Fly: The #FPL managers who 
transfer in players like Holebas & Costa on 
4 yellow cards & captain goalkeepers 
away at Man City are thâ€¦ 
Focus on defense (i.e., 
cleansheet, saves, goal 
keeper) 
60 mins gone. Cahill clean sheet ‰ÏÉ 
Now time for a Soton goal, preferably with 
a Tadic goal or assist. #FPL 
Player specific 
strategy - 
Factors that may 
contribute to an 
FPL manager’s 
strategy relative 
to a specific 
player 
A player’s performance @OfficialFPL Aguero or Alexis for the 
captain? Last week I made Aguero worst 
decision ever :( #FPL" 
A player’s versatility 
  
Might get more value out of ditching one 
of your four more expensive defenders to 
spend more on midfield #FPL 
https://t.co/zk3SgBGLXe 
Identifying the favorite 
player amongst fpl 
managers (i.e., a popular 
choice) 
Clock ticking but still time to set #FPL 
captain. Alexis the favorite?: 
https://t.co/HsPUwggBdQ via 
@RotoWireSoccer 
Identifying a player that 
is less popular amongst 
FPL mangers - 
gamble/risky action (i.e., 
a differential choice) 
Took a last minute gamble and captained 
Sanchez instead of Aguero. Already its 
paying off! #FPL 
  
Since everyone is going to captain Sergio 
Aguero, who are your next best options? 








A FPL manager’s faith in 
or loyalty to a player 
Rule #1 of #FPL :  Always make Alexis 
Sanchez captain. 
A player’s consistency or 
degree of predictability 
@OfficialFPL What's the story behind 
benching Aguero - first against Everton, 
now in the Champions League? I'm 
worried if he's gonna play.. 
A player’s health or 
physical condition, (e.g., 
injury) 
Damn. All of my players in my #FPL team 
are getting injured.. First Bellerin, then 
Naughton and now Pogba.. Anyone like 
me? #PL #EPL 
A player’s time on field Hazard out; Scores. Son in for Coutinho; 
benched. Aguero in for Ibrahimovic; 
benched. #FPL wildcard backfire has 
begun #fml 
Making a decision based 
on instinct about a player 
I knew I had a good feeling having 
@scottyarf in my lineup today #FPL 
#burnley #CanMNT 
  
The financial cost of 
owning a player – the 
player’s valuation 
I'm losing faith in Stones - save yourself 
half a million to spend elsewhere #FPL 
https://t.co/N68cPb8htV 
A player’s morality Milner is a loaf head cunt but doing bits 
for my #fpl team I can't lie 
Detailed content Selection of captain Obviously everyone except Sanchez will 
score since I made him captain. #fpl 
Player or team manager’s 
names 
To the #fpl managers who captained 









position  (forward, 
midfielder, defensive, 
goal keeper, team 
manager). Note: often 
this was derived through 
a name 
@AhmadSanda9 your keeper is 
out!!  Next time I won't tell you as per 
rivalry #Fpl ‰_Ê•ü 
https://t.co/tI3VHIicfy 
  




Triple captain Lukaku saving my ass in fantasy premier 
league! I triple captained him this week so 
hoping for lots of points! #FPL 
Bench boost Costa: captain Hazard: vice captain Azpi: 
defender.  Bench boost. Triple captain. 
Happy with my fantasy premier league this 
week and prev_Ù÷_ 
All out attack AoA and Payet captain, risky but I'm 
hoping it pays off ðŸ™ #fpl 
Wild card @DannyJamieson14 Great, thanks! Also 
I'm using my wildcard. How's this for a 





Whether the FPL 
manager took a 
hit/penalty to acquire a 
player 
Lol at everyone who captained Aguero 
ðŸ˜‚ Bigger lol at everyone who took a 
points hit to get Son in ðŸ˜‚ðŸ˜‚ #FPL 
Whether the FPL 
manager saved their 
transfer for a subsequent 
week 
@JamesMcManus1 @Squawka hmm I 
should probably get him into my #FPL 
team then, yes? Got two free transfers this 
week ‰ÏÎ_Ù_•ü_Ù÷__ÙÕÄ_ÙÈ 
Transfer because of 
performance 
I was feeling really smug watching all 
those managers ditch Hazard. I KNEW 
he'd come good.Which doesn't explain 







Transfer because of a 
player’s penalty 
RT @FPL_Fly: The #FPL managers who 
transfer in players like Holebas & Costa on 
4 yellow cards & captain goalkeepers 
away at Man City are thâ€¦ 
Transfer because of a 
player’s injury 
@amazonvideo @DomsWildThings Dom, 
who should I transfer Coutinho out for in 
my #FPL team, he's out now the poor little 
sausage #AskDom 
  
Temporal and Tonal-Based Categories 
Table H4 contains the coded temporal and tonal-based categories. These 
categories were coded to get an initial impression, as the LIWC database (Pennebaker, 
Boyd, Jordan, & Blackburn, 2015) contains similar aggregated word features/categories. 
Table H4 
Temporal and Tonal Properties 






La at time Chelsea & Tottenham met,9 yellow 
cards were shown which was a #PL record for 




Join Twitter Lanzador - my Fantasy Premier 
League private league. https://t.co/1lfP1e8KnB 
Future Need to get either Costa or Hazard in #FPL 
Conditional 
  
If Ben Foster doesn't get 3 bonus points, I will 
question the entire #FPL system. #COYS 
Tone 
  
Negative John Stones has to be the biggest #FPL troll of 
all time. To make matters worse, hes been in 







Positive One day to go until the most anticipated 
Premier League season yet! Can't wait. #FPL 
#PL 
Neutral Settling in for #MNF between Stoke and 
Swansea. #FPL fans, watching a few things - 
Sigurdsson and Arnautovic in particular 
Indication of a FPL 
manager’s confidence 
level 
My fantasy premier league team looks very 
week but I can only hope 
Indication of a FPL 
manager’s error or regret 
Of course I decided to wait a week before 
putting Holebas in, let's just forget this 
gameweek #FPL 
Indication of that 
outcome was a 
conspiracy or murphy’s 
law 
I predict a Sanchez hattrick, you know why? 
Cause he's not in my squad. #FPL 
An FPL manager’s 
reflection on their 
performance (e.g., self 
deprecation, pride) 
Worst #FPL week of all-time.  0 Goals 0 
Assists 0 Clean Sheets  ‰ÏÜ_Ù÷_ 
  
Social Media Related Categories, including Tweets with Links 
Table H5 contains categories related to general social media behavior. Table H6 
includes coded categories developed with the intent of identifying tweets that were linked 
with screen captures of FPL participant’s rosters. However, no such analyses have been 
performed thus far. 
Table H5 
Social Media Related Categories 







Asking for Advice To Eden Hazard or to not? #FPL 
Providing Advice You need an Arsenal defender in your FPL guys , Kos 
and Bellerin are starboys 
Commenting on Someone 
else’s Position/Post 




Benteke 1 goal 1 assist, Fer 2 goals. Good week, 




Tweets with a Links 
Category Example Tweets 
Link was broken That feeling... #pl #fpl https://t.co/zt3F4m4kzL 
Linked to another 
person’s tweet 
Well, it's time to retweet. Afterall, he got me the points needed. 
#FPL @OfficialFPL @Felixdgreat1 https://t.co/CV1itTqAx9 
Linked to a tweet with 
a gif or static image 
When Diego Costa is in your #FPL and has scored and provided 
an assist #bbcfootball https://t.co/5SIiXvCYz3 
Linked to a news status 
or blog post 
He literally only had to pass it in....this just sums up my entire 
#fpl week @TheGafferTapes https://t.co/Ng5M8qyaCk 
Linked to a picture of 
FPL manager’s roster 
@OfficialFPL 32 points with 6 promising points scorers yet to 





APPENDIX I  
Confirmatory Correlations and Jaccard Similarity Coefficients – Framework Definition 
Samples 
Below are Jaccard similarity coefficient analyses, as well as additional Pearson’s 
correlation analyses that summarize the outcomes associated with the final set of 
divergent strategy pairings derived using the captain sample and the general FPL sample 
associated with framework definition.   
Jaccard Similarity Coefficient Analyses  
 I conducted a series of Jaccard similarity coefficient analyses to confirm the 
results of the pilot work that used Pearson’s correlations. The former analysis is designed 
for binary data, whereas the later is intended for continuous data. I used Jaccard similarity 
coefficient analyses over other similarity analyses (e.g., Russell and Rao), because it 
excludes (0,0) or instances where neither variable was observed. This is important given 
data samples and coding focused only on the realization of positive instantiations. The 
range of possible coefficient values is zero to one. A value of zero indicates that there is 
no overlap between variables and a value of one indicates complete overlap between the 
variables. So, values closer to zero are indicative of divergent strategy pairings. Real and 
Vargas (1996) suggest comparing the observed outcome to either an expected value or a 
random value to infer significance. The later is appropriate in this case given the  
relationships between the strategies are unknown. Real (1999) indicates that the 98% 
confidence interval for 100 instantiations will fall between .22 and .46, at random. Thus, 
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a Jaccard index value below .22 identifies a lack of similary (i.e., strategic divergence) 
beyond chance. 
Jaccard Similarity Coefficient Analyses using the General FPL Sample 
associated with Framework Definition. Table I1 contains the Jaccard coefficient values 
corresponding to an initial set of strategies that emerged during framework realization 
effort with the general FPL sample. The values presented in bold font identify the 
relationships between the divergent strategy pairings, which player popularity (popular 
(1) vs. differential (2) choice for captain), divergent speech acts (statement-based 
assertives and directives (3) vs. request-based directives (4)), Clancey’s problem types 
(construct (5) vs. interpret (6)), and weekly focus (captain-focused (7) vs. transfer-focus 
(8)). 
Table I1 
Jaccard Similarity Coefficient Analyses Between Strategies – General FPL Sample 
associated with Framework Definition 
Strategy N 1 2 3 4 5 6 7 
1. C 559 --       
2. I 509 0.107 --      
3. SB 592 0.272 0.663 --     
4. RB 344 0.515 0.050 0.016 --    
5. PC 027 0.034 0.015 0.021 0.039 --   
6. DC 022 0.034 0.011 0.030 0.008 0.000 --  
7. CF 091 0.150 0.081 0.109 0.056 0.073 0.108 -- 
8. TF 072 0.119 0.039 0.083 0.048 0.031 0.011 0.012 
Note. n = 967.  
aStrategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = Differential 
choice, CF = Captain-focused, TF = Transfer-focused. Bold font indicates contrasts 
between divergent strategies. 
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 








Jaccard Similarity Coefficient Analyses using the Captain Data Sample 
associated with Framework Definition. Tables I2, I3, and I4 contain the Jaccard 
similarity coefficients associated with framework realization captain sample. Table I2 
contains the coefficient values for the FPL specific coding categories, which includes the 
relationship between popular and differential choice captain selection. Table I3 contains 
the coefficient values for Searle’s illocutionary speech acts and related social media 
categories (i.e., stating position and requesting advice). Table I4 contains the coefficient 
values for Clancey’s problem types.  
Table I2 
Jaccard Similarity Coefficient Analyses Between FPL Specific Coding Categories – 
Captain Sample associated with Framework Definition 
Strategy N 1 2 3 4 5 
1. Popular 087 --     
2. Differential 064 0.007 --    
3. Instinct 020 0.039 0.077 --   
4. Loyalty 018 0.010 0.025 0.056 --  
5. Performance 127 0.109 0.104 0.050 0.043 -- 
6. Context 111 0.193 0.182 0.023 0.04 0.19 
Note. n = 322.  
aStrategies: Popular = Popular choice; Differential = Differential choice. Context is an 
aggregation of the sub-categories consideration of team, game consideration, 
situational dependencies, injuries, and time on field. 
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance. 
 
Table I3 
Jaccard Similarity Coefficient Between Searle’s Illocutionary Speech Acts and Related 
Social Media Categories – Captain Sample associated with Framework Realization 
Strategy N 1 2 3 4 5 
1. Assertives 169 --     
2. Declarations 092 0.135 --    
3. Directives 081 0.082 0.006 --   
4. Expressives 094 0.179 0.177 0.029 --  
5. Stating Position 176 0.513 0.314 0.036 0.357 -- 







Note. n = 322.  
aSearle’s illocutionary speech acts include Assertives, Declarations, Directives, and 
Expressives. Related social media categories include Stating position and Asking 
advice. 
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance. 
 
Table I4 
Jaccard Similarity Coefficient Between Clancey’s Problem Type – Captain Sample 
associated with Framework Definition 
Strategy N 1 2 3 4 5 6 
1. Construct 288 --      
2. Assembly 284 0.983 --     
3. Modification 016 0.056 0.042 --    
4. Interpret 171 0.423 0.418 0.028 --   
5. Monitor 106 0.251 0.249 0.026 0.615 --  
6. Diagnose 045 0.111 0.108 0.034 0.266 0.042 -- 
7. Predict 028 0.091 0.088 0.023 0.166 0.015 0.000 
Note. n = 322. 
a98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance. 
 
Correlations between the Strategies using the Captain Sample associated with 
Framework Definition 
Table I5 contains correlations corresponding to an initial set of strategies that 
emerged from the framework realization effort with the captain sample. The values 
presented in bold font identify the relationships between the divergent strategy pairings, 
which include the consideration of a player’s popularity amongst FPL Managers (popular 
(1) vs. differential (2) choice for captain), divergent speech acts (statement-based 
assertives (3) and declarations (4) vs. request-based directives (5)), and differences 
relative to Clancey’s problem types (construct (6) vs. interpret (7)). Not included here, 









Correlations Between Captain-Selection Strategies – Captain Sample associated with 
Framework Realization 
Strategy N 1 2 3 4 5 6 
1. Construct 287 --      
2. Interpret 171 -.308** --     
3. Assertives 169 -.013** -.190**     
4. Declarations 092 -.088** -.153** -.238**    
5. Directives 081 -.156** -.531** -.337** -.351**   
6. PC 087 -.100** -.269** -.275** -.075** -.405** -- 
7. DC 064 -.149** -.109** -.147** -.039** -.038** -.286** 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. n = 322.  
aPC = Popular Choice; DC = Differential Choice. Searle’s illocutionary speech acts 
(Assertives, Declarations, and Directives) and Clancey’s problem types (Construct, 
Interpret) were coded such that all applicable categories were identified, rather than 
restricting categorization to the most fitting category.  
bBold font indicates contrasts between divergent strategies. 
 
Correlations between the Strategies using the General FPL Sample associated with 
Framework Definition  
Table I6 contains correlations corresponding to an initial set of strategies that 
emerged from the framework effort using the General FPL sample. The values presented 
in bold font identify the relationships between the divergent strategy pairings, which 
player popularity (popular (1) vs. differential (2) choice for captain), divergent speech 
acts (statement-based assertives and directives (3) vs. request-based directives (4)), 
Clancey’s problem types (construct (5) vs. interpret (6)), and weekly focus (captain-











Correlations Between Strategies – General FPL Sample associated with Framework 
Definition 
Strategy n 1 2 3 4 5 6 7 
1. C 559 --       
2. I 509 -.802** --      
3. SB 592 -.414** -.541** --     
4. RB 344 -.473** -.606** -.867** --    
5. PC  027 -.043** -.078** -.045** -.058** --   
6. DC  022 -.088** -.078** -.065** -.070** -.026** --  
7. CF 091 -.232** -.021** -.082** -.069** -.117** -.212** -- 
8. TF 072 -.202** -.125** -.056** -.054** -.024** -.017** -.064* 
Note. * p < .05, two-tailed. ** p < .01, two-tailed. n = 967.  
aStrategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = Differential 
choice, CF = Captain-focused, TF = Transfer-focused. Bold font indicates contrasts 





APPENDIX J  
Relationship between Searle’s Speech Acts and Social Media Categories  
In addition to coding tweets based on Searle’s illocutionary speech acts, a domain 
independent taxonomy, I considered several classification categories specific to the types 
of interaction that occur within social media, including asking advice and stating position. 
Instances of FPL participants that use Twitter to simply broadcast their captain selection 
(i.e., stating one’s position) were negatively correlated with FPL participants that rely on 
twitter discourse to request information concerning captain selection (i.e., asking for 
advice): r(320) = -.442, p < .01, two-tailed. In addition, instances of asking advice were 
positively correlated with directives, yet were negatively correlated with both the 
statement-based speech acts (i.e., assertives and declarations). Conversely, instances of 
stating one’s position were positively correlated with both statement-based speech acts 
and were negatively correlated directives (see Table J1). Given the significant overlap in 
Searle’s illocutionary speech acts and the social network interaction categories, I did not 
pursue additional media-specific strategies separately. Instead, I opted to combine them 
with Searle’s speech acts. Thus, I focus on the contrast between statement-based tweets 
coded based on Searle’s assertives and declarations, and request-based tweets coded 





Correlations Between Searle’s Illocutionary Speech Acts and Other Social Network 
Reliance Sub-Categories 
Category n 1 2 3 4 
1. Assertives 169 --    
2. Declarations 092 -.238** --   
3. Directives 081 -.337** -.351** --  
4. Stating Position 176 --.308** -.189** -.507** -- 
5. Asking Advice 051 -.371** -.274** -.748** -.442** 





APPENDIX K  
Jaccard Similarity Coefficients – Diagnostic Feature Identification Samples 
I calculated Jaccard similarity coefficients to assess the degree of overlap between the 
strategies. Jaccard similarity coefficients describe the co-occurrence of strategies relative 
to the total number of positive instantiations of both strategies. The exclusion of 
instantiations where both strategies are not observed is critical, as the presence of mutual 
negative instantiations may erroneously inflate the degree of similarity between two 
strategies. Also, the Jaccard similarity coefficient is intended for binary coding schemes, 
as opposed to other assessments designed for data sets containing continuous values (e.g., 
Pearson product-moment correlation coefficient). Coefficient values range from zero to 
one, with a value of one indicating a complete overlap between items (i.e., strategies). As 
stated in Appendix I, Real (1999) suggests a 98% confidence interval for 100 
instantiations falls between .22 and .46, at random, indicating a Jaccard index value 
below .22 identifies a lack of similary (i.e., strategic divergence) beyond chance. 
Jaccard Similarity Coefficients using the General FPL and Captain Samples 
associated with Diagnostic Feature Identification 
I observed some overlaps between strategies from unrelated pairings, particularly 
with the captain sample associated with diagnostic feature identification. Perhaps, this 
can be attributed to the narrower scope of the captain sample. In addition, there was less 
correspondence between the domain-specific frameworks themselves, and in relation to 
the domain-general, cognitive science inspired frameworks. I attribute this to tweet 







strategies are conceptually narrower in scope. This greater degree of specificity, in turn 
presented less opportunity for overlaps in categorization. Tweets relating to the captain-
focused strategy with the captain sample were an exception. Because the vast majority of 
tweets were related to captain selection, they were in turn coded as captain-focused, as 
well as several of the other strategies. Conversely, a greater degree of overlap was 
observed with the domain-general, cognitive science inspired strategies. Table K1 
contains the Jaccard similarity coefficients generated with the general FPL sample. Table 
K2 contains the Jaccard similarity coefficients generated with the captain sample.  
Table K1 
Jaccard Similarity Coefficient Analyses Between Strategies – General FPL Sample 
associated with Diagnostic Feature Identification 
Strategy n 1 2 3 4 5 6 7 
1. C 455 --       
2. I 429 0.054 --      
3. SB 761 0.310 0.469 --     
4. RB 259 0.335 0.104 0.031 --    
5. PC 069 0.127 0.018 0.029 0.171 --   
6. DC 028 0.048 0.018 0.027 0.029 0.000 --  
7. CF 074 0.107 0.057 0.072 0.067 0.092 0.085 -- 
8. TF 172 0.343 0.042 0.136 0.181 0.095 0.036 0.012 
Note. n = 996.  
aStrategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = Differential 
choice, CF = Captain-focused, TF = Transfer-focused.  
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance. 
cBold font indicates contrasts between divergent strategies. 
 
Table K2 
Jaccard Similarity Coefficient Analyses Between Strategies – Captain Sample 
associated with Diagnostic Feature Identification 
Strategy n 1 2 3 4 5 6 7 
1. C 0867 --       
2. I 0545 0.155 --      







4. RB 0340 0.356 0.039 0.042 --    
5. PC 0263 0.297 0.015 0.047 0.570 --   
6. DC 0091 0.092 0.053 0.072 0.062 0.020 --  
7. CF 1,224 0.693 0.438 0.755 0.276 0.214 0.073 -- 
8. TF 0060 0.057 0.040 0.055 0.028 0.022 0.020 0.046 
Note. n = 1,242.  
aStrategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice; DC = Differential 
choice, CF = Captain-focused, TF = Transfer-focused.  
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance.  
cBold font indicates contrasts between divergent strategies. 
 
Jaccard Similarity Coefficients using the Merged Sample associated with Diagnostic 
Feature Identification 
Table K3 contains the Jaccard similarity coefficients between the strategies 
observed with the merged sample. The relationships between divergent strategies are 
presented in bold font. As observed with the samples used for framework identification, 
only minor overlaps were observed between the strategies that form each framework 
reinforcing that the strategies are truly divergent.  
 However, there were overlaps between strategies from unrelated strategic 
pairings, particularly relative to the cognitive science inspired strategies. As mentioned 
when discussing distributions, the cognitive science inspired strategies are conceptually 
broader in scope, which presents more opportunity for overlaps in categorization. It is not 
hard to imagine tweets that concern the construction of one’s team or the interpretation 
one’s team performance expressed as statements-based assertives or declarations. Indeed, 
tweets categorized as statement-based were also coded as one of Clancey’s problem type 







based, interpret) = .515), about half of the time. Albeit to a lesser degree, tweets coded as 
construct and request-based overlapped, as well (J(construct, request-based) = .348). 
This relationship stems from tweets that request feedback concerning who to transfer, or 
who to assign as one’s captain. Yet, once a team was formed, such requests were not 
observed relative to the interpretation of team performance (J(interpret, request-based) = 
.066).  
Conversely, there was less correspondence between the domain-specific 
frameworks themselves, and in relation to the cognitive science frameworks. Again, I 
attribute this to the frequency of tweets. The greater degree of specificity presented less 
opportunity for overlaps in categorization. The exception is the captain-focused strategy. 
Because the vast majority of tweets were related to captain selection, they were in turn 
coded as captain-focused, as well as several of the other strategies. Notable similarities 
include tweets coded as captain-focused and statement-based (J(captain-focused, 
statement-based) = .491), and captain-focused and construct (J(captain-focused, 
construct) = .529). These relationships are likely a product of tweets stating or pondering 
captain selection. The last similarity coefficient to mention is that observed between the 
request-based and popular choice strategies (J(request-based, popular choice) = .402). 
This reflects tweets that request feedback on a particular captain selection (or choices), or 
probe others concerning their captain selection, both of which serve to identify the intent 










Jaccard Similarity Coefficient Analyses Between Strategies – Merged Sample associated 
with Diagnostic Feature Identification 
Strategy n 1 2 3 4 5 6 7 
1. C 1,322 --       
2. I 0974 0.114 --      
3. SB 1,713 0.402 0.515 --     
4. RB 0599 0.348 0.066 0.037 --    
5. PC 0332 0.238 0.016 0.040 0.402 --   
6. DC 0119 0.077 0.038 0.052 0.048 0.016 --  
7. CF 1,298 0.529 0.332 0.491 0.233 0.202 0.074 -- 
8. TF 0232 0.156 0.041 0.093 0.102 0.052 0.029 0.041 
Note. n = 2,238.  
aStrategies: C = Construct, I = Interpret, PC = Popular choice, DC = Differential choice, 
SB = Statement-based Assertives and Declarations, RB = Request-based Directives, CF = 
Captain-focused, TF = Transfer-focused.  
b98% Confidence Interval [.22, .46]. Values below .22 indicate strategic divergence, 
whereas values above .46 indicate strategic similarity, apart from chance.  
cBold font indicates contrasts between divergent strategies. 
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APPENDIX L  
Part of Speech Assessment  
Method 
I manually coded the merged sample according to Parts of Speech (PoS) 
associated with a subset of the lexical items that I identified with the lexical item 
analysis.66 Table L1 contains the subset of lexical items reviewed and identifies their 
theoretical PoS. I used a simple tally to identify actual PoS differences. With the lexical 
items that did vary according to PoS, I compared effect size differences of proportions of 
the two most prevalent PoS between the eight strategies. For example, I compared the 
proportion of instances where captain (along with its variations – captaining, captained) 
was used as a noun, as opposed to verb across tweets categorized as popular choice, 
relative to the proportion observed with the remaining seven strategies.  
No effect size differences between the proportions would indicate that PoS usage 
was universal across the strategies. In contrast, significant PoS differences in proportion 
would indicate potential themes, requiring the lexical items to be coded and considered 
according to its grammatical use. 
 
 
                                                
 
66 Note that Twitter requires a special PoS tagger because of strange and hidden 
characters. I did not use this approach due to reliability concerns.   
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Table L1 
Part of Speech associated with a Sub-set of Lexical Items  
item noun verb adverb adjective 
bench X X   
captain X X   
choice X   X 
differential X   X 
join X X   
pick X X   
points X X   
risk X X  X 
season X X   
triple X X  X 
wrong X  X X 
 
Results and Discussion 
A simple tally, shown in Table L2, indicated that the use of bench, captain, 
differential, and pick did vary according to PoS, but that several of the other identified 
lexical items (e.g., join) did not. Captain, was by far the most prevalently used of this 
subset. 
Table L2 
Number of Observed Lexical Items according to PoS 
item total noun verb adverb adjective 
bench 77 51 26 - - 
captain 1310 842 468 - - 
choice 40 40 - - 0 
differential 28 9 - - 17 
join 36 0 36 - - 
pick 70 39 31 - - 
points 112 112 0 - - 
risk 17 14 0 - 3 
season 76 76 0 - - 
triple 212 1 1 - 210 
wrong 19 0 - 10 9 
 
Tables L3, L4, L5, L6 present the effect size differences in proportion for bench, 







observed significant effect size differences in proportion between strategies. Most of the 
significant differences in effect size differences associated with the use of captain involve 
the differential choice strategy. Differential choice had the lowest proportion of captain 
instantiations that were nouns, as opposed to verbs. Recall that captained, and captaining 
were two of the lexical items associated with the differential choice strategy, both of 
which are verbs. Also, of note, is the difference in use of captain as a noun between the 
statement-based and request-based strategies. Even though statement-based tweets 
contained more instances of captain as a noun than verb, captained (a verb) was found to 
be predictive of the statement-based strategy. In contrast, no variation of captain was 
identified as a diagnostic feature of the request based strategy. 
Although we do see significant effects here, I did not pursue PoS distinctions 
further as significant differences were only observed relative to one of the lexical items 










Effect Size (d) Differences in Proportion comparing Bench as a Noun (vs. Verb) 
between the Strategies 
Strategy n % 1 2 3 4 5 6 7 
1. C 44 0.614 -- 
      2. I 42 0.738 0.348 -- 
3. SB 66 0.697 0.224 0.123 --     
4. RB 12 0.500 0.280 0.628 0.505 --    
5. PC 03 0.333 0.700 1.048 0.925 0.420 --   
6. DC 01 1.000 NA NA NA NA NA --  
7. CF 33 0.545 0.170 0.517 0.394 0.110 0.531 NA -- 
8. TF 04 0.500 0.110 0.628 0.505 0.000 0.420 NA 0.110 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = Differential 
choice, CF = Captain-focused, TF = Transfer-focused.  
* indicates significance at p < .05.  
aOutcomes are presented as Absolute Values.  
bBold font indicates contrasts between divergent strategies.  
cNA = Value not able to be calculated. 
 
Table L4 
Effect Size (d) Differences in Proportion comparing Captain as a Noun (vs. Verb) 
between the Strategies 
Strategy n % 1 2 3 4 5 6 7 
1. C 0907 0.646 -- 
      2. I 0568 0.655 0.024* -- 
3. SB 0997 0.670 0.064* 0.041* --     
4. RB 0358 0.570 0.194* 0.218* 0.259* --    
5. PC 0273 0.619 0.071* 0.094* 0.135* 0.124 --   
6. DC 0096 0.531 0.289* 0.312* 0.353* 0.095 0.218 --  
7. CF 1,281 0.646 0.001* 0.025* 0.066* 0.193 0.069 0.288* -- 
8. TF 0062 0.694 0.132* 0.107* 0.066* 0.325 0.201 0.419* 0.132 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = 
Differential choice, CF = Captain-focused, TF = Transfer-focused.  
* indicates significance at p < .05.  
aOutcomes are presented as Absolute Values.  
bBold font indicates contrasts between divergent strategies.  











Effect Size (d) Differences in Proportion comparing Differential as a Noun (vs. 
Adjective) between the Strategies 
Strategy n % 1 2 3 4 5 6 7 
1. C 19 0.368 -- 
      2. I 10 0.300 0.187 -- 
3. SB 18 0.333 0.093 0.093 --     
4. RB 08 0.375 0.017 0.204 0.110 --    
5. PC 06 0.333 0.093 0.093 0.000 0.110 --   
6. DC 24 0.292 0.211 0.024 0.118 0.228 0.118 --  
7. CF 24 0.333 0.093 0.093 0.000 0.110 0.000 0.118 -- 
8. TF 00 NA NA NA NA NA NA NA NA 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based Assertives 
and Declarations, RB = Request-based Directives, PC = Popular choice, DC = 
Differential choice, CF = Captain-focused, TF = Transfer-focused. 
* indicates significance at p < .05.  
aOutcomes are presented as Absolute Values.  
bBold font indicates contrasts between divergent strategies.  
cNA = Value not able to be calculated. 
 
Table L6 
Effect Size (d) Differences in Proportion comparing Pick as a Noun (vs. Verb) 
between the Strategies 
Strategy n % 1 2 3 4 5 6 7 
1. C 45 0.578 --       
2. I 31 0.548 0.072 --      
3. SB 45 0.533 0.109 0.519 --     
4. RB 21 0.714 0.365 0.128 0.474 --    
5. PC 27 0.741 0.446 0.209 0.555 0.081 --   
6. DC 10 0.600 0.056 NA 0.165 0.310 0.391 --  
7. CF 57 0.632 0.137 0.037 0.246 0.229 0.310 0.081 -- 
8. TF 2 1.000 NA 0.438 NA NA NA NA NA 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based Assertives 
and Declarations, RB = Request-based Directives, PC = Popular choice, DC = 
Differential choice, CF = Captain-focused, TF = Transfer-focused. 
* indicates significance at p < .05.  
aOutcomes are presented as Absolute Values.  









APPENDIX M  
Machine Learning Classier Steps and WEKA Outputs  
Steps to Run Classifier in WEKA 
1. Open terminal 
2. cd ~/Desktop/WEKA_Analysis 
3. Change the file input name and outputname 
4. python3 file_converter.py 
5. start weka 
6. open newly created file *_mod.csv 
7. save the file as *.arff 
8. Remove line number 3 that starts with @attribute to @attribute tweet string 
9. Change the next @attribute label numeric to @attribute label {1,2,3,4} 
10. Open weka 
11. Open the new arff file 
12. click "tweet" 
13. In filter, click choose 
14. in unsupervised--attribute--StringToWordVector 
## If you choose something besides StringToWordVector, it might change the results ## 
15. click apply 
16. click label 
17. click edit on upper right hand corner 
18. right click on the first attribute list (first column) and choose "attribute as class." click 
ok 
19. go to "classify" tab 
20. click choose 
21. select trees--j48 




Clancey’s Problem Types 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 









M1-tokenizerweka.core.tokenizers.WordTokenizer -delimiters " \r\n\t.,;:\'\"()?!"-
weka.filters.unsupervised.attribute.  
Instances:    1826 
Attributes:   3108 
              [list of attributes omitted] 
 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
 
------------------ 
points <= 0 
|   goal <= 0 
|   |   Join <= 0 
|   |   |   or <= 0 
|   |   |   |   make <= 0 
|   |   |   |   |   was <= 0 
|   |   |   |   |   |   should <= 0 
|   |   |   |   |   |   |   didnt <= 0 
|   |   |   |   |   |   |   |   My <= 0 
|   |   |   |   |   |   |   |   |   season <= 0 
|   |   |   |   |   |   |   |   |   |   captaincy <= 0 
|   |   |   |   |   |   |   |   |   |   |   triple <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   him <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   Sanchez <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @OfficialFPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #fpl <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   this <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Lukaku <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my <= 0: 2 (171.0/48.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   fpl <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPLGeneral <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Aguero <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   tadic <= 0 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the <= 0: 3 (19.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Im > 0: 2 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   tadic > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Aguero > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPLGeneral > 0: 2 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   fpl > 0: 2 (5.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Lukaku > 0: 2 (28.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captained <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Never <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   it <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   left <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0: 2 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you <= 0: 2 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   left > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   it > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Never > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captained > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   this > 0: 2 (40.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #fpl > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   at <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   when <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   not <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Aguero <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Lukaku <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my <= 0: 2 (14.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Lukaku > 0: 3 (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Aguero > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   not > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   when > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   at > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @OfficialFPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   team <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   with <= 0 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   I <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   not <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   at <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   of <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for <= 0: 3 
(111.0/44.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for > 0: 2 
(16.0/6.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for <= 0: 2 
(9.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for > 0: 3 
(2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to > 0: 2 
(12.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   so <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is <= 0: 3 
(22.0/5.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is > 0: 2 
(3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   so > 0: 2 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is <= 0: 2 (12.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   of > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a <= 0: 3 (12.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   of <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   will <= 0: 3 
(11.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   will > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   of > 0: 2 (3.0) 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   at > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Not <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   lot <= 0: 2 (10.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   lot > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Not > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Go <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my <= 0: 2 (14.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   my > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Go > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   def <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to <= 0: 3 (14.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to > 0: 2 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   def > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   not > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   hit <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you <= 0: 3 (13.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   hit > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   I > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPL_Fly <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Now <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   chose <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   did <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   rank <= 0: 2 (33.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   rank > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   did > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   chose > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Now > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPL_Fly > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captain > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   wrong <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Oh <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   had <= 0: 2 (67.0/11.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   had > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Oh > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   wrong > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   with > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   are <= 0 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   in > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   are > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   team > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   ever <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   I <= 0: 2 (17.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   I > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   ever > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   as <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   every <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPLPriceChanges <= 0: 3 (17.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @FPLPriceChanges > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   every > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   as > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   cant <= 0: 2 (52.0/10.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   cant > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   good <= 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   good > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   with <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Premier <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   this <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captain <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Yes <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   just <= 0: 2 (37.0/12.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   just > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Yes > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a > 0: 3 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captain > 0: 3 (14.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on > 0: 3 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   this > 0: 3 (9.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Man <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   here <= 0: 2 (21.0/5.0) 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Man > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Premier > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   We <= 0: 2 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   We > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   with > 0: 3 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   Sanchez > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   GW <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0: 2 (28.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be <= 0: 3 (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   a > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   GW > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   him > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   had <= 0: 2 (56.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   had > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   bench <= 0: 2 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   bench > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is <= 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   is > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   a > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @fplholly <= 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @fplholly > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to > 0: 2 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   he > 0: 2 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   any <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   week <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and <= 0: 3 (10.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on > 0: 2 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   week > 0: 2 (2.0) 







|   |   |   |   |   |   |   |   |   |   |   triple > 0 
|   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   Sanchez <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane <= 0: 2 (63.0/7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   Sanchez > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   who <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   not <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   today <= 0: 2 (19.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   today > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   on > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   not > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   who > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   captaincy > 0 
|   |   |   |   |   |   |   |   |   |   |   it <= 0: 2 (32.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   it > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   season > 0 
|   |   |   |   |   |   |   |   |   |   if <= 0 
|   |   |   |   |   |   |   |   |   |   |   And <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   end <= 0: 3 (40.0/11.0) 
|   |   |   |   |   |   |   |   |   |   |   |   end > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   And > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   if > 0: 2 (3.0) 
|   |   |   |   |   |   |   |   My > 0 
|   |   |   |   |   |   |   |   |   him <= 0 
|   |   |   |   |   |   |   |   |   |   this <= 0 
|   |   |   |   |   |   |   |   |   |   |   for <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   #FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   is <= 0: 3 (20.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   is > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   team <= 0: 2 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   team > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   #FPL > 0: 2 (10.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   for > 0: 2 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   this > 0: 3 (6.0) 
|   |   |   |   |   |   |   |   |   him > 0: 2 (3.0) 
|   |   |   |   |   |   |   didn’t > 0 
|   |   |   |   |   |   |   |   Why <= 0 
|   |   |   |   |   |   |   |   |   of <= 0 
|   |   |   |   |   |   |   |   |   |   for <= 0 







|   |   |   |   |   |   |   |   |   |   |   @OfficialFPL > 0 
|   |   |   |   |   |   |   |   |   |   |   |   captain <= 0: 3 (6.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   captain > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   for > 0: 2 (5.0/1.0) 
|   |   |   |   |   |   |   |   |   of > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   Why > 0: 2 (2.0) 
|   |   |   |   |   |   should > 0 
|   |   |   |   |   |   |   captained <= 0 
|   |   |   |   |   |   |   |   captaining <= 0: 2 (42.0) 
|   |   |   |   |   |   |   |   captaining > 0: 3 (2.0) 
|   |   |   |   |   |   |   captained > 0: 3 (3.0) 
|   |   |   |   |   was > 0 
|   |   |   |   |   |   of <= 0 
|   |   |   |   |   |   |   got <= 0 
|   |   |   |   |   |   |   |   He <= 0 
|   |   |   |   |   |   |   |   |   2 <= 0 
|   |   |   |   |   |   |   |   |   |   at <= 0 
|   |   |   |   |   |   |   |   |   |   |   week <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   Kane <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   game <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   My <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @OfficialFPL <= 0: 3 (6.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @OfficialFPL > 0: 2 (15.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   My > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   game > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   Kane > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   a > 0: 3 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   week > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   at > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   2 > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   He > 0: 3 (3.0) 
|   |   |   |   |   |   |   got > 0: 3 (5.0) 
|   |   |   |   |   |   of > 0: 3 (8.0) 
|   |   |   |   make > 0: 2 (29.0/3.0) 
|   |   |   or > 0: 2 (124.0/10.0) 
|   |   Join > 0: 2 (25.0) 
|   goal > 0 
|   |   @ChampionsLeague <= 0: 3 (33.0/2.0) 
|   |   @ChampionsLeague > 0: 2 (2.0) 
points > 0: 3 (91.0/8.0) 
 







Size of the tree :  321 
 
Time taken to build model: 17.32 seconds 
 
=== Stratified cross-validation === 
 
=== Summary === 
Correctly Classified Instances        1206               66.046  % 
Incorrectly Classified Instances       620               33.954  % 
Kappa statistic                          0.2938 
Mean absolute error                      0.3744 
Root mean squared error                  0.5085 
Relative absolute error                 77.6944 % 
Root relative squared error            103.5963 % 
Total Number of Instances             1826      
 
=== Detailed Accuracy By Class === 
 
 TP 
Rate   
FP 
Rate   
Precision Recall F-
Measure   
MCC ROC 
Area   
PRC 
Area   
2  0.719     0.426     0.713       0.719     0.716       0.294     0.675      0.715      
3 0.574     0.281     0.582       0.574     0.578       0.294     0.675      0.549      
Weighted 
Average 
0.660     0.367     0.660       0.660     0.660     0.294     0.675      0.647      
Note. 2 = Construct. 3 = Interpret. 
 
=== Confusion Matrix === 
 
a b <-- classified as 
782  305 a = 2. Construct 
315 424 b = 3. Interpret 
 
Searle’s Speech Acts 
=== Run information === 
 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
 
Relation:     MergedStatementRequest2and3_mod-
weka.filters.unsupervised.attribute.StringToWordVector-R1-W1000-prune-rate-1.0-N0-
stemmerweka.core.stemmers.NullStemmer-stopwords-handlerweka.core.stopwords.Null-









Instances:    2146 
 
Attributes:   2136 
 
              [list of attributes omitted] 
 
Test mode:    10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
 
------------------ 
Who <= 0 
|   Join <= 0 
|   |   or <= 0 
|   |   |   how <= 0 
|   |   |   |   pick <= 0 
|   |   |   |   |   should <= 0 
|   |   |   |   |   |   league <= 0 
|   |   |   |   |   |   |   gameweek <= 0 
|   |   |   |   |   |   |   |   even <= 0 
|   |   |   |   |   |   |   |   |   Costa <= 0 
|   |   |   |   |   |   |   |   |   |   some <= 0 
|   |   |   |   |   |   |   |   |   |   |   my <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   one <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   GW <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   I <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   me <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   if <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   in <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   the <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to <= 0: 2 (500.0/70.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   to > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   it <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   take <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   would <= 0: 2 (76.0/9.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   would > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   take > 0: 3 (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   it > 0: 3 (5.0/1.0) 







|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   best <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   most <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Is <= 0: 2 (98.0/13.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Is > 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   most > 0: 3 (6.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   best > 0: 3 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   you > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   give <= 0: 2 (62.0/14.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   give > 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   in > 0: 2 (111.0/10.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   if > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   against <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   time <= 0: 2 (24.0/5.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   time > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   against > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   for > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   FPL <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   him <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captained <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   as <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   in <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   replacement <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @tips_fpl <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   please <= 0: 2 
(58.0/13.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   please > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   @tips_fpl > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   replacement > 0: 3 (3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   but > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   and > 0: 3 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   in > 0: 3 (5.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   be > 0: 3 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane > 0: 2 (6.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   as > 0: 2 (13.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   captained > 0: 2 (7.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   him > 0: 2 (9.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   FPL > 0: 2 (14.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   me > 0: 2 (49.0/2.0) 







|   |   |   |   |   |   |   |   |   |   |   |   |   GW > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   triple <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   last <= 0: 2 (21.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   last > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   triple > 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   one > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   @JatinArutla <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   which <= 0: 2 (28.0/4.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   which > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   |   Kane > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   @JatinArutla > 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   my > 0: 2 (302.0/16.0) 
|   |   |   |   |   |   |   |   |   |   some > 0 
|   |   |   |   |   |   |   |   |   |   |   #FPL <= 0: 2 (18.0/2.0) 
|   |   |   |   |   |   |   |   |   |   |   #FPL > 0: 3 (8.0/1.0) 
|   |   |   |   |   |   |   |   |   Costa > 0 
|   |   |   |   |   |   |   |   |   |   @tips_fpl <= 0 
|   |   |   |   |   |   |   |   |   |   |   Diego <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   any <= 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   you <= 0: 2 (21.0/3.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   you > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   any > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   Diego > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   @tips_fpl > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   even > 0: 2 (26.0) 
|   |   |   |   |   |   |   gameweek > 0 
|   |   |   |   |   |   |   |   have <= 0 
|   |   |   |   |   |   |   |   |   @OfficialFPL <= 0: 2 (12.0/1.0) 
|   |   |   |   |   |   |   |   |   @OfficialFPL > 0 
|   |   |   |   |   |   |   |   |   |   the <= 0 
|   |   |   |   |   |   |   |   |   |   |   in <= 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   |   in > 0 
|   |   |   |   |   |   |   |   |   |   |   |   to <= 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   to > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   the > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   have > 0: 3 (3.0) 
|   |   |   |   |   |   league > 0 
|   |   |   |   |   |   |   @premierleague <= 0 
|   |   |   |   |   |   |   |   any <= 0 
|   |   |   |   |   |   |   |   |   are <= 0 
|   |   |   |   |   |   |   |   |   |   interested <= 0 







|   |   |   |   |   |   |   |   |   |   |   |   a <= 0: 2 (17.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   |   a > 0 
|   |   |   |   |   |   |   |   |   |   |   |   |   my <= 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   |   |   my > 0: 2 (2.0) 
|   |   |   |   |   |   |   |   |   |   |   join > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   |   |   |   interested > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   are > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   any > 0: 3 (2.0) 
|   |   |   |   |   |   |   @premierleague > 0: 3 (2.0) 
|   |   |   |   |   should > 0 
|   |   |   |   |   |   who <= 0 
|   |   |   |   |   |   |   37 <= 0 
|   |   |   |   |   |   |   |   If <= 0 
|   |   |   |   |   |   |   |   |   change <= 0 
|   |   |   |   |   |   |   |   |   |   i <= 0 
|   |   |   |   |   |   |   |   |   |   |   this <= 0: 2 (19.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   this > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   |   |   i > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   change > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   If > 0: 3 (2.0) 
|   |   |   |   |   |   |   37 > 0: 3 (2.0) 
|   |   |   |   |   |   who > 0: 3 (5.0) 
|   |   |   |   pick > 0 
|   |   |   |   |   this <= 0 
|   |   |   |   |   |   So <= 0 
|   |   |   |   |   |   |   Well <= 0 
|   |   |   |   |   |   |   |   but <= 0: 3 (17.0/3.0) 
|   |   |   |   |   |   |   |   but > 0: 2 (2.0) 
|   |   |   |   |   |   |   Well > 0: 2 (2.0) 
|   |   |   |   |   |   So > 0: 2 (2.0) 
|   |   |   |   |   this > 0: 2 (6.0) 
|   |   |   how > 0 
|   |   |   |   my <= 0 
|   |   |   |   |   in <= 0: 3 (21.0/2.0) 
|   |   |   |   |   in > 0: 2 (2.0) 
|   |   |   |   my > 0: 2 (4.0) 
|   |   or > 0 
|   |   |   captained <= 0 
|   |   |   |   have <= 0 
|   |   |   |   |   not <= 0 
|   |   |   |   |   |   FPL <= 0 
|   |   |   |   |   |   |   of <= 0 







|   |   |   |   |   |   |   |   on > 0 
|   |   |   |   |   |   |   |   |   Hazard <= 0: 2 (7.0/1.0) 
|   |   |   |   |   |   |   |   |   Hazard > 0: 3 (3.0) 
|   |   |   |   |   |   |   of > 0 
|   |   |   |   |   |   |   |   @OfficialFPL <= 0: 2 (5.0) 
|   |   |   |   |   |   |   |   @OfficialFPL > 0: 3 (3.0) 
|   |   |   |   |   |   FPL > 0 
|   |   |   |   |   |   |   #FPL <= 0: 2 (4.0) 
|   |   |   |   |   |   |   #FPL > 0: 3 (2.0) 
|   |   |   |   |   not > 0: 2 (8.0/2.0) 
|   |   |   |   have > 0: 2 (7.0/1.0) 
|   |   |   captained > 0: 2 (8.0/1.0) 
|   Join > 0: 3 (25.0) 
Who > 0: 3 (67.0/1.0) 
 
Number of Leaves  :  87 
Size of the tree :  173 
 
Time taken to build model: 13.56 seconds 
 
=== Stratified cross-validation === 
 
=== Summary === 
Correctly Classified Instances        1768               82.3858 % 
Incorrectly Classified Instances       378               17.6142 % 
Kappa statistic                          0.4558 
Mean absolute error                      0.2336 
Root mean squared error                  0.3825 
Relative absolute error                 63.9238 % 
Root relative squared error             89.5137 % 
Total Number of Instances             2146      
 
=== Detailed Accuracy By Class === 
 
 TP 
Rate   
FP 
Rate   
Precision Recall F-
Measure   
MCC ROC 
Area   
PRC 
Area   
2  0.937     0.533     0.847       0.937     0.890       0.470     0.748      0.864      
3 0.467     0.063     0.701       0.467     0.560       0.470     0.748      0.565      
Weighted 
Average 
0.824     0.420     0.812       0.824     0.811       0.470     0.748      0.792      
Note. 2 = Statement-based Assertives and Declarations. 3 = Request-based Directives. 
 








a b <-- classified as 
1527   103 a = 2. Statement-based 
Assertives and Declarations 
275 241 b = 3. Request-based 
Directives. 
 
Influence of Popularity 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 




delimiters " \r\n\t.,;:\'\"()?!"-weka.filters.unsupervised.attribute. 
 
Instances:    437 
Attributes:   1590 
              [list of attributes omitted] 
 
Test mode:    10-fold cross-validation 
=== Classifier model (full training set) === 
J48 pruned tree 
------------------ 
Who <= 0 
|   or <= 0 
|   |   differential <= 0 
|   |   |   if <= 0 
|   |   |   |   should <= 0 
|   |   |   |   |   I <= 0 
|   |   |   |   |   |   a <= 0 
|   |   |   |   |   |   |   risk <= 0: 2 (179.0/39.0) 
|   |   |   |   |   |   |   risk > 0: 3 (4.0) 
|   |   |   |   |   |   a > 0 
|   |   |   |   |   |   |   captaining <= 0 
|   |   |   |   |   |   |   |   captained <= 0 
|   |   |   |   |   |   |   |   |   all <= 0 
|   |   |   |   |   |   |   |   |   |   Suggestions <= 0: 2 (31.0/6.0) 
|   |   |   |   |   |   |   |   |   |   Suggestions > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   |   all > 0: 3 (2.0) 
|   |   |   |   |   |   |   |   captained > 0: 3 (4.0) 
|   |   |   |   |   |   |   captaining > 0: 3 (5.0) 







|   |   |   |   |   |   choice <= 0 
|   |   |   |   |   |   |   @CalledItFPL <= 0 
|   |   |   |   |   |   |   |   had <= 0 
|   |   |   |   |   |   |   |   |   to <= 0 
|   |   |   |   |   |   |   |   |   |   captain <= 0 
|   |   |   |   |   |   |   |   |   |   |   in <= 0: 2 (6.0/1.0) 
|   |   |   |   |   |   |   |   |   |   |   in > 0: 3 (4.0) 
|   |   |   |   |   |   |   |   |   |   captain > 0: 3 (12.0/3.0) 
|   |   |   |   |   |   |   |   |   to > 0 
|   |   |   |   |   |   |   |   |   |   @OfficialFPL <= 0: 2 (6.0) 
|   |   |   |   |   |   |   |   |   |   @OfficialFPL > 0: 3 (3.0/1.0) 
|   |   |   |   |   |   |   |   had > 0: 3 (3.0) 
|   |   |   |   |   |   |   @CalledItFPL > 0: 2 (2.0) 
|   |   |   |   |   |   choice > 0: 2 (3.0) 
|   |   |   |   should > 0: 2 (18.0/2.0) 
|   |   |   if > 0 
|   |   |   |   @OfficialFPL <= 0 
|   |   |   |   |   a <= 0: 2 (8.0/1.0) 
|   |   |   |   |   a > 0: 3 (3.0) 
|   |   |   |   @OfficialFPL > 0: 3 (5.0) 
|   |   differential > 0: 3 (15.0/1.0) 
|   or > 0 
|   |   #fpl <= 0: 2 (59.0/3.0) 
|   |   #fpl > 0 
|   |   |   could <= 0: 2 (2.0) 
|   |   |   could > 0: 3 (2.0) 
Who > 0: 2 (59.0/1.0) 
 
Number of Leaves  :  24 
Size of the tree :  47 
Time taken to build model: 1.1 seconds 
 
=== Stratified cross-validation === 
 
=== Summary === 
Correctly Classified Instances         312               71.3959 % 
Incorrectly Classified Instances       125               28.6041 % 
Kappa statistic                          0.1748 
Mean absolute error                      0.3289 
Root mean squared error                  0.4818 
Relative absolute error                 86.1338 % 
Root relative squared error            110.3597 % 








=== Detailed Accuracy By Class === 
 
 TP 
Rate   
FP 
Rate   
Precision Recall F-
Measure   
MCC ROC 
Area   
PRC 
Area   
2  0.855     0.696     0.781       0.855     0.816       0.179     0.623      0.794      
3 0.304     0.145     0.420       0.304     0.352       0.179     0.623      0.346      
Weighted 
Average 
0.714     0.555     0.688       0.714     0.697       0.179     0.623      0.679      
Note. 2 = Popular Choice. 3 = Differential Choice. 
 
=== Confusion Matrix === 
 
a b <-- classified as 
278   47 a = 2. Popular Choice 
78 34 b = 3. Differential Choice 
 
Weekly Focus 
=== Run information === 
Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2 
Relation:     MergedCaptainTransfer2and3_mod-
weka.filters.unsupervised.attribute.StringToWordVector-R1-W1000-prune-rate-1.0-N0-
stemmerweka.core.stemmers.NullStemmer-stopwords-handlerweka.core.stopwords.Null-
M1-tokenizerweka.core.tokenizers.WordTokenizer -delimiters " \r\n\t.,;:\'\"()?!"-
weka.filters.unsupervised.attribute. 
 
Instances:    1410 
Attributes:   1786 
[list of attributes omitted] 
 
Test mode: 10-fold cross-validation 
 
=== Classifier model (full training set) === 
 
J48 pruned tree 
------------------ 
captain <= 0 
|   captained <= 0 
|   |   captaining <= 0 
|   |   |   captaincy <= 0 
|   |   |   |   captains <= 0 
|   |   |   |   |   #fpl <= 0 







|   |   |   |   |   |   |   FPL <= 0 
|   |   |   |   |   |   |   |   fpl <= 0: 2 (22.0/1.0) 
|   |   |   |   |   |   |   |   fpl > 0: 3 (4.0/1.0) 
|   |   |   |   |   |   |   FPL > 0: 3 (18.0/2.0) 
|   |   |   |   |   |   @OfficialFPL > 0 
|   |   |   |   |   |   |   this <= 0 
|   |   |   |   |   |   |   |   Captain <= 0: 3 (163.0/21.0) 
|   |   |   |   |   |   |   |   Captain > 0: 2 (7.0) 
|   |   |   |   |   |   |   this > 0 
|   |   |   |   |   |   |   |   on <= 0: 3 (8.0/2.0) 
|   |   |   |   |   |   |   |   on > 0: 2 (3.0) 
|   |   |   |   |   #fpl > 0: 2 (13.0/2.0) 
|   |   |   |   captains > 0: 2 (27.0) 
|   |   |   captaincy > 0: 2 (39.0) 
|   |   captaining > 0: 2 (41.0) 
|   captained > 0: 2 (180.0) 
captain > 0: 2 (885.0/2.0) 
 
Number of Leaves  :  13 
Size of the tree :  25 
 
Time taken to build model: 2 seconds 
 
=== Stratified cross-validation === 
=== Summary === 
 
Correctly Classified Instances        1371               97.234  % 
Incorrectly Classified Instances        39                2.766  % 
 
Kappa statistic                          0.8785 
Mean absolute error                      0.0427 
Root mean squared error                  0.1574 
Relative absolute error                 19.8855 % 
Root relative squared error             48.0982 % 
Total Number of Instances             1410      
 
=== Detailed Accuracy By Class === 
 
 TP 
Rate   
FP 
Rate   
Precision Recall F-
Measure   
MCC ROC 
Area   
PRC 
Area   
2  0.974 0.041      0.994       0.974     0.984       0.881     0.962      0.991      
3 0.959     0.026     0.838       0.959     0.894       0.881     0.962      0.785      








Note. 2 = Captain Focused. 3 = Transfer Focused. 
 
=== Confusion Matrix === 
 
a b <-- classified as 
1206 32 a = 2. Captain Focused 







APPENDIX N  
Difference in Proportion Effect Size Outcomes - Lexical Item Analysis  
The tables below contain the full set of difference in proportion effect size outcomes used 
to determine whether the lexical items identified by the machine learning classifier were 
diagnostic of the strategies. Table N1 summarizes the lexical items whose proportions 
were significantly greater than .2 between divergent strategies. Further, Table N1 
highlights lexical items that may be diagnostic for more than one of the strategies. Tables 
N2 lists the lexical items identified by the machine learning classifier as related to the 
Clancey’s problem types framework, alongside cox logit values and confidence intervals. 
Likewise, Tables N3, N4, N5 presents the same information for the remaining 









Cox Logit Values associated with Lexical Items for each Strategy with Difference in 
Proportion Effect Sizes Greater than .2  
 
C I SB RB PC DC CF TF 
@fplholly 1.029 
   
    
@OfficialFPL 
    
0.242   0.656 
#fpl 
    
  0.784  
any 0.390 
  
-0.541     
bench   -0.447             
but     0.419           
captain 
    
  2.513  
captaincy 0.709 
   
  1.105  
captained 
    
 0.725 2.025  
captaining           1.492 1.062   
captains 
    
  0.966  
choice 
    
0.756    
Costa 
   





    
differential 
    
 2.368   
even     1.509           
for 0.232 
   
    
fpl 
    
  0.793  
gameweek 
   
-0.498     





    
GW 0.362 
  















    





    
if 
    
 1.375   
Is 
   
-1.339     
Join 1.744 
  
-2.696     
join       -1.235         
league 
   
-0.911     
make 0.727 
   





    
















    
or 
   
-0.285 0.271    
pick 
   
-0.763     





    
Premier 0.841 
   
    
risk 
    
 2.136   
Sanchez 0.402 
   





    
should 0.846     -1.179 1.315       
this 
    
  0.541  
triple 0.289 
   





    
which       -0.744         
Who 
   
-2.357 1.382    
who 
   





    
would 
   





    
you 
   
-0.348     
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based Assertives and 
Declarations, RB = Request-based Directives, PC = Popular choice, DC = Differential 





Difference in Proportions Effect Size – Clancey’s Problem Types Framework 
Lexical Items 
     95% CI 
 




@ChampionsLeague 2 0 0.188* 
 
0.000 0.000 
@FPL_Fly 29 15 0.168 
 
-0.001 0.001 
@FPLGeneral 17 4 0.646 
 
0.000 0.001 
@fplholly 8 0 1.029* 
 
0.000 0.001 
@FPLPriceChanges 8 3 0.363 
 
0.000 0.001 
#FPL 267 155 0.099 
 
0.000 0.005 









Aguero 38 25 0.022 
 
-0.001 0.001 
and 209 134 0.038 
 
-0.002 0.003 
any 64 23 0.390 
 
0.001 0.003 
be 249 142 0.110 
 
0.000 0.005 
cant 2 1 0.188 
 
0.000 0.000 
captain 729 387 0.158 
 
0.005 0.015 
captaincy 33 7 0.709 
 
0.001 0.002 
captaining 24 11 0.241 
 
0.000 0.001 
def 29 12 0.304 
 
0.000 0.002 
end 65 37 0.110 
 
-0.001 0.002 
every 14 8 0.108 
 
-0.001 0.001 
for 299 140 0.232 
 
0.003 0.009 
FPL 1076 732 0.002 
 
-0.006 0.006 
game 62 42 0.004 
 
-0.001 0.002 
Go 31 21 0.004 
 
-0.001 0.001 
good 32 17 0.152 
 
-0.001 0.001 
GW 130 49 0.362 
 
0.002 0.005 
He 43 19 0.264 
 
0.000 0.002 
here 32 9 0.538 
 
0.000 0.002 
him 141 57 0.319 
 
0.002 0.006 
hit 19 8 0.293 
 
0.000 0.001 
I 507 305 0.079 
 
0.000 0.008 
in 1648 1124 0.000 
 
-0.007 0.007 
Join 26 0 1.744* 
 
0.001 0.002 
Kane 103 63 0.067 
 
-0.001 0.003 
Lukaku 87 49 0.117 
 
-0.001 0.003 
make 34 7 0.727 
 
0.001 0.002 
Man 59 33 0.121 
 
-0.001 0.002 
or 562 322 0.109 
 
0.001 0.010 
Premier 41 7 0.841 
 
0.001 0.003 
Sanchez 71 25 0.402 
 
0.001 0.004 
should 59 10 0.846 
 
0.002 0.004 
tadic 2 0 0.188* 
 
0.000 0.000 
team 66 42 0.042 
 
-0.001 0.002 
to 461 234 0.184 
 
0.004 0.011 
triple 99 42 0.289 
 
0.001 0.004 
week 146 74 0.182 
 
0.000 0.004 
when 23 14 0.069 
 
-0.001 0.001 
who 69 30 0.274 
 
0.000 0.003 













2 162 111 -0.003 
 
-0.002 -0.002 
@OfficialFPL 534 374 -0.016 
 
-0.005 0.004 
#fpl 57 52 -0.177 
 
-0.003 0.000 
And 22 23 -0.259 
 
-0.002 0.000 
as 395 338 -0.141 
 
-0.010 -0.002 
at 318 270 -0.136 
 
-0.008 -0.001 
bench 26 37 -0.447 
 
-0.003 -0.001 
but 56 40 -0.028 
 
-0.002 0.001 
captained 83 72 -0.146 
 
-0.003 0.000 
chose 3 4 -0.406 
 
-0.001 0.000 
did 22 49 -0.719 
 
-0.004 -0.002 
didnt 1 2 -0.652 
 
0.000 0.000 
ever 29 29 -0.232 
 
-0.002 0.000 
fpl 110 82 -0.054 
 
-0.003 0.001 
goal 9 48 -1.249 
 
-0.005 -0.003 
got 27 36 -0.407 
 
-0.003 0.000 
had 19 26 -0.422 
 
-0.002 0.000 
he 669 524 -0.088 
 
-0.011 -0.001 
Im 3 4 -0.406 
 
-0.001 0.000 
is 394 329 -0.126 
 
-0.009 -0.001 
it 311 220 -0.022 
 
-0.004 0.003 
just 25 20 -0.097 
 
-0.001 0.001 
left 5 4 -0.096 
 
-0.001 0.000 
lot 5 6 -0.342 
 
-0.001 0.000 
My 25 52 -0.677 
 
-0.005 -0.002 
my 198 156 -0.088 
 
-0.005 0.001 
Never 2 9 -1.144 
 
-0.001 0.000 
not 56 70 -0.369 
 
-0.005 -0.001 
Not 16 11 -0.005 
 
-0.001 0.001 
Now 3 8 -0.826 
 
-0.001 0.000 
of 127 110 -0.146 
 
-0.004 0.000 
Oh 7 5 -0.028 
 
-0.001 0.000 
on 540 419 -0.081 
 
-0.009 0.000 
points 9 89 -1.625 
 
-0.009 -0.006 
rank 4 6 -0.478 
 
-0.001 0.000 
season 23 45 -0.640 
 
-0.004 -0.001 
so 172 124 -0.034 
 
-0.003 0.002 









this 127 92 -0.037 
 
-0.003 0.002 
today 13 14 -0.277 
 
-0.001 0.000 
was 32 60 -0.615 
 
-0.005 -0.002 
We 20 21 -0.262 
 
-0.002 0.000 
Why 5 6 -0.342 
 
-0.001 0.000 
with 67 73 -0.285 
 
-0.004 -0.001 
wrong 4 12 -0.898 
 
-0.002 0.000 
Yes 4 6 -0.478 
 
-0.001 0.000 
Note. n(construct) = 16,057; n(interpret) = 10,956. *Derived using a value of one 
in place of zero. Items in bold font are significant with an effect size of > .2. 
 
Table N3 
Difference in Proportions Effect Size – Searle’s Speech Acts Framework Lexical Items 
     95% CI 
 
n(a) n(b) Cox Logit 
 
Min Max 
Statement-based Assertives and Declarations 
 @officialfpl 1 0 0.743* 
 
0.000 0.000 
#fpl 105 26 0.103 
 
-0.001 0.002 
against 22 3 0.465 
 
0.000 0.001 
and 332 80 0.121 
 
0.000 0.005 
are 76 18 0.130 
 
-0.001 0.002 
but 95 14 0.419 
 
0.001 0.003 
captained 179 21 0.558 
 
0.003 0.006 
change 32 7 0.178 
 
-0.001 0.001 
even 41 1 1.509 
 
0.001 0.002 
have 128 1 2.201 
 
0.004 0.006 
him 203 33 0.360 
 
0.002 0.006 
I 822 175 0.200 
 
0.005 0.014 
If 26 6 0.146 
 
-0.001 0.001 
in 2482 710 0.017 
 
-0.005 0.010 
it 488 143 0.001 
 
-0.004 0.004 
Kane 159 45 0.022 
 
-0.002 0.002 
last 40 8 0.233 
 
0.000 0.001 
me 456 119 0.072 
 
-0.001 0.006 
most 21 6 0.016 
 
-0.001 0.001 
my 366 63 0.327 
 
0.004 0.009 
not 124 23 0.279 
 
0.000 0.003 
on 866 243 0.028 
 
-0.003 0.006 
the 578 152 0.068 
 
-0.001 0.006 













37 15 10 -0.498 
 
-0.002 0.000 
@JatinArutla 0 4 -1.584* 
 
-0.001 0.000 
@officialFPL 0 1 -0.743* 
 
0.000 0.000 
@premierleague 13 5 -0.164 
 
-0.001 0.001 
@tips_fpl 7 7 -0.743 
 
-0.001 0.000 
#FPL 350 132 -0.155 
 
-0.008 -0.001 
a 9651 2920 -0.031 
 
-0.025 0.001 
any 56 40 -0.541 
 
-0.005 -0.001 
as 657 193 -0.001 
 
-0.004 0.004 
be 349 104 -0.009 
 
-0.003 0.003 
best 13 10 -0.585 
 
-0.002 0.000 
Costa 23 19 -0.628 
 
-0.003 0.000 
Diego 3 2 -0.497 
 
-0.001 0.000 
for 333 162 -0.312 
 
-0.013 -0.005 
FPL 1621 539 -0.082 
 
-0.016 -0.002 
gameweek 21 14 -0.498 
 
-0.002 0.000 
give 12 6 -0.323 
 
-0.001 0.000 
GW 117 82 -0.532 
 
-0.009 -0.004 
Hazard 23 12 -0.349 
 
-0.002 0.000 
how 27 25 -0.698 
 
-0.004 -0.001 
i 7729 2436 -0.065 
 
-0.036 -0.011 
if 98 32 -0.065 
 
-0.002 0.001 
interested 0 2 -1.163* 
 
-0.001 0.000 
Is 6 16 -1.339 
 
-0.003 -0.001 
Join 1 25 -2.696 
 
-0.005 -0.002 
join 4 9 -1.235 
 
-0.002 0.000 
league 45 59 -0.911 
 
-0.009 -0.004 
one 128 45 -0.110 
 
-0.003 0.001 
or 711 328 -0.285 
 
-0.022 -0.011 
pick 33 34 -0.763 
 
-0.005 -0.002 
please 8 11 -0.937 
 
-0.002 0.000 
replacement 0 4 -1.584* 
 
-0.001 0.000 
should 24 49 -1.179 
 
-0.008 -0.004 
So 63 21 -0.077 
 
-0.002 0.001 
some 45 17 -0.153 
 
-0.002 0.001 
take 16 8 -0.323 
 
-0.001 0.000 
this 185 62 -0.081 
 
-0.003 0.001 









to 626 204 -0.065 
 
-0.007 0.002 
which 9 9 -0.744 
 
-0.002 0.000 
Who 6 85 -2.357 
 
-0.014 -0.009 
who 54 53 -0.735 
 
-0.007 -0.003 
would 39 24 -0.450 
 
-0.003 0.000 
you 232 120 -0.348 
 
-0.011 -0.004 
Note. n(statement-based) = 24,300; n(request-based) = 7,131. *Derived using a value 




Difference in Proportions Effect Size - Influence of Popularity Framework Lexical 
Items 
     95% CI 
 




@OfficialFPL 0153 040 0.242 
 
0.019 0.002 
#fpl 0022 007 0.117 
 
0.004 -0.003 
captain 0269 096 0.050 
 
0.017 -0.008 
choice 0018 002 0.756 
 
0.005 0.000 
or 0231 058 0.271 
 
0.027 0.007 
should 0045 002 1.315 
 
0.012 0.005 




@CalledItFPL 0002 001 -0.157* 
 
0.001 -0.001 
a 1876 769 -0.063* 
 
0.002 -0.052 
all 0035 015 -0.064* 
 
0.004 -0.006 
captained 0015 019 -0.725* 
 
-0.002 -0.012 
captaining 0002 009 -1.492* 
 
-0.001 -0.008 
could 0001 004 -1.419* 
 
0.000 -0.004 
differential 0001 019 -2.368* 
 
-0.006 -0.015 
had 0003 007 -1.093* 
 
0.000 -0.006 
I 0130 062 -0.133* 
 
0.003 -0.016 
if 0009 033 -1.375* 
 
-0.010 -0.023 
in 0499 207 -0.050* 
 
0.009 -0.025 
risk 0001 013 -2.136* 
 
-0.003 -0.011 
Suggestions 0000 002 -0.998* 
 
0.000 -0.003 
to 0129 053 -0.039* 
 
0.007 -0.011 
Note. n(popular choice) = 4,682; n(differential choice) = 1,806. *Derived using a value 










Difference in Proportions Effect Size – Weekly Focus Framework Lexical Items 
     95% CI 
 




#fpl 0534 021 0.784 
 
0.025 0.017 
captain 1260 003 2.513 
 
0.071 0.063 
Captain 0021 000 0.656* 
 
0.002 0.000 
captaincy 0044 000 1.105* 
 
0.003 0.002 
captained 0199 000 2.025* 
 
0.012 0.009 
captaining 0041 000 1.062* 
 
0.003 0.002 
captains 0035 000 0.966* 
 
0.003 0.001 
fpl 0183 007 0.793 
 
0.010 0.005 
on 0652 085 0.047 
 
0.010 -0.005 




@OfficialFPL 0399 149 -0.615 
 
-0.027 -0.045 
FPL 1170 188 -0.088 
 
0.001 -0.020 
Note. n(captain-focused) = 18,451; n(transfer-focused) = 2,591. *Derived using a value 












APPENDIX O  
Player Name Analysis  
It is plausible for frameworks to serve as proxies for alternative organizational schemes, 
particularly those that are contextually founded. Player name is a prominent contextual 
component within the FPL corpus. The following analysis assesses the use of player 
name relative to the eight proposed strategies to address this potential confound.  
Method 
  I aggregated a list of player names from the Fantasy Premier League website 
(Fantasy Premier League Player Lists, n.d.) from the 2016 to 2017, and 2017 to 2018 
seasons. Appendix C contains this list organized by players’ first name, last name, and 
full names (i.e., the combination of first and last name). I imported this list into the LIWC 
application as a new dictionary, and used LIWC to calculate the proportion of player 
names relative to the total number of words in each strategy data-subset. The same data 
subsets were used to derive the aggregated word features. Using player name to corpus 
values, I compared the effect size differences between the proportions to establish 
whether there are significant, and substantial differences between the strategies. 
Results 
Table O1 contains the percentage of player names within the data subsets 







using percentage values and the total number of words in each data subset. Last names 
were more prevalent across the strategies, than first names and full names. Tweets coded 
as popular choice contained a higher proportion of FPL player last names relative to all 
of the other strategies, whereas tweets coded as interpret contained the lowest amount. A 
median effect size supports this contrast (Cox Logit = 0.551). Table O2 presents the Cox 
Logit values that describe the effect size differences in proportion of FPL player last 
names between all of strategies. There were additional differences observed with the 
remaining contrasts, including those between the divergent strategies, however to a lesser 
degree. 
Table O1 
Prevalence of FPL Player Name within Strategy Data Subsets 












C 15,769 63.076 0.40 703.297 4.46 28.384 0.18 
I 10,766  40.911 0.38  315.444 2.93  15.072 0.14 
SB 23,919  86.108 0.36  794.111 3.32  31.095 0.13 















CF 18,145 72.580 0.40 889.105 4.90 39.919 0.22 
TF 2,556  12.013 0.47  115.020 4.50  03.067 0.12 
Note. N = total # of words. PC = Popular Choice; DC = Differential Choice; 
CF = Captain Focused; TF = Transfer Focused; SB = Statement-based; RB = 



















Effect Size (d) Differences in Proportion of FPL Player Last Names between the 
Strategies 
 n % 1 2 3 4 5 6 7 
1. C 15,769 4.46 --       
2. I 10,766 2.93 0.264* --      
3. SB 23,919 3.32 0.186* 0.078 --     
4. RB 6,989 5.38 0.120* 0.384* 0.306* --    
5. PC 4,590 6.97 0.287* 0.551* 0.473* 0.167* --   
6. DC 1,783 4.32 0.020* 0.244* 0.166* 0.140* 0.307* --  
7. CF 18,145 4.90 0.060* 0.324* 0.246* 0.060* 0.227* 0.080 -- 
8. TF 2,556 4.50 0.006* 0.270* 0.192* 0.114* 0.281* 0.026* 0.054* 
Note. n = the total number of items in each strategy sample. % = proportion of last 
names relative to the total number of words within the sample. Strategies: C = 
Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = Popular 
Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer Focused. 
* indicates significance at p < .05.  
aOutcomes are presented as absolute values.  
bBold font indicates contrasts between divergent strategies. 
 
Discussion 
No effect size differences between the proportions would indicate that use of 
player name was universal across the strategies, ruling it out as a potential confound. This 
is not what the data suggests. Instead, use of players’ last names appears to differ 
according to some of the strategies. That said, player last name was not characteristic of 
only one strategy, nor disproportionately greater with any of the strategies. I think it is 
important to note the prevalence of player name, and consider this, and other contextually 










APPENDIX P  
LIWC 2015 Dictionaries 
The LIWC dictionary content included in Tables P1 and P2 was copied directly from 
Table P1 from the LIWC 2015 Development Manual (Pennebaker, Boyd, Jordan & 
Blackburn, 2015). Table P3 contains LIWC’s punctuation-based dictionaries. 
Table PI 
LIWC Abstracted Word Feature Categories – Linguistic Dimensions and Other 
Grammar 
Category Examples 
Total function words it, to, no, very 
Total Pronouns I, them, itself 
Personal pronouns I, them, her 
1st person singular I, me, mine 
1st pers on plural we, us, our 
2nd person you, your, thou 
3rd person singular she, her, him 
3rd person plural they, their, they’d 
Impersonal Pronouns it, it’s, those 
Articles a, an, the 
Prepositions to, with, above 
Auxiliary Verbs am, will, have 
Common Adverbs very, really 
Conjunctions and, but, whereas 
Negations no, not, never 
Common verbs eat, come, carry 
Common adjectives free, happy, long 
Comparisons greater, best, after 
Interrogatives how, when, what 
Numbers second, thousand 








LIWC Abstracted Word Feature Categories – Psychological Processes 
Category Examples 
Affective processes happy, cried 
Positive emotion love, nice, sweet 
Negative emotion hurt, ugly, nasty 
Anxiety worried, fearful 
Anger hate, kill, annoyed 
Sadness crying, grief, sad 
Social processes mate, talk, they 
Family daughter, dad, aunt 
Friends buddy, neighbor 
Female references girl, her, mom 
Male references boy, his, dad 
Cognitive processes cause, know, ought 
Insight think, know 
Causation because, effect 
Discrepancy should, would 
Tentative maybe, perhaps 
Certainty always, never 
Differentiation hasn’t, but, else 
Perceptual processes look, heard, feeling 
See view, saw, seen 
Hear listen, hearing 
Feel feels, touch 
Biological processes eat, blood, pain 
Body cheek, hand, spit 
Health clinic, flu, pill 
Sexual horny, love, incest 
Ingestion dish, eat, pizza 
Drives  
Affiliation ally, friend. social 
Achievement win, success, better 
Power superior, bully 
Reward take, prize, benefit 
Risk danger, doubt 
Time Orientations  
Past Focus ago, did, talked 
Present Focus today, is, now 
Future Focus may, will, soon 
Relativity area, bend, exit 
Motion arrive, car, go 







Time end, until, season 
Personal Concerns  
Work job, major, xerox 
Leisure cook, chat, movie 
Home kitchen, landlord 
Money audit, cash, owe 
Religion altar, church 
Death bury, coffin, kill 
Informal Language  
Swear Words fuck, damn, shit 
Netspeak btw, lol, thx 
Assent agree, OK, yes 
Nonfluencies er, hm, umm 
Fillers Imean, youknow 
 
Table P3 



















APPENDIX Q  
Difference in Proportion Effect Size Outcomes – Abstracted Word Feature Analysis  
Table Q1 summarizes the abstracted word features whose proportions were significantly 
greater than .2 between divergent strategies.  
Table Q1 
Cox Logit Values associated with Abstracted Word Features for each Strategy with 
Difference in Proportion Effect Sizes Greater than .2  
 
C I SB RB PC DC CF TF 
Interrogatives 
   
0.813 0.593 
   Numbers 
 
0.255 
     
0.319 
Quantifiers 
      
0.215 
 Negative 
Emotion  0.438 
      Anxiety 
     
1.775 
  Male References 
 
0.294 
     Discrepancy 
   
0.225 
    Tentative 0.341 
  
0.357 
    Differentiation  
    
0.232 
  Affiliation 0.225 
       Achievement 
 
0.236 
      Power 
    
0.203 
   Reward 
 
0.395 
      Risk 
     
0.703 
  Future Focus  
     
0.566 
  Motion 
       
0.474 
Money 





      Question Marks 0.678 
  
1.710 0.833 
   Parentheses 
   
0.487 
    Note. Strategies: C = Construct, I = Interpret, SB = Statement-based, RB = Request-
based, PC = Popular Choice, DC = Differential Choice, CF = Captain Focused, TF = 







APPENDIX R  
Frequently Observed Lexical Items – Abstracted Word Feature Analysis  
The tables below list frequently observed lexical items associated with abstracted word 
features according to framework. Table R1, R2, R3, R4 identify items related to the 
Clancey’s problem types, Searle’s speech acts, influence of popularity, and weekly focus, 
respectively. 
Table R1 
Diagnostic Lexical Items within Abstracted Word Feature Categories – Clancey’s 
Problem Types 
Item # Item # Item # 
Construct – Tentative 
any 84 luck 10 question 8 
anyone 13 may 17 seem 9 
bet 39 maybe 8 seems 7 
doubt 6 might 8 some 34 
guess 8 most 21 someone 8 
hope 14 option 30 try 9 
hoping 6 or 574 wonder 9 
If 92 potential 7 wonders 6 
lot 7 probab 7   
Construct – Affiliation 
ally 24 join 38 pal 6 
bro 16 kin 59 squad 6 
bud 5 league 118 team 72 
dm 7 let’s 6 us  178 
game 72 mate 11 we 235 
help 17 our 74   
hi 484 ours 6   
Interpret – Number 
doubl 8 one 60 ten 8 
first 13 second 7   







:( 9 low 11 suck  5 
bad 16 mad 15 trick 9 
defenc 7 miss 14 ugh 30 
fail 9 nag 15 war 12 
fuck 11 nightmar 5 worst 5 
hazard 10 poor 10 wrong 13 
lose 5 sin 22   
Interpret – Achievement 
able 6 fail 9 top 9 
ace 8 first 13 win 15 
best 8 gain 17 won 9 
better 8 goal 53 work 10 
bonus 19 lose 5   
earn 9 team 44   
Interpret – Reward 
add 6 get 56 luck 6 
best 8 gets 12 plus 9 
bet 11 goal 53 score 41 
better 8 good 20 scoring 11 
bonus 19 got 40 win 15 
earn 9 great 19 won 9 
Interpret – Swear Words 
af 35 bs 13 suck 5 
arse 12 fml 8 tit 5 
ass 45 fu 27   










Diagnostic Lexical Items within Abstracted Word Feature Categories – Searle’s 
Speech Acts Framework 
Item # Item # Item # 
Statement-based Assertives and Declarations – Male References 
boy 10 hes 19 mr 10 
bro 22 him 204 pa 75 
guy 27 his 233 sir 7 
he 1170 king 83 son 114 
he’ll 8 lad 19   
he's 41 man 23   
Request-based Directives - Interrogatives 
how 39 which 13 whom 10 
wat 7 who 139 whos 6 
what 22 who’d 5 why 11 
when 7 who’s 9   
Request-based Directives - Discrepancy 
if 38 prefer 5 would 30 
need 16 should 60   
ought 10 want 9   
Request-based Directives - Tentative 
any 57 if 38 option 22 
anyone 8 may 7 or 335 













Diagnostic Lexical Items within Abstracted Word Feature Categories – Influence 
of Popularity Framework 
Item # Item # Item # 
Popular Choice - Interrogatives 
wat 6 who 128 whom 9 
what 7 who’d 5   
which 10 who’s 8   
Popular Choice - Power 
best 12 mr 6 top 11 
captain 275 ms 8 up 34 
dr 6 official 162 war 5 
help 13 over 6   
king 18 sir 6   
Differential Choice - Anxiety 
risk 14     
Differential Choice - Differentiation 
but 11 differential 19 or 60 
didn’t 5 if 34 other 34 
differ 20 not 8   
Differential Choice - Risk 
defend 6 risk 14   
Differential Choice – Future Focus 











Diagnostic Lexical Items within Abstracted Word Feature Categories – Weekly 
Focus Framework 
Item # Item # Item # 
Captain Focused - Quantifiers 
add 5 entire 5 more 25 
all 153 every  12 most 23 
another 7 few 15 much 10 
any 16 least 12 single 5 
both 12 many 22 some 44 
either 7 mo 127 triple 184 
Transfer Focused - Numbers 
one 17     
Transfer Focused - Motion 
bring 9 hang 5 transfer 22 
car 16 ran 28   
go 26 run 6   
Transfer Focused - Money 

















APPENDIX S  
Z-Distributions 
Table S1 
Descriptive Statistics – Z-Distributions according to Type of Language Analysis and Strategy – Outliers 
Removed based on SD Approach 
       Skewness  Kurtosis 
 n Min Max Mdn X SD Stat. SE  Stat. SE 
Lexical Item Analysis 
Clancey's Problem Types 
1. C 3303 -2.378 2.445 -0.079 -0.033 0.583 0.478 0.043  1.578 0.085 
2. I 3313 -2.499 2.481 0.034 0.004 0.673 -0.288 0.043  1.186 0.085 
Searle's Speech Acts 
3. SB 3342 -2.453 2.467 -0.038 -0.054 0.820 -0.213 0.042  0.376 0.085 
4. RB 3321 -2.429 2.483 -0.101 -0.036 0.640 0.463 0.042  1.062 0.085 
Influence of Popularity 
5. PC 3338 -1.483 2.499 -0.125 -0.075 0.603 0.486 0.042  1.673 0.085 
6. DC 3344 -1.089 2.465 -0.100 -0.068 0.502 0.88 0.042  2.697 0.085 
Weekly Focus 
7. CF 3319 -1.386 2.484 -0.155 -0.106 0.484 1.181 0.042  4.651 0.085 
8. TF 3357 -0.152 2.416 -0.152 -0.060 0.247 4.995 0.042  31.264 0.084 
Abstracted Word Feature Analysis 
Clancey's Problem Types 
1. C 3306 -2.412 2.489 -0.102 -0.062 0.672 0.405 0.043  1.212 0.085 
2. I 3302 -2.462 2.495 -0.024 -0.013 0.737 0.117 0.043  0.613 0.085 
Searle's Speech Acts 
3. SB 3350 -2.323 2.449 0.012 -0.047 0.867 -0.269 0.042  0.102 0.085 
4. RB 3315 -2.397 2.484 -0.028 -0.032 0.718 0.058 0.043  0.483 0.085 
Influence of Popularity 
5. PC 3310 -2.466 2.472 0.030 -0.002 0.701 -0.140 0.043  0.850 0.085 
6. DC 3312 -2.444 2.464 -0.022 -0.015 0.787 0.131 0.043  0.241 0.085 
Weekly Focus 
7. CF 3296 -2.422 2.403 -0.029 -0.022 0.603 0.096 0.043  1.422 0.085 
8. TF 3303 -2.444 2.479 -0.051 -0.039 0.589 0.253 0.043  2.250 0.085 
Note. Stat. = Statistic Strategies: C = Construct, I = Interpret, SB = Statement-based, RB = Request-









APPENDIX T  
Correlations between Language Analysis Techniques  
In the body of the paper, I present the correlations between the z-scores associated with 
the lexical item and abstracted word feature analyses. These analyses were performed 
after outliers were removed according to the IQR or Tukey Fences approach (Tukey, 
1977). Table Q1 repeats these findings, alongside correlation analyses with all data points 
included. Removing outliers affected the results. Most notable were the increases in 
effect size (Cohen, 1988) associated with the statement-based and interpret strategies. 
Table T2 presents the correlations with outliers removed according to the SD approach 










Correlations between Z-Scores associated with the Lexical Item and Abstracted 
Word Feature Analyses organized by Strategy - Outliers Removed with the IQR 
Approach versus All Data Points 
 
Outliers Removed - IQR 
 
All Data Points 
Framework n r p 
 
n r p 
Clancey's Problem Types 
      Construct 3064 0.205 < .01  3385 0.285 < .01 
Interpret 3125 0.343 < .01  3385 0.153 < .01 
Searle's Speech Acts 
      Statement-based 3228 0.334 < .01  3385 0.173 < .01 
Request-based 3170 0.619 < .01  3385 0.539 < .01 
Influence of Popularity 
      Popular Choice 3062 0.489 < .01 
 
3385 0.323 < .01 
Differential Choice 3156 0.581 < .01 
 
3385 0.523 < .01 
Weekly Focus 
      Captain Focused 3014 -0.011 0.536  3385 0.032 0.063 
Transfer Focused 2689 -0.039 0.046  3385 -0.068 < .01 
 
Table T2 
Correlations between Z-Scores associated with the Lexical Item and Abstracted 
Word Feature Analyses organized by Strategy  - Outliers Removed with the IQR 
Approach versus Outliers Removed with the SD Approach 
 
Outliers Removed - IQR 
 
Outliers Removed - SD 
Framework n r p 
 
n r p 
Clancey's Problem Types 
      Construct 3064 0.205 < .01  3265 0.239 < .01 
Interpret 3125 0.343 < .01  3266 0.313 < .01 
Searle's Speech Acts 
      Statement-based 3228 0.334 < .01  3310 0.368 < .01 
Request-based 3170 0.619 < .01  3286 0.616 < .01 
Influence of Popularity 
      Popular Choice 3062 0.489 < .01 
 
3275 0.447 < .01 
Differential Choice 3156 0.581 < .01 
 
3283 0.568 < .01 
Weekly Focus 
      Captain Focused 3014 -0.011 0.536  3248 -0.007 0.706 







APPENDIX U  
Correlations between Strategies  
Table U1 
Correlations between Strategies using Lexical Item Z-Scores – All Data Points 
Framework 1 2 3 4 5 6 7 
Clancey's Problem Types 
    1. C -- 
      2. I -.009** -- 
     Searle's Speech Acts 
     3. SB -.051** .629** -- 
    4. RB .142** .263** .414** -- 
   Influence of Popularity 
     5. PC .033** -.015** .062** .352** -- 
  6. DC .011** .107** .149** .328** .107** -- 
 Weekly Focus 
 
 
   7. CF .073** -.054** -.041** .043** .393** .115** -- 
8. TF -.003** -.062** -.065** .054** .691** -.041** .498** 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based, RB = Request-
based, PC = Popular Choice, DC = Differential Choice, CF = Captain Focused, TF = 
Transfer Focused. 
an = 3,385.  
bBold font indicates the correlational values that correspond to the divergent 
strategies that form a framework.  











Correlations between Strategies using Lexical Item Z-Scores – Outliers Removed 
using SD Approach 
Framework 1 2 3 4 5 6 7 
Clancey's Problem Types 
    1. C -- 
      2. I -0.012 -- 
     Searle's Speech Acts 
     3. SB -.101** .561** -- 
    4. RB -.005** .220** .491** -- 
   Influence of Popularity 
     5. PC .086** .115** .330** .555** --  
 6. DC .012** .216** .423** .433** .402** -- 
 Weekly Focus 
     7. CF .065** .031** .081** .107** .199** .220** -- 
8. TF .048** -.005** -.060** -.023** .248** -.038** .202** 
Note. Strategies: C = Construct, I = Interpret, SB = Statement-based, RB = Request-
based, PC = Popular Choice, DC = Differential Choice, CF = Captain Focused, TF = 
Transfer Focused. 
an is variable due to the removal of outliers as defined by 2.5*SD. n(popular choice) 
= 3,338; n(differential choice) = 3,344; n(captain focused) = 3,319; n(transfer-
focused) = 3,357; n(statement-based) = 3,342; n(request-based) = 3,321; 
n(construct) = 3,303; n(interpret) = 3,313. Bold indicates the correlational values 
that correspond to the divergent strategies that form a framework. 
bBold font indicates the correlational values that correspond to the divergent 
strategies that form a framework.  










APPENDIX V  
Combining Z-Scores through Subtraction  
An alternative approach to discrete categorization is to describe participants’ relative 
position across a continuous framework spectrum. To form a continuous spectrum, I tried 
combining the z-scores associated with the divergent strategies through subtraction. 
Although this continuous spectrum retained the variance between participants, other 
information was lost when two divergent strategies were merged before categorization. 
Specifically, the ability to distinguish between whether a participant’s linguistic behavior 
was indicative of both strategies or neither of the strategies was lost.  
Consider the z-scores associated with Boutros_ejbeh and DarraghHarkin in Table 
V1. The z-scores associated with Boutros_ejbeh indicate the use of both the popular 
choice and differential choice strategies because both values are positive and much 
greater than the mean z-score value (typically around zero). The same is not true of 
DarraghHarkin. Yet, both users are classified as neither using a continuous scheme that 
merges z-scores through subtraction.  
Participants can be erroneously categorized as one of the strategies with this 
continuous approach, as well. Consider the z-scores associated arjariya11 and 







strategies, respectively. Yet, both users are classified as the characteristic of the 
differential choice strategy using a continuous classification scheme that merges z-scores 
through subtraction. 
Table V1 
Examples of Miscategorizations when Divergent Strategies are Merged through 
Subtraction to Describe Behavior at the Framework Level 
 z-score 
Continuous Framework 








DarraghHarkin -0.274 -0.292 0.018 Neither 
boutros_ejbeh 1.117 0.901 0.216 Neither 
90MinsOnline -1.483 -1.089 -0.393 Differential Choice 
arjariya11 1.056 3.625 -2.569 Differential Choice 
Note. *Assumes upper and lower 25 percentiles classified as popular choice and 
differential choice, respectively. Values between these 25 and 75 percentile thresholds 












APPENDIX W  
Discrete Categorization Scheme used by Bhatt et al. (2018) 
Bhatt et al. (2018) categorized the same data sample (i.e., the 3,385 FPL managers) using 
the influence of popularity framework. They use binomial analyses to categorize FPL 
managers as either popular choice or non-popular choice, and differential or non-
differential according to transformed z-scores. Using these outcomes, they follow a set of 
rules to categorize FPL managers into one of four discrete groups (popular choice, 
differential choice, both, neither). I follow a similar process, but use FPL managers’ z-
scores directly and assign category membership according to a decision rule (or threshold 
value). Below, I review the Binomial test approach, my attempt to replicate Bhatt et. al 
(2018) outcomes, and the steps I used to resolve differences in outcomes. 
Binomial Test Approach 
Binomial tests identify whether an observed outcome deviates from the expected 
outcome. Traditionally, these tests compare the observed success to attempt ratio to the 
expected rate of success. Yet, Bhatt et al. (2018) reported using z-scores as their input. 
Through email correspondence (as the specific process for using z-scores is not reported), 
Bhatt clarified that z-scores were converted to a 0-1 scale and provided a reference 
(ResearchGate, 2018). The referenced process first converted z-scores above 2 and below 







modified z-scores were multiplied by an individual FPL manager’s total number of tweets 
to produce values representative of the number of successes. Additionally, Bhatt et al. 
(2018) assumed an expected rate of success of 50%. Thus, they assumed that it was 
equally probable that FPL managerss’ twitter content would and would not be 
representative of the strategy (i.e., popular choice or differential choice).  
Bhatt et al. reports 895 FPL managers were categorized as popular choice and 789 
FPL managers were categorized as differential choice. They did not report the number of 
managers associated with the both or neither discrete classification categories. At my 
request, Bhatt shared a file containing usernames alongside their classification categories. 
This file categorized 218 as popular choice only, 305 as differential choice only, 2,228 as 
both popular and differential choice, and 634 as neither popular nor differential choice. 
Different threshold criteria accounts for the discrepancy between the categorizations 
reported in the paper and data file. The later uses a threshold of .05, rather than .50. 
Attempt to Replicate 
 I categorized the 3,385 FPL managers using the binomial test approach discussed 
in the previous section. I used the diagnostic features associated with my lexical item 
analysis and the influence of popularity framework to calculate the initial z-scores. Table 
W1 compares classification categorizations between Bhatt et al.’s data file and my 
replication attempt. Categorizations that are consistent between the analyses are 
highlighted in green. Categorizations that differ according to the divergent strategies 
(popular choice and differential choice) are highlighted in red. In total, 1,995 of the 3,385 







Bhatt et al.’s (2018) reported approach and my replication attempt.  
Table W1 
Discrete Classification Categorization Differences between Bhatt and Replication – 









Choice Both Total 
Replication 
Categorizations 
Neither 239 74 102 497 912 
Popular Choice 68 30 37 282 417 
Differential 
Choice 110 33 42 370 555 
Both 217 81 124 1079 1501 
 
Total 634 218 305 2228 3385 
 
Possible Explanations for Inconsistency 
Below, I review possible explanations for the observed discrepancies between 
categorizations. I rule out differences in decision rule as a possible explanation, leaving 
differences in sets of diagnostic features and approach to tallying as potential 
explanations for the differences in categorization. 
Decision Rule. Contrast Table W1 with Table W2, which reflects a shift in 
decision rule value from the 50th percentile to the 75th percentile. Here, people that were 
classified as popular choice and differential choice with the 75% threshold, shifted to the 
both category with the 50 percentile decision rule because the inclusion criteria was more 
liberal. Yet, the reverse is not true. Also, notice that there were no instances where FPL 
managers were classified as the differential choice strategy with one analysis and the 
popular choice strategy with the other analyses (red regions). Given the pattern of 







concept (Table W2), it is unlikely that differences in decision rule are responsible for the 
observed inconsistencies. 
Table W2 
Discrete Classification Categorization Differences between Bhatt and Replication – 
Influence of Popularity, Lexical Item Analyses, .05 Decision Rule  
  







Choice Both Total 
50th Percentile 
Decision Rule 
Neither 1135 0 0 0 1135 
Popular Choice 319 239 0 0 558 
Differential 
Choice 332 0 226 0 558 
Both 285 229 242 378 1134 
 
Total 2071 468 468 378 3385 
 
Features. Although Bhatt et al. (2018) used the same theoretical framework, their 
process for identifying diagnostic features differed from mine. The sample used to train 
the machine learning classifier was more specific due to the inclusion of filter words than 
my sample. In addition, Bhatt et al. did not use an inclusion rule to identify features as 
diagnostic, and instead used all of the features identified by the machine learning 
classifier. Unfortunately, Bhatt et al. does not report the features identified by their 
machine learning classifier as diagnostic, which would allow for a direct comparison. 
Moreover, it is plausible that different sets of diagnostic features may produce category-
based differences. 
Approach to tallying. Another difference in analytical approach involves the 
level of categorization. Bhatt et al. (2018) categorized FPL managers at the tweet level. 







feature use), and then tallied each FPL manager’s number of representative tweets. The 
specifics of how Bhatt et al. assigned tweets to strategies (e.g., stop after the first feature 
vs. reviewing the tweet in its entirety), or resolve conflicts (i.e., if there are the same 
number of features present for both strategies) are not reported. In contrast, I categorized 
FPL managers at the lexical item level by tallying the number of diagnostic features each 
FPL manager used relative to the strategies. Tallying at the tweet level may minimize the 
diagnostic feature count associated with a FPL manager, if multiple diagnostic features 
are used within the same tweet. Such tallying differences may have produced the 








APPENDIX X  
Review of Decision Rule Values  
I considered decision rules that used measures of dispersion (i.e., standard deviation), 
central tendency (i.e., mean), and position (i.e., percentile) as metrics for grouping people 
into categories. Specifically, I considered setting a threshold at 1 standard deviation 
above the mean, half of a standard deviation above the mean, the mean, the 90th 
percentile, the 80th percentile, the 75th percentile, and the 50th percentile. The following 
sections contain tables and figures with the distribution of people categorized as each of 
the strategies in isolation, both strategies, or neither of the strategies according to 
threshold, organized by framework and type of language analysis.  
Clancey’s Problem Types 
  
Table X1 
Distribution of FPL Managers according to Decision Rule - Clancey’s 





Abstracted Word Feature 
C I Both Neither 
 
C I Both Neither 
90th % 296 296 43 2750 
 
253 253 86 2793 
80th % 537 537 140 2171  470 470 207 2238 
75th % 637 637 209 1902 
 
561 561 285 1978 
50th % 847 847 845 846 
 
759 759 933 934 
1 SD 182 177 26 3000 
 
211 235 66 2873 
.5 SD 434 589 112 2250 
 
389 586 210 2200 
M 705 1003 763 914 
 
679 833 809 1064 








A. Lexical Item Analysis and Percentile-based Decision Rules 
 
B. Lexical Item Analysis, and Standard Deviation and Mean-based Decision Rules 
 





































D. Abstracted Word Feature Analysis, and Standard Deviation and Mean-based Decision 
Rules 
 
Figure X1. Distribution of FPL Managers according to Decision Rule – Clancey’s 






































Searle’s Speech Acts 
  
Table X2 






Abstracted Word Feature 
SB RB Both Neither 
 
SB RB Both Neither 
90th % 213 213 126 2833 
 
310 310 29 2736 
80th % 347 347 330 2361 552 552 125 2156 
75th % 403 403 443 2136 
 
637 637 209 1902 
50th % 482 482 1210 1211 
 
814 814 878 879 
1 SD 245 152 89 2899 
 
364 242 24 2755 
.5 SD 500 281 358 2246 
 
725 567 194 1899 
M 580 424 1070 1311 
 
867 775 862 881 
Note. n = 3,385. SB = Statement-based Assertives and Declarations Strategy; 
RB = Request-based Directives Strategy. % = percentile 
 
 
A. Lexical Item Analysis and Percentile-based Decision Rules 
 























C. Abstracted Word Feature Analysis and Percentile-based Decision Rules 
 










































Influence of Popularity 
Table X3 






Abstracted Word Feature 
PC DC Both Neither 
 
PC DC Both Neither 
90th % 236 236 103 2810 
 
229 229 110 2817 
80th % 409 409 268 2299  389 389 288 2319 
75th % 468 468 378 2071 
 
451 451 395 2088 
50th % 558 558 1134 1135 
 
543 543 1149 1150 
1 SD 149 104 45 3087 
 
162 268 82 2873 
.5 SD 374 232 146 2633 
 
401 475 350 2159 
M 572 559 824 1430 
 
590 490 1163 1142 
Note. n = 3,385. PC = Popular Choice Strategy; DC = Differential Choice 
Strategy. % = percentile. 
 
  






















B. Lexical Item Analysis, and Standard Deviation and Mean-based Decision Rules 
 








































D. Abstracted Word Feature Analysis, and Standard Deviation and Mean-based Decision 
Rules 
 









































Weekly Focus  
  
Table X4 




Lexical Item  
 
Abstracted Word Feature 
CF TF Both Neither 
 
CF TF Both Neither 
90th % 241 241 98 2805 
 
271 272 67 2775 
80th % 480 480 197 2228  491 491 186 2217 
75th % 568 568 278 1971 
 
588 588 258 1951 
50th % 949 672 743 1021 
 
760 760 932 933 
1 SD 131 42 30 3182 
 
162 182 28 3013 
.5 SD 255 73 71 2986 
 
439 371 116 2459 
M 893 261 259 1972 
 
799 727 814 1045 
Note. n = 3,385. CF = Captain Focused Strategy; TF = Transfer Focused 
Strategy. % = percentile 
 
 
A. Lexical Item Analysis and Percentile-based Decision Rules 
 























C. Abstracted Word Feature Analysis and Percentile-based Decision Rules 
 

















































APPENDIX Y  
Distributions between Discrete Classification Categories 
Below are plots of the distributions of FPL managers according to the discrete 
classification categories (strategy a, strategy b, both, neither). Separate figures present 
data pertaining to framework and type of language analysis combinations. Figure 2Y is 









a) Lexical Item Analysis 
 
b) Abstracted Word Feature Analysis 
 
Figure 1Y. Distributions of FPL managers based on discrete classification categorization 
for Clancey’s problem types organized by type of language analysis: a) lexical item 
analysis, and b) abstracted word feature analysis. N = 3,385. Dark gray represents the 







a) Lexical Item Analysis 
 
b) Abstracted Word Feature Analysis 
 
Figure 2Y. Distributions of FPL managers based on discrete classification categorization 
for Searle’s speech acts organized by type of language analysis: a) lexical item analysis, 
and b) abstracted word feature analysis. N = 3,385. Dark gray represents the 50th 









a) Lexical Item Analysis 
 
b) Abstracted Word Feature Analysis 
 
Figure 3Y. Distributions of FPL managers based on discrete classification categorization 
for influence of popularity organized by type of language analysis: a) lexical item 
analysis, and b) abstracted word feature analysis. N = 3,385. Dark gray represents the 








a) Lexical Item Analysis 
 
b) Abstracted Word Feature Analysis 
 
Figure 4Y. Distributions of FPL managers based on discrete classification categorization 
for weekly focus organized by type of language analysis: a) lexical item analysis, and b) 
abstracted word feature analysis. N = 3,385. Dark gray represents the 50th percentile 







APPENDIX Z  
Threshold and Feature Differences between Discrete Classification Categories  
Distributions of classification categories can differ by threshold or feature. Table Z1 
illustrates what it would look like if there were no changes to the distribution, meaning 
people were classified in the same manner regardless of the underlying classification 
method. Compare this to Table Z2, which illustrates differences according to threshold. A 
more liberal threshold means that more people are categorized as both and less people are 
categorized as neither. With the example shown, 1,135 people are categorized as neither 
with the more liberal 50th percentile decision rule in comparison to 2,299 people with the 
80th percentile decision rule. Also notice, that with a shift in threshold, there is not a shift 










Theoretical Classification Categorization Differences Indicative of No Change in 
Threshold 
  
50th Percentile Decision Rule, 












Neither 1129 0 0 0 1129 
Popular Choice 0 564 0 0 564 
Differential 
Choice 0 0 564 0 564 
Both 0 0 0 1128 1128 
 
Total 1129 564 564 1128 3385 
Table Z2 
Classification Categorization Differences Indicative of a Change in Decision Rule Value 
- Lexical Item Analysis and Influence of Popular Choice Framework 
  













Neither 1135 0 0 0 1135 
Popular Choice 370 188 0 0 558 
Differential 
Choice 377 0 181 0 558 
Both 417 221 228 268 1134 
 
Total 2299 409 409 268 3385 
 
The same is not true with differences in feature. As is illustrated with the contrast 
between categorizations according to lexical item analysis and abstract word feature 
analysis shown in Table Z3. Differences in features result in more dispersion between the 










Classification Categorization Differences Indicative of a Change in Diagnostic Features 
– 50th Percentile Decision Rule and Influence of Popular Choice Framework 
  
50th Percentile Decision Rule, 












Neither 769 183 123 60 1135 
Popular Choice 157 157 79 165 558 
Differential 
Choice 138 79 156 185 558 
Both 86 124 185 739 1134 
 










APPENDIX AA  
Relationship between Classification Categories and Captain Selection Scores – Individual 
Level of Analysis  
Each subsection contains tables presenting descriptive statistics, homogeneity of variance 
tests, and ANOVAs using captain selection scores as the dependent measure. If the 
ANOVA indicated significant differences between classification categories, I include a 
follow-up multiple comparisons test. The data is organized by language analysis 










Summary of ANOVAs – Differences between Classification Categories according to 
Captain Selection Scores 
Framework 50% Summary 80% Summary 
 Lexical Item Analysis 
Clancey's Problem Types 3.685** Both > Neither 1.273**  
Searle's Speech Acts 0.650**  1.449**  
Influence of Popularity 0.637**  0.348**  
Weekly Focus 7.871** Both > CF, 
Both > Neither, 
TF > Neither  
5.750** Both > CF, 
Both > Neither, 
TF > Neither 
 Abstracted Word Feature Analysis 
Clancey's Problem Types 2.719** Tukey HSD 
not significant 
5.240** I > C,  
Neither > C 
Searle's Speech Acts 1.447**  0.214**  
Influence of Popularity 0.460**  0.144**  
Weekly Focus 1.131**  1.654**  
Note. 50% and 80% represent the 50th and 80th percentile decision rules. Strategies: 
C = Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = 
Popular Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer 
Focused. 
* p < 0.05; ** p < 0.01.  
 
Lexical Item Analysis * Clancey’s Problem Types * 50% Decision Rule 
Table AA2 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Clancey’s Problem Types, and 
50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 846 5.317 1.340 5.227 5.408 0.000 8.520 
C 847 5.361 1.301 5.273 5.449 0.600 8.600 
I 847 5.393 1.304 5.305 5.481 0.000 8.520 
Both 845 5.518 1.292 5.431 5.606 0.000 8.720 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither construct nor interpret; C = construct only; I = interpret 









Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Clancey’s 
Problem Types, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3381 0.438 0.726 3 3.685 0.012 
Note. Significant at the p < .05 level. 
 
Table AA4 
Tukey HSD  - Classification Categories according to Captain Selection 
Scores - Lexical Item Analysis, Clancey’s Problem Types, and 50% Decision 
Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -0.044 0.064 0.901 -0.208 -0.120 
Neither to I -0.076 0.064 0.634 -0.239 -0.088 
Neither to Both -0.201 0.064 0.009 -0.365 -0.038 
C to I -0.032 0.064 0.959 -0.195 -0.132 
C to Both -0.157 0.064 0.065 -0.321 -0.006 
I to Both -0.126 0.064 0.199 -0.289 -0.038 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither construct nor interpret; C = construct only; I = interpret only; Both = 
both construct and interpret. Significant at the p < .05 level.  
 
Lexical Item Analysis * Clancey’s Problem Types * 80% Decision Rule 
Table AA5 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Clancey’s Problem Types, and 
80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,171 5.404 1.278 5.350 5.458 0.000 8.520 
C 537 5.345 1.415 5.225 5.465 0.120 8.600 
I 537 5.375 1.371 5.259 5.491 0.000 8.720 
Both 140 5.581 1.154 5.388 5.774 1.480 8.560 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither construct nor interpret; C = construct only; I = interpret 









Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Clancey’s Problem 
Types, and 80% Decision Rule 
df1 df2 
Levene 
Statistic p df1 df2 
Welch 
Statistic p 
3 3,381 3.273 0.020 3 539.420 1.480 0.219 
Note. Significant at the p < .05 level. 
 
Lexical Item Analysis * Searle’s Speech Acts * 50% Decision Rule 
Table AA7 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Searle’s Speech Acts, and 50% 
Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,211 5.391 1.295 5.318 5.464 0.000 8.520 
SB 482 5.454 1.327 5.335 5.572 0.600 8.720 
RB 482 5.338 1.398 5.213 5.463 0.000 8.360 
Both 1,210 5.405 1.285 5.332 5.477 0.000 8.560 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither statement-based assertives or declarations or request-
based directives; SB = statement-based assertives and declarations only; 
RB = request-based directives only; Both = both statement-based 
assertives and declarations, and request-based directives. 
 
Table AA8 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Searle’s 
Speech Acts, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 1.172 0.319 3 0.650 0.583 









Lexical Item Analysis * Searle’s Speech Acts * 80% Decision Rule 
Table AA9 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Searle’s Speech Acts, and 80% 
Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,361 5.404 1.320 5.350 5.457 0.000 8.600 
SB 347 5.500 1.260 5.367 5.633 1.320 8.720 
RB 347 5.317 1.342 5.175 5.458 0.000 8.360 
Both 330 5.331 1.259 5.194 5.467 0.000 8.120 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither statement-based assertives or declarations or request-
based directives; SB = statement-based assertives and declarations only; 
RB = request-based directives only; Both = both statement-based 
assertives and declarations, and request-based directives. 
 
Table AA10 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Searle’s 
Speech Acts, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.849 0.467 3 1.449 0.227 
Note. Significant at the p < .05 level. 
 
Lexical Item Analysis * Influence of Popularity * 50% Decision Rule 
Table AA11 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Influence of Popularity, and 
50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,135 5.372 1.324 5.295 5.449 0.000 8.600 
PC 558 5.369 1.383 5.254 5.484 0.440 8.560 
DC 558 5.389 1.257 5.285 5.494 0.840 8.720 
Both 1,134 5.440 1.288 5.365 5.515 0.000 8.520 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 







Neither = neither popular nor differential choice; PC = popular choice 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Influence of 
Popularity, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 1.415 0.236 3 0.637 0.591 
Note. Significant at the p <.05 level 
 
Lexical Item Analysis * Influence of Popularity * 80% Decision Rule 
Table AA13 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Influence of Popularity, and 
80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,299 5.389 1.308 5.335 5.442 0.000 8.720 
PC 409 5.428 1.298 5.302 5.554 1.160 8.560 
DC 409 5.374 1.316 5.246 5.502 0.000 8.400 
Both 268 5.459 1.354 5.296 5.622 0.000 8.360 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither popular nor differential choice; PC = popular choice 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis by Influence 
of Popularity, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.064 0.979 3 0.348 0.790 









Lexical Item Analysis * Weekly Focus * 50% Decision Rule 
Table AA15 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Weekly Focus, and 50% 
Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,021 5.261 1.345 5.178 5.343 0.000 8.560 
CF 949 5.384 1.276 5.303 5.465 0.000 8.520 
TF 672 5.445 1.334 5.344 5.546 0.440 8.720 
Both 743 5.559 1.268 5.468 5.651 0.600 8.240 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither captain focused nor transfer focused; CF = captain 
focused only; TC = transfer focused only; Both = both captain focused 
and transfer focused. 
 
Table AA16 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Weekly 
Focus, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 1.401 0.240 3 7.871 0.000 
Note. Significant at the p <.05 level 
 
Table AA17 
Tukey HSD  - Classification Categories according to Captain Selection 
Scores - Lexical Item Analysis, Weekly Focus, and 50% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -0.123 0.059 0.155 -0.275 -0.028 
Neither to TF -0.185 0.065 0.023 -0.352 -0.018 
Neither to Both -0.299 0.063 0.000 -0.461 -0.137 
CF to TF -0.061 0.066 0.788 -0.231 -0.108 
CF to Both -0.175 0.064 0.032 -0.340 -0.011 
TF to Both -0.114 0.070 0.358 -0.293 -0.065 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 







Lexical Item Analysis * Weekly Focus * 80% Decision Rule 
Table AA18 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Lexical Item Analysis, Weekly Focus, and 80% 
Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,228 5.347 1.322 5.292 5.402 0.000 8.720 
CF 480 5.387 1.305 5.270 5.504 0.000 8.240 
TF 480 5.525 1.273 5.411 5.640 0.920 8.280 
Both 197 5.682 1.246 5.507 5.857 0.600 8.040 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither captain focused nor transfer focused; CF = captain 
focused only; TC = transfer focused only; Both = both captain focused 
and transfer focused. 
 
Table AA19 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Lexical Item Analysis, Weekly 
Focus, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.737 0.530 3 5.750 0.001 
Note. Significant at the p <.05 level. 
 
Table AA20 
Tukey HSD  - Classification Categories according to Captain Selection 
Scores - Lexical Item Analysis, Weekly Focus, and 80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -0.040 0.066 0.932 -0.209 -0.130 
Neither to TF -0.178 0.066 0.034 -0.348 -0.009 
Neither to Both -0.335 0.097 0.003 -0.585 -0.085 
CF to TF -0.139 0.084 0.354 -0.356 -0.078 
CF to Both -0.295 0.111 0.038 -0.580 -0.011 
TF to Both -0.156 0.111 0.491 -0.441 -0.128 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 







Abstracted Word Feature Analysis * Clancey’s Problem Types * 50% Decision Rule 
Table AA21 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Clancey’s Problem 
Types, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 934 5.337 1.352 5.250 5.423 0.000 8.600 
C 759 5.329 1.335 5.234 5.425 0.000 8.360 
I 759 5.455 1.318 5.361 5.549 0.000 8.360 
Both 933 5.467 1.237 5.388 5.547 0.000 8.720 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither construct nor interpret; C = construct only; I = interpret 
only; Both = both construct and interpret. 
 
Table AA22 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Clancey’s Problem Types, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 2.485 0.059 3 2.719 0.043 
Note. Significant at the p < .05 level. 
 
Table AA23 
Tukey HSD  - Classification Categories according to Captain Selection 
Scores - Abstracted Word Feature Analysis, Clancey’s Problem Types, and 
80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -0.007 0.064 0.999 -0.157 0.172 
Neither to I -0.118 0.064 0.252 -0.283 0.046 
Neither to Both -0.131 0.061 0.136 -0.286 0.025 
C to I -0.125 0.067 0.244 -0.298 0.048 
C to Both -0.138 0.064 0.137 -0.302 0.027 
I to Both -0.013 0.064 0.997 -0.177 0.152 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither construct nor interpret; C = construct only; I = interpret only; Both = 








Abstracted Word Feature Analysis * Clancey’s Problem Types * 80% Decision Rule 
Table AA24 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Clancey’s Problem 
Types, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,238 5.411 1.327 5.356 5.466 0.000 8.720 
C 470 5.193 1.365 5.069 5.316 0.000 8.240 
I 470 5.509 1.247 5.396 5.622 0.600 8.240 
Both 207 5.467 1.090 5.318 5.617 1.480 8.120 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither construct nor interpret; C = construct only; I = interpret 
only; Both = both construct and interpret. 
 
Table AA25 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Clancey’s Problem Types, and 80% Decision Rule 
df1 df2 
Levene 
Statistic p df1 df2 
Welch 
Statistic p 
3 3,381 3.243 0.021 3 687.870 5.099 0.002 
Note. Significant at the p < .05 level. 
 
Table AA26 
Games-Howell  - Classification Categories according to Captain Selection 
Scores - Abstracted Word Feature Analysis, Clancey’s Problem Types, and 
80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -0.218 0.069 0.009 -0.041 -0.396 
Neither to I -0.098 0.064 0.420 -0.263 -0.067 
Neither to Both -0.057 0.081 0.896 -0.266 -0.152 
C to I -0.316 0.085 0.001 -0.535 -0.096 
C to Both -0.275 0.099 0.028 -0.529 -0.021 
I to Both -0.041 0.095 0.973 -0.204 -0.287 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
Neither construct nor interpret; C = construct only; I = interpret only; Both = 







Abstracted Word Feature Analysis * Searle’s Speech Acts * 50% Decision Rule 
Table AA26 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Searle’s Speech 
Acts, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 879 5.346 1.291 5.260 5.431 0.000 8.160 
SB 814 5.414 1.333 5.323 5.506 0.000 8.400 
RB 814 5.364 1.306 5.274 5.454 0.000 8.720 
Both 878 5.465 1.314 5.378 5.552 0.000 8.600 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither statement-based assertives or declarations or request-
based directives; SB = statement-based assertives and declarations only; 
RB = request-based directives only; Both = both statement-based 
assertives and declarations, and request-based directives. 
 
Table AA27 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Searle’s Speech Acts, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.164 0.920 3 1.447 0.227 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Searle’s Speech Acts * 80% Decision Rule 
Table AA28 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Searle’s Speech 
Acts, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,156 5.396 1.277 5.342 5.450 0.000 8.720 
SB 552 5.399 1.451 5.278 5.521 0.000 8.600 
RB 552 5.381 1.294 5.273 5.489 0.000 8.240 
Both 125 5.485 1.314 5.252 5.717 0.600 8.360 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 







Neither = neither statement-based assertives or declarations or request-
based directives; SB = statement-based assertives and declarations only; 
RB = request-based directives only; Both = both statement-based 
assertives and declarations, and request-based directives. 
 
Table AA29 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Searle’s Speech Acts, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 2.216 0.084 3 0.214 0.886 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Influence of Popularity * 50% Decision Rule 
Table AA30 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Influence of 
Popularity, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,150 5.363 1.345 5.285 5.441 0.000 8.280 
PC 543 5.398 1.277 5.291 5.506 0.440 8.520 
DC 543 5.410 1.321 5.299 5.521 0.120 8.600 
Both 1,149 5.426 1.288 5.351 5.500 0.000 8.720 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither popular nor differential choice; PC = popular choice 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Influence of Popularity, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.709 0.546 3 0.460 0.710 









Abstracted Word Feature Analysis * Influence of Popularity * 80% Decision Rule 
Table AA32 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Influence of 
Popularity, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,319 5.392 1.321 5.338 5.446 0.000 8.720 
PC 389 5.413 1.259 5.287 5.538 0.440 8.520 
DC 389 5.431 1.265 5.305 5.557 0.000 8.600 
Both 288 5.374 1.365 5.216 5.532 0.680 8.520 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither popular nor differential choice; PC = popular choice 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Influence of Popularity, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.717 0.542 3 0.144 0.934 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Weekly Focus * 50% Decision Rule 
Table AA34 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Weekly Focus, and 
50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 933 5.355 1.340 5.268 5.441 0.000 8.720 
CF 760 5.412 1.316 5.318 5.506 0.000 8.520 
TF 760 5.364 1.324 5.270 5.459 0.000 8.600 
Both 932 5.455 1.266 5.374 5.537 0.440 8.560 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 







focused only; TC = transfer focused only; Both = both captain focused 
and transfer focused. 
 
Table AA35 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Weekly Focus, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.361 0.782 3 1.131 0.335 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Weekly Focus * 80% Decision Rule 
Table AA36 
Descriptive Statistics – Classification Categories according to Captain 
Selection Scores - Abstracted Word Feature Analysis, Weekly Focus, and 
80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 2,217 5.376 1.319 5.321 5.431 0.000 8.720 
CF 491 5.410 1.296 5.295 5.525 0.640 8.360 
TF 491 5.405 1.311 5.288 5.521 0.000 8.600 
Both 186 5.597 1.247 5.417 5.778 1.320 8.360 
Total 3,385 5.397 1.311 5.353 5.442 0.000 8.720 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; 
Neither = neither captain focused nor transfer focused; CF = captain 
focused only; TC = transfer focused only; Both = both captain focused 
and transfer focused. 
 
Table AA37 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Captain Selection Scores - Abstracted Word Feature Analysis, 
Weekly Focus, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 3,381 0.377 0.769 3 1.654 0.175 








APPENDIX BB  
Relationship between Classification Categories and Expertise Scores – Individual Level 
of Analysis 
Each subsection contains tables presenting descriptive statistics, homogeneity of variance 
tests, and ANOVAs using expertise scores as the dependent measure. If the ANOVA 
indicated significant differences between classification categories, I include a follow-up 
multiple comparisons test. The data is organized by type of language analysis, 










Summary of ANOVAs – Differences between Classification Categories according to 
Expertise Scores 
Framework 50% Summary 80% Summary 
 Lexical Item Analysis 
Clancey's Problem 
Types 
07.657** Both > I,  
Both > Neither,  
C > Neither 
02.339**  
Searle's Speech Acts 02.344** Tukey HSD not 
significant 
03.997** Neither > Both, 
SB > Both 
Influence of 
Popularity 
01.065**  02.102**  
Weekly Focus 13.016** Both > CF, 
Both > TF, 
Both > Neither 
14.461** Both > CF, 
Both > TF, 
Both > Neither 
 Abstracted Word Feature Analysis 
Clancey's Problem 
Types 
08.322** Both > C,  
Both > Neither, 
I > C 
08.112** Both > Neither, 
Both > C,  
I > C 
Searle's Speech Acts 01.829**  00.366**  
Influence of 
Popularity 
00.822**  00.490**  
Weekly Focus 06.649** Both > Neither, 
C > Neither,  
09.526** Both > Neither, 
C > Neither,  
T > Neither,  
Note. 50% and 80% represent the 50th and 80th percentile decision rules. Strategies: 
C = Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = 
Popular Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer 
Focused. 










Lexical Item Analysis * Clancey’s Problem Types * 50% Decision Rule 
Table BB2 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Clancey’s Problem Types, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 635 1,946.440 186.097 1,931.940 1,960.940 1,433 2,345 
C 672 1,975.970 194.552 1,961.230 1,990.710 1,446 2,435 
I 662 1,950.660 172.208 1,937.520 1,963.800 1,445 2,362 
Both 675 1,987.800 186.130 1,973.730 2,001.860 1,444 2,433 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 




Test of Homogeneity of Variances and ANOVA- Classification Categories according 




Statistic p df1 df2 
Welch 
Statistic p 
3 2,640 4.087 0.007 3 1,464.199 7.715 0.000 
Note. Significant at the p < .05 level. 
 
Table BB4 
Games-Howell  - Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Clancey’s Problem Types, and 50% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -29.532 10.529 0.026 -56.620 0-2.450 
Neither to I 0-4.221 19.967 0.974 -29.860 -21.420 
Neither to Both -41.359 10.289 0.000 -67.830 -14.890 
C to I -25.312 10.056 0.058 0-0.560 -51.180 
C to Both -11.827 10.375 0.665 -38.520 -14.860 
I to Both -37.138 19.804 0.001 -62.360 -11.920 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither construct nor interpret; C = construct only; I = interpret only; Both = 








Lexical Item Analysis * Clancey’s Problem Types * 80% Decision Rule 
Table BB5 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Clancey’s Problem Types, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,703 1,958.890 182.346 1,950.230 1,967.560 1,433 2,435 
C 417 1,985.460 200.600 1,966.150 2,004.770 1,446 2,433 
I 410 1,969.110 176.105 1,952.020 1,986.210 1,445 2,399 
Both 114 1,979.550 206.288 1,941.280 2,017.830 1,445 2,411 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Clancey’s Problem Types, 
and 80% Decision Rule 
df1 df2 
Levene 
Statistic p df1 df2 
Welch 
Statistic p 
3 2,640 3.645 0.012 3 423.682 2.339 0.073 
Note. Significant at the p < .05 level. 
 
Lexical Item Analysis * Searle’s Speech Acts * 50% Decision Rule 
Table BB7 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Searle’s Speech Acts, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 931 1,966.460 186.296 1,954.480 1,978.450 1,446 2,435 
SB 373 1,986.100 186.880 1,967.070 2,005.120 1,444 2,433 
RB 377 1,966.770 193.128 1,947.210 1,986.330 1,433 2,409 
Both 963 1,956.260 181.120 1,944.800 1,967.710 1,445 2,393 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
statement-based assertives or declarations or request-based directives; SB = 











Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Searle’s Speech Acts, 
and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.621 0.601 3 2.344 0.071 
Note. Significant at the p < .05 level. 
 
Lexical Item Analysis * Searle’s Speech Acts * 80% Decision Rule 
Table BB9 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Searle’s Speech Acts, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,847 1,969.910 184.533 1,961.490 1,978.330 1,444 2,435 
SB 278 1,977.880 181.034 1,956.510 1,999.260 1,494 2,421 
RB 263 1,955.860 191.376 1,932.620 1,979.090 1,433 2,376 
Both 256 1,930.760 189.382 1,907.450 1,954.070 1,445 2,393 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
statement-based assertives or declarations or request-based directives; SB = 
statement-based assertives and declarations only; RB = request-based directives 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Searle’s Speech Acts, 
and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.171 0.916 3 3.997 0.007 










Tukey HSD  - Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Searle’s Speech Acts, and 80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to SB 0-7.972 11.923 0.909 -38.620 22.680 
Neither to RB -14.054 12.215 0.658 -17.350 45.450 
Neither to Both -39.148 12.360 0.008 -07.370 70.920 
SB to RB -22.026 15.942 0.511 -18.960 63.010 
SB to Both -47.120 16.054 0.018 -05.850 88.390 
RB to Both -25.094 16.272 0.412 -16.740 66.920 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither statement-based assertives or declarations or request-based 
directives; SB = statement-based assertives and declarations only; RB = 
request-based directives only; Both = both statement-based assertives and 
declarations, and request-based directives. Significant at the p < .05 level.  
 
Lexical Item Analysis * Influence of Popularity * 50% Decision Rule 
Table BB12 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Influence of Popularity, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 866 1,959.630 185.351 1,947.260 1,971.990 1,445 2,435 
PC 444 1,968.590 193.061 1,950.580 1,986.590 1,446 2,376 
DC 436 1,958.410 184.557 1,941.030 1,975.780 1,467 2,350 
Both 898 1,973.260 182.687 1,961.290 1,985.220 1,433 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
popular nor differential choice; PC = popular choice only; DC = differential choice 
only; Both = both popular and differential choice. 
 
Table BB13 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Influence of 
Popularity, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.662 0.576 3 1.065 0.363 







Lexical Item Analysis * Influence of Popularity * 80% Decision Rule 
Table BB14 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Influence of Popularity, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,794 1,964.800 181.193 1,956.410 1,973.190 1,444 2,435 
PC 320 1,956.850 197.621 1,935.120 1,978.590 1,433 2,421 
DC 316 1,957.850 187.879 1,937.060 1,978.650 1,467 2,393 
Both 214 1,996.340 198.622 1,969.570 2,023.100 1,448 2,376 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
popular nor differential choice; PC = popular choice only; DC = differential choice 
only; Both = both popular and differential choice. 
 
Table BB15 
Test of Homogeneity of Variances and ANOVA- Classification Categories according to 




Statistic p df1 df2 
Welch 
Statistic p 
3 2,640 3.296 0.020 3 549.937 2.102 0.099 
Note. Significant at the p < .05 level. 
 
Lexical Item Analysis * Weekly Focus * 50% Decision Rule 
Table BB16 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Weekly Focus, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 762 1,941.130 182.654 1,928.140 1,954.120 1,445 2,376 
CF 721 1,961.210 186.661 1,947.560 1,974.860 1,433 2,435 
TF 543 1,963.240 184.467 1,947.690 1,978.800 1,444 2,433 
Both 618 2,002.790 183.811 1,988.270 2,017.310 1,446 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
captain focused nor transfer focused; CF = captain focused only; TC = transfer 









Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Weekly Focus, and 
50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.368 0.776 3 13.016 0.000 
Note. Significant at the p < .05 level. 
 
Table BB18 
Tukey HSD  - Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Weekly Focus, and 50% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -20.082 -9.580 0.155 -44.710 -04.550 
Neither to TF -22.115 10.356 0.142 -48.740 -04.510 
Neither to Both -61.656 -9.982 0.000 -87.320 -36.000 
CF to TF )-2.033 10.477 0.997 -28.970 -24.900 
CF to Both -41.574 10.108 0.000 -67.560 -15.590 
TF to Both -39.541 10.846 0.002 -67.420 -11.660 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 
Significant at the p < .05 level.  
 
Lexical Item Analysis * Weekly Focus * 80% Decision Rule 
Table BB19 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Weekly Focus, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,714 1,953.130 181.890 1,944.510 1,961.740 1,445 2,435 
CF 370 1,973.080 189.506 1,953.700 1,992.450 1,433 2,411 
TF 398 1,978.220 184.825 1,960.010 1,996.440 1,444 2,387 
Both 162 2,048.820 195.180 2,018.540 2,079.100 1,446 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
captain focused nor transfer focused; CF = captain focused only; TC = transfer 









Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Lexical Item Analysis, Weekly Focus, and 
80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.813 0.487 3 14.461 0.000 
Note. Significant at the p < .05 level. 
 
Table BB21 
Tukey HSD  - Classification Categories according to Expertise Scores - 
Lexical Item Analysis, Weekly Focus, and 80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -19.949 10.562 0.233 1-47.100 -17.200 
Neither to TF -25.097 10.252 0.069 1-51.450 -11.260 
Neither to Both -95.694 15.144 0.000 -134.630 -56.760 
CF to TF 0-5.148 13.306 0.980 1-39.350 -29.060 
CF to Both -75.745 17.358 0.000 -120.370 -31.120 
TF to Both -70.597 17.171 0.000 -114.740 -26.460 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 
Significant at the p < .05 level.  
 
Abstracted Word Feature Analysis * Clancey’s Problem Types * 50% Decision Rule 
Table BB22 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Clancey’s Problem Types, and 50% Decision 
Rule 
    95% CI   
 n M SD LL UL min max 
Neither 715 1,954.290 184.861 1,940.720 1,967.870 1,447 2,435 
C 597 1,941.120 190.106 1,925.840 1,956.400 1,433 2,376 
I 586 1,978.100 186.915 1,962.940 1,993.270 1,444 2,433 
Both 746 1,986.060 178.966 1,973.200 1,998.930 1,445 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 










Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, 
Clancey’s Problem Types, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.402 0.751 3 8.322 0.000 
Note. Significant at the p < .05 level. 
 
Table BB24 
Tukey HSD  - Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Clancey’s Problem Types, and 80% 
Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -13.178 10.250 0.572 -13.170 -39.530 
Neither to I -23.810 10.302 0.096 -50.290 -02.670 
Neither to Both -31.771 19.676 0.006 -56.640 1-6.900 
C to I -36.989 10.751 0.003 -64.630 1-9.350 
C to Both -44.949 10.153 0.000 -71.050 -18.850 
I to Both 0-7.960 10.205 0.864 -34.190 -18.270 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither construct nor interpret; C = construct only; I = interpret only; Both = 
both construct and interpret. Significant at the p < .05 level.  
 
Abstracted Word Feature Analysis * Clancey’s Problem Types * 80% Decision Rule 
Table BB25 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Clancey’s Problem Types, and 80% Decision 
Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,739 1,961.590 187.323 1,952.780 1,970.400 1,433 2,435 
C 361 1,939.270 188.831 1,919.720 1,958.810 1,445 2,376 
I 375 1,988.570 168.299 1,971.480 2,005.660 1,489 2,411 
Both 169 2,011.490 186.520 1,983.170 2,039.820 1,448 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 










Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Clancey’s 
Problem Types, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 2.048 0.105 3 8.112 0.000 
Note. Significant at the p < .05 level. 
 
Table BB27 
Tukey HSD - Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Clancey’s Problem Types, and 80% 
Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to C -22.322 10.694 0.157 11-5.170 -49.810 
Neither to I -26.980 10.528 0.051 1-54.040 -00.080 
Neither to Both -49.900 14.899 0.005 1-88.200 -11.600 
C to I -49.302 13.634 0.002 184.350 -14.250 
C to Both -72.222 17.234 0.000 -116.530 -27.920 
I to Both -22.920 17.131 0.539 1-66.960 -21.120 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
Neither construct nor interpret; C = construct only; I = interpret only; Both = 
both construct and interpret. Significant at the p < .05 level.  
 
Abstracted Word Feature Analysis * Searle’s Speech Acts * 50% Decision Rule 
Table BB28 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Searle’s Speech Acts, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 697 1,951.950 187.254 1,938.020 1,965.870 1,433 2,435 
SB 622 1,973.390 180.266 1,959.200 1,987.590 1,459 2,433 
RB 629 1,971.180 187.127 1,956.530 1,985.840 1,445 2,409 
Both 696 1,967.110 187.098 1,953.190 1,981.030 1,444 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
statement-based assertives or declarations or request-based directives; SB = 
statement-based assertives and declarations only; RB = request-based directives 










Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores – Abstracted Word Feature Analysis, Searle’s 
Speech Acts, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.543 0.653 3 1.829 0.140 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Searle’s Speech Acts * 80% Decision Rule 
Table BB30 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Searle’s Speech Acts, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,677 1,962.800 184.283 1,953.980 1,971.630 1,433 2,435 
SB 435 1,971.200 184.473 1,953.820 1,988.590 1,444 2,433 
RB 437 1,970.640 190.176 1,952.760 1,988.520 1,445 2,393 
Both 95 1,965.000 195.688 1,925.140 2,004.860 1,501 2,421 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
statement-based assertives or declarations or request-based directives; SB = 
statement-based assertives and declarations only; RB = request-based directives 




Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Searle’s 
Speech Acts, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.849 0.467 3 0.366 0.777 









Abstracted Word Feature Analysis * Influence of Popularity * 50% Decision Rule 
Table BB32 
Descriptive Statistics – Classification Categories according to Expertise Scores – 
Abstracted Word Feature Analysis, Influence of Popularity, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 872 1,957.700 188.799 1,945.150 1,970.240 1,433 2,435 
PC 433 1,967.540 184.725 1,950.090 1,984.980 1,447 2,411 
DC 426 1,968.030 189.299 1,950.000 1,986.050 1,468 2,433 
Both 913 1,970.980 181.339 1,959.200 1,982.760 1,444 2,393 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
popular nor differential choice; PC = popular choice only; DC = differential choice 
only; Both = both popular and differential choice. 
 
Table BB33 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Influence 
of Popularity, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.465 0.707 3 0.822 0.481 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Influence of Popularity * 80% Decision Rule 
Table BB34 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Influence of Popularity, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,811 1,963.200 188.000 1,954.530 1,971.860 1,433 2,435 
PC 312 1,970.190 183.259 1,949.780 1,990.610 1,454 2,393 
DC 303 1,976.050 175.545 1,956.200 1,995.890 1,474 2,421 
Both 218 1,963.990 183.647 1,939.470 1,988.500 1,445 2,343 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
popular nor differential choice; PC = popular choice only; DC = differential choice 









Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Influence 
of Popularity, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.796 0.496 3 0.490 0.689 
Note. Significant at the p < .05 level. 
 
Abstracted Word Feature Analysis * Weekly Focus * 50% Decision Rule 
Table BB36 
Descriptive Statistics – Classification Categories according to Expertise Scores – 
Abstracted Word Feature Analysis, Weekly Focus, and 50% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 707 1,940.780 186.932 1,926.970 1,954.580 1,444 2,387 
CF 596 1,973.130 185.121 1,958.240 1,988.020 1,445 2,399 
TF 595 1,966.170 191.277 1,950.770 1,981.570 1,433 2,435 
Both 746 1,982.510 178.043 1,969.720 1,995.310 1,446 2,411 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
captain focused nor transfer focused; CF = captain focused only; TC = transfer 
focused only; Both = both captain focused and transfer focused. 
 
Table BB37 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Weekly 
Focus, and 50% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 1.215 0.303 3 6.649 0.000 










Tukey HSD - Classification Categories according to Expertise Scores – 
Abstracted Word Feature Analysis, Weekly Focus, and 50% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -32.352 10.291 0.009 -58.810 0-5.900 
Neither to TF -25.395 10.295 0.065 -51.860 -01.070 
Neither to Both -41.740 19.713 0.000 -66.710 -16.770 
CF to TF -06.958 10.725 0.916 -20.610 -34.530 
CF to Both 0-9.387 10.167 0.792 -35.520 -16.750 
TF to Both -16.345 10.172 0.375 -42.490 -09.800 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 
Significant at the p < .05 level.  
 
Abstracted Word Feature Analysis * Weekly Focus * 80% Decision Rule 
Table BB39 
Descriptive Statistics – Classification Categories according to Expertise Scores - 
Abstracted Word Feature Analysis, Weekly Focus, and 80% Decision Rule 
    95% CI   
 n M SD LL UL min max 
Neither 1,711 1,951.570 185.906 1,942.760 1,960.390 1,444 2,435 
CF 398 1,988.440 183.004 1,970.410 2,006.480 1,454 2,393 
TF 392 1,989.410 179.686 1,971.570 2,007.260 1,433 2,433 
Both 143 2,003.820 189.474 1,972.500 2,035.140 1,538 2,411 
Total 2,644 1,965.560 185.649 1,958.480 1,972.640 1,433 2,435 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = neither 
captain focused nor transfer focused; CF = captain focused only; TC = transfer 
focused only; Both = both captain focused and transfer focused. 
 
Table BB40 
Test of Homogeneity of Variances and ANOVA- Classification Categories 
according to Expertise Scores - Abstracted Word Feature Analysis, Weekly 
Focus, and 80% Decision Rule 
df1 df2 Levene Statistic p df F p 
3 2,640 0.237 0.871 3 9.526 0.000 









Tukey HSD - Classification Categories according to Expertise Scores – 
Abstracted Word Feature Analysis, Weekly Focus, and 80% Decision Rule 
 Mean    95% CI 
Contrast Difference SE p LL UL 
Neither to CF -36.871 10.282 0.002 -63.300 -10.440 
Neither to TF -37.840 10.346 0.001 -64.430 -11.240 
Neither to Both -52.245 16.083 0.006 -93.590 -10.900 
CF to TF 0-0.969 13.147 1.000 -34.770 -32.830 
CF to Both -15.373 18.013 0.829 -61.680 -30.930 
TF to Both -14.405 18.050 0.855 -60.800 -31.990 
Note. CI = confidence interval; LL = lower limit; UL = upper limit; Neither = 
neither captain focused nor transfer focused; CF = captain focused only; TC 
= transfer focused only; Both = both captain focused and transfer focused. 









APPENDIX CC  
Review of ANOVA Outcomes – Differences based on Captain Selection Score Sample 
The analyses reported in the body of the document consider all 3,385 FPL managers, but 
only 2,644 had expertise scores. To understand how these novices affected outcomes, I 
re-ran the ANOVA analyses reported in Section 8 limiting the sample to the 2,644 FPL 
managers that had both an expertise score and captain selection data. Tables CC1 and 
CC2 compare the ANOVA outcomes that vary the captain selection score sample. Albeit 
two exceptions, the outcomes remained the same, suggesting that the performance 









Comparison between ANOVA Outcomes With and Without Novices – Lexical Item 









 50% Decision Rule 
Clancey's Problem 
Types 
2.527**  3.685** c Both > Neither 
Searle's Speech Acts 0.963**  0.650** c  
Influence of Popularity 0.662**c  0.460**c  
Weekly Focus 7.180** Both > CF, 
Both > Neither, 
TF > Neither 
7.871** c Both > CF, Both 
> Neither, TF > 
Neither 
 80% Decision Rule 
Clancey's Problem 
Types 
0.463**  1.480c**  
Searle's Speech Acts 1.640**  1.449 c**  
Influence of Popularity 0.683**  0.144****  
Weekly Focus 5.514** Both > CF, 
Both > Neither, 
TF > Neither 
5.750**** Both > CF, 
Both > Neither, 
TF > Neither 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. Strategies: C = 
Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = Popular 
Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer Focused. 
* p < 0.05; ** p < 0.01.  
a These were the outcomes reported in the body of the paper. 
b n(outliers removed) = 2,644; n(all) = 3,385. 









Comparison between ANOVA Outcomes With and Without Novices – Abstracted 









 50% Decision Rule 
Clancey's Problem 
Types 
3.322*c*  2.719*c*  
Searle's Speech Acts 3.106**c SB > Neither 1.447**c  
Influence of Popularity 0.662**c  0.460**c  
Weekly Focus 0.991**c  1.131**c  
 80% Decision Rule 
Clancey's Problem 
Types 
5.567**c I > C,  
Neither> C 
5.240**c I > C,  
Neither> C 
Searle's Speech Acts 0.720**c  0.214**c  
Influence of Popularity 0.683**c  0.144**  
Weekly Focus 1.805**c  1.654**c  
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 
Strategies: C = Construct, I = Interpret, SB = Statement-based, RB = Request-
based, PC = Popular Choice, DC = Differential Choice, CF = Captain Focused, 
TF = Transfer Focused. 
* p < 0.05; ** p < 0.01.  









APPENDIX DD  
Review of ANOVA Outcomes – Differences based on Expertise Score Sample 
The analyses reported in the body of the document consider all 3,385 FPL managers, but 
only 2,644 had expertise scores. The FPL managers without a score from the 2015-2016 
season were given the expertise score of zero. To understand how these novices affected 
outcomes, I re-ran the ANOVA analyses reported in Section 8 limiting the sample to the 
2,644 FPL managers that had both an expertise score and captain selection data. Tables 
DD1 and DD2 compare the ANOVA outcomes that vary the expertise sample. There 
were fewer differences between classification categories when novices were included in 









Comparison between ANOVA Outcomes With and Without Novices – Lexical Item 









 50% Decision Rule 
Clancey's Problem 
Types 
07.657** Both > I,  
Both > Neither,  
C > Neither 
03.483*c* Both > Neither  





01.065**  01.576c**  
Weekly Focus 13.016** Both > CF,  
Both > TF,  
Both > Neither 
14.478**c Both > CF,  
Both > Neither, 
TF > Neither 
 80% Decision Rule 
Clancey's Problem 
Types 
02.339**  00.695**c  
Searle's Speech Acts 03.997** SB > Both, 




02.102**  00.485**c  
Weekly Focus 14.461** Both > CF,  
Both > TF,  
Both > Neither 
07.541**c Both > Neither, 
TF > CF,  
TF > Neither 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. Strategies: C 
= Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = Popular 
Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer Focused. 
* p < 0.05; ** p < 0.01.  
a These were the outcomes reported in the body of the paper. 
b n(outliers removed) = 2644; n(all) = 3385. 









Comparison between ANOVA Outcomes With and Without Novices – Abstracted Word 









 50% Decision Rule 
Clancey's Problem 
Types 
8.322** Both > C, 
Both > Neither,  
I > C 
2.042c  
Searle's Speech Acts 1.829**  0.569c  
Influence of 
Popularity 
0.822**  1.734c  
Weekly Focus 6.649** Both > Neither, CF > Neither 
2.365c  
 80% Decision Rule 
Clancey's Problem 
Types 
8.112** Both > C, 
Both > Neither,  
I > C 
1.742c  
Searle's Speech Acts 0.366**  0.851c  
Influence of 
Popularity 
0.490**  0.439c  
Weekly Focus 9.526** Both > Neither,  
C > Neither,  
T > Neither 
2.430c  
Note. 50% and 80% represent the 50th and 80th percentile decision rules. Strategies: C 
= Construct, I = Interpret, SB = Statement-based, RB = Request-based, PC = Popular 
Choice, DC = Differential Choice, CF = Captain Focused, TF = Transfer Focused. 
* p < 0.05; ** p < 0.01.  









APPENDIX EE  
Monte Carlo Simulation Outcomes – WoC Analysis  
Monte Carlo simulation uses the same group formation techniques as described with the 
WoC analyses. Captain selection and score is used as the performance measure. In total, 
5,000 diverse groups were formed and 5,000 random groups were formed. The Monte 
Carlo simulation randomly selects one of each type of group and determines a winner 
based on which group had a higher captain selection score (based on the groups mode 
captain selection). One thousand comparisons are made. Thus, the Monte Carlo 
simulation score is the ratio of wins given 1,000 trials. Values greater than 0.5 indicate 
success of diverse group formation over random group formation.  
Table EE1 lists the Monte Carlo results for simulations that used all of the 
classification categories (i.e., both, strategy a, strategy b, and neither) during group 
formation. Table EE2 lists the results with the neither category excluded from group 
formation. Table EE3 lists the results with the neither and both classification categories 



















Results of Monte Carlo Simulation Comparing Diverse and Random Groups– All 
Four Discrete Classification Categories Included 
 
Lexical Item  Abstracted Word Feature 
Group 




Clancey's Problem Types 
10 0.501 0.512  0.503 0.475 
20 0.498 0.523  0.500 0.470 30 0.504 0.525  0.506 0.461 40 0.501 0.528  0.506 0.453 50 0.503 0.523  0.512 0.451 70 0.504 0.530  0.514 0.435 90 0.506 0.528  0.514 0.428 
 Searle's Speech Acts 10 0.507 0.508  0.500 0.515 
20 0.504 0.525  0.508 0.521 
30 0.501 0.537  0.497 0.516 
40 0.510 0.540  0.507 0.524 
50 0.506 0.549  0.508 0.528 
70 0.504 0.562  0.503 0.538 
90 0.507 0.578  0.501 0.535 
 Influence of Popularity 10 0.502 0.514  0.499 0.499 
20 0.505 0.513  0.488 0.508 
30 0.503 0.517  0.494 0.512 
40 0.505 0.516  0.493 0.511 
50 0.501 0.511  0.501 0.519 
70 0.503 0.518  0.506 0.525 
90 0.505 0.519  0.500 0.525 
 Weekly Focus 10 0.508 0.543  0.497 0.519 20 0.514 0.546  0.501 0.518 30 0.508 0.538  0.504 0.516 40 0.507 0.524  0.499 0.507 50 0.508 0.513  0.502 0.501 70 0.510 0.493  0.500 0.491 90 0.511 0.477  0.496 0.474 Note. 50% and 80% represent the 50th and 80th percentile decision rules. 











Results of Monte Carlo Simulation Comparing Diverse and Random Groups– 
Neither Category Excluded 
Group 
Size 





Clancey's Problem Types 
9 0.507 0.518  0.507 0.461 
18 0.509 0.529  0.521 0.449 
32 0.513 0.544  0.522 0.439 
40 0.515 0.539  0.526 0.434 
48 0.521 0.542  0.527 0.424 
72 0.529 0.537  0.540 0.406 
90 0.532 0.542  0.548 0.401 
 
Searle's Speech Acts 
9 0.509 0.508  0.511 0.519 
18 0.523 0.526  0.512 0.528 
32 0.523 0.554  0.517 0.536 
40 0.532 0.562  0.520 0.542 
48 0.536 0.571  0.518 0.543 
72 0.544 0.593  0.521 0.558 
90 0.556 0.611  0.527 0.567 
 
Influence of Popularity 
9 0.512 0.515 
 
0.494 0.498 
18 0.518 0.518 
 
0.498 0.509 
32 0.524 0.525 
 
0.498 0.512 
40 0.522 0.523 
 
0.502 0.519 
48 0.522 0.518 
 
0.498 0.521 
72 0.523 0.521 
 
0.507 0.531 





9 0.523 0.563  0.508 0.528 
18 0.527 0.563  0.512 0.526 
32 0.524 0.538  0.505 0.507 
40 0.525 0.526  0.500 0.501 
48 0.528 0.516  0.503 0.493 
72 0.514 0.478  0.502 0.470 
90 0.513 0.460  0.491 0.453 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 









Results of Monte Carlo Simulation Comparing Diverse and Random Groups– Both 
and Neither Discrete Classification Categories Excluded 
 
Lexical Item  Abstracted Word Feature 
Group 




Clancey's Problem Types 
10 0.495 0.511  0.505 0.475 20 0.514 0.526  0.527 0.481 30 0.524 0.528  0.535 0.485 40 0.539 0.521  0.550 0.488 50 0.547 0.521  0.561 0.493 70 0.559 0.520  0.590 0.502 90 0.573 0.510  0.607 0.510 
 
Searle's Speech Acts 
10 0.504 0.528  0.505 0.518 
20 0.510 0.539  0.500 0.523 
30 0.512 0.555  0.501 0.537 
40 0.515 0.552  0.502 0.542 
50 0.510 0.558  0.502 0.544 
70 0.519 0.563  0.501 0.561 
90 0.518 0.567  0.498 0.573 
 
Influence of Popularity 
10 0.507 0.513  0.480  0.501 
20 0.513 0.522  0.484  0.511 
30 0.508 0.523  0.477  0.520 
40 0.506 0.525  0.486  0.519 
50 0.506 0.533  0.483  0.527 
70 0.508 0.538  0.484  0.533 
90 0.499 0.537  0.488  0.536 
 
Weekly Focus 
10 0.513 0.525  0.489 0.485 
20 0.520 0.520  0.490 0.477 
30 0.513 0.518  0.478 0.475 
40 0.518 0.514  0.469 0.462 
50 0.525 0.508  0.464 0.452 
70 0.526 0.506  0.451 0.439 
90 0.531 0.503  0.439 0.425 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 







APPENDIX FF  
Influence of Classification Category on t-tests – WoC Analysis  
Table FF1 
Results of t-tests comparing Diverse and Random Groups – Clancey’s Problem Types 
Group 
Size 
50%  80% 
2-part 3-part 4-part 
 
2-part 3-part 4-part 
 




   
2.860 
 10 -0.792  0.183 2.039  2.102 
18 2.047 1.404 
  
4.415 5.212 
 20 2.225  -0.490 4.398  3.691 




   
7.407 
 40 6.354 2.021 -0.491 
 




   
6.861 
 50 7.633  0.035 3.432  3.435 




   
5.425 
 90 12.183 4.805 0.174 
 
1.070 6.108 3.783 
 




   
-6.956 
 10 0.555  0.285 -4.735  -4.404 
18 3.486 3.181 
  
-3.812 -9.159 
 20 4.385  -0.260 -3.760  -5.358 




   
-11.126 
 40 7.913 4.139 0.396 
 




   
-14.033 
 50 9.971  1.408 -1.649  -9.075 




   
-17.306 
 90 18.188 7.658 1.776 
 
1.013 -18.373 -13.448 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 2-part 
groups according to construct and interpret, excluding neither and both. 3-part groups 
according to construct, interpret, and both, but excludes neither. 4-part includes all 
classification categories (both, neither, construct, interpret). 












50%  80% 
2-part 3-part 4-part 
 
2-part 3-part 4-part 
 




   
1.249 
 10 0.680  1.103  4.760  1.438 
18 2.153 3.680 
  
7.079 4.253 
 20 1.296  0.536 6.710  4.029 




   
8.798 
 40 2.023 5.073 1.384 
 




   
11.975 
 50 1.290  0.717 9.948  7.800 




   
15.848 
 90 2.367 8.944 0.281 
 
11.436 19.029 13.058 
 




   
3.319 
 10 0.859  0.019 3.208  2.737 
18 -0.446 2.151 
  
3.296 4.863 
 20 -0.385  1.230 3.874  3.630 




   
5.974 
 40 -0.054 3.151 0.758 
 




   
7.202 
 50 -0.154  0.758 7.131  4.407 




   
9.681 
 90 -1.270 3.988 -0.498 
 
12.105 11.317 5.377 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 2-part 
groups according to statement-based and request-based, excluding neither and 
both. 3-part groups according to statement-based, request-based, and both, but 
excludes neither. 4-part includes all classification categories (both, neither, 
statement-based, request-based). 















50%  80% 
2-part 3-part 4-part 
 
2-part 3-part 4-part 
 




   
2.509 
 10 1.281  -0.003 2.220  2.412 
18 1.755 2.909 
  
3.838 3.094 
 20 2.084  0.659 3.859  2.052 




   
3.787 
 40 0.711 3.330 0.557 
 




   
2.590 
 50 0.299  -0.242 4.881  1.345 




   
2.747 
 90 -0.862 3.683 0.174 
 
5.455 3.188 2.530 
 




   
-0.160 
 10 -3.524  -0.248 0.165  -0.041 
18 -2.522 -0.578 
  
2.427 1.165 
 20 -2.716  -2.295 1.812  0.966 




   
1.439 
 40 -2.999 -0.341 -1.575 
 




   
2.950 
 50 -3.246  -0.275 4.392  2.591 




   
4.364 
 90 -2.784 1.858 -0.707 
 
5.635 5.433 3.292 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 2-part 
groups based on popular choice and differential choice, excluding neither and 
both. 3-part excludes neither. 4-part includes all classification categories. 









Results of t-Tests comparing Diverse and Random Groups – Weekly Focus 
Group 
Size 
50%  80% 
2-part 3-part 4-part 
 
2-part 3-part 4-part 
 




   
10.958 
 10 2.169  1.224  4.382  7.615 
18 2.797 4.672 
  
2.645 11.091 
 20 3.400  2.027 3.286  7.942 




   
6.713 
 40 2.646 4.150 0.857 
 




   
2.371 
 50 3.803  1.005 0.677  2.195 




   
-4.255 
 90 4.763 1.428 1.126 
 
-0.593 -7.785 -4.923 
 




   
4.907 
 10 -1.902  -0.599 -2.472  3.238 
18 -3.552 2.049 
  
-4.103 4.289 
 20 -2.123  0.017 -4.193  3.175 




   
1.164 
 40 -5.845 -0.306 -0.621 
 




   
-1.110 
 50 -6.871  -0.341 -8.972  -0.300 





  -5.481   
90 -11.760 -2.557 -1.391 
 
-14.220 -9.008 -5.054 
Note. 50% and 80% represent the 50th and 80th percentile decision rules. 2-part 
groups according to captain focused and transfer focused, excluding neither and 
both. 3-part groups according to captain focused, transfer focused, and both, but 
excludes neither. 4-part includes all classification categories (both, neither, 
captain focused, transfer focused). 










Top 3 Captain Selections  
Table GG1 








GW Name n Pts Name n Pts 
 
Name n Pts 
1 Aguero 1,403 9  Ibra 400 9  Vardy 229 2 
2 Aguero 1,170 13  Ibra 616 13  Hazard 162 4 
3 Aguero 1,389 2  Ibra 825 2  Hazard 175 11 
4 Hazard 814 1  Ibra 759 5  Costa 270 12 
5 Ibra 989 5  Lukaku 404 12  Hazard 177 2 
6 Aguero 950 13  Ibra 564 2  Bruyne 296 10 
7 Ibra 735 1  Aguero 601 2  Sanchez 546 3 
8 Aguero 994 -1  Sanchez 624 5  Costa 397 9 
9 Sanchez 779 3  Aguero 609 1  Walcott 397 3 
10 Sanchez 723 13  Aguero 504 16  Lukaku 467 12 
11 Aguero 1,546 6  Coutinho 279 11  Costa 249 9 
12 Aguero 1,171 2  Lukaku 548 2  Hazard 359 4 
13 Coutinho 664 1  Aguero 581 12  Firmino 428 3 
14 Sanchez 537 23  Aguero 525 -1  Kane 459 13 
15 Sanchez 1,027 5  Costa 712 8  Hazard 448 3 
16 Costa 956 2  Kane 839 2  Sanchez 386 7 
17 Costa 929 6  Kane 806 2  Sanchez 256 5 
18 Ibra 1,019 15  Sanchez 677 3  Hazard 386 10 
19 Ibra 1,015 5  Costa 650 6  Sanchez 527 6 
20 Ibra 754 8  Sanchez 636 7  Aguero 363 7 
21 Sanchez 1,047 11  Ibra 383 7  Kane 232 17 
22 Sanchez 1,060 8  Ibra 406 2  Hazard 373 3 
23 Sanchez 1,068 4  Ibra 703 2  Kane 348 2 
24 Kane 626 6  Ibra 478 6  Lukaku 322 21 
25 Sanchez 730 15  Ibra 650 5  Costa 333 2 
Note. GW = Gameweek. Name = PL Player Last Name. n = number of selections out 








APPENDIX HH  
Mean Performance by Group Size 
The tables below graph mean performance using captain selection scores relative to 
group size. Universally, performance improves as groups increase in size, independent of 
how groups were formed. Table HH1 presents the data associated with the lexical item 
analysis and 50% decision rule. Table HH2 presents the data associated with the lexical 
item analysis and 80% decision rule. Table HH3 presents the data associated with the 
abstracted word feature analysis and 50% decision rule. Table HH4 presents the data 








A. Clancey’s Problem Types 
 
B. Searle’s Speech Acts 
 
C. Influence of Popularity 
 
D. Weekly Focus 
 
Figure HH1. Mean performance by group size, data categorized 









A. Clancey’s Problem Types 
 
B. Searle’s Speech Acts 
 
C. Influence of Popularity 
 
D. Weekly Focus 
 
Figure HH2. Mean performance by group size, data 
categorized using the 80% decision rule, the lexical item 









A. Clancey’s Problem Types 
 
B. Searle’s Speech Acts 
 
C. Influence of Popularity 
 
D. Weekly Focus 
 
Figure HH3. Mean performance by group size, data 
categorized using the 50% decision rule, the abstracted word 









A. Clancey’s Problem Types 
 
B. Searle’s Speech Acts 
 
C. Influence of Popularity 
 
D. Weekly Focus 
 
Figure HH4. Mean performance by group size, data 
categorized using the 80% decision rule and the abstracted 








APPENDIX II  
Relationship between Group Size and Variance 
The relationships between variance and group size relative to the WoC analysis discussed 
in Section 9 are graphed below. Figures II1 and II2 graph the relationships between 
variance and group size relative to the 50% and 80% decision rule, respectively. The 
trend is the same across classification methods – as group size increases the variance 









A. Clancey’s Problem Types  
 
B. Searle’s Speech Acts  
 
C. Influence of Popularity  
 
D. Weekly Focus 
 
Figure II1. variance of diverse and random groups at the 50% decision rule as a function 
of group size, organized by framework: a) Clancey’s problem types, b) Searle’s speech 









A. Clancey’s Problem Types 
 
B. Searle’s Speech Acts 
 
C. Influence of Popularity 
 
D. Weekly Focus 
 
Figure II2. variance of diverse and random groups at the 80% decision rule as a function 
of group size, organized by classification framework: a) Clancey’s problem types, b) 







APPENDIX JJ  
Summary of Reported Results  
Table JJ1 summarizes the results presented throughout the document. Cells highlighted in 
green indicate outcomes that support diversity classification. Cells highlighted in red 
identify outcomes that are contrary to the differentiation of people.  
Table JJ1 



















Lexical Item Analysis 
kappa -0.175* -10.879** 
 
-0.456** -10.294** 
r -0.419* 1-0.080** 
 
-0.535** -10.011** 
50% Decision Rule 
   f (captain) -0.637* -17.871** 
 
-0.650** -13.685** 
f (expertise) -1.065* -13.016** 
 
-2.344** -17.657** 
t -0.174* -)1.126** 
 
-0.281** -10.174** 
80% Decision Rule 
    f-capt -0.348* -15.750** 
 
-1.449** -11.273** 
f-expertise -2.102* -14.461** 
 
-3.997** -12.339** 




Abstracted Word Feature Analysis 
r -0.452* -10.165** 
 
-0.073** -10.134** 
50% Decision Rule 
    f (captain) -0.460* -11.131** 
 
-1.447** -12.719** 
f (expertise) -0.822* -9.526** 
 
-0.366** -18.112** 
t -0.707* --1.391** 
 
-0.498** -11.776** 
80% Decision Rule 
    f (captain) -0.144* -11.654** 
 
-0.214** -15.24** 
f (expertise) -0.490* -11.325** 
 
-0.141** -17.515** 
t -3.292* --5.054** 
 
-5.377** -13.448** 
Note. f values is Welch’s statistic if test of homogeneity of variance was significant at p < 
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