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Abstract 
Xiong, Z. and A. Kirsch, Three-dimensional earth conductivity inversion, Journal of Computational and 
Applied Mathematics 42 (1992) 109-121. 
We have constructed two inverse algorithms using Tikhonov regularization. One follows the well-known 
method of solving the linearized data-model relation subject to some regularizing operator which forces the 
solution to satisfy some desirable features. We refer to the other, more novel, approach as the inverse-scatter- 
ing-currents method. This procedure uses the linear relation between data and scattering currents induced in 
an inhomogeneous tructure and the relation between the scattering currents and the unknown conductivity. 
The inverse problem is solved iteratively using these two relations. 
Keywords.- Lipmann-Schwinger equation, Tikhonov regularization, Newton-Kantorovitch method. 
1. Introdiictien 
Electrical conductivities of the earth can be recovered by measuring the scattered electro- 
magnetic fields at the surface of the earth excited by natural or artificial sources. As can be 
seen from the Helmholz equation, the scattered fields are nonlinearly related to the conductiv- 
ity of the earth. Hence the method of linearization, or the Newton-Kantorovitch method, is 
usually applied to such inverse problems [12,15]. The resulting linear inverse problems are 
usually ill-posed so that some kind of regularization is necessary to obtain reasonable results. 
There are many methods for solving electromagnetic- inverse problems in the literature. A 
well-known method in physical optics is the Bojarski-Lewis method [5,14,18], which determines 
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the characteristic function describing the shape and position of a perfect conductor in terms of 
the inverse Fourier transform of the scattering amplitude. Imbriale and Mittra [ll] and 
Ahluwalia and Boemer [1,2] continued electromagnetic fields with Fourier, or eigenfunction 
expansions, and determined the zero points of the electric field to define the boundary of a 
perfect conductor. Berdichevsky and Zhdanov [4,30] used the Stratton-Chu integrals to 
continue the electromagnetic fields analytically. The singular points of the fields are then used 
to obtain information about the locations of the secondary sources and, hence, about the 
conductivity structures of the earth. 
We shall apply the Tikhonov regularization method [21] to the three-dimensional earth 
conductivity inversion. After briefly describing the application of the conventional inearization 
od to our problem, we shall introduce a novel approach which determines the scattering 
currents within the conductivity structure first and then uses them to reconstruct he conductiv- 
ity of the structure. The forward scattering problem is based on the method of moments [9]. 
2. The ear& conductivity inverse problem 
In an integral formalism of the scattering problem [10,22], the inverse problem consists of 
finding a re.?l-valued positive function u satisfying 
F(bj =I_G( r, r’) l [a,E(r’)] dv’, r E S, 
B 
(1) 
with 
u =u-u a ll’ (2) 
where C stands for the scatterer, S for a part of the surface of the earth, Ok for the normal host 
conductivity which can be one-dimensional, E for the total electric field within the scatterer, F 
for the scattered electric field Es and/or magnetic field H, at the earth’s surface, and ,G for 
the corresponding tensor Green’s function. The electric field E in C satisfies the integral 
equation 
E(r) =EnW + /a r, r’) l [o,(r’)E(r’)] dv’, r GS, 
2 
(3) 
where En denotes the incident electric field. 
The scattering current is defined as 
J,(r) = s(r)E(r) 9 (4) 
which is the equivalent source within the scatterer. Equation (3) can also be written in terms of 
JS- 
The forward problem may be solved by means of (3) for a known conductivity structure 2 
embedded in a known one-dimensional earth structure where the Green’s function and tk 
normal incident field E, are analytic [4,22,25 ‘,26]. Our numerical algorithm originated from 
[26,29]. Once the total electric field, or the scattering current, is determined from (31, we can 
calculate the electromagnetic field everywhere by virtue of (1). 
’ Note that the ki* in (28) and 139) should be Ui* and Ui*, respectively. 
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There are two inherent problems associated with the inverse problem (1): nonlinearity and 
Z-~~s&zess. The nonlinearity is evident from (l)-(3). Thus one may need some linear relations 
derived from (I) in order to make use of the existing linear inverse theories. The ill-posedness 
of (1) may be readily explained by three physical facts: first, the kernel of the integral (the 
tensor Green’s function) is a smoothing function which reflects the attenuation of electromag- 
netic fields into the inhomogeneity; second, the measurements are confined to the surface of 
the earth and are limited; and finally the measurements are disturbed by noise. Therefore, one 
has to find pseudo-, or regularized solutions. 
3. The linearization method 
3.1. Construction 
The nonlinear inverse problem (1) must be linearized before linear inverse theories can be 
applied. The linearization procedure by means of the first-order Taylor expansion of a 
nonlinear operator is widely used in the literature. The reader is referred to [7,17,23,24,26] for 
examples of the method and descriptions of the problems involved in this procedure. 
-We shaii construct algorithms for three-dimensional inversion using Tikhonov regularization 
[21]. It is assumed that solutions to (1) exist for every normal Field. The question of uniqueness 
of related scalar problems is discussed in [20]. For the sake of notational simplicity, we write (1) 
in an operator form: 
D = F(a,), (5) 
where D are the measured data for F(o,) and F is the (nonlinear) operator F : L2( 2) --) L2(S) 
which maps o. into the scattered field F on S. For a given a,’ with response function F”, (5) 
may be linearized (assuming the residual is @‘(Sz)): 
F(o-,) = F” + Z”6,, 
\ 
(6, 
with 
&=a,-U.., (7) 
and where 
aF(a,O; 8) 
Z06= ao 
a 
(8) 
denotes the F&chef derivative of F at 0,” in the direction S. The problem is then to minimize 
the difference between the data D and the approximated F ( 11 l 11 always means the L2-norm): 
/D-F”-Z”S,)12=min! (9) 
To deal with the ill-posedness of (9) we apply the standard Tikhonov regularization [21] and 
hence have 
IID-F”-Z06,(12+a2((6,1(‘=min, (10) 
where (x is the regularizing parameter. 
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After S, is oai -Lau~cii from (lo), and hence ua from (7), one can calculate E by means of (3). 
Then a new F” can be calculated with (1) and a new iteration can be started. This procedure is 
repeated until the algorithm converges. If cra < -a, appears, we simply ignore this a. and take 
the value from the previous iteration. 
The inverse problem can also be constructed in terms of a, itself. Inserting (7) into (9) and 
applying regularization yields 
IID-F”+Zou..- Z@U~ ]I 2 +(x2 ]I Lo, II 2 = min, 
where L is a regularizing operator describing desirable characteristics of aH reflecting some a 
priori information. For example, one can choose La, = 
function of position such as 
and Q is an arbitary domain in 2. With different values of a and 6 one can force a,(r) to zero 
strongly or weakly in different domains, depending on the size of a and b. Constable et al. [6] 
u a9 uik) or y(r)a,, where y is a 
. 
(121 
chose Lo, = UI and o;l’ to get smooth one-dimensional models. 
Numerical solutions of (10) can be obtained by the method of singular value decomposition 
(SVD). The minimization problem (11) can be treated as a least-squares problem as in [ 131 and 
wil! be discussed in the next section. 
3.2. Frkchet derimtiues 
The Frechet derivatives (8) can be csprcssed in integral form by 
where aE(o,‘; 6)/&.ra is the solution of the integral equation 
aE(uf; S) 
= G-E6du’+ / / 
G- 
~E(oII; 6) 
% z- 2’ aua 
a,’ dv’, ~EC. (13) 
These quations are obtained by direct differentiation of (1) with r confined to the surface S of 
the earth or within 2, respectively. 
Comparing (13) with (3) one can see that the kernels of the equations are identical, which 
means that the Green’s functions need to be calculated onl-- y once. The values of the Green’s 
functions are unchanged for all the iterations in which only the conductivity uz varies. Thus it 
is possib!e to store the values of the Green’s functions and formulate the coefficient matrices of 
problems (3) and (13) with simple multiplications of the stored Green’s functions and the 
updated aa’. Since the calculation of the Green’s functions in general consumes most of the 
computation time, storing the va!ues of the Green’s functions enables us to reduce the 
computation time for the inversion considerably. 
We should mention here how we treat these integrals numerically. We decompose the region 
2 into a number M of blocks assuming that the conductivities are constant in each of the 
blocks, C: en the 
aF 
-= 
aaaj 
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Frechet derivatives reduce to partial derivatives and take the form 
I / 
ilE 
G.Edv+ 
v, 
G*cg; dv, YES, 
r- aaJ 
113 
(14) . 
where &$ denotes the domain with constant conductivity 
integral equation 
3E aE 
-=jG*Edv+&*a,“.Odv, r&S, 
aaaj I$- 
(15) L 
aj 
u..;, and aE/kaj is the solution of the 
In this form (15) reveals another numerical advantage. The Frechet derivatives for different 
conductivity blocks Us: share the same integral kernel, or the same coefficient matrix. For the 
discretized form of (15), the various linear systems for aE/Guaj, i = I, 2,. . . , M, differ only in 
their right-hand sides 
Hence, we can evaluate aE/aog, for different ~2 with one factorization of the coefficient 
matrix, further improving the efficiency of the inversion procedure. 
The inversion for the host conductivity or for geometrical parameters such as the dimension 
or the depth of the scatterer do not permit the numerical advantages of our method discussed 
above. 
4. The inverse-scattering-currents method of three-dimensional conductivity inversion 
4.1. Concept 
Inserting (4) into (1) yields the linear relation 
F(r) = / G( r, r’) -J,(6) dv’, r E S, 
2 
which L a linear Fredholm equation of the first kind relating the secondary field F at the 
earth’s surface S with the scattering current Js. In view of equations (16) and (4) we can use the 
scattering current J, as a third parameter that acts as a link between the nonlinearly related F 
and a,. 
This possibility of using the scattering current as the unknown quantity was noticed also by 
Weidelt [24], but he did not carry out a numerical investigation. Zhdanov and Chernyak 1311 
also reported a method for two-dimensional inversion based on the evaluation of scattering 
currents. Our method was originally presented in [28]. 
However, the linear integral equation (16) is a Fredholm equation of the first kind and hence 
is ill-posed and must be regularized [8,16,21]. 
d ? The irzverse-scatterin~currents method ,.Y. 
We tried to invert problem (16) using the generalized inversion method described in [3]. 
However, we observed that the generalized solution for J, from (16) was unstable, especially if 
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the number of discretization points for C was too high. This is, of course, due to the fact that 
(16) is highly ill-posed as mentioned above. Moreover, the generalized solutions could be 
merely mathematical solutions to (16) rather than physical scattering currents because there 
were no physical constraints (e.g., positivity) built in. Correct conductivities for test models 
were recovered only with exact data and exactly the same, and not very fine, parametrization in 
the inversion as in the forward calculation. Essentially we compute the right-hand sides of some 
(small) number of equations and then use these data to solve these equations. This procedure is 
unrelated to the physical situation! 
To treat (16) properly the equation must be regularized by some physical constraints which 
could confine J, to be close to the family of physical scattering currents produced by 
electromagnetic induction. Simple regularizfng functions based on confining the norm or 
smoothness of J, are heuristic and prcve ineffectual. One of the possible constraints which is 
physically meaningful is the governing equation for J, derived from (3) and (4) and it is this 
constraint which we have used below. 
We construct an inverse algorithm for three-dimensional geo-electromagnetic onductivity 
inversion using the Tikhonov regularization 18,211 with J, a physically realizable parameter: 
(‘17) 
with respect to J, and a, with 
where 1 ifa 1 denotes the arithmetic mean value of I o,(r) I. The number @ is introduced to 
make Es in F and &En dimensionally consistent. Problem (17) allows further modifications. 
For example, functions like (12) can be introduced to control the dependence of the solution on 
initial approximations. 
The first term of (17) represents the ill-posed least-squares problem of (16). The second term 
is the regularizing operator derived from (3) and (4) which restricts J, to the family of 
scattering currents produced by electromagnetic induction. 
Problem (17) connects the unknown scattering current J, and the unknown anomalous 
conductivity a, with the known scattering fields F at the earth’s surface and the known source 
field En’ within the inhomogeneity C. The two uuknowns in problem (171, J, and oa, are 
computed iteratively: given ap initial guess for 09, a J, can be found from (17) by minimizing 
with respect to J, only. A new oa is then calculated from J, by (3) and (4), and the sequence is 
repeated until the algorithm converges. 
Problem (17) is formulated for one frequency. In case of multi-frequency inversion one must 
evaluate the scattering currents separately for each frequency and solve an overdetermined 
system for the frequency-independent a,. In this case the reconstruction of the conductivity 
from J, is performed as a minimization problem. The total electric field E is readily calculated 
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from J, using (1) and (4). At every point within the scatterer, o,(r) can be calculated iu such a 
way that 
where M denotes the number of frequencies. However, fcr inconsistent J, and E it is very 
likely that aa < -a,, so that u is negative. There are two ways to deal with negative values of 
0. 
(i) Since a negative conductivity is wrong, one can simply ignore it and take the value from 
the previous iteration, or take the initial guess. As long as u is not negative at every cell of the 
conductivity structure, the algorithm should converge. 
(ii) One may modify problem (19) to solve for o directly by adding Ea, to both terms of the 
left-hand side of (19) and then solve for a under the nonnegative constraint 0 3 0 using, for 
example, the program NNLS of 1131. 
There are three components for ,,& and for E in each cell. For the determination of a,(r) we 
used only one component of J, and E, namely the one in the direction of the incident field E, 
because these components of the total electric field and the scattering current are much more 
accurately evaluated numerically than the other two. 
The conductivity of the body can be taken as a constant or piesev%e constant. For this one 
needs to establish an overdetermined system similar to (19). 
Since this inverse method is mostly characterized by the inversion of scattering currents, we 
refer to it as an inverse-scattering-currents method. 
4.3. Numericul implementation 
To implement our procedure numerically, we reduce the problem to matrix form 
II F I- KJ, 11 2 + (x2 11 B - rJ, II 2 = min. (20) 
The sol tion of problem (20) can be obtained by solving its normal equation 
(K*K+cu2r*T)Js=K*F+a2r*B, (21) 
where the symbol * means transpose conjugate. Equation (21) is solved by Cholesky decompo- 
sitions because the coefficient matrix is symmetric. However, as CI! goes to zero, (21) can be 
arbitrarily ill=conditioned, for K *K + cu2r*r does not differ much numerically from the 
ill-conditioned K*K, hence numerical results tend to be inaccurate. 
An alternative possibility to solve problem (20) is to solve the minimization problem 
which is called a weighted approximation problem in 1131. Problem (22) can again be solved by 
using the generalized inverse, but for numerical efficiency we solved (22) with the program 
WT.1 [ 131 using Householder transforms. 
Solving problem (22) using Householder transforms requires more computation time and 
storage than solving (21) with Cholesb decompositions, as the complex coefficient matrix of 
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(22) must be rewritten as real matrix and thus the storage reqlrirement and the dimension of 
the linear system double. But the former is much more accurate than the latter, especially when 
(Y is very small. 
In numerical tests with single precision @-digit) the solution of (22) converged in general for 
an QC ranging from lo-’ to 10, but for problem (21) a! should not be smaller than lo-*. The 
parameter (Y depends on the number of data and data variance. When the data contain random 
noise, cy should not be too small, for it also acts as a smoothing factor. Empirically we chose 
0.1 < cy < 10 for noisy data. 
4.4. Reducing to standard Tikhonor regularization 
Problem (17) can be interpreted in another way. The regularizing operator is in fact the 
governing integral equation which determines the values of Js. Given of, one can obtain a J/ 
from (3) and (4, or the equivalent equation for J,. It is obvious that the regularizing process is 
equivalent o minimizing the difference between J, and J,“. Hence, the regularizing function in 
(171 is identical to 
Lf=J,-J:. 
We can therefore rewrite (17) as 
]]F-/G-J, dv’]]*+cx*]] J,- Jt]]*=min. - 
2 
(241 / 
Now replacing J, -J,” with a new param&_ Ler 6,: 
a,=J,-J:, 
we get from (24): 
(25) 
IIF-F”-IGG, du’]]*+Cy2]]8,]]*=min, 
Z- 
(26) 
with 
F”=/G=J’dv’, 
Z- (27) 
the electromagnetic fields reproduced by J,” or a, O. Problem (26) is the standard Tikhonov 
regularization. It seems that from (26) the two inverse methods (10) and (17) could be unified in 
the sense of the standard Tikhonov regularization. From (26) one can see that, apart from the 
smoothing effects, a! controls also the step length of 8,. Large a! means a small change in the 
scattering currents for each iteration. 
It should be noted that the regularizing parameter Q! in (17) and (26) may need different 
values since (17) contains a dimensional&y parameter p. Furthermore, (26) may behave 
differently from ( 17) numerically. 
The solution of (26) can be obtained by SVD. A more efficient method may be to solve 
IIF-F~--~G~$ dv’/] =min, 
Z- (28) 
with the program HFTI [13] by taking a! as the absolute tolerance parameter which determines 
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Fig. 1. A cube in a uniform earth. TI IIP secondary fieids in the first quadrant at the surface of tht earth are calculated 
numerically and then used as data for the inversion. Because of sy,mmetries of the model and zf the incident fields, 
only one quarter of the model (shaded) needs to be considered. 
the pseudo-rank of the coefficient matrix of (28). One can thus reduce computation costs by 
avoiding the expensive SVD and by reducing the number of equations of the linear system. 
5. Numerical results 
In what follows we shall report some numerical results of the above-mentioned methods. -We 
constructed a number of algorithms based on the inverse schemes described above. In 
particular we discuss three of them. 
(i) SSI/HFTI: the inverse-scattering-currents method with (22) which was solved by means 
of Householder transforms (program HFTI of [13]). 
(ii) SSI/CHOL: the inverse-scattering-currents method with (21) which was solved by 
Cholesky decompositions. 
(iii) LINVS: the linearization method with (10) which was solved by the programs SVD-CMP 
and SVBKSB [19] with singular value decompositions. For one unknown only (9) is needed 
which is solved by solving its normal equation. 
Figure 1 shows the test model which is a cube of dimensions 1 x 1 X 1 km with electrical 
resistivity of 1 firn embedded 0.25 km deep in a homogeneous earth of electrical resistivity 100 
LRm. The incident electric field is assumed to be uniform and polarized in the y-direction. 
Because of symmetries, the fields and conductivity in only one quarter of the body (shaded) 
need to be considered. The secondary electric fields E$ E$ H,S, Hy” and &? in the first 
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Table 1 
Solutions of a constant conductivity (shown are the values of the resistivity in Lnm) 
Number of 
iterations 
ss1/HFrI SSI/CHOL LINVS 
(a = lo-“) (a = 0.5) 
1 4.35 8.57 7.24 
5 1.20 5.19 3.55 
11 1.00 3.40 2.19 
20 2.89 1.57 
30 2.85 1.31 
1.07 
87 1.02 
quadrant of the earth’s surface were calculated with a modified code [2,29] and were used as 
input data for the inverse routines. 
We assumed that all the parameters, such as the conductivity of the earth and the geometry 
of the inhomogeneous tructure, except the conductivity of the body were known, and that the 
conductivity of the structure was a constant. This consiant unknown conductivity represents the 
only unknown in the problem. The data consisted of the secondary fields at the frequency of 1 
Hz for two sites: (0, 0,O) and (0, 1,O) km. Of the 10 complex data, 6 of them were zero, for E$ 
Ii!: and H’ vanished because of the symmetry. The number of the data was then 8. 
The discretization of the body was the same in both the forward modeling and the inversion. 
The body was divided into 6 x 6 x 6 cells. Thus the data were free of errors due to the 
numerical codes, although they are not necessarily the exact responses of the model obtained 
by infinitely fine discretization. As initial guess for the e,ectrical resistivity of the body we took 
10 am. 
Table 1 shows the results of the above three programs for this model. The program 
SSI/HFII converged for Q! = 10m5 in 11 iterations to the true solution 1 am. This program 
converged for Q! between low5 and 1. It yielded almost same results for cu < 0.1. In contrast, 
program SSI/CHOL did not behave so well and failed for a! = 0.1. SSI/CHOL did converge in 
24 iterations for Q! = 0.5 and yielded a result of 2.85 am. The linearization method (LINVS) 
converged rather slowly, but after 87 iterations to 1.02 am, almost the true solution. 
We also conducted inversions with artificially disturbed data. The solutions did minimize the 
fit-errors of the secondary fields to such data but did not necessarily converge to the true 
solution for limited amount of data. For more d? ‘ .;Gms the reader is referred to [26,27]. 
In order to test the algorithms with more umnowns and to see if it is possible to determine 
the form of a conducting body by means of conductivity inversion, we studied a model which 
was similar to the one in Fig. 1. For these tests the dimension of the forward model was 
reduced to 1 X 0.6667 X 1 km. The starting model for the inversion was the original structure of 
dimension 1 X 1 X 1 km shown in Fig. 1. Now secondary fields at 4 X 5 sites and two 
frequencies, 1 and 0.01 Hz, were used for the inversion. These 4 X 5 sites were distributed in 
the domain 0 \cx < 1, 0 <y G 2 km at the surface of the earth. We further assumed the 
conductivity of the body in the (x&-)plane to be constant. As the inverse model was divided 
into 6 X 6 X 6 cells and the spatial symmetry was considered, we needed only to consider the 
conductivities in three blocks in the y-direction of the discretized body in the shaded quarter. 
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Thus there are only three unknowns in the problem. As well, the boundaries in the discretized 
node1 correspond with the conductivity boundaries in the forward model. 
For undisturbed data the program SSI/HFTI yielded a solution of 
1.03 2.23 97.14 
firn for the three blocks with (;Y = 0.01 after 20 iterations; and the program LINVS found a 
solution of 
1.85 1.27 97.14 
firn in 50 iterations without regularization (a! = 0). Because the convergence was rather slow, 
we terminated the inversion after 50 iterations. Similar solutions were obtained with data 
disturbed by 25% random noise. Those results showed that the third block tended to have a 
resistivity like that of the host medium and hence could be eliminated. 
With many unknowns we observed that our algorithms tended to be unstable. Xiong [26,27] 
carried out an extensive study on this problem and concluded that only a small number of 
unknowns could be determined in three-dimensional earth conductivity inversion. As Xiong’s 
results did not depend on the numerical accuracy of a specific inverse code, they should reveal 
some intrinsic features of the inverse problems concerned. 
It should be noted, however, that our results here and those of [26,27] seem to contradict 
Eaton [7] who had much higher resolution of unknowns. This major difference has to be 
explained by future work. 
61. Conclusions 
We constructed two inverse methods for three-dimensional earth conductivity inversion with 
the powerful Tikhonov regularization mw,IIIVU. n+hnd F2rl-r hnc cnmP ;Idvantapec The inverse-scatter- Luvlr l.U” uv-a*-’ --. -____-Q_Ue - 
ing-currents method converges quickly and is capable of recovering the true solution more 
exactly with exact data and hence is very useful for theoretical analysis. The linearization 
method uses less computation time and allows one to construct an inverse scheme for finding 
solutions with some expected features by choosing certain regularizing functions. 
Because the condition number of the nonregularized problem of the inverse-scattering-cur- 
rents method depends on the coarseness of discretization which cannot be reduced arbitrarily, 
the inverse-scattering-currents method may be less stable than the linearization method for 
structures with varying conductiviy. However, in two-dimensional cases, especially for problems 
with E-polarization, and in the case of three-dimensional thin sheets where the electric field is 
reduced to two or one components instead of three in general three-dimensional cases, the 
inverse-scattering-currents method may function much more efficiently. 
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