We propose a conjecture for long time Strichartz estimates on generic (non-rectangular) flat tori. We proceed to partially prove it in dimension 2. Our arguments involve on the one hand Weyl bounds; and on the other hands bounds on the number of solutions of Diophantine problems.
where f is supported in Fourier space on B(0, N ) and T ≥ 1.
In the foundational paper of Bourgain [1] , such estimates lead to well-posedness results for the Schrödinger equation on T . There Bourgain asked the question for square tori, that is when (e 1 , . . . , e d ) forms an orthonormal basis. He stated a conjecture and proved partial results. This was followed by a number of works [2, 3, 10] , culminating in Theorem 2.2 of Bourgain and Demeter [4] which delivers the optimal result for T = 1 and arbitrary tori T .
The three first authors investigated the case T ≥ 1 in the "rectangular" case where (e 1 , e 2 ) form an orthogonal basis. We refer to this paper for a more general discussion of Strichartz estimates on compact manifolds.
The aim of the present paper is to examine this question in dimension d = 2, for T ≥ 1, and for generic vectors e 1 , . . . , e d . This case should exhibit properties which are closer to that of a generic compact manifold (in particular, the refocusing time, which we are about to define, is longer).
One of the motivations of this line of research is its application to nonlinear problems; this has been the case since the first paper of Bourgain [1] , which was dealing with local well-posedness for the subcritical nonlinear Schrödinger equation. Many works followed in this direction, see for instance [11] and [12] which dealt successfully with the critical case. Of course, large-time Strichartz estimates become important if one is interested in the large-time behavior of nonlinear problems, in particular the question of growth [8, 7] Then ∇ x = A∇ y for a matrix A, and
In other words, it suffices to consider the equation
set on T d where ∆ = α ij ∂ i ∂ j for a symmetric matrix (α ij ). Without loss of generality α 11 = 1.
1.3. The conjecture. In order to formulate a conjecture, we examine a few particular functions f , and determine heuristically the ratio e it ∆ f L p ([0,1]×T d ) / f L 2 (T d ) which they yield.
(1) If f = 1, we find e it ∆ f L p ([0,T ]×T d ) ∼ T (3) We want to find the "refocusing time" with the same f . In other words, how big should t be taken in order that e it ∆ f be similar to f itself? Or what is an "almost period" of the flow? The solution e it ∆ f can be expressed as
Heuristically, for e it ∆ f to be similar to f , we need that
where x is the smallest distance of x to an integer. This will be achieved if tα ij ≪ 1 N 2 for all i, j. Since α 11 = 1, we will look for t ∈ N; and since α ij = α ji , this leaves d 2 +d−2 2 independent coefficients. By Dirichlet's and Khinchin's approximation theorems, for generic (α ij ), and for any ǫ > 0, there exists an integer q such that N d 2 +d−2−ǫ q N d 2 +d−2 and ∀i, j, qα ij < 1 N 2 . Choosing t = q, we find an almost period ∼ N d 2 +d−2 up to subpolynomial factors.
It is natural to expect that, at each refocusing time, a contribution similar to that found in (2) will occur. This suggests that, for any ǫ > 0,
(4) Compared to the rectangular case, we also have new competitors, namely n-dimensional data, where n ∈ {1, . . . , d − 1}. By the above, they give examples for which
Overall, this gives the conjecture: for generic (α ij ), and for any ǫ > 0,
This can also be written
Notice that, if p is an even integer, a rigorous lower bound as T → ∞ follows from the lower bound on the number of solutions of the quadratic Parsell-Vinogradov system in Parsell, Prendiville and Wooley [14] . There, we learn that the number of solutions (k (1) , . . . , k (p) ) ∈ (Z d ) p of ∀ℓ, m, n,
(this is Theorem 1.2 in that paper; the notations there are related to ours by 2s = p, k = 2, while d remains the same). Defining f by its Fourier coefficients f k = 1 |k|<N , the above bound implies that
for generic α ij and large T . Considering lower dimensional examples, we find that
This is consistent with the conjecture which was heuristically derived above.
1.4. Main results. We now focus on the case of dimension d = 2, in which case the above conjecture becomes:
As mentioned in Section 1.1, when T = 1 the conjecture follows from the work of Bourgain and Demeter [5] . By dividing the range for t into pieces of size O(1), one immediately obtains the conjecture for p < 4. Our results for the remaining cases are as follows.
Let E be the set of all symmetric (α ij ) such that −2 ≤ α ij ≤ 2, and with smallest eigenvalue λ 1 > 1. We say that a statement holds for generic (α ij ) if it is true for all (α ij ) ∈ E \ F , where F has Lebesgue measure zero. Implicit constants might of course not be uniform in (α ij ). Theorem 1.1. If d = 2, for generic (α ij ) and for p > 4,
This theorem is proved in sections 2 and 3.
Theorem 1.2. The conjecture holds for d = 2, p ≥ 8. In other words, there holds, for generic (α ij ) and all ǫ > 0,
The cases p = 8 and p = 10 of this theorem are proved in sections 5 and 6 respectively; the general case follows by interpolation.
1.5. Some ideas of the proofs and organization of the paper. We follow two distinct approaches, which were already put forward in the original paper of Bourgain [1] . 1.5.1. The Weyl bound argument. Let K N denote the regularized fondamental solution of (i∂ t − ∆)u = 0:
(with χ a smooth cutoff function). The classical T T * argument of Stein-Tomas can be localized to obtain level-set estimates: consider f a function on the torus, normalized in L 2 , and localized in Fourier on B(0, N ), and let
). The question becomes then: how can one optimally split χ(t/T )K N (t, x) into J 1 + J 2 , by making the norm of J 1 in L ∞ , and that of J 2 in L ∞ small? The bound on J 2 is obtained by rather straightforward means; but in order to bound J 1 , we use the geometry of numbers approach pioneered by Davenport [6] . The approach which was has been sketched is implemented in sections 2 and 3:
• Section 2 is dedicated to establishing bounds for the Weyl sum K N .
• These bounds are then used in Section 3 to deduce Theorem 1.1 by the modified T T * argument.
1.5.2. The counting argument. If p is an even integer, one can expand f in Fourier series
and obtain by a simple computation that
where, denoting Q the quadratic form associated to (α ij ),
After some manipulations, matters reduce to counting solutions of Diophantine inequalities. Two number-theoretic results can then be applied:
• In Section 4, the decoupling theory of Bourgain and Demeter [5] leads to the proof of the conjecture for p ≥ 16 in a rather straightforward way. • Section 5 is dedicated to proving the conjecture in the case p = 8. The proof relies on the formula of Pall [13] on the number of solutions (k 1 , k 2 , k 3 , ℓ 1 , ℓ 2 , ℓ 3 ) to the system
A delicate analysis, building up on this estimate, leads to the desired result. • Finally, Section 6 contains the proof of the conjecture for p = 10, also making use of Pall's formula, but this case turns out to be much simpler than p = 8.
1.6. Notations.
• For x a real number, x denotes the smallest distance to an integer: x = min k∈Z |x − k|.
• We denote A B if there exists a universal constant such that |A| ≤ CB; and A ∼ B if A B and B A. • We denote A B if, for any ǫ > 0, there exists C ǫ such that |A| ≤ C ǫ N ǫ B.
• Given a set E, its characteristic function 1 E (x) equals 1 if x ∈ E, and 0 otherwise. • For f (x) a function on the torus T, its Fourier coefficients are
• For f (t, x) a function on R × T, its space-time Fourier transform is given by
Weyl sum estimates
2.1. Statement of the results. For χ a smooth, nonnegative function on R, equal to 1 on B(0, 1 2 ) and 0 on B(0, 1) ∁ , we define the regularized fundamental solution
The bound for short time follows from basic properties of the Schrödinger equation, and does not use the genericity of the matrix (α ij ).
For larger time, we obtain the following bounds.
Proposition 2.2. Consider a generic positive symmetric matrix (α ij ) 1≤i,j≤2 , with eigenvalues λ 1 < λ 2 , which satisfies
Then (i) For any t > 1 N (and denoting t =
2.2.
Proof of (i) in Proposition 2.2. The first step is to apply Weyl differentiation to obtain the following lemma, whose proof we postpone for the moment.
min N, 1 4πtL j (r) .
By the above,
But since any n, n ′ in E N m 1 ,m 2 are such that |n − n ′ | < 4N , and tL j (n − n ′ ) < 2 N , we find that
We now apply Lemma 3 from [6] to get
where (M t i ) are the Minkowski minima for the norm on R 4 given by
Recall that M t k is the smallest real number r such that the set {(n, m) ∈ Z 4 such that F (n, m) ≤ r} contains k independent vectors. Below, t is such that t ∼ T ∈ 2 Z . We introduce dyadic scales β and γ. By definition, M t 1 ≤ β and M t 2 ≤ γ β if there exists n, m, n ′ , m ′ ∈ Z d such that (n, m) = (0, 0) and (n ′ , m ′ ) not colinear to (n, m) (2.2a)
and furthermore
We are interested in the regime where 1 N < β < √ γ ≪ 1 (the first inequality is needed for n to be nonzero; the second one expresses the fact that M 1 ≤ M 2 ; and the third one is related to the kernel bound we want to prove). Furthermore, there are no solutions of the above unless
Indeed, if T βN ≪ 1, we find m = 0 by (2.2d), and then, by (2.3a) and (2.3b), |n|
1≤i,j≤2 such that (2.1), and (2.3a) to (2.3d) hold for some m, m ′ ∈ Z 2 and t ∼ T }.
The next lemma provides an upper bound for the size of E n,n ′ β,γ,N,T ; we postpone its proof for the moment.
(ii) If n × n ′ = 0, assuming that n ′ 2 = 0,
Our aim is to estimate n,n ′ |E n,n ′ β,γ,N,T |. The cases where one of n 1 , n 2 , n ′ 1 , n ′ 2 is zero is easier to deal with, so we will omit them and assume below that n 1 n 2 n ′ 1 n ′ 2 = 0.
We split this sum into two pieces: by Lemma 2.4,
. . .
(the summations above are always understood under the conditions (2.2b) and (2.2c))
Bound for Σ 1 It can be controlled by
Bound for Σ 2 It is less than
We have
In other words,
We can now conclude the proof of Proposition (2.2): we just showed that
We now distinguish between different regimes:
for an arbitrarily small δ.
With these choices for γ (which ensure that γ ≪ 1), we obtain
Therefore, by Borel-Cantelli, we learn that almost surely in (α ij ),
This gives
Just like in the proof of (i), the first step is to appeal to Lemma 2.3 to obtain that
Denoting P (t) for the above right-hand side
observe that
(2.5)
Since S 1 and S 2 are symmetrical, we focus on the former. Writing
we claim that (uniformly in n 2 , n ′ 2 , α 12 and for t ≥ 1)
Coming back to (2.5), this implies that
which in turn implies that
from which the desired result follows by a Borel-Cantelli type argument.
There remains to prove (2.6) . From now on, n, n ′ , t, α 12 are fixed. First decompose the arguments into integer and fractional part
We now argue as follows:
• For ǫ, ǫ ′ fixed, ν and ν ′ satisfy 
This leads to the bound
the bound involving p ′ 1 following by symmetry.
2.4. Proof of Lemma 2.3. Squaring K N , and using that (α ij ) is symmetrical, gives
Changing variables to r = n − n ′ , s = n + n ′ , this becomes
where * s means that the sum is restricted to these s such that, for all i, s i and r i have the same parity. The second sum above factors into a sum over s 1 times a sum over s 2 ; we focus on the sum over s 1 , which reads *
By Abel summation, the modulus of this sum is
Overall, we find
The case n × n ′ = 0. We argue by contradiction and start by assuming that E n,n ′ β,γ,N,T is not empty. Since n and n ′ are aligned, they can be written
where k ∈ Z 2 has relatively prime coordinates, and p, p ′ ∈ Z. The inequalities (2.3a) to (2.3d) become
This implies that, on the one hand,
But, on the other hand, by definition of the Minkowski minima, (m, n) and (m ′ , n ′ ) cannot be colinear, therefore
The two above inequalities imply that
But this leads to a contradiction since
(ii) The case n × n ′ = 0. In order to estimate the size of E n,n ′ β,γ,N,T , we proceed in three steps. • First freezing t, we note that the system (2.3a) to (2.3d) is overdetermined in (α ij ), which results in a compatibility condition on m, m ′ . To derive this compatibility condition, observe that solving for α 11 and α 12 by (2.3a) and (2.3c) or (2.3b) and (2.3d) gives, respectively,
Since γ ≪ 1, these two equalities can only hold if
To estimate the number of m, m ′ staisfying the above, note that, on the one hand, by (2.2d), (2.2e), and (2.4), the number of possible choices for m 1 and m ′ 1 is γ(T N ) 2 . On the other hand, the number of solutions (m 2 , m ′ 2 ) of (2.7) for n, n ′ , m 1 , m ′ 1 fixed is
Overall, the number of solutions of (2.7) in (m, m ′ ) for (n, n ′ ) fixed is thus .3d) need only be modified by a constant factor on the right-hand side. Since we want to cover the range t ∼ T , it suffices to consider a number O(N 2 T ) of discrete times.
From Weyl sum estimates to Strichartz estimates
This section is dedicated to the proof of Theorem 1.1.
Step 1: decompositions of the kernel Let φ be a smooth, real, non-negative function supported on B(0, 2) such that φ > 1 on B(0, 1) and φ ≥ 0. For a number A ∈ (0, 1 N ) to be fixed later, decompose
.
By Lemma 2.1 and Proposition 2.2, we find
Introducing the set
we learn from Proposition 2.2 and Chebyshev's inequality that
The above decomposition can be refined by letting
Step 2: level set estimates. We essentially follow the argument in Bourgain [1] . Start with f ∈ L 2 (T 2 ) supported in Fourier on B(0, N/2) and of norm 1: f L 2 (T 2 ) = 1. Setting F = e it ∆ f , we want to estimate the size of
We can bound, using successively Plancherel's theorem, the Cauchy Schwarz inequality, and again Plancherel's theorem,
Now using the first decomposition of Step 1,
If we now resort to the refined decomposition of Step 1, we are led to
Step 3: from level set estimates to L p bounds. Recall first that F L ∞ (R×T d ) N by the Sobolev embedding theorem. Choose next δ > 0. When estimating |E λ |, three cases have to be distinguished:
• If λ > N 2/3+δ T 1/12 , then we choose A = N δ λ 2 (notice that A < 1 N ). The bound (3.1) becomes then
• Finally, if λ < N 2/3 , we rely on the Chebyshev inequality and the estimate F L 4 ([0,T ]×T d ) T 1/4 (which follows from the L 4 bound of Bourgain-Demeter [5] ) to obtain
All in all, this gives for 4 < p < 10
Since the above is true for any δ > 0, we get upon choosing
from which the desired bound follows immediately.
4. The counting argument through ℓ 2 decoupling: p = 16
We will prove Theorem 1.2 for p ≥ 16. We want to estimate
By splitting into dyadic scales, and absorbing the sum over scales in the subpolynomial factor, it suffices to consider the case where
where S ⊂ B(0, N ) ∩ Z 2 and f k ∼ 1.
Our aim is to prove the following Proof. Here and in the following, it will be convenient to denote
We define Ω p,N a,b,A,B,C to be the set of (k i , ℓ i ) ∈ (Z 2 ) p such that |k| < N , |ℓ| < N and
The result of Bourgain and Demeter [5] implies that
This implies that
for p an even integer ≥ 16.
Indeed, observe that one can first choose k i , ℓ i for i = 1, . . . , p 2 − 1 (assume this last number is even, otherwise interpolate). There are |S| 
On the one hand, we can use (4.2) to bound |S p ∩ Ω p,N 0,0,A,B,C |. On the other hand, by genericity of α and β, |A+Bα+Cβ|<2 j 1 N 4 2 j + 1.
The counting argument through Pall's bound: p = 8
With the same ansatz for f as in the previous section, we are going to prove the following theorem, which implies Theorem 1.2 for p = 8.
Before starting, we first record an elementary estimate, which will be useful in the proofs below: for a, · · · , f ∈ R and ε > 0, we have meas (x, y) ∈ [1, 2] 2 : |ax + by + c| < ε ε max(|a|, |b|, |c|)
,
We only prove the second inequality, since the first one is similar and easier. Let the given set be A, define the set B = (x, y, z) ∈ [1, 4] 3 : |ax + by + cz| < 2ε, |dx + ey + f z| < 2ε , then by fixing one of the variables we easily deduce that
Moreover we have
and that zA ⊂ A z for z ∈ [1, 2] , so a bound for meas R 3 (B) implies the same bound for meas R 2 (A).
5.1.
Pall's formula. Our technical tool will be a formula from a paper of Pall [13] . Let A ′ , B ′ , C ′ ∈ Z. We apply Pall's formula (43) to the quadratic form φ(x, y) = A ′ x 2 + B ′ y 2 + 2C ′ xy. This gives
we let ν be the number of distinct odd prime factors of k∆ and χ is defined in the comments after (43) and at the start of page 358 in [13] .
For the reader's convenience we repeat the definition of χ in full here. Given a prime p, let p u 1 be the largest power of p dividing k, let p u 2 −u 1 be the largest power of p dividing ∆ and write δ 1 = u 1 +1 2 . If p = 2 then χ(p) = 0 or 1 according to the cases set out in Pall's formula (44). If p = 2 we let φ 1 = φ/k and adopt the convention that, if p | ∆, then φ 1 p = φ 1 (x,y) p for any x, y ∈ Z such that φ 1 (x, y) is prime to p. We further define quantities κ 1 and κ 2 by Then we can set
where h is the largest natural number such that h 2 | gcd(A ′ , B ′ , C ′ ).
Proof. It is immediate from (5.2) and the preceding table that for odd p we have
Hence, where as in Lemma 5.2 we let ν be the number of distinct odd prime factors of k∆,
on recalling the definitions of k and u 1 in Lemma 5.2 and the subsequent comments. The result follows by the divisor bound.
5.2.
Preliminaries. We start with a discussion valid for any even p. Recall that
Define a version without the alternating signs,
Recall that
Restricting the discussion to p = 8 from now on, we may write k ′ i = 4k i − a and ℓ ′ i = 4ℓ i − b to obtain
So, writing (5.5)
we get an injection
In particular, we may conclude from (5.3) that
by separating out the terms where k ′′ = 0 or ℓ ′′ = 0 .
The case A
We will need to deal with these degenerate terms separately.
0 then we must have k ′′ i = pz i , ℓ ′′ i = qz i for some unique z i , p, q with p, q > 0 and gcd(p, q) = 1. Thus
To finish this case, it is enough to involve the genericity of α, β as follows: 
Proof. Fix τ > 0. Denoting E m,p,q,m ′ ,p ′ ,q ′ = {(α, β) such that |m(p 2 + αq 2 + pqβ) − m ′ ((p ′ ) 2 + α(q ′ ) 2 + βp ′ q ′ )| < N −2−τ }, we get, by applying (5.1), that
For fixed C, when (m, m ′ , q, q ′ ) is also fixed, we have 1 ≤ p N/ √ m, and for each p, we have
so the number of choices for p ′ is at most
Therefore, for fixed (m, m ′ , q, q ′ ) we have
Moreover, when m is fixed there are at most N/ √ m choices for q, and when (m, q ′ ) is fixed, there are most O(N ε ) choices for (m ′ , q) such that |mq 2 − m ′ (q ′ ) 2 | = d due to divisor estimates, so
so the lemma of Borel-Cantelli then gives the result.
By (5.8 ) and the Lemma we get (5.9)
which is enough for us. 
h.
Observe that since |U + V α + W β| α,β h 4 /N 4 for all U, V, W N 2 /h 2 not all zero (by genericity of α and β), the sum over those h ≤ N 1/2 satisfies
This is satisfactory, and it remains to treat N 1/2 ≤ h N . Our proof does not use the full strength of the condition U V − W 2 > 0 but only the weaker (U, V, W ) = (0, 0, 0); this should heuristically make no difference in the size of the sum and we do not know any way to take advantage of the full condition U V − W 2 > 0. The result which is required is then the following.
For almost all α, β and any τ ′ ∈ R, j ∈ Z,
Combining this lemma with the previous two bounds will show that for generic α, β we have
To motivate the proof of the lemma, we sketch some attacks on the problem based on the proof of (5.9). Imitating Lemma 5.4, one might try to show that for generic (α, β), all h, h ′ ∼ K, U, U ′ , V, V ′ , W, W ′ N 2 /h 2 , and some appropriate ρ we have
whenever the left-hand side is nonzero. It would follow that the number of values of h 2 (U +V α+W β) such that h 2 (U + V α + W β) − τ ′ < 2 j is at most α,β 2 j /ρ. Taking an optimistic view, we might get a bound α,β 2 j K/ρ for the sum in Lemma 5.5. What value of ρ might be possible? The left-hand side of (5.12) is of the form G + Hα + Jβ for integers G, H, J N 2 . One can show that if K ∼ N 1/2 , any triple of integers G, H, J ǫ N 2−ǫ will occur for some h, h ′ , U, U ′ , etc. So if K ∼ N 1/2 then there are h, h ′ , U, U ′ , etc. with
Thus ρ ǫ N −4+ǫ in this case. The optimistic bound 2 j K/ρ for the sum in Lemma 5.5 is then of size at least ǫ 2 j KN 4−ǫ . But this is bigger than the bound in the lemma by a factor of KN −ǫ .
We can try to refine the argument: rather than prove h 2 (U + V α + W β) − h ′2 (U ′ + V ′ α + W ′ β) < ρ has no solutions, we can seek a bound for the number of solutions. More precisely, let
and write
The second term captures the diagonal contribution from h 2 (U, V, W ) = h ′2 (U ′ , V ′ , W ′ ), which would otherwise cause problems later; we might hope that this term is negligible. We would then need to bound Σ(α, β, τ ′ ) for almost all α, β, uniformly in τ ′ . We can eliminate τ ′ using the same idea as Lemma 5.4: we observe that Σ(α, β, τ ′ ) ≤ Σ ′ (α, β), where we set
1.
Using the Borel-Cantelli lemma we find that for generic α, β we have
The condition h 2 (U, V, W ) = h ′2 (U ′ , V ′ , W ′ ) removes the terms for which the measure above is largest, which could otherwise have dominated the sum. But even for typical h, h ′ , U, U ′ , . . . this measure will have size 2 j /N 2 . Consquently the best upper bound for Σ ′ (α, β) which we could hope to prove is Σ ′ (α, β) α,β 2 j N 12 /K 10 .
Via (5.13) this would lead to a bound of at best 2 j/2 N 6 /K 4 for the sum in Lemma 5.5, which is not sufficient. For example when K = N 1/2 and 2 j = N −3 that bound is at least N 5/2 , while the lemma requires a bound of α,ǫ N .
The proof we give of Lemma 5.5 is nonetheless very close to the sketch above. Instead of the square in (5.13) we will take the cube of the sum we hope to bound. We will split off a kind of "diagonal contribution", and the remaining term will be estimated by eliminating τ ′ and applying the Borel-Cantelli lemma.
Proof of Lemma 5.5. We will treat only the case 2 j ≥ N −3 , from which the general result follows at once. We take the cube:
We split the terms according to whether the h 2 i (U i , V i , W i ) lie on a line through the origin, or else on a line which is not through the origin, or neither. Write × for the vector product of two column vectors. Observe that the h 2 i (U i , V i , W i ) are collinear iff the quantity
So the promised splitting of the sum is
For generic α, β and all 2 j ≥ N −3 and K ∈ [N 1/2 , N ] we have
Inserting (5.16 ) and the two lemmas into (5.15) gives
Recalling from the start of the proof that 2 j ≥ N −3 , this is 2 j N 4 /K, which proves the lemma.
5.5.
The case A ′ B ′ = (C ′ ) 2 , auxiliary lemmas.
Proof of Lemma 5.6. Suppose mx + c ≡ 0 (mod h 2 2 ). From this we draw two conclusions. First,
From these and the fact that |m|, |c| N 2 and m T × c T = 0, we find that gcd(x, h 2 2 ) and h 2 2 are determined up to 1 possibilities by m and c. Thus the sum in the lemma is max
Let x 0 ∈ Z be fixed such that mx 0 + c ≡ 0 (mod h 2 2 ) (such x 0 exists, otherwise the sum will be zero). Let x ′ = x − x 0 and c ′ = c + mx 0 , then we have mx ′ ≡ 0 (mod h 2 2 ). As gcd(m 1 , m 2 , m 3 ) = 1, we conclude that x ′ ≡ 0 (mod h 2 2 ). Then the expression above is bounded by
Now for generic α, β this is
from which the claim follows.
Proof of Lemma 5.7. By letting K and N range over powers of 2, the Borel-Cantelli lemma implies that for almost all α, β we have
In light of (5.1) and (5.14) , this implies
How often can ∆ be small? Let
After permuting U, V, and W if necessary, and also swapping (U 1 , V 1 , W 1 ), (U 2 , V 2 , W 2 ) if necessary, we will have
In particular, if ∆ = 0 then it follows from this that T > 0 and H > 0. Observe that
for some triple of forms Q. Suppose for a moment we are given h i ∼ K (i = 0, 1, 2) and U i , V i , W i (i = 0, 1) satisfying (5.18) and (5.19) . One can deduce from the formula above that
In fact, if M/T K 2 1, then there are at most N 2 /K 2 choices for U 2 ; when U 2 is fixed, from |∆| ≤ M we get that there is at most M/T K 2 choices for each of V 2 and W 2 . This gives a total of
choices. Now if M/T K 2 ≪ 1, then for fixed U 2 there is at most 1 choice for each of V 2 and W 2 . Moreover, as |∆| ≤ M , there are at most M/K 2 + 1 choices for the quantity
so there are at most M/K 2 + 1 choices for the residue
. Now U 2 N 2 /K 2 and |ξ| ∼ T /H, so the number of choices for U 2 is at most
Clearly the same bound holds if we permute U, V and W in (5.18) , and also if we put ∼ in place of the equalities in (5.18) . Inserting this into (5.17) we find
Here we will explain the bound in the summation in (V 1 , W 1 ); the bound in the summation in h 1 is similar, and the bounds in all other summations are straightforward. First consider V 1 ; as (h 0 , h 1 , U 0 , U 1 , V 0 , W 0 ) is fixed, the four gcd's in the summation have 1 choices, so we may assume they are fixed. Let
. This implies that the residue of V 1 modulo ξ/ gcd(ξ, h 2 1 ) ∼ H/G is fixed; as also |h 2 1 V 1 − h 2 0 V 0 | T , the number of choices for V 1 will be at most GT /HK 2 + 1. For W 1 the bound is similar, except that instead of ξ/ gcd(ξ, h 2 1 ) we have η gcd(η, h 2 1 )
which is not less than H/G by our assumptions. Maximising the summand on the right-hand side over G and M , we find it is bounded by
and maximising this over H, it in turn is bounded by
which, considering the cases when T ∈ {1, K 2 , N 2 }, is bounded by N 12 K 9 + N 14 K 15 2 2j N 12 K 9 2 2j N 12 K 3 2 3j , using the fact that 2 j ≥ N −3 and N 1/2 ≤ K ≤ N . 5.6. Completing the case p = 8. Combining (5.7) with (5.9) and (5.11) shows that e it∆ f 8 This implies Theorem 1.2 for p = 10.
Following the same argument as in Section 5, we have by (5.3) that
where Ω 5,N,+ a,b,A 1 ,B 1 ,C 1 is the set of solutions of size less than N to
After shifting the variables we can assume a, b = 0. Over Q the form x 2 1 + x 2 2 + x 2 3 + x 2 4 + (x 1 + x 2 + x 3 + x 4 ) 2 is equivalent to x 2 1 + x 2 2 + x 2 3 + 5x 2 4 . So under some linear change of variables, each integral solution to the equations above gives us an integral solution to
for some fixed, integral A ′ , B ′ , C ′ . That is,
e it ∆ f 10
The idea is to use Pall's result to bound the innermost sum. First we deal with degenerate cases. The first degenerate case is when A ′ = 5x 2 or B ′ = 5y 2 ; without loss of generality we treat B ′ = 5y 2 which gives a contribution of |m+5x 2 +5y 2 α+5xyβ−τ ′ |<2 j 3 i=1 µ 2 i =m 1 (2 j N 4 + 1)N, by the Diophantine condition |i + jα + kβ| N −4 if i, j, k N 2 , with (i, j, k) = (0, 0, 0). This is more than satisfactory.
Next we consider the contribution from
In this case there are unique z i , p, q with p, q ∈ N and gcd(p, q) = 1 such that µ i = pz i , λ i = qz i . These terms give a contribution of
|{(m, p, q, x, y) : mp 2 + 5x 2 = A, mq 2 + 5y 2 = B, mpq + 5xy = C}|.
We claim the last supremum is N . Indeed we can choose x arbitrarily, get 1 choices for m and p by the divisor bound, and then as mp = 0 by assumption, we get that (q, y) lies on the intersection of an ellipse and a line and we're done. This gives us a contribution of (2 j N 4 + 1)N 2 , as desired.
Finally we treat the case 0 =
We get |{(U, V, W, x, y) : h 2 U + 5x 2 = A, h 2 V + 5y 2 = B, h 2 W + 5xy = C}| N 2 h 2 by solving first for xy, and then getting 1 possibilities for all the variables by repeatedly using the divisor bound. This gives us
h (2 j N 4 + 1)N 2 and we're done.
